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Abstract
It is well known that in the commutative case, i.e. for A = C(X)
being a commutative C∗-algebra, compact selfadjoint operators acting on
the Hilbert C∗-module HA (= continuous families of such operators K(x),
x ∈ X) cannot be diagonalized inside this module but it becomes possible
if we pass to a bigger module over a bigger W ∗-algebra L∞(X) = A ⊃ A
which can be obtained from A by completing (on bounded sets) it with
respect to the weak topology in the natural representation of A on the
Hilbert space L2(X) where the norm is defined by a finite exact trace
(measure) on A. Unlike the “eigenvectors”, which have coordinates from
A, the “eigenvalues” are continuous, i.e. lie in the C∗-algebra A.
We discuss here the non-commutative analog of this well-known fact.
When we pass to non-commutative C∗-algebras the “eigenvalues” are de-
fined not uniquely but in some cases they can also be taken from the initial
C∗-algebra instead of the bigger W ∗-algebra. We prove here that such is
the case for some continuous fields of real rank zero C∗-algebras over a one-
dimensional manifold and give an example of a C∗-algebra A for which the
“eigenvalues” cannot be chosen from A, i.e. are discontinuous.
The main point of the proof is connected with a problem on almost
commuting operators. We prove that for some C∗-algebras (including the
matrix ones) if h ∈ A is a selfadjoint, u ∈ A is a unitary and if the norm
of their commutant [u, h] is small enough then one can connect u with the
unity by a path u(t) so that the norm of the commutant [u(t), h] would be
also small along this path.
0 Introduction
Let X be a locally compact Hausdorff space and let {A(x), x ∈ X} be a family of
unital C∗-algebras with exact finite traces τx, τx(1x) = 1. Denote by
∏
x∈X A(x)
the set of functions a = a(x) defined on X and such that a(x) ∈ A(x) for any
x ∈ X .
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Definition 0.1 Let A ⊂ ∏x∈X A(x) be a subset with the following properties:
i) A is a ∗-subalgebra in ∏x∈X A(x),
ii) for any x ∈ X the set {a(x), a ∈ A is dense in the algebra A(x),
iii) for any a ∈ A the function x 7−→ ‖a(x)‖ is continuous,
iv) let a ∈ ∏x∈X A(x); if for any x ∈ X and for any ε > 0 one can find such
a′ ∈ A that ‖a(x)− a′(x)‖ < ε in some neighborhood of the point x, then
one has a ∈ A,
v) for any a ∈ A the function x 7−→ τx(a(x)) is continuous.
Then the triple (A(x), X,A) is called a continuous field of tracial C∗-algebras.
Notice that the first four properties of this definition give the standard definition
of a continuous field of C∗-algebras [4]. It is known that A is a C∗-algebra.
Writing in the present paper for shortness ‖a(x)‖ we mean the norm of the
element a = a(x) ∈ A, i.e. supx ‖a(x)‖. If V ⊂ X is a closed subset then
we denote by A|V the restriction of this algebra to the subspace V .
It is obvious that τ : a 7−→ τx(a(x)) is a trace onA taking values in the C(X) ⊂ A.
This trace defines an inner product on A(x),
(b1, b2)τx = τx(b
∗
1b2), ‖b‖2τx = (b, b)τx ,
and a C(X)-valued inner product on A,
(b1(x), b2(x))τ = τx(b
∗
1(x)b2(x)) ∈ C(X) (0.1)
with the norm
‖b(x)‖τ = sup
x
(b(x), b(x))1/2τ = sup
x
‖b(x)‖τx .
Let H(x) = L2(A(x)) be the completion of A(x) with respect to the norm ‖·‖τx .
Then the algebra A(x) is (exactly) represented on H(x) and we can pass to the
corresponding W ∗-algebra B(x) = L∞(A(x)), A(x) ⊂ B(x) ⊂ H(x).
Let now dx be a σ-finite Borel measure on X . Notice that the function (0.1) is
continuous, so one can put
(b1, b2)τ =
∫
X
(b1(x), b2(x))τx dx, ‖b‖2τ = (b, b)τ . (0.2)
Denote the completion of the algebra A with respect to this norm by H = L2(A).
The algebra A is (exactly) represented on H and the corresponding W ∗-algebra
we denote by A = L∞(A) ⊃ A. One can see that
A =
∫ ⊕
X
B(x) dx.
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From the exactness and finiteness of the trace defined by τx on A and taking
values in L∞(X) it follows that the algebra A is a finite W ∗-algebra with the
finite exact trace τ =
∫
X
τx dx.
Further on we will deal with the case when X is an interval or a circle. In this
case if X is divided by points {xk} into smaller intervals Dk = [xk; xk+1] and if
ak(x) ∈ A|Dk is a continuous field for every k then we call the set a(x) = {ak(x)}
a piecewise continuous field on X . Such piecewise continuous fields obviously
belong to the W ∗-algebra A. The distance from such field to the C∗-algebra A
is given by the formula
dist(a(x),A) = sup
k
{‖ak(xk)− ak+1(xk)‖}.
For shortness sake we write K1(x) ∼ K2(x) for two piecewise continuous fields
K1(x) and K2(x) if there exists a piecewise continuous unitary u(x) such that
u∗(x)K1(x)u(x) = K2(x).
The present paper is organized as follows. In the next section we discuss the
notion of diagonalizability for operators acting on Hilbert C∗-modules.
In the section 2 we discuss a problem on almost commuting operators and prove
for some C∗-algebras (including the matrix ones) that if h ∈ A is a selfadjoint,
u ∈ A is a unitary and the norm of their commutant [u, h] is small enough then
one can connect u with the unity by a path u(t) so that the norm of [u(t), h] would
be small along this path. We use it in the proof of the main theorem but it is
also of independent interest in view of topological applications [6]. The estimate
which we give for the norm of commutant is not the best one but it is sufficient
for our purpose.
The section 3 contains the proof of the diagonalizability of selfadjoint compact op-
erators on Hilbert C∗-modules over some continuous fields of tracial C∗-algebras
of real rank zero over one-dimensional manifolds. Unfortunately our method can-
not be applied to the case of arbitrary dimension of the base, though we suppose
that the result is still true for them. The restrictions which we demand for the
fiber C∗-algebras are far from necessary and can be weakened in different ways.
In the last section we give an example of a C∗-algebra which does not allow
continuous diagonalization.
Acknowledgement. The present paper was prepared with the partial support
of RBRF (grant N 96-01-00182). I am grateful to M. Frank, A. S. Mishchenko
and E. V. Troitsky for helpful discussions.
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1 Diagonalizing operators on Hilbert C∗-mo-
dules
Let A be a C∗-algebra and let HA be a right Hilbert A-module of sequences a =
(ak), ak ∈ A, k ∈ N such that the series ∑ a∗kak converges in A in norm with the
standard basis {ek} and let Ln(A) ⊂ HA be a submodule generated by the first n
elements e1, . . . , en of the basis. An innerA-valued product on moduleHA is given
by 〈x, y〉 = ∑x∗kyk for x, y ∈ A. Our standard references for the theory of Hilbert
C∗-modules and operators on them are the papers [19],[20],[21],[10],[13],[12] and
the book [11].
By H∗A = HomA(HA;A) we denote the A-module dual to HA consisting of all
bounded A-linear A-valued maps on HA. Remember that the module Ln(A) is
autodual, i.e. L∗n(A) = Ln(A). A bounded operator K : HA−→HA is called
compact [10] [13], if it possesses an adjoint operator K∗ : HA−→HA and lies in
the norm closure of the linear span of operators of the form
θx,y, θx,y(z) = x〈y, z〉, x, y, z ∈ HA.
We call a compact operator K strictly positive, if the operator 〈Kx, x〉 is positive
in A and if the spectral projection corresponding to the zero point of spectrum
of K is zero. We will use the well-known fact [20] that in the case when A is a
W ∗-algebra the inner product can be naturally extended to the dual module H∗A.
Let MA denote either Ln(A) or HA.
Definition 1.1 Let A be a W ∗-algebra. We call a selfadjoint operator K on the
A-module MA diagonalizable if there exist a set {xi} of elements in M∗A and a
set of operators λi ∈ A such that
i) {xi} is orthonormal, i.e. 〈xi, xj〉 = δij,
ii) the module M∗
A
coincides with the A-module M∗ dual to the module M
generated by the set {xi},
iii) Kxi = xiλi,
iv) for any unitaries ui, ui+1 ∈ A we have an operator inequality
u∗iλiui ≥ u∗i+1λi+1ui+1. (1.1)
We call the elements xi “eigenvectors” and the operators λi “eigenvalues” for the
operator K. It should be noticed that the “eigenvectors” and “eigenvalues” are
defined not uniquely. The condition (1.1) means that the notion of diagonalization
includes the natural ordering of the “eigenvalues”.
The problem of diagonalizing operators in Hilbert modules was initiated by
R. V. Kadison in [9] who proved that a selfadjoint operator on the module Ln(A)
over a W ∗-algebra A can be diagonalized. Further this problem was studied in
different settings in [8],[18],[26],[7] etc. In [14],[15] we have proved the following
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Theorem 1.2 If A is a finite W ∗-algebra with a normal exact finite trace then
a compact strictly positive operator K on the module HA can be diagonalized on
H∗
A
and its “eigenvalues” are defined uniquely up to the unitary equivalence.
In the paper [16] it was proved also that the “eigenvalues” depend continuously
on the compact operators, namely
Theorem 1.3 If Kr : HA−→HA, r = 1, 2 are compact strictly positive operators
and if ‖K1 −K2‖ < ε then
i) one can find a unitary U acting on H∗
A
such that it maps the “eigenvectors”
of K2 to the “eigenvectors” of K1 and ‖U∗K1U −K2‖ < ε,
ii) “eigenvalues” {λ(r)i } of operators Kr (r = 1, 2) can be chosen in such a way
that
∥∥∥λ(1)i − λ(2)i ∥∥∥ < ε.
It is well known that in the commutative case, i.e. for A = C(X) being a
commutative C∗-algebra, compact operators cannot be diagonalized inside HA
but it becomes possible if we pass to a bigger module over a bigger W ∗-algebra
L∞(X) = A ⊃ A which can be obtained from A by completing (on bounded
sets) it with respect to the weak topology in the natural representation of A on
the Hilbert space H = L2(A) with the new (integral) norm defined by a finite
exact trace (measure) on A. Unlike the “eigenvectors” the “eigenvalues” are
continuous, i.e. lie in the C∗-algebra A. It leads us to the following definition.
Let A be a C∗-algebra with a finite exact trace τ on it. Let (a, b)τ = τ(a∗b),
a, b ∈ A, be a non-degenerate inner product on A, ‖·‖τ = (·, ·)1/2τ be the norm
defined by the trace τ on A. Completing A with respect to this norm we obtain
a Hilbert space L2(A) and an exact representation of A on this space. Let
A = L∞(A) be the corresponding finite tracial W ∗-algebra containing A as a
weakly dense subalgebra. Let K be a compact strictly positive operator on HA.
We can naturally extend K to the bigger moduleH∗
A
where it will remain compact
and strictly positive and by the theorem 1.2 it can be diagonalized in this module.
Definition 1.4 We call a C∗-algebra A admitting weak diagonalization if the
diagonal entries (after diagonalization on H∗
A
) for any compact strictly positive
operator K on HA can be taken from A instead of A.
Problem. Describe the class of tracial C∗-algebras admitting weak diagonaliza-
tion.
Notice that if a C∗-algebra has the weak diagonalization property then every
selfadjoint finite rank operator K ∈ Mn ⊗ A also can be diagonalized over the
W ∗-algebra A with “eigenvalues” being from A.
Recall that real rank zero (RR(A) = 0) means [1] that every selfadjoint operator
in A can be approximated by operators with finite spectrum, i.e. having the form
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∑
αipi, where pi ∈ A are selfadjoint mutually orthogonal projections and αi ∈ R.
By [1] we have in this case also RR(EndA(Ln(A))) = 0. In the paper [16] it was
shown that besides the commutative C∗-algebras this class contains also real rank
zero tracial C∗-algebras with the following property:
(∗) for any two projections p, q ∈ A there exist in A equivalent (in A)
projections rp ∼ rq, rp ≤ p, rq ≤ q such that T (rp) = T (rq) =
min{T (p)(z), T (q)(z)}, z ∈ Z where L∞(Z) is the center of the W ∗-algebra
and T is the standard center-valued trace on L∞(A).
It means that K0(A) is a sublattice in K0(L∞(A)). In the case when the al-
gebra L∞(A) is a (finite) factor then the property (∗) means that the map
K0(A) −→ K0(L∞(A)) is a monomorphism. Besides finite factors this class of
algebras contains the irrational rotation C∗-algebras [3] and the Bunce-Deddens
algebras [2].
2 On almost commuting operators
The following proposition concerning almost commuting operators in some C∗-
algebras (including matrix algebras) will be used to diagonalize continuous fields
of operators. Remember that tsr(A) = 1 means that the invertible elements are
dense in A.
Proposition 2.1 Let A be a C∗-algebra with properties
i) RR(A) = 0 and tsr(A) = 1;
ii) for every projection p ∈ A the unitary group of the C∗-algebra pAp is con-
nected.
Let h ∈ A be a self-adjoint and let u ∈ A be a unitary such that
‖u∗hu− h‖ < δ. (2.1)
Then there exists a constant C depending only on ‖h‖ and a path u(t) connecting
u with 1 such that for small enough δ one has for all t
‖u∗(t)hu(t)− h‖ < C 4
√
δ.
Proof. As RR(A) = 0 we can assume without loss of generality that the operator
h is a linear combination of mutually orthogonal projections, h =
∑n
i=1 λipi ∈ A
with real eigenvalues λi. We can also assume that these eigenvalues are ordered,
i.e. λ1 > . . . > λn. Divide the segment [λn;λ1] into smaller segments of the
length 4
√
δ and denote those segments which contain at least one eigenvalue λi by
∆k. Then the number m of such segments is not bigger then (λ1 − λn)/ 4
√
δ + 1
and the following properties hold:
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i) if λi, λj ∈ ∆k then |λi − λj| < 4
√
δ;
ii) if λi ∈ ∆k−1 and λj ∈ ∆k+1 then |λi − λj | ≥ 4
√
δ.
Let µk be the middle points of the segments ∆k. Then if µk+1−µk > 4
√
δ then
the spectrum of h has a lacuna of the length not less than 4
√
δ.
Denote the spectral projections of h corresponding to the segments ∆k by qk,
q1 + . . . + qm = 1. Then A as A-module can be decomposed into a direct sum
corresponding to the above projections, A = ⊕mk=1qkA and we will represent
elements of the algebra A as matrices with regards to this decomposition: h =
diag({hi}) for hi = qihqi and u = (uij) for uij = qiuqj .
Notice that if m = 1, i.e. all eigenvalues of h differ from each other not more
than by 4
√
δ then we can take any path u(t) connecting u with 1 because in this
case there exists a number µ such that ‖h− µ‖ < 4√δ/2, hence
‖v∗hv − h‖ ≤ ‖v∗hv − v∗µv‖+ ‖µ− h‖ < 2
4
√
δ
2
=
4
√
δ
for any unitary v, so further we can assume that m > 1.
Divide once more the spectrum of the operator h into smaller (than ∆k) segments
∆s of length δ. Let λs be the middle points of the segments ∆s and let ps be the
spectral projections of h corresponding to the segments ∆s. Then put
h =
∑
s
λsps.
Obviously
∥∥∥h− h∥∥∥ < δ/2, hence in view of (2.1)
∥∥∥u∗hu− u∥∥∥ ≤ ∥∥∥u∗hu− u∗hu∥∥∥+ ‖u∗hu− h‖+ ∥∥∥h− h∥∥∥ < 2δ. (2.2)
Let A = ⊕spsA be the decomposition of A corresponding to the spectral projec-
tions of h. It is a sub-decomposition of ⊕mk=1qkA and the matrix u can be written
as u = (vkl), vkl = pkupl and the matrix entries uij can be viewed as blocks of
elements vkl. Denote by N the number of columns of the matrix (vkl). Then one
has
N <
2 ‖h‖
δ
+ 1 (2.3)
Now we turn to construction of the homotopy u ∼ 1. We begin with a non-
unitary path u(t) which would lie not far from the set of unitaries U = U(A).
First step of homotopy
For a matrix a = (aij) decomposed with respect to ⊕mk=1qkA we denote by d0(a)
its main diagonal diag({aii}), by dk(a) denote a diagonal lying k lines above (or
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below if k is negative) the main diagonal. We start by proving that the matrix
u = (uij) is “almost” three-diagonal.
Let ki and kj be the numbers of the segments ∆k which contain the eigenvalues
λi and λj of h respectively; λi ∈ ∆ki, λj ∈ ∆kj . Define a three-diagonal matrix
d(a) by the following way:
i) if kj ≥ ki + 2 or kj ≤ ki − 2 then put (d(a))ij = 0,
ii) if kj = ki ± 1 and |µkj − µki| > 4
√
δ then put also (d(a))ij = 0,
iii) otherwise put (d(a))ij = aij .
Lemma 2.2 It follows from (2.1) that for small enough δ one has
‖u− d(u)‖ < 4 ‖h‖1/2 4
√
δ.
Proof. Consider the matrix (hu − uh)(hu − uh)∗. From the inequality (2.2)
it follows that the norm of this matrix is less then 4δ2, hence the norm of any
element of this matrix is also less than 4δ2. So, as λj commute with vkj, we obtain
for every i ∥∥∥∥∥∥
N∑
j=1
(λi − λj)2vijv∗ij
∥∥∥∥∥∥ < 4δ2. (2.4)
Let λi ∈ ∆ki , λj ∈ ∆kj . As all the summands in (2.4) are positive, so ignoring
some of them we will not increase the norm of the sum, hence∥∥∥∥∑′j(λi − λj)2vijv∗ij
∥∥∥∥ < 4δ2
where the sum
∑′ is taken for those j for which either |kj−ki| ≥ 2 or |kj−ki| = 1
and |µkj −µki| > 4
√
δ, i.e. we throw away those vij for which (u− d(u))ij = 0. As
in the sum
∑′ we have |λk − λj | ≥ 4√δ, so
4δ2 >
∥∥∥∥∑′j(λi − λj)2vijv∗ij
∥∥∥∥ ≥ √δ ∥∥∥∑′i vijv∗ij∥∥∥ ,
hence ∥∥∥∥∑′j vijv∗ij
∥∥∥∥ < 4δ3/2. (2.5)
Lemma 2.3 Let a = (aij), aij ∈ A be a N ×N matrix such that for every i one
has
∥∥∥∑j aija∗ij∥∥∥ < ε2. Then ‖a‖ < ε√N .
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Proof. Take ξ = (ξk), k = 1, . . . , N , ξi ∈ A. Then using the generalized Cauchi-
Schwartz inequality [11] we get
‖aξ‖2 =
∥∥∥∥∥∥
∑
ijk
ξ∗j a
∗
ijaikξk
∥∥∥∥∥∥ ≤
∑
i
∥∥∥∥∥∥
∑
kj
ξ∗j a
∗
ijaikξk
∥∥∥∥∥∥
≤ ∑
i
∥∥∥∥∥∑
k
aika
∗
ik
∥∥∥∥∥ ·
∥∥∥∥∥∑
k
ξ∗kξk
∥∥∥∥∥ < Nε2 ‖ξ‖2 ,
hence we have ‖aξ‖ < √Nε ‖ξ‖. •
The sums
∑′ correspond to the blocks lying in the matrix u− d(u). Now in view
of (2.3) and (2.5) from the lemma 2.3 (for ε = 2δ3/4) we get for δ < ‖h‖
‖u− d(u)‖ <
√
N 2δ3/4 ≤ 2 ‖h‖1/2 δ−1/2 2δ3/4 = 4 ‖h‖1/2 4
√
δ
which ends the proof of the lemma 2.2. •
Define the path u(t) by the formula
u(t) = (u− d(u))(1− t) + d(u).
Then u(0) = u, u(1) = d(u) and for every t ∈ [0, 1] by the lemma 2.2 we have
dist(u(t), U) < 4 ‖h‖1/2 4√δ. Estimate the commutator norm:∥∥∥u(t)h− hu(t)∥∥∥ ≤ ∥∥∥uh− hu∥∥∥+ ∥∥∥(u− d(u))h− h(u− d(u))∥∥∥
< 2δ + 2 ‖h‖ ‖u− d(u)‖ < 2δ + 2 ‖h‖ 4 ‖h‖1/2 4
√
δ.
Second step of homotopy
We should connect the matrix d(u) with a diagonal one. To do so we need the
following
Lemma 2.4 (making matrices almost upper triangular). Let
a =
(
a11 a12
a21 a22
)
be a matrix in qj1A ⊕ qj2A. Then for any ε > 0 there exists a unitary path v(t)
such that v(0) = 1 and
v(1) · a =
(
a′11 a
′
12
a′21 a
′
22
)
with ‖a′21‖ < ε.
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Proof. As by assumption tsr(A) = 1, so for any ε > 0 we can find an invertible
element a11 such that ‖a11 − a11‖ < ε. Put α = a21(a11)−1. Put further
v(t) =
(
(1 + t2α∗α)−1/2 (1 + t2α∗α)−1/2 · tα∗
−(1 + t2αα∗)−1/2 · tα (1 + t2αα∗)−1/2
)
.
It can be easily seen that v∗(t)v(t) = v(t)v∗(t) = 1 and v(1) lies in the unitary
group in the path component of 1. Estimate the entry a′21 in the product v(1)a:
‖a′21‖ =
∥∥∥−(1 + αα∗)−1/2αa11 + (1 + αα∗)−1/2a21∥∥∥
=
∥∥∥(1 + αα∗)−1/2(αa11 − αa11)∥∥∥ ≤ ∥∥∥(1 + αα∗)−1/2α∥∥∥ · ‖a11 − a11‖
< ε ·
∥∥∥(1 + αα∗)−1/2α∥∥∥ = ε · ‖f(β)‖1/2 ≤ ε
where β = αα∗ and f(λ) = λ
1+λ
≤ 1. •
Consider the element u21 of the matrix u. If the segments ∆1 and ∆2 are separated
then the element u21 is already small enough and the element (d(u))21 is already
zero. Put then v1 = 1. If these segments are not separated then by the lemma
2.4 we can find in the module q1A⊕ q2A a unitary path v1(t) with v1(0) = 1 and
v1(1) =
(
v
(1)
11 v
(1)
12
v
(1)
21 v
(1)
22
)
such that
v
(1)
11 v
(1)
12
...
v
(1)
21 v
(1)
22
...
. . . . . . . . .
... E


u11 u12
u21 u22 u23
. . . . . . . . .
. . . . . .
 =

u
(1)
11 u
(1)
12 u
(1)
13
u
(1)
21 u
(1)
22 u
(1)
23
. . . . . . . . .
. . . . . .

with
∥∥∥u(1)21 ∥∥∥ < ε. Here E stands for a unit matrix and empty places stand for
zeros. Notice that then the third and the following strings of the matrix u do not
change. So we get a path u(t) = v1(t)d(u) and as v1(t) is a unitary, so
dist(u(t), U) < 4 ‖h‖1/2 4
√
δ. (2.6)
As in the lemma 2.4 the number ε can be taken arbitrarily small, so if we write
zero instead of the element u
(1)
21 , the estimate (2.6) would remain valid.
Turn now to the element u32 = u
(1)
32 . If the segments ∆2 and ∆3 are separated
then this element is already small enough. Put then v2 = 1. In the other case we
can find a unitary path v2(t) with v2(0) = 1 and
v2(1) =
(
v
(2)
22 v
(2)
23
v
(2)
32 v
(2)
33
)
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in the module q2A⊕ q3A such that
1
v
(2)
22 v
(2)
23
...
v
(2)
32 v
(2)
33
...
. . . . . . . . .
... E

·

u
(1)
11 u
(1)
12 u
(1)
13
u
(1)
22 u
(1)
23
u
(1)
32 u
(1)
33 u
(1)
34
. . . . . . . . .
. . . . . .

=

u
(2)
11 u
(2)
12 u
(2)
13
u
(2)
22 u
(2)
23 u
(2)
24
u
(2)
32 u
(2)
33 u
(2)
34
. . . . . . . . .
. . . . . .

with
∥∥∥u(2)32 ∥∥∥ < ε. Again we can write zero instead of u(2)32 . Repeating this procedure
we obtain a unitary path
v(t) = vm−1(t) · . . . · v2(t) · v1(t)
connecting the unity with the unitary
v = v(m− 1) = vm−1(m− 1) · . . . · v2(2) · v1(1).
Denote v(t) · d(u) by u(t) and v · d(u) by u. Notice that
dist(u(t), U) < 4 ‖h‖1/2 4
√
δ (2.7)
for all t. Hence we have the estimate ‖uij(t)‖ < 4 ‖h‖1/2 4
√
δ for every i, j. Notice
also that for every t the path u(t) lies in the four-diagonal matrices of the form
u(t) =

u11 u12 u13
u21 u22 u23 u24
u32 u33 u34 u35
. . . . . . . . . . . .
. . . . . . . . .
. . . . . .

therefore we can easily estimate the commutator norm along this path. To do so
we should deal with the operator h′ =
∑
µkqk, ‖h− h′‖ < 12 4
√
δ. Then
‖u(t)h− hu(t)‖ < ‖[u(t), h′]‖ + 4
√
δ
≤ ‖[d−1(u(t)), h′]‖+ ‖[d1(u(t)), h′]‖+ ‖[d2(u(t)), h′]‖+ 4
√
δ
≤ sup
i,j,k
‖uij(t)‖ (2|µk − µk+1|+ |µk − µk+2|) + 4
√
δ
< 6
4
√
δ (2.8)
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for small enough δ. The resulting matrix u is three-diagonal and upper triangular:
u =

u11 u12 u13
u22 u23 u24
u33 u34 u35
. . . . . .
. . .
 .
Third step of homotopy
It follows from (2.7) that the matrix u is invertible and there exists a unitary w
such that
‖u− w‖ < 4 ‖h‖1/2 4
√
δ.
Therefore when δ is small enough we have∥∥∥(u)−1 − w∗∥∥∥ < 6 ‖h‖1/2 4√δ.
Therefore we get the estimate∥∥∥(u)−1 − (u)∗∥∥∥ < 10 ‖h‖1/2 4√δ,
hence
‖d1(u)‖ < 10 ‖h‖1/2 4
√
δ and ‖d2(u)‖ < 10 ‖h‖1/2 4
√
δ.
Therefore
dist(d0(u), U) < dist(u, U) + ‖d1(u)‖+ ‖d2(u)‖ < 24 ‖h‖1/2 4
√
δ. (2.9)
Connect the matrices u and d0(u) by a linear path u(t). Then along this path
one has
dist(u(t), U) < 24 ‖h‖1/2 4
√
δ (2.10)
and from (2.8) we see that
‖u(t)h− hu(t)‖ < 6 ‖h‖1/2 4
√
δ.
Fourth step of homotopy
It follows from (2.9) that for small enough δ the diagonal matrix d0(u) consists
of invertible elements being close to unitaries and it follows from (2.10) that for
every uii one can find a unitary wi such that ‖uii − wi‖ < 24 ‖h‖1/2 4
√
δ. Take
a linear path connecting the matrices u and diag{wi}. Then this path also lies
close to the unitary group U . Then we connect the matrix diag{wi} with unity.
The last path lies in U . Let u˜(t) be the path of the fourth step of homotopy.
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Notice that it lies within diagonal matrices, hence the commutator norm along
this path is small:
‖u˜(t)h− hu˜(t)‖ ≤ ‖u˜(t)h′ − h′u˜(t)‖+ 4
√
δ =
4
√
δ.
Consider now all four steps of constructed homotopy. We see that along the whole
path u′(t) connecting u with unity we have
dist(u′(t), U) < 24 ‖h‖1/2 4
√
δ
and
‖u′(t)h− hu′(t)‖ < 6 4
√
δ.
Therefore there exists a unitary path u(t) connecting u with unity such that
‖u(t)− u′(t)‖ < 48 ‖h‖1/2 4
√
δ,
hence we get the estimate
‖u(t)h− hu(t)‖ < ‖u′(t)h− hu′(t)‖+ 2 ‖h‖ ‖u(t)− u′(t)‖
< 6
4
√
δ + 96 ‖h‖3/2 4
√
δ = C
4
√
δ
which proves the proposition. •
Remark that the class of C∗-algebras satisfying conditions of the proposition
2.1 includes the finite W ∗-algebras and particularly the matrix algebras. The
constant C is by no means the best one and can be improved. On the other hand
I believe that the power 1/4 for δ in our estimate cannot be made bigger. As
the commutator norm does not change if we replace h by h + λ, λ ∈ R, so the
constant C really depends not on the norm of h but on the length of its spectrum.
Remark also that by the same way one can proof the similar result in the case
when instead of selfadjoint h we deal with a unitary v with a lacuna in its spec-
trum. The last restriction is essential as otherwise there exists an obstruction [6].
The following proposition can be viewed as a first step in construction of approxi-
mately commuting homotopy between approximately commuting and commuting
pairs of unitaries in the case when the obstruction of [6] is zero.
Proposition 2.5 Let A be a C∗-algebra with properties
i) RR(A) = 0 and tsr(A) = 1;
ii) for every projection p ∈ A the unitary group of the C∗-algebra pAp is con-
nected.
Let u, v ∈ A be unitaries such that ‖u∗hu− h‖ < δ. Suppose that the unit circle
contains an arc of the length d such that the intersection of this arc with the
spectrum of v is empty. Then there exists a constant C depending only on d and
a path u(t) connecting u with 1 such that for small enough δ and for all t one has
‖u∗(t)hu(t)− h‖ < C 4√δ.
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3 Diagonalizing operators over some continuous
fields of C∗-algebras
Theorem 3.1 Let (A(x), X,A) be a continuous field of tracial C∗-algebras over
an interval or a circle. Let (B(x), X,B) be the corresponding continuous field of
W ∗-algebras and let A be the corresponding W ∗-algebra. Suppose that for every
x ∈ X the C∗-algebra possesses the following properties:
i) RR(A(x)) = 0, and tsr(A(x)) = 1;
ii) for every projection p ∈ A(x) the unitary group of the C∗-algebra pA(x)p is
connected;
iii) the trace τx on A(x) is finite and exact;
iv) the map K0(A(x)) −→ K0(B(x)) induced by inclusion A(x) ⊂ B(x) =
L∞(A(x)) is a monomorphism and K0(A(x)) is a sublattice in K0(B(x)).
Then the C∗-algebra A ∈ A possesses the property of weak diagonalization.
Proof is based on the following lemmas.
Lemma 3.2 Let K1(x), K2(x) be two continuous fields of selfadjoint operators
with finite spectrum in the algebra A, Kr being unitarily equivalent to diag{λ(r)i },
r = 1, 2. If ‖K1(x)−K2(x)‖ < ε then for any x0 ∈ X there exists a closed
neighborhood W of x0 and continuous unitary fields ui(x) on W such that∥∥∥λ(1)i (x)− u∗i (x)λ(2)i (x)ui(x)∥∥∥ < ε. (3.1)
Proof. By supposition we can write the operators Kr(x) in the form
K1(x) =
∑
αmpm(x), K2(x) =
∑
βjqj(x)
with ordered eigenvalues and pm(x), qj(x) being the spectral projections. As
K0(A(x0)) ⊂ K0(B(x0)) is a sublattice by supposition, so we can find projections
rl(x0) ∈ A(x0) such that∑l rl(x0) = 1 ∈Mn⊗A(x0) and every projection pm(x0),
qj(x0) and projections fromMn⊗1 are unitarily equivalent to sums of some rl(x0).
After renumbering the eigenvalues of Kr(x0) and admitting repeating eigenvalues
we can write
K1(x0) =
∑
αlrl(x0); K2(x0) =
∑
βlr
′
l(x0); rl(x0) ∼ r′l(x0).
As in the W ∗-algebra B(x0) = L
∞(A(x0)) we have ‖K1(x0)−K2(x0)‖ < ε so (cf.
[24]) for all n we have
|αl − βl| < ε. (3.2)
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Divide the set of projections {rl(x0)} into n groups
{r1(x0), . . . , rl1(x0)}; . . . ; {rln−1+1(x0), . . . , rln(x0)}
so that the sum of projections in each group would be unitarily equivalent to the
one-dimensional projection inMn⊗1. Then each group gives us the “eigenvalues”
λ
(r)
i (x0):
λ(1)(x0) = αli−1+1rli−1+1(x0) + . . .+ αlirli(x0);
λ(2)(x0) = βli−1+1r
′
li−1+1
(x0) + . . .+ βlir
′
li
(x0).
Take unitaries ui(x0) ∈ A(x0) such that r′l(x0) = u∗i (x0)rl(x0)ui(x0) for li−1+1 ≤
l ≤ li. Then the estimate (3.1) follows from (3.2). •
Lemma 3.3 Let D = [xk; xk+1] be an interval in X and let K1(x), K
′
2(x) ∈ A|D
be two continuous fields of selfadjoint operators with finite spectrum on D with
‖K1(x)−K ′2(x)‖ < ε and let K2(x) ∈ A(xk) be such selfadjoint operator with
finite spectrum that there exists a unitary u(xk) ∈ A(xk) such that
‖K2(xk)− u∗(xk)K ′2(xk)u(xk)‖ < δ and ‖K1(xk)−K2(xk)‖ < ε.
Then for small enough δ and ε there exists a piecewise continuous unitary field
u(x) such that on D one has
‖u∗(x)K ′2(x)u(x)−K1(x)‖ < C 4
√
2ε+ δ (3.3)
where C is a constant depending only on the norm of K1(x).
Proof. Let ut(xk), 0 ≤ t ≤ 1, be a path connecting u(xk) with unity in the
unitary group of A(xk). By assumption we have ‖K2(xk)−K ′2(xk)‖ < 2ε, hence
‖K ′2(xk)− u∗t (xk)K ′2(xk)ut(xk)‖ < 2ε+ δ.
Then by the proposition 2.1 there exists a constant C depending only on the
norm of K1(xk) (or of K
′
2(xk) as they are close) and a path ut(xk) connecting
u(xk) with unity so that
‖u∗t (xk)K ′2(xk)ut(xk)−K1(xk)‖ < C 4
√
2ε+ δ. (3.4)
It follows from (3.4) that there exists an interval [xk; x
′
k+1] such that for any
x ∈ [xk; x′k+1] we still have
‖u∗t (x)K ′2(x)ut(x)−K1(x)‖ < C 4
√
2ε+ δ.
Put then
u(x) = ut(x) where t =
x′k+1 − x
x′k+1 − xk
.
It is a unitary continuous field and on [xk; x
′
k+1] the estimate (3.3) holds. On the
other hand when x ≥ xk+1 we have u(x) = 1, so there this estimate also holds.
•
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Lemma 3.4 Let K(x) be a selfadjoint operator on the module Ln(A), K(x) ∈
Mn⊗A. Then for any ε > 0 there exists a piecewise continuous operator field with
discrete spectrum K ′(x) locally being from Mn⊗A such that ‖K ′(x)−K(x)‖ < ε
and K ′(x) is diagonalizable in Ln ⊗ A with “eigenvalues” λi(x) being piecewise
continuous and dist(λi(x),A) < 2ε.
Proof. Fix ε > 0 and take a point x0 ∈ X . As RR(A(x0)) = 0 we can find
an operator K ′(x0) ∈Mn ⊗ A(x0) with finite spectrum, K ′(x0) = ∑m αmpm(x0),
pm(x0) being its spectral projections, such that ‖K ′(x0)−K(x0)‖ < ε2 . There
exists a neighborhood of the point x0 such that the projections pm(x0) can be
extended to projections pm(x) in this neighborhood. Put K
′(x) =
∑
m αmpm(x).
Then there exists a smaller neighborhood of x0 where
‖K ′(x)−K(x)‖ < ε. (3.5)
So every point of X possesses a neighborhood Dk and a continuous field on
Dk such that (3.5) holds. Taking a finite covering of X by such neighborhoods
we obtain a division of X by smaller intervals and a piecewise continuous field
K ′(x) = {K ′k(x)}, K ′k(x) ∈ Mn ⊗ A|Dk , such that dist(K ′(x),Mn ⊗ A) < 2ε.
Diagonalize the operator field K ′(x) on every interval Dk, K
′(x) = diag{λi(x)}.
Then the fields λi(x) = {λ(k)i (x)}, λ(k)i (x) ∈ A|Dk are piecewise continuous and
as
∥∥∥K ′k−1(xk)−K ′k(xk)∥∥∥ < 2ε so using lemmas 3.2 and 3.3 we can change these
λi(x) on every interval by unitarily equivalent ones to make
dist(λi(x),A) = sup
k
∥∥∥λ(k−1)i (xk)− λ(k)i (xk)∥∥∥ < 2ε. •
Lemma 3.5 Let K1(x), K2(x) ∈ Mn ⊗ A be piecewise continuous fields of
operators with finite spectrum, ‖K1(x)−K2(x)‖ < ε, K1(x) ∼ diag{λi(x)},
K2(x) ∼ diag{µi(x)} with piecewise continuous fields λi(x) and µi(x) such that
dist(µi(x),A) < δ. Then there exist piecewise continuous fields of unitaries
ui(x), piecewise continuous fields µ
′
i(x) and a piecewise continuous operator field
K ′2(x) ∼ diag{µ′i(x)} such that
i) ‖K ′2(x)−K2(x)‖ < δ;
ii) ‖u∗i (x)µ′i(x)ui(x)− µi(x)‖ < δ;
iii) ‖λi(x)− µ′i(x)‖ < C 4
√
2ε+ δ;
iv) dist(µ′i(x),A) < δ.
Proof. Take a point x0 ∈ X of continuity forK2(x). Let D ⊃ x0 be an interval in
X . By lemma 3.2 we can diagonalize the operatorK2(x0) so that its “eigenvalues”
µ˜i(x0) would satisfy the estimate
‖µ˜i(x0)− λ(x0)‖ < ε.
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We can arbitrarily extend these “eigenvalues” to continuous fields µ˜i(x) so that
in some neighborhood of the point x0 one still has
‖µ˜i(x)− λi(x)‖ < ε.
By assumption there exist such unitaries wi ∈ A(x0) that w∗i µ˜(x0)wi = µi(x0).
Take a unitary extensions wi(x) of the elements wi, wi(x0) = wi and choose a
neighborhood of the point x0 so that the estimate
‖w∗i (x)µ˜i(x)wi(x)− µi(x)‖ < δ
would hold in this neighborhood. Then we can get a division of X by inter-
vals Dk = [xk; xk+1] and piecewise continuous fields µ˜i(x), µ˜i(x)|Dk = µ˜(k)i (x),
µ˜
(k)
i (x) ∈ A|Dk and piecewise continuous unitaries wi(x) = {wi,k(x)}, wi,k(x) ∈
A|Dk such that on Dk one has∥∥∥µ˜(k)i (x)− λi(x)∥∥∥ < ε (3.6)
and ∥∥∥w∗i,k(x)µ˜(k)i (x)wi,k(x)− µi(x)∥∥∥ < δ/2. (3.7)
There exists also a piecewise continuous field of operators K˜2(x) unitarily equiv-
alent to the operator diag{µ˜i(x)} and∥∥∥K˜2(x)−K2(x)∥∥∥ < δ/2.
It follows from (3.7) that at the point xk one has∥∥∥w∗i,k−1(xk)µ˜(k−1)i (xk)wi,k−1(xk)− w∗i,k(xk)µ˜(k)i (xk)wi,k(xk)∥∥∥ < δ. (3.8)
It follows from (3.8) that there exist such unitaries vi,k(xk) ∈ A(xk) that∥∥∥v∗i,k(xk)µ˜(k−1)i (xk)vi,k(xk)− µ˜(k)i (xk)∥∥∥ < δ.
By the lemma 3.3 we can find extensions of the unitaries vi,k(xk) to some neigh-
borhood of the point xk such that due to (3.6) we have the estimate∥∥∥v∗i,k(x)µ˜(k)i (x)vi,k(x)− λi(x)∥∥∥ < C 4√2ε+ δ.
Put
µ
(k)
i (x) = vi,k(x)µ˜
(k)
i (x)v
∗
i,k(x).
Then we have ∥∥∥µ(k)i (x)− µ˜(k−1)i (x)∥∥∥ < δ (3.9)
and ∥∥∥µ(k)i (x)− λi(x)∥∥∥ < C 4√2ε+ δ.
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Acting by induction and passing from Dk−1 to Dk we change fields µ˜
(k)
i (x) by
µ
(k)
i (x) on every Dk and so we obtain new piecewise continuous fields µ
′
i(x) =
{µ(k)i (x)} such that there exist piecewise continuous fields of unitaries ui(x) with
‖u∗i (x)µ′i(x)ui(x)− µi(x)‖ < δ.
If we put K ′2(x) = diag{ui(x)µ′i(x)u∗i (x)} then we get validity of (i). Finally we
conclude from (3.9) that dist(µ′i(x),A) < δ. •
Let now K(x) be a strictly positive compact operator on the module HA. Take
a sequence εm > 0 converging to zero. Due to its compactness of K(x) by the
lemma 3.4 one can find a sequence of piecewise continuous fields of diagonalizable
finite rank operators Km(x) ∈Mnm⊗A with “eigenvalues” λi,m(x) ∈ A such that
i) ‖Km(x)−K(x)‖ < εm,
ii) Km(x) ∼ diag{λi,m(x)} with dist(λi,m(x),A) < εm.
Now as
‖K1(x)−K2(x)‖ ≤ ‖K1(x)−K(x)‖+ ‖K(x)−K2(x)‖ < ε1 + ε2,
so by the lemma 3.5 we can find a piecewise continuous operator K ′2(x) ∼
diag{λ′i,2(x)} such that
‖K ′2(x)−K2(x)‖ < ε2,
∥∥∥λ′i,2(x)− λi,2(x)∥∥∥ < ε2, dist(λ′i,2(x),A) < ε2,
and ∥∥∥λ′i,2(x)− λi,1(x)∥∥∥ < C 4√2(ε1 + ε2) + ε2 < 2C 4√ε1 + ε2.
Then as∥∥∥K ′m−1(x)−Km(x)∥∥∥ ≤ ∥∥∥K ′m−1(x)−Km−1(x)∥∥∥+ ‖Km−1(x)−K(x)‖
+ ‖K(x)−Km(x)‖ < 2εm−1 + εm,
so by induction we can find a sequence K ′m(x) ∼ diag{λ′i,m(x)} such that we have
‖K ′m(x)−Km(x)‖ < εm, (3.10)∥∥∥λ′i,m(x)− λi,m(x)∥∥∥ < εm,
dist(λ′i,m(x),A) < εm, (3.11)∥∥∥λ′i,m(x)− λi,m−1(x)∥∥∥ < C 4√2(2εm−1 + εm) + εm < 2C 4√εm−1 + εm. (3.12)
As by (3.10) as
‖K ′m(x)−K(x)‖ ≤ ‖K ′m(x)−Km(x)‖+ ‖Km(x)−K(x)‖ < 2εm,
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so the sequence of operators K ′m(x) converges (in norm) to the operator K(x)
and from (3.12) we see that for every i the sequences λ′i,m(x) are Cauchi se-
quences provided the numbers εm tend to zero fast enough, namely if the series∑
m
4
√
εm−1 + εm is convergent. Hence there exist the limits
λi(x) = lim
m→∞
λ′i,m(x)
and as by (3.11) dist(λ′i,m(x),A) tends to zero, so λi(x) ∈ A. Show that these
λi(x) are the “eigenvalues” for the operator K(x). By the theorem 1.3 it follows
from the estimate ‖K ′m(x)−K(x)‖ < 2εm that there exist unitary operators
Um ∈Mnm ⊗A which map the “ eigenvectors” xi ∈ H∗A of the operator K(x) to
“eigenvectors” of the operators K ′m(x) such that ‖U∗mK ′mUm −K‖ < 2εm. Put
K˜m = U
∗
mK
′
mUm ∈Mnm ⊗A; K˜m → K. Then one has
K˜mxi = xiλ
′
i,m. (3.13)
Taking limit in (3.13) we obtain Kxi = xiλi. •
4 Example: continuous field of rotation alge-
bras
Finally we give an example of a C∗-algebra without property of weak diagonal-
ization. Let X = [a, b] be an interval of the real line containing an integer, say
1. Let S be a circle and let C(X × S) be the C∗-algebra of continuous functions
on the cylinder. Let α be the action of the group Z of integers on this algebra
defined by
(α(n)f)(x, t) = f(x, t+ nx), (4.1)
where f(x, t) ∈ C(X × S), x ∈ X , t ∈ S, n ∈ Z. Denote by AX the crossed
product
C(X × S)×α Z.
By [23],[5] the algebra AX is a continuous fields of rotation algebras Ax = A(x)
over an interval. Notice that the continuous field (A(x), X,AX) is a continuous
field of tracial C∗-algebras and for irrational x the algebras A(x) are of real rank
zero and topological rank one. Moreover, for each x ∈ X the algebra A(x) has the
property of weak diagonalization. On the other hand the unitary group of A(x)
is not connected, but the obstruction lies not here. Notice that A1 ∼= C(T2) is
the commutative C∗-algebra of continuous functions on a torus, hence unlike the
irrational case it is not of real rank zero and the map K0(A(1)) −→ K0(B(1)) is
not a monomorphism. There exists in M2⊗A1 a projection which gives the Bott
generator for K0(T2). This projection can be extended [22],[17] to a continuous
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field of projections p(x) in a neighborhood of the point 1 ∈ X so that for the
standard trace τx on AX we have
τx(p(x)) = 1 + x. (4.2)
We can diagonalize this field of projections in the direct integral of type II1
factors, p(x) ∼ diag{λ1(x), λ2(x)} with λ1(x) ≥ λ2(x). Then for x = 1 we should
have λ1(1) = 1, λ2(1) = 0. For any x the “eigenvalues” λi(x), i = 1, 2, should
be projections. If these “eigenvalues” are continuous fields in AX then for all x
λ1(x) = 1, λ2(x) = 0, hence
τx(diag{λ1(x), λ2(x)}) = 1.
But as the trace is invariant under unitary equivalence, so it contradicts (4.2),
therefore the C∗-algebra AX has no property of weak diagonalization.
On the other hand as the algebras A(x) satisfy all conditions of the theorem 3.1
for a dense set of irrational points in X , so slightly modifying our proof we can for
given continuous field of operators K(x) and for any ε > 0 find a subset Xε ⊂ X
so that the measure of X \ Xε is less than ε and K(x) is diagonalizable on Xε
with continuous “eigenvalues”.
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