Automatic speech recognition (ASR) on video data naturally has access to two modalities: audio and video. In previous work, audio-visual ASR, which leverages visual features to help ASR, has been explored on restricted domains of videos. This paper aims to extend this idea to open-domain videos, for example videos uploaded to YouTube. We achieve this by adopting a unified deep learning approach. First, for the visual features, we propose to apply segment-(utterance-) level features, instead of highly restrictive frame-level features. These visual features are extracted using deep learning architectures which have been pre-trained on computer vision tasks, e.g., object recognition and scene labeling. Second, the visual features are incorporated into ASR under deep learning based acoustic modeling. In addition to simple feature concatenation, we also apply an adaptive training framework to incorporate visual features in a more flexible way. On a challenging video transcribing task, audio-visual ASR using our proposed approach gets notable improvements in terms of word error rates (WERs), compared to ASR merely using speech features.
Introduction
The pervasive deployment of speech interfaces requires automatic speech recognition (ASR) systems to handle various types of variability. In recent years, the introduction of deep neural networks (DNNs) has achieved the state-of-the-art recognition accuracy on a wide range of acoustic modeling tasks [1, 2, 3] . In general, DNNs display superior recognition accuracy than the traditional Gaussian mixture models (GMMs) [4] . However, robustness remains to be a challenge for DNN models [5] . For example, in [6] , it is revealed that the performance of DNNs degrades significantly as the signal-to-noise ratio (SNR) drops. An effective strategy to deal with variability is to incorporate additional knowledge explicitly into DNN models. On this aspect, [7, 8, 9, 10, 11] study the incorporation of i-vectors as speaker representations to smooth out the effect of speaker variability. To handle the variability of the distance between speakers and microphones, [12] proposes to learn a DNN-based extractor to model the speaker-microphone distance information dynamically on the frame level. Then distance-aware DNNs are built by appending these descriptors to the acoustic features as the DNN inputs.
Another line of work has focused on improving robustness of acoustic models with audio-visual ASR. The process of speech perception is bi-modal in nature. This motivates researchers to take advantage of visual features to enhance ASR, especially under noisy conditions [13, 14, 15, 16] . However, these previous proposals have limitations in that they generally adopt visual features extracted from the speaker's mouth region, including lip contours and mouth shapes. Although available in highly constrained videos, these features are not always obtainable from open-domain videos. For example, in a large portion of YouTube videos, the speakers do not appear in the video frames at all. Another limitation of traditional audiovisual ASR is the requirement for alignments between speech and video frames. Since the speech and video streams have different sampling rates, aligning them may introduce inaccurate visual features into acoustic modeling.
In this paper, we aim to relax these constraints and extend audio-visual ASR to open-domain videos. Our approach to achieving this is based on deep learning, and can be split into two parts:
• We extract the visual features using deep architectures, i.e., deep convolutional neural networks (CNNs). Depending on the types of visual information we attempt to model, the deep CNN networks are trained on object recognition or scene labeling tasks. This enables us to obtain informative visual features directly from the raw pixels of open-domain videos. Also, with the CNN models, we can generate visual features on the segment level (rather than the frame level), which removes the need for time synchronization between the audio and video streams.
• We investigate audio-visual ASR in the context of DNNbased acoustic models. In addition to simple feature concatenation, we also apply an adaptive training framework to incorporate visual features in a more flexible way. Together with our previous work [10, 11, 12] , we prove the generality of this adaptive training approach in fusing different types of additional information into DNN acoustic models.
Our experiments are conducted on a task of transcribing opendomain amateur videos. Compared with the baseline DNN, our audio-visual DNN model achieves significant improvement in terms of word error rates (WERs). More experiments are presented to examine the utility of different types of visual features in enhancing ASR.
Related Work on Audio-Visual ASR
The bimodal nature of speech perception motivates researchers to work on audio-visual ASR. The goal of this field is to explore the visual modality to improve the performance of ASR, especially under noisy acoustic conditions with low SNRs. There exist two key problems for audio-visual ASR. The first problem is the extraction of the visual features that can potentially benefit ASR. Previous work [13, 14, 15, 16] has generally exploited visual features that are extracted from the speaker's mouth region. For example, in the automatic lip-reading literature [17, 18] , areas of interest (AOI) centering around the lip are extracted to form the image features. In [13] , coefficients of lip shape and intensity, together with their temporal dynamics, are generated as the visual descriptors. A more straightforward feature type is the gray-scale pixel values of the (downsampled) image covering the speaker's mouth [19] . In [16] , visual features are obtained from pixel color using raster scan, i.e., 30-dim RGB features with 10 dimensions for each color. The second problem lies in the fusion of the audio and visual modalities into the bimodal system. In practice, this fusion can be conducted either on the feature level [14, 20, 16] where a bimodal front-end is constructed with the two feature streams, or on the decision level [21, 13] where outputs from classifiers are combined during the recognition stage. A major challenge for this fusion is the asynchrony of the audio and video streams. To solve this issue, attempts have been made to combine the classifier outputs (e.g., states likelihoods) at a coarser level, for example the phoneme or even the word level [21, 13] . Another useful tool to deal with this asynchrony is dynamic Bayesian networks (DBNs) which allow for different levels of information fusion and have shown effectiveness in audio-visual ASR [22, 23] . Despite these advancement, audio-visual ASR still has limitations that prevent its deployment to real-world video data. For example, mouth/lip related features are not always available in open-domain videos. In this paper, we aim to further remove these constraints and thus achieve truly open-domain audio-visual ASR.
Audio-Visual ASR using Deep Learning
This section presents our framework to perform audio-visual ASR on open-domain videos. This framework consists of two major steps: extracting visual features from the video stream and incorporating visual features into acoustic models. Both steps are conducted via deep learning.
Extraction of Visual Features
Our previous work [24] has investigated speaker attributes in helping acoustic modeling. For a particular video, we may find frames (images) where the speaker shows up. Face recognition enables us to obtain attributes (e.g., age, gender, etc.) of the speaker from these frames. However, the application of speaker attributes is limited in that these features cannot be extracted accurately from videos where the speakers make no appearances at all. To further mitigate this limitation, we propose to extract visual features that are extracted directly from raw images.
Suppose we are dealing with an utterance u which has the acoustic features O = {o1, o2, ..., oT }, where T is the total number of speech frames. On a video transcribing task, there always exists a video segment corresponding to u. This video segment is represented as V = {v1, v2, ..., vN }, where N is the number of video frames. The video frames are sampled normally at a lower sampling rate than the speech frames, i.e., N < T . From this video segment, we select a video frame vn which serves as the image representation for the speech utterance. Then two types of image features are extracted from vn.
Object Features. Our first type of visual information is derived from object recognition, the task on which deep learning has accomplished tremendous success [25] . The intuition is that object features encapsulate information regarding the acoustic environment/condition of speech data. For example, classifying an image to the classes "computer keyboard" and "monitor" indicates that the speech segment has been recorded in an office.
We extract this object information using a deep CNN model which has been trained on a comprehensive object recognition dataset, e.g., ImageNet [26] , and the resulting CNN model is referred to as object-CNN. Then, on our target ASR task, the video frame vn is fed into the CNN model, from which we get the distribution (posterior probabilities) over the object classes. These probabilities encode the object-related information that are finally incorporated into DNN acoustic models. Due to the high dimension of the probabilities, we may need to perform dimension reduction. More details regarding training of the CNN networks will be presented in Section 4.1.
Place Features. The utility of the object features comes from the "place" information that is implicitly encoded by the object classification results. It is then natural to utilize place features in a more explicit way. To achieve this, we train a deep CNN model meant for the scene labeling task. Given a video frame, the classification outputs from this place-CNN encode the place information, which is then incorporated into acoustic models. For convenience of formulation, the resulting visual feature vector for this utterance u is represented as fu.
Incorporation of Visual Features
After obtaining the visual features, we adopt two methods to incorporate the visual features into DNN acoustic models.
Feature Concatenation
A simple way is to append the visual features to the original DNN inputs. The DNN model is then built over the augmented feature vectors. Within the utterance u, the augmented feature vector on the t-th frame now becomes [ot, fu]. During fine-tuning, the bottom layers in the DNN are trained to fuse the visual information and the acoustic features with non-linear transformations. The activations from these bottom layers become more robust to environment variability, and thus benefit phonetic states classification performed by the upper layers.
Visual Adaptive Training
In our previous work [10, 11] , we have presented a framework to perform speaker adaptive training (SAT) for DNN models. This approach requires an i-vector [27] to be extracted for each speaker. Based on the well-trained speaker-independent (SI) DNN, a separate adaptation neural network is learned to convert i-vectors into speaker-specific linear feature shifts. Adding these shifts to the original DNN inputs produces a speakernormalized feature space. Parameters of the SI-DNN are reupdated in this new space, which finally generates the SAT-DNN model. This framework has also been applied successfully to descriptors of speaker-microphone distance, and thus achieves distance adaptive training (DAT) for DNNs [12] .
In this paper, we port this idea to the visual features, which enables us to conduct visual adaptive training (VAT) for DNNs. Specifically, in the SAT framework, we replace the i-vector representation with the visual features. An adaptation network is learned to take the visual features as inputs and generate an adaptive feature space with respect to the visual descriptors. Note that in this case, the linear feature shifts generated by the adaptation network are utterance-specific rather than speakerspecific. Re-updating the parameters of the DNN in the normalized feature space gives us the adaptively trained VAT-DNN model. This VAT-DNN model takes advantage of the visual features as additional knowledge, and generalizes better to unseen variability.
Experiments

Experimental Setup
Dataset
Following [12, 24] , our acoustic modeling task is to transcribe real-world instructional videos. To create the dataset, we download a collection of English videos from online video archives. These videos are uploaded by social media users to share expertise on specific tasks (e.g., oil change, sandwich making, etc.). ASR on these videos is challenging because they have been recorded in various environments (e.g., office, kitchen, baseball field, train, etc.). After data preparation, we finally get 94 hours of speech, out of which 90 hours are selected for training and 4 hours for testing. For decoding, a trigram language model (LM) is trained on the training transcripts. This LM is then interpolated with another trigram LM trained on an additional set of 300 hours of instructional-video transcripts.
Object-CNN
The object-CNN network for object feature extraction follows the standard AlexNet architecture [25] . The network contains 5 convolution layers which use the rectifier non-linearity (ReLU) [28] as the activation function. In the first and second convolution layers, a local response normalization (LRN) layer is added after the ReLU activation, and a max pooling layer follows the LRN layer. In the third and fourth convolution layers, we do not apply the LRN and pooling layers. In the fifth convolution layer, we only apply the max pooling layer, without LRN applied. 3 fully-connected (FC) layers are placed on top of the convolution layers. The first and second FC layers have 4096 neurons, whereas the number of neurons in the last FC layer is equal to the number of classes.
This object-CNN is trained on ImageNet [26] , a dataset containing over 15 million labeled images belonging to around 22,000 categories. We use a subset of ImageNet created for the 2012 Large-Scale Visual Recognition Challenge (ILSVRC). The ILSVRC training set amounts to 1.2 million images covering 1000 classes. Each image from the training data is resized to 256x256, and then normalized with mean and variance normalization. From this resized image, we crop the 227x227 block from the center as the inputs into the CNN. Therefore, the CNN inputs have the size of 3x227x227, where 3 is the number of channels (RGB). Model training optimizes the standard crossentropy (CE) objective. The resulting object-CNN achieves a 20% top-5 error rate on the ILSVRC 2012 testing set.
Place-CNN
In order to extract place information, we train the place-CNN network on the MIT Places dataset [29] which contains 2.5 million images belonging to 205 scene categories. Examples of the scenes include "dinning room", "coast", "conference center", "courtyard", etc. We use the complete set of 2.5 million images for training, and follow the same image pre-processing as used on ImageNet (Section 4.1.2). The architecture of the place-CNN is almost the same as that of the object-CNN. The only difference is that in the final FC layer, the place-CNN has 205 neurons corresponding to the 205 scene classes, whereas the object-CNN contains 1000 neurons.
Visual Features
The trained object-CNN or place-CNN can be transferred to our video transcribing task. Each speech utterance corresponds to a video segment, from which we randomly select an image frame. The same pre-processing steps as described in Section 4.1.2 are applied to the image. Feeding this image to the CNN models gives us the classification results over the classes, either objects or places. The dimension of the posterior probabilities is reduced down to 100 1 via principal component analysis (PCA). The PCA transform is estimated only on the training set of the video transcribing dataset. The resulting 100-dim feature vectors are taken as the additional visual information. Table 1 shows the results of the DNN models when object features are incorporated. When we perform VAT, the 100-dim utterance-level visual features are taken as the inputs into the adaptation network, which contains 3 hidden layers with 512 neurons per layer. From Table 1 , we can see that incorporating object features results in moderate but consistent improvement. In particular, when applying the VAT approach, we obtain 0.9% absolute improvement over the baseline DNN (22.5% vs 23.4%), which translates to 3.8% relative improvement. Table 1 shows the results of the final DNN models with place features incorporated. With feature concatenation, the place features turn out to give us the WER 22.7%, a number that is better than the result of feature concatenation with the object features. This reveals that the major benefit of using the visual features is the scene/place information encoded by the image representation. Switching to place-CNN enables us to eliminate the information generated by object-CNN that is unrelated to scenes/places. The 100-dim place features are further applied in the VAT framework. By doing this, we continue to get gains, bringing the WER down to 22.5%. The VAT model with the place features gets the same WER as the VAT model with the object features. This means that although containing noise, the object features can be transformed into a more effective representation with the adaptation network embedded in the VAT framework.
Results of Object Features
Results of Further Combination
We further employ the adaptive training approach to integrate more types of additional information, and show the results in Table 2 . First of all, the place features are combined with speaker-related visual features, including the 11-dim speaker attributes described in [24] , as well as some 50-dim speaker action features. To obtain the action information, we feed each For each video, we show an image frame extracted from it. "A% → B%" means that on this video, the WER is improved from A% to B%. of the video segments into an action recognition system. This system has been trained on the UCF101 dataset [30] that consists of realistic action videos coming from 101 categories (e.g., baby crawling, surfing, sky diving). Action recognition gives us a 101-dim vector containing the probabilities over the 101 classes. The feature dimension is further reduced to 50 through PCA. Appending the speaker attributes and actions to the place features results in 161-dim enlarged visual features. Adaptive training corresponding to these features produces the WER of 22.3%, which is slightly better than adaptive training purely with the place features (22.5%).
Finally, we combine the visual features with speaker ivectors. Following previous work [7, 10, 11] , we extract a 100-dim i-vector for each speaker, and combine the i-vector with the 161-dim visual features. With this more comprehensive feature representation, we are able to bring the WER down to 21.5% using adaptive training, i.e., 8.1% relative improvement compared to the original DNN baseline. tic model. That is why in Figure 1 , adding the additional place information generates no gains on indoor videos. In comparison, Figure 2 exemplifies the videos on which feature concatenation outperforms the baseline DNN model by at least 10% relatively. We observe that most of these videos are recorded either in outdoor environments (e.g., baseball field, airport apron, street, etc.) , or in non-typical indoor conditions (e.g., kitchen, music studio, etc.) where music/noise severely interferes with the actual speech. Adding the place descriptors helps the DNN model normalize the acoustic characteristics of these rare conditions, and thus benefits the generalization to unseen testing speech.
Conclusions and Future Work
In this paper, we have attempted to extend audio-visual ASR to open-domain videos. A unified deep learning framework is presented to achieve this. We extract utterance-level visual features using deep learning architectures which have been pre-trained on object recognition or scene labeling tasks. The visual features are then incorporated into DNN acoustic models, via feature concatenation or adaptive training. For our future work, we would like to study the adaptation of language models using the visual features. The visual features studied in this paper are potentially useful for language modeling. For example, objects recognized from the video stream correlate with words (presumably nouns) appearing in the transcripts. A straightforward approach would be to train RNNs based language models and attach the visual features to the RNN inputs. Also, we are highly interested to incorporate the visual features into more advanced acoustic models, e.g., Long Short-Term Memory (LSTM) models [31, 32] and end-to-end ASR pipelines [33] .
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