Meaningful climate predictions must be accompanied by their corresponding range of uncertainty.
. We found that the performances of the different methods were not sensitive to the reanalysis data set that we used or to its spatial resolution (obviously, the latter statement is limited to the spatial resolutions that we tested and may not be generally true; see the supplementary information for the results using the ERA-interim reanalysis).
B. Weighted ensemble
Predictions that are based on an ensemble of models are, in general, a weighted average of the ensemble members. The prediction for time t was defined as:
Here, f E,t is the prediction of model E for time t. E ∈ [1.
.N ] and t ∈ [1.
.n] where N is the number of models in the ensemble and n is the number of time points for which predictions are made. For simplicity, we restricted our attention to the case in which all the models provide forecasts for the same period with equal time steps. If there is no a priori knowledge, the weight of all members may be equal. Otherwise, the weight of the models may be based either on previous knowledge or on the past performances of the models. In order to demonstrate the generality of the methods presented here, we used both an equally weighted ensemble and a weighted ensemble for which the weights were generated by a learning algorithm. The learning algorithm that we used is the Exponentiated Gradient Average (EGA) [18, 19] that was shown to outperform the equally weighted ensemble in decadal climate predictions [20, 21] . The learning algorithm used the first 10 years of the simulations to assign weights to the different models, and those weights were then used to generate the predictions for the following 20 years of the simulations. In this case, the weights during the last 20 years were independent of time. It is important to note that the weights were assigned independently for each grid cell.
C. Uncertainty estimation
One of the main advantages of using an ensemble of models is the fact that one can not only obtain better predictions but also an estimate for the uncertainty range. The uncertainty range is usually defined as the range within which there is probability c to find the variable. We defined the variance of the ensemble prediction at time t as:
In the equation above and in what follows, we assumed that the weights are independent of time. Because the predictions of different models are not necessarily i.i.d., we still defined the variance of the ensemble according to Eq. 2, without any prefactor due to the weights of the ensemble members.
If we assume that the model predictions at each time step are i.i.d. random variables, which is obviously not the case for a multi-model ensemble of climate predictions, then for many models, their average is normally distributed according to the central limit theorem.
For a standard normal distribution (with a mean equal to zero and an STD equal to one), the interval that includes the variable probability c can be derived from the probit function:
The error function was defined as:
Following the above assumptions, we defined the confidence interval for probability c and for time t as:
y t denotes the value of the variable at time t. In what follows, we refer to this definition of the confidence interval as the Gaussian estimation.
In most ensembles of climate models, the basic assumptions required for the central limit theorem to hold are not valid and are rarely verified. The number of models in the ensemble is often limited, and the model predictions are not independent and are not necessarily identically distributed. Therefore, the above method for estimating the uncertainty range is not expected to perform well. In order to overcome the abovementioned problems, we suggest here two alternative methods for estimating the uncertainties.
The first method is based on the same assumption of the normal distribution of the ensemble average. Using the ratio between the root mean squared error (RMSE) and the STD of p t during the learning period (i.e., the first 10 years), a multiplication constant was found to derive a better estimate of the uncertainty range. For an unbiased estimator of p t , the RMSE should be equal to the STD. Therefore, the uncertainty range was derived from a corrected STD, which was defined as δ R ≡ δγ and the correction factor γ was defined as:
Using this estimation for the uncertainty range, we obtained
In what follows, we refer to this uncertainty estimation method as the RMSE-corrected method. Note that this method is based on the assumption that the ratio between the squared error and the variance does not change much in time and, therefore, can be replaced by its temporal average.
The second method that we introduce here further relaxes the assumption that the prediction is normally distributed by considering an asymmetric uncertainty range around the average. In order to define the asymmetric range, we calculated two coefficients: γ u and γ d .
γ u is a coefficient multiplying the STD of the ensemble in order to set the upper limit of the uncertainty range such that there is a probability of (1 − c)/2 to find the variable above this upper limit. Similarly, γ d sets the lower limit of the range such that there is a probability
(1 − c)/2 to find the variable below this lower limit. Both coefficients were determined by choosing the minimal range such that during the learning period, the probability of finding the variable between the lower and upper limits is c. Mathematically, the coefficients were defined as:
and
Using these definitions, the uncertainty range is given by:
The non-equality sign here stems from the fact that the probability can change in steps of 1/n (n is the number of points in the time series used for calculating γ u and γ d ). Practically, it implies that for a fine resolution in setting the confidence level c, the length of the learning time series, n, should be large. In what follows, we refer to this estimation of the uncertainty range as the asymmetric range method. Note that this method defines the range such that upper and lower tails of the distribution have an equal weight of (1 − c)/2.
It is important to note that all three methods described above base the estimation of the uncertainty range on the STD of the ensemble. Moreover, they all assume that the ratio between the uncertainty range and the STD does not vary much in time. The Gaussian method relies on the assumption of normally distributed model predictions at each time step, the RMSE-corrected method relaxes this assumption and attempts to define a range that is centered on the ensemble prediction, minimizing the prediction bias, and the asymmetric range method attempts to determine a minimal range such that the probability of finding the variable within this range is c, regardless of the details of the model predictions distribution.
Figures 1-5 of the supplementary information present the predictions and their associated uncertainty ranges as estimated by the three methods described above.
The performances of the different methods are measured by the relation between the desired confidence level, c, and the actual fraction of the validation time series that fell within the estimated uncertainty range. This fraction is defined as:
where q takes the values G and R for the Gaussian and RMSE-corrected methods, respectively. n v is the number of time points in the validation series, and the index t measures the time points from the beginning of the validation time series (the period following the learning). For the asymmetric method, the fraction is defined as:
III. RESULTS
We first investigated the ratio between the uncertainty ranges of the surface temperature estimated by the RMSE-corrected and the asymmetric range methods (∆ R ≡ 2δ R σ t and ∆ A ≡ (γ u + γ d ) σ t , respectively) and those estimated by the Gaussian method (
for a confidence level of c = 0.9. Figure 1 shows the spatial distribution of the natural The upper panels of Fig. 1 show that, in general, our ensemble forecast is overconfident, i.e., the spread of the ensemble predictions is smaller than the typical error, and it becomes even more overconfident when the weighting is done according to the EGA learning algorithm. The spatial variability of the ratio is not very large.
The performances of the different methods of estimating the uncertainty range can be tested by comparing the desired confidence, c, to the fraction of the observations within the predicted range, F q . F q < c implies overconfidence (i.e., too narrow a range) and vice versa. The underestimation of ∆ by ∆ G is more severe for the EGA than for the equally weighted ensemble. Figure 2 demonstrates that the RMSE-corrected and asymmetric methods outperform the Gaussian method. Moreover, it shows that the asymmetric method outperforms the RMSEcorrected method. One can also notice that the methods work better for the equally weighted ensemble than for the EGA forecaster. This better performance is due to the fact that the ensemble STD, σ t , of the EGA is defined by weights that minimize the forecast error and not by weights that maximize the forecast reliability. In the supplementary information, we provide similar results for the surface zonal wind (Fig. 7) and for the temporal evolution of F q (Figs. 8-9 ). The results accord with the results presented here for the surface temperature the observed frequency versus the expected one (reliability diagrams) for different confidence levels. The observed frequencies represent the spatial average over the whole globe. The left (right) panels show the reliability diagrams for the equally weighted ensemble (EGA forecaster). The upper panels show the reliability for the Gaussian method, the middle panels show the reliability for the RMSE-corrected method, and the lower panels show the reliability for the asymmetric method. Figure 3 shows that the RMSE-corrected and asymmetric methods perform much better than the Gaussian method. The improvement is more pronounced for the EGA forecaster.
One can also observe that the asymmetric method is more reliable for higher confidence levels. Similar results were obtained for the surface zonal wind. However, we found that in most cases, the uncertainty range for the surface zonal wind was underestimated by all the methods (see Fig. 8 of the supplementary information).
IV. SUMMARY AND DISCUSSION
A new method for estimating the uncertainty of ensemble-based climate predictions was suggested. This method is based on learning the relations between the prediction errors and their spread in the past and using these relations in order to estimate the uncertainties of future predictions for which only the spread is known. The method does not rely on any assumptions regarding the distribution of the ensemble member predictions or that they are i.i.d. It also has the advantage of estimating separately the upper and lower uncertainties.
The inherent assumption of the method is that the relation between the spread of the ensemble predictions and the errors does not significantly change during the period spanned by the predictions. Moreover, it assumes that this relation has relatively small fluctuations, which allows it to be considered as independent of time.
The excellent performance of the method in estimating the uncertainties during a validation period, based on the relations found during an earlier learning period, suggests that these assumptions are valid for a multi-model ensemble of decadal climate predictions. Moreover, it was shown that the method performs well for both the equally weighted ensemble and the ensemble weighted according to a learning algorithm applied during the training period. The performance of the asymmetric method was better than those of the RMSEcorrected method and the method based on the assumption of a Gaussian distribution of the ensemble member predictions. It was also found that, in general, estimations of the uncertainties that are based on the ensemble spread without correction result in overconfident predictions (therefore, the correction factors are larger than one). The overconfidence is even stronger for the weighted ensemble. It is possible that weighting schemes that are based on the reliability of the predictions and not just on their error may result in a spread that is closer to the errors; however, a deeper discussion of this issue is beyond the scope of this paper. The method suggested here is not limited to estimating one measure of the uncertainties (for example, the variance); applying the method with different confidence intervals was shown to provide an excellent estimation of the whole PDF of the variables. The asymmetric range method is not limited to decadal climate predictions and is likely to be useful for climate predictions of shorter time scales or for weather predictions. In particular, the method may be useful for estimating the uncertainties for data assimilation in numerical weather predictions [22] [23] [24] . confidence intervals based on the three methods that were considered in the main paper.
The predictions made by the simple average and the EGA are displayed and compared with the climatology and the NCEP reanalysis.
Surface zonal wind
Figures 9-11 show similar information to that presented in Figs. 1-3 in the main paper, but for the surface zonal wind.
Global time series
Figures 12-13 show the fraction (in a spatial sense, i.e., for each time point, the fraction of grid cells) of the observations that were outside the predicted range of the 0.9 confidence level. These figures show that the temporal variability of the reliability is small.
ERA-interim reanalysis data
The reliability of the uncalibrated and calibrated forecasts was also tested against the ERA-interim reanalysis data of two different resolutions. The reliability diagram based on the NCEP/NCAR reanalysis data was also compared with the reliability diagram obtained based on the ERA-interim reanalysis data (both the learning and the validation periods assumed the same reanalysis data) with the same spatial resolutions (2.5 • X2.5 • ). We found only minor differences in the performances of the estimation methods when different reanalysis data were used. In addition, the difference between the reliability diagrams for the two ERA-interim resolutions (0.75 • X0.75
• and 2.5 • X2.5
• ) was indiscernible. The results show that the suggested method is not sensitive to the reanalysis data used.
Confidence interval
Figures 16-17 show the predicted versus the observed confidence intervals. 
