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The physics of ferroelectric domain walls is explored using the Bayesian inference analysis of 
atomically resolved STEM data. We demonstrate that domain wall profile shapes are ultimately 
sensitive to the nature of the order parameter in the material, including the functional form of 
Ginzburg-Landau-Devonshire expansion, and numerical value of the corresponding parameters. 
The preexisting materials knowledge naturally folds in the Bayesian framework in the form of 
prior distributions, with the different order parameters forming competing (or hierarchical) models. 
Here, we explore the physics of the ferroelectric domain walls in BiFeO3 using this method, and 
derive the posterior estimates of relevant parameters. More generally, this inference approach both 
allows learning materials physics from experimental data with associated uncertainty 
quantification, and establishing guidelines for instrumental development answering questions on 
what resolution and information limits are necessary for reliable observation of specific physical 
mechanisms of interest.  
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Introduction: 
 Unique phenomena emerging at ferroelectric domain walls1-7 have attracted the attention 
of researchers for many decades. Since the early days of ferroelectricity, it was recognized that the 
minimization of electrostatic energy of depolarization fields necessitates formation of ferroelectric 
domains, with the domain walls containing excess free energy compared to the bulk phase.8-12 For 
several decades, the attention of the condensed matter physics and materials sciences communities 
alike was focused preponderantly on the domain properties and dynamics, whereas  the walls were 
essentially treated as 2D objects. Correspondingly, even though remarkably advanced Ginzburg-
Landau theory based theoretical models of wall structures were available as early as the late 
1950s,13,14 these theories were experimentally unverifiable beyond macroscopic thermodynamic 
descriptors due to the lack of the high-resolution imaging tools capable of probing wall structures 
on the nanometer and atomic levels. 
 This situation has changed drastically in the last fifteen years, in which the improvements 
in characterization tools made such studies possible and the interest of physics community shifted 
to the intrinsic physics and applications of the ferroelectric domain walls. Following the seminal 
work by the Ramesh group demonstrating enhanced conductivity at the ferroelectric wall,1 it was 
shown that ferroelectric walls can exhibit tunable electronic properties4,15. This direction has given 
rise to continuous research efforts towards domain wall electronics.3,4,15-18 In conjunction with 
these experimental advances, a number of groups have theoretically explored the physics of the 
ferroic domain walls using the mesoscopic19-21 and DFT models,22-24 and have demonstrated that 
suppression of the primary order parameter at the wall core can give rise to additional magnetic or 
polar functionalities.5,25-28 The internal wall structure and hence conductivity are further strongly 
affected by the presence of flexoelectric interactions,20,29,30 and can thus be used to establish the 
strength of the latter.31 In addition to purely physical functionalities, the domain walls were also 
shown to interact with the chemical subsystem in materials,32 giving rise to phenomena ranging 
from ferroelectric aging to vacancy segregation. While many of these theoretical advances suggest 
potential emergent physics at domain walls, experimental verification often remains a challenge 
even for atomic-scale, real-space imaging tools like (Scanning) Transmission Electron Microscopy 
(STEM).  
 Indeed, the equilibrium domain walls in proper ferroelectrics are usually very narrow, of 
the order of the atomic lattice parameter. Thus, STEM characterization of their internal structure 
has been enabled in the last decade by the introduction and proliferation of atomic-resolution 
spherical aberration corrected microscopes, allowing direct observations of the ferroelectric 
domain wall (and other interfaces) on the atomic level.33-36 Quantitative information on the wall 
structure has been compared to Ginzburg-Landau-Devonshire (GLD) based models to yield 
materials parameters,37-40 and to validate DFT calculations.23 However, despite the advance in 
imaging capabilities, the amount of material-specific information remains highly limited. Indeed, 
from early works of Ivanchik and Zhirnov it has been known that the order parameter profile across 
the domain wall is determined by the type of ferroelectric (second or first order), polarization 
behavior at the wall (Bloch, Ising, or Néel), and presence of the secondary order parameters or 
flexoelectric interactions.41,42 Yet, while this information can theoretically be extracted from the 
wall profile, the experimental manifestation in the atomic structure can be subtle against 
instrumental noise or artifacts, is discretized at the level of atom positions, and is viewed in 
projection, precluding information from the 3rd spatial dimension (e.g. observation of Bloch 
character). This raises the statistical question of certainty in comparing multiple models to STEM 
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profiles, or conversely, an estimation of the level of spatial resolution/information limit of the 
imaging system required to distinguish separate models. 
 Here we develop the Bayesian inference framework for the analysis of material physics 
from structural imaging data, demonstrated through exploration of domain wall physics in the 
prototypical ferroelectric BiFeO3 visualized using atomic resolution STEM data. We show that the 
domain wall shape is sensitive to the material physics, including the nature of the order 
parameter(s), form of the GLD free energy, and numerical value of corresponding parameters. We 
incorporate the effects of imaging noise and lattice discretization, and demonstrate how these can 
affect inferred materials properties. The required resolution limits to explore progressively fine 
details of domain wall physics are established, providing an answer to questions such as “how 
good of a microscope is necessary to address specific aspects of physics in a given materials 
system”. 
 
Models:  
As the first step in this analysis, we discuss the relationship between the physics of the 
ferroelectric material and the order parameter profile across the domain wall. For multiferroic 
materials with the general form of the long-range order parameters, the wall profiles can be found 
using the classical LGD approach. Two vector long-range order parameters, polarization 
components 𝑃𝑖 and oxygen octahedral tilts 𝛷𝑖, were used for the description of the 
antiferrodistortive (AFD), ferroelectric (FE), and antiferroelectric (AFE) long-range orders in the 
rare-earth doped BiRxFe1-xO3, where R = Sm, La, Pr, Eu, etc. 
28,43-45  For completeness, we also 
add the antiferroelectric (AFE) long-range orders to the description. The bulk part of LGD 
thermodynamic potential consists of several contributions, which are listed in Appendix A of 
Supplementary Information. For further explanations, we list only the compact form of the FE and 
AFE contributions as: 
𝛥𝐺𝐹𝐸 = 𝑎𝑖(𝑃𝑖
2 + 𝐴𝑖
2) + 𝑎𝑖𝑗(𝑃𝑖
2𝑃𝑗
2 + 𝐴𝑖
2𝐴𝑗
2) + 𝑎𝑖𝑗𝑘(𝑃𝑖
2𝑃𝑗
2𝑃𝑘
2 + 𝐴𝑖
2𝐴𝑗
2𝐴𝑘
2) + 𝛾𝑖𝑗
𝑎𝑏(𝑃𝑖𝑃𝑗 − 𝐴𝑖𝐴𝑗) +
𝑔𝑖𝑗𝑘𝑙
𝑎𝑎 (
𝜕𝑃𝑖
𝜕𝑥𝑘
𝜕𝑃𝑗
𝜕𝑥𝑙
+
𝜕𝐴𝑖
𝜕𝑥𝑘
𝜕𝐴𝑗
𝜕𝑥𝑙
) + 𝑔𝑖𝑗𝑘𝑙
𝑎𝑏 (
𝜕𝑃𝑖
𝜕𝑥𝑘
𝜕𝑃𝑗
𝜕𝑥𝑙
−
𝜕𝐴𝑖
𝜕𝑥𝑘
𝜕𝐴𝑗
𝜕𝑥𝑙
),                    (1) 
where the FE and AFE order parameters, 𝑃𝑖 =
1
2
(𝑃𝑖
𝑎 + 𝑃𝑖
𝑏)  and 𝐴𝑖 =
1
2
(𝑃𝑖
𝑎 − 𝑃𝑖
𝑏), are introduced, 
𝑃𝑖
𝑎 and 𝑃𝑖
𝑏 are the polarization components of two equivalent sublattices “a” and “b”.46-48 As usual 
for proper and incipient ferroelectrics, the coefficients 𝑎𝑘 are temperature dependent and obey the 
linear law, 𝑎𝑘 (𝑇) = 𝛼𝑇[𝑇 − 𝑇𝐶], where 𝑇𝐶 is the Curie temperature, and T is the absolute 
temperature; negative 𝑎𝑘 (𝑇) supports FE or AFE state. The sign and value of 𝛾𝑖𝑗
𝑎𝑏determines the 
AFE and FE phases coexistence.  
For a general case of domain structured or spatially modulated system, one should solve 
the coupled Euler-Lagrange (EL) equations of states, which are expressed via the variational 
derivatives of the functional (1),  
𝛿𝐺
𝛿𝑃𝑖
= 𝐸𝑖, 
𝛿𝐺
𝛿𝐴𝑖
= 0. External and depolarization fields, 𝐸𝑖
𝑒𝑥𝑡 and 
𝐸𝑖
𝑑, which contribute to the electric field, 𝐸𝑖 = 𝐸𝑖
𝑒𝑥𝑡+𝐸𝑖
𝑑, can be found from the electrostatic 
equation for electric displacement D, div D=0, with boundary conditions at the surfaces, interfaces 
and/or electrodes. Elastic fields, which are, in fact, the secondary order parameters, satisfy 
equation of state and mechanical equilibrium equations, whereas the strains and/or stresses should 
be defined at the system boundaries. 
As a rule, the biquadratic coupling to the polar subsystem is small, and depolarization field 
is absent for uncharged walls. In this case, it is possible to reduce the non-local free energies to the 
decoupled system of equations for the order parameters:  
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2(𝑎𝑖 + 𝑎𝑖𝑗𝑃𝑗
2 + 𝑎𝑖𝑗𝑘𝑃𝑗
2𝑃𝑘
2)𝑃𝑖 + 𝛾𝑖𝑘
𝑎𝑏𝑃𝑘 − 𝑔𝑖𝑗𝑘𝑙
𝑃 𝜕
2𝑃𝑗
𝜕𝑥𝑘𝜕𝑥𝑙
≈ 𝐸𝑖,                   (2a) 
2(𝑎𝑖 + 𝑎𝑖𝑗𝐴𝑗
2 + 𝑎𝑖𝑗𝑘𝐴𝑗
2𝐴𝑘
2)𝐴𝑖 −𝛾𝑖𝑘
𝑎𝑏𝐴𝑘 − 𝑔𝑖𝑗𝑘𝑙
𝐴 𝜕
2𝐴𝑗
𝜕𝑥𝑘𝜕𝑥𝑙
≈ 0,                   (2b) 
where 𝑔𝑖𝑗𝑘𝑙
𝑃 = 𝑔𝑖𝑗𝑘𝑙
𝑎𝑎 + 𝑔𝑖𝑗𝑘𝑙
𝑎𝑏  and 𝑔𝑖𝑗𝑘𝑙
𝐴 = 𝑔𝑖𝑗𝑘𝑙
𝑎𝑎 − 𝑔𝑖𝑗𝑘𝑙
𝑎𝑏  Since “aa” constants are for next-nearest 
neighbors sublattices, while “ab” constants are for the nearest neighbors sublattices, one can 
assume that, |𝑔𝑖𝑗𝑘𝑙
𝑎𝑎 | ≪ |𝑔𝑖𝑗𝑘𝑙
𝑎𝑏 |, and so 𝑔𝑖𝑗𝑘𝑙
𝑃 ≈ 𝑔𝑖𝑗𝑘𝑙
𝑎𝑏  and 𝑔𝑖𝑗𝑘𝑙
𝐴 ≈ −𝑔𝑖𝑗𝑘𝑙
𝑎𝑏 . Here, we derive analytical 
solutions for Eq. (1) for several specific cases as described below. 
 Model I. For the ferroelectrics with the second order phase transition the order parameter 
P across the uncharged domain wall can be found in the one component and one-dimensional 
approximations. Namely: 
𝑃2(𝑥3) = 𝑃𝑆 ⋅ tanh [
𝑥3−𝑥0
𝐿𝑐
],       𝑃1(𝑥3) = 0,                              (3a) 
where 𝑃𝑆
2 = − 𝑎1 𝑎11⁄  is the spontaneous polarization, 𝑥3 − 𝑥0 is the distance from center of the 
domain wall plane, and 𝐿𝑐 = 2√𝑔44 (𝑎1 + 3𝑎11𝑃𝑆
2)⁄  is the correlation length.49 Eq.(3a) is valid at 
𝑎1 < 0,  𝑎11 > 0, 𝑎111 = 0. [see Figure 1a and 1d] 
 Model II. For the ferroelectrics with the first order phase transition, the order parameter 
profile is more complex: 
𝑃2(𝑥3) =
𝑃𝑆⋅sinh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
√𝜂+cosh2[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
,       𝑃1(𝑥3) = 0,                           (3b) 
where 𝑃𝑆
2 = (√𝑎112 − 4𝑎1𝑎111 − 𝑎11) 2𝑎111⁄  and dimensionless parameter 
𝜂 = 2𝑎111𝑃𝑆
2 (3𝑎11 + 4𝑎111𝑃𝑆
2)⁄  is positive and its increase indicates the deviation from tanh-like 
profile (3). The correlation length is 𝐿𝑐 = 2√𝑔44 (𝑎1 + 3𝑎11𝑃𝑆
2 + 5𝑎111𝑃𝑆
4)⁄ . Eq.(3b) is valid at 
𝑎1 < 0, 𝑎111 > 0 and arbitrary sign of  𝑎11. Exact Eq. (3) describe 180° Ising-type uncharged 
domain wall in uniaxial and multiaxial ferroelectrics. [see Figure 1b and 1e] 
Model III. For the ferroelectrics with the second order phase transition in the presence of 
possible polarization rotation, P-profile can be found for the specific case, 𝑎12 = 6𝑎11,
41 and the 
solution is the superposition of two tanh-profiles: 
𝑃2(𝑥3) =
𝑃𝑠
2
[tanh (
𝑥3−𝑥𝑎
√2𝐿𝑐
) + tanh (
𝑥3−𝑥𝑏
√2𝐿𝑐
)] ≅
𝑃𝑆⋅sinh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
cosh[𝑅0 𝐿𝑐⁄ ]+cosh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
,               (4a) 
𝑃1(𝑥3) =
𝑃𝑠
2
[tanh (
𝑥3−𝑥𝑎
√2𝐿𝑐
) − tanh (
𝑥3−𝑥𝑏
√2𝐿𝑐
)] ≅
𝑃𝑆⋅sinh[𝑅0 𝐿𝑐⁄ ]
cosh[𝑅0 𝐿𝑐⁄ ]+cosh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
,               (4b) 
where 𝑃𝑆
2 = − 𝑎1 (2𝑎11)⁄   is the spontaneous polarization (𝑎1 < 0), 𝑥3 − 𝑥0 is the distance from 
center of the domain wall plane 𝑥0 =
𝑥𝑎+𝑥𝑏
2
, the correlation length is 𝐿𝑐 = √−𝑔44 (2𝑎1)⁄ , and 
𝑅0 = 𝑥𝑏 − 𝑥𝑎 is an arbitrary constant. Exact expressions (4) describe rotational Ising-Bloch-type 
uncharged domain wall with Landau free energy density 𝑔𝐿𝐺𝐷 =
𝑎1
2
(𝑃1
2 + 𝑃2
2) +
𝑎11
4
(𝑃1
4 + 𝑃2
4) +
𝑎12
2
𝑃1
2𝑃2
2 +
𝑔𝑖𝑗𝑘𝑙
2
𝜕𝑃𝑖
𝜕𝑥𝑗
𝜕𝑃𝑘
𝜕𝑥𝑙
. [see Figure 1c and 1f]. 
The ranges of the possible values for the 4 parameters in Eqs. (3-4) are 𝑃𝑆 = (0.1 −
1)C/m2, 𝐿𝑐 = (0.5 − 5)nm, 𝜂 = (0 − 100), and 𝑅0 𝐿𝑐 = (0 − 10)⁄ . Experimentally, an 
additional variable is the wall position, 𝑥0. Note that within the LGD approach, the "true" 
independent parameters are the coefficients in the GLD expansion, 𝑎1, 𝑎11, 𝑎111, and 𝑔44. 
However, for the analysis of the experimental data we treat the phenomenological wall parameters 
as independent.  
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 Note that similar analysis can be performed for more complex physical mechanisms, albeit 
in these cases the numerical solutions are generally required. Further note that Model I, Eq.(3a) is 
a special case of Model II, Eq.(3b) for 𝜂 = 0, as well as of Model III, Eqs.(4) at 𝑅0 = 0, as it can 
be expected from the physics of the problem. At the same time, Models II and III are alternative 
models, corresponding to the dissimilar physics of the material. 
While the solutions (3)-(4) are limited for specific numerical values of free energy 
expansion, finite element analysis (FEM) confirms that a direct variational method with slightly 
more complex trial functions can be used to describe the rotation domain wall at 𝑎12 ≠ 6𝑎11: 
𝑃2(𝑥3) = 𝑃𝑎 tanh (
𝑥3−𝑥𝑎
𝑎
) + 𝑃𝑏 tanh (
𝑥3−𝑥𝑏
𝑏
),                                      (5a) 
𝑃1(𝑥3) = 𝑃𝑎 tanh (
𝑥3−𝑥𝑎
𝑎
) − 𝑃𝑏 tanh (
𝑥3−𝑥𝑏
𝑏
) + 𝑃𝑐 [1 − 𝜇 𝑐𝑜𝑠ℎ
−2 (
𝑥3−𝑥𝑐
𝑐
)],              (5b) 
where 𝑃𝑎,𝑏,𝑐, 𝑥𝑎,𝑏,𝑐, a, b, c and 𝜇 are variational parameters. 
 
 
 
Figure 1. (a, b, c) Free energy vs. order parameter – polarization components 𝑃𝑖 𝑃𝑆⁄  and (d, e, f) 
distribution of these 𝑃𝑖 𝑃𝑆⁄  across the domain wall for Models I-III. Note that we fixed the 
coefficients 𝑎1, 𝑎11 and 𝑎111, and recalculated the spontaneous polarization 𝑃𝑆 and parameter 𝜂 
from them for Model II. For Model III, component 𝑃1 is not observable by STEM. 
 
  
Results: 
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These analyses set the context for the problem of physics determination from experimental 
data. Namely, the question we seek to answer is in which cases the more complex behaviors 
defined by Model II, Eq. (3b), can be reliably differentiated from the simplest behavior of Model 
I, Eq. (3a), thus differentiating materials with first and second order phase transitions. Similarly, 
how well can Models I, II, and III, or the more complex models in Eqs. (5), be separated given the 
noise level of the measurement system and the discretization in measurements induced by the 
underlying lattice. How can prior knowledge of the material system be used to narrow down the 
answers? And finally, given the possible range of materials properties, can we establish the 
requirements on microscope resolution/information limit required for these to be determinable?  
 The answers for these questions can be naturally explored in the context of Bayesian 
inference. Bayes formula relates the prior and posterior probabilities as 
𝑝(𝜃𝑖|𝐷) =
𝑝(𝐷|𝜃𝑖)𝑝(𝜃𝑖)
𝑝(𝐷)
,    (6) 
where D represents the experimental data, 𝑝(𝐷|𝜃𝑖) is the likelihood of the data given the model, i, 
with model parameters, 𝜃𝑖, and 𝑝(𝜃𝑖) is the prior, i.e probability of the model. Finally, 𝑝(𝐷) is the 
denominator that defines the total possible outcomes. 
 Despite the long history of Bayesian theory, its adoption by the basic science fields has 
been slow. Part of the reason is that only a few special distribution classes allow analytical 
solutions of Eq. (6), whereas many realistic model classes require numerical methods and 
extremely cumbersome integrations. Secondly, the classical argument against a Bayesian approach 
is the need for the prior distributions, and dependence of the answers on the priors. Here we note 
that while often a problem in medicine, sociology, or economy, in physical areas domain 
knowledge is often sufficiently developed to provide meaningful priors, as explored below. 
 Here, we formulate a Bayesian model based on Models I, II, and III. We note that STEM 
data does not provide an absolute calibration for polarization magnitude and the wall position is a 
priori unknown. Correspondingly, we chose weakly informative priors for these parameters. 
Similarly, for a second order ferroelectric described by Eq. (3a), the correlation length, Lc, is the 
sole parameter defining wall structure, and hence the corresponding prior can also be weak. For a 
first order ferroelectric described by Eq. (3b), the correlation length, Lc, and 𝜂 are parameters. Note 
that model (3a) is the special case of (3b) for 𝜂 = 0, and hence the target of Bayesian analysis is 
to establish whether 𝜂 is practically equivalent to zero (and hence the material is second order), or 
nonzero, and hence the material is first order. Finally, model Eq. (4a) has a different functional 
form than Eq. (3b), and hence determination of the parameters Lc, R0 and separation of models II 
and III is the task for Bayesian inference.   
 The behavior of the posterior distributions was extensively explored using synthetic data 
made via a-priori known models (see Python notebook in Supplementary Information) as a 
function of parameter values, noise level, and digitization step. It was established that for very thin 
domain walls with the thickness comparable with the lattice spacing, the lattice discretization 
becomes the most limiting factor in the analysis. Correspondingly, the inference allows only to 
distinguish the main features of the observed physical behaviors. Hence here as priors, we choose 
weakly informative priors for all associated parameters, as shown in Table I.  
 
Table 1. Priors used in sampling. Ranges are shown in parenthesis, L is size of the image in unit 
cells, 𝑃𝑒𝑠𝑡 is estimated saturated polarization.  
Model I, Eq. (3a) Model II, Eq. (3b) Model III, Eq. (4a) 
x0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0, 𝐿) x0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0, 𝐿) x0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0, 𝐿) 
PS ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0.5 𝑃𝑒𝑠𝑡, 2 𝑃𝑒𝑠𝑡) PS ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0.5 𝑃𝑒𝑠𝑡, 2 𝑃𝑒𝑠𝑡) PS ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0.5 𝑃𝑒𝑠𝑡, 2 𝑃𝑒𝑠𝑡) 
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LC ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,5) LC ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,5) LC ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(0,5) 
var  ~ 𝐻𝑎𝑙𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (1) var  ~ 𝐻𝑎𝑙𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (1) var  ~ 𝐻𝑎𝑙𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (1) 
P0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(−1,1) P0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(−1,1) P0 ~𝑈𝑛𝑖𝑓𝑜𝑟𝑚(−1,1) 
  η ~ 𝐻𝑎𝑙𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (10) R0 ~ 𝐻𝑎𝑙𝑓𝑁𝑜𝑟𝑚𝑎𝑙 (10) 
 
Domain walls in the rhombohedral proper-ferroelectric archetype BiFeO3 were taken as 
the model system for this analysis. A pseudocubic (pc) perovskite, BiFeO3 adopts spontaneous 
polarization spatially degenerate along the eight <111>pc directions with three possible rotation 
angles between adjacent domains: 71°, 109°, and 180°. A BiFeO3 thin film was grown on a SrTiO3 
substrate by pulsed laser deposition, the electrostatic energy from the insulating substrate interface 
promoting polydomain formation. A cross section of the film was imaged along the <100>pc 
direction by high-angle annular dark field (HAADF) STEM, producing a mass-thickness sensitive 
picture of the atomic columns (Figure 1a). This does not provide a direct measure of electric 
polarization, however BiFeO3 exhibits a strong lattice coupling in the form of non-
centrosymmetric Bi-site displacements, which can be used as a proxy, and we hereafter refer to 
them with the same P notation. This cation polar displacement was calculated for the 4-atom 
nearest neighbors after a 2-orthogonal image scan-artifact reconstruction50 and Gaussian fitting. A 
colorized vector map of this polar displacement is shown in Figure 2b, clearly illustrating the 
polydomain structure of the film. In this case, typical equilibrium 109° and 180° domain walls are 
found forming on the [100]pc and [1̅01]pc planes, respectively. Subregions indicated by the white 
boxes are used as the input experimental data for Bayesian network analysis.  
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Figure 2. (a,b) HAADF-STEM of polydomain BiFeO3 thin film with magnified (c-h) 109° domain 
wall region. (a) HAADF-STEM of BiFeO3 film on SrTiO3 substrate, scalebar 10nm. (b) Cation 
polar displacement vector, P, map, white rectangles depict subregion datasets bisecting 109° and 
180° domain walls. (c) Subregion 109° domain wall in HAADF and (d) displacement vector maps. 
(e) Color-scaled lattice positions of the P component perpendicular ([100]psuedocubic axis) and (f) 
parallel ([001]pc) to the domain wall. (g) Profiles of the mean values (datapoints) and 90% data 
bounds (blue) for perpendicular and (h) parallel P components. The red band corresponds to the 
90% highest posterior density interval for the Bayesian analysis Model 2.  
 
A magnified view of the 109° domain wall from the ROI in Figure 1b is shown in Figure 
2c,d, the boundary dictated by kinks in the domain wall. The change in the [010]pc component is 
not visible as it is along the viewing direction, leaving a project 90° rotation corresponding to a 
transition in the [001]pc component as seen in the overlaid vector field in Figure 1d. A lattice 
coordinate space is utilized for subsequent analysis, defining the normal distance from the domain 
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wall in lattice parameter units. The polarization components are defined in reference to the domain 
wall plane, the perpendicular (P[100]pc) and parallel (P[001]pc) axes for the 109° domain wall. A 
lattice-coordinate spatial plot of these two components (Figure 2e,f) and view of their profile data 
(Figure 2g,h) illustrate the polarization transition occurring parallel to the plane. This component 
is used as the input for the Bayesian network analysis. 
The model parameters for the 109° domain wall are shown in Figure 3. The 90% highest 
posterior density interval is illustrated in the vicinity of the domain wall for all three models, 
overlaying mean values of the experimental data for each unit lattice distance, Figure 3a. A least 
squares fit curve is also shown along with corresponding fit parameters. However, the power of 
the Bayesian analysis over a minimum value optimization is the probability information it 
provides. The posterior probabilities for the wall position and saturation polarization show near 
Gaussian distributions, allowing localized wall position and the bulk polarization, and an estimate 
of their associated errors. The use of strongly informative priors, e.g. constraining polarization to 
almost constant values, leads to the nearly uniform posterior densities and hence was avoided here. 
The posterior distributions for Lc and 𝜂 show considerably more interesting behavior. The 
distribution for the Lc is skewed towards large values, with the 3-97% Probability Density Function 
(PDF) being in the range (0.35 - 1.21). The corresponding 𝜂 distribution has the PDF range (0.0 - 
15.0), with the clear maximum at Lc~0.5.  
 
 
Figure 3. 109° Domain wall: GLD models and posterior probability densities. (a) The 90% highest 
posterior density interval for the Bayesian analysis (red band) overlaid on experimental mean 
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values (data points). Dashed blue line is a least square fit. (b) Posterior probability densities (PPD) 
for the Model II parameters, Eq. (3b). Shown in (b) are 1D PPD for wall position, saturation 
polarization, correlation length, 𝜂, and the data variance. (c-f) are selected 2D joint probability 
densities for different parameter combinations. Some parameters (e.g. c,d,e) are clearly 
marginalizable, whereas the parameters Lc- 𝜂 show that probability density is not marginalizable. 
These joint distributions illustrate how knowledge of one parameter can significantly enhance the 
estimate on the other.  
 
 Further insight into the wall behavior can be inferred from the selected pairwise joint 
probability distributions as shown in Figure 3b-d. Here, for most parameters the pairwise 
distributions are clearly marginalizable, i.e. the joint probability distribution can be well 
approximated as a product of the marginal distributions for individual parameters. This behavior 
implies that the variables are statistically independent, and the knowledge of one variable does not 
improve understanding of the other one. This behavior is clearly shown for wall position and 
polarization, Ps-x0, pair. Similarly, Ps-Lc and x0-𝜂 are close to marginalizable.  
 At the same time, the posterior distribution for the Lc and 𝜂 shows very different behavior. 
The joint distribution is not marginalizable and shows strong parameter dependence. This implies 
that the knowledge of one of the parameters can significantly affect the amount of information we 
learn about the other one. As an example, the fit with the narrow parameter for Lc in the (0.9-1.1) 
interval is compared to the elements in Figure 3 (b-f) in the Supplementary Information Figure 1. 
Other combinations of the model parameters can be explored using the attached notebook (link to 
notebook).  
 This analysis clearly illustrates the natural way in which the Bayesian inference allows to 
explore the available data given the past knowledge of the physics of the system. We have further 
performed the analysis for the third model Eq. (4a) and associated parameters and distribution 
functions are provided in the Supplementary Information. 
  
Table II. WAIC model comparison for the 109° and 180° domain walls. 
Model 109° wall 180° wall 
Rank Weight Rank Weight 
Model I 1 0.49 1 0.82  
Model II 3 0.22 2 0.18 
Model III  2 0.29 3 0.00 
 
 To compare the models, we apply the widely applicable information criteria (WAIC).51 
WAIC compares the posterior traces of the models, and calculates the probability that observations 
comport to specific model . The WAIC scores for the models are shown in Table 1. Based on the 
Bayesian analysis Model I, the second-order ferroelectric, is the most likely. However, the relative 
probabilities of all three models are very close, and demonstrate that given the observations for 
weakly informative priors the models cannot be distinguished. We argue (and confirm later) that 
this indistinguishability of the models in this case is due to the small domain width (compared to 
lattice spacing), which precludes the subtle differences in domain wall structure between models 
from being reliably identified.  
We repeat this analysis for the case of the 180° domain wall ROI in Figure 1a, the 
experimental data shown in Figure 4. The 180° domain wall corresponds to a reversal of the 
polarization along the same axis, also appearing as a 180° transition in [010]pc projection, albeit 
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the P[010]pc component is again not being observed. The polar displacement is again broken into 
perpendicular and parallel components. For the [1̅01]pc domain wall, this corresponds to [1̅01]pc 
and [101]pc, respectively, and the latter is used as the input to the Bayesian analysis. There is an 
observable asymmetry with P not centered around zero, zone-axis mistilt able to produce a 
background offset52. Hence, the fitting function is expanded to include a vertical polarization offset 
term, P0. 
 
 
Figure 4. (a) HAADF-STEM subregion of 180° BiFeO3 domain wall. (b) Cation displacement 
vector map. (c) Color-scaled lattice positions of the P component perpendicular ([1̅01]pc axis) and 
(d) parallel ([101]pc axis) to the domain wall. (e) Profiles of the mean values (datapoints) and 90% 
data bounds (blue) for perpendicular and (f) parallel P components. 
 
The model parameters for the 180° domain wall are shown in Figure 5. The 90% highest posterior 
density interval for the three models and least squares fits (Figure 1a) are, like the 109° case, very 
similar, with Models II and III adopting parameters that approach Model I, the second-order 
ferroelectric Eq. 3a. WAIC scores for the three models again also suggest Model I is most likely 
(Table II). Selected pairwise joint probability distributions from Model II are shown in Figure 5b-
g with results similar to the 109° case, albeit with an additional P0 parameter. P0-PS (Fig. 5b), x0-
PS (Fig. 5c), and η-x0 (Fig. 5f) are clearly marginalizable, whereas Lc-PS (Fig. 5d), and P0-x0 (Fig. 
5e) are somewhat close, and 𝜂-Lc (Fig. 5g) is not. Although parameter correlations may not be 
linear, and clearly aren’t in cases such as 𝜂-Lc, Pearson correlation coefficients are helpful to 
highlight this distinction, with P0-PS (0.11), x0-PS (-0.04), η-x0 (0.14), Lc-PS (0.20), P0-x0 (-0.27), 
and 𝜂-Lc (-0.80). 
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Figure 5. 180° Domain wall: GLD models and posterior probability densities. (a) The 90% highest 
posterior density interval for the Bayesian analysis (red band) overlaid on experimental mean 
values (data points). Dashed blue line is a least square fit. (b-g) are selected 2D joint probability 
densities for different parameter combinations for model 2. 
 
 The analysis above illustrates the determination of the physically relevant parameters of 
the material given the experimental observations as STEM atomic coordinates, and past knowledge 
in the form of the Bayesian priors on relevant materials parameters. As expected for ferroelectric 
materials with the extremely narrow domain walls, ultimately this consideration becomes the 
limiting factor in these studies. In other words, while domain wall shape is a measure of the physics 
of the order parameter in the system, practically the STEM observations are limited by the 
discreteness of the lattice and the noise in the system.  
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Figure 6. (a) The simulated domain wall profiles for different noise levels. (b) Weight of Model  
1 and 2 comparison of WAIC scores versus input noise. Zero value corresponds to correct 
identification of the wall type. (c-e) The extracted parameters from the Bayesian inference fits for 
single realization of the synthetic data set versus input noise. 
 
 To explore the effect of the noise and sampling on the differentiability of specific physical 
behaviors from the observational data, we perform a range of numerical experiments on synthetic 
data. Here, the synthetic data set is generated using Model II, Eq. (3b), for a first order ferroelectric 
with a specific set of ground truth parameters, chosen here to be (Ps, Lc, 𝜂) = (0.5, 2.0, 2.0). Varied 
parameters are noise level, chosen to be Gaussian with the dispersion 𝜎, and number of sampling 
points in the interval, N, with the x varying from -15 to 15. Correspondingly, the pixel spacing 
30/N provides the measure of the discreteness of the measurements, and should be compared to 
the domain wall width, controlled by Lc and 𝜂. The center position of the wall is chosen always at 
x0 = 0 and there is no offset P0. The generated synthetic data set is fit by the Bayesian model 
corresponding to Model I, Eq.(3a), and Model II, Eq.(3b), for a range of N and 𝜎 values. The point 
estimates of the recovered domain wall parameters ?̂?𝑠, ?̂?𝑐, ?̂?, and ?̂? are determined and can be 
compared with the ground truth values. Similarly, the WAIC score for the Models I and II can be 
determined.  
 Shown in Figure 6 is the simulated domain wall profile for N = 40 and noise level 𝜎 = 
0.001, 0.03, and 0.1. Weight values from comparison of WAIC scores from Models 1 and 2 as a 
function of noise level are shown in Figure 6b. Here 0 corresponds to identification of the correct 
Model (#2) of the generated data. The correct physical model can be determined from data only 
for noise levels below ~0.02. For higher noise values the weight centers round 50% (chance), and 
the model cannot be established from experiment alone. However, in Supplementary Information 
Figure 1, if the model and its parameters are partially known, they can be used as physics-based 
prior to determine materials properties more precisely.  
 The corresponding inferred parameters are shown in Figure 6c-e. Here, in all cases the 
inferred noise level ?̂? is very close to the ground truth level, 𝜎. The point estimates of the domain 
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wall parameters ?̂?𝑠, ?̂?𝑐, ?̂? coincide with the ground truth values for small noises, and start to deviate 
for large noise level (above ~0.01 - 0.02). For parameters  ?̂?𝑠 and  ?̂?0 (reconstructed wall position), 
the uncertainty grows ~linearly with the noise, as can be expected from the functional form of the 
model. For parameters ?̂?𝑐 and ?̂? the dependence is more complicated, and particularly for ?̂?𝑐 the 
inferred value is centered at the ground truth value and is weakly affected by noise. 
 
 
Figure 7. Effect of prior knowledge on imaging required for model separation. Matrices show the 
weight for WAIC score comparisons of Models I and II against synthetic domain wall data as a 
function of the effective pixel size and noise level. Universal color scalebar is at right of the image,  
0 corresponds to models being reliably separated, 0.5 is indistinguishable, and 1 is incorrect 
inference. The true value of parameters are x0 = 0, Ps = 0.5, Lc = 2, and 𝜂 =  2. The prior 
distribution of parameters are labeled, black text indicates comparison values, blue represents 
additional knowledge that allows more informed prior, and red represents incorrect knowledge. 
(a) Weakly informed priors on polarization and correlation length. (b) Strongly informed priors. 
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(c) Exact polarization and weakly informed correlation length priors. (d) Incorrect polarization and 
weakly informed correlation length priors. 
 
 Finally, we explore the combined effect of the sampling and the noise level on the 
separability of the physical models given experimental data and only weak physics-based priors. 
In this approach, we aim to answer the fundamental questions as to what level of microscope 
resolution/information limit is required to reliably determine the generative physics model from 
the data. Note that the issue of the information limit in the measured atomic positions and its 
relationship to microscope parameters is not explored here and we refer to other publications where 
these studies are performed.53-55 Here, we seek to explore only the question as to which extent the 
correct (here, a priori known) physical model can be determined from experimental data given the 
sampling induced by lattice, and to which extent uncertainty in atomic positions (here, noise) affect 
this inference. However, we do not address the origin and mitigation strategies for the uncertainties 
for atomic positions, 
 To explore this issue, we introduce the ground truth model corresponding to Model II with 
(Ps, Lc, 𝜂) = (0.5, 2.0, 2.0). We further create the calculated profiles at different samplings and 
noise levels. Bayesian inference is used to calculate the WAIC for Models I and II. Where the 
WAIC comparison weight is close to 0, the models can be reliably separated, i.e. the physics of 
material can be established from the data. Where the value is 0.5 or larger the correct model cannot 
be determined from the data. The modelling results are shown in Figure 7, where for convenience 
the units for pixel spacing are chosen to be comparable to domain wall width, i.e. 30/(N Lc). Figure 
7a clearly illustrates that models can be distinguished as long as pixel size is comparable to the 
wall width, with the threshold value ~1.9. At the same time, for the noise levels above 0.02 the 
model cannot be established. This threshold seems to be only weakly dependent on the pixel size.     
 We further explore the effect of prior physical knowledge on physics extraction. Figure 
7b,c illustrates the effect of transition from weak to strong physical priors, where distributions of 
possible parameter values are much better defined. During the inference, such strong priors tend 
to produce uniform posteriors or posteriors sharply concentrated on the boundary or interval, as 
opposed to the Gaussian-like posteriors for weak priors. Note that the effect of strong prior can be 
roughly compared to the three-fold reduction in the noise level (compare Fig. 7a,c). Notably, the 
absolute knowledge of priors (Fig. 7c) does not considerably improve analysis compared to strong 
priors (Fig. 7b). However, incorrect priors, Figure 7d, has strongly deleterious effect on analysis, 
effectively precluding model inference for all but extremely high-quality data. Overall, the 
additional physical knowledge can provide significant improvement in the analysis. However, 
incorrect knowledge provides a much stronger effect, calling for care with analysis.  
  
Discussion: 
To summarize, the physics of ferroelectric domain walls in BFO is explored via Bayesian 
inference analysis of atomically resolved STEM data. This approach allows for determination of 
materials parameters in the form of a relevant posterior distribution, based on prior materials 
knowledge in the form of prior distributions and available experimental data. The Bayesian 
inference can further be extended to analyze the likelihood of alternative models for materials 
physics. Here we show that for non-informative or weakly informative priors (equivalent to 
classical point estimates in least-square fits) we can establish the model parameters and their 
posterior distributions, as well as attempt to distinguish the models. For the specific case of 109° 
and 180° domain walls in BiFeO3, the combination of sampling and noise preclude a reliable 
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differentiation of physical mechanisms. However, incorporation of materials knowledge in the 
form of prior distributions of parameters can significantly narrow posterior distributions and allow 
for differentiation of generative mechanisms.  
 As a future perspective, we note that rather than using analytical models, Bayesian 
inference can be based on numerical solvers or even atomistic methods. However, this approach 
will considerably increase computational complexity, and may require approximate models based 
on Gaussian Processing56,57 or deep learning-based interpolators. Similarly, this approach can be 
applied to other physical models, including those with more complex order parameters, in the 
presence of electronic or ionic screening. This includes non-equilibrium cases, e.g. strain during 
preparation or heating profile, as long as the numerical schemes for forward modelling are 
available. 
 More generally, Bayesian methods allow for a natural framework to distinguish possible 
physical mechanisms in observations, and allows us to very clearly ascertain to what extent we 
learn more from knowledge of the microscope and materials. This analysis clearly illustrates that 
additional physics or knowledge leads to the increase of the value of physical experiment. 
However, incorrect knowledge can strongly obviate any potential information gain. Taken over 
the multiple domains, it provides clear and quantifiable stimulus towards development of high-
resolution microscopies and high information content probes such as four-dimensional (4D) 
STEM, and allows exploring cost-benefit considerations in the microscope development.  
 
Methods: 
FE domain wall models are based on the Ginzburg-Landau-Devonshire (LGD) approach, 
detailed in Appendix A of Supplementary Information  
The Bayesian fit is implemented via the PyMC3 library in Python.51 Weakly informative 
priors were chosen consisting of uniform distributions for wall position, polarization, and 
correlation length and half-normal distributions for 𝜂 and data variance. The Metropolis MC 
algorithm was used with 5k tuning steps, 50k computational steps, and 16 chains. The total 
computation time on Google Colab is ~12 minutes. The joint posterior probability densities are 
visualized using Arviz library. Select posterior densities are shown in Fig. 3, 5, and Fig. S1. The 
analysis presented in this work, posterior densities, MCMC traces, and plotting methods are 
available in the accompanied Python notebook in Supplementary Information.  
Epitaxial BiFeO3 thin films were synthesized on (001) SrTiO3 substrates by Pulsed Laser 
Deposition at a laser fluence of ~0.8 J/cm2, growth temperature of 600°C, and deposition pressure 
of ~100mTorr from Oxygen flow after a base pressure of ~2*10-8Torr. 
The STEM sample was fabricated by a Focused Ion Beam cross-sectional liftout and 
subsequent Argon ion milling in a Fischione NanoMill with a final energy of 0.5keV. STEM was 
performed on a NION UltraSTEM operating at 200keV, the data utilized here corresponding to 
the High-Angle Annular Dark Field (HAADF) detector. Cation polar displacements were 
calculated for the 4-atom nearest neighbors after a 2-orthogonal image scan-artifact 
reconstruction50 and Gaussian atom-fitting. 
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Supplemental Fig 1. Effect of additional LC constraint, 109° domain wall model II. (a) Posterior 
probability densities for the model parameters: wall position (x0), saturation polarization (PS), 
correlation length (LC), 𝜂, and the data variance for the original bounds (left) and with 0.9 < LC < 
1.1  (right). (b-e) are selected 2D joint probability densities for parameter combinations (b) x0-PS, 
(c) LC-PS, (d) 𝜂- LC, and (e) 𝜂- Lc, shown as a pair with the original bounds at left, and constrained 
LC at right.  
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APPENDIX A. Fitting functions for ferroelectric domain wall profiles 
A. Ginzburg-Landau-Devonshire (LGD) approach  
In the classical Ginzburg-Landau-Devonshire (LGD) approach of multiferroic materials, the 
relationship between some of these variables can be found via the minimization of the free energy 
functional. In the most general form, two vectorial long-range order parameters, polarization 
components 𝑃𝑖  and oxygen octahedral tilts 𝛷𝑖 , will be used for the description of the 
antiferrodistortive (AFD), ferroelectric (FE), and antiferroelectric (AFE) long-range orders in the 
rare-earth (RE = Sm, La, Pr, Eu, etc. [1, 2, 3, 4]) doped BiFeO3. The bulk part of LGD thermodynamic 
potential consists of the following contributions: 
𝐺 = ∫ 𝑑3𝑥(𝛥𝐺𝐴𝐹𝐷 + 𝛥𝐺𝐹𝐸 + 𝛥𝐺𝐵𝑄𝐶 + 𝛥𝐺𝑆𝑇 + 𝛥𝐺𝐸𝐿).                         (A.1) 
The compact form of the AFD contribution is [5]: 
𝛥𝐺𝐴𝐹𝐷 = 𝑏𝑖𝛷𝑖
2 + 𝑏𝑖𝑗𝛷𝑖
2𝛷𝑗
2 + 𝑏𝑖𝑗𝑘𝛷𝑖
2𝛷𝑗
2𝛷𝑘
2 + 𝑣𝑖𝑗𝑘𝑙
𝜕𝛷𝑖
𝜕𝑥𝑘
𝜕𝛷𝑗
𝜕𝑥𝑙
 .                       (A.2a) 
We assume that the coefficients 𝑏𝑖 are temperature dependent in accordance with a Barrett law [
6], 
𝑏𝑖(𝑇) = 𝑏𝑇𝑇𝑞𝛷[coth(𝑇𝑞𝛷 𝑇⁄ ) − coth(𝑇𝑞𝛷 𝑇𝛷⁄ )], where 𝑇𝛷  is the AFD transition temperature and 
𝑇𝑞𝛷 is a characteristic temperature. Numerical values of the phenomenological coefficients 𝑏𝑖, 𝑏𝑖𝑗, 
𝑏𝑖𝑗𝑘 and gradient coefficients 𝑣𝑖𝑗 included in Eq.(2a) can be found in Table SI.  
The compact form of the FE and AFE contributions are: 
𝛥𝐺𝐹𝐸 = 𝑎𝑖(𝑃𝑖
2 + 𝐴𝑖
2) + 𝑎𝑖𝑗(𝑃𝑖
2𝑃𝑗
2 + 𝐴𝑖
2𝐴𝑗
2) + 𝑎𝑖𝑗𝑘(𝑃𝑖
2𝑃𝑗
2𝑃𝑘
2 + 𝐴𝑖
2𝐴𝑗
2𝐴𝑘
2) + 𝛾𝑖𝑗
𝑎𝑏(𝑃𝑖𝑃𝑗 − 𝐴𝑖𝐴𝑗) +
𝑔𝑖𝑗𝑘𝑙
𝑎𝑎 (
𝜕𝑃𝑖
𝜕𝑥𝑘
𝜕𝑃𝑗
𝜕𝑥𝑙
+
𝜕𝐴𝑖
𝜕𝑥𝑘
𝜕𝐴𝑗
𝜕𝑥𝑙
) + 𝑔𝑖𝑗𝑘𝑙
𝑎𝑏 (
𝜕𝑃𝑖
𝜕𝑥𝑘
𝜕𝑃𝑗
𝜕𝑥𝑙
−
𝜕𝐴𝑖
𝜕𝑥𝑘
𝜕𝐴𝑗
𝜕𝑥𝑙
),                    (A.2b) 
where the FE and AFE order parameters, 𝑃𝑖 =
1
2
(𝑃𝑖
𝑎 + 𝑃𝑖
𝑏)  and 𝐴𝑖 =
1
2
(𝑃𝑖
𝑎 − 𝑃𝑖
𝑏), are introduced, 
𝑃𝑖
𝑎 and 𝑃𝑖
𝑏 are the polarization components of two equivalent sublattices “a” and “b” [7]. As usual for 
proper and incipient ferroelectrics, the coefficients 𝑎𝑘  are temperature dependent and obeys the 
Barrett law, 𝑎𝑘
(𝑃)(𝑇) = 𝛼𝑇[𝑇𝑞𝑃 coth(𝑇𝑞𝑃 𝑇⁄ ) − 𝑇𝐶], where 𝑇𝐶 is the Curie temperature, and 𝑇𝑞𝑃 is a 
characteristic temperature [6, 8, 9]. Numerical values of the phenomenological coefficients 𝑎𝑖, 𝑎𝑖𝑗, 
𝑎𝑖𝑗𝑘 and gradient coefficients 𝑔𝑖𝑗 included in Eq.(2b) can be found in Table SI.  
The compact form of the biquadratic coupling energy between polarization and tilt is 
𝛥𝐺𝐵𝑄𝐶 = 𝜉𝑖𝑗𝑘𝑙
𝑎𝑎 (𝑃𝑖𝑃𝑗 + 𝐴𝑖𝐴𝑗)𝛷𝑘𝛷𝑙 + 𝜉𝑖𝑗𝑘𝑙
𝑎𝑏 (𝑃𝑖𝑃𝑗 − 𝐴𝑖𝐴𝑗)𝛷𝑘𝛷𝑙,                              (A.2c) 
where poorly known tensorial AFD-FE biquadratic coupling coefficients, 𝜉𝑖𝑗𝑘𝑙
𝑎𝑎  and 𝜉𝑖𝑗𝑘𝑙
𝑎𝑏 , are usually 
treated as fitting parameters to experiment.  
Electrostriction and rotostriction contributions are 
𝛥𝐺𝑆𝑇 = −𝑄𝑖𝑗𝑘𝑙
𝑎𝑎 𝜎𝑖𝑗(𝑃𝑘𝑃𝑙 + 𝐴𝑘𝐴𝑙) − 𝑄𝑖𝑗𝑘𝑙
𝑎𝑏 𝜎𝑖𝑗(𝑃𝑘𝑃𝑙−𝐴𝑘𝐴𝑙) − 𝑅𝑖𝑗𝑘𝑙𝜎𝑖𝑗𝛷𝑘𝛷𝑙,           (A.2d) 
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where 𝜎𝑖𝑗 are elastic stress tensor components, which satisfy the equation of mechanical equilibrium, 
𝜕𝜎𝑖𝑗
𝜕𝑥𝑗
= 0. Electrostriction and rotostriction coefficients are, 𝑄𝑖𝑗𝑘𝑙
𝑎𝑎 , 𝑄𝑖𝑗𝑘𝑙
𝑎𝑏  and 𝑅𝑖𝑗𝑘𝑙, respectively. Elastic 
and flexoelectric contributions are 
𝛥𝐺𝐸𝐿 = −
1
2
𝑠𝑖𝑗𝑘𝑙𝜎𝑖𝑗𝜎𝑘𝑙 −
1
2
𝐹𝑖𝑗𝑘𝑙 (𝜎𝑖𝑗
𝜕𝑃𝑘
𝜕𝑥𝑙
− 𝑃𝑘
𝜕𝜎𝑖𝑗
𝜕𝑥𝑙
) + 𝑉𝑖𝑗𝜎𝑖𝑗𝑁𝑑                     (A.2e) 
Here 𝑠𝑖𝑗𝑘𝑙  are the components of elastic compliances tensor (see e.g. Ref.[
10]); 𝐹𝑖𝑗𝑘𝑙  are 
flexoelectric tensor components. The last term in Eq. (A.2e) is the chemical expansion due to the 
appearance of elastic defects, i.e. R-impurity with concentration 𝑁𝑑 , characterized by the Vegard 
strain tensor Vij [
11, 12], which value depends on the impurity and, as a rule, varied in the range (–5 – 
+5) 10-29 m3. The full form of expressions (A.2) depends on the concrete form of parent phase 
symmetry.  
 For a spatially uniform (i.e. domain-free) system, the equilibrium equations for the long-range 
order parameters can be found as partial derivatives of Eq.(A.1), 
𝜕𝐺
𝜕𝛷𝑖
= 0,  
𝜕𝐺
𝜕𝑃𝑖
= 0, and 
𝜕𝐺
𝜕𝐴𝑖
= 0. 
These equations should be solved along with the equation of state for elastic stress, 
𝜕𝐺
𝜕𝜎𝑖𝑗
= −𝑢𝑖𝑗 , 
where 𝑢𝑖𝑗 is an elastic strain.  
For a general case of inhomogeneous (e.g. domain structured or/and spatially modulated) 
system, one should solve the coupled Euler-Lagrange equations of states, which are expressed via the 
variational derivatives of the functional (1): 
𝛿𝐺
𝛿𝛷𝑖
= 0,            
𝛿𝐺
𝛿𝑃𝑖
= −𝐸𝑖,              
𝛿𝐺
𝛿𝐴𝑖
= 0.                            (A.3a) 
which solution is equivalent to the minimization of the free energy functional (A.1), that defines the 
distribution of the order parameter fields given the boundary conditions on the external surfaces. 
External and depolarization fields, 𝐸𝑖
𝑒𝑥𝑡 and 𝐸𝑖
𝑑, which contribute to the electric field, 𝐸𝑖 = 𝐸𝑖
𝑒𝑥𝑡+𝐸𝑖
𝑑, 
can be found from electrostatic equation divD=0 with boundary conditions at the surfaces, interfaces 
and/or electrodes. Elastic fields, which are, in fact, the secondary order parameters, satisfy equation 
of state and mechanical equilibrium equations: 
𝜕𝐺
𝜕𝜎𝑖𝑗
= −𝑢𝑖𝑗,                 
𝜕𝜎𝑖𝑗
𝜕𝑥𝑗
= 0 .                                            (A.3b) 
The strain (or stress) should be defined at the system boundaries. 
Minimization of the LGD free energy functional with respect to polarization components 𝑃𝑖 
leads to three coupled Euler-Lagrange equations for polarization components: 
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2𝑃1(𝑎1 − 𝑄12(𝜎22 + 𝜎33) − 𝑄11𝜎11) − 𝑄44(𝜎12𝑃2 + 𝜎13𝑃3) + 4𝑎11𝑃1
3 + 2𝑎12𝑃1(𝑃2
2 + 𝑃3
2) +
6𝑎111𝑃1
5 + 2𝑎112𝑃1(𝑃2
4 + 2𝑃1
2𝑃2
2 + 𝑃3
4 + 2𝑃1
2𝑃3
2) + 2𝑎112𝑃1𝑃2
2𝑃3
2 − 𝑔11
𝜕2𝑃1
𝜕𝑥1
2 − 𝑔44 (
𝜕2𝑃1
𝜕𝑥2
2 +
𝜕2𝑃1
𝜕𝑥3
2 ) + 𝐹11
𝜕𝜎11
𝜕х1
+ 𝐹12 (
𝜕𝜎22
𝜕х1
+
𝜕𝜎33
𝜕х1
) + 𝐹44 (
𝜕𝜎12
𝜕𝑥2
+
𝜕𝜎13
𝜕𝑥3
) = 𝐸1       (A.4a) 
2𝑃2(𝑎1 − 𝑄12(𝜎11 + 𝜎33) − 𝑄11𝜎22) − 𝑄44(𝜎12𝑃1 + 𝜎23𝑃3) + 4𝑎11𝑃2
3 + 2𝑎12𝑃2(𝑃1
2 + 𝑃3
2) +
6𝑎111𝑃2
5 + 2𝑎112𝑃2(𝑃1
4 + 2𝑃2
2𝑃1
2 + 𝑃3
4 + 2𝑃2
2𝑃3
2) + 2𝑎112𝑃2𝑃1
2𝑃3
2 − 𝑔11
𝜕2𝑃2
𝜕𝑥2
2 − 𝑔44 (
𝜕2𝑃2
𝜕𝑥1
2 +
𝜕2𝑃2
𝜕𝑥3
2 ) + 𝐹11
𝜕𝜎22
𝜕х2
+ 𝐹12 (
𝜕𝜎11
𝜕х2
+
𝜕𝜎33
𝜕х2
) + 𝐹44 (
𝜕𝜎12
𝜕𝑥1
+
𝜕𝜎23
𝜕𝑥3
) = 𝐸2       (A.4b) 
2𝑃3(𝑎1 − 𝑄12(𝜎11 + 𝜎22) − 𝑄11𝜎33) − 𝑄44(𝜎13𝑃1 + 𝜎23𝑃2) + 4𝑎11𝑃3
3 + 2𝑎12𝑃3(𝑃1
2 + 𝑃2
2) +
6𝑎111𝑃3
5 + 2𝑎112𝑃3(𝑃1
4 + 2𝑃3
2𝑃1
2 + 𝑃2
4 + 2𝑃2
2𝑃3
2) + 2𝑎112𝑃3𝑃1
2𝑃2
2 − 𝑔11
𝜕2𝑃3
𝜕𝑥3
2 − 𝑔44 (
𝜕2𝑃3
𝜕𝑥1
2 +
𝜕2𝑃3
𝜕𝑥2
2 ) + 𝐹11
𝜕𝜎33
𝜕х3
+ 𝐹12 (
𝜕𝜎11
𝜕х3
+
𝜕𝜎33
𝜕х3
) + 𝐹44 (
𝜕𝜎13
𝜕𝑥1
+
𝜕𝜎23
𝜕𝑥2
) = 𝐸3        (A.4c) 
As usual, the coefficient 𝑎𝑖  linearly depends on temperature T, 𝑎𝑖(𝑇) = 𝛼𝑇[𝑇 − 𝑇𝐶 ] . Tensor 
components 𝑎𝑖𝑗  and 𝑎𝑖𝑗𝑘  are regarded temperature-independent. Tensor 𝑎𝑖𝑗  is positively defined if 
the ferroelectric material undergoes a second order transition to the paraelectric phase and negative 
otherwise. Higher nonlinear tensor 𝑎𝑖𝑗𝑘 and gradient coefficients tensor 𝑔𝑖𝑗𝑘𝑙 are positively defined 
and regarded as temperature independent. The value 𝜎𝑖𝑗 is the elastic stress tensor and 𝑠𝑖𝑗𝑘𝑙 is the 
compliances tensor, 𝑄𝑖𝑗𝑘𝑙 is electrostriction tensor, and 𝐹𝑖𝑗𝑘𝑙 is the flexoelectric tensor. As argued by 
Hlinka et al. [13], it is reasonable to assume that 𝑔44
′ = −𝑔12, and corresponding terms are omitted 
in Eqs.(A.4). 
The boundary condition for polarization at the ferroelectric surface S accounts for the 
flexoelectric effect:  
(𝑔𝑖𝑗𝑘𝑙
𝜕𝑃𝑘
𝜕𝑥𝑙
− 𝐹𝑘𝑙𝑖𝑗𝜎𝑘𝑙) 𝑛𝑗|
𝑆
= 0                                     (A.5a) 
where n is the outer normal to the surface S, i=1, 2, 3. 
Electric field components 𝐸𝑖 are related to the electric potential  in a conventional way, 𝐸𝑖 =
− 𝜕𝜑 𝜕𝑥𝑖⁄ . The potential  satisfies the Poisson equation in the ferroelectric: 
𝜀0𝜀𝑏 (
𝜕2
𝜕𝑥1
2 +
𝜕2
𝜕𝑥2
2 +
𝜕2
𝜕𝑥3
2) 𝜑 =
𝜕𝑃𝑖
𝜕𝑥𝑖
,                                   (A.5b) 
where 
b  is a relative permittivity of the background [14], and 0  is a universal dielectric constant. 
The boundary conditions to Eq.(A.5) depend on the ferroelectric geometry and electrodes 
configuration. For many cases the condition 𝑑𝑖𝑣𝐄 = 0  is consistent with 𝐄 = 0 , indicating the 
formation of the nominally uncharged domain structure. 
 6 
 At first, we consider a hypothetic situation of the stress-free system with one-, two- or three-
component polarization, 𝑃1(𝑥′3) , 𝑃2(𝑥′3)  and 𝑃3(𝑥′3) , when the coupled time-dependent Euler-
Lagrange equations acquire much simpler form:  
2𝑎1𝑃1 + 4𝑎11𝑃1
3 + 2𝑎12𝑃1(𝑃2
2 + 𝑃3
2) + 6𝑎111𝑃1
5 + 2𝑎112𝑃1(𝑃2
4 + 2𝑃1
2𝑃2
2 + 𝑃3
4 + 2𝑃1
2𝑃3
2) +
2𝑎112𝑃1𝑃2
2𝑃3
2 − 𝑔44
𝜕2𝑃1
𝜕𝑥′3
2 = 0                      (A.6a) 
2𝑎1𝑃2 + 4𝑎11𝑃2
3 + 2𝑎12𝑃2(𝑃1
2 + 𝑃3
2) + 6𝑎111𝑃2
5 + 2𝑎112𝑃2(𝑃1
4 + 2𝑃2
2𝑃1
2 + 𝑃3
4 + 2𝑃2
2𝑃3
2) +
2𝑎112𝑃2𝑃1
2𝑃3
2 − 𝑔44
𝜕2𝑃2
𝜕𝑥′3
2 = 0                      (A.6b) 
2𝑎1𝑃3 + 4𝑎11𝑃3
3 + 2𝑎12𝑃3(𝑃1
2 + 𝑃2
2) + 6𝑎111𝑃3
5 + 2𝑎112𝑃3(𝑃1
4 + 2𝑃3
2𝑃1
2 + 𝑃2
4 + 2𝑃2
2𝑃3
2) +
2𝑎112𝑃3𝑃1
2𝑃2
2 − 𝑔′
11
𝜕2𝑃3
𝜕𝑥′3
2 = 0                          (A.6с) 
The coordinate 𝑥′3 coincides with 𝑥3 for the one- polarization components, 𝑃1(𝑥3), or two-, 𝑃2(𝑥3) 
and 𝑃3(𝑥3), respectively. For a three-component case, the coordinate frame should be rotated, and 
after this 𝑥′3 becomes perpendicular to P vector, in order to remain the domain walls uncharged. All 
other tensors should be rotated also. 
 Nonlinear coupled equations (A.6) can be solved numerically for concrete boundary 
conditions (A.4), which explicit form is: 
(𝑎1
𝑆𝑃1 + 𝑔44
𝜕𝑃1
𝜕𝑥′3
𝑛′3)|
𝑆
= 0,   (𝑎2
𝑆𝑃2 + 𝑔44
𝜕𝑃2
𝜕𝑥′3
𝑛′3)|
𝑆
= 0,  (𝑎3
𝑆𝑃3 + 𝑔11
′ 𝜕𝑃3
𝜕𝑥′3
𝑛′3)|
𝑆
= 0  (A.7) 
Analytical solution of nonlinear the system (A.6) is possible in several cases for very specific 
boundary conditions, but not for more general conditions (A.4).  
 
B. Analytical solutions 
One exclusion is the so-called periodic a-domain structure imposed to the natural boundary 
conditions, 
𝜕𝑃𝑖
𝜕𝑥′3
𝑛′3|
𝑆
= 0, where i=1, 2, 3. Using the following re-designation 𝑃1 = 𝜂 and 𝑃2,3 = 0 
(e.g. in tetragonal case); or 𝑃1 = 𝑃2 = 𝑃 and 𝑃3 = 0 (e.g. in orthorhombic phase); or 𝑃1 = 𝑃2 = 𝑃3 =
𝑃 (e.g. in rhombohedral phase), formally Eqs.(A.6) reduces to one equation: 
2𝛼𝑃 + 4𝛽𝑃3 + 6𝛾𝑃5 − 𝑔
𝜕2𝑃
𝜕𝑥3
′2 = 0                           (A.8a) 
With a boundary condition 
𝜕𝜂
𝜕𝑥′3
𝑛′3|
±
ℎ
2
= 0 . Parameters 𝛼~𝑎1 , 𝛽~𝑎11 , and  𝛾~𝑎111 . The 
analytical solution is: 
𝑃(𝑥) = 𝑃𝑏√
2𝑚
1+𝑚
𝑠𝑛 (
𝑥−𝑥0
𝐿𝑐√1+𝑚
| 𝑚)                (A.8b) 
Here 𝑃𝑏 = √−𝛼 𝛽⁄  and 𝐿𝐶 = √𝑔 (−𝛼)⁄ . Also we put 𝛾 = 0. 
However, the a-solution cannot describe mixed (e.g. Bloch-Ising) domain walls. 
 7 
 
Next let us consider the case of a single domain wall. 
 
Case I. Static one-component and one-dimensional partial solution. If only the one 
component of polarization is coordinate dependent, and another component is zero, the one-
dimensional profile of uncharged domain wall is given by expression 
𝑃2(𝑥3) =
𝑃𝑆⋅tanh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
√𝜂⋅sech2[(𝑥3−𝑥0) 𝐿𝑐⁄ ]+1
,       𝑃1(𝑥3) = 0,                                  (A.8c) 
where PS is the spontaneous polarization, 𝑥2 − 𝑥0 is the distance from center of the domain wall plane, 
and 2 Rc is the domain wall width [15]. For the second-order ferroelectrics 𝑃𝑆
2 = − 𝑎1 (2𝑎11)⁄  and 
𝜂 = 0 , while for the fist-order ferroelectrics 𝑃𝑆
2 = (√𝑎112 − 4𝑎1𝑎111 − 𝑎11) 2𝑎111⁄  and 
dimensionless parameter 𝜂 = 𝑎111𝑃𝑆
2 (𝑎11 + 2𝑎111𝑃𝑆
2)⁄  is positive. The correlation length 𝐿𝑐 =
√𝑔44 (𝑎1 + 3𝑎11𝑃𝑆
2 + 5𝑎111𝑃𝑆
4)⁄ . The expression (A.8) describes 180-degree Ising-type uncharged 
domain wall (see Fig. A1). 
 
 
FIGURE A1. Distribution of polarization component 𝑃2 𝑃𝑆⁄  across the domain wall, given by 
Eq.(B.5) for different values of 𝜂=0 (black curve), 1 (blue curve), 10 (magenta curve), 102 (red curve) 
and 104 (dashed curve). 
 
As one can see the boundary condition (A.7) is incompatible with the solution (A.8) in a 
general case. However, a rather small incompatibility corresponds to the specific case 𝑎
(𝑆)
= 0, 
|𝑥0| ≪ 𝐿 and 𝐿 ≫ 𝑅𝑐, where L in the characteristic size in x3 direction, since sech
2[(𝐿 − 𝑥0) 𝐿𝑐⁄ ] ≪
1 for the case. Allowing for 𝑅𝑐 has an order of lattice constant, and the core radius should be not less 
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----- =0 
----- =1 
----- =10 
----- =102 
- - - - =103 
 
Ising wall 
P1 = 0,   P2  0 
 8 
than (10 – 20) lattice constants for the applicability of continuous LGD approach, the solution (A.8) 
can be considered as a relevant trial function for the case 𝑎
(𝑆)
= 0. 
 
Case II. Static two-component and one-dimensional partial solution. For the ferroelectrics with 
the second order phase transition (𝑎11 > 0  and 𝑎111 = 𝑎112 = 0) the one-dimensional profile of 
uncharged domain walls satisfies the simplified Eqs.(A.6), which can be as following: 
2𝑎1𝑃1 + 4𝑎11𝑃1
3 + 2𝑎12𝑃1𝑃2
2 − 𝑔44
𝜕2𝑃1
𝜕𝑥3
2 = 0 ,                               (A.9a) 
2𝑎1𝑃2 + 4𝑎11𝑃2
3 + 2𝑎12𝑃2𝑃1
2 − 𝑔44
𝜕2𝑃2
𝜕𝑥3
2 = 0 .                               (A.9b) 
For the specific case 𝑎12 = 6𝑎11, the partial solution of Eqs.(A.9) is [16]: 
𝑃1(𝑥3) =
𝑃𝑆⋅sinh[𝑅0 𝐿𝑐⁄ ]
cosh[𝑅0 𝐿𝑐⁄ ]+cosh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
,     𝑃2(𝑥3) =
𝑃𝑆⋅sinh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
cosh[𝑅0 𝐿𝑐⁄ ]+cosh[(𝑥3−𝑥0) 𝐿𝑐⁄ ]
.         (A.10) 
where 𝑃𝑆 = √− 𝑎1 (2𝑎11)⁄  is the spontaneous polarization (𝑎1 < 0), 𝑥3 − 𝑥0 is the distance from 
center of the domain wall plane, the correlation length is 𝐿𝑐 = √−𝑔44 (2𝑎1)⁄ , and 𝑅0 is an arbitrary 
constant. For the particular case 𝑅0 = 0 we obtain 𝑃1(𝑥3) = 0 and 𝑃2(𝑥3) = 𝑃𝑆 tanh[(𝑥3 − 𝑥0) 𝐿𝑐⁄ ], 
i.e. the solution (A.8) for the second order phase transitions. At nonzero 𝑅0 the profile (A.10) is an 
uncharged Ising-Bloch type domain wall (two “rotational” 180-degree c-domains separated by an a-
domain, see Fig. A2). Note that the wall energy is R0-independent [16]. 
 
 
FIGURE A2. Distribution of polarization components, 𝑃1 𝑃𝑆⁄  (blue curves) and 𝑃2 𝑃𝑆⁄  (red curves), 
across the domain wall, given by Eq.(A.10) for different values of 𝑅0 𝐿𝑐⁄ =0.5 (solid curves), 1 
(dashed curves) and 5 (dashed darker curves). 
 
 
Coordinate x3/Lc 
P
o
la
ri
z
a
ti
o
n
 P
/P
S
 
----- P1 
----- P2 
c-a-c wall 
 9 
 Note that the boundary condition (A.5a) imposed the ferroelectric surface affects weakly on 
the solution (A.10) for the specific case 𝑎
(𝑆)
= 0 , |𝑥0| ≪ 𝐿  and 𝐿 ≫ 𝐿𝑐 . Assuming that these 
inequalities are valid, the solution (A.10) can be considered as a relevant trial function.  
 Since both partial solutions (A.8) and (A.10) are expressed via hyperbolic functions, the static 
solution of nonlinear coupled Eqs.(A.6) can be found by a variational principle using principle using 
hyperbolic functions as a basis for serial expansion for trial functions: 
𝑃2(𝑥3) = 𝑃𝑎 tanh (
𝑥3−𝑥𝑎
𝑎
) + 𝑃𝑏 tanh (
𝑥3−𝑥𝑏
𝑏
),                                      (A.11a) 
𝑃2(𝑥3) = 𝑃𝑎 tanh (
𝑥3−𝑥𝑎
𝑎
) − 𝑃𝑏 tanh (
𝑥3−𝑥𝑏
𝑏
) + 𝑃𝑐 [1 − 𝜇 𝑐𝑜𝑠ℎ
−2 (
𝑥3−𝑥𝑐
𝑐
)],              (A.11b) 
where 𝑃𝑎,𝑏,𝑐, 𝑥𝑎,𝑏,𝑐, a, b, c and 𝜇 are variational parameters. 
C. Analysis of the phase portrait and other solutions for arbitrary  −2𝑎11 < 𝑎12 
Introducing the dimensionless variables and order parameters,  
𝑥 =
𝑥3
𝑅𝑐
,           𝑝1 =
𝑃1
𝑃𝑆
 ,          𝑝2 =
𝑃2
𝑃𝑆
,         𝜇 =
𝑎12
2𝑎11
                    (A.16) 
where 𝑃𝑆 = √− 𝑎1 (2𝑎11)⁄  and 𝑅𝑐 = √−𝑔44 (2𝑎1)⁄ , one could get the coupled Euler-Lagrange 
equations: 
𝜕2
𝜕𝑥2
𝑝1 = −𝑝1 + 𝑝1
3 +  𝜇𝑝1𝑝2
2,                               (A.17a) 
𝜕2
𝜕𝑥2
𝑝2 = −𝑝2 + 𝑝2
3 +  𝜇𝑝2𝑝1
2.                               (A.17b) 
Equations (A.17) depends on the only parameter −1 < 𝜇 . The free energy density and the first 
integral are  
𝑔𝐿𝐺𝐷 = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 +
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
],       (A.18a) 
𝐼1 = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 −
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
].         (A.18b) 
Several numerical solutions of Eqs.(17) are shown in Fig. 6 for several values of the parameter  𝜇. 
 After elementary transformations, the first integral and free energy density become: 
𝐼1[𝜇] = −
1
4
𝜕2
𝜕𝑥2
(𝑝1
2 + 𝑝2
2) − (𝑝1
2 + 𝑝2
2) +
3
4
(𝑝1
2 + 𝑝2
2)2 +
3
2
(𝜇 − 1)𝑝1
2𝑝2
2.         (A.18с) 
Equation (18с) account for the identities, 
𝜕2 
𝜕𝑥2
𝑝1
2 = 2𝑝1
𝜕2𝑝1
𝜕𝑥2
+ 2 (
𝑑𝑝1
𝑑𝑥
)
2
 and 𝑝1
𝜕2𝑝1
𝜕𝑥2
+ 𝑝2
𝜕2𝑝2
𝜕𝑥2
=
−(𝑝1
2 + 𝑝2
2) + (𝑝1
4 + 𝑝2
4) +  2𝜇𝑝1
2𝑝2
2 , obtained from Eqs.(A.17). Two homogeneous phases are 
consistent with Eq.(18a): 
 𝑝1 = 𝑝2 = ±
1
√1+μ
 ,  𝑔𝐿𝐺𝐷 = −
1
2(1+μ)
 ,   𝐼1[𝜇] = −
1
2(1+μ)
    stable at −1 < 𝜇 < 1,       (A.19a) 
𝑝1
2 = 0,   𝑝2
2 = 1, or 𝑝1
2 = 1,   𝑝2
2 = 0, 𝑔𝐿𝐺𝐷 = −
1
4
 ,  𝐼1[𝜇] = −
1
4
  stable at 𝜇 > 1,          (A.19b) 
 Results of FEM simulations are shown in Fig.A3, their form is very close to the one given by 
Eqs.(A.20).  
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FIGURE A3. Distributions of polarization components, 𝑃1 𝑃𝑆⁄  (red curves) and 𝑃2 𝑃𝑆⁄  (blue curves) 
calculated by FEM for different values of 𝜇 =-0.9 (a), -0.1 (b), 0 (c), 0.1 (d), 1.1 (e), 2 (f), 3(g) and 4 (h). 
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Direct variational method can be applied for the trial functions (A.11) written in dimensionless 
form: 
𝑝1(𝑥) = 𝑝𝑎 tanh (
𝑥+𝑥𝑏
𝑏
) + 𝑝𝑏 tanh (
𝑥−𝑥𝑏
𝑏
) ,                                      (A.20a) 
𝑝2(𝑥) = 𝑝𝑎 tanh (
𝑥+𝑥𝑏
𝑏
) − 𝑝𝑏 tanh (
𝑥−𝑥𝑏
𝑏
) + 𝑐 [1 − 𝑝𝑐 𝑐𝑜𝑠ℎ
−2 (
𝑥−𝑥𝑏
𝑏
)],              (A.20b) 
where 𝑝𝑎 , 𝑝𝑏 , 𝑥𝑏  and b are variational parameters, which can be determined after substitution of 
Eqs.(A.20) in the free energy (A.18a), integration 
1
𝐿
∫ 𝑔𝐿𝐺𝐷(𝑥)𝑑𝑥 = 𝑚𝑖𝑛
𝐿
−𝐿
 and minimization over 
them. 
 
Case III. Role of the flexoelectric coupling. Approximate analytical expressions for 
polarization components ?̃?𝑖(?̃?1) in the vicinity of uncharged 180, 109 and 71 degree ferroelectric 
domain walls in the rhombohedral phase of multiaxial ferroelectric allowing for the electrostriction 
and flexoelectric coupling have been derived in Ref.[17].  
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Figure A4. Rotated coordinate frame {?̃?1, ?̃?2, ?̃?3} choice for (a) 180
o, (b) 109o and (c) 71o uncharged domain 
walls in a rhombohedral ferroelectric. Pseudo-cubic crystallographic axes are {𝑥1, 𝑥2, 𝑥3} . Domain wall 
rotation angle  is counted from ?̃?3 axes.  
 
Table A1 summarizes these results and suggests more general trial functions. Fitting constants 
𝑓1
𝑄
 and 𝑓2
𝑄
 are proportional to the flexocoupling tensor components, the constants q1 and q2 are 
proportional to the electrostriction tensor components. Note that the Neel-type component ?̃?1  is 
typically rather small as being affected by depolarization field. However, the appearance of the 
component is a distinct feature of flexoelectric coupling 
 
Table A1. Approximate analytical expressions for polarization components ?̃?𝑖(?̃?1) in the vicinity of 
uncharged domain walls in the rhombohedral phase of BiFeO3.  
Domain 
wall (DW) 
109 degree DW 
 
71 degree DW 
 
180 degree DW 
 
 12 
Rotation 
angle  
 = 0,   in the 
rhombohedral phase 
DW is absent in the 
tetragonal phase 
 = −/4, 3/4  in the 
rhombohedral phase  
DW is absent in the 
tetragonal phase 
 is arbitrary in both 
rhombohedral and tetragonal 
phases 
Compo-
nent  ?̃?3  
?̃?3
𝑆 tanh (
?̃?1
𝐿𝑐
) ?̃?3
𝑆 tanh (
?̃?1
𝐿𝑐
) ?̃?3
𝑆 tanh (
?̃?1
𝐿𝑐
) 
Compo-
nent  ?̃?2
 ** 
?̃?2
𝑆 tanh (
?̃?1
𝐿𝑐
) 
0 𝑃𝐵 sech
2 (
?̃?1
𝐿𝑐
) + 𝑓2
𝑄 𝜕?̃?3
2
𝜕?̃?1
 +
𝑞2?̃?3 ((?̃?3
𝑆)
2
− ?̃?3
2)  
Compo-
nent ?̃?1 
?̃?1
𝑆 + 𝑓1
𝑄 (
𝜕?̃?3
2
𝜕?̃?1
+
𝜕?̃?2
2
𝜕?̃?1
)  ?̃?1
𝑆 + 𝑓1
𝑄 𝜕?̃?3
2
𝜕?̃?1
 𝑓1
𝑄 𝜕?̃?3
2
𝜕?̃?1
+  𝑞1?̃?3 ((?̃?3
𝑆)
2
− ?̃?3
2)  
 
 
 
FIGURE A5. Distribution of polarization components, 𝑃𝑖 𝑃𝑆⁄  (black, red and blue curves), across the mixed 
type Ising-Bloch-Neel (IBN) domain wall, given by Eq.(A.12) for different amplitudes 𝑃𝐵 𝑃𝑆⁄ =0.7 for Bloch 
component P2, and 𝑃𝑁 𝑃𝑆⁄ =0.2 for Neel component P3. 
 
 The generalization of results listed in Table A1 has the form: 
𝑃𝑖(z) = ∑ (tanh (
𝑧−𝑧𝑖𝑗
𝐿𝑖𝑗
) [𝑎𝑖𝑗 + 𝑓𝑖𝑗 sech
2 (
𝑧−𝑧𝑖𝑗
𝐿𝑖𝑗
)] + 𝑞𝑖𝑗 sech
2 (
𝑧−𝑧𝑖𝑗
𝐿𝑖𝑗
))𝑚𝑗=1  .           (A.12) 
Here 𝑖 = 1,2,3. The fitting parameters 𝑎𝑖𝑗, 𝑓𝑖𝑗 and 𝑞𝑖𝑗 are amplitudes related with the spontaneous 
value (ferroelectric nonlinearity), flexoelectric and electrostriction couplings, respectively, and 𝐿𝑖𝑗 
are correlation lengths. 
 
Table II. Parameters used in FEM for BFO collected from Refs. [18, 19, 20] 
Parameter Designation Numerical values for BFO (BFO:R) Ref 
Effective permittivity eff = ibi+el 7  f.p. 
dielectric stiffness T  (105C-2·Jm/K) 9 [18] 
Curie temperature for 
P 
TC    (K) 1300 [18] 
Barret temperature for 
P 
TqP    (K) 800 [18] 
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polar expansion 4th 
order 
aij  (108C-4·m5J) a11= −13.5, a12= 5 [18] 
LGD expansion 6th 
order 
aijk (109C-6·m9J) a111= 11.2, a112= −3, a123= −6 [19] 
electrostriction Qij  (C
-2·m4) Q11=0.054, Q12= −0.015, Q44=0.02 [20] 
Stiffness components cij   (1011 Pa) c11=3.02, c12= 1.62, c44=0.68 f.p.   
polarization gradient 
coefficients 
gij   (10-10C-2m3J) BFO   −   g11=8, g12= −0.5, g44=5 [18] 
AFD-FE coupling 
ij  (10
29 C-2·m-
2 J/K) 
11 = −0.5, 12 =0.5, 44 = −2.6 [18] 
tilt expansion 2nd 
order 
bT  (1026·J/(m5K)) 4 [18] 
Curie temperature for 
 
T    (K) 1440 [18] 
Barret temperature for 
 
Tq    (K) 400 [18] 
tilt expansion 4nd 
order 
bij  (1048J/m7) b11= −24+4.5 
( ) ( )( )143coth300coth −T  
b12= 45−4.5 ( ) ( )( )41coth300coth −T  
[18] 
tilt expansion 6nd 
order 
bijk  (1070 J/m9) b111= 4.5−3.4 ( ) ( )( )72coth400coth −T  
b112= 3.6−0.04 
( ) ( )( )1301coth10coth −T  
b123= 41−43.2
( ) ( )( )1112coth1200coth −T  
f.p.   
tilt gradient 
coefficients 
ij  (1011 J/ m3) 11=2,  12= −1,      44=1 [19] 
rotostriction Rij (1018 m-2) R11= −1.32, R12= −0.43, R44=8.45 f.p.   
Flexoelectric 
coefficients 
Fij (10-11 m3/C) F11= 2, F12= 1, F44= 0.5 f.p. 
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