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Cap´ıtulo 1
Matrices y determinantes
1.1. Definiciones ba´sicas
Se llama matriz de m ≥ 1 filas y n ≥ 1 columnas a la disposicio´n en forma de
caja,
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn

donde para cada i = 1, . . . ,m y j = 1, . . . , n, aij ∈ R es el nu´mero situado en la
fila i y la columna j.
Se dice entonces que la matriz A es de tipo (orden) m × n y se suele abreviar
escribiendo
A =
(
aij
)
1≤i≤m
1≤j≤n
Los nu´meros que componen la matriz se llaman entradas o coeficientes de la
matriz.
Ejemplo 1.1.1.
A =
(
1 2 9
2 7 5
)
es una matriz de orden 2× 3 (tiene 2 filas y 3 columnas)
Definicio´n 1.1.2. Al conjunto de todas las matrices de orden m×n con coeficientes
en R lo denotaremos por Mm×n
1
21) Se llama matriz nula, y se denota O, a aquella cuyos coeficientes son todos
cero.
O =

0 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0

2) Si la matriz es de tipo n × n, se dice que es cuadrada de orden n. En tal
caso, los coeficientes a11, a22, . . . , ann constituyen la diagonal principal de A.
3) Si aij = 0 siempre que i > j, es decir,
A =

a11 a12 a13 . . . a1n−1 a1n
0 a22 a23 . . . a2n−2 a2n
0 0 a33 . . . a3n−1 a3n
...
...
...
. . .
...
...
0 0 0 . . . a(n−1)(n−1) a(n−1)n
0 0 0 . . . 0 ann

se dice que A es triangular superior
4) Si aij = 0 siempre que i < j, es decir,
A =

a11 0 . . . 0 0
a21 a22 . . . 0 0
...
...
. . .
...
...
a(n−1)1 a(n−1)2 . . . a(n−1)(n−1) 0
an1 an2 . . . an(n−1) ann

se dice que A es triangular inferior
5) Las matrices cuadradas que son, simulta´neamente, triangulares superiores e
inferiores, se llaman matrices diagonales.
A =

a11 0 . . . 0
0 a22 . . . 0
...
...
. . .
...
0 0 . . . ann

36) La matriz diagonal de orden n cuyos coeficientes aii = 1 se denota In y se
llama matriz identidad de orden n.
In =

1 0 . . . 0
0 1 . . . 0
...
...
. . .
...
0 0 . . . 1

Ejemplo 1.1.3. La matriz
A =
 1 −3 120 3 0
0 0 2

es cuadrad de orden tres, de hecho es triangular superior.
1.2. Suma de Matrices
Dados dos matrices A = (aij) y B = (bij) del mismo tipo m× n,
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn
 B =

b11 b12 . . . b1n
b21 b22 . . . b2n
...
...
. . .
...
bm1 bm2 . . . bmn

se llama suma de A y B a la matriz A + B, tambie´n de tipo m × n, cuyo
coeficiente de la fila i-e´sima y la columna j-e´sima es aij + bij.
A+B =

a11 + b11 a12 + b12 . . . a1n + b1n
a21 + b21 a22 + b22 . . . a2n + b2n
...
...
. . .
...
am1 + bm1 am2 + bm2 . . . amn + bmn

Proposicio´n 1.2.1. Si A, B, C ∈Mm×n (matrices de tipo m× n), entonces:
1) Asociativa: (A+B) + C = A+ (B + C)
2) Conmutativa: A+B = B + A
3) Existencia de elemento neutro: A+O = A
4) Existencia de elemento opuesto: Si denotamos −A la matriz cuyo coeficiente
de la fila i−e´sima y la columna j−e´sima es −aij, entonces A+ (−A) = O.
41.3. Producto de un escalar por una matriz
Dados un nu´mero λ y una matriz A = (aij) de tipo m× n, el producto de λ por
A es la matriz λA de tipo m × n, cuyo coeficiente de la fila i−e´sima y la columna
j−e´sima es λaij.
λA =

λa11 λa12 . . . λa1n
λa21 λa22 . . . λa2n
...
...
. . .
...
λam1 λam2 . . . λamn

Proposicio´n 1.3.1. Si λ, µ ∈ R y A, B ∈Mm×n (matrices de tipo m×n), entonces:
1) Distributiva respecto de la suma de escalares: (λ+ µ)A = λA+ µA
2) Distributiva respecto de la suma de matrices: λ(A+B) = λA+ λB
3) Asociativa: (λµ)A = λ(µA)
4) Existencia de elemento neutro para el producto: 1A = A
1.4. Transposicio´n de matrices
Sea A =
(
aij
)
1≤i≤m
1≤j≤n
una matriz de tipo m× n.
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn

Se llama traspuesta de A, y se denota At, a la matriz de tipo n × m cuyo
coeficiente de la fila i−e´sima y la columna j−e´sima es aji.
At =

a11 a21 . . . am1
a12 a22 . . . am2
...
...
. . .
...
a1n a2n . . . amn

5Proposicio´n 1.4.1. Si λ,∈ R y A, B ∈Mm×n (matrices de tipo m×n), entonces:
1) (A+B)t = At +Bt
2) (λA)t = λAt
3) (At)t = A
1.5. Producto de matrices
Sea A = (aij)
1≤j≤n
1≤i≤m y B = (bij)
1≤j≤p
1≤i≤n dos matrices de tipos m × n y n × p,
respectivamente. Se llama matriz producto de A por B, en este orden, y se denota
C = AB, a la matriz de tipo m × p cuyo te´rmino de fila i−e´sima y la columna
j−e´sima es
cij = ai1b1j + ai2b2j + · · ·+ ainbnj =
n∑
k=1
aikbkj.
Observacio´n 1.5.1. Para efectuar el producto AB, es necesario que el nu´mero de
columnas de A coincide con el de filas de B.
Ejemplo 1.5.2. Sea A = (a1, · · · , an) y B = (b1, · · · , bn) dos matrices de tipo 1×n.
no se pueden multiplicar.
La matriz Bt es de tipo n× 1, y el producto ABt es el producto escalar de A y
B.
ABt = (a1, · · · , an)

b1
b2
...
bn
 = a1b1 + a2b2 + · · ·+ anbn.
Ejemplo 1.5.3.(
1 0 2
3 5 4
) 1 30 5
2 4
 = ( 1 · 1 + 0 · 0 + 2 · 2 1 · 3 + 0 · 5 + 2 · 4
3 · 1 + 5 · 0 + 4 · 2 3 · 3 + 5 · 5 + 4 · 4
)
=
(
5 11
11 50
)
Ejemplo 1.5.4.  1 30 5
2 4
( 1 0 2
3 5 4
)
=
 10 15 1415 25 20
14 20 20

6Observacio´n 1.5.5. sean A y B dos matrices. En general, aunque los dos productos
AB y BA existen, no coinciden (AB 6= BA)
Ejemplo 1.5.6. (
2 −3
6 −9
)(
3 0
2 0
)
=
(
0 0
0 0
)
(
3 0
2 0
)(
2 −3
6 −9
)
=
(
6 −9
4 −6
)
Proposicio´n 1.5.7. El producto de matrices satisface las siguientes propiedades:
1) (AB)C = A(BC), si A ∈Mm×n , B ∈Mn×p y C ∈Mp×q.
2) (A+B)C = AC +BC, si A,B ∈Mm×n y C ∈Mn×p.
3) A(B + C) = AB + AC, si A ∈Mm×n y B,C ∈Mn×p.
4) ImA = A = AIn, si A ∈Mm×n.
5) λ(AB) = (λA)B, si A ∈Mm×n , B ∈Mn×p y λ ∈ R.
6) (AB)t = BtAt, si A ∈Mm×n , B ∈Mn×p .
71.6. Inversa de una matriz cuadrada
Sea A una matriz cuadrada de orden n. Se dice que otra matriz B de orden n
es inversa de A si AB = In = BA. En caso de existir tal inversa, se dice que A es
invertible o regular.
Proposicio´n 1.6.1.
1) Si la matriz A es invertible, entonces su inversa es u´nica, y se denota A−1
2) Sean A y B dos matrices cuadradas, del mismo orden, que son invertibles.
Entonces su producto tambie´n es invertible y, adema´s
(AB)−1 = B−1A−1
3) Si la matriz cuadrada de orden n es invertible, entonces tambie´n es invertible
su traspuesta y (
At
)−1
=
(
A−1
)t
1.7. Ca´lculo de la matriz inversa
Sea A la matriz
A =
 1 2 32 3 4
3 4 6

Consideramos la matriz
(A|I3) =
 1 2 32 3 4
3 4 6
∣∣∣∣∣∣
1 0 0
0 1 0
0 0 1
∣∣∣∣∣∣
F1
F2
F3
Para calcular la matriz A−1 hay que realizar operaciones sobre las filas de la
matriz (A|I3) hasta que la matriz del lado izquierdo se transforma en la matriz
identidad.
Sustituyendo la fila F2 por F2 − 2F1, obtenemos: 1 2 30 −1 −2
3 4 6
∣∣∣∣∣∣
1 0 0
−2 1 0
0 0 1
∣∣∣∣∣∣
F ′1
F ′2
F ′3
8Sustituyendo la fila F ′3 por F
′
3 − 3F ′1, obtenemos: 1 2 30 −1 −2
0 −2 −3
∣∣∣∣∣∣
1 0 0
−2 1 0
−3 0 1
∣∣∣∣∣∣
F ′′1
F ′′2
F ′′3
Sustituyendo la fila F ′′2 por −F ′′2 , obtenemos 1 2 30 1 2
0 −2 −3
∣∣∣∣∣∣
1 0 0
2 −1 0
−3 0 1
∣∣∣∣∣∣
F ′′′1
F ′′′2
F ′′′3
Sustituyendo la fila F ′′′3 por F
′′′
3 + 2F
′′′
2 , obtenemos: 1 2 30 1 2
0 0 1
∣∣∣∣∣∣
1 0 0
2 −1 0
1 −2 1

∣∣∣∣∣∣∣
F
(4)
1
F
(4)
2
F
(4)
3
Sustituyendo la fila F
(4)
1 por F
(4)
1 − 2F (4)2 , obtenemos: 1 0 −10 1 2
0 0 1
∣∣∣∣∣∣
−3 2 0
2 −1 0
1 −2 1

∣∣∣∣∣∣∣
F
(5)
1
F
(5)
2
F
(5)
3
Sustituyendo la fila F
(5)
3 por F
(5)
3 + F
(5)
1 , obtenemos: 1 0 00 1 2
0 0 1
∣∣∣∣∣∣
−2 0 1
2 −1 0
1 −2 1

∣∣∣∣∣∣∣
F
(6)
1
F
(6)
2
F
(6)
3
Sustituyendo la fila F
(6)
2 por F
(6)
2 − 2F (6)3 , obtenemos: 1 0 00 1 0
0 0 1
∣∣∣∣∣∣
−2 0 1
0 3 −2
1 −2 1

∣∣∣∣∣∣∣
F
(7)
1
F
(7)
2
F
(7)
3
Por tanto, se obtiene que
A−1 =
 −2 0 10 3 −2
1 −2 1

91.8. Determinante de una matriz cuadrada
Asociaremos a la matriz A un escalar, que denotaremos det(A) y que definiremos
por recurrencia sobre el orden n de la matriz.
 El caso n = 1, A es un escalar
(
A = (a11)
)
, y se define su determinante como
det(A) = |A| = a11.
 Si n > 1, y fijados dos ı´ndices i, j, se denota Aij a la matriz de orden n− 1
que resulta de eliminar en A la fila i y la columna j. As´ı supuesto
definida la nocio´n de determinante para matrices de orden n− 1, se define
det(A) = |A| =
n∑
i=1
(−1)i+1ai1 det(Ai1).
Ejemplo 1.8.1.
A =
(
a11 a12
a21 a22
)
A11 =
( 6 a11 6 a12
6 a21 a22
)
= a22, A21 =
( 6 a11 a12
6 a21 6 a22
)
= a12
det(A) =
∣∣∣∣ a11 a12a21 a22
∣∣∣∣ = a11det(A11)− a21det(A21)
= a11a22 − a21a12.
Ejemplo 1.8.2.
A =
 2 −1 51 2 1
1 0 1

det(A) = (−1)1+12 det
(
2 1
0 1
)
+ (−1)2+1(1) det
( −1 5
0 1
)
+(−1)3+1(1) det
( −1 5
2 1
)
det(A) = 2(2− 0)− ((−1)1− 0× 5)+ ((−1)1− 2× 5) = −6.
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1.9. Propiedades elementales de los determinantes
Proposicio´n 1.9.1.
1) Una matriz y su traspuesta tienen el mismo determinante:
det(A) = det(At).
2) El determinante del producto de dos matrices del mismo orden es el producto
de sus determinantes:
det(AB) = det(A) det(B).
Proposicio´n 1.9.2.
1) El valor de un determinante se puede hallar “desarrolla´ndolo” por cualquiera
de sus columnas. esto es, para cada ı´ndice j :
det(A) =
n∑
i=1
(−1)i+jaij det(Aij).
2) Tambie´n se puede calcular el valor de un determinante “desarrollando” por
filas, es decir, fijado un ı´ndice i se tiene:
det(A) =
n∑
j=1
(−1)i+jaij det(Aij).
Ejemplo 1.9.3. Sea
A =
 2 −1 51 2 1
1 0 1

1) Desarrollo respecto a la columna 2:
det(A) = (−1)(−1) det
(
1 1
1 1
)
+ 2 det
(
2 5
1 1
)
= −6.
2) Desarrollo respecto a la fila 3:
det(A) = det
( −1 5
2 1
)
+ det
(
2 −1
1 2
)
= −6.
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Ejemplo 1.9.4. Sea
A =

1 −1 2 0 0
0 4 2 0 0
0 5 0 0 0
4 6 7 8 0
−4 7 0 1 1

tenemos det(A) = −80.
Proposicio´n 1.9.5. Si tres matrices cuadradas A, B y C son ide´nticas salvo en que
la i-e´sima fila (o columna) de C es la suma de las filas (o columnas) correspondientes
de A y B, entonces
det(C) = det(A) + det(B),
esto es:
det(C) =
∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 + y1 x2 + y2 . . . xn + yn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 x2 . . . xn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
y1 y2 . . . yn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
= det(A) + det(B).
Proposicio´n 1.9.6. Si una matriz cuadrada A tiene dos filas (o columnas) iguales,
entonces
det(A) = 0,
esto es:
det(A) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 x2 . . . xn
...
...
...
x1 x2 . . . xn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 0.
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Proposicio´n 1.9.7. Si B es la matriz que se obtiene de una matriz A intercam-
biando dos de sus filas (o columnas), entonces
det(B) = − det(A),
esto es:
det(B) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 x2 . . . xn
...
...
...
y1 y2 . . . yn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
y1 y2 . . . yn
...
...
...
x1 x2 . . . xn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= − det(A).
Proposicio´n 1.9.8. Si B es la matriz que se obtiene a partir de una matriz A
multiplicando por un nu´mero real λ una de sus filas (o columnas), entonces
det(B) = λ det(A),
esto es:
det(B) =
∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
λx1 λx2 . . . λxn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
= λ
∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 x2 . . . xn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣
= λ det(A).
Proposicio´n 1.9.9. Si una matriz tiene una fila (o columna) de ceros, su determi-
nante es nulo.
Proposicio´n 1.9.10. Si A una matriz cuadrada de orden n y λ un escalar, entonces
det(λA) = λn det(A).
Proposicio´n 1.9.11. Si a una fila (o columnas) de una matriz cuadrada A se le
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suma otra multiplicada por un escalar λ, entonces su determinante no var´ıa:
det(A) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 + λy1 x2 + λy2 . . . xn + λyn
...
...
...
y1 y2 . . . yn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 . . . a1n
...
...
...
x1 x2 . . . xn
...
...
...
y1 y2 . . . yn
...
...
...
an1 an2 . . . ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Proposicio´n 1.9.12. Si una de las filas (o columnas) de la matriz A es combinacio´n
lineal (ve´ase la Definicio´n 1.11.3 ma´s adelante ) de las restantes filas (o columnas),
entonces
det(A) = 0.
1.10. Matriz inversa y determinantes
Sea A una matriz cuadrada de orden n. Se llama adjunto de A a la matriz A∗,
de orden n, cuyo coeficiente de la fila i−e´sima y la columna j−e´sima es
a∗ij = (−1)i+j det(Aij)
Ejemplo 1.10.1. Sea A la matriz
A =
 1 2 34 5 6
7 8 9

Calculemos los coeficientes a∗ij de la matriz adjunto A
∗
a∗11 = (−1)1+1 det(A11) =
∣∣∣∣ 5 68 9
∣∣∣∣ = −3
a∗12 = (−1)1+2 det(A12) =
∣∣∣∣ 4 67 9
∣∣∣∣ = 6
a∗13 = (−1)1+3 det(A13) =
∣∣∣∣ 4 57 8
∣∣∣∣ = −3
a∗21 = (−1)2+1 det(A21) =
∣∣∣∣ 2 38 9
∣∣∣∣ = 6
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a∗22 = (−1)2+2 det(A22) =
∣∣∣∣ 1 37 9
∣∣∣∣ = −12
a∗23 = (−1)2+3 det(A23) =
∣∣∣∣ 1 27 8
∣∣∣∣ = 6
a∗31 = (−1)3+1 det(A31) =
∣∣∣∣ 2 35 6
∣∣∣∣ = −3
a∗32 = (−1)3+2 det(A32) =
∣∣∣∣ 1 34 6
∣∣∣∣ = 6
a∗33 = (−1)3+3 det(A33) =
∣∣∣∣ 1 24 5
∣∣∣∣ = −3
Por tanto, tenemos que
A∗ =
 −3 6 −36 −12 6
−3 6 −3
 .
Proposicio´n 1.10.2. Una matriz A de orden n es invertible, si y so´lo si, det(A) 6= 0.
En tal caso, su inversa es
A−1 =
1
det(A)
(A∗)t,
cuyo determinante es
det(A−1) =
1
det(A)
.
Ejemplo 1.10.3. Sea A la matriz
A =
 6 4 12 3 1
2 0 0

Tenemos det(A) = 2
A∗ =
 0 2 −60 −2 8
1 −4 10
 , (A∗)t =
 0 0 12 −2 −4
−6 8 10

se tiene
A−1 =
1
2
 0 0 12 −2 −4
−6 8 10
 =
 0 0 0,51 −1 −2
−3 4 5
 .
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1.11. Dependencia lineal y rango de una matriz
Sea n ∈ N, denotaremos Rn al conjunto formado por todas las n−uplas de
nu´meros reales x = (x1, x2, . . . , xn), es decir
Rn =
{
x = (x1, x2, . . . , xn) : xi ∈ R, i = 1, 2, . . . , n
}
.
Se dice que x1, x2, . . . , xn son las coordenadas de x. A los elementos de Rn se les
llama vectores.
Observacio´n 1.11.1. R2 y R3 son el plano y el espacio habituales.
Proposicio´n 1.11.2. Dados x = (x1, x2, . . . , xn), y = (y1, y2, . . . , yn) ∈ Rn y sea
λ ∈ R. Se tiene que
1) x+ y = (x1 + y1, x2 + y2, . . . , xn + yn)
2) λx = (λx1, λx2, . . . , λxn)
1.11.1. Dependencia lineal
Definicio´n 1.11.3.
Dados los vectores u1, u2, . . . , uk de Rn, se dice que u1 depende linealmente de
los vectores u2, u3, . . . , uk, o que es combinacio´n lineal de los mismos, si existen
escalares λ2, λ3, . . . , λk tales que
u1 = λ2u2 + λ3u3 + . . .+ λkuk.
Definicio´n 1.11.4.
Se dice que los vectores u1, u2, . . . , uk de Rn son linealmente dependientes, lo
que abreviamos por (l.d), si alguno de ellos depende linealmente de los dema´s.
En caso contrario, diremos que u1, u2, . . . , uk son linealmente independiente,
y esto lo abreviamos por (l.i).
Ejemplo 1.11.5. Consideremos en R3 los vectores
u1 = (1, 0, 1), u2 = (2,−1, 0), u3 = (0, 1, 2)
• Comprobemos que u1, u2 son l.i.
Supongamos que u1 depende linealmente de u2, entones existe λ ∈ R tal que
u1 = λu2. Esto es imposible pues
1 = λ2
0 = λ(−1)
1 = λ0
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• Comprobemos que u1, u2, u3 son l.d.
Es inmediato comprobar que u3 = 2u1 − u2, luego u3 depende linealmente de
u1, u2. Por tanto, los vectores u1, u2, u3 son l.d.
Proposicio´n 1.11.6.
1) Los vectores u1, u2, . . . , uk son l.i. si y so´lo si(
λ1u1 + λ2u2 + . . .+ λkuk = 0 =⇒ λ1 = λ2 = · · · = λk = 0
)
.
2) Los vectores u1, u2, . . . , uk son l.d., si y so´lo si, existen λ1, λ2, . . . , λk no todos
nulos, tal que
λ1u1 + λ2u2 + . . .+ λkuk = 0.
1.11.2. Rango de un conjunto de vectores
Definicio´n 1.11.7.
Se llama rango del conjunto de vectores {v1, v2, . . . , vk} de Rn y se denota rg(v1, v2, . . . , vk)
al ma´ximo nu´mero de vectores l.i. entre ellos.
Ejemplo 1.11.8. Consideremos en R3 los vectores
v1 = (1, 0, 1), v2 = (2,−1, 0), v3 = (0, 1, 2)
Tenemos v2 = 2v1−v3 (estos vectores son l.d), mientras v1 y v2 son l.i. por tanto,
se tiene
rg(v1, v2, v3) = 2.
Ejemplo 1.11.9. Consideremos en R4 los vectores
v1 = (1, 0, 1, 1), v2 = (2,−1, 0,−1), v3 = (0, 1, 2, 2), v4 = (1, 0, 0, 0)
Supongamos que estos vectores son l.d. entonces existen λ1, λ2, λ3, λ4, no todos
nulos, tales que
λ1v1 + λ2v2 + λ3v3 + λ4v4 = 0.
As´ı que
(F)

λ1 +2λ2 +λ4 = 0
−λ2 +λ3 = 0
λ1 +2λ3 = 0
λ1 −λ2 +2λ3 = 0
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Si denotamos
A =

1 2 0 1
0 −1 1 0
1 0 2 0
1 −1 2 0
 , Λ =

λ1
λ2
λ3
λ4
 , O =

0
0
0
0
 ,
el sistema (F) se escribe como AΛ = O, y como det(A) = 1, la matriz A es
invertible. Por tanto
A−1AΛ = A−1O = O
esto significa que todos los λ son nulos.
Luego los vectores v1, v2, v3, v4 son l.i. por tanto
rg(v1, v2, v3, v4) = 4.
1.11.3. Rango de una matriz
Definicio´n 1.11.10. Sea A una matriz de tipo m× n y sea
vi = (ai1, ai2, . . . , vin), con 1 ≤ i ≤ m,
sus m filas, que son vectores de Rn.
Se llama rango de A, y se denota rg(A) al rango de dichos vectores, esto es,
rg(A) = rg(v1, v2, . . . , vm).
Ejemplo 1.11.11. Sea A la matriz
A =
 1 0 12 −1 0
0 1 2

Consideramos los vectores v1 = (1, 0, 1), v2 = (2,−1, 0) y v3 = (0, 1, 2).
Tenemos que
v1 =
1
2
(v2 + v3).
Por otra parte sabemos que v1 y v2 son l.i.
Se deduce que
rg(A) = rg(v1, v2, v3) = 2.
Definicio´n 1.11.12. Se denomina menor de orden k de la matriz A ∈ Mm×n,
al determinante de una submatriz cuadrada de orden k (que se obtiene eliminando
filas y/o columnas en la matriz A).
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Ejemplo 1.11.13. Sea A la matriz
A =
 1 −1 0 22 3 6 −1
0 5 4 0

Los nu´meros ∣∣∣∣ 1 −12 3
∣∣∣∣ = 5; ∣∣∣∣ −1 05 4
∣∣∣∣ = −4; ∣∣∣∣ 2 60 4
∣∣∣∣ = 8.
Son algunos menores de orden 2 de la matriz A.
Teorema 1.11.14. El rango de la matriz A es el ma´ximo orden de sus menores no
nulos.
Ejemplo 1.11.15. Consideramos la matriz
A =
 1 0 12 −1 0
0 1 2

Como det(A) = 0 y el menor∣∣∣∣ 1 02 −1
∣∣∣∣ = −1 6= 0, es de orden 2
tenemos que
rg(A) = 2.
Observacio´n 1.11.16.
1) El rango de una matriz es tambie´n el ma´ximo de vectores columna l.i.
2) Si A en una matriz de tipo m× n, entonces rg(A) ≤ mı´n{m,n}.
Proposicio´n 1.11.17. Sea A una matriz cuadrada de orden n. Las siguientes afir-
maciones son equivalentes:
1) Los n vectores fila de A son l.i.
2) rg(A) = n.
3) det(A) 6= 0.
4) Los n vectores columna de A son l.i.
Cap´ıtulo 2
Sistemas de ecuaciones lineales
2.1. Definiciones ba´sicas
Se pretende decidir si el sistema de m ecuaciones lineales con n inco´gnitas
(2.1.1)

a11x1 + a12x2 + . . . + a1nxn = b1
a21x1 + a22x2 + . . . + a2nxn = b2
...
...
...
...
...
am1x1 + am2x2 + . . . + amnxn = bm
admite alguna solucio´n, es decir, si existe alguna n−upla (x1, x2, . . . , xn) de es-
calares que satisfagan las ecuaciones (2.1.1) anteriores.
Las matrices
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
am1 am2 . . . amn
 , B =

b1
b2
...
bm
 y
Aa =

a11 a12 . . . a1n b1
a21 a22 . . . a2n b2
...
...
. . .
...
...
am1 am2 . . . amn bm

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se denominan matriz de coeficientes, matriz de te´rminos independientes
y matriz ampliada, respectivamente, del sistema (2.1.1), mientras que
X =

x1
x2
...
xn

se llama matriz de inco´gnitas.
Observacio´n 2.1.1. Con estas notaciones, el sistema (2.1.1) se expresa abreviada-
mente como
AX = B.
2.2. Teorema de Rouche´-Fro¨benius
Teorema 2.2.1. El sistema de ecuaciones (2.1.1) tiene solucio´n si y so´lo si
rg(A) = rg(Aa)
Ejemplo 2.2.2. Consideramos el sistema siguiente:
2x1 − x2 = 3
−4x1 + 2x2 = 0
donde
A =
(
2 −1
−4 2
)
, Aa =
(
2 −1 3
−4 2 0
)
.
El sistema no tiene solucio´n, pues rg(A) = 1 y rg(Aa) = 2.
Proposicio´n 2.2.3.
1) Si rg(A) = rg(Aa) = n, el sistema (2.1.1) admite una u´nica solucio´n. En este
caso se dice que el sistema es compatible y determinado.
2) Si rg(A) = rg(Aa) < n, el sistema (2.1.1) tiene ma´s de una solucio´n. En este
caso se dice que el sistema es compatible e indeterminado.
3) Si rg(A) 6= rg(Aa), el sistema (2.1.1) no tiene solucio´n. En este caso se dice
que el sistema es incompatible.
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2.3. Regla de Cramer
Supongamos que en el sistema (2.1.1), m = n y det(A) 6= 0. En este caso, por
el Teorema de Rouche´-Fro¨benius, el sistema tiene una u´nica solucio´n, es, para cada
i = 1, 2, . . . , n,
xi =
det

a11 . . . a1i−1 b1 a1i+1 . . . a1n
a21 . . . a2i−1 b2 a2i+1 . . . a2n
...
...
...
...
...
...
...
an1 . . . ani−1 bn ani+1 . . . ann

det(A)
Ejemplo 2.3.1. Resolver el siguiente sistema de ecuaciones:
2x1 − 3x2 + 5x3 = 1
4x1 + x2 + 2x3 = 2
2x1 − 3x2 + 11x3 = 1
Tenemos
A =
 2 −3 54 1 2
2 −3 11
 , Aa =
 2 −3 5 14 1 2 2
2 −3 11 1

Este sistema tiene una u´nica solucio´n, ya que
rg(A) = rg(Aa) = 3.
Por tanto la solucio´n del sistema es:
x1 =
det
 1 −3 52 1 2
1 −3 11

det(A)
=
42
84
=
1
2
,
x2 =
det
 2 1 54 2 2
2 1 11

det(A)
=
0
84
= 0,
x3 =
det
 2 −3 14 1 2
2 −3 1

det(A)
=
0
84
= 0.
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Ejemplo 2.3.2. Resolver el siguiente sistema de ecuaciones:
x1 − 3x2 + x3 = 4
x1 − 2x2 + 3x3 = 6
2x1 − 6x2 + 2x3 = 8
Tenemos
A =
 1 −3 11 −2 3
2 −6 2
 , Aa =
 1 −3 1 41 −2 3 6
2 −6 2 8

El sistema tiene una infinitas soluciones, ya que
rg(A) = rg(Aa) = 2 < 3
Los pasos a seguir son:
1. Detectar un menor no nulo de A.
Por ejemplo el menor
∣∣∣∣ 1 −31 −2
∣∣∣∣ = 1 6= 0.
2. Suprimir las ecuaciones que corresponden a las filas que no este´n contenidas
en dicho menor de A.
Nosotros suprimimos la u´ltima ecuacio´n.
3. Pasamos a la derecha de la igualdad aquellas inco´gnitas que correspondan a
las columnas que no este´n en el menor elegido.{
x1 − 3x2 = 4− x3
x1 − 2x2 = 6− 3x3
4. Por u´ltimo resolvemos utilizando las formulas de Cramer
x1 =
∣∣∣∣ 4− x3 −36− 3x3 −2
∣∣∣∣
1
= −2(4− x3) + 3(6− 3x3) = −7x3 + 10
x2 =
∣∣∣∣ 1 4− x31 6− 3x3
∣∣∣∣
1
= (6− 3x3)− (4− x3) = −2x3 + 2
Haciendo x3 = t, se tiene que el conjunto solucio´n es de la forma:{
(x1, x2, x3) : x1 = −7t+ 10, x2 = −2t+ 2, x3 = t, para t ∈ R
}
.
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Ejemplo 2.3.3. Resolver el siguiente sistema de ecuaciones:
2x1 − x2 + x3 = 3
4x1 − 4x2 + 3x3 = 2
2x1 − 3x2 + 2x3 = 1
Tenemos
A =
 2 −1 14 −4 3
2 −3 2
 , Aa =
 2 −1 1 34 −4 3 2
2 −3 2 1

El sistema no tiene solucio´n, ya que
rg(A) = 2 6= rg(Aa) = 3.
2.4. Sistemas equivalentes
Definicio´n 2.4.1.
Dos sistemas de ecuaciones (con las mismas inco´gnitas) se dice que son equiva-
lentes si tienen las mismas soluciones.
Proposicio´n 2.4.2. Un sistema de ecuaciones lineales es equivalente a cualquiera
de los sistemas que resultan de realizar operaciones elementales en e´l.
Ejemplo 2.4.3. El sistema de ecuaciones:
2x1 − 3x2 + 5x3 = 1
4x1 + x2 + 2x3 = 2
2x1 − 3x2 + 11x3 = 1
es equivalente al sistema 
2x1 − 3x2 + 5x3 = 1
7x2 − 8x3 = 0
6x3 = 0
Utilizando la propiedad anterior, podemos resolver sistemas de ecuaciones lin-
eales buscando un sistema equivalente ma´s sencillo. Uno de los me´todos de resolucio´n
de sistemas que utiliza esta propiedad es el me´todo de Gauss
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2.5. Me´todo de Gauss
Todo sistema de ecuaciones lineales tiene un sistema equivalente escalonado. Es
decir, realizando sucesivas operaciones elementales podemos obtener un sistema con
una matriz escalonada.
El me´todo de eliminacio´n de Gauss consiste en la eliminacio´n sucesiva de inco´gni-
tas a trave´s de una matriz escalonada.
Ejemplo 2.5.1. Resolver mediante el me´todo de Gauss el siguiente sistema
x1 + 2x2 + 3x3 = 2
x1 − x2 + x3 = 0
x1 + 3x2 − x3 = −2
3x1 + 4x2 + 3x3 = 0

1 2 3 2
1 −1 1 0
1 3 −1 −2
3 4 3 0

∣∣∣∣∣∣∣∣
F1
F2
F3
F4
∼

1 2 3 2
0 −3 −2 −2
0 1 −4 −4
0 −2 −6 −6

∣∣∣∣∣∣∣∣
F1
F2 − F1 = F ′2
F3 − F1 = F ′3
F4 − 3F1 = F ′4
∼

1 2 3 2
0 0 −14 −14
0 1 −4 −4
0 0 −14 −14

∣∣∣∣∣∣∣∣
F1
F ′2 + 3F
′
3
F ′3
F ′4 + 2F
′
3
Haciendo la ultima fila cero, dividiendo entre -14 la segunda fila y cambia´ndola
por la tercera obtenemos el sistema equivalente (escalonado).
x1 + 2x2 + 3x3 = 2
x2 − 4x3 = −4
x3 = 1
La solucio´n del sistema se obtiene comenzando por la u´ltima ecuacio´n, y susti-
tuyendo dicho valor sucesivamente en las ecuaciones anteriores. La solucio´n es, por
tanto, (−1, 0, 1).
Observemos que el rg(A) = rg(Aa) = 3 = n (nu´mero de inco´gnitas) , luego el
sistema es compatible determinado.
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2.6. Sistemas homoge´neos
Definicio´n 2.6.1. Llamamos sistema homoge´neo a aquel sistema cuyos te´rminos
independientes son todos nulos. Es decir
AX = O.
Observacio´n 2.6.2. El sistema AX = O admite la solucio´n trivial (x1, x2, . . . , xn) =
(0, 0, . . . , 0)
Teorema 2.6.3. Un sistema homoge´neo tiene soluciones no triviales si y so´lo si
rg(A) < n (nu´mero de inco´gnitas).
En este caso el sistema resulta compatible indeterminado y tiene un conjunto
infinito de soluciones.
Observacio´n 2.6.4. Un sistema homoge´neo tiene soluciones no triviales si y so´lo
si det(A) = 0.
Proposicio´n 2.6.5. Cualquier combinacio´n lineal de soluciones de un sistema ho-
moge´neo es tambie´n una solucio´n del sistema.
Ejemplo 2.6.6. Resolver el sistema homoge´neo y escribir las soluciones como com-
binacio´n lineal de te´rminos independientes
2x1 − 3x2 + x3 − x4 + 2x5 = 0
3x1 − x3 + x4 = 0
x1 + 3x2 − 2x3 + 2x4 − 2x5 = 0
Primero calculamos el rango de la matriz, para ello transformaremos la matriz
de coeficientes mediante operaciones elementales 2 −3 1 −1 23 0 −1 1 0
1 3 −2 2 −2
 ∼
 2 −3 1 −1 23 0 −1 1 0
0 0 0 0 0
∣∣∣∣∣∣
F1
F2
F3 − F2 + F1
Por tanto rg(A) = 2.
Como el nu´mero de inco´gnitas es 5, el sistema es compatible indeterminado.
Resolvemos el sistema mediante las fo´rmulas de Cramer siguiendo el me´todo
anteriormente expuesto {
2x1 − 3x2 = −x3 + x4 − 2x5
3x1 = x3 − x4
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De esta manera las soluciones son
x1 =
1
3
t3 − 13t4
x2 =
5
9
t3 − 59t4 + 23t5
x3 = t3 ∈ R
x4 = t4 ∈ R
x5 = t5 ∈ R
Podemos escribir las soluciones como combinacio´n lineal de vectores independi-
entes
(x1, x2, x3, x4, x5) = t3
(1
3
,
5
9
, 1, 0, 0
)
+ t4
(
− 1
3
,−5
9
, 0, 1, 0
)
+ t5
(
0,
2
3
, 0, 0, 1
)
.
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2.7. Resolucio´n de un sistema no homoge´neo uti-
lizando un sistema homoge´neo
Consideremos el sistema no homoge´neo
(2.1.1)

a11x1 + a12x2 + . . . + a1nxn = b1
a21x1 + a22x2 + . . . + a2nxn = b2
...
...
...
...
...
am1x1 + am2x2 + . . . + amnxn = bn
de m ecuaciones con n inco´gnitas. Se denomina sistema homoge´neo asociado
al que se obtiene sustituyendo las bi por cero.
Proposicio´n 2.7.1. La solucio´n general del sistema es igual a la suma de la solucio´n
del sistema homoge´neo asociado y de una solucio´n del sistema.
Teorema 2.7.2. Sea v una solucio´n de (2.1.1). Existen k soluciones linealmente in-
dependientes del sistema homoge´neo asociado u1, . . . , uk, tal que todas las soluciones
de (2.1.1) son
v + λ1u1 + · · ·+ λkuk
donde λi son nu´meros reales. A esta expresio´n se le denomina solucio´n general
del sistema y a v solucio´n particular del sistema.
Ejemplo 2.7.3. Sea el sistema 
2x+ y + t = 2
2z + 3t = 0
x+ 3z = 1
que tiene como una de sus soluciones (10,−20,−3, 2). Calcular todas sus soluciones.
Estudiamos el sistema asociado homoge´neo
2x+ y + t = 0
2z + 3t = 0
x+ 3z = 0
Tiene como solucio´n general (4,5λ;−10λ;−1,5λ;λ). Si encontramos una solucio´n
particular del sistema inicial, podemos escribir sus soluciones como combinacio´n
lineal de estas. De esta manera
(x, y, z, t) = (10;−20;−3; 2) + λ(4,5;−10; 1,5; 1)
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Cap´ıtulo 3
Espacios vectoriales
3.1. Definicio´n de espacio vectorial
Se dice que un conjunto E tiene estructura de espacio vectorial sobre R si
esta´n definidas dos operaciones, la suma, +, de elementos de E (a los que se llama
vectores) y el producto, ·, multiplicar nu´meros reales por vectores, que satisfacen
las siguientes propiedades:
1) E × E +−−−→ E la operacio´n suma cumple los siguientes axiomas:
1.1. Para cada x, y ∈ E, x+ y ∈ E (operacio´n interna en E)
1.2. (x+ y) + z = x+ (y + z) ∀ x, y, z ∈ E (asociativa)
1.3. x+ y = y + x ∀ x, y ∈ E (conmutativa)
1.4. Existe 0E ∈ E, (vector nulo), tal que x+ 0E = x ∀ x ∈ E
1.5. Para cada x ∈ E existe − x ∈ E tal que x+ (−x) = 0E
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2) R× E •−−−→ E la operacio´n producto cumple los siguientes axiomas:
2.1. Para cada λ ∈ R y cada x ∈ E λ · x = λx ∈ E
(operacio´n externa en E)
2.2. (λµ)x = λ(µx) ∀ λ, µ ∈ R y ∀ x ∈ E (asociativa)
2.3. λ(x+ y) = λx+ λx ∀ λ ∈ R y ∀ x, y ∈ E
(distributiva)
2.4. (λ+ µ)x = λx+ µx ∀ λ ∈ R y ∀ x, y ∈ E
(distributiva)
2.5. Para cada x ∈ E se tiene 1x = x
Definicio´n 3.1.1. Por cumplirse las cinco primeras propiedades, que solo involu-
cran a la suma, se dice que el par (E,+), es un grupo abeliano. Y por cumplirse
las diez propiedades, se dice que la terna (E,+, ·) es un espacio vectorial sobre
R.
Ejemplos 3.1.2.
1) El conjunto R es el ejemplo ma´s sencillo de espacio vectorial.
2) Sea n ∈ N, el conjunto
Rn = {(x1, x2, . . . , xn) : xi ∈ R, para cada i = 1, . . . , n}
es un espacio vectorial sobre R.
3) Sean n,m ∈ N, el conjunto
Mm×n =
{(
aij
)
i=1,...,m
j=1,...,n
matrices con m filas n columnas : aij ∈ R
}
es un espacio vectorial.
4) Sean n ∈ N, el conjunto
M0n×n =
{(
aij
)
i,j=1,...,n
matrices cuadradas de orden n : aij ∈ R
y det
((
aij
)
i,j=1,...,n
)
= 0
}
no es espacio vectorial.
En efecto: consideramos las matrices
A =
(
1 0
0 0
)
, B =
(
0 0
0 1
)
∈M02×2
sin embargo
A+B =
(
1 0
0 1
)
/∈M02×2
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3.2. Subespacios vectoriales
Un subconjunto H del espacio vectorial (E,+, ·) se llama subespacio vectorial
de E cuando, (H,+, ·) con las mismas operaciones que E, es un espacio vectorial
sobre R.
Teorema 3.2.1. Un subconjunto H del espacio vectorial E es un subespacio vecto-
rial de E si y solo si
1) 0E ∈ H
2) ∀ λ, µ ∈ R y ∀ x, y ∈ H λx+ µy ∈ H
Ejemplos 3.2.2.
1) Una recta del plano R2 que pasa por el origen (0, 0) se puede escribir como
H =
{
(x1, x2) ∈ R2 : a1x1 + a2x2 = 0, con ai ∈ R
}
es subespacio vectorial de R2.
2) Un plano del espacio R3 que pasa por el origen (0, 0, 0) se puede escribir como
H =
{
(x1, x2, x3) ∈ R3 : a1x1 + a2x2 + a3x3 = 0, con ai ∈ R
}
es subespacio vectorial de R3.
3) Sea A una matriz de tipo (m,n). Consideremos, en el espacio vectorial Rn, el
subconjunto H definido como
H =
{
x = (x1, . . . , xn) ∈ Rn : Axt = O
}
es un subespacio vectorial de Rn.
4) Sea H = {(x, y) ∈ R2 : x2 + y2 = 1}, un subconjunto de R2. Observamos
que u = (1, 0), v = (0, 1) ∈ H, pero u+ v = (1, 1) /∈ H. Por tanto H no es un
subespacio vectorial de R2.
3.3. Interseccio´n de subespacios
Definicio´n 3.3.1. Sean H1 y H2 dos subespacios de un mismo espacio vectorial E.
El conjunto
H1 ∩H2 = {x ∈ E : x ∈ H1 y x ∈ H2}
se llama la interseccio´n de H1 con H2.
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Proposicio´n 3.3.2. Dados dos subespacios vectoriales H1 y H2 de E. El conjunto
H1 ∩H2 es un subespacio vectorial de E.
Observacio´n 3.3.3. Dados dos subespacios vectoriales H1 y H2 de E, la unio´n
H1 ∪H2 = {x ∈ E : x ∈ H1 o x ∈ H2}
no es un subespacio vectorial de E.
Ejemplo 3.3.4. Las rectas
H1 = {(x, y) ∈ R2 : x = 0}, H2 = {(x, y) ∈ R2 : y = 0}
son subespacios de R2, pero H = H1∪H2 no lo es, pues los vectores u = (1, 0), v =
(0, 1) ∈ H pero u+ v = (1, 1) /∈ H.
3.4. Suma de dos subespacios
Definicio´n 3.4.1. Dados dos subespacios H1 y H2 de un mismo espacio vectorial
E, se define su suma como:
H1 +H2 = {x1 + x2 ∈ E : x1 ∈ H1, x2 ∈ H2}
que es un subespacio vectorial de E.
3.5. Suma directa de dos espacios
Definicio´n 3.5.1. Un espacio vectorial E es suma directa de dos de sus subespa-
cios H1 y H2 si: 
1) H1 +H2 = E
2) H1 ∩H2 = {0E}.
Para sen˜alarlo se escribe H1 ⊕H2 = E.
Ejemplos 3.5.2.
1) El plano R2 puede escribirse como suma directa de dos rectas no coincidentes
que pasan por el origen, es decir,
R2 = {(x, y) ∈ R2 : y = λx} ⊕ {(x, y) ∈ R2 : y = µx}
donde λ, µ ∈ R y λ 6= µ
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2) El plano R3 puede escribirse como suma directa de un plano que pasan por el
origen y una recta que le corta en este punto, es decir,
R3 = {(x, y, z) ∈ R3 : z = λx+ µy} ⊕ {(x, y, 0) ∈ R3 : y = γx}
donde λ, µ, γ ∈ R \ {0}.
Observacio´n 3.5.3. Dos subespacios H1 y H2 de un espacio vectorial H son
complementarios,(suplementarios) si H1 ⊕H2 = H.
Proposicio´n 3.5.4. Sean H1 y H2 subespacios vectoriales de un espacio vectorial
E. Las siguientes afirmaciones son equivalentes:
1) H1 ⊕H2 = E.
2) Paratodo x ∈ Eexiste una descomposicio´n u´nica de la forma
x = x1 + x2, con x1 ∈ H1 y x2 ∈ H2.
3.6. Sistema generador de un espacio vectorial
Sea E un espacio vectorial sobe R y S = {e1, e2, . . . , en} (n ≥ 1) un sistema de
vectores en E.
Se dice que S es un sistema generador de E cuando cualquier vector de E se
puede expresar como combinacio´n lineal (c.l.) de los vectores de S.
Es decir, para cada x ∈ E, existen λ1, λ2, . . . , λn ∈ R tales que
x = λ1e1 + λ2e2 + . . .+ λnen.
En tal caso se suele denotar E = span(S) = 〈e1, e2, . . . , en〉
Ejemplos 3.6.1.
1) S = {(1, 0, 2), (−1, 0, 1), (1, 0, 0)} no es sistema generador de R3 porque el
vector (−, 1,−) no es c. l. de la familia S.
2) S = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} es sistema generador de R3.
3) S = {(1, 2, 3), (0, 1, 3), (0, 0, 2)} es sistema generador de R3.
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3.7. Dependencia lineal de vectores en un espacio
vectorial
Definicio´n 3.7.1. Sean v1, v2, . . . , vm vectores del espacio vectorial E. Se dice que
v1 depende linealmente de v2, . . . , vm si v1 es combinacio´n lineal (c.l.) de
v2, . . . , vm, es decir: existen λ2, λ3, . . . , λm ∈ R tales que
v1 = λ2v2 + λ3v3 + · · ·+ λmvm
Definicio´n 3.7.2. Se dice que un conjunto finito S de vectores de E es linealmente
dependiente (l.d.), si existe un vector v ∈ S que es combinacio´n lineal del resto de
vectores de S.
Definicio´n 3.7.3. Se dice que un conjunto finito S de vectores de E es linealmente
independiente o libre (l.i.), si no es linealmente dependiente.
Proposicio´n 3.7.4.
1) Los vectores u1, u2, . . . , uk son l.i. si y solo si existen λ1, λ2, . . . , λk ∈ R tales
que
λ1u1 + λ2u2 + . . .+ λkuk = 0 entonces λ1 = λ2 = · · · = λk = 0
2) Los vectores u1, u2, . . . , uk son l.d. si y solo si existen λ1, λ2, . . . , λk no todos
nulos, tal que
λ1u1 + λ2u2 + . . .+ λkuk = 0
3.8. Base de un espacio vectorial
Una base del espacio vectorial E es un sistema generador S de E que adema´s
es linealmente independiente (libre).
Ejemplos 3.8.1.
1) S = {(1, 0), (0, 1)} es una base de R2.
2) Denotamos ei = (0, . . . , 0, 1, 0, . . . , 0) el vector de Rn cuyas coordenadas son
todas nulas, salvo la i−e´sima que vale 1. El sistema
S = {e1, e2, . . . , en}
es una base de Rn. Se dice que S la base natural o cano´nica de Rn.
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3) Denotamos ∆ij la matriz de tipo m × n cuya entrada de la fila i−e´sima y la
columna j−e´sima vale 1 y el resto son nulas,
j
↓
∆ij =

0 · · · 0 · · · 0
...
...
...
0 · · · 1 · · · 0
...
...
...
0 · · · 0 · · · 0
← i
El sistema S = {∆ij : 1 ≤ i ≤ m, 1 ≤ j ≤ n} es una base deMm×n. Se dice
que S la base natural o cano´nica deMm×n. Cada matriz A = (aij) ∈Mm×n
se escribe como
A =
∑
1≤i≤m
1≤j≤n
aij∆ij.
Teorema 3.8.2. Sea B una base del espacio vectorial E. Entonces cada vector de
E se expresa, de modo u´nico, como combinacio´n lineal de los vectores de B.
Es decir, si B = {v1, . . . , vn} entonces:
∀x ∈ E, ∃ ! (λ1, λ2, . . . , λn) ∈ Rn : x =
n∑
i=1
λivi .
Los escalares λ1, λ2, . . . , λn se llaman coordenadas del vector x.
Definicio´n 3.8.3. Sea E un espacio vectorial sobre R. Se dice que E es de tipo
finito cuando posee un sistema generador con un nu´mero finito de vectores.
Teorema 3.8.4. Todo espacio vectorial de tipo finito tiene al menos una base.
Proposicio´n 3.8.5. Todas las bases de un espacio vectorial E 6= {0E} de tipo finito
tienen el mismo nu´mero de vectores.
3.9. Dimensio´n de un espacio vectorial
Sea S una base del espacio vectorial E. Se llama dimensio´n de E al nu´mero de
elementos de S y se denota dim(E).
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Ejemplo 3.9.1.
1) dim(Rn) = n
2) dim(Mm×n) = mn
Observacio´n 3.9.2. Si H es un subespacio de E, entonces
dim(H) ≤ dim(E).
Adema´s, dim(H) = dim(E)⇐⇒ H = E.
Proposicio´n 3.9.3. Sea E un espacio vectorial sobre R y sea dim(E) = n. Sea S
un subconjunto de E.
1) Si S tiene menos de n vectores, entonces S no es sistema generador de E.
2) Si S tiene ma´s de n vectores, entonces S es l.d.
3) Si S = {v1, . . . , vn} es l.i., entonces S es base de E.
4) Si S = {v1, . . . , vn} es un sistema generador de E, entonces S es base de E.
Teorema 3.9.4. Sean H1 y H2 dos subespacios de E, y sean H1 ∩H2 y H1 +H2 la
interseccio´n y la suma de dichos subespacios, se tiene:
dim(H1) + dim(H2) = dim(H1 ∩H2) + dim(H1 +H2)
Proposicio´n 3.9.5. Sea E un espacio vectorial y dim(E) = n.
Sea B = {v1, v2, . . . , vm} ⊂ E, (m ≤ n), un sistema l.i.(libre).
Entonces existen n−m vectores vm+1, vm+2, . . . , vn de E tal que el conjunto
{v1, v2, . . . , vm, vm+1, vm+2, . . . , vn}
es base de E.
3.10. Cambio de Base
Sean B1 = {u1, . . . , un} y B2 = {v1, . . . , vn} dos bases del espacio espacio vecto-
rial de tipo finito E.
Entonces, para cada j = 1, 2, . . . , n, existen a1j, a2j, . . . , anj ∈ R tales que
uj = a1jv1 + a2jv2 + . . .+ anjvn =
n∑
i=1
aijvi , (F)
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es decir, 
u1 = a11v1 + a21v2 + · · ·+ an1vn
u2 = a12v1 + a22v2 + · · ·+ an2vn
...
un = a1nv1 + a2nv2 + · · ·+ annvn
Definicio´n 3.10.1. Se llama matriz de paso (cambio de base) de la base B1
a la base B2 y se denota M(B1, B2) a la que tiene por columnas las coordenadas de
los vectores de B1 respecto B2, es decir,
M(B1, B2) =

a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
...
...
an1 an2 · · · ann

Observacio´n 3.10.2. La matriz de paso permite calcular con sencillez las coorde-
nadas (x1, x2, . . . , xn) de un vector v ∈ E respecto de la base B2 a partir de sus
coordenadas (λ1, λ2, . . . , λn) respecto de la base B1.
En efecto,
v = λ1u1 + λ2u2 + . . .+ λnun =
n∑
j=1
λjuj
sustituyendo el valor de cada uj que nos proporciona (F) obtenemos
v =
n∑
j=1
λj
(
n∑
i=1
aijvi
)
=
n∑
i=1
(
n∑
j=1
aijλj
)
vi
es decir,
xi =
n∑
j=1
aijλj para cada i = 1, 2, . . . , n
en forma matricial
M(B1, B2)

λ1
λ2
...
λn

B1
=

x1
x2
...
xn

B2
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Ejemplo 3.10.3. Dadas las bases de R3, B1 = {u1, u2, u3} y B2 = {v1, v2, v3}.
Hallar las coordenadas del vector x = u1 + 2u2 + 3u3 en la base B2, sabiendo que
v1 = 3u1 + 2u2 − u3
v2 = 4u1 + u2 + u3
v3 = 2u1 − u2 + u3
Escribimos la matriz de cambio de base:
M(B2, B1) =
 3 4 22 1 −1
−1 1 1

Como las coordenadas del vector respecto a la base antigua son (1, 2, 3), escribimos 3 4 22 1 −1
−1 1 1
 y1y2
y3
 =
 12
3

As´ı, una vez calculada la inversa de la matriz obtenemos, y1y2
y3
 = 1
8
 2 −2 −6−1 5 7
3 −7 −5
 12
3

El vector pedido es x = (−5
2
, 15
4
,−13
4
).
Observaciones 3.10.4.
1) Sean B1 = {u1, . . . , un}, B2 = {v1, . . . , vn} y B3 = {w1, . . . , wn} tres bases del
espacio espacio vectorial E, entonces
M(B2, B3)M(B1, B2) = M(B1, B3).
2) En particular, B3 = B1, y puesto que M(B1, B1) = In se sigue que
M(B2, B1)M(B1, B2) = In.
Por tanto M(B1, B2) es invertible, y(
M(B1, B2)
)−1
= M(B2, B1)
Cap´ıtulo 4
Aplicaciones lineales
4.1. Definicio´n de aplicacio´n lineal
Sean A y B dos conjuntos y
f ⊂ A×B = {(x, y) : x ∈ A e y ∈ B}.
Se dice que f es una aplicacio´n o funcio´n de A en B si para cada x ∈ A
existe un u´nico y ∈ B tal que (x, y) ∈ f .
Definicio´n 4.1.1. Sean E y F dos espacios vectoriales sobre R, una aplicacio´n
lineal de E en F es una aplicacio´n f : E −→ F tal que:
1) f(u+ v) = f(u) + f(v) para todo u, v ∈ E.
2) f(αv) = αf(v) para todo v ∈ E y todo α ∈ R.
En el caso en que E = F , se dice que f es un endomorfismo
Ejemplos 4.1.2.
1) La aplicacio´n
f : R −→ R
x −→ f(x) = 2x
es lineal.
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2) La aplicacio´n
f : R3 −→ R2
(x1, x2, x3) −→ f(x1, x2, x3) = (2x1 + x2 + x3, x1 + 3x2 + 2x3)
es lineal.
3) Sean m,n ∈ N y A ∈Mm×n. Entonces la aplicacio´n
f : Rn −→ Rm
u = (u1, . . . , un) −→ f(u) = v = (v1, . . . , vm)
donde vt = Aut es lineal.
4) La aplicacio´n
f : R2 −→ R2
(x1, x2) −→ f(x1, x2) = (x21, x2)
no es lineal, puesto que f
(
2(1, 0)
)
= (4, 0) 6= (2, 0) = 2f(1, 0).
Observaciones 4.1.3.
1) Las aplicaciones lineales preservan el vector nulo, es decir, si
f : E −→ F es lineal, entonces f(0E) = 0F .
2) La aplicacio´n identidad del espacio vectorial E, se denota
IE : E −→ E
u −→ IE(u) = u
es una aplicacio´n lineal.
3) Sea f : E → F es un aplicacio´n lineal y H un subespacio de E, entonces la
restriccio´n de f a H, que denotaremos
f |H : H −→ F
es tambie´n lineal.
Teorema 4.1.4. (Determinacio´n de aplicaciones lineales)
Sean BE = {u1, . . . , un} una base del espacio vectorial E, y {w1, . . . , wn} un sub-
conjunto arbitrario de n vectores del espacio vectorial F .
Entonces, existe una u´nica aplicacio´n lineal f : E −→ F tal que f(ui) = wi para
cada i = 1, . . . , n.
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4.2. Matriz de una aplicacio´n lineal
Sean BE = {u1, . . . , un} y BF = {v1, . . . , vm} bases de los espacios vectoriales E
y F , y f : E → F una aplicacio´n lineal.
Para cada ı´ndice j = 1, 2, . . . , n, el vector f(uj) es combinacio´n lineal de los
vectores de BF , es decir, existen a1j, a2j, . . . , amj ∈ R tales que para cada ı´ndice
j = 1, 2, . . . , n, se tiene que:
f(uj) = a1jv1 + a2jv2 + · · ·+ amjvm =
m∑
i=1
aijvi.
Definicio´n 4.2.1. Se llama matriz de f respecto de las bases BE y BF y se denota
M(f,BE, BF ), a la que tiene por columnas las coordenadas respecto de la base BF
de las ima´genes mediante f de los vectores de BE, es decir,
M(f,BE, BF ) =

a11 . . . a1j . . . a1n
a21 . . . a2j . . . a2n
...
...
...
...
...
am1 . . . amj . . . amn

↑
coordenadas de f(uj)
respeto BF
Si E = F y BE = BF , se denota simplemente
M(f,BE) = M(f,BE, BF )
y se le llama matriz del endomorfismo f respecto de la base BE.
Ejemplos 4.2.2.
1) Sean B1 = {e1, e2, e3} y B2 = {v1, v2, v3} dos bases en R3. Sea f una aplicacio´n
lineal en R3 tal que
f(e1) = v1 − v2; f(e2) = v2; f(e3) = v1.
La matriz de f es
M(f,B1, B2) =
 1 0 1−1 1 0
0 0 0

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2) Se considera la aplicacio´n
f : R3 −→ R2
(1, 0, 1) −→ (0, 1)
(0, 1, 1) −→ (0, 2)
(1, 1, 0) −→ (1, 1)
Calcular la matriz asociada a f en las bases cano´nicas de R3 y R2.
Sean B3 = {e1, e2, e3} ⊂ R3 y B2 = {e′1, e′2} ⊂ R2 las bases cano´nicas. Tenemos
que 
u1 = (1, 0, 1) = e1 + e3
u2 = (0, 1, 1) = e2 + e3
u3 = (1, 1, 0) = e1 + e2
As´ı que 
e1 = (1, 0, 0) =
1
2
u1 − 12u2 + 12u3
e2 = (0, 1, 0) = −12u1 + 12u2 + 12u3
e3 = (0, 0, 1) =
1
2
u1 +
1
2
u2 − 12u3
Utilizando la aplicacio´n lineal sabemos que
f(1, 0, 0) = 1
2
f(u1)− 12f(u2) + 12f(u3)
f(0, 1, 0) = −1
2
f(u1) +
1
2
f(u2) +
1
2
f(u3)
f(0, 0, 1) = 1
2
f(u1) +
1
2
f(u2)− 12f(u3)
Y como f(u1) = (0, 1); f(u2) = (0, 2); f(u3) = (1, 1), entonces tenemos que
f(1, 0, 0) = (1
2
, 0); f(0, 1, 0) = (1
2
, 1); f(0, 0, 1) = (−1
2
, 1)
Puesto que la base cano´nica de R2 es {(1, 0), (0, 1)}, podemos escribir
f(1, 0, 0) = 1
2
e′1
f(0, 1, 0) = 1
2
e′1 + e
′
2
f(0, 0, 1) = −1
2
e′1 + e
′
2
La matriz de la aplicacio´n es
M(f,B1, B2) =
(
1
2
1
2
−1
2
0 1 1
)
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Observaciones 4.2.3.
1) Dos aplicaciones lineales f y g de E en F coinciden (f ≡ g) si y solo si
M(f,BE, BF ) = M(g,BE, BF ).
2) La matrizM(f,BE, BF ) permite calcular con sencillez las coordenadas (y1, . . . , ym)
respecto de BF de la imagen f(u) de cada vector u =
n∑
j=1
xjuj ∈ E. Tenemos
que
f(u) = f
(
n∑
j=1
xjuj
)
=
n∑
j=1
xjf
(
uj
)
=
n∑
j=1
xj
m∑
i=1
aijvi
=
m∑
i=1
(
n∑
j=1
aijxj
)
vi =
m∑
i=1
yivi.
Por la unicidad de los coordenadas de un vector respecto de una base, para
cada ı´ndice i = 1, . . . ,m, se tiene
yi =
n∑
j=1
aijxj.
Esto se puede escribir como
y1
y2
...
ym
 =

a11 . . . a1n
a21 . . . a2n
...
...
...
am1 . . . amn


x1
x2
...
xn

Y = M(f,BE, BF )X
y se denomina ecuacio´n matricial de f respecto de las bases BE y BF .
4.3. Operaciones con Aplicaciones lineales
1) Suma de aplicaciones lineales. Sean f : E → F y g : E → F dos aplica-
ciones lineales del espacio E en F . Entonces
(f + g)(u) = f(u) + g(u) para u ∈ E.
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2) Producto de un escalar por una aplicacio´n. Sea f : E → F una aplicacio´n
lineal del espacio E en F . Entonces
(λf)(u) = λ(f(u)) para λ ∈ R y u ∈ E.
3) Composicio´n de aplicaciones.
Dados tres espacios vectoriales E,F,G y dadas las aplicaciones lineales f :
E → F y g : F → G.
Se llama composicio´n de f con g, o f compuesta con g, y se denota
g ◦ f , en este orden, a la aplicacio´n
h = g ◦ f : E −→ G
u −→ h(u) = g(f(u)).
Proposicio´n 4.3.1. Se verifica que:
1) (f ◦ g) ◦ h = f ◦ (g ◦ h).
2) (f + g) ◦ h = f ◦ h+ g ◦ h.
3) h ◦ (f + g) = h ◦ f + h ◦ g.
4) λ(f ◦ g) = (λf) ◦ g = f ◦ (λg).
4.4. Operaciones con matrices
Sean A y B las matrices asociadas a las aplicaciones lineales f y g entonces:
1) A+B es la matriz asociada a la aplicacio´n f + g.
2) αA es la matriz asociada a la aplicacio´n αf .
3) El producto de las matrices A·B es la matriz de la aplicacio´n lineal composicio´n
f ◦ g.
Ejemplo 4.4.1. Sean f y g dos aplicaciones lineales de R3 en R3 definidas por
f(x1, x2, x3) = (x1, x1 + x2, x2 + x3)
g(x1, x2, x3) = (x2, 2x3 − x1, x1 − x2)
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1) Calcular las matrices asociadas a f y g respecto de las bases cano´nicas.
Sea S3 la base cano´nica de R3 respectivamente.
M(f, S3, S3) =
 1 0 01 1 0
0 1 1
 M(g, S3, S3) =
 0 1 0−1 0 2
1 −1 0

2) Determinar h1 = f + g, h2 = 3g, h3 = g ◦ f y h4 = f ◦ g.
h1(x1, x2, x3) = (f + g)(x1, x2, x3) = f(x1, x2, x3) + g(x1, x2, x3)
= (x1, x1 + x2, x2 + x3) + (x2, 2x3 − x1, x1 − x2)
= (x1 + x2, x2 + 2x3, x1 + x3).
Producto por un escalar:
h2(x1, x2, x3) = (3g)(x1, x2, x3) = 3(g(x1, x2, x3))
= (3x2, 6x3 − 3x1, 3x1 − 3x2).
Composicio´n de funciones:
h3(x1, x2, x3) = (g ◦ f)(x1, x2, x3) = g(f(x1, x2, x3))
= g(x1, x1 + x2, x2 + x3)
= (x1 + x2, 2(x2 + x3)− x1, x1 − (x1 + x2))
= (x1 + x2, 2x2 + 2x3 − x1,−x2).
h4(x1, x2, x3, x4) = (f ◦ g)(x1, x2, x3, x4)
= f(g(x1, x2, x3, x4)) = f((x2, 2x3 − x1, x1 − x2))
= (x2, x2 + 2x3 − x1, 2x3 − x2).
3) Calcular las matrices asociadas a h1, h2, h3 y h4.
M(f, S3, S3) +M(g, S3, S3) =
 1 1 00 1 2
1 0 1

3M(g, S3, S3) =
 0 3 0−3 0 6
3 −3 0

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M(g, S3, S3) ·M(f, S3, S2) =
 1 1 0−1 2 2
0 −1 0

M(f, S3, S3) ·M(g, S3, S2) =
 0 1 0−1 1 2
0 −1 2
 .
Ejemplo 4.4.2. Sean f y g las aplicaciones lineales cuyas ecuaciones son:
f : (x, y, z) −→ f(x, y, z) = (x+ 2y + 3z,−x+ y + 5z)
g : (u, v) −→ g(u, v) = (u+ v, 2u− v, 3u− 4v)
Hallar las composiciones f ◦ g y g ◦ f . Sean S3 y S2 las bases cano´nicas de R3 y R2
respectivamente.
Las matrices asociadas a cada una de las aplicaciones son:
M(f, S3, S2) =
(
1 2 3
−1 1 5
)
M(g, S2, S3) =
 1 12 −1
3 4

Por tanto las ecuaciones pedidas son
g ◦ f : (x, y, z) −→M(g, S2, S3) ·M(f, S3, S2)
 xy
z

g ◦ f(x, y, z) =
 0 3 83 3 1
7 2 −11
 xy
z

y
f ◦ g : (u, v) −→M(f, S3, S2) ·M(g, S2, S3)
(
u
v
)
=
(
14 −13
16 −22
)(
u
v
)
4.5. Imagen de una aplicacio´n lineal
4.5.1. Definiciones
Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n, y A un subconjuntos de
X.
1) Se llama imagen directa por f de A al conjunto
f(A) = {y ∈ Y : ∃ x ∈ A con f(x) = y}.
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2) En particular, se llama imagen de f , a la imagen directa por f de X, y se
denota
Im(f) = f(X).
4.5.2. Ima´genes directas mediante aplicaciones lineales
Sean f : E −→ F una aplicacio´n lineal y H un subespacio del espacio vectorial
de tipo finito E.
Proposicio´n 4.5.1.
1) La imagen directa f(H) es un subespacio vectorial de F .
2) El conjunto Im(f) es un subespacio vectorial de F .
3) Si S es un sistema generador de H, entonces f(S) lo es de f(H).
4) Si S es una base de H, entonces dim
(
f(H)
) ≤ dim(H).
Observacio´n 4.5.2. Si BE = {u1, . . . , un} es una base de E, se tiene que
Im(f) = span({f(u1), . . . , f(un)}).
4.5.3. Dimensio´n de una imagen directa
Sean f : E −→ F una aplicacio´n lineal y H un subespacio del espacio vectorial
E.
Sean S = {w1, . . . , wr} un sistema generador de H y BF = {v1, . . . , vm} una base
de F .
Tenemos que, f(H) esta´ generado por los vectores {f(w1), . . . , f(wr)}, que se
escribira´n como combinacio´n lineal de los vectores de BF
f(wj) = a1jv1 + · · ·+ amjvm, para cada j = 1, 2, . . . , r.
Por lo tanto, la dimensio´n de f(H) es el nu´mero ma´ximo de vectores l.i. de
{f(w1), . . . , f(wr)}, es decir,
dim
(
f(H)
)
= rg

a11 . . . a1n
a21 . . . a2n
...
...
...
am1 . . . amn

Proposicio´n 4.5.3. Si BE es una base de E, entonces
dim
(
Im(f)
)
= dim
(
f(E)
)
= rg
(
M(f,BE, BF )
)
.
Definicio´n 4.5.4. Llamamos rango de una aplicacio´n lineal a la dimensio´n de su
imagen .
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4.6. Nu´cleo de una aplicacio´n lineal
4.6.1. Definicio´n
Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n, y B un subconjuntos
de.
Se llama imagen inversa por f de B al conjunto
f−1(B) = {x ∈ X : f(x) ∈ B}.
4.6.2. Ima´genes inversas mediante aplicaciones lineales
Sean f : E −→ F una aplicacio´n lineal y H un subespacio del espacio vectorial
de tipo finito F .
Proposicio´n 4.6.1. La imagen inversa f−1(H) es un subespacio vectorial de E.
Definicio´n 4.6.2. Se llama nu´cleo de f , a la imagen inversa del subespacio {0F},
y se denota
ker(f) = f−1
({0F}) = {u ∈ E : f(u) = 0F}.
4.6.3. Dimensio´n del nu´cleo de una aplicacio´n lineal
Sean f : E −→ F una aplicacio´n lineal, BE = {u1, . . . , un} y BF = {v1, . . . , vm}
bases en E y F . Se tiene que,
dim
(
ker(f)
)
= n− rg(M(f,BE, BF )).
Por lo tanto
Proposicio´n 4.6.3.
dim
(
ker(f)
)
+ dim
(
Im(f)
)
= dim(E).
Definicio´n 4.6.4. Se llama nulidad de una aplicacio´n lineal a la dimensio´n de su
nu´cleo.
4.7. Ejemplo: Determinacio´n de la imagen y del
nu´cleo de una aplicacio´n lineal
Sea f : R5 −→ R4 una aplicacio´n lineal dada por:
f(x1, x2, x3, x4, x5) = (y1, y2, y3, y4)
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tal que 
y1 = x1 + 2x3 + x4 + 3x5
y2 = x1 + x2 + x3 + 2x4 − x5
y3 = x2 − x3 + x4
y4 = x1 + 2x3 + x4 + 4x5
Sean B1 = {u1, u2, u3, u4, u5} y B2 = {v1, v2, v3, v4} las bases cano´nicas de R5 y
R4, respectivamente.
La matriz de f respecto de estas bases es
M(f,B1, B2) =

1 0 2 1 3
1 1 1 2 −1
0 1 −1 1 0
1 0 2 1 4

1) Calcular la dimensio´n de la imagen de f .
Como
(1, 0, 2, 1, 3) = 5(1, 1, 1, 2,−1) + (0, 1,−1, 1, 0)− 4(1, 0, 2, 1, 4)
y el menor ∣∣∣∣∣∣
1 0 3
0 1 0
1 0 4
∣∣∣∣∣∣ = 1
no es nulo, obtenemos que rg
(
M(f,B1, B2)
)
= 3. Por tanto
dim
(
Im(f)
)
= dim
(
f(R5)
)
= rg
(
M(f,B1, B2)
)
= 3.
2) Calcular la dimensio´n del nu´cleo de f .
Puesto que,
dim
(
ker(f)
)
+ dim
(
Im(f)
)
= dim(R5),
dim(R5) = 5 y dim
(
Im(f)
)
= 3, se consigue que
dim
(
ker(f)
)
= 2.
4.8. Aplicaciones lineales inyectivas
4.8.1. Definicio´n
Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n.
Si dice que f es inyectiva, si
∀ x1, x2 ∈ X, x1 6= x2 =⇒ f(x1) 6= f(x2).
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4.8.2. Monomorfismo
Sea f : E −→ F una aplicacio´n lineal. Se dice que f es monomorfismo si es
inyectiva.
Observacio´n 4.8.1. La restriccio´n de una aplicacio´n inyectiva es tambie´n inyectiva.
Proposicio´n 4.8.2. La aplicacio´n f es inyectiva si y solo si
ker(f) = {0E}.
Proposicio´n 4.8.3. La aplicacio´n f es monomorfismo si y solo si existe una apli-
cacio´n lineal
g : F → E tal que g ◦ f = IE.
4.9. Aplicaciones lineales sobreyectivas
4.9.1. Definicio´n
Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n.
Se dice que f es sobreyectiva, si todos los elementos de Y son imagen de
algu´n elemento de X, esto es,
Im(f) = f(X) = Y.
4.9.2. Epimorfismo
Sea f : E −→ F una aplicacio´n lineal. Se dice que f es epimorfismo si es
sobreyectiva.
Proposicio´n 4.9.1. La aplicacio´n f es epimorfismo si y solo si existe una aplicacio´n
lineal h : F → E tal que f ◦ h = IF .
4.10. Aplicaciones lineales biyectivas
4.10.1. Definicio´n
Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n.
Si dice que f es biyectiva, si es inyectiva y sobreyectiva. En tal caso
∀ y ∈ Y, ∃ ! (existe un u´nico) x ∈ X tal que f(x) = y.
Observacio´n 4.10.1. Solo si f es biyectiva, se define la aplicacio´n
f−1 : Y −→ X
y −→ f−1(y) = x.
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4.10.2. Isomorfismo
Sea f : E −→ F una aplicacio´n lineal. Se dice que f es isomorfismo si es
biyectiva.
Proposicio´n 4.10.2. Si f es isomorfismo, entonces su inversa
f−1 : F −→ E
tambie´n es isomorfismo.
4.10.3. Caracterizacio´n de la isomorf´ıa
Proposicio´n 4.10.3. Sea f : E → F una aplicacio´n lineal entre espacios vectoriales
de dimensio´n finita, las siguientes afirmaciones son equivalentes:
1) f es isomorfismo (biyectiva)
2) f es monomorfismo (inyectiva)
3) f es epimorfismo (sobreyectiva)
4) Im(f) = f(E) = F
5) dim(E) = dim(F )
6) ker(f) = {0E}
7) f−1 : F → E es isomorfismo (biyectiva)
Proposicio´n 4.10.4. Sean E y F dos espacios vectoriales de dimensio´n finita y
f : E → F una aplicacio´n lineal. Entonces:
1) f es inyectiva si y so´lo si rg
(
M(f,BE, BF )
)
= dim(E).
2) f es sobreyectiva si y so´lo si rg
(
M(f,BE, BF )
)
= dim(F ).
4.10.4. Ejemplo
En R3 se considera la base B3 = {e1, e2, e3}. Clasificar el endomorfismo f : R3 →
R3 dado por f(e1) = ae1 + e2 + e3; f(e2) = e1 + e2 + e3; f(e3) = e1 + be2 + e3 segu´n
los valores de a y b.
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La matriz de la aplicacio´n lineal es
M(f,B3, B3) =
 a 1 11 1 b
1 1 1

Estudiamos la aplicacio´n segu´n el rango de la matriz de la aplicacio´n, mediante
transformaciones lineales obtenemos
M(f,B3, B3) =
 1 1 1a 1 1
1 1 b
 ∼
 1 1 1a− 1 0 0
0 0 b− 1

Por lo tanto podemos distinguir los siguientes casos:
1) Si a 6= 1 y b 6= 1 entonces el rango de la aplicacio´n es 3, por lo tanto
dim
(
Im(f)
)
= dim
(
f(R3)
)
= dim(R3) = 3.
Luego la aplicacio´n es sobreyectiva. Y como
dim(R3) = rg
(
M(f,B3, B3)
)
= 3
entonces la aplicacio´n es inyectiva. Por lo tanto f es automorfismo (endomor-
fismo biyectivo).
2) Si a = 1 y b 6= 1 entonces
rg
(
M(f,B3, B3)
)
= dim(Im(f)) = 2
por lo que f no es sobreyectivo.
Adema´s sabemos que
dim
(
ker(f)
)
= dim(R3)− dim (Im(f)) = 3− 2 = 1,
por lo que f no es inyectivo.
3) Si a 6= 1 y b = 1 igual que el anterior.
4) Si a = 1 y b = 1 entonces el rango de la matriz es 1, por lo que la aplicacio´n
no es sobreyectiva, ni inyectiva dim(ker(f)) = 2.
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4.11. Cambio de base
Sean f : E −→ F una aplicacio´n lineal, BE, B′E dos bases en E, y BF , B′F dos
bases en F de manera que
Y = M(f,BE, BF )X.
Sea X un vector de E cuyas coordenadas respecto de la base BE son X =
x1u1 + x2u2 + · · · + xnun sabemos que las coordenadas del vector en otra base se
calculan mediante la ecuacio´n matricial de cambio de base
X ′ = M(BE, B′E)X.
De manera ana´loga en F , podemos escribir un vector Y = f(X) tal que Y =
y1v1 + y2v2 + · · ·+ ymvm, entonces
Y ′ = M(BF , B′F )Y.
El objetivo es encontrar una aplicacio´n lineal que lleve vectores de E respecto
de la base B′E a vectores de F respecto de la base B
′
F . Es decir, la matriz de la
aplicacio´n lineal tal que
Y ′ = M(f,B′E, B
′
F )X
′
Como
Y = M(f,BE, BF )X
X ′ = M(BE, B′E)X
Y ′ = M(BF , B′F )Y.
Entonces
Y ′ = M(BF , B′F )M(f,BE, BF )M(BE, B
′
E)
−1X ′.
Recordemos que como M(BE, B
′
E) es la matriz de cambio de base del espacio E es
invertible y
M(BE, B
′
E)
−1 = M(B′E, BE).
Por tanto
Y ′ = M(BF , B′F )M(f,BE, BF )M(B
′
E, BE)X
′.
Teorema 4.11.1.
M(f,B′E, B
′
F ) = M(BF , B
′
F )M(f,BE, BF )M(B
′
E, BE).
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Todo este cambio se puede recordar mediante el diagrama:
f
(E,BE) −−−−−−−→ (F,BF )
X =
n∑
i=1
xiui Y =
m∑
i=1
yivi
M(BE, B
′
E)
y
y M(BF , B′F )
f
(E,B′E) −−−−−−−→ (F,B′F )
X ′ =
n∑
i=1
x′iu
′
i Y
′ =
m∑
i=1
y′iv
′
i
Ejemplo 4.11.2. Sea la aplicacio´n lineal
f : R3 −→ R2
(u1, u2, u3) −→ f(u1, u2, u3) = (u1 − u2 + 2u3, u1 + 3u2)
y consideremos en dichos espacios las bases
B2 = {(−2, 1), (1,−1)} y B1 = {(1, 0,−1), (2, 1, 0), (0, 1, 1)}.
Las bases cano´nicas de R3 y R2 son
S3 = {(1, 0, 0), (0, 1, 0), (0, 0, 1)} y S2 = {(1, 0), (0, 1)} respectivamente.
1) Calcular la matriz de f asociada a las bases cano´nicas.
Tenemos que
f(1, 0, 0) = (1, 1) = (1, 0) + (0, 1)
f(0, 1, 0) = (−1, 3) = −(1, 0) + 3(0, 1)
f(0, 0, 1) = (2, 0) = 2(1, 0).
Por lo tanto, la matriz asociada a la aplicacio´n respecto de las bases R3 y R2
es:
M(f, S3, S2) =
(
1 −1 2
1 3 0
)
2) Calcular la matriz de f asociada a B1 y B2.
Consideramos las matrices de cambio de base de S3 a la base B1 y de S2 a la
B2.
M(B1, S3) =
 1 2 00 1 1
−1 0 1
 M(B2, S2) = ( −2 11 −1
)
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Sabemos que
M(f,B1, B2) = M(B2, S2)
−1M(f, S3, S2)M(S3, B1)−1
as´ı que
M(f,B1, B2) = M(S2, B2)M(f, S3, S2)M(B1, S3).
Por tanto
M(f,B1, B2) =
( −1 −1
−1 −2
)(
1 −1 2
1 3 0
) 1 2 00 1 1
−1 0 1

=
(
0 −6 −4
−1 −11 −7
)
.
Podr´ıamos haber calculado la matriz de la aplicacio´n haciendo:
f(1, 0, 1) = (−1, 1) = −v2
f(2, 1, 0) = (1, 5) = αv1 + βv2
f(0, 1, 1) = (1, 3) = γv1 + δv2
donde v1 = (−2, 1) y v2 = (1,−1). De este sistema obtenemos α = −6; β =
−11; γ = −4; δ = −7.
3) Calcular la matriz asociada a la aplicacio´n f respecto de las bases B1 y S2.
Sabemos que
M(f,B1, B2) = M(B2, S2)
−1M(f, S3, S2)M(S3, B1)−1
Por tanto
M(f,B1, S2) = M(S2, S2)
−1M(f, S3, S2)M(S3, B1)−1.
Entonces
M(f,B1, S2) = M(f, S3, S2)M(B1, S3).
Luego
M(f,B1, S2) =
(
1 −1 2
1 3 0
) 1 2 00 1 1
−1 0 1
 = ( −1 1 1
1 5 3
)
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4) Calcular la matriz de f respecto de las bases S3 y B2.
Sabemos que
M(f,B1, B2) = M(B2, S2)
−1M(f, S3, S2)M(S3, B1)−1
Por tanto
M(f, S3, B2) = M(B2, S2)
−1M(f, S3, S2)M(S3, S3)−1
Entonces
M(f, S3, B2) = M(S2, B2, )M(f, S3, S2)
M(f, S3, B2) =
( −1 −1
−1 −2
)(
1 −1 2
1 3 0
)
=
( −2 −2 −2
−3 −5 −2
)
Cap´ıtulo 5
Diagonalizacio´n de matrices
5.1. Autovalores y autovectores
Sea E un espacio vectorial y sea f : E −→ E un endomorfismo de E.
1) Se dice que λ ∈ R es un autovalor (o valor propio) de f si existe un vector
v ∈ E, con v 6= 0E tal que f(v) = λv, en cuyo caso se dice que v es un
autovector (o vector propio) de f asociada al autovalor λ.
2) Dado un autovalor λ ∈ R de f , el conjunto de todos los autovectores asociados
a λ es un subespacio vectorial llamado subespacio propio que notaremos
Vλ = {v ∈ E : f(v) = λv}.
Ejemplo 5.1.1.
f : R3 −→ R3
(x, y, z) −→ (x+ y + z, 2y + z, 3z)
Tenemos que
f(1, 1, 1) = (3, 3, 3) = 3(1, 1, 1)
Por tanto 3 es un autovalor de f .
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Calculemos el subespacio propio V3 asociado al autovalor 3:
(x, y, z) ∈ V3 ⇐⇒ f(x, y, z) = 3(x, y, z)
⇐⇒

x+ y + z = 3x
2y + z = 3y
3z = 3z
⇐⇒

x = z
y = z
z = z
Por tanto
V3 = span
({(1, 1, 1)}).
Por otra parte no es dif´ıcil ver que 5 no es un autovalor de f .
Proposicio´n 5.1.2. Sea E un espacio vectorial de dimensio´n n, f un endomorfismo
de E y sea A la matriz asociada a f respecto de una base de E. Dado λ ∈ R autovalor
de f , se verifica:
1) Vλ = Ker(f − λI) = {v ∈ E : (f − λI)(v) = 0E}.
2) Vλ es un subespacio vectorial de E.
3) dim(Vλ) = n− rg(A− λI).
Observacio´n 5.1.3. Sea A una matriz cuadrada, llamamos autovectores y autoval-
ores de A a los autovectores y autovalores del endomorfismo f de matriz asociada
A.
5.2. Co´mo calcular los autovalores y autovectores
Sea E un espacio vectorial y sea f : E −→ E un endomorfismo de E de matriz
asociada A. Llamamos polinomio caracter´ıstico de f al polinomio
P (λ) = det(A− λI).
Proposicio´n 5.2.1. Dado λ ∈ R, se verifica:
λ es autovalor de f si, so´lo si, P (λ) = det(A− λI) = 0.
Ejemplo 5.2.2. Consideremos el endomorfismo de R3 cuya matriz asociada respecto
de la base cano´nica es:
A =
 1 −1 43 2 −1
2 1 −1

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Su polinomio caracter´ıstico sera´:
P (λ) =
∣∣∣∣∣∣
1− λ −1 4
3 2− λ −1
2 1 −1− λ
∣∣∣∣∣∣ = −λ3 + 2λ2 + 5λ− 6.
Factorizando, se obtiene:
P (λ) = (1− λ)(3− λ)(−2− λ).
Por tanto los autovalores de f son:
λ1 = 1
λ2 = 3
λ3 = −2
Ejemplo 5.2.3. El polinomio caracter´ıstico
A =
 2 2 30 2 2
0 0 2

es
P (λ) =
∣∣∣∣∣∣
2− λ 2 3
0 2− λ 2
0 0 2− λ
∣∣∣∣∣∣ = (2− λ)3.
As´ı pues P (λ) tiene una u´nica ra´ız de multiplicidad 3 y, en consecuencia, el u´nico
autovalor de A es λ = 2.
Ejemplo 5.2.4. Calcular los autovalores y los subespacios de autovectores corre-
spondientes, as´ı como la dimensio´n de los mismos de la aplicacio´n dada por la matriz
A =
( −2 −2
−5 1
)
El polinomio caracter´ıstico de A es
P (λ) = |A− λI| =
∣∣∣∣ −2− λ −2−5 1− λ
∣∣∣∣ = λ2 + λ− 12
Sus ra´ıces son los autovalores buscados. Por lo tanto, λ1 = −4 y λ2 = 3.
El subespacio propio asociado a λ1 = −4 estara´ formado por los vectores que
cumplen que Av = −4v, es decir por lo vectores (v1, v2) que satisfacen el sistema
homoge´neo (A+ 4I)v = 0(
2 −2
−5 5
)(
v1
v2
)
=
(
0
0
)
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El subespacio resultante es Vλ1 = {(v1, v2) ∈ R2/v1 = v2}, de manera ana´loga
calculamos el subespacio para el autovalor λ2 = 3, obteniendo el subespacio Vλ2 =
{(v1, v2) ∈ R2/5v1+2v2 = 0}. La dimensio´n de ambos subespacio es uno (dim(Vλ1) =
dim(Vλ2) = 2− 1 = 1).
5.3. Propiedades de los autovalores y autovectores
Proposicio´n 5.3.1. Dada una matriz A de orden n. Entonces:
1) A y At tienen los mismos autovalores.
2) Si λ es un autovalor de A, entonces kλ es autovalor de kA.
3) Si λ es un autovalor de A, entonces λ− k es autovalor de A− kI.
4) Si λ es un autovalor de A y es A es regular, entonces 1
λ
es un autovalor de
A−1.
5) Si λ es un autovalor de A, entonces λn es autovalor de An.
Observacio´n 5.3.2. El polinomio caracter´ıstico un endomorfismo no depende de la
base elegida.
Demostracio´n. Sean B y B′ dos bases en un espacio vectorial E y f endomorfismo de
E. Sean A y A′ las matrices que representan a f en las bases B y B′ respectivamente.
Sea P (λ) = |A − λI| el polinomio caracter´ıstico de la matriz A y sea Q(λ) =
|A′ − λI| el polinomio caracter´ıstico de la matriz A′.
Llamemos C = M(B′, B) a la matriz de cambio de base de B a B′. Entonces
Q(λ) = |A′ − λI| = |C−1AC − λI|
= |C−1AC − C−1λIC|
= |C−1(A− λI)C|
= |C−1| · |A− λI| · |C|
= |A− λI| = P (λ)
Proposicio´n 5.3.3. Los autovectores de una aplicacio´n lineal correspondientes a
autovalores distintos dos a dos son linealmente independientes.
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5.4. Multiplicidades algebraicas y geome´tricas
Definicio´n 5.4.1. Sea E un espacio vectorial de dimensio´n n y sea f un endomor-
fismo de E de matriz asociada A y λ un autovalor de f (o de A) :
1) Se llama multiplicidad algebraica de λ al orden de multiplicidad m de λ
como ra´ız del polinomio caracter´ıstico.(
Esto es: el mayor exponente m para el cual el factor (µ− λ)m aparece en la
descomposicio´n de P (µ)
)
.
2) Se llama multiplicidad geome´trica de λ a la dimensio´n d del subespacio
propio Vλ asociado a λ.(
Esto es:
d = dim(Vλ) = n− rg(A− λI)
)
.
Ejemplo 5.4.2. Consideremos la matriz
A =
 2 2 30 2 2
0 0 2

Su polinomio caracter´ıstico es P (λ) = (2−λ)3, luego A tiene un u´nico autovalor
λ = 2 de multiplicidad algebraica m = 3.
La multiplicidad geome´trica de A es:
d = 3− rg(A− 2I) = 3− rg
 0 2 30 0 2
0 0 0
 = 3− 2 = 1.
Proposicio´n 5.4.3. Sea E un espacio vectorial de dimensio´n n y sean f un en-
domorfismo de E y λ1, λ2, . . . , λr sus distintos autovalores. Entonces para cada
i = 1, 2, . . . , r se verifica:
1 ≤ di ≤ mi.
5.5. Matrices diagonalizables
Definicio´n 5.5.1.
1) Una matriz cuadrada A es diagonalizable si existe una matriz diagonal D y
una matriz regular P (invertible) tales que
D = P−1AP.
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2) Diremos que el endomorfismo f : E → E es diagonalizable si existe una
base de E tal que la matriz que representa a f en dicha base es una matriz
diagonal.
Proposicio´n 5.5.2. Un endomorfismo f : E → E es diagonalizable si, y solamente
si, existe una base de E formada por autovectores de f .
Teorema 5.5.3. Sea f : E → E un endomorfismo y sean λ1, λ2, . . . , λr sus distintos
autovalores con multiplicidades algebraicas m1,m2, . . . ,mr y geome´tricas d1, d2, . . . , dr,
entonces f (o A) es diagonalizable si y solo si se verifica:
1) m1 +m2 + · · ·+mr = dimE.
2) di = mi para todo i = 1, 2, . . . , r.
Ejemplo 5.5.4. Sea A la matriz
A =
 3 1 11 3 1
1 1 3

Su polinomio caracter´ıstico es
P (λ) =
∣∣∣∣∣∣
3− λ 1 1
1 3− λ 1
1 1 3− λ
∣∣∣∣∣∣ = −λ3 + 9λ2 − 24λ+ 20
Factorizando, se obtiene:
P (λ) = (2− λ)2(5− λ).
As´ı pues, los autovalores de A y sus multiplicidades algebraicas son:
λ1 = 2; m1 = 2
λ2 = 5; m2 = 1
Calculemos ahora las multiplicidades geome´tricas
d1 = 3− rg(A− 2I) = 3− rg
 1 1 11 1 1
1 1 1
 = 3− 1 = 2.
Para d2, aplicando que 1 ≤ d2 ≤ m2 = 1, obtenemos que d2 = 1.
Tenemos por tanto
λ1 = 2 m1 = 2 d1 = 2
λ2 = 5 m2 = 1 d2 = 1
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Puesto que d1 = m1, d2 = m2 y m1 + m2 = 2 + 1 = 3 = dimR3, la matriz A es
diagonalizable y su forma diagonal sera´
D =
 2 0 00 2 0
0 0 5

Para calcular la matriz de paso, necesitamos bases de los espacios propios
A− 2I =
 1 1 11 1 1
1 1 1

(x, y, z) ∈ V2 ⇐⇒
 1 1 11 1 1
1 1 1
 xy
z
 =
 00
0

⇐⇒ x+ y + z = 0
Pasamos a parame´tricas
V2 ≡

x = −α− β
y = α
z = β
y de aqu´ı obtenemos la base de V2
{(−1, 1, 0), (−1, 0, 1)}.
De igual forma
A− 5I =
 −2 1 11 −2 1
1 1 −2

(x, y, z) ∈ V5 ⇐⇒
 −2 1 11 −2 1
1 1 −2
 xy
z
 =
 00
0

⇐⇒

−2x+ y + z = 0
x− 2y + z = 0
x+ y − 2z = 0
⇐⇒
{
x− z = 0
y − z = 0
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As´ı pues V5 tiene ecuaciones parame´tricas
V5 ≡

x = α
y = α
z = α
y por tanto una base es {(1, 1, 1)}.
En consecuencia una base formada por autovectores es
{(−1, 1, 0), (−1, 0, 1), (1, 1, 1)}.
Es importante que los vectores de esta base este´n en el mismo orden en que
figuran los autovalores correspondientes en la forma diagonal.
Finalmente la matriz de paso sera´:
P =
 −1 −1 11 0 1
0 1 1

En este momento hemos acabado y so´lo restara´ comprobar que efectivamente
D = P−1AP :
P−1AP =

−1
3
2
3
−1
3
−1
3
−1
3
2
3
1
3
1
3
1
3

 3 1 11 3 1
1 1 3
 −1 −1 11 0 1
0 1 1

=

−1
3
2
3
−1
3
−1
3
−1
3
2
3
1
3
1
3
1
3

 −2 −2 52 0 5
0 2 5
 =
 2 0 00 2 0
0 0 5
 = D
Ejemplo 5.5.5. Dado el siguiente endomorfismo, estudiar si es diagonalizable y en
caso afirmativo, calcular su diagonalizacio´n.
f(x1, x2, x3) = (−11x1 − 10x2 + 5x3, 4x2,−15x1 − 10x2 + 9x3)
I) En primer lugar calculamos la matriz asociada a dicho endomorfismo respecto
de la base cano´nica en R3, obteniendo
A =
 −11 −10 50 4 0
−15 −10 9

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Para saber si el endomorfismo es diagonalizable tenemos que calcular los au-
tovectores asociados a A, para ello calculamos el polinomio caracter´ıstico P (λ).
P =
∣∣∣∣∣∣
−11− λ −10 5
0 4− λ 0
−15 −10 9− λ
∣∣∣∣∣∣ = (4− λ)(λ2 + 2λ− 24)
Las ra´ıces del polinomio son λ1 = −6 y λ2 = 4 cuyas multiplicidades algebraicas
respectivas son m1 = 1 y m2 = 2.
Calculemos ahora los subespacio propios:
V−6 = {(x1, x2, x3) ∈ R3 : (A+ 6I)x = 0}
= {(x1, x2, x3) ∈ R3 : x1 = x3, x2 = 0}
V4 = {(x1, x2, x3) ∈ R3 : (A− 4I)x = 0}
= {(x1, x2, x3) ∈ R3 : 3x1 + 2x2 − x3 = 0}
Por lo tanto: dim(V1) = 1 = m1 y dim(V2) = 2 = m2 y como se cumple que:
1) d1 + d2 = 1 + 2 = 3 = dimR3
2) m1 = d1 y m2 = d2
entonces el endomorfismo es diagonalizable.
II) La matriz diagonal es, por tanto,
D =
 −6 0 00 4 0
0 0 4

Adema´s como unas bases para los subespacios propios son
B1 = {(1, 0, 1)}
y
B2 = {(1, 0, 3), (0, 1, 2)},
una base en la que el endomorfismo es diagonal es
B = {(1, 0, 1), (1, 0, 3), (0, 1, 2)}
y se cumple que
A′ = P−1AP
o bien que
A = PA′P−1
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donde
P =
 1 1 00 0 1
1 3 2

Observacio´n 5.5.6. El hecho de que una matriz no sea diagonalizable puede ser
por dos causas:
1) Las ra´ıces del polinomio caracter´ıstico no pertenezcan al cuerpo en el que se
trabaja.
2) dim(Vλ) < mλ (multiplicidad algebraica del autovalor λ)
Ejemplo 5.5.7. La matriz
A =
(
0 −1
1 0
)
es diagonalizable en C, ya que sus autovalores son λ1 = i y λ2 = −i, que son distintos
(ver Proposicio´n 5.3.3). Sin embargo no es diagonalizable en R.
Teorema 5.5.8 (Teorema espectral). Toda matriz sime´trica es diagonalizable en
R.
5.6. Forma cano´nica de Jordan
El objetivo de este cap´ıtulo, es simplificar la matriz asociada a una aplicacio´n
lineal.
A pesar que no todas las matrices son diagonalizables, existe una “forma sencilla”
de reducirlas mediante un cambio de base, esta forma se denomina matriz de
Jordan de la matriz dada.
La forma de Jordan no solo se utiliza para clasificar las aplicaciones lineales
en un espacio vectorial, sino que podemos utilizarla para realizar operaciones con
matrices.
5.6.1. Forma cano´nica de Jordan para matrices de orden 2
Sea f un endomorfismo de un espacio vectorial E y A su matriz asociada de
orden 2 respecto de la base B
A =
(
a b
c d
)
A la matriz de Jordan la representamos mediante J . Si P es la matriz de cambio
de base de A a J , entonces se tiene que
J = P−1AP
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o equivalentemente
A = PAP−1.
El polinomio caracter´ıstico es
P (λ) = (a− λ)(d− λ)− bc
por lo que los autovalores sera´n las ra´ıces de dicho polinomio. Consideremos los
siguientes casos:
Caso I. Las ra´ıces del polinomio son distintas:
En este caso la matriz es diagonalizable y su forma de Jordan es la matriz
diagonal
J =
(
λ1 0
0 λ2
)
Ejemplo 5.6.1. Encontrar la forma de Jordan J de
A =
(
3 −4
2 −3
)
y la matriz del cambio de base.
Como
P (λ) =
∣∣∣∣ 3− λ −42 −3− λ
∣∣∣∣ = (3− λ)(−3− λ) + 8 = λ2 − 1
sus autovalores son λ1 = 1, λ2 = −1; su matriz de Jordan es
J =
(
1 0
0 −1
)
.
Calculemos los subespacios propios V1 y V−1.
• Si λ1 = 1, tenemos
v = (x, y) ∈ V1 ⇐⇒ (A− I)v = 0⇐⇒
(
2 −4
2 −4
)(
x
y
)
=
(
0
0
)
⇐⇒ 2x− 4y = 0⇐⇒ x− 2y = 0
as´ı que,
V1 = ker(A− I) = span({(2, 1)}) = {α(2, 1) : α ∈ R}.
• Para λ2 = −1 tenemos
v = (x, y) ∈ V−1 ⇐⇒ (A+ I)v = 0⇐⇒
(
4 −4
2 −2
)(
x
y
)
=
(
0
0
)
⇐⇒ x = y
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as´ı que,
V−1 = ker(A+ I) = span({(1, 1)}) = {α(1, 1) : α ∈ R}.
Tomando {(2, 1)} como base de V1 y {(1, 1)} como base de V−1 obtenemos
A =
(
2 1
1 1
)(
1 0
0 −1
)(
2 1
1 1
)−1
.
Caso II. Las ra´ıces coinciden λ1 = λ2 = λ:
En este caso tenemos que calcular el subespacio propio:
Vλ = Ker(A− λI).
1) Si dim(Vλ) = 2, entonces la matriz tambie´n es diagonalizable, ya que la
multiplicidad algebraica y geome´trica coinciden, por lo tanto, la forma de Jordan
es:
J =
(
λ 0
0 λ
)
2) Si dim(Vλ) = 1, entonces no podemos encontrar una base de autovectores de
E.
Lema 5.6.2. Si A tiene dos autovalores iguales entonces
(A− λI)2 = 0.
La idea es buscar una base para el espacio vectorial, que como tiene dimensio´n
dos, necesitaremos dos vectores.
Sea V = Ker(A− λI)2 que, segu´n el Lema 5.6.2, coincide con E.
Como dim(Vλ) = 1 podemos encontrar v ∈ V − Vλ; tomamos
u = (A− λI)v.
Los vectores u, v son linealmente independientes puesto que v /∈ Vλ y u ∈ Vλ (ya
que
(A− λI)(u) = (A− λI)((A− λI)(v)) = (A− λI)2(v) = 0(v) = 0),
y ninguno de ellos es el vector nulo. Por tanto {u, v} es una base de E. Tenemos
(A− λI)(u) = 0 ⇐⇒ A(u) = λu
(A− λI)(v) = u ⇐⇒ A(v) = u+ λv
La matriz de Jordan (que no es diagonal) es:
J =
(
λ 1
0 λ
)
.
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5.6.2. Forma de Jordan para matrices de orden 3
Ejemplo 5.6.3. Calcular la forma de Jordan de la matriz
A =
 0 3 12 −1 −1
−2 −1 −1

1) El polinomio caracter´ıstico satisface la ecuacio´n
P (λ) = −λ3 − 2λ2 + 4λ+ 8 = −(λ− 2)(λ+ 2)2
Por lo tanto los autovalores son λ = 2 (simple) y λ = −2 (doble).
2) Calculamos, ahora los subespacios propios asociados a cada autovalor:
• Para λ = 2.
V2 = {(x1, x2, x3) ∈ R3 : x1 = x2 = −x3}
Una base para dicho subespacio es, por ejemplo, {(1, 1,−1)}, dimensio´n 1.
• Para λ = −2.
V−2 = {(x1, x2, x3) ∈ R3 : x1 = −x2 = x3}
Una base para el subespacio es, por ejemplo, {(1,−1, 1)}, tambie´n de dimensio´n 1.
Por lo tanto la matriz no es diagonalizable.
3) Calculamos Ker(A+ 2I)2 = V .
V = {(x1, x2, x3) ∈ R3 : (A+ 2I)2x = 0}
= {(x1, x2, x3) ∈ R3 : x1 + x2 = 0}.
Una base para dicho subespacio es {(1,−1, 0), (0, 0, 1)}, que tiene dimensio´n 2.
4) Puesto que V2 + V llena todo el espacio E, podemos elegir una base de E de
manera que la matriz de A sea, en este base, bastante sencilla.
En primer lugar elegimos un vector u1 ∈ V − V−2, por ejemplo u1 = (0, 0, 1) y
sea
u2 = (A+ 2I)u1 = (1,−1, 1)
y por u´ltimo tomamos un vector u3 = (1, 1,−1) ∈ V2.
El conjunto {u1, u2, u3} es una base de E y en esta base la expresio´n de la
aplicacio´n A que tiene a A como matriz es:
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Au3 = 2u3 Au2 = −u2 Au1 = u2 − 2u1
Con lo que la forma de Jordan es
J =
 −2 0 01 −2 0
0 0 2

La matriz de paso es
P =
 0 1 10 −1 1
1 1 −1

Por tanto 0 1 10 −1 1
1 1 −1
−1 0 3 12 −1 −1
−2 −1 −1
 0 1 10 −1 1
1 1 −1
 =
 −2 0 01 −2 0
0 0 2

Ejemplo 5.6.4. Calcular la forma de Jordan de la matriz −2 1 −1−1 −1 0
0 1 −3

1) Calculamos el polinomio caracter´ıstico
P = −λ3 − 6λ2 − 12λ− 8 = −(λ+ 2)2
Por lo que el autovalor es λ = −2 (triple).
2) Calculamos el subespacio propio asociado al autovalor
V−2 = {(x1, x2, x3) ∈ R3 : x1 = x2 = x3}.
Luego una base para el subespacio es {(1, 1, 1)}, que tiene dimensio´n uno.
3) Como no existe una base de autovectores para todo el espacio tenemos que calcular
Ker(A+ 2I)2 = V , obteniendo
V = {(x1, x2, x3) ∈ R3 : x1 = x3}
Una base de V es, por ejemplo, {(1, 0, 1), (0, 1, 0)}, por lo que tampoco llena todo
el subespacio.
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Lema 5.6.5. Si A tiene tres autovalores iguales entonces (A− λI)3 = 0.
De esta manera, la cadena de subespacios es
V−2  V  V ′ = ker(A+ 2I)3 = E
4) Construimos una base adecuada para el espacio vectorial. Tomamos un vector
u1 = (1, 0, 0) ∈ V ′ − V que este´ en , ahora
u2 = (A+ 2I)u1 = (0,−1, 0)
y u3 = (A+ 2I)u2 = (−1,−1,−1). Se cumple que
Au3 = −2u3 Au2 = u3 − 2u2 Au1 = u2 − 2u11
Con lo que la forma de Jordan es
J =
 −2 0 01 −2 0
0 1 −2

La matriz de paso es
P =
 1 0 −10 −1 −1
0 0 −1
 .
5.7. Aplicaciones
5.7.1. Potencia y exponencial de una matriz
Sea A una matriz cuadrada de orden n y J su forma de Jordan, tales que J =
P−1AP , entonces:
1) Ak = PJkP−1
2) eA = PeJP−1
? Si J es una matriz diagonal, entonces
Jk =

λk1 0 · · · 0
0 λk2 · · · 0
...
...
. . .
...
0 0 · · · λkn
 eJ =

eλ1 0 · · · 0
0 eλ2 · · · 0
...
...
. . .
...
0 0 · · · eλn

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? Si J no es diagonal, entonces
Jk =

Jk1 0 · · · 0
0 Jk2 · · · 0
...
...
. . .
...
0 0 · · · Jkn
 eJ =

eJ1 0 · · · 0
0 eJ2 · · · 0
...
...
. . .
...
0 0 · · · eJn

Sea Ji = (λiI +Ni) y ni el orden de Ji, donde
N =

0 0 · · · 0
1 0 · · · 0
· · · . . . . . . · · ·
0 0 1 0

entonces Jki = (λiI +Ni)
k, teniendo en cuenta que Nnii = 0.
Adema´s eJi se calcula de la siguiente forma.
eJi = eλi

1 0 · · · 0 0 0
1
1!
1 · · · 0 0 0
1
2!
1
1!
· · · 0 0 0
...
... · · · ... ... ...
1
(ni−2)!
1
(ni−3)! · · · 11! 1 0
1
(ni−1)!
1
(ni−1)!
1
(n1−3)! · · · 11! 1

Ejemplo 5.7.1. Dada la matriz  −2 0 00 2 0
0 1 2

Hallar eA.
Como la matriz que nos dan ya es diagonal por cajas −2 0 00 2 0
0 1 2

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Segu´n lo visto tenemos que calcular
eA =
(
eJ1
eJ2
)
Donde eJ1 = e−2 y
eJ2 = e2
(
1 0
1
1!
1
)
Por lo tanto
eA =
 e−2 0 00 e2 0
0 e2 e2

5.7.2. Teorema de Cayley-Hamilton
Teorema 5.7.2. Toda matriz A satisface su polinomio caracter´ıstico.
Ejemplo 5.7.3. Sea J la forma de Jordan de la matriz A. 1 0 00 1 0
0 0 1/2

Calcular:
2A4 − 7A3 + 9A2 − 5A+ I
Como el polinomio caracter´ıstico de A es el mismo que el de una matriz semejante
a ella, es igual al polinomio caracter´ıstico de J que es
P = (1− λ)2(1
2
− λ)) = −(λ3 − 5
2
λ2 + 2λ− 1
2
)
Por el Teorema de Cayley-Hamilton se cumple que
−(A3− 5
2
A2 + 2A− 1
2
) = 0⇒ 2A3− 5A2 + 4A− I = 0⇒ 2A4− 5A3 + 4A2−A = 0
Por lo tanto
2A4 − 7A3 + 9A2 − 5A+ I = −2A3 + 5A3 − 4A+ I = 0.
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Cap´ıtulo 6
Co´nicas y cua´dricas
6.1. Co´nicas o conos
Definicio´n 6.1.1. Se llama cono doble a la superficie obtenida al hacer girar una
recta alrededor de otra que la corta. La recta que gira se llama generatriz; la otra,
eje, y el punto de corte de ambas es el ve´rtice del cono doble.
Ejemplo 6.1.2.
Definicio´n 6.1.3. Toda figura plana (elipse, hipe´rbola y para´bola) que se obtiene
como interseccio´n de un doble cono recto con un plano que le corta se denomina
seccio´n co´nica.
Ejemplo 6.1.4.
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Definicio´n 6.1.5. Sean X = (x1, x2) e Y = (y1, y2) dos puntos del plano me´trico
R2. Se llama distancia del punto X al punto Y , al nu´mero no negativo
dist(X, Y ) =
√
(y1 − x1)2 + (y2 − x2)2.
6.2. La elipse
Definicio´n 6.2.1.
1) Una elipse es el conjunto de los puntos P = (x, y) del plano R2 cuya suma
de las distancias de P = (x, y) a dos puntos fijos y distintos, llamados focos,
F = (c, 0) y F ′ = (−c, 0) (situados a distancia dist(F, F ′) = 2c), es constante
(2a), es decir:
dist(P, F ) + dist(P, F ′) = 2a,
es decir, √
(x+ c)2 + y2 +
√
(x− c)2 + y2 = 2a
2) La elipse referida a sus ejes principal (OX) y secundario (OY ) admite por
ecuacio´n a:
x2
a2
+
y2
b2
= 1 (ecuacio´n reducida)
donde b > 0 tal que a2 = b2 + c2.
3) A los puntos de interseccio´n con los ejes (OX) eje principal y (OY ) eje
secundario (x = ±a e y = ±b) se les denominan ve´rtices y al punto o
centro.
Ejemplo 6.2.2.
6.3. La hipe´rbola
Definicio´n 6.3.1.
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1) Se llama hipe´rbola que tiene por focos a los puntos F = (c, 0) y F ′ = (−c, 0)
(situados a distancia dist(F, F ′) = 2c) y cuya constante es 2a ∈ R (donde
0 < a < c), al conjunto de los puntos P = (x, y) ∈ R2 tales que∣∣dist(P, F )− dist(P, F ′)∣∣ = 2a,
es decir, ∣∣∣√(x+ c)2 + y2 −√(x− c)2 + y2∣∣∣ = 2a
2) La hipe´rbola referida a sus ejes principal (OX) y secundario (OY ) admite por
ecuacio´n a:
x2
a2
− y
2
b2
= 1 (ecuacio´n reducida)
donde b > 0 tal que a2 + b2 = c2.
3) A los puntos de interseccio´n de la curva con el eje (OX) eje principal,
(−a, 0); (a, 0) se les llama ve´rtices; y al punto O centro. Las as´ıntotas son
las rectas
y =
b
a
x e y = − b
a
x
Si a = b, la hipe´rbola se llama equila´tera, en este caso su ecuacio´n se escribe
x2 − y2 = a2.
Ejemplo 6.3.2.
6.4. La para´bola
Definicio´n 6.4.1.
1) Se llama para´bola que tiene por foco al punto F y por directriz a la recta d
(situada a distancia p > 0 del foco, dist(F, d) = p; a p se le llama para´metro
), al conjunto de los puntos P = (x, y) ∈ R2 tal que:
dist(P, F ) = dist(P, d) = ı´nf
Q∈d
dist(P,Q),
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es decir, √(
x− p
2
)2
+ y2 =
∣∣∣x+ p
2
∣∣∣.
2) El eje de la para´bola es la recta perpendicular a d que pasa por el punto
F = (p
2
, 0); tal eje corta la para´bola en un punto, O, que se llama ve´rtice.
3) La para´bola, referida a su eje (OX) y a la tangente en el ve´rtice O = (0, 0)
admite por ecuacio´n a
y2 = 2px (ecuacio´n reducida)
Ejemplo 6.4.2.
6.5. Ecuacio´n general de una co´nica
Definicio´n 6.5.1.
1) Una co´nica es el lugar geome´trico de los puntos del plano que verifican una
ecuacio´n de segundo grado en dos variables:
(F) a11x2 + a22y2 + 2a12xy + 2a01x+ 2a02y + a00 = 0
(ecuacio´n general de una co´nica).
2) La matricial de la la co´nica es:
(
1 x y
) a00 a01 a02a01 a11 a12
a02 a12 a22
 1x
y
 = 0.
3) Denotaremos:
M =
 a00 a01 a02a01 a11 a12
a02 a12 a22
 A = ( a11 a12
a12 a22
)
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B =
(
2a01 2a02
)
X =
(
x
y
)
.
La ecuacio´n matricial queda:
X tAX +BX + a00 = 0.
Ejemplo 6.5.2. La ecuacio´n
9x2 − 4xy + 6y2 − 10x− 29y − 5 = 0.
Esta ecuacio´n se puede escribir en dos formas matriciales:
(
1 x y
) −5 −5 −292−5 9 −2
−29
2
−2 6
 1x
y
 = 0
y tambie´n (
x y
)( 9 −2
−2 6
)(
x
y
)
+
( −10 −29 )( x
y
)
− 5 = 0
6.6. Ecuacio´n reducida
Definicio´n 6.6.1. Sea E un espacio vectorial de dimensio´n finita y sea B = {e1, e2, . . . , en}
una base de E.
1) Se dice que B es una base ortogonal si
< ei, ej >= e
t
iej = α
1
iβ
1
j + · · ·+ αni βnj = 0, ∀i 6= j
donde ei = (α
1
i , . . . , α
n
i ) y ei = (β
1
i , . . . , β
n
i ).
2) Se dice que B es una base ortonormal si es ortogonal y adema´s:
‖ei‖ = dist(0, ei) = 1, ∀i = 1, . . . , n.
Teorema 6.6.2. Sea C la co´nica de ecuacio´n
a11x
2 + a22y
2 + 2a12xy + 2a01x+ 2a02y + a00 = 0.
Entonces existe una base B = {u1, u2} de R2 ortonormal respecto a la cual la
ecuacio´n de la co´nica es:
λ1x
′2 + λ2y′
2
+ 2b1x
′ + 2b2y′ + a00 = 0, (ecuacio´n reducida).
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6.7. Co´mo eliminar el te´rmino xy en (F)
El objetivo de esta seccio´n es obtener, a partir de la ecuacio´n general de una
co´nica, una ecuacio´n reducida en la que no aparece el te´rmino xy, mediante un
cambio de base.
Sea B0 la base cano´nica (ortonormal) de R2 y sea C la co´nica que tiene en la
base B0 la ecuacio´n:
(F)
(
x y
)( a11 a12
a12 a22
)(
x
y
)
+
(
2a01 2a02
)( x
y
)
+ a00 = 0.
El objetivo es eliminar el te´rmino xy mediante un giro de los
ejes coordenados.
Paso 1. Calcular los autovalores λ1 y λ2 de
A =
(
a11 a12
a12 a22
)
.
Paso 2. Calcular los autovectores u1 y u2 de A asociados a λ1 y λ2. Tomamos
B =
{
u1
‖u1‖ ,
u2
‖u2‖
}
como una base ortonormal.
Paso 3. Sea P = M(B,B0) la matriz de cambio de base de B a B0. Como A es
diagonalizable (Teorema espectral) entonces tenemos que
A = PDP−1, donde D =
(
λ1 0
0 λ2
)
.
Por tanto (
x y
)
A
(
x
y
)
=
(
x y
)
PDP−1
(
x
y
)
.
Si (x′, y′) son las nuevas coordenadas de un punto de la co´nica C en la base B,
se tiene:
M(B,B0)
(
x′
y′
)
=
(
x
y
)
.
Luego (
x y
)
A
(
x
y
)
=
(
x y
)
PD
(
x′
y′
)
.
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Por otra parte sabemos que
(
x y
)
=
(
x
y
)t
=
(
P
(
x′
y′
))t
=
(
x′
y′
)t
P t
y puesto que P t = P−1 (P es ortogonal, det(P ) = 1), obtenemos que(
x y
)
=
(
x′ y′
)
P−1.
As´ı que (
x y
)
A
(
x
y
)
=
(
x′ y′
)
D
(
x′
y′
)
= λ1x
′2 + λ2y′
2
.
Paso 4. La ecuacio´n (F) se transforma ahora en
(F)′ λ1x′2 + λ2y′2 +
(
2a01 2a02
)
P
(
x′
y′
)
+ a00 = 0
es decir,
(F)′ λ1x′2 + λ2y′2 + 2b1x′ + 2b2y′ + a00 = 0
donde (
a01 a02
)
P =
(
b1 b2
)
.
6.8. Co´mo obtener la ecuacio´n reducida
Caso I. det(A) = λ1λ2 > 0.
La ecuacio´n (F)′ puede escribirse de la forma
λ1
(
x′ +
b1
λ1
)2
+ λ2
(
y′ +
b2
λ2
)2
+ a00 − b
2
1
λ1
− b
2
2
λ2
= 0
la traslacio´n dada por 
x′′ = x′ + b1
λ1
y′′ = y′ + b2
λ2
transforma la co´nica en
λ1x
′′2 + λ2y′′
2
= −a00 + b
2
1
λ1
+
b22
λ2
.
Pongamos
δ = −a00 + b
2
1
λ1
+
b22
λ2
.
Por lo tanto
(F)′′ λ1x′′
2
+ λ2y
′′2 = δ.
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1. Si δ 6= 0, se tienen los siguientes casos:
1.1. sig(λ1) = sig(λ2) = sig(δ).
En este caso la co´nica es una elipse, de ecuacio´n reducida:
x′′
2
a2
+
y′′
2
b2
= 1
donde a2 = δ
λ1
, b2 = δ
λ2
.
1.2. sig(λ1) = sig(λ2) 6= sig(δ).
En este caso la co´nica es una elipse imaginaria, no tiene ningu´n punto
real puesto que la igualdad (F)′′ es imposible.
2. Si δ = 0,
(F)′′ λ1x′′
2
+ λ2y
′′2 = 0.
Como sig(λ1) = sig(λ2), la co´nica esta´ formada por dos rectas imaginarias
que se cortan en un punto real (x′′, y′′) = (0, 0).
Caso II. det(A) = λ1λ2 < 0. Tenemos que
(F)′′ λ1x′′
2
+ λ2y
′′2 = δ.
1. Si δ 6= 0. La co´nica es una hipe´rbola. Si a2 = δ
λ1
y b2 = − δ
λ2
la ecuacio´n de
co´nica es:
x′′
2
a2
− y
′′2
b2
= 1.
2. Si δ = 0. Como sig(λ1) 6= sig(λ2), podemos tomar λ1 > 0, λ2 < 0 (sin pe´rdida
de generalidad). Se tiene que la co´nica es dos rectas que se cortan en un
punto:
a2x′′
2 − b2y′′2 = (ax′′ + by′′)(ax′′ − by′′) = 0
donde a2 = λ1 y b
2 = −λ2. Las ecuaciones de la rectas son:
ax′′ + by′′ = 0 y ax′′ − by′′ = 0.
Caso III. det(A) = λ1λ2 = 0. Podemos tomar λ1 = 0, λ2 6= 0 (sin pe´rdida de
generalidad), (no´tese que los dos autovalores no pueden ser nulos a la vez, ya que
entonces A = 0).
La ecuacio´n (F) se transforma ahora en
(F)′′ λ2
(
y′ +
b2
λ2
)2
+ 2b1x
′ + a00 − b2
λ2
= 0.
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Pongamos
ρ = a00 − b2
λ2
.
Se pueden presentar los siguientes casos:
1. Si b1 6= 0, entonces la co´nica es una para´bola. Poniendo
x′′ = x′ + ρ
2b1
y′′ = y′ + b2
λ2
se obtiene la ecuacio´n
λ2y
′′2 + 2b1x′′ = 0.
2. Si b1 = 0, se tiene:
λ2
(
y′ +
b2
λ2
)2
+ ρ = 0.
Hacemos la traslacio´n 
x′′ = x′
y′′ = y′ + b2
λ2
obtenemos:
λ2y
′′2 + ρ = 0.
Tenemos los siguientes casos:
2.1. Si ρ = 0, la co´nica es la recta doble y′′
2
= 0.
2.2. Si ρ 6= 0 y sig(ρ) 6= sig(λ2), la co´nica esta´ formada por dos rectas
paralelas:
(y′′ − a)(y′′ + a) = 0
siendo a2 = − ρ
λ2
.
2.3. Si ρ 6= 0 y sig(ρ) = sig(λ2), la co´nica esta´ formada por dos rectas
paralelas imaginarias, no tiene puntos reales.
Ejemplo 6.8.1. Estudiar la seccio´n co´nica
x2 − 6xy − 7y2 + 10x+ 2y + 9 = 0.
La ecuacio´n matricial es:(
x y
)( 1 −3
−3 −7
)(
x
y
)
+
(
10 2
)( x
y
)
+ 9 = 0.
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Empezamos diagonalizando la matriz asociada∣∣∣∣ 1− λ −3−3 −7− λ
∣∣∣∣ = λ2 + 6λ− 16 = 0
que tiene valores propios λ = 2 y λ = −8.
Para obtener la base ortonormal de vectores propios calculamos:(
9 −3
−3 1
)(
x
y
)
=
(
0
0
)
.
Luego puede tomarse v =
(
1√
10
, 3√
10
)
como vector propio para λ = −8 y
( −1 −3
−3 −9
)(
x
y
)
=
(
0
0
)
.
nos da u =
(
− 3√
10
, 1√
10
)
como vector propio para λ = 2.
Por tanto
P =
(
1√
10
− 3√
10
3√
10
1√
10
)
.
As´ı que la ecuacio´n de la co´nica quedara´:
−8(x′)2 + 2(y′)2 + ( 10 2 )( 1√10 − 3√103√
10
1√
10
)(
x′
y′
)
+ 9 = 0.
Es decir,
−8(x′)2 + 2(y′)2 + 16√
10
x′ − 28√
10
y′ + 9 = 0.
Ahora tenemos que realizar una traslacio´n para eliminar los te´rminos de grado
1; completando cuadros:
−8
(
(x′)2 − 2√
10
x′
)
= −8
((
x′ − 1√
10
)2
− 1
10
)
= −8(x′′)2 + 8
10
donde
x′′ = x′ − 1√
10
;
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2
(
(y′)2 − 14√
10
y′
)
= 2
((
y′ − 7√
10
)2
− 49
10
)
= 2(y′′)2 − 98
10
con
y′′ = y′ − 7√
10
.
Sustituyendo en la ecuacio´n queda
−8(x′′)2 + 2(y′′)2 + 8
10
− 98
10
+ 9 = 0
que resulta
4(x′′)2 − (y′′)2 = 0
o equivalentemente
(2x′′ + y′′)(2x′′ − y′′) = 0
por lo que se trata de un par de rectas que cortan.
6.9. Clasificacio´n de las co´nicas
Sea C la co´nica de ecuacio´n
a11x
2 + a22y
2 + 2a12xy + 2a01x+ 2a02y + a00 = 0.
M =
 a00 a01 a02a01 a11 a12
a02 a12 a22
 A = ( a11 a12
a12 a22
)
Llamamos
γ1 = det(M), γ2 = det(A), γ3 = a11 + a22
1. γ1 6= 0
1.1. γ2 > 0, elipse
1.1.1. sig(γ3) = sig(γ1), elipse imaginaria
1.1.2. sig(γ3) 6= sig(γ1), elipse real
1.2. γ2 < 0, hipe´rbola
1.3. γ2 = 0, para´bola
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2. γ1 = 0
2.1. γ2 6= 0
2.1.1. γ2 > 0, un punto
2.1.2. γ2 < 0, dos rectas que se cortan
2.2. γ2 = 0, dos rectas paralelas.
6.10. Cua´dricas
Definicio´n 6.10.1. Llamamos cua´drica al lugar geome´trico de los puntos de R3
que verifican una ecuacio´n general de segundo grado entres variables:
a11x
2 + a22y
2 + a33z
2
+ 2a12xy + 2a13xz + 2a23yz
+ 2a01x+ 2a02y + 2a03z + a00 = 0.
que puede ser expresada en forma matricial
(
1 x y z
)
a00 a01 a02 a03
a01 a11 a12 a13
a02 a12 a22 a23
a03 a13 a23 a33


1
x
y
z
 = 0.
Denotamos
M =

a00 a01 a02 a03
a01 a11 a12 a13
a02 a12 a22 a23
a03 a13 a23 a33
 A =
 a11 a12 a13a12 a22 a23
a13 a23 a33

B =
(
2a01 2a02 2a03
)
X =
 xy
z
 .
se tiene:
X tAX +BX + a00 = 0.
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6.11. Clasificacio´n de las cua´dricas
Consideramos los nu´meros:
I4 = det(M), I3 = det(A)
I2 =
∣∣∣∣ a11 a12a12 a22
∣∣∣∣+ ∣∣∣∣ a11 a13a13 a33
∣∣∣∣+ ∣∣∣∣ a22 a23a23 a33
∣∣∣∣
I1 = tr(A) = a11 + a22 + a33.
Caso I. I4 6= 0.
1. Si I3 6= 0
1.1. I3I1 > 0 e I2 > 0
1.1.1 I4 > 0 Elipsoide imaginario
1.1.2 I4 < 0 Elipsoide real
1.2. I3I1 ≥ 0 e I2 > 0 o´ I3I1 < 0
1.2.1. I4 > 0 Hiperboloide de una hoja
1.2.2. I4 < 0 Hiperboloide de dos hojas
2. Si I3 = 0
2.1. I4 > 0 Paraboloide hiperbo´lico
2.2. I4 < 0 Paraboloide el´ıptico
Caso II. I4 = 0.
1. I3 6= 0
1.1. I3I1 > 0, I2 > 0 Cono imaginario
1.2. Otro caso. Cono real
2. I3 = 0 Cilindro o un par de planos
Ejemplo 6.11.1. Para la cua´drica
2xy − 6x+ 10y + z − 31 = 0
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tenemos
I4 =
∣∣∣∣∣∣∣∣
−31 −3 5 1/2
−3 0 1 0
5 1 0 0
1/2 0 0 0
∣∣∣∣∣∣∣∣ =
1
4
I3 =
∣∣∣∣∣∣
0 1 0
1 0 0
0 0 0
∣∣∣∣∣∣ = 0
I2 =
∣∣∣∣ 0 11 0
∣∣∣∣+ ∣∣∣∣ 0 00 0
∣∣∣∣+ ∣∣∣∣ 0 00 0
∣∣∣∣ = 0
I1 = −31
Puesto que I4 > 0 e I3, se trata de un paraboloide hiperbo´lico.
Cap´ıtulo 7
Funciones
7.1. Funciones reales de variable real
Definicio´n 7.1.1. Una funcio´n se dice real de variable real si tanto los valores
que toma como la variable, son nu´meros reales.
Observacio´n 7.1.2. Como solo vamos a considerar funciones de este tipo, a partir
de ahora diremos simplemente funciones.
Ejemplo 7.1.3.
f : R −→ R
x −→ 2x− 1
g : R −→ R
x −→ −x2 + 9
h : R −→ R
x −→ 1
x
Para saber que´ valor toman en un punto dado, basta sustituir y operar. As´ı,
f(3) = 2 · 3− 1 = 5
g(1) = −12 + 9 = −1 + 9 = 8
h(−7) = 1−7 = −
1
7
89
90
Definicio´n 7.1.4. Llamamos dominio de una funcio´n f al conjunto de nu´meros
reales en los que esta´ definida, y lo denotaremos por D(f).
Ejemplo 7.1.5.
1) El dominio de ln(x) (logaritmo neperiano) es el intervalo (0,+∞).
2) El dominio de h(x) = 1
x
es R− {0}.
3) El dominio de tg(x) = sin(x)
cos(x)
es
R−
{
± pi
2
,±
(pi
2
+ pi
)
,±
(pi
2
+ 2pi
)
, . . .
}
.
7.2. Funciones definidas “a trozos”
Muchas veces las funciones vienen definidas “a trozos”, como la del ejemplo
siguiente.
f(x) =

x2 si x ≤ 1
2
2x si 1
2
< x ≤ 1
−x+ 3 si x > 1
Para saber que´ valor toma una funcio´n como esta en un punto x0 dado, lo primero
que debemos hacer es determinar en que´ “trozo” del dominio se encuentra.
Por ejemplo, calculemos f(3), f(1), f(−7).
Como 3 > 1, el punto 3 esta´ en el tercer “trozo” y as´ı
f(3) = −3 + 3 = 0
El segundo punto, x = 1, pertenece al segundo “trozo”, y por tanto,
f(1) = 2 · 1 = 2.
Finalmente, −7 ≤ 1
2
, luego
f(−7) = (−7)2 = 49.
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7.3. Representacio´n gra´fica de una funcio´n
Definicio´n 7.3.1. La representacio´n gra´fica de la funcio´n f , es el dibujo que se
obtiene al unir los puntos representados por los pares (x, f(x)).
Ejemplo 7.3.2. f(x) = 2x− 1, g(x) = −x2 + 9, h(x) = 1
x
Ejemplo 7.3.3.
f(x) =

x2 si x ≤ 1
2
2x si 1
2
< x ≤ 1
−x+ 3 si x > 1
Ejemplo 7.3.4.
v(t) =

gt si 0 ≤ t ≤ t0
vf + ce
−βt si t ≥ t0
donde vf , c y β son tales que v(t0) = gt0 = vf + ce
−βt0 .
Esta funcio´n puede representar la velocidad a la que un paracaidista que se lanza
en el instante t = 0 y abre su paraca´ıdas en el instante t = t0. Hasta el instante
t = t0, despreciamos el rozamiento del aire. Por tanto, cae con un movimiento
uniformemente acelerado, con la aceleracio´n de la gravedad g.
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Cuando abre el paraca´ıdas, s´ı que debemos contar con el rozamiento del aire
(es vital). Se puede ver que la funcio´n v(t) nos da una razonable aproximacio´n de
lo que sucede. Nos dice que la velocidad disminuye (se produce una frenada), pero
no disminuye ma´s alla´ de un cierto valor vf (velocidad final), al que se aproxima
conforme transcurre el tiempo.
7.4. L´ımites
Dado una funcio´n f , si cogemos un punto x0 de la recta y tomamos puntos x
cada vez ma´s pro´ximos a x0, podemos preguntarnos que´ ocurre con los valores de
f(x), ¿se acercan a algu´n nu´mero?
Alguien podr´ıa contestar: “Pues claro, se acerca a f(x0)”.
Para muchas funciones esta respuesta es correcta, pero para otras, no. Basta que
miremos la gra´fica de la funcio´n f para observar que esto no ocurre en el punto
x0 =
1
2
, donde:
f(x) =

x2 si x ≤ 1
2
2x si 1
2
< x ≤ 1
−x+ 3 si x > 1
Si nos acercamos a x0 =
1
2
por puntos x > 1
2
, los valores f(x) no se aproximan
a f
(
1
2
)
= 1
4
, sino a 1. ¿Sera´ entonces 1, en vez de f
(
1
2
)
, el nu´mero que buscamos?
Tampoco, pues si nos acercamos a 1
2
por puntos x < 1
2
, los valores f(x) no se acercan
a 1.
En resumen, al aproximarnos a 1
2
, los valores de f no se aceran ni a f
(
1
2
)
, ni a
ningu´n otro nu´mero.
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Definicio´n 7.4.1 (Informal). Decimos que un nu´mero l es el l´ımite de f en x0,
si al tomar puntos x cada vez ma´s pro´ximos a x0 (por su izquierda y derecha), pero
distintos de x0, los valores de f(x) se aproximan a l.
En este caso decimos que f(x) tiende a l cuando x tiende a x0, y escribimos
l´ım
x→x0
f(x) = l o “f(x)→ l cuando x→ x0”
Definicio´n 7.4.2. Sea f una funcio´n y x0 ∈ R. Sea l un nu´mero. Decimos que l es
el l´ımite de f en x0, y escribimos l´ım
x→x0
f(x) = l, si para todo ε > 0 existe algu´n
δ > 0 tal que,
si x ∈ (x0 − δ, x0 + δ), entonces f(x) ∈ (l − ε, l + ε).
Nota 7.4.3. Cuando hablamos del l´ımite de una funcio´n en x0 ∈ R, se siempre
tomamos puntos distintos de x0, por tanto, el valor de la funcio´n en el punto
x0 no tiene ninguna importancia. De hecho, en muchos casos, la funcio´n ni
siquiera esta´ definida en este punto.
Ejemplo 7.4.4. La funcio´n f(x) = sin(x)
x
no esta´ definida en 0, pero s´ı tiene l´ımite
en 0. Veremos ma´s adelante que
l´ım
x→0
sin(x)
x
= 1
Observacio´n 7.4.5. Algunas funciones tienen un comportamiento diferente si nos
acercamos al punto x0 por su derecha x > x0 o por su izquierda x < x0. Incluso en
algunos casos solamente es posible aproximar por un lado, pues por el otro no tiene
sentido.
Por ejemplo, si f(x) =
√
x, carece de sentido acercarse a x0 = 0 por la izquierda
ya que la funcio´n no esta´ definida por valores negativos.
Definicio´n 7.4.6. El nu´mero l es el l´ımite por la derecha de f(x) en x0, si al
tomar puntos x, x > x0, cada vez ma´s pro´ximos a x0, los valores f(x) se aproximan
a l. En este caso escribimos
l´ım
x→x+0
f(x) = l o “f(x)→ l cuando x→ x+0 ”⇐⇒
∀ ε > 0, ∃ δ > 0 : si x ∈ (x0, x0 + δ), entones f(x) ∈ (l − ε, l + ε).
Ana´logamente hablamos de l´ımite por la izquierda, que denotamos:
l´ım
x→x−0
f(x) = l o “f(x)→ l cuando x→ x−0 ”⇐⇒
∀ ε > 0, ∃ δ > 0 : si x ∈ (x0 − δ, x0), entones f(x) ∈ (l − ε, l + ε).
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Ejemplo 7.4.7.
Definicio´n 7.4.8. Una funcio´n f tiene l´ımite en un punto x0 si y so´lo si en dicho
punto existen los l´ımites laterales l´ım
x→x+0
f(x) y l´ım
x→x−0
f(x) y coinciden. En este caso:
l´ım
x→x0
f(x) = l´ım
x→x+0
f(x) = l´ım
x→x−0
f(x).
O, expresado de forma abreviada:
l´ım
x→x0
f(x) = l⇐⇒ l´ım
x→x+0
f(x) = l´ım
x→x−0
f(x) = l.
Ejemplo 7.4.9. Tomemos la funcio´n f(x) = |x|
x
. Esta funcio´n esta´ definida para
todo nu´mero real x excepto para x0 = 0. Observemos que en realidad se trata de la
funcio´n
f(x) =
{ −1 si x < 0
1 si x > 0
Por tanto, para cualquier nu´mero real c, c 6= 0, tenemos
l´ım
x→c
= f(c).
En cambio, en el punto 0,
l´ım
x→0−
= −1 6= l´ım
x→0+
= 1.
As´ı que la funcio´n f no tiene l´ımite en el punto 0.
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7.5. L´ımites en el infinito
Definicio´n 7.5.1. Decimos que un nu´mero l es l´ımite de la funcio´n f(x) cuan-
do x tiende a +∞, si al considerar nu´meros x cada vez ma´s grandes, los valores
de f(x) se aproximan a l. Es decir,
∀ ε > 0, ∃N ∈ R+(tan grande) : si x > N, entonces f(x) ∈ (l − ε, l + ε)
En este caso, escribimos:
l´ım
x→+∞
f(x) = l o “f(x)→ l cuando x→ +∞”
Ana´logamente hablamos de l´ımite por la izquierda, que denotamos:
l´ım
x→−∞
f(x) = l o “f(x)→ l cuando x→ −∞”⇐⇒
∀ ε > 0, ∃N ∈ R+(tan grande) : x < −N =⇒ f(x) ∈ (l − ε, l + ε).
Ejemplo 7.5.2. Sea la funcio´n f(x) = 1
x
Tanto si nos fijamos en la gra´fica, como si vamos dando valores a x, es claro
que a medida que x aumenta, su inverso 1
x
se hace ma´s pequen˜o, tan pequen˜o como
queramos, es decir:
l´ım
x→+∞
1
x
= 0.
Ocurre lo mismo cuando x se hace muy grande en valor absoluto pero negativo:
l´ım
x→−∞
1
x
= 0.
7.6. L´ımites infinitos
Definicio´n 7.6.1. Decimos que una funcio´n f(x) tiene l´ımite infinito (+∞ o
−∞) cuando nos acercamos a un punto x0 por uno de sus lados, o por ambos, o
cuando hacemos tender x a +∞ o a −∞. Escribimos
• l´ım
x→x0
f(x) = +∞ (−∞)⇐⇒∀M > 0, ∃ δ > 0 : f(x) > M(
f(x) < −M) cuando x ∈ (x0 − δ, x0 + δ).
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• l´ım
x→x+0
f(x) = +∞ (−∞) ⇐⇒ ∀M > 0, ∃ δ > 0 : f(x) > M(
f(x) < −M) cuando x ∈ (x0, x0 + δ).
• l´ım
x→x−0
f(x) = +∞ (−∞)⇐⇒∀M > 0, ∃ δ > 0 : f(x) > M(
f(x) < −M) cuando x ∈ (x0 − δ, x0).
• l´ım
x→+∞(−∞)
f(x) = +∞ (−∞)⇐⇒∀M > 0, ∃N > 0 : f(x) > M(
f(x) < −M) cuando x > N(x < −N).
Ejemplo 7.6.2. Sea la funcio´n f(x) = 1
x
l´ım
x→0−
1
x
= −∞ l´ım
x→0+
1
x
= +∞
Ejemplos 7.6.3.
1) f(x) = 1
x2
l´ım
x→0−
1
x2
= +∞ l´ım
x→0+
1
x2
= +∞
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2) f(x) = 2x− 1
l´ım
x→+∞
(2x− 1) = +∞ l´ım
x→−∞
(2x− 1) = −∞
3) f(x) = −x2 + 9
l´ım
x→+∞
(−x2 + 9) = −∞ l´ım
x→−∞
(−x2 + 9) = −∞
7.7. Operaciones con l´ımites
Proposicio´n 7.7.1. Sean f y g dos funciones tales que
l´ım
x→x0
f(x) = l ∈ R y l´ım
x→x0
g(x) = l′ ∈ R.
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Entonces:
1) l´ım
x→x0
(
f(x) + g(x)
)
= l´ım
x→x0
f(x) + l´ım
x→x0
g(x) = l + l′
2) l´ım
x→x0
(
f(x)− g(x)) = l´ım
x→x0
f(x)− l´ım
x→x0
g(x) = l − l′
3) l´ım
x→x0
αf(x) = α l´ım
x→x0
f(x) = αl, donde α ∈ R
4) l´ım
x→x0
(
f(x) · g(x)) = l´ım
x→x0
f(x) · l´ım
x→x0
g(x) = l · l′
5) l´ım
x→x0
f(x)
g(x)
=
l´ım
x→x0
f(x)
l´ım
x→x0
g(x)
=
l
l′
, si l′ 6= 0.
Observacio´n 7.7.2. En el resultado anterior, tanto x0 como l y l
′ pueden ser
nu´meros reales o tambie´n +∞ o −∞, solamente hay que tener cuidado con las
“indeterminaciones”:
+∞−∞, 0 · (±∞), ±∞∞ ,
l
0
con l 6= 0, 0
0
.
Ejemplo 7.7.3. Calcular:
1) l´ım
x→2
(3x2 − 2x+ 9), 2) l´ım
x→−1
6x2 + 3x− 43
x+ 3
Comencemos por el primero. Gracias a los propiedades anteriores tenemos:
l´ım
x→2
(3x2 − 2x+ 9) = l´ım
x→2
3x2 − l´ım
x→2
2x+ l´ım
x→2
9
= 3 l´ım
x→2
x2 − 2 l´ım
x→2
x+ 9 = 3 · 22 − 2 · 2 + 9 = 17.
El segundo es ana´logo:
l´ım
x→−1
6x2 + 3x− 43
x+ 3
=
l´ım
x→−1
6x2 + 3x− 43
l´ım
x→−1
x+ 3
=
6 · (−1)2 + 3 · (−1)− 43
(−1) + 3 =
−40
2
= −20.
Los l´ımites del ejemplo anterior son una pequen˜a muestra de lo ocurre con los
polinomios. En general:
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Proposicio´n 7.7.4. Si p(x) y q(x) son polinomios y c es un nu´mero real, entonces:
l´ım
x→c
p(x)
q(x)
=
p(c)
q(c)
siempre que q(c) 6= 0.
En particular, l´ım
x→c
p(x) = p(c).
Observacio´n 7.7.5. Es un error comu´n ”despejar” +∞ en la igualdad 1
+∞ = 0.
No es correcto.
1
+∞ 6= 0 y
1
0
6= +∞.
La razo´n esta´ en que 1
x
es muy grande si x si es muy pequen˜o, pero positivo,
y es muy grande en valor absoluto, pero con signo negativo, si x es muy pequen˜o y
negativo.
Con ma´s precisio´n, lo que en realidad se tiene es:
Proposicio´n 7.7.6.
• l´ım
x→c
f(x) = l > 0
l´ım
x→c
g(x) = 0
g(x) > 0 para x pro´ximo a c

=⇒ l´ım
x→c
f(x)
g(x)
= +∞
• l´ım
x→c
f(x) = l > 0
l´ım
x→c
g(x) = 0
g(x) < 0 para x pro´ximo a c

=⇒ l´ım
x→c
f(x)
g(x)
= −∞
Ejemplo 7.7.7. Estudiar
l´ım
x→2
x+ 3
(x− 2)2 y l´ımx→2
3
(x+ 1)(x− 2)
El l´ımite l´ım
x→2
x+3
(x−2)2 es de la forma
l
0
, con l = 5 > 0, pero adema´s observamos
que el denominador (x− 2)2 es siempre positivo, luego:
l´ım
x→2
x+ 3
(x− 2)2 = +∞.
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En cuanto al segundo l´ımite, es de la forma l
0
, con l = 3 > 0, pero ahora el
denominador (x+ 1)(x− 2) no siempre es positivo.
Observamos que si x es pro´ximo a 2 y x > 2 entonces:
x+ 1 > 0 y x− 2 > 0 =⇒ (x+ 1)(x− 2) > 0
Por tanto,
l´ım
x→2+
3
(x+ 1)(x− 2) = +∞
En cambio, si x es pro´ximo a 2 y x < 2 entonces:
x+ 1 > 0 y x− 2 < 0 =⇒ (x+ 1)(x− 2) < 0
Con lo cual,
l´ım
x→2−
3
(x+ 1)(x− 2) = −∞
Naturalmente, puesto que los l´ımites laterales son distintos deducimos que no
existe
l´ım
x→2
3
(x+ 1)(x− 2) .
Lo que acabamos de ver en el ejemplo anterior para dos l´ımites concretos de
cocientes de polinomios, lo podemos expresar con ma´s generalidad de la siguiente
forma:
Proposicio´n 7.7.8. Si p(x) y q(x) son polinomios y c es un nu´mero real, entonces:
l´ım
x→c
∣∣∣∣ p(x)q(x)
∣∣∣∣ = +∞ si q(c) = 0 y p(c) 6= 0.
¡Ojo! si en el l´ımite anterior queremos quitar el valor absoluto, la cosa se compli-
ca, tal como hemos comprobado en el Ejemplo 7.7.7. Tenemos que cuidar los signos
y quiza´s distinguir entre l´ımite por la derecha y l´ımite por la izquierda.
Observacio´n 7.7.9. Hemos estudiado el l´ımite de un cociente de polinomios p(x)
q(x)
en un punto c ∈ R cuando
1) q(c) 6= 0
2) q(c) = 0 y p(c) 6= 0.
Nos queda el caso p(c) = q(c) = 0, es decir, la indeterminacio´n de la forma 0
0
.
Pero este caso se reduce inmediatamente a los anteriores.
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Como estamos trabajando con polinomios, si p(c) = q(c) = 0 tanto p(x) como
q(x) son divisibles por (x − c), o, si es posible, por (x − c)2, (x − c)3, etc. (ver el
ejemplo siguiente).
Ejemplo 7.7.10. Estudiar
l´ım
x→2
3x− 6
x3 − 3x2 + 4 .
Tenemos l´ımite de la forma 0
0
.
Como 2 es ra´ız del numerador 3x−6, este polinomio es divisible entre x−2. As´ı,
obtenemos:
3x− 6 = 3(x− 2).
Por otra parte, 2 tambie´n es ra´ız del denominado x3 − 3x2 + 4, por tanto x− 2
divide este polinomio. As´ı que,
x3 − 3x2 + 4 = (x− 2)2(x+ 1).
Luego
l´ım
x→2
3x− 6
x3 − 3x2 + 4 = l´ımx→2
3(x− 2)
(x− 2)2(x+ 1) = l´ımx→2
3
(x− 2)(x+ 1)
Observamos que si x es pro´ximo a 2 y x > 2 entonces:
l´ım
x→2+
3x− 6
x3 − 3x2 + 4 = l´ımx→2+
3
(x− 2)(x+ 1) = +∞
En cambio, si x es pro´ximo a 2 y x < 2 entonces:
l´ım
x→2−
3x− 6
x3 − 3x2 + 4 = l´ımx→2−
3
(x− 2)(x+ 1) = −∞
Nota 7.7.11. Una vez que hemos estudiado el l´ımite de un cociente de poli-
nomios en un nu´mero real c cualquiera, para completar nuestro trabajo es natural
preguntarse que´ sucede en +∞ y en −∞ cuando el l´ımite de la forma ±∞∞ .
Para responder a esta pregunta, hay un truco que usaremos muy a menudo: di-
vidir numerador y denominador por la mayor potencia de x que aparece
en el denominador.
Ejemplo 7.7.12. Calcular:
l´ım
x→−∞
x2 − 3
2− x , l´ımx→+∞
6x2 + 3x− 4
x2 + 3
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Tenemos:
l´ım
x→−∞
x2 − 3
2− x = l´ımx→−∞
x−
(
3
x
)
(
2
x
)
− 1
=
−∞− 0
0− 1 = +∞
l´ım
x→+∞
6x2 + 3x− 4
x2 + 3
= l´ım
x→+∞
6 +
(
3
x
)
−
(
4
x2
)
1 +
(
3
x2
) = 6 + 0− 0
1 + 0
= 6
Ejemplo 7.7.13. Calcular:
l´ım
x→+∞
(
3x4 − 2x3 + 9), l´ım
x→−∞
(
5x3 − 4x)
Tenemos:
l´ım
x→+∞
(
3x4 − 2x3 + 9) = l´ım
x→+∞
x4
(
3−
( 2
x
)
+
( 9
x4
))
= (+∞)4(3− 0 + 0) = +∞
l´ım
x→−∞
(
5x3 − 4x) = l´ım
x→−∞
x3
(
5−
( 4
x2
))
= (−∞)3(5− 0) = −∞
Observacio´n 7.7.14. No se deben aprender como una ”lista de casos”, sino ma´s
bien interesa entender lo que ocurre, para ser capaz en cada situacio´n de resolver el
problema.
7.8. L´ımites de funciones y l´ımites de sucesiones
7.8.1. L´ımite de una sucesio´n
Definicio´n 7.8.1. Decimos que el l´ımite de una sucesio´n (xn)n≥1 es el nu´mero
l ∈ R si los te´rminos de dicha sucesio´n se van aproximando a l.
Tambie´n decimos que (xn)n≥1 tiende a l o (xn)n≥1 converge a l. Y lo escribi-
mos as´ı
l´ım
n→+∞
xn = l.
Definicio´n 7.8.2. Se dice que el nu´mero l ∈ R es el l´ımite de la sucesio´n (xn)n≥1,
si para todo ε > 0 existe n0 ∈ N tal que para todo n ∈ N con n ≥ n0 se tiene que
|xn − l| < ε.
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7.8.2. Relacio´n entre el l´ımite de una funcio´n y de una suce-
sio´n
Cuando l´ım
x→c
f(x) = l sabemos que al aproximarnos a c por puntos x 6= c, f(x) se
aproxima a l.
Imaginemos que nos aproximamos a c a trave´s de una sucesio´n, es decir, que
tomamos una sucesio´n (xn)n≥1 convergente a c, con xn 6= c para todo n ∈ N.
Entonces los valores f(xn) se aproximara´n a l, esto es la sucesio´n
(
f(xn)
)
n≥1 con-
vergera´ a l.
Proposicio´n 7.8.3.
l´ım
x→c
f(x) = l
l´ım
n→+∞
xn = c
donde xn 6= c para todo n ∈ N

=⇒ l´ım
n→+∞
f(xn) = l´ım
x→c
f(x) = l.
En este resultado tanto c como l pueden ser nu´meros reales o ±∞.
Observacio´n 7.8.4. Cuando consideramos l´ımites por la derecha o por la izquierda
el resultado anterior sigue siendo va´lido con tal de que hagamos la modificacio´n
obvia.
7.8.3. Una aplicacio´n: Probar que no existe l´ım
x→c f(x)
Ejemplos 7.8.5. Compruebe que no existen los l´ımites
l´ım
x→0
sin
(1
x
)
y l´ım
x→+∞
cos(x).
I En el primer l´ımite observamos que la gra´fica de la funcio´n tiene infinitas
oscilaciones cerca del punto 0.
La idea entonces es tomar dos sucesiones (xn) e (yn), lo ma´s sencillas posible,
y de manera que:
104
1) Ambas tiendan a 0 y sean de te´rminos positivos.
2) Sus ima´gines por la funcio´n f sean lo ma´s distintas posible para que
tengamos
l´ım
n→+∞
sin
(
1
xn
)
6= l´ım
n→+∞
sin
(
1
yn
)
.
Las sucesiones (xn) =
(
1
npi
)
e (yn) =
(
2
pi+4npi
)
satisfacen plenamente los req-
uisitos anteriores. Las dos son sucesiones de te´rminos positivos y convergen a
0. En cambio,
sin
(
1
xn
)
= sin(npi) = 0 −−−−→
n→+∞
0
sin
(
1
yn
)
= sin
(
pi
2
+ 2npi
)
= 1 −−−−→
n→+∞
1
Por tanto, no existe l´ım
x→0+
sin
(
1
x
)
.
De forma ana´loga, poniendo un signo menos a las sucesiones anteriores, pode-
mos probar que no existe l´ım
x→0−
sin
(
1
x
)
.
I Para comprobar que no existe l´ım
x→+∞
cos(x), nos interesa encontrar una sucesio´n
(xn)n≥1 de forma que l´ım
n→+∞
xn = +∞ y tal que
(
cos(xn)
)
n
no tenga l´ımite.
Basta tomar (xn)n≥1 = (npi)n≥1
Claramente l´ım
n→+∞
npi = +∞ pero
(
cos(xn)
)
n≥1 =
(
cos(npi)
)
n≥1 =
(
(−1)n)
n≥1
no tiene l´ımite.
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7.9. L´ımites y desigualdades
• l´ım
x→c
f(x) = l
l´ım
x→c
g(x) = l′
f(x) ≤ g(x) para todo x 6= c

=⇒ l ≤ l′
• l´ım
x→c
f(x) = l
f(x) ≤ b para todo x 6= c
 =⇒ l ≤ b
• l´ım
x→c
f(x) = l
l´ım
x→c
h(x) = l
f(x) ≤ g(x) ≤ h(x) para todo x 6= c

=⇒ l´ım
x→c
g(x) = l
(Criterio del sandwich)
• |f(x)| ≤ g(x) para todo x 6= c
l´ım
x→c
g(x) = 0
 =⇒ l´ımx→c f(x) = 0
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7.10. Algunos l´ımites especiales
• l´ım
x→0+
sin
(1
x
)
y l´ım
x→0−
sin
(1
x
)
no existen
• l´ım
x→0
sin(x)
x
= 1
• l´ım
x→+∞
(
1 +
1
x
)x
= e
• l´ım
x→0+
x ln(x) = 0
• l´ım
x→−∞
ex = 0
• l´ım
x→+∞
x
1
x = 1
• l´ım
x→0+
xx = 1
Cap´ıtulo 8
Continuidad
8.1. ¿Que´ es la continuidad?
Nuestro intere´s se centra en co´mo se comporta una funcio´n f(x) cuando la vari-
able x esta´ cerca un punto dado x0.
Definicio´n 8.1.1.
1) Dada una funcio´n f y un punto x0 de su dominio, decimos que f es continua
en x0 si
l´ım
x→x0
f(x) = f(x0).
2) Decimos que f es continua en un conjunto, si es continua en todos los
puntos de ese conjunto.
Ejemplo 8.1.2. Las funciones f(x) = x7 − 3x + 5, g(x) = 1
x
y h(x) = x−1
x2−4 , son
continuas. Sus gra´ficas son las siguientes:
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Nota 8.1.3. Cuando se dice que una funcio´n es continua, sin precisar ma´s, se
entiende que es continua en todo su dominio.
Observacio´n 8.1.4. Para la existencia de l´ımite de f en c, no influye para nada
el valor de f(c). De hecho, ni siquiera hace falta que este´ definida en dicho punto
(por ejemplo: f(x) = 1
x
y c = 0). Sin embrago, para la continuidad la cosa cambia
completamente: es fundamental el valor f(c).
Proposicio´n 8.1.5. Para que f sea continua en c se tiene que cumplir las tres
condiciones siguientes:
1) Que f este´ definida en c.
2) Que exista l´ım
x→c
f(x) y que sea finito.
3) Que el l´ımite anterior sea f(c): l´ım
x→c
f(x) = f(c).
Ejemplo 8.1.6. Estudiar la continuidad de la funcio´n:
f(x) =

x2 si x ≤ 1
2
2x si 1
2
< x ≤ 1
−x+ 3 si x > 1
La funcio´n esta´ definida en todo la recta real y es continua en cualquier punto
salvo en 1
2
, pues:
1) Si c 6= 1
2
, se cumple l´ım
x→c
f(x) = f(c).
2) No existe l´ım
x→ 1
2
f(x), puesto que
(
l´ım
x→
(
1
2
)+ f(x) = 1
)
6=
(
l´ım
x→
(
1
2
)− f(x) = 14
)
.
Definicio´n 8.1.7 (Informal). Una funcio´n es continua en un intervalo si podemos
dibujar su gra´fica en ese intervalo “sin levantar el la´piz del papel”.
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Nota 8.1.8. Otro punto de vista que nos puede ayudar a entender el significado de
la continuidad es el siguiente:
Supongamos que f es una funcio´n cuya variable t es la temperatura (o cualquier
otra magnitud, como, la longitud, presio´n, etc.).
Y supongamos que queremos conocer f(t0), donde t0 es la temperatura
en un cierto instante.
Naturalmente lo primero que tenemos que hacer es medir dicha temperatura, pero
esto nos enfrenta con el problema de toda medida esta´ sujeta a error.
En otras palabras, para nosotros el valor exacto de t0 es sencilla-
mente desconocido.
Lo u´nico que sabemos es que el resultado de la medicio´n es un cierto valor t que
ma´s o menos se aproxima a t0.
Como consecuencia, en vez de obtener f(t0), obtenemos f(t). Esper-
emos que si hemos cometido un error pequen˜o en la medicio´n (t es pro´ximo a t0),
obtengamos un error pequen˜o en el resultado
(
f(t) es pro´ximo a f(t0)
)
.
Esto es precisamente lo que sucede cuando la funcio´n es continua
en t0.
Ejemplos 8.1.9.
1) Dada la funcio´n f(x) = x
2−9
x−3 (para x 6= 3),¿podemos definir f(3) de manera
que la funcio´n resultante sea continua?
Desde luego podemos dar a f(3) cualquier valor, pero solo hay una forma de
conseguir que f sea continua en 3. Se debe cumplir:
f(3) = l´ım
x→3
f(x)
Ahora bien,
l´ım
x→3
f(x) = l´ım
x→3
x2 − 9
x− 3 = l´ımx→3
(x− 3)(x+ 3)
x− 3 = l´ımx→3(x+ 3) = 6
As´ı la funcio´n
f0(x) =

x2−9
x−3 si x 6= 3
6 si x = 3
es continua en 3.
Por otra parte, la funcio´n f(x) = x
2−9
x−3 es continua en su dominio (es decir, en
todo nu´mero x, x 6= 3) por ser una funcio´n racional.
Por tanto f0(x) es continua en toda la recta real.
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2) Hacemos lo mismo con la funcio´n g(x) = 1
x
.
Tenemos que el l´ımite
l´ım
x→0
g(x) = l´ım
x→0
1
x
no existe, luego no es posible definir esta funcio´n en 0 de manera que la funcio´n
resultante sea continua en dicho punto.
Como la continuidad viene definida mediante l´ımite de funciones y los l´ımites de
funciones esta´n relacionados con las sucesiones convergentes (seccio´n 1.8 del cap´ıtulo
de Funciones), tenemos una conexio´n clara entre continuidad y sucesiones. Queda
expresada de la siguiente forma:
Proposicio´n 8.1.10.
l´ım
n→+∞
xn = c
f continua en c
 =⇒ l´ımn→+∞ f(xn) = f
(
l´ım
n→+∞
xn
)
= f(c).
8.2. Operaciones de funciones continuas
Proposicio´n 8.2.1. Si f(x) y g(x) son continuas en x0 y α ∈ R, entonces las
funciones f(x) + g(x), f(x) − g(x), αf(x) y f(x) · g(x) son continuas en x0. La
funcio´n f(x)
g(x)
tambie´n es continua en x0 si g(x0) 6= 0.
Proposicio´n 8.2.2. Si f es continua en x0 y g continua en f(x0), entonces gof(x) =
g
(
f(x)
)
es continua en x0.
Observacio´n 8.2.3. Las funciones que resultan mediante suma, producto, com-
posicio´n, etc., de los polinomios, funciones racionales, trigonome´tricas, etc., son
continuas.
Ejemplo 8.2.4. Podemos garantizar inmediatamente que
7 sin(x2 + 1)−√1 + x2
x3ex2+3 cos(x)
o ln
(
x3 cos2(x+ 7)
)
son continuas.
Quiza´s no sea tan inmediato cua´les son sus dominios, pero tampoco es dif´ıcil dar
una respuesta: la primera esta´ definida en toda la recta real excepto en x = 0, y la
segunda solamente en los nu´meros reales positivos en los que no se anula cos(x+ 7).
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8.3. Continuidad de funciones definidas a trozos
Para estudiar la continuidad de las funciones definidas a trozos, lo que tenemos
que cuidar son los puntos de “empalme” de los trozos.
Ejemplo 8.3.1. Estudia la continuidad de la funcio´n
f(x) =

|2x+ 1| si x ≤ 0
√
4− x2 si 0 < x < 2
x5−11x−10
x+3
si x ≥ 2
 Empecemos por el primer trozo. Si c < 0, tenemos
l´ım
x→c
f(x) = l´ım
x→c
|2x+ 1| = f(c)
Luego f es continua en c (un polinomio compuesto con la funcio´n valor abso-
luto).
 ¿Que´ sucede en el punto 0?
Para los puntos menores que 0, la funcio´n f coincide con |2x+ 1| y por tanto,
l´ım
x→0−
f(x) = l´ım
x→0−
|2x+ 1| = 1.
Por el otro lado tenemos
l´ım
x→0+
f(x) = l´ım
x→0+
√
4− x2 = 2
En el punto 0 los l´ımites laterales son distintos. Esto nos dice que la funcio´n
no tiene l´ımite en 0 y, por ello, que no es continua en dicho punto.
 La funcio´n f es continua en (0, 2) (un polinomio compuesto con la funcio´n ra´ız
cuadrada)
 La funcio´n f es continua en (2,+∞) (funcio´n racional).
 ¿Que´ ocurre en el punto 2?
l´ım
x→2−
f(x) = l´ım
x→2−
√
4− x2 = 0
l´ım
x→2+
f(x) = l´ım
x→2+
x5 − 11x− 10
x+ 3
=
25 − 11 · 2− 10
2 + 3
= 0
Por tanto, en este caso s´ı existe el l´ımite. Tenemos:
l´ım
x→2
f(x) = 0 = f(2)
Por tanto la funcio´n es continua en este punto.
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En resumen, hemos visto que la funcio´n es continua en todos los puntos de la recta
real excepto en 0. Es decir, es continua en (−∞, 0) ∪ (0,+∞).
Ejemplo 8.3.2. Estudia la continuidad de la funcio´n
f(x) =

x sin
(
1
x
)
si x 6= 0
0 si x = 0
Esta´ claro que la funcio´n f es continua en x si x 6= 0. El u´nico problema es
estudiar que´ ocurre en 0. Sabemos que
l´ım
x→0
x sin
(1
x
)
= 0 = f(0).
Deducimos que f es continua en 0, por tanto es continua en toda la recta real R.
Ejemplo 8.3.3. Estudia la continuidad de la funcio´n
f(x) =

sin
(
1
x
)
si x 6= 0
0 si x = 0
La funcio´n f es continua en x si x 6= 0. El u´nico problema es estudiar que´ ocurre
en 0. Pero ya vimos en el Ejemplo 1.8.5 del cap´ıtulo de funciones, que no existe
l´ım
x→0
sin
(
1
x
)
. Decimos que f no es continua en 0.
8.4. La continuidad y el ca´lculo de l´ımites
Hasta ahora hemos utilizado los l´ımites para estudiar la continuidad. Rec´ıpro-
camente, la continuidad tambie´n puede ser una excelente herramienta para calcular
l´ımites.
Proposicio´n 8.4.1.
l´ım
x→c
f(x) = l
g continua en l
 =⇒ l´ımx→c g(f(x)) = g( l´ımx→c f(x)) = g(l).
(el resultado tambie´n es va´lido si c = ±∞).
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Ejemplo 8.4.2. Calcular l´ım
x→+∞
sin
(
3x−2
x+7
pi
)
.
Tenemos:
l´ım
x→+∞
sin
(
3x− 2
x+ 7
pi
)
= sin
(
l´ım
x→+∞
3x− 2
x+ 7
pi
)
= sin(3pi) = 0.
Ejemplo 8.4.3. Calcular l´ım
x→0
ln
(
sin(x)
x
)
, sabiendo que l´ım
x→0
sin(x)
x
= 1.
Tenemos:
l´ım
x→0
ln
(sin(x)
x
)
= ln
(
l´ım
x→0
sin(x)
x
)
= ln(1) = 0.
Ejemplo 8.4.4. Calcular l´ım
x→+∞
1
x
√
x+1−x√x .
El l´ımite es de la forma 1∞−∞ , es decir tenemos una indeterminacio´n en el de-
nominador. Para evitarla, vamos a multiplicar el numerador y el denominador de la
fraccio´n por el conjugado del denominador.
l´ım
x→+∞
1
x
√
x+ 1− x√x = l´ımx→+∞
x
√
x+ 1 + x
√
x
(x
√
x+ 1− x√x)(x√x+ 1 + x√x)
= l´ım
x→+∞
x
√
x+ 1 + x
√
x
x2(x+ 1)− x2x
= l´ım
x→+∞
x
√
x+ 1 + x
√
x
x2
= l´ım
x→+∞
(√
x+ 1
x
+
√
x
x
)
= l´ım
x→+∞
(√
x+ 1
x2
+
√
x
x2
)
= l´ım
x→+∞
(√
1
x
+
1
x2
+
√
1
x
)
= l´ım
x→+∞
√
1
x
+
1
x2
+ l´ım
x→+∞
√
1
x
=
√
l´ım
x→+∞
1
x
+ l´ım
x→+∞
1
x2
+
√
l´ım
x→+∞
1
x
=
√
0 + 0 +
√
0 = 0.
Observacio´n 8.4.5. Evidentemente, es esencial la existencia de l´ımite, por ejemplo,
sin(+∞) no tiene sentido, pues no existe l´ım
x→+∞
sin(x).
Ejemplo 8.4.6. Calcular l´ım
x→0
e−
1
x2 , l´ım
x→+∞
ex, l´ım
x→0+
ln(x), l´ım
x→
(
pi
2
)− tg(x) y l´ımx→−∞ arc tg(x).
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Tenemos
I l´ım
x→0
e−
1
x2 = e
l´ım
x→0−
1
x2 = e −∞ = 0
I l´ım
x→+∞
ex = e +∞ = +∞
I l´ım
x→0+
ln(x) = ln(0+) = −∞
I l´ım
x→
(
pi
2
)− tg(x) = l´ım
x→
(
pi
2
)− sin(x)cos(x) = tg (pi2)− = +∞
I l´ım
x→−∞
arc tg(x) = arc tg(−∞) = −pi
2
.
Esto es consecuencia del siguiente resultado general (c y l pueden ser +∞ o
−∞).
Proposicio´n 8.4.7. Supongamos que l no esta´ en el dominio de una cierta funcio´n
g, pero que existe l´ım
y→l
g(y).
Denotemos g(l) = l´ım
y→l
g(y). Entonces:
l´ım
x→c
f(x) = l
f(x) 6= l para x 6= c
 =⇒ l´ımx→c g(f(x)) = g( l´ımx→c f(x)) = g(l).
Ejemplo 8.4.8. Estudiar l´ım
x→0
arc tg
(
1
x
)
y l´ım
x→+∞
ln
(√
x+7
x2−1
)
.
l´ım
x→0+
arc tg
(
1
x
)
= arc tg
(
l´ım
x→0+
1
x
)
= arc tg(+∞) = pi
2
l´ım
x→0−
arc tg
(
1
x
)
= arc tg
(
l´ım
x→0−
1
x
)
= arc tg(−∞) = −pi
2
.
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Como los l´ımites laterales son distintos, no existe l´ım
x→0
arc tg
(
1
x
)
.
l´ım
x→+∞
ln
(√
x+ 7
x2 − 1
)
= ln
(
l´ım
x→+∞
√
x+ 7
x2 − 1
)
= ln
(
l´ım
x→+∞
√
1
x3
+ 7
x4
1− 1
x2
)
= ln(0) = −∞.
Proposicio´n 8.4.9.
l´ım
x→c
f(x) = l > 0
l´ım
x→c
h(x) = m
 =⇒ l´ımx→c (f(x))h(x) =
(
l´ım
x→c
f(x)
) l´ım
x→ch(x) = lm.
Ejemplo 8.4.10. Calcular l´ım
x→1
(3− x2)cos(pix) y l´ım
x→0
(2x2 + 5)
cos(x)
sin2(x) .
l´ım
x→1
(3− x2)cos(pix) =
(
l´ım
x→1
(3− x2)
) l´ım
x→1 cos(pix) = 2cos(pi) = 2−1 =
1
2
l´ım
x→0
(2x2 + 5)
cos(x)
sin2(x) =
(
l´ım
x→0
(2x2 + 5)
) l´ım
x→0
cos(x)
sin2(x)
= 5+∞ = +∞.
8.5. Los “grandes teoremas” sobre continuidad
8.5.1. Teorema del ma´ximo y del mı´nimo
Teorema 8.5.1 (Weierstrass). Si f es continua en un intervalo cerrado y acotado
[a, b], entonces f alcanza el ma´ximo y el mı´nimo en [a, b], es decir, existen x1 y x2
en [a, b] tales que
mı´n
y∈[a,b]
f(y) = f(x1) ≤ f(x) ≤ f(x2) = ma´x
y∈[a,b]
f(y)
para todo x en [a, b].
Ejemplo 8.5.2.
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Observacio´n 8.5.3. Una funcio´n puede tener varios puntos en los que se alcance
su ma´ximo o su mı´nimo.
Ejemplo 8.5.4. La funcio´n
f : R −→ R
x −→ cos(x)
alcanza su ma´ximo en los puntos x = 2kpi y su mı´nimo en los puntos x = kpi, donde
k ∈ Z.
8.5.2. Teorema de acotacio´n
Teorema 8.5.5. Si f es continua en un intervalo cerrado y acotado [a, b], entonces
f esta´ acotada en [a, b], es decir, existe M > 0 tal que
|f(x)| ≤M para todo x ∈ [a, b].
Geome´tricamente, el hecho de que una funcio´n, en valor absoluto, este´ acotada
por un nu´mero M > 0, se traduce en que su gra´fica esta´ entre las rectas y = M e
y = −M .
Ejemplo 8.5.6. Estudiar si la funcio´n
f(x) =
ln
(
sin2(x) + 1
)
x2 − 9
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es acotada en los intervalos [4, 6], (−2, 2) y (2, 3).
Como sin2(x)+1 ≥ 1 > 0 para cualquier nu´mero real x, entonces, ln ( sin2(x)+1)
esta´ definida en toda la recta real. Por tanto, la funcio´n f es continua en todo su
dominio D(f) = R− {−3, 3}.
• f es continua en [4, 6], y por el teorema de acotacio´n esta´ acotada en dicho
intervalo.
• f es continua en [−2, 2], y por el teorema de acotacio´n esta´ acotada en dicho
intervalo. Con mayor razo´n esta´ acotada en (−2, 2), que es un subconjunto de
[−2, 2].
• Aunque f es continua en (2, 3), para este intervalo no son va´lidos los argu-
mentos anteriores, pues f no esta´ definida en el intervalo [2, 3] (no olvidemos
que no esta´ definida en 3).
Estudiemos el comportamiento de f al acercarnos a 3, es decir, estudiemos
l´ım
x→3−
f(x):
Tenemos 
l´ım
x→3−
ln
(
sin2(x) + 1
)
= ln
(
sin2(3) + 1
)
> 0
l´ım
x→3−
(x2 − 9) = 0
x2 − 9 = (x− 3)(x+ 3) < 0 para 2 < x < 3
=⇒ l´ım
x→3−
ln
(
sin2(x) + 1
)
x2 − 9 = −∞
Por tanto, f toma valores arbitrariamente grandes en valor absoluto (y nega-
tivos) en el intervalo (2, 3) y as´ı, no esta´ acotada en dicho intervalo.
8.5.3. Teorema de los valores intermedios
Teorema 8.5.7. Sea f una funcio´n continua en un intervalo I y sean a, b dos puntos
de I. Supongamos f(a) < f(b) y sea α un nu´mero tal que
f(a) ≤ α ≤ f(b).
Entonces existe un punto c entre a y b tal que f(c) = α.
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Informalmente, el Teorema nos dice que una funcio´n continua en un interva-
lo, cuando toma dos valores, toma todos los “intermedios”. Su significado queda
recogido en la figura siguiente:
Con un lenguaje geome´trico ma´s preciso, esto significa que si f es continua en
un intervalo I, y a y b dos puntos de I, entonces cualquier recta horizontal entre
y = f(a) e y = f(b) corta la gra´fica de f en algu´n punto cuya abscisa esta´ entre a
y b.
Teorema 8.5.8 (Bolzano). Sea f una funcio´n continua en un intervalo I y sean
a, b dos puntos de I tales que f(b) < 0 < f(a). Entonces existe un punto c entre a
y b tal que f(c) = 0.
Observacio´n 8.5.9.
1) Tanto en el Teorema de valores intermedios como en el de Bolzano, no se
supone a < b.
2) Una forma de expresar que f(b) es negativo y f(a) es positivo es
f(a)f(b) < 0
Ejemplo 8.5.10. Demostrar que la ecuacio´n x = cos(x) tiene solucio´n.
Resolver x = cos(x) es lo mismo que resolver x − cos(x) = 0. Por tanto, si
consideramos la funcio´n f(x) = x−cos(x), solo tenemos que garantizar que se anula
en algu´n punto.
Desde luego f es continua en la recta real. As´ı, si encontramos puntos en los que
f tome valores con distinto signo, por el Teorema de Bolzano, habremos terminado.
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Observemos que f(0) = 0− cos(0) = −1 < 0 y f(pi
2
)
= pi
2
− cos (pi
2
)
= pi
2
.
Luego f se anula en algu´n punto. Ma´s todav´ıa, podemos asegurar que f se anula
en algu´n punto del intervalo
(
0, pi
2
)
.
Ejemplo 8.5.11. Demostrar que x5 − 2x2 − 3x− 7 = 0 tiene solucio´n.
Consideramos la funcio´n f(x) = x5 − 2x2 − 3x − 7, que es continua en todo la
recta real (es un polinomio). Para ver que se anula en algu´n punto, basta probar
que hay en es positiva y puntos en que es negativa.
As´ı vemos que, por ejemplo, f(1) = −11 < 0 y f(2) = 11. Por tanto, por el
Teorema de Bolzano, ya sabemos que f tiene una ra´ız en el intervalo (1, 2).
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Cap´ıtulo 9
Derivabilidad
9.1. La derivada
Definicio´n 9.1.1. La derivada de una funcio´n f en el punto a ∈ D(f), que
denotaremos f ′(a), es:
f ′(a) = l´ım
x→a
f(x)− f(a)
x− a = l´ımh→0
f(a+ h)− f(a)
h
siempre que el l´ımite anterior exista. En este caso, decimos que f es derivable en
a.
• La expresio´n f ′(a) se lee “f prima de a”. Tambie´n se emplean las notaciones:
d
dx
f(a) o
df
dx
(a)
que se leen “derivada de f respecto de x en a”.
• Decimos que f es derivable si f es derivable en a para todo a del dominio de
f .
Proposicio´n 9.1.2. Si f es derivable en el punto a, entonces f es continua en a.
Demostracio´n. Si f es derivable en a podemos escribir:
l´ım
x→a
(
f(x)− f(a)) = l´ım
x→a
f(x)− f(a)
x− a (x− a) = f
′(a) · 0 = 0
es decir, f es continua en a.
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Observacio´n 9.1.3. Hay funciones continuas que no son derivables, por ejemplo,
la funcio´n f(x) = |x| es continua en 0 pero no derivable (ve´ase Ejemplo 9.2.7).
Proposicio´n 9.1.4. La recta tangente a la gra´fica de f en el punto
(
a, f(a)
)
tiene
por ecuacio´n
y − f(a) = f ′(a)(x− a)
Ejemplo 9.1.5. Encontrar la recta tangente a la gra´fica de f(x) = x3 − x, en el
punto de abscisa 2
3
sabiendo que f ′
(
2
3
)
= 1
3
.
Como f
(
2
3
)
=
(
2
3
)3 − 2
3
= −10
27
, el punto correspondiente a x = 2
3
es:(2
3
, f
(2
3
))
=
(2
3
,−10
27
)
Por tanto, la recta tangente sera´:
y −
(
− 10
27
)
=
1
3
(
x− 2
3
)
⇐⇒ y + 10
27
=
1
3
x− 2
9
⇐⇒ y = 1
3
x− 16
27
El cociente tg(α) = y2−y1
x2−x1 recibe el nombre de pendiente de la recta tangente.
9.2. Significado de la derivada
Proposicio´n 9.2.1. La derivada es la pendiente de la recta tangente.
Dada una funcio´n f , busquemos la tangente a su gra´fica en un punto(
a, f(a)
)
.
Las rectas que pasan por el punto
(
a, f(a)
)
tienen la forma:
y − f(a) = m(x− a), (m es la pendiente de la recta).
Segu´n var´ıa m, vamos recorriendo todas las rectas del plano que pasan por(
a, f(a)
)
(excepto la vertical).
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As´ı pues, la pregunta “¿cua´l es la recta tangente?” significa simplemente “¿que´ pen-
diente m debemos tomar?”.
Una idea para encontrar esta pendiente, que no conocemos, es partir de pendi-
entes que s´ı conocemos.
Para ello, tomamos puntos x pro´ximos a a, que expresamos de la forma a+ h, y
consideremos las rectas que pasan por
(
a, f(a)
)
y por
(
a+ h, f(a+ h)
)
.
Estas rectas tienen pendiente:
f(a+ h)− f(a)
h
Haciendo h ma´s y ma´s pequen˜o, nuestras rectas se aproximan ma´s y ma´s a la
tangente, es decir, sus pendientes se acercan ma´s y ma´s a la pendiente buscada.
En una palabra, la pendiente buscada sera´:
l´ım
h→0
f(a+ h)− f(a)
h
= f ′(a)
Ejemplo 9.2.2. Sea f(x) = mx+ b. Calcular f ′(x).
Tomemos un punto x cualquiera, se trata de calcular
l´ım
h→0
f(x+ h)− f(x)
h
Tenemos:
l´ım
h→0
f(x+ h)− f(x)
h
= l´ım
h→0
m(x+ h) + b− (mx+ b)
h
= l´ım
h→0
mh
h
= l´ım
h→0
m = m
As´ı, obtenemos f ′(x) = m para todo x.
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Ejemplo 9.2.3. Sea g(x) = x2. Calcular g ′(x). Tomemos un punto x cualquiera, se
trata de calcular
l´ım
h→0
g(x+ h)− g(x)
h
Tenemos:
l´ım
h→0
g(x+ h)− g(x)
h
= l´ım
h→0
(x+ h)2 − x2
h
= l´ım
h→0
h2 + 2xh
h
= l´ım
h→0
(h+ 2x) = 2x
As´ı, obtenemos g ′(x) = 2x para todo x.
Definicio´n 9.2.4. Dada una funcio´n f definida en un intervalo I y un punto a ∈ I,
definimos la derivada lateral por la derecha de f en a como el l´ımite finito
f ′
+
(a) = l´ım
x→a+
f(x)− f(a)
x− a = l´ımh→0+
f(a+ h)− f(a)
h
.
Ana´logamente se define la derivada lateral por la izquierda de f en a, f ′−(a).
Nota 9.2.5. Si a es uno de los extremos de I solo tiene sentido una de las dos
derivadas laterales.
Observacio´n 9.2.6. La derivabilidad de f en a equivale a que las dos derivadas
laterales de f en a existan y sean iguales.
Ejemplo 9.2.7. Sea la funcio´n f(x) = |x|. Estudia en que´ puntos es derivable y
calcular la derivada cuando exista.
Observamos que dado x > 0, si h es suficientemente pequen˜o tenemos x+h > 0.
Por tanto, si x > 0:
l´ım
h→0+
f(x+ h)− f(x)
h
= l´ım
h→0+
|x+ h| − |x|
h
= l´ım
h→0+
x+ h− x
h
= 1
Ana´logamente, si x < 0, tambie´n tenemos x + h < 0 para valores pequen˜os de
h, por lo que:
l´ım
h→0−
f(x+ h)− f(x)
h
= l´ım
h→0−
|x+ h| − |x|
h
= l´ım
h→0−
−(x+ h)− (−x)
h
= −1
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Luego
f ′(x) =

1 si x > 0
−1 si x < 0
Sin embargo, para x = 0, tenemos:
f ′
+
(0) = l´ım
h→0+
f(0 + h)− f(0)
h
= l´ım
h→0+
|h|
h
= l´ım
h→0+
h
h
= 1
f ′−(0) = l´ım
h→0−
f(0 + h)− f(0)
h
= l´ım
h→0−
|h|
h
= l´ım
h→0−
−h
h
= −1
As´ı, los l´ımites laterales f ′
+
(0) y f ′−(0) son distintos y deducimos que no existe
l´ım
h→0
f(0+h)−f(0)
h
.
Por tanto |x| no es derivable en 0.
Nota 9.2.8. Las funciones derivables son aquellas cuyas gra´ficas son curvas “suaves”,
es decir, curvas que no tienen “picos” o “esquinas”
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9.3. Te´cnicas para el ca´lculo de derivadas
Con la definicio´n de la derivada y las propiedades de los l´ımites, se obtienen unas
reglas que convierten el proceso de calcular derivadas en algo sencillo y meca´nico.
9.3.1. Reglas ba´sicas de derivacio´n
Sean f y g dos funciones definidas en un intervalo I y derivables, y α ∈ R.
Entonces:
1) La funcio´n f + g es derivable, y se tiene que la derivada de la suma es la suma
de las derivadas, es decir,(
f(x) + g(x)
)′
= f ′(x) + g′(x) ∀ x ∈ I.
2) La funcio´n αf es derivable, y se tiene que La derivada del producto de una
constante por una funcio´n es la constante por la derivada de la funcio´n, es
decir, (
αf(x)
)′
= αf ′(x) ∀ x ∈ I.
3) La funcio´n f − g es derivable, y se tiene que La derivada de la diferencia es la
diferencia de las derivadas, es decir,(
f(x)− g(x))′ = f ′(x)− g′(x) ∀ x ∈ I.
4) La funcio´n fg es derivable, y se tiene que la derivada del producto de dos
funciones es la derivada de la primera por la segunda ma´s la primera por la
derivada de la segunda, es decir,(
f(x)g(x)
)′
= f ′(x)g(x) + f(x)g′(x) ∀ x ∈ I.
5) Si g(x) 6= 0 para todo x ∈ I entonces la funcio´n f
g
es derivable, y la derivada
del cociente viene dada de la siguiente forma:(
f(x)
g(x)
)′
=
f ′(x)g(x)− f(x)g′(x)(
g(x)
)2 .
Observacio´n 9.3.1.
1)
d
dx
α = (α)′ = 0, donde α ∈ R (funcio´n constante f(x) = α)
2)
d
dx
x = (x)′ = 1 (f(x) = x)
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Ejemplo 9.3.2. Calcular la derivada de f(x) = 3x+ 7.
Utilizando las propiedades 1 y 2, obtenemos:
f ′(x) = (3x+ 7)′ = (3x)′ + (7)′ = 3(x)′ + 0 = 3 · 1 = 3.
Ejemplo 9.3.3. Calcular la derivada de x2 y de x3.
Utilicemos que x2 es el producto de x por s´ı mismo. As´ı podemos aplicar la
propiedad 3:
(x2)′ = (x · x)′ = (x)′ · x+ x · (x)′ = 1 · x+ x · 1 = 2x.
Utilizando esto, y de nuevo la propiedad 3:
(x3)′ = (x2 · x)′ = (x2)′ · x+ x2.(x)′ = 2x · x+ x2 · 1 = 3x2.
Con la idea del Ejemplo 9.3.3 podemos calcular tambie´n la derivada de x4, x5,
. . . En general, tenemos (basta utilizar induccio´n):
Proposicio´n 9.3.4.
(xn)′ = nxn−1.
Ejemplo 9.3.5. Calcular la derivada de
f(x) = 2x6 + 3x5 − 9x3 + 7x2 − 8x+ 3.
Determinar la recta tangente a la gra´fica de f en el punto
(1, f(1)) = (1,−2).
Aplicamos las propiedades anteriores:
(2x6 + 3x5 − 9x3+7x2 − 8x+ 3)′ =
= (2x6)′ + (3x5)′ − (9x3)′ + (7x2)′ − (8x)′ + (3)′
= 2(x6)′ + 3(x5)′ − 9(x3)′ + 7(x2)′ − 8(x)′ + 0
= 2 · 6x5 + 3 · 5x4 − 9 · 3x2 + 7 · 2x1 − 8 · 1
= 12x5 + 15x4 − 27x2 + 14x− 8
Por tanto,
f ′(x) = 12x5 + 15x4 − 27x2 + 14x− 8.
La recta tangente en el punto (1, f(1)) = (1,−2) es:
y − (−2) = f ′(1)(x− 1).
Como f ′(1) = 12 · 15 + 15 · 14 − 27 · 12 + 14 · 1− 8 = 6, la recta tangente sera´:
y + 2 = 6(x− 1)⇐⇒ y = 6x− 8.
128
Proposicio´n 9.3.6. La derivada de un polinomio de grado n es un polinomio de
grado n− 1, es decir,(
anx
n + · · ·+ a2x2 + a1x+ a0
)′
= nanx
n−1 + · · ·+ 2a2x+ a1.
Ejemplo 9.3.7. Calcular la derivada de x−1
x2+1
.(
x− 1
x2 + 1
)′
=
(x− 1)′(x2 + 1)− (x− 1)(x2 + 1)′
(x2 + 1)2
=
1 · (x2 + 1)− (x− 1) · 2x
(x2 + 1)2
=
−x2 + 2x+ 1
(x2 + 1)2
9.3.2. Derivadas de algunas funciones
1) La funcio´n exponencial:
d
dx
ex = (ex)′ = ex.
2) La funcio´n logaritmo neperiano:
d
dx
ln(x) =
(
ln(x)
)′
=
1
x
.
3) Las funciones trigonome´tricas:
• d
dx
sin(x) =
(
sin(x)
)′
= cos(x)
• d
dx
cos(x) =
(
cos(x)
)′
= − sin(x)
• d
dx
tg(x) =
(
tg(x)
)′
=
1
cos2(x)
Ejemplo 9.3.8. Calcular la derivada de sin(x) tg(x) + 3 cos(x) y la de x
2+7
sin(x)+cos(x)
.(
sin(x) tg(x) + 3 cos(x)
)′
=
(
sin(x) tg(x)
)′
+
(
3 cos(x)
)′
=
(
sin(x)
)′
tg(x) + sin(x)
(
tg(x)
)′
+ 3
(
cos(x)
)′
= cos(x) tg(x) + sin(x)
1
cos2(x)
− 3 sin(x)
= sin(x) +
tg(x)
cos(x)
− 3 sin(x)
=
tg(x)
cos(x)
− 2 sin(x).
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(
x2 + 7
sin(x) + cos(x)
)′
=
(x2 + 7)′
(
sin(x) + cos(x)
)− (x2 + 7)( sin(x) + cos(x))′(
sin(x) + cos(x)
)2
=
2x
(
sin(x) + cos(x)
)− (x2 + 7) cos(x)− sin(x)(
sin(x) + cos(x)
)2
=
(x2 + 2x+ 7) sin(x)− (x2 − 2x+ 7) cos(x)(
sin(x) + cos(x)
)2
9.3.3. La regla de la cadena
Proposicio´n 9.3.9 (Regla de cadena). Si f es derivable en c y g es derivable en
f(c), entonces g ◦ f es derivable en c y
(g ◦ f)′(c) =
(
g
(
f(c)
))′
= g′
(
f(c)
)
f ′(c).
Ejemplo 9.3.10. Sea h(x) = sin(x2 + x+ pi). Calcular h′(0) y h′(x).
Para aplicar la regla de la cadena, tomemos f(x) = x2 + x + pi, g(y) = sin(y).
As´ı, tenemos h(x) = g
(
f(x)
)
= (g ◦ f)(x).
Por tanto:
h′(0) = (g ◦ f)′(0) = g′(f(0))f ′(0) = g′(02 + 0 + pi)f ′(0)
Como f ′(x) = 2x+ 1 y g′(y) = cos(y), tenemos
h′(0) = (g ◦ f)′(0) = cos(pi) · (2 · 0 + 1) = (−1) · 1 = −1.
En general, tenemos:
h′(x) =
(
g
(
f(x)
))′
= g′
(
f(x)
)
f ′(x) = [cos(x2 + x+ pi)](2x+ 1)
= (2x+ 1) cos(x2 + x+ pi)
Ejemplo 9.3.11. Sea h(x) = esin(x). Calcular h′(0) y h′(x).
Tomamos f(x) = sin(x), g(y) = ey. Tenemos:
f ′(x) = cos(x) g′(y) = ey
Por tanto:
h′(x) =
(
g
(
f(x)
))′
= g′
(
f(x)
)
f ′(x) = esin(x) cos(x).
En particular,
h′(0) = esin(0) cos(0) = e0 · 1 = 1 · 1 = 1.
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Proposicio´n 9.3.12.
•
(
sin
(
u(x)
))′
=
[
cos
(
u(x)
)] · u′(x)
•
(
eu(x)
)′
= eu(x) · u′(x)
Ejemplo 9.3.13. Calcular las derivadas de las funciones
f(x) = tg(7x2 + 9x), g(x) = cos4(x3 + 2x) y h(x) = e(x
2+3x)5 .
En el primer caso, utilizamos que
(
tg(x)
)′
= 1
cos2(x)
.
Por tanto, tenemos:
f ′(x) = tg′(7x2 + 9x) · (7x2 + 9x)′ = 1
cos2(7x2 + 9x) · (14x+ 9)
=
14x+ 9
cos2(7x2 + 9x)
Para la funcio´n g utilizamos que (x4)′ = 4x3:
g′(x) = 4 cos3(x3 + 2x)[cos(x3 + 2x)]′.
Ahora tenemos que seguir derivando cos(x3+2x). Utilizamos el mismo argumento
(teniendo en cuenta ahora que
(
cos(x)
)′
). As´ı, tenemos:
g′(x) = 4 cos3(x3 + 2x)[− sin(x3 + 2x)](x3 + 2x)′
= −4 cos3(x3 + 2x)[sin(x3 + 2x)](3x2 + 2)
= −4(3x2 + 2) sin(x3 + 2x) cos3(x3 + 2x)
Finalmente, para h, como (ex)′ = ex, tenemos:
h′(x) = e(x
2+3x)5
(
(x2 + 3x)5
)′
Por tanto
h′(x) = e(x
2+3x)5
(
(x2 + 3x)5
)′
= e(x
2+3x)5
(
5(x2 + 3x)4(x2 + 3x)′
)
= e(x
2+3x)5
(
5(x2 + 3x)4(2x+ 3)
)
= 5(2x+ 3)(x2 + 3x)4e(x
2+3x)5 .
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9.3.4. Funciones inversas
Proposicio´n 9.3.14. La funcio´n g es inversa de f si y so´lo si se cumple
g ◦ f(x) = x (f inyectiva) y f ◦ g(y) = y (f sobreyectiva)
para todo x ∈ D(f) y para todo y ∈ D(g). En tal caso se denota g = f−1.
Observacio´n 9.3.15.
1) Tenemos que trabajar en un dominio en el que distintos valores de x den
distintos valores de f(x) (f inyectiva), as´ı, eliminamos el problema siguiente:
Sea f(x) = x2. Dado y = 4, tanto x = 2 como x = −2 satisfacen f(x) = 4.
2) Hay puntos y para los que no existe ningu´n x tal que f(x) = y. En el ejemplo
f(x) = x2, basta tomar y = −1.
En general, el dominio de f−1 no es toda la recta real (f no es sobreyectiva).
Observacio´n 9.3.16. Usamos las letras x para la variable de la funcio´n f e y para
su inversa f−1, con el fin de subrayar que la inversa f−1 esta´ definida en los valores
que toma la funcio´n f , y viceversa.
Proposicio´n 9.3.17. La gra´fica de la inversa f−1 es sime´trica de la gra´fica de f
respecto a la recta y = x.
Ejemplo 9.3.18.
Proposicio´n 9.3.19.
 Si f es continua en c, entonces la inversa f−1 es continua en f(c).
 Si f es derivable en c, f ′(c) 6= 0 entonces la inversa f−1 es derivable en f(c).
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Teorema 9.3.20. Si f es derivable en x ∈ D(f), f ′(x) 6= 0, entonces la inversa
f−1 es derivable en f(x) y (
f−1
)′(
f(x)
)
=
1
f ′(x)
.
O bien, denotando f(x) = y, es decir, x = f−1(y)(
f−1
)′
(y) =
1
f ′
(
f−1(y)
) .
Ejemplo 9.3.21.
Ejemplo 9.3.22. Calcular la derivada de ln(y).
La funcio´n ln(y) es inversa de f(x) = ex, con x ∈ R. Como f ′(x) = ex, para
cada y > 0 tenemos: (
ln(y)
)′
=
1
f ′
(
ln(y)
) = 1
eln(y)
=
1
y
Ejemplo 9.3.23. Calcular la derivada de arcsin(y).
La funcio´n que tenemos que derivar es la inversa de f(x) = sin(x), donde x ∈
(−pi
2
, pi
2
).
Como f ′(x) = cos(x) =
√
1− sin2(x), para cada y ∈ (−1, 1) tenemos:(
arcsin(y)
)′
=
1
f ′
(
arcsin(y)
) = 1
cos
(
arcsin(y)
)
=
1√
1− sin2 ( arcsin(y)) = 1√1− y2
Ejemplo 9.3.24. Calcular la derivada de arc cos(y).
La funcio´n que tenemos que derivar es la inversa de f(x) = cos(x), donde x ∈
(0, pi).
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Como f ′(x) = − sin(x) = −√1− cos2(x), para cada y ∈ (−1, 1) tenemos:
(
arc cos(y)
)′
=
1
f ′
(
arc cos(y)
) = − 1
sin
(
arc cos(y)
)
= − 1√
1− cos2 ( arc cos(y)) = − 1√1− y2
Ejemplo 9.3.25. Calcular las derivadas de las funciones xa, ax y xx, donde a, x > 0.
Recordemos que si α, β ∈ R, con α > 0, se tiene αβ = eβ ln(α).
Por la regla de cadena, tenemos:
I (xa)′ =
(
ea ln(x)
)′
= ea ln(x)
(
a ln(x)
)′
= xaa
(
ln(x)
)′
= xaa
(1
x
)
= axa−1
I (xa)′ =
(
ex ln(a)
)′
= ex ln(a)
(
x ln(a)
)′
= ax ln(a)
I (xx)′ =
(
ex ln(x)
)′
= ex ln(x)
(
x ln(x)
)′
= xx
[
(x)′ ln(x) + x
(
ln(x)
)′]
= xx
[
ln(x) + x
1
x
]
=
(
1 + ln(x)
)
xx
9.3.5. Derivadas de funciones definidas “a trozos”
Nota 9.3.26. Si una funcio´n no es continua en un punto, entonces no puede ser
derivable en dicho punto.
Ejemplo 9.3.27. Estudiar la derivabilidad y calcular la derivada, donde exista, de
la funcio´n:
f(x) =

x3 + x2 + 1 si x < 0
|x2 − 1| si x ≥ 0
Para estudiar la derivabilidad lo ma´s recomendable es expresar la funcio´n sin
valor absoluto.
Como x2 − 1 = (x+ 1)(x− 1), entonces:
x2 − 1 ≥ 0 si x ∈ (−∞− 1] ∪ [1,+∞)
x2 − 1 ≤ 0 si x ∈ [−1, 1]
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Por tanto
f(x) =

x3 + x2 + 1 si x < 0
−(x2 − 1) si 0 ≤ x ≤ 1
x2 − 1 si x ≥ 1
I Para x < 0, f ′(x) = (x3 + x2 + 1)′ = 3x2 + 2x.
I Para 0 < x < 1, f ′(x) = (1− x2)′ = −2x.
I Para x > 1, f ′(x) = (x2 − 1)′ = 2x.
Falta estudiar que´ ocurre en los puntos “de empalme”: 0 y 1. En primer lugar,
se prueba fa´cilmente que la funcio´n es continua en ambos:
 Para x = 1,
si x > 1, tenemos:
l´ım
x→1+
f(x)− f(1)
x− 1 = l´ımx→1+
(x2 − 1)− 0
x− 1 = l´ımx→1+
(x− 1)(x+ 1)
x− 1
= l´ım
x→1+
(x+ 1) = 2
Ana´logamente, si x < 1, tenemos:
l´ım
x→1−
f(x)− f(1)
x− 1 = l´ımx→1−
−(x2 − 1)− 0
x− 1 = l´ımx→1−
−(x− 1)(x+ 1)
x− 1
= l´ım
x→1−
−(x+ 1) = −2
Estos l´ımites laterales no coinciden, luego no existe
l´ım
x→1
f(x)− f(1)
x− 1 .
Por tanto, f no es derivable en 1.
 Para x = 0,
si x > 0, tenemos:
l´ım
x→0+
f(x)− f(0)
x− 0 = l´ımx→0+
−(x2 − 1)− 1
x
= l´ım
x→0+
−x2
x
= l´ım
x→0+
(−x) = 0
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si x < 0, tenemos:
l´ım
x→0−
f(x)− f(0)
x− 0 = l´ımx→0−
x3 + x2 + 1− 1
x
= l´ım
x→0−
x3 + x2
x
= l´ım
x→0−
(x2 + x) = 0
Esto nos dice que f es derivable en 0 y que f ′(0) = 0.
En resumen, f es derivable en R− {1}, y
f ′(x) =

3x2 + 2x si x < 0
−2x si 0 ≤ x < 1
2x si x > 1
Ejemplo 9.3.28. Estudiar la derivabilidad y calcular la derivada, donde exista, de
la funcio´n
f(x) =

x sin
(
1
x
)
si x 6= 0
0 si x = 0
Para x 6= 0, f es claramente derivable, y con las reglas de derivacio´n tenemos:
f ′(x) =
(
x sin
(1
x
))′
= (x)′ sin
(1
x
)
+ x
(
sin
(1
x
))′
= sin
(1
x
)
+ x cos
(1
x
)(1
x
)′
= sin
(1
x
)
+ x cos
(1
x
)(
− 1
x2
)
= sin
(1
x
)
− 1
x
cos
(1
x
)
En cuanto a la derivabilidad en x = 0, tenemos:
l´ım
x→0
f(x)− f(0)
x− 0 = l´ımx→0
x sin
(
1
x
)
x
= l´ım
x→0
sin
(1
x
)
pero ya vimos que este l´ımite no existe. Por tanto, f no es derivable en x = 0.
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9.4. El Teorema del Valor Medio
9.4.1. Teorema de Rolle
Teorema 9.4.1 (Rolle). Sea f una funcio´n continua en un intervalo [a, b] y deriv-
able en (a, b). Si f(a) = f(b), entonces existe c ∈ (a, b) tal que
f ′(c) = 0
Observacio´n 9.4.2. Geome´tricamente el Teorema de Rolle dice que en algu´n punto
(c, f(c)) de la gra´fica de f , siendo c intermedio entre a y b, la tangente es horizontal
y paralela, al segmento que une los extremos de la gra´fica.
9.4.2. Teorema del Valor Medio
El siguiente resultado constituye una generalizacio´n del Teorema de Rolle.
Teorema 9.4.3 (Lagrange o Valor Medio o incrementos finitos). Sea f una
funcio´n continua en un intervalo [a, b] y derivable en (a, b), entonces existe c ∈ (a, b)
tal que
f ′(c) =
f(b)− f(a)
b− a
Observacio´n 9.4.4. Geome´tricamente el Teorema de Valor Medio dice que cuando
unimos los puntos (a, f(a)) y (b, f(b)) mediante una gra´fica suave, en algu´n punto
la tangente a la gra´fica es paralela, al segmento que une (a, f(a)) con (b, f(b)).
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9.4.3. Aplicaciones del Teorema del Valor Medio
Ejemplo 9.4.5. Demostrar que | sin(x) − sin(y)| ≤ |x − y| para cualquier par de
nu´meros reales x, y. Deducir el valor de
l´ım
n→+∞
(
sin
(√
n+ 1
)− sin (√n)).
Sean x, y nu´meros reales.
Si x = y, la desigualdad es trivialmente cierta (tenemos el valor 0 en ambos
lados).
Si x 6= y, supongamos, por ejemplo, x < y (el otro caso es igual). Apliquemos el
Teorema del Valor Medio a la funcio´n f(t) = sin(t) en el intervalo [x, y]. Deducimos
que existe c ∈ (x, y) tal que
f(y)− f(x)
y − x =
sin(y)− sin(x)
y − x = f
′(c) = cos(c)
Tomando valor absoluto y recordando que | cos(t)| ≤ 1 para todo t, tenemos:∣∣∣∣sin(y)− sin(x)y − x
∣∣∣∣ =
∣∣ sin(y)− sin(x)∣∣
|y − x| =
∣∣ cos(c)∣∣ ≤ 1
As´ı que,
| sin(x)− sin(y)| ≤ |x− y|
que es la desigualdad que quer´ıamos demostrar.
En cuanto al l´ımite, utilizando la desigualdad anterior, tenemos:∣∣∣ sin (√n+ 1)− sin (√n)∣∣∣ ≤ ∣∣√n+ 1−√n∣∣ = √n+ 1−√n
=
(√
n+ 1−√n)(√n+ 1 +√n)√
n+ 1 +
√
n
=
(√
n+ 1
)2 − (√n)2√
n+ 1 +
√
n
=
n+ 1− n√
n+ 1 +
√
n
=
1√
n+ 1 +
√
n
Por tanto,
l´ım
n→+∞
=
(
sin
(√
n+ 1
)− sin (√n)) = 0.
Ejemplo 9.4.6. Demostrar que arc tg(x) < x para todo x > 0.
Sea f(x) = arc tg(x). Como f(0) = arc tg(0) = 0, resulta que
arc tg(x) = f(x)− f(0).
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Tomemos x > 0 y apliquemos el teorema del Valor Medio en el intervalo [0, x].
Existe c ∈ (0, x) tal que
f ′(c) =
f(x)− f(0)
x− 0 =
f(x)
x
Pero f ′(c) = 1
1+c2
< 1. Por tanto,
f(x)
x
=
1
1 + c2
< 1 =⇒ arc tg(x) = f(x) < x.
Ejemplo 9.4.7. Calcular l´ım
n→+∞
(
3
√
n+ 2− 3√n).
Sea f(x) = 3
√
x. Tenemos 3
√
n+ 2− 3√n = f(n+ 2)− f(n). Para cada n, vamos
a aplicar el Teorema del Valor Medio en el intervalo [n, n+ 2].
Deducimos que existe cn ∈ (n, n+ 2) tal que
f(n+ 2)− f(n)
n+ 2− n =
f(n+ 2)− f(n)
2
= f ′(cn)
=⇒ f(n+ 2)− f(n) = 2f ′(cn)
Como f ′(x) = 1
3
3√
x2
, y n < cn, se tiene
0 < 3
√
n+ 2− 3√n = f(n+ 2)− f(n) = 2f ′(cn)
=
2
3 3
√
c2n
<
2
3
3
√
n2
−−−−−→
n→+∞
0
Por el criterio del sandwich, obtenemos el resultado:
l´ım
n→+∞
(
3
√
n+ 2− 3√n) = 0.
Veamos ahora las dos consecuencias del Teorema de valor Medio que anun-
cia´bamos antes.
Proposicio´n 9.4.8. Sea f una funcio´n derivable en un intervalo I. Si f ′(x) = 0
para todo x ∈ I, entonces f es constante.
Proposicio´n 9.4.9. Sean f, g funciones derivables en un intervalo I tales que
f ′(x) = g′(x) para todo x ∈ I. Entonces existe una constante α tal que
f(x) = g(x) + α
para todo x ∈ I.
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Ejemplo 9.4.10. Demostrar que sin2(x) + cos2(x) = 1 para todo nu´mero real x.
Consideremos f(x) = sin2(x) + cos2(x). Tenemos
f ′(x) = 2 sin(x) cos(x) + 2 cos(x)
(− sin(x)) = 0 ∀ x ∈ R.
Por tanto, gracias a la primera de las proposiciones anteriores, f es constante en
todo la recta real.
Para saber cua´l es la constante, evaluamos f en un punto sencillo, por ejemplo
en x = 0. Tenemos
f(0) = sin2(0) + cos2(0) = 02 + 12 = 1
De lo que se deduce
f(x) = sin2(x) + cos2(x) = 1
para todo nu´mero real x.
Ejemplo 9.4.11. Comprobar que ln(x9) = 9 ln(x) para todo x > 0.
Sea f(x) = ln(x9) y g(x) = 9 ln(x). Tenemos
f ′(x) =
9x8
x9
=
9
x
y g′(x) = 9
1
x
Como f y g tienen la misma derivada en (0,+∞), difieren en una constante, esto
es, existe α tal que
f(x) = ln(x9) = g(x) + α = 9 ln(x) + α
para todo x > 0. Pero, adema´s, tomando x = 1, tenemos
f(1) = ln(19) = ln(1) = 0 y g(1) = 9 ln(1) = 9 · 0 = 0.
Con lo cual,
f(1) = g(1) + α = 0 + α = α =⇒ α = 0.
Luego ln(x9) = 9 ln(x) para todo x > 0.
9.5. Teorema de Cauchy
El siguiente resultado generaliza el Teorema del Valor Medio, tiene intere´s prin-
cipalmente por sus aplicaciones.
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Teorema 9.5.1 (Cauchy). Sean f y g funciones continuas en un intervalo [a, b] y
derivables en (a, b), entonces existe c ∈ (a, b) tal que
f ′(c)
g′(c)
=
f(b)− f(a)
g(b)− g(a)
Nota 9.5.2. El Teorema de Cauchy es el instrumento ba´sico que usaremos a menudo
para el ca´lculo de l´ımites de la forma:
l´ım
x→a
f(x)
g(x)
donde a ∈ R = [−∞,+∞].
Ejemplo 9.5.3. Calcular
l´ım
x→pi
4
esin(x) − ecos(x)
sin(x)− cos(x) .
Hagamos: x = pi
4
+ t, si x→ pi
4
, t→ 0:
l´ım
x→pi
4
esin(x) − ecos(x)
sin(x)− cos(x) = l´ımt→0
esin
(
pi
4
+t
)
− ecos
(
pi
4
+t
)
sin
(
pi
4
+ t
)− cos (pi
4
+ t
)
= l´ım
t→0
esin
(
pi
4
+t
)
− esin
(
pi
4
−t
)
sin
(
pi
4
+ t
)− sin (pi
4
− t)
Aplicando el Teorema de Cauchy a las funciones f(x) = esin(x), g(x) = sin(x) en
el intervalo
[
pi
4
− t, pi
4
+ t
]
, obtenemos que existe c ∈ (pi
4
− t, pi
4
+ t
)
tal que
f(b)− f(a)
g(b)− g(a) =
esin
(
pi
4
+t
)
− esin
(
pi
4
−t
)
sin
(
pi
4
+ t
)− sin (pi
4
− t) = f ′(c)g′(c)
=
esin(c) · cos(c)
cos(c)
= esin(c)
Puesto que c ∈ (pi
4
− t, pi
4
+ t
)
, tenemos que, si t→ 0, c→ pi
4
:
De aqu´ı se deduce:
l´ım
x→pi
4
esin(x) − ecos(x)
sin(x)− cos(x) = l´ımc→pi4
esin(c) = esin(
pi
4
) = e
√
2
2 .
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9.5.1. Regla de L’Hoˆpital (caso 00)
Proposicio´n 9.5.4 (L’Hoˆpital). Sean f y g funciones derivables en el intervalo
(a, b) y supongamos que g y g′ no se anulan en (a, b). Si l´ım
x→a+
f(x) = l´ım
x→a+
g(x) = 0
y l´ım
x→a+
f ′(x)
g′(x) = l, entonces
l´ım
x→a+
f(x)
g(x)
= l´ım
x→a+
f ′(x)
g′(x)
= l,
donde l puede ser un nu´mero real, +∞ o −∞.
Ejemplo 9.5.5. Calcular l´ım
x→0+
sin(x)
x
.
Observemos que el l´ımite pedido es una indeterminacio´n del tipo 0
0
. Apliquemos
la regla de L’Hoˆpital.
l´ım
x→0+
sin(x)
x
= 0
0
l´ım
x→0+
(
sin(x)
)′
(x)′ = l´ımx→0+
cos(x)
1
= 1
 =⇒ l´ımx→0+
sin(x)
x
= l´ım
x→0+
cos(x)
1
= 1.
9.5.2. Regla de L’Hoˆpital (caso ∞∞)
Proposicio´n 9.5.6 (L’Hoˆpital). Sean f y g funciones derivables en el intervalo
(a, b) y supongamos que g y g′ no se anulan en (a, b). Si l´ım
x→0+
f(x) = l´ım
x→0+
g(x) =∞
y l´ım
x→0+
f ′(x)
g′(x) = l, entonces
l´ım
x→0+
f(x)
g(x)
= l´ım
x→0+
f ′(x)
g′(x)
= l,
donde l puede ser un nu´mero real, +∞ o −∞.
Ejemplo 9.5.7. Calcular l´ım
x→0+
ln
(
sin(x)
)
1
x
.
Tenemos una indeterminacio´n del tipo ∞∞ . Apliquemos la regla de L’Hoˆpital. Se
tiene
l´ım
x→0+
ln
(
sin(x)
)
1
x
= l´ım
x→0+
cos(x)
sin(x)
−1
x2
= − l´ım
x→0+
x2 cos(x)
sin(x)
= −( l´ım
x→0+
x cos(x)
) · ( l´ım
x→0+
x
sin(x)
)
= −( l´ım
x→0+
x cos(x)
) ·( 1
l´ım
x→0+
sin(x)
x
)
= −0 · 1 = 0
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Observacio´n 9.5.8. La regla de L’Hoˆpital no solo es va´lida para l´ımites por la
derecha, sino que lo es para todo tipo de l´ımites de funciones: cuando x −→ a+,
x −→ a−, x −→ a, x −→ +∞ y x −→ −∞.
Nota 9.5.9.
1) La condicio´n “g y g′ no se anula en (a, b) es para que tenga sentido hablar de
las funciones f(x)
g(x)
y f
′(x)
g′(x) .
2) Si no tenemos una indeterminacio´n de la forma 0
0
o ∞∞ , en general,
l´ım
x→a
f(x)
g(x)
6= l´ım
x→a
f ′(x)
g′(x)
Por ejemplo,
l´ım
x→1
3x+ 4
2x
=
7
2
6= l´ım
x→1
(3x+ 4)′
(2x)′
= l´ım
x→1
3
2
=
3
2
Ejemplo 9.5.10. Calcular l´ım
x→+∞
ex
x
.
Se trata de una indeterminacio´n del tipo ∞∞ . Aplicamos L’Hoˆpital:
l´ım
x→+∞
ex
x
= l´ım
x→+∞
(ex)′
(x)′
= l´ım
x→+∞
ex
1
= +∞.
Nota 9.5.11. No es raro que tengamos que aplicar la regla de L’Hoˆpital ma´s de una
vez.
Ejemplo 9.5.12. Calcular l´ım
x→0
sin(x)−x
x3
.
Es una indeterminacio´n de la forma 0
0
. Aplicando la regla de L’Hoˆpital, obten-
emos:
l´ım
x→0
sin(x)− x
x3
= l´ım
x→0
cos(x)− 1
3x2
.
Y llegamos de nuevo a una indeterminacio´n de la forma 0
0
. Aplicamos L’Hoˆpital dos
veces ma´s:
l´ım
x→0
cos(x)− 1
3x2
= l´ım
x→0
− sin(x)
6x
= l´ım
x→0
− cos(x)
6
= −1
6
.
Por tanto,
l´ım
x→0
sin(x)− x
x3
= −1
6
.
Observacio´n 9.5.13. Muchas veces, indeterminaciones de la forma ∞−∞ o 0 ·
(±∞), se pueden expresar, mediante alguna sencilla manipulacio´n, de la forma 0
0
o ∞∞ . Esto nos permite utilizar L’Hoˆpital. Otras veces, utilizando la igualdad α
β =
eβ ln(α), podemos trabajar con indeterminaciones de la forma 00, 1∞ o ∞0.
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Ejemplo 9.5.14. Calcular l´ım
x→0+
xx, l´ım
x→+∞
x
1
x y l´ım
x→+∞
(
1 + 1
x
)x
.
Son tres indeterminaciones de la forma 00, 1∞ y ∞0, respectivamente.
En el primer caso, tenemos:
l´ım
x→0+
xx = l´ım
x→0+
ex ln(x) = l´ım
x→0+
e
ln(x)
1
x = l´ım
x→0+
e
1
x
− 1
x2 = l´ım
x→0+
e−x = e0 = 1.
Procedemos de igual forma con los otros dos l´ımites:
l´ım
x→+∞
x
1
x = l´ım
x→+∞
e
1
x
ln(x) = e
l´ım
x→+∞
ln(x)
x
Ahora, por L’Hoˆpital, tenemos
l´ım
x→+∞
ln(x)
x
= l´ım
x→+∞
1
x
1
= l´ım
x→+∞
1
x
= 0.
Luego
l´ım
x→+∞
x
1
x = e0 = 1.
En el u´ltimo,
l´ım
x→+∞
(
1 +
1
x
)x
= l´ım
x→+∞
ex ln
(
1+ 1
x
)
.
Pero, por L’Hoˆpital
l´ım
x→+∞
x ln
(
1 +
1
x
)
= l´ım
x→+∞
ln
(
1 + 1
x
)
1
x
= l´ım
x→+∞
−1
x2
1+ 1
x
−1
x2
= l´ım
x→+∞
1
1 + 1
x
= 1
Por tanto,
l´ım
x→+∞
x ln
(
1 +
1
x
)
= e1 = e.
Proposicio´n 9.5.15. Supongamos que f es derivable en (a, a+δ). Si existe l´ım
x→a+
f ′(x),
entonces f es derivable por la derecha en a y se tiene
f ′+(a) = l´ım
h→0+
f(a+ h)− f(a)
h
= l´ım
x→a+
f ′(x).
Demostracio´n. Obse´rvese que
l´ım
h→0+
f(a+ h)− f(a)
h
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es una indeterminacio´n de tipo 0
0
. Aplicando la regla de L’Hoˆpital, se tiene
l´ım
h→0+
f(a+ h)− f(a)
h
= l´ım
h→0+
f ′(a+ h)
1
= l´ım
h→0+
f ′(a+ h)
Hagamos: x = a+ h, si h −→ 0+, x −→ a+. Por tanto
l´ım
h→0+
f ′(a+ h) = l´ım
x→a+
f ′(x)
As´ı que
l´ım
h→0+
f(a+ h)− f(a)
h
= l´ım
h→0+
f ′(a+ h)
1
= l´ım
x→a+
f ′(x)
lo que prueba el resultado.
Observacio´n 9.5.16. El resultado ana´logo para calcular derivadas por la izquierda
(o derivadas), tambie´n es cierto.
Ejemplo 9.5.17. Estudiar la derivabilidad de la funcio´n f(x) = sin |x|.
Lo primero que debemos hacer es estudiar la continuidad, teniendo en cuenta
que las funciones g(x) = |x| y h(x) = sin(x) son continuas en todo R, se deduce que
f = g ◦ h es continua.
Para estudiar la derivabilidad es conveniente escribir
f(x) =

sin(x) si x ≥ 0
sin(−x) si x < 0
=

sin(x) si x ≥ 0
− sin(x) si x < 0
puesto que la funcio´n seno es derivable, se deduce que f es derivable en (−∞, 0) ∪
(0,+∞) y que se tiene
f ′(x) =

cos(x) si x > 0
− cos(x) si x < 0
Para la derivabilidad en cero aplicamos el resultado anterior, para lo que usamos
l´ım
x→0+
f ′(x) = l´ım
x→0+
cos(x) = 1
l´ım
x→0−
f ′(x) = l´ım
x→0−
(− cos(x)) = −1.
Por tanto, f derivable por la derecha y la izquierda en el punto 0 y se tiene,
f ′+(0) = 1, f
′
−(0) = −1.
Como las derivadas laterales no coinciden, la funcio´n no es derivable en 0.
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Observacio´n 9.5.18. A la hora de aplicar el resultado anterior, hay que tener
cuidado ya que puede ocurrir que no exista el l´ımite
l´ım
x→a+
f ′(x).
y sin embargo la funcio´n s´ı sea derivable por la derecha. (La existencia de f ′+(a) no
garantiza la de l´ım
x→a+
f ′(x), es decir,
∃ l´ım
x→a+
f ′(x) =⇒ ∃f ′+(a)
∃f ′+(a) 6=⇒ ∃ l´ım
x→a+
f ′(x)
)
.
El problema ana´logo tambie´n se puede presentar por la izquierda. Para evitar esto
es mejor estudiar la existencia de derivadas laterales directamente por la definicio´n.
Ejemplo 9.5.19. Estudiar la derivabilidad en cero de la funcio´n
f(x) =
 x
2 sin
(
1
x
)
si x 6= 0
0 si x = 0
Comenzamos estudiando la continuidad en cero, para ello teniendo en cuenta
que
−1 ≤ sin
(1
x
)
≤ 1, ∀ x 6= 0
y que l´ım
x→0
x2 = 0, se tiene
l´ım
x→0
x2 sin
(1
x
)
= 0 = f(0), (F)
por tanto f es continua en 0.
Para la derivabilidad en 0 podemos tratar de aplicar el resultado anterior para
lo cual usamos
f ′(x) = 2x sin
(1
x
)
+ x2 cos
(1
x
)(−1
x2
)
= 2x sin
(1
x
)
− cos
(1
x
)
para todo x 6= 0.
Observamos que ana´logamente a (F), obtenemos
l´ım
x→0
x sin
(1
x
)
= 0.
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La funcio´n x −→ cos
(
1
x
)
en cambio no tiene l´ımite cuando x tiende a cero, ni
por la izquierda ni por la derecha ya que lo que hace es oscilar entre −1 y 1. Esto
implica que no puede existir ninguno de los l´ımites
l´ım
x→0+
f ′(x), l´ım
x→0−
f ′(x)
Veamos que sin embargo, aunque no existe ninguno de los l´ımites laterales de f ′
en cero, la funcio´n f es derivable en 0 y su derivada es cero. Usamos la definicio´n
de derivada que nos da
l´ım
h→0
f(0 + h)− f(0)
h
= l´ım
h→0
h2 sin
(
1
h
)
h
= l´ım
h→0
h sin
(1
h
)
= 0 = f ′(0).
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9.6. Derivadas de orden superior
Definicio´n 9.6.1. Sea f una funcio´n derivable en todos los puntos de un intervalo
I. Si f ′ es derivable en c ∈ I, es decir, si existe y es finito
l´ım
x→c
f ′(x)− f ′(c)
x− c ,
e´ste se designa f ′′(c) y se llama la derivada segunda de f en c.
De igual forma se define la derivada tercera, cuarta, etc., que denotamos f ′′′ o
f (3), f (4), etc. (derivadas sucesivas).
En general, la derivada n−e´sima, f (n), donde n es un nu´mero natural.
Nota 9.6.2. Las derivadas sucesivas de una funcio´n nos permiten aproximar local-
mente la funcio´n por un polinomio.
9.6.1. Desarrollo de Taylor
Definicio´n 9.6.3. Sea n ∈ N y sea f una funcio´n n veces derivable en un punto a.
Llamamos polinomio de Taylor de orden n en a al polinomio
Pn(x) = f(a) +
(x− a)
1!
f ′(a) +
(x− a)2
2 !
f ′′(a) + · · ·+ (x− a)
n
n !
f (n)(a).
Ejemplo 9.6.4. Calcular el polinomio de Taylor de orden 3 de ln(x) en el punto 1.
Por la definicio´n, si denotamos f(x) = ln(x), el polinomio pedido es
P3(x) = f(1) +
(x− 1)
1!
f ′(1) +
(x− 1)2
2 !
f ′′(1) +
(x− 1)3
3 !
f (3)(1).
Por tanto, solamente tenemos que calcular las tres primera derivadas de ln(x) y
evaluarlas en x = 1. Tenemos
f ′(x) =
1
x
, f ′′(x) = − 1
x2
, f (3)(x) =
2
x3
.
Con lo cual,
f(1) = ln(1) = 0, f ′(1) =
1
1
, f ′′(1) = − 1
12
= −1, f (3)(1) = 2
13
= 2.
As´ı que,
P3(x) = 0 + (x− 1)− (x− 1)
2
2
+
(x− 1)3
6
2
= (x− 1)− 1
2
(x− 1)2 + 1
3
(x− 1)3.
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Observacio´n 9.6.5. El polinomio de Taylor de orden n de f en a es el u´nico
polinomio de grado menor o igual que n que coincide con f en a hasta la derivada
n−e´sima, es decir, que cumple
Pn(a) = f(a)
P ′n(a) = f
′(a)
P ′′n (a) = f
′′(a)
P (3)n (a) = f
(3)(a)
...
P (n)n (a) = f
(n)(a)
Nota 9.6.6. El polinomio de Taylor de orden n de f en a “normalmente” tiene
grado n, pero no siempre: si f (n)(a) = 0, entonces su grado es estrictamente menor
que n (ver el ejemplo siguiente).
Ejemplo 9.6.7. Calcular el polinomio de Taylor de orden 5 de cos(x) en el punto
0.
Denotamos g(x) = cos(x), tenemos
g′(x) = − sin(x), g′′(x) = − cos(x), g(3)(x) = sin(x),
g(4)(x) = cos(x), g(5)(x) = − sin(x).
Por tanto,
g(0) = cos(0) = 1, g′(0) = − sin(0) = 0,
g′′(0) = − cos(0) = −1, g(3)(0) = sin(0) = 0,
g(4)(0) = cos(0) = 1, g(5)(0) = − sin(0) = 0.
As´ı, el polinomio de Taylor de orden 5 de cos(x) en 0 es el polinomio
P5(x) = g(0) +
(x− 0)
1!
g′(0) +
(x− 0)2
2 !
g′′(0) +
(x− 0)3
3 !
g(3)(0)
+
(x− 0)4
4 !
g(4)(0) +
(x− 0)5
5 !
g(5)(0).
Por tanto,
P5(x) = 1 +
0
1!
x+
−1
2 !
x2 +
0
3 !
x3 +
1
4 !
x4 +
0
5 !
x5 = 1− x
2
2
+
x4
24
.
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Teorema 9.6.8 (Taylor). Sea n ∈ N y sea f una funcio´n n+ 1 veces derivable en
un intervalo I. Sea a ∈ I y sea Pn el polinomio de Taylor de orden n de f en el
punto a. Entonces, dado x ∈ I, x 6= a, existe un punto c entre a y x tal que
f(x)− Pn(x) = f(x)−
n∑
k=0
(x− a)k
k !
f (k)(a) =
(x− a)n+1
(n+ 1) !
f (n+1)(c).
Observacio´n 9.6.9. El Teorema de Taylor nos dice que el error que cometemos al
sustituir f(x) por Pn(x) es
E(x) =
(x− a)n+1
(n+ 1) !
f (n+1)(c).
En general, no sabemos exactamente cua´l es el punto c. Por ello, tampoco podemos
saber cua´l es exactamente el valor de E(x).
Lo que haremos normalmente es acotar |E(x)| y as´ı lo que tendremos es una
cota del error que estamos cometiendo.
En efecto: Sea K el ma´ximo valor de |f (n+1)(t)| para t entre a y x. Entonces
|E(x)| ≤ K|x− a|
n+1
(n+ 1) !
.
Otras formas de la fo´rmula de Taylor.
Proposicio´n 9.6.10 (Taylor). Si en el Teorema de Taylor anterior hacemos x =
a+ h, entonces existe θ ∈ (0, 1) (c = a+ θh) tal que
f(a+ h)− Pn(a+ h) = f(a+ h)−
n∑
k=0
hk
k !
f (k)(a) =
hn+1
(n+ 1) !
f (n+1)(a+ θh).
Adema´s
l´ım
h→0
E(a+ h)
|h|n = 0.
Si a = 0 (x = h),
f(x)− Pn(x) = f(x)−
n∑
k=0
xk
k !
f (k)(0) =
hn+1
(n+ 1) !
f (n+1)(θh).
Esta u´ltima fo´rmula se conoce como la fo´rmula Mac-Laurin.
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Ejemplo 9.6.11. Dar una cota del error que cometemos al considerar que el valor
del nu´mero e es
1 +
1
1!
+
1
2!
+
1
3!
+
1
4!
+
1
5!
.
(
e =
+∞∑
k=0
1
k !
)
.
Observamos que 1 + 1
1!
+ 1
2!
+ 1
3!
+ 1
4!
+ 1
5!
es exactamente P5(1), donde P5(x) es el
polinomio de Taylor de orden 5 de f(x) = ex en el punto 0. Por tanto se trata de
acotar |f(1)− P5(1)|.
Por el Teorema de Taylor sabemos que existe c ∈ (0, 1) tal que
f(1)− P5(1) = f
(6)(c)
6!
(1− 0)6
Por tanto, teniendo en cuenta que todas las derivadas de ex coinciden con ex, y que
como 0 < c < 1 tenemos 1 < ec < e < 3, deducimos
|f(1)− P5(1)| =
∣∣∣e− (1 + 1
1!
+
1
2!
+
1
3!
+
1
4!
+
1
5!
)∣∣∣
=
∣∣∣f (6)(c)
6!
(1− 0)6
∣∣∣ = ∣∣∣∣ec6!
∣∣∣∣ < 36! = 1240 ≈ 0, 004
9.6.2. Teorema de Cauchy generalizado
Teorema 9.6.12 (Cauchy). Sean f y g funciones derivables con continuidad hasta
el orden n en [a, b] y tales que f (n+1)(x) y g(n+1)(x) existen para todo x ∈ (a, b).
Entonces existe c ∈ (a, b) tal que
f (n+1)(c)
g(n+1)(c)
=
f(b)−
n∑
k=0
(b−a)k
k !
f (k)(a)
g(b)−
n∑
k=0
(b−a)k
k !
g(k)(a)
9.7. Funciones crecientes y decrecientes
Definicio´n 9.7.1. Sea f una funcio´n definida en un intervalo I.
1) Se dice que f es creciente en I si para cualquier par de puntos x1, x2 en I
tales que x1 < x2 se tiene
f(x1) ≤ f(x2)
2) Se dice que f es estrictamente creciente en I si para cualquier par de
puntos x1, x2 en I tales que x1 < x2 se tiene
f(x1) < f(x2)
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3) Se dice que f es decreciente en I si para cualquier par de puntos x1, x2 en
I tales que x1 < x2 se tiene
f(x1) ≥ f(x2)
4) Se dice que f es estrictamente decreciente en I si para cualquier par de
puntos x1, x2 en I tales que x1 < x2 se tiene
f(x1) > f(x2)
Ejemplo 9.7.2. La funcio´n f(x) = x2 es decreciente en (−∞, 0] y creciente en
[0,+∞).
Nota 9.7.3. Las funciones constantes son tanto crecientes como decrecientes.
9.7.1. Una condicio´n suficiente para crecimiento y decrec-
imiento
Gracias al Teorema del Valor Medio, las derivadas nos ayudan a averiguar si una
funcio´n es creciente o decreciente, como se muestra en el siguiente resultado:
Proposicio´n 9.7.4. Sea f una funcio´n derivable en un intervalo I. Se tiene:
1) Si f ′(x) ≥ 0 para todo x de I, entonces f es creciente en I.
2) Si f ′(x) ≤ 0 para todo x de I, entonces f es decreciente en I.
Observacio´n 9.7.5. Si f ′(x) > 0 para todo x de I, entonces f es estrictamente
creciente en I (ana´logo cuando f ′(x) < 0).
Ejemplo 9.7.6. ¿Cua´ntas soluciones tiene la ecuacio´n 2x = cos2(x)?
Consideremos la funcio´n f(x) = 2x − cos2(x). Se trata de contar cua´ntos ceros
tiene.
Como f es continua en toda la recta real y
f(0) = −1 < 0 < pi = f
(pi
2
)
sabemos, por el teorema de Bolzano, que, al menos, se anula en un punto c ∈
(
0, pi
2
)
.
Estudiando el crecimiento y decrecimiento de f , podemos ir ma´s lejos: podemos
decir exactamente en cua´ntos puntos se anula.
Tenemos
f ′(x) = 2− 2( cos(x)) · (− sin(x)) = 2 + 2 cos(x) sin(x) = 2 + sin(2x).
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Por otra parte,
−1 ≤ sin(2x) ≤ 1 =⇒ 1 ≤ f ′(x) = 2 + sin(2x) ≤ 3
As´ı que, f ′(x) > 0 para todo x. Luego f es estrictamente creciente en (−∞,+∞).
Deducimos que la ecuacio´n tiene una solucio´n que, de hecho, pertenece al inter-
valo c ∈
(
0, pi
2
)
.
9.7.2. ¿Do´nde es positiva y do´nde es negativa una funcio´n?
Ejemplo 9.7.7. Determinar do´nde es positivo y do´nde es negativo la funcio´n
f(x) =
x3 + x2 − 2x
x2 − 9
Calculando las ra´ıces del numerador (que son 0,−2 y 1) y del denominador (que
son 3 y −3), deducimos:
f(x) =
x3 + x2 − 2x
x2 − 9 =
x(x+ 2)(x− 1)
(x+ 3)(x− 3)
As´ı, para determinar el signo f solamente tenemos que contar el nu´mero de
factores negativos que aparecen tanto en numerador como en el denominador: el
signo de f sera´ positivo si y solamente si dicho nu´mero es para. Esto es lo que
hacemos en la tabla siguiente:
x −∞ −3 −2 0 1 3 +∞
x − − − + + +
x+ 2 − − + + + +
x− 1 − − − − + +
x+ 3 − + + + + +
x− 3 − − − − − +
f(x) − + − + − +
En conclusio´n, f(x) es negativa en (−∞,−3) ∪ (−2, 0) ∪ (1, 3) y positiva en
(−3,−2) ∪ (0, 1) ∪ (3,+∞).
9.8. Convexidad y concavidad
Definicio´n 9.8.1. Diremos que un subconjunto C de R es convexo si para todo
x, y ∈ C, el segmento que une x con y esta´ contenido en C, es decir, si (1−λ)x+λy ∈
C para todo λ ∈ [0, 1].
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Ejemplo 9.8.2.
I Si C es un intervalo de R, entonces C es un conjunto convexo
I El conjunto C = [−1, 2] ∪ [3, 4] no es convexo.
Definicio´n 9.8.3. Sea D un subconjunto convexo de R y f : D −→ R una funcio´n:
• Se dice que f es convexa si para cada x, y ∈ D y cada λ ∈ [0, 1] se tiene que
f
(
λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y).
• Se dice que f es convexa si para a, x, y ∈ D con a < x < y se tiene
f(x)− f(a)
x− a ≤
f(y)− f(a)
y − a
• La funcio´n f se dice estrictamente convexa si
f
(
λx+ (1− λ)y) < λf(x) + (1− λ)f(y).
para cada x, y ∈ D con x 6= y, para cada λ ∈ (0, 1)
Ejemplo 9.8.4.
Nota 9.8.5.
 La nocio´n de funcio´n convexa tiene su origen en la de conjuntos convexos.
 La funciones convexas son aquellas tales que el recinto del plano que queda
encima de su gra´fica es un conjunto convexo (ve´ase la figura anterior).
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Proposicio´n 9.8.6. La funcio´n f : D −→ R es convexa si y so´lo si su epigrafo
epi(f) = {(x, y) ∈ D × R : f(x) ≤ y}
es convexo en D × R.
Cuando la funcio´n f es derivable, las derivadas son muy u´tiles para estudiar la
convexidad.
Proposicio´n 9.8.7. Las afirmaciones siguientes son equivalentes:
1) f es convexa en el intervalo I.
2) f ′ es creciente en el intervalo I.
3) f ′′ ≥ 0 en el intervalo I.
4) Las rectas tangentes a la gra´fica de f , en el intervalo I, se mantienen “debajo”
de la gra´fica, esto significa que para cada x0 ∈ I
f ′(x0)(x− x0) ≤ f(x)− f(x0)
para cada x ∈ I.
La siguiente figura ilustra el significado de estas afirmaciones:
Ejemplo 9.8.8. Comprobara que f(x) = x3 es convexa en (0,+∞) y deducir que
si a, b > 0 entonces: (a+ b
2
)3
≤ a
3
2
+
b3
2
.
Derivando tenemos f ′(x) = 3X2, f ′′(x) = 6x. Por tanto, f ′′(x) = 6x > 0 si x ∈
(0,+∞). Esto implica que f es convexa en (0,+∞).
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Por la segunda parte, dados dos nu´meros a, b > 0, por ser f convexa,
f
(
(1− λ)a+ λb) ≤ λf(a) + (1− λ)f(b)
para todo λ ∈ [0, 1]. En particular, tomando λ = 1
2
, tenemos
f
(a+ b
2
)
≤ 1
2
f(a) +
1
2
f(b)
es decir, (a+ b
2
)3
≤ a
3
2
+
b3
2
.
El concepto “sime´trico” al de convexidad es el de concavidad.
Definicio´n 9.8.9. La funcio´n f es co´ncava en el intervalo I si para cada par de
puntos x, y ∈ I, se tiene:
f
(
(1− λ)x+ λy) ≥ λf(x) + (1− λ)f(y).
para todo λ ∈ [0, 1].
Proposicio´n 9.8.10. La funcio´n f es co´ncava en I si y solo si −f es convexa en
I.
Naturalmente, la concavidad tiene un comportamiento ana´logo al de la convexi-
dad.
Proposicio´n 9.8.11. Si la funcio´n f es derivable, las afirmaciones siguientes son
equivalentes:
1) f es co´ncava en el intervalo I.
2) f ′ es decreciente en el intervalo I.
3) f ′′ ≤ 0 en el intervalo I.
4) Las rectas tangentes a la gra´fica de f , en el intervalo I, se mantienen “encima”
de la gra´fica, esto significa que para cada x0 ∈ I
f ′(x0)(x− x0) ≥ f(x)− f(x0)
para cada x ∈ I.
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La siguiente figura ilustra el significado de estas afirmaciones:
Ejemplo 9.8.12. Comprobar que la funcio´n f(x) =
√
x es co´ncava en el intervalo
(0,+∞) y deducir, a partir de la ecuacio´n de la recta tangente a la gra´fica de f en
el punto (1, f(1)), que
√
x ≤ x+ 1
2
para todo x > 0.
En primer lugar, f ′(x) = 1
2
x−
1
2 , f ′′(x) = −1
4
x−
3
2 . As´ı, f ′′(x) < 0 si x ∈ (0,+∞),
luego f es co´ncava en (0,+∞).
La recta tangente a la gra´fica de f en el punto (1, f(1)) = (1, 1) es:
y = f ′(1)(x− 1) + f(1)
que, sustituyendo f ′(1) y f(1) por sus valores, se transforma en la siguiente ecuacio´n:
y =
1
2
(x− 1) + 1.
Como f es co´ncava en (0,+∞), esta recta tangente esta´ por encima de la gra´fica de
f . Por tanto,
f(x) ≤ 1
2
(x− 1) + 1 = x+ 2
2
para todo x > 0, luego √
x ≤ x+ 1
2
para todo x > 0.
Definicio´n 9.8.13. Sea f : (a, b) ⊂ R −→ R y c ∈ (a, b). Se dice que f tiene un
punto de inflexio´n en c si existe δ > 0 tal que
o bien f es convexa en (c− δ, c) y co´ncava en (c, c+ δ)
o bien f es co´ncava en (c− δ, c) y convexa en (c, c+ δ).
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Nota 9.8.14. Los puntos puntos de inflexio´n, son los puntos en los que la funcio´n
pasa de ser co´ncava a ser convexa, o viceversa.
Como consecuencia del punto 3 de las caracterizaciones de convexidad y con-
cavidad, tenemos La condicio´n necesaria para la existencia de punto de inflexio´n
siguiente:
Proposicio´n 9.8.15. Si c es un punto de inflexio´n, entonces f ′′(c) = 0.
Ejemplo 9.8.16. Estudiar la convexidad y la concavidad de f(x) = x4 − 8x2 + 8.
Tenemos f ′(x) = 4x3 − 16x y f ′′(x) = 12x2 − 16.
As´ı,
f ′′(x) = 0⇐⇒ 12x2 − 16 = 0⇐⇒ x2 = 16
12
⇐⇒ x = 2
√
3
3
o x = −2
√
3
3
.
Adema´s,
f ′′ ≤ 0 en
[
− 2
√
3
3
,
2
√
3
3
]
=⇒ f es co´ncava en
[
− 2
√
3
3
,
2
√
3
3
]
f ′′ ≥ 0 en
(
−∞, 2
√
3
3
]⋃[2√3
3
,+∞
)
=⇒ f es convexa en
(
−∞, 2
√
3
3
]⋃[2√3
3
,+∞
)
.
Claramente, los puntos −2
√
3
3
y 2
√
3
3
son puntos de inflexio´n.
9.9. Ma´ximos y Mı´nimos locales
Definicio´n 9.9.1. Sea f una funcio´n definida en un intervalo I, c ∈ I.
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Se dice que f alcanza un ma´ximo local (o relativo) en c si existe algu´n δ > 0
tal que
f(x) ≤ f(c), para todo x ∈ (c− δ, c+ δ) ⊂ I.
(c es un ma´ximo local de f en I).
Ana´logamente, se dice que f alcanza un mı´nimo local en c si existe algu´n δ > 0
tal que
f(c) ≤ f(x), para todo x ∈ (c− δ, c+ δ) ⊂ I.
(c es un mı´nimo local de f en I).
Definicio´n 9.9.2. Se dice que c ∈ I es un extremo local o (relativo) de una
funcio´n f si c es un ma´ximo local o un mı´nimo local de f en I.
9.9.1. Condicio´n necesaria de extremos locales
La derivada es una herramienta excelente para encontrar los extremos locales,
gracias al Teorema del Valor Medio, obtenemos el resultado siguiente:
Proposicio´n 9.9.3 (Primer orden). Sea f una funcio´n definida en un intervalo
I y derivable en el punto c ∈ I.
Si c es un extremo local de f , entonces f ′(c) = 0.
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Nota 9.9.4. Si una funcio´n es derivable en I y queremos encontrar sus extremos
locales, solo tenemos que buscarlos entre los ceros de la derivada.
Teorema 9.9.5. Sea D ⊂ R un conjunto abierto y convexo. Sea f : D ⊂ R −→ R
una funcio´n convexa y derivable en un punto c ∈ D. Entonces,
la funcio´n f admite un mı´nimo local en c si y so´lo si f ′(c) = 0
Definicio´n 9.9.6. Decimos que c ∈ I es un punto cr´ıtico de f , si f ′(c) = 0.
Observacio´n 9.9.7. ¡OJO! Un punto cr´ıtico puede no ser extremo (por ejemplo el
punto x = 0 para la funcio´n f(x) = x3).
Proposicio´n 9.9.8 (Segundo orden). Sea f una funcio´n definida en un intervalo
I, dos veces derivable en c ∈ I, donde c ∈ I un punto cr´ıtico de f .
1) Si f tiene un mı´nimo local en c, entonces f ′′(c) ≥ 0.
2) Si f tiene un ma´ximo local en c, entonces f ′′(c) ≤ 0.
Ejemplo 9.9.9.
Dada la funcio´n f(x) = cos(x) definida en el intervalo [0, pi]. Sabemos que f
alcanza su ma´ximo en c = 0 y su mı´nimo en c′ = pi, puesto que | cos(x)| ≤ 1.
Como f ′(x) = − sin(x) y f ′′(x) = − cos(x), se tiene que
f ′′(0) = −1 ≤ 0 y f ′′(pi) = 1 ≥ 0.
Observacio´n 9.9.10. Si f tiene (por ejemplo) un ma´ximo local en c y f ′′(c) existe,
esto no garantiza que f ′′(c) sea negativa (f ′′(c) < 0), ya que podr´ıa perfectamente
anularse (f ′′(c) = 0).
Por ejemplo, con la funcio´n dada por f(x) = −x4, (c = 0).
9.9.2. Condicio´n suficiente de extremos locales
Proposicio´n 9.9.11. Sea f una funcio´n definida en un intervalo I, sean a, b, c
puntos de I tales que a < c < b. Tenemos:
f decreciente en (a, c]
f creciente en [c, b)
 =⇒ f tiene un mı´nimo local en c
f creciente en (a, c]
f decreciente en [c, b)
 =⇒ f tiene un ma´ximo local en c
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Ejemplo 9.9.12. Encontrar intervalos de crecimiento, decrecimiento, ma´ximos y
mı´nimos locales de la funcio´n f(x) = x3 − 3x2 + 3.
La funcio´n es un polinomio, por tanto, es continua y derivable en toda la recta
real. Calculemos su derivada:
f ′(x) = 3x2 − 6x = 3x(x− 2).
El signo de f ′ nos indica do´nde crece y do´nde decrece la funcio´n f .
• Puntos cr´ıticos de f : 0 y 2
• f ′ ≥ 0 en (−∞, 0] =⇒ f creciente en (−∞, 0]
• f ′ ≤ 0 en [0, 2] =⇒ f decreciente en [0, 2]
• f ′ ≥ 0 en [2,+∞) =⇒ f creciente en [2,+∞)
Podemos representar la informacio´n que tenemos del siguiente modo:
Vemos claramente cua´les son los extremos locales:
f creciente en (−∞, 0]
f decreciente en [0, 2]
 =⇒ f tiene un ma´ximo local en 0
f decreciente en [0, 2]
f creciente en [2,+∞)
 =⇒ f tiene un mı´nimo local en 2
Ahora sustituimos para calcular f(0) y f(2). Obtenemos f(0) = 3 y f(2) = −1.
Ejemplo 9.9.13. Encontrar los intervalos de crecimiento, decrecimiento, ma´ximos
y mı´nimos locales de la funcio´n f(x) = 1
x2−4 .
La funcio´n f(x) es una funcio´n racional (es un cociente de polinomios), por tanto,
continua y derivable en su dominio, que es toda la recta real excepto los puntos 2 y−2
(las ra´ıces del denominador). Es decir, su dominio es (−∞,−2)∪ (−2, 2)∪ (2,+∞).
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Calculemos la derivada de f :
f ′(x) =
−2x
(x2 − 4)2 .
La funcio´n f ′ tiene el mismo dominio de definicio´n que f , es decir,
(−∞,−2) ∪ (−2, 2) ∪ (2,+∞)
y tambie´n es continua.
Observamos que:
f ′(x) = 0⇐⇒ −2x
(x2 − 4)2 = 0⇐⇒ −2x = 0⇐⇒ x = 0
Luego el u´nico punto cr´ıtico de f es 0.
Analizando el signo de f ′ tenemos:
• f ′ ≥ 0 en (−∞,−2) =⇒ f creciente en (−∞,−2)
• f ′ ≥ 0 en (−2, 0] =⇒ f creciente en (−2, 0]
• f ′ ≤ 0 en [0, 2) =⇒ f decreciente en [0, 2)
• f ′ ≤ 0 en (2,+∞) =⇒ f decreciente en (2,+∞)
Esquema´ticamente, recogemos la informacio´n obtenida hasta ahora en el sigu-
iente gra´fico:
En visto de esto:
f creciente en (−2, 0]
f decreciente en [0, 2)
 =⇒ f tiene un ma´ximo local en 0
Sabemos que la funcio´n f es creciente en (−∞,−2), pero para saber que´ valores
toma, hemos de calcular el l´ımite de f en los extremos del intervalo, es decir, debemos
calcular l´ım
x→−∞
f(x) y l´ım
x→−2−
f(x). Lo mismo hemos de hacer en los otros intervalos.
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Tenemos:
l´ım
x→−∞
f(x) = l´ım
x→−∞
1
x2 − 4 =
1
+∞ = 0
l´ım
x→−2−
f(x) = l´ım
x→−2−
1
x2 − 4 =
1
0
(indeterminacio´n)
Analicemos con cuidado el l´ımite anterior. Tenemos x2 − 4 = (x + 2)(x − 2), por
tanto,
l´ım
x→−2−
(x2 − 4) = 0
x2 − 4 > 0 si x < −2
 =⇒ l´ımx→−2− 1x2 − 4 = +∞
Ana´logamente,
l´ım
x→−2+
(x2 − 4) = 0
x2 − 4 < 0 si − 2 < x < 2
 =⇒ l´ımx→−2+ 1x2 − 4 = −∞
De igual forma,
l´ım
x→2−
1
x2 − 4 = −∞ y l´ımx→2+
1
x2 − 4 = +∞
Por u´ltimo,
l´ım
x→+∞
1
x2 − 4 =
1
+∞ = 0.
Recogemos esquema´ticamente esta informacio´n en el siguiente gra´fico:
Proposicio´n 9.9.14. Sea f una funcio´n definida en un intervalo I, dos veces deriv-
able en c ∈ I, donde c ∈ I un punto cr´ıtico de f .
1) Si f ′′(c) > 0, entonces f tiene en c un mı´nimo local.
2) Si f ′′(c) < 0, entonces f tiene en c un ma´ximo local.
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Nota 9.9.15. Si en algu´n momento olvidamos si se da el mı´nimo con f ′′(c) > 0
o con f ′′(c) < 0, una forma fa´cil de recordar es pensado en la funcio´n f(x) = x2.
Evidentemente, tiene un mı´nimo en x = 0 y f ′′ ≡ 2 > 0.
Observacio´n 9.9.16. La Proposicio´n 9.9.11 es ma´s simple de usar ya que no se
calcula la derivada segunda, adema´s evita el problema siguiente: ¿que´ ocurre si
f ′′(c) = 0?.
Proposicio´n 9.9.17. Sea f una funcio´n con derivada de orden n en un intervalo
I en cuyo interior esta´ el punto a y tal que f (n) es continua en a, f (n)(a) 6= 0 y
f ′′(a) = f ′′′(a) = · · · = f (n−1)(a) = 0. Entonces:
1) Si f ′(a) = 0, f (n)(a) > 0 y n es par, entonces f tiene en a un mı´nimo local.
2) Si f ′(a) = 0, f (n)(a) < 0 y n es par, entonces f tiene en a un ma´ximo local.
3) Si n es impar (f (n)(a) 6= 0), entonces f tiene en a un punto de inflexio´n.
Es decir:
f ′(a) = 0 =⇒

f ′′(a) > 0 mı´nimo local
f ′′(a) < 0 ma´ximo local
f ′′(a) = 0 =⇒

f ′′′(a) 6= 0 punto de inflexio´n
f ′′′(a) = 0 =⇒

f (4)(a) > 0 mı´nimo local
f (4)(a) < 0 ma´ximo local
f (4)(a) = 0 · · · · · ·
9.10. Extremos absolutos
Definicio´n 9.10.1. Sea f una funcio´n definida en un conjunto D que contiene al
nu´mero c. Entonces
1) f tiene un ma´ximo global ( o absoluto) en x = c si
f(x) ≤ f(c) para todo x ∈ D
2) f tiene un mı´nimo global ( o absoluto) en x = c si
f(c) ≤ f(x) para todo x ∈ D
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Los ma´ximos y mı´nimos absolutos, denominados colectivamente extremos absolu-
tos, especialmente cuando queremos evitar toda posible confusio´n con los extremos
relativos.
Ejemplo 9.10.2. La funcio´n f(x) = x2 tiene en x = 0 un mı´nimo absoluto, pues
0 = f(0) ≤ f(x) = x2
para todo x ∈ R. Sin embargo, f no tiene ma´ximo absoluto, ya que no esta´ acotada
superiormente.
En el intervalo [−2, 2] la funcio´n f s´ı tiene un ma´ximo absoluto. Esta´ claro que:
f(x) = x2 ≤ 4 = f(−2) = f(2)
para todo x ∈ [−2, 2]. Esto nos dice que, en el intervalo [−2, 2], la funcio´n f alcanza
su ma´ximo absoluto en los puntos −2 y 2.
9.10.1. ¿Co´mo determinar los extremos absolutos en un in-
tervalo I?
Supongamos que f tiene un extremo absoluto en c.
Si c no es punto extremo del intervalo I (por ejemplo, I = [a, b], c /∈ {a, b}),
entonces f tiene tambie´n un extremo local en c.
Por tanto segu´n la Proposicio´n 9.9.3, si f es derivable en c se debe cumplir
f ′(c) = 0.
Nota 9.10.3. En el argumento anterior es importante el hecho de que c no sea un
extremo del intervalo I. No´tese que en el Ejemplo 9.10.2 la funcio´n tiene extremos
absolutos en −2 y en 2 (I = [−2, 2]) y, sin embargo, no son puntos cr´ıticos.
Como se ve, la derivada es una herramienta excelente para encontrar los extremos
absolutos de una funcio´n. Solamente hay un caso en que no nos puede ayudar:
cuando no existe.
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Nota 9.10.4. Dada una funcio´n f en un intervalo I, para encontrar sus extremos
absolutos debemos buscar entre:
1) Los puntos cr´ıticos (aquellos puntos en que la funcio´n es derivable y su deriva-
da es 0).
2) Los extremos del intervalo I (si pertenecen a I, por supuesto).
3) Los puntos en que la funcio´n f no es derivable (si es que existe alguno).
Observacio´n 9.10.5. ¡Ojo! Hemos dicho que tenemos que buscar los extremos
“entre” estos puntos, esto es, de los dema´s podemos olvidarnos, pero en ningu´n
momento hemos dicho que estos puntos tengan necesariamente que ser extremos:
pueden serlo o no.
Ejemplo 9.10.6. Hallar el ma´ximo y el mı´nimo de la funcio´n f(x) = |x−1|
ex
en el
intervalo [−3, 3].
En primer lugar, notemos que la existencia de ma´ximos y mı´nimos esta´ garanti-
zada puesto que f es una funcio´n continua en el intervalo cerrado y acotado [−3, 3]
(ve´ase el Teorema de Weierstrass 8.5.1).
Para saber que´ valor toman y do´nde se alcanzan estos extremos, utilizamos la
derivada.
Observemos que
f(x) =
|x− 1|
ex
=

1−x
ex
si x ∈ [−3, 1]
x−1
ex
si x ∈ [1, 3]
Por tanto, f es derivable en todos los puntos salvo, quiza´, en x = 1. Calculamos
f ′. Tenemos:
f ′(x) =

x−2
ex
si x ∈ [−3, 1)
2−x
ex
si x ∈ (1, 3]
As´ı, el u´nico punto cr´ıtico es x = 2. Por tanto, tenemos que los extremos absolutos
de f se tienen que alcanzan en alguno de los puntos siguientes:
• El punto x = 2 (punto cr´ıtico de f).
• El punto x = 1 (punto en el que quiza´s la funcio´n f no sea derivable).
• Los puntos x = −3 y x = 3 (extremos del intervalo).
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Evaluemos f en esos puntos:
f(2) =
1
e2
, f(1) = 0, f(−3) = 4e4 y f(3) = 2
e3
.
El ma´ximo de estos valores es f(−3) = 4e4 y el mı´nimo, f(1) = 0. Por tanto,
estos son los valores ma´ximos y mı´nimos de la funcio´n f en el intervalo [−3, 3], y se
alcanzan en los puntos x = −3 y x = 1, respectivamente.
Ejemplo 9.10.7. Hallar, si existen, los extremos absolutos de f(x) = ln(x)
x
.
La funcio´n f esta´ definida y es derivable en el intervalo abierto (0,+∞). Por
tanto, si tiene algu´n extremo absoluto, lo alcanza en un punto cr´ıtico.
Tenemos:
f ′(x) =
(
ln(x)
)′
x− ( ln(x))(x)′
x2
=
1
x
· x− ln(x) · 1
x2
=
1− ln(x)
x2
De modo que
f ′(x) = 0⇐⇒ 1− ln(x)
x2
= 0⇐⇒ 1− ln(x) = 0
⇐⇒ 1 = ln(x)⇐⇒ x = e.
Luego el u´nico posible punto de extremo absoluto es e.
Como el intervalo no es un cerrado y acotado, no podemos utilizar el Teore-
ma de Weierstrass 8.5.1. Con lo cual, en principio, no tenemos asegurado que f
alcance ma´ximo o mı´nimo. No queda ma´s remedio que estudiar el crecimiento y
decrecimiento de la funcio´n.
Como f ′ es continua y solo se anula en e, su signo es constante en los intervalos
(0, e) y (e,+∞) (Teorema de Bolzano). Evaluando en algu´n punto de cada uno de
estos intervalos, por ejemplo en x = 1 y x = e2, deducimos que:
f ′ ≥ 0 en (0, e] y f ′ ≤ 0 en [e,+∞)
Por tanto,
f creciente en (0, e]
f decreciente en [e,+∞)
 =⇒ f tiene un ma´ximo absoluto en x = e
Luego
f(x) =
ln(x)
x
≤ f(e) = 1
e
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para todo x ∈ (0,+∞).
Por otra parte, f no tiene mı´nimo absoluto, ya que
l´ım
x→0+
f(x) = l´ım
x→0+
ln(x)
x
= (−∞) · (+∞) = −∞.
Teorema 9.10.8. Sea D ⊂ R un conjunto convexo.
Si la funcio´n f : D ⊂ R −→ R es convexa y c ∈ D es un mı´nimo local de f ,
entonces c es mı´nimo global de f .
Adema´s, si la funcio´n f es estrictamente convexa, el mı´nimo es u´nico.
Proposicio´n 9.10.9. Sean D un abierto convexo de R, y f : U −→ R convexa.
Supongamos que f es derivable en c ∈ D, y que f ′(c) = 0. Entonces f tiene un
mı´nimo absoluto en c.
Nota 9.10.10. Sea I un intervalo abierto de R. Si f : I −→ R es convexa, entonces
f es continua.
Si I es cerrado, la convexidad no implica la continuidad sobre I, ejemplo, la
funcio´n
f(x) =

x2 si x ∈ [−1, 1]− {0}
1 si x = 0
Proposicio´n 9.10.11. Sea D ⊂ R un convexo cerrado no vac´ıo y f : D −→
(−∞,+∞] una funcio´n convexa, continua y f 6≡ +∞ tal que
l´ım
x∈D
|x|→∞
f(x) = +∞ (ninguna hipo´tesis si D es acotado).
Entonces f alcanza su mı´nimo sobre D.
9.10.2. Aplicaciones: “Maximizar” y “Minimizar”
Hemos aprendido a localizar extremos absolutos. Esto tiene gran cantidad de
aplicaciones, pues muchos problemas pra´cticos se formulan en te´rminos de ma´ximos
y mı´nimos. Pensemos, por ejemplo, que habitualmente se quiere “maximizar” los
beneficios y “minimizar” los costes.
Ejemplo 9.10.12. Un fabricante hace latas de aluminio de forma cil´ındrica, de 16
cm3 de volumen. Hallar las dimensiones de la lata para que la cantidad de material
empleada sea mı´nima.
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Denotemos r al radio de la base y h a su altura. El volumen sera´:
V (r) = 16 = pir2h
y su superficie (la de tapas ma´s la superficie lateral)
S(r) = 2(pir2) + 2pirh
Si despejamos h en la primera igualdad, tenemos
16 = pir2h⇐⇒ h = 16
pir2
Sustituyendo h en la expresio´n de la superficie, nos queda
S(r) = 2(pir2) + 2pir
16
pir2
= 2pir2 +
32
r
Por tanto, se trata de encontrar el mı´nimo de la funcio´n
S(r) = 2pir2 +
32
r
,
donde, naturalmente, r ∈ (0,+∞).
Calculemos la derivada:
S ′(r) = 4pir − 32
r2
=
4pir3 − 32
r2
.
Por tanto,
S ′(r) = 0⇐⇒ 4pir
3 − 32
r2
= 0⇐⇒ 4pir3 = 32⇐⇒ r = 3
√
8
pi
Luego, si S tiene mı´nimo absoluto en (0,+∞), solamente puede alcanzarlo en
r0 =
3
√
8
pi
. A partir del signo de S ′ confirmamos que, efectivamente, S alcanza su
ma´ximo en r0 =
3
√
8
pi
, pues S ′ < 0 en (0, r0) y S ′ > 0 en (r0,+∞). La altura
correspondiente es
h0 =
16
pir20
=
16
pi
(
3
√
8
pi
)2 = 2 3
√
8
pi
Luego la lata tendra´ las dimensiones siguientes:
radio de la base:
r0 =
3
√
8
pi
cm ≈ 1, 36 cm
altura:
h0 = 2
3
√
8
pi
cm ≈ 2, 72 cm
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Ejemplo 9.10.13. Una ventana de forma rectangular, rematada por un arco de
medio punto, tiene u per´ımetro de 12 metros. ¿Cua´les deben ser sus dimensiones
para que su superficie sea lo mayor posible?
Denotemos x al ancho de la ventana e y a la altura del recta´ngulo. El per´ımetro
es
12 =
2pi
(
x
2
)
2
+ 2y + x
y su a´rea
A(x) = xy +
pi
(
x
2
)2
2
.
Si despejamos y en la primera igualdad, obtenemos
12 = pi
x
2
+ 2y + x =⇒ y = 1
2
(
12− x− pix
2
)
= 6− 1
2
(
1 +
pi
2
)
x.
Por tanto, sustituyendo y en la expresio´n del a´rea, vemos que lo que queremos
es obtener el ma´ximo de la funcio´n
A(x) = x
(
6− 1
2
(
1 +
pi
2
)
x
)
+
pi
(
x
2
)2
2
= 6x−
(1
2
+
pi
8
)
x2
donde, naturalmente, x ∈ (0,+∞). La gra´fica de A es una para´bola “hacia abajo”,
luego alcanza su ma´ximo en su u´nico punto cr´ıtico. Vamos a calcularlo:
A′(x) = 6− 2
(1
2
+
pi
8
)
x.
Por tanto,
A′(x) = 0⇐⇒ 6− 2
(1
2
+
pi
8
)
x = 0⇐⇒ x = 6
2
(
1
2
+ pi
8
) = 24
4 + pi
≈ 3, 36.
Con lo que x0 =
24
4+pi
≈ 3, 36 ha de ser el ancho de la ventana (en metros).
La altura del recta´ngulo correspondiente es:
y0 = 6− 1
2
(
1 +
pi
2
)
x0 = 6− 1
2
(
1 +
pi
2
) 24
4 + pi
=
12
4 + pi
≈ 1, 68.
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De modo que la ventana debe tener las dimensiones siguientes:
Ancho:
x0 =
24
4 + pi
≈ 3, 36 m
Altura:
y0 =
12
4 + pi
≈ 1, 68 m
9.11. As´ıntotas
Definicio´n 9.11.1. Una as´ıntota es una recta a la que se va aproximando una
curva. Hay tres tipos de as´ıntotas:
1) Decimos que la recta x = a es una as´ıntota vertical de la gra´fica de la
funcio´n f si se cumple alguna de las igualdades siguientes:
l´ım
x→a+
f(x) = ±∞ o l´ım
x→a−
f(x) = ±∞
(o ambas igualdades a la vez).
2) Decimos que la recta y = l es una as´ıntota horizontal de la gra´fica de la
funcio´n f si
l´ım
x→+∞
f(x) = l o l´ım
x→−∞
f(x) = l
3) Decimos que la recta y = mx + b es una as´ıntota oblicua de la gra´fica de
la funcio´n f si
l´ım
x→+∞
[
f(x)− (mx+ b)] = 0 o l´ım
x→−∞
[
f(x)− (mx+ b)] = 0
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Nota 9.11.2. Si una funcio´n admite una as´ıntota oblicua, entonces l´ım
x→+∞
f(x) =
+∞. Pero esto no basta, por ejemplo, f(x) = x2 verifica la igualdad anterior y no
tiene as´ıntotas oblicuas.
Proposicio´n 9.11.3. La recta y = mx+ b es as´ıntota de la gra´fica de f en +∞ si
y solamente si
l´ım
x→+∞
f(x)
x
= m y l´ım
x→+∞
[
f(x)−mx] = b
Ana´logamente, para −∞.
Ejemplo 9.11.4. Hallar las as´ıntotas de la funcio´n f(x) = 3x
2−x+2
x−1 .
La funcio´n es continua en (−∞, 1) ∪ (1,+∞). Estudiemos los l´ımites en los
extremos de los intervalos.
l´ım
x→1−
3x2 − x+ 2
x− 1 =
4
0
(indeterminacio´n).
Como x− 1 < 0 si x < 1, tenemos
l´ım
x→1−
3x2 − x+ 2
x− 1 = −∞.
Luego x = 1 es una as´ıntota vertical. Ana´logamente,
l´ım
x→1+
3x2 − x+ 2
x− 1 = +∞.
Luego x = 1 es tambie´n una as´ıntota vertical cuando “nos acercamos a x = 1 desde
la derecha”, pero observemos que ahora acercamos “al otro extremo de la recta”.
Veamos que´ ocurre en +∞ y en −∞.
l´ım
x→+∞
3x2 − x+ 2
x− 1 = l´ımx→+∞
3x− 1 + 2
x
1− 1
x
=
3(+∞)− 1 + 0
1− 0 = +∞.
l´ım
x→−∞
3x2 − x+ 2
x− 1 = l´ımx→+∞
3x− 1 + 2
x
1− 1
x
=
3(−∞)− 1 + 0
1− 0 = −∞.
Como los l´ımites de f cuando x −→ +∞ y x −→ −∞ son infinitos, no hay as´ıntotas
horizontales. ¿Habra´ as´ıntotas oblicuas?. Tenemos que calcular el l´ımite de f(x)
x
en
+∞ y en −∞.
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I En +∞, tenemos
l´ım
x→+∞
f(x)
x
= l´ım
x→+∞
3x2 − x+ 2
x(x− 1) = l´ımx→+∞
3− 1
x
+ 2
x2
1− 1
x
= 3
l´ım
x→+∞
[
f(x)− 3x] = l´ım
x→+∞
(
3x2 − x+ 2
x− 1 − 3x
)
= l´ım
x→+∞
(
2x+ 2
x− 1
)
= l´ım
x→+∞
(
2 + 2
x
1− 1
x
)
= 2
Luego y = 3x+ 2 es una as´ıntota de f cuando x −→ +∞.
I Ana´logamente se comprueba que tambie´n es una as´ıntota de f
cuando x −→ −∞.
Ejemplo 9.11.5. Estudiar si la gra´fica de f(x) = e−
1
x tiene as´ıntotas.
La funcio´n f esta´ definida y continua en (−∞, 0) ∪ (0,+∞). Hallemos el l´ımite
en los extremos de estos intervalos. Tenemos:
l´ım
x→0+
e−
1
x = e
l´ım
x→0+
(
− 1
x
)
= e−∞ = 0
l´ım
x→0−
e−
1
x = e
l´ım
x→0−
(
− 1
x
)
= e+∞ = +∞
l´ım
x→+∞
e−
1
x = e
l´ım
x→+∞
(
− 1
x
)
= e0 = 1
l´ım
x→−∞
e−
1
x = e
l´ım
x→−∞
(
− 1
x
)
= e0 = 1
Por tanto, x = 0 es una as´ıntota vertical e y = 1 una as´ıntota horizontal.
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9.12. Esquema-Resumen para la representacio´n gra´fi-
ca de funciones
1) Determinar el dominio de f y expresarlo como unio´n de intervalos.
2) Estudiar si la gra´fica de f tiene algu´n tipo de simetr´ıa (ve´ase Nota al final).
3) Estudiar la continuidad de f y ver que´ ocurre en los puntos de discontinuidad.
4) Estudiar el comportamiento de f al acercarnos a los extremos de los intervalos
que componen su dominio. En particular, en +∞ y −∞. As´ıntotas.
5) Determinar los puntos de corte con los ejes (f(0) y soluciones de f(x) = 0).
6) Si f es una funcio´n definida a trozos, estudiarla en cada trozo. Hay que ser
especialmente cuidados en los “empalmes”.
7) Estudiar f ′: ¿do´nde existe?, ¿que´ signo tiene?, puntos cr´ıticos . . . Esto permite
obtener:
• Intervalos de crecimiento y decrecimiento de f .
• Extremos locales.
8) Estudiar f ′′: ¿do´nde existe?, ¿que´ signo tiene?, ¿do´nde se anula?. Esto permite:
• Saber si los puntos cr´ıticos son ma´ximos o mı´nimos locales.
• Obtener los intervalos de convexidad y concavidad.
• Encontrar los puntos de inflexio´n.
9) Elaborar una tabla resumiendo la informacio´n obtenida y evaluando f en al-
gunos puntos clave (extremos locales, puntos de inflexio´n . . .).
10) Dibujar la gra´fica.
Nota 9.12.1. Hay dos simetr´ıas muy conocidas:
1) Si f es par, es decir, f(x) = f(−x) para todo x, entonces la gra´fica f es
sime´trica respecto del eje OY (por ejemplo, los polinomios que tiene solamente
exponentes pares, o la funcio´n coseno).
2) Si f es impar, es decir, f(−x) = −f(x) para todo x, entonces la gra´fica de f es
sime´trica respecto del origen (por ejemplo, los polinomios que tienen solamente
exponentes impares, o la funcio´n seno).
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Cap´ıtulo 10
Integracio´n
10.1. ¿Que´ es la integral de una funcio´n?
La integral es una herramienta matema´tica que sirve, principalmente, para de-
terminar a´reas y volu´menes.
Por geometr´ıa elemental sabemos cua´l es el a´rea de algunas figuras del plano,
como por ejemplo, la de un recta´ngulo, la de un tria´ngulo, la de un c´ırculo, etc. Pero
si tenemos una figura plana distinta de estas, ¿co´mo determinar su a´rea? Aqu´ı es
donde aparece la integral. Ella nos da la respuesta.
Definicio´n 10.1.1. Sea f una funcio´n continua que toma valores mayores o iguales
que 0, definida en un intervalo [a, b]. Llamaremos R al recinto del plano que queda
limitado por la gra´fica de f , el eje OX, y las rectas verticales que pasan por los
puntos (a, 0) y (b, 0).
Lo que nos da la integral es precisamente el a´rea de R. Es decir, la integral
entre a y b de la funcio´n f es el a´rea de R:
A´rea(R) =
∫ b
a
f(x)dx.
10.2. La regla de Barrow
Proposicio´n 10.2.1. Si f es una funcio´n continua en un intervalo [a, b], y F es
una funcio´n derivable en el intervalo [a, b] cuya derivada es f , entonces∫ b
a
f(x)dx = F (b)− F (a).
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Observacio´n 10.2.2. Si f toma valores positivos y negativos en [a, b] entonces∫ b
a
f(x)dx = A´rea(R+)− A´rea(R−)
donde R+ es la parte del recinto limitado por la gra´fica de f , el eje OX, y las rectas
verticales que pasan por (a, 0) y (b, 0), y que queda por encima del eje OX, y R− es
la parte de dicho recinto que queda por debajo del eje OX.
10.3. Ca´lculo de primitivas
10.3.1. Notaciones y cuestiones ba´sicas
Definicio´n 10.3.1. Se dice que la funcio´n derivable F es una primitiva de la
funcio´n f si F ′ = f , utiliza´ndose la notacio´n∫
f(x)dx = F (x).
Nota 10.3.2.
∫
f(x)dx = F (x) significa que F ′(x) = f(x).
Ejemplo 10.3.3.
I
∫
x2dx = x
3
3
pues
(
x3
3
)′
= x2.
I sea C ∈ R, tenemos (x3
3
+ C
)′
= x2.
Luego x2 no tiene una sola primitiva sino muchas: todas las funciones de la
forma
x3
3
+ C
Observacio´n 10.3.4. Si F (x) es una primitiva de f(x) en algu´n intervalo de la
recta real, entonces las funciones de la forma F (x) +C, (donde C es una constante)
son tambie´n primitivas de f(x), y son las u´nicas, es decir,∫
f(x)dx = F (x) + C
en vez de ∫
f(x)dx = F (x).
En general, nosotros escribiremos simplemente esto u´ltimo, pero es importante no
olvidar lo que acabamos de comentar.
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Terminolog´ıa 1. Para resaltar la diferencia entre∫ b
a
f(x)dx,
que es un nu´mero (un a´rea), y la expresio´n∫
f(x)dx,
que se usa para referirnos a funciones, a la primera expresio´n (con l´ımites de inte-
gracio´n), se llama integral definida, y a la segunda (sin l´ımites de integracio´n),
integral indefinida.
10.3.2. Integrales inmediatas
Recordemos que ya conocemos unas cuantas primitivas. Basta con que nos fijemos
en una tabla de derivadas y “la miramos al reve´s”. As´ı es como aparecen las que
llamamos integrales inmediatas.
•
∫
a dx = ax
•
∫
xn dx =
xn+1
n+ 1
∀ n ∈ Z− {−1}
•
∫
1
x
dx = ln |x|
•
∫
ex dx = ex
•
∫
ax dx =
ax
ln(a)
•
∫
sin(x) dx = − cos(x)
•
∫
cos(x) dx = sin(x)
•
∫
1
cos2(x)
dx = tg(x)
•
∫
1
sin2(x)
dx = − cotg(x) = −cos(x)
sin(x)
•
∫
1
1 + x2
dx = arc tg(x)
•
∫
1√
1− x2 dx = arcsin(x)
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Ejemplos 10.3.5.
1)
∫
9 dx = 9x
2)
∫
x3 dx =
x4
4
3)
∫
x−5 dx
x−5+1
−5 + 1 = −
1
4
x−4
4)
∫
2x dx =
∫
ex ln(2) dx =
ex ln(2)
ln(2)
=
2x
ln(2)
5)
∫
x
2
3 dx =
x
2
3
+1
2
3
+ 1
=
3
5
x
5
3
6)
∫
1√
x
dx =
∫
x−
1
2 dx =
x−
1
2
+1
−1
2
+ 1
=
x
1
2
1
2
= 2
√
x
10.3.3. Propiedades ba´sicas de la integral indefinida
Nota 10.3.6. Toda regla de derivacio´n proporciona una regla para el ca´lculo de
primitivas.
Proposicio´n 10.3.7.
I
∫ (
f(x) + g(x)
)
dx =
∫
f(x) dx+
∫
g(x) dx
I
∫ (
f(x)− g(x)) dx = ∫ f(x) dx− ∫ g(x) dx
I
∫
αf(x) dx = α
∫
f(x) dx
Ejemplo 10.3.8. Calcular
∫
(3x4 − 2x3 + 5) dx.∫
(3x4 − 2x3 + 5) dx =
∫
3x4 dx−
∫
2x3 dx+
∫
5 dx
= 3
∫
x4 dx− 2
∫
x3 dx+
∫
5
∫
dx
= 3
x5
5
− 2x
4
4
+ 5x =
3
5
x5 − 1
2
x4 + 5x
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Ejemplo 10.3.9. Calcular
∫ (
1
x
√
x
− 1
2x
)
dx∫ ( 1
x
√
x
− 1
2x
)
dx =
∫
1
x
√
x
dx−
∫
1
2x
dx =
∫
1
x
3
2
dx−
∫ (1
2
)x
dx
=
∫
x−
3
2 dx−
∫ (1
2
)x
dx
=
x−
3
2
+1
−3
2
+ 1
−
(
1
2
)x
ln
(
1
2
) = x− 12−1
2
−
(1
2
)x 1
− ln(2)
= − 2√
x
+
1
2x
1
ln(2)
Ejemplo 10.3.10. Calcular
∫
1
1−sin(x) dx∫
1
1− sin(x) dx =
∫
1 + sin(x)(
1− sin(x))(1 + sin(x)) dx =
∫
1 + sin(x)
1− sin2(x) dx
=
∫
1 + sin(x)
cos2(x)
dx =
∫
1
cos2(x)
dx+
∫
sin(x)
cos2(x)
dx
= tg(x) + sec(x) = tg(x) +
1
cos(x)
.
Nota 10.3.11. Para que una primitiva sea u´til debe ser primitiva en todo un inter-
valo.
10.3.4. La integracio´n por partes
Teorema 10.3.12 (Integracio´n por partes). Si f y g son funciones derivables y
sus derivadas f ′ y g′ son integrables, entonces∫ [
f(x)g′(x)
]
dx = f(x)g(x)−
∫ [
f ′(x)g(x)
]
dx
Ejemplo 10.3.13. Calcular
∫
xex dx.
Por la integracio´n por partes, tenemos∫
xex dx =
∫
x︸︷︷︸
f
ex︸︷︷︸
g′
dx
Tenemos {
f(x) = x =⇒ f ′(x) = 1
g′(x) = ex =⇒ g(x) = ex
Por lo tanto ∫
xex dx = xex −
∫
ex dx = xex − ex
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Ejemplo 10.3.14. Calcular
∫
x sin(x) dx.∫
x sin(x) dx =
∫
x︸︷︷︸
f
sin(x)︸ ︷︷ ︸
g′
dx
Tenemos {
f(x) = x =⇒ f ′(x) = 1
g′(x) = sin(x) =⇒ g(x) = − cos(x)
Por lo tanto∫
x sin(x) dx = x
(− cos(x))− ∫ (− cos(x)) dx
= −x cos(x) +
∫
cos(x) dx = −x cos(x) + sin(x).
Ejemplo 10.3.15. Calcular
∫
ln(x) dx.∫
ln(x) dx =
∫ (
ln(x)
)
1 dx =
∫ (
ln(x)︸ ︷︷ ︸
f
)
1︸︷︷︸
g′
dx.
Tenemos {
f(x) = ln(x) =⇒ f ′(x) = 1
x
g′(x) = 1 =⇒ g(x) = x
Por lo tanto∫
ln(x) dx =
∫ (
ln(x)
)
1 dx =
(
ln(x)
)
x−
∫
1
x
x dx
= x
(
ln(x)
)− ∫ 1 dx = x( ln(x))− x = x( ln(x)− 1)
Observacio´n 10.3.16. En algunos casos, como en el siguiente ejemplo, conviene
aplicar dos o ma´s veces la integracio´n por partes.
Ejemplo 10.3.17. Calcular
∫
x2
ex
dx.∫
x2
ex
dx =
∫
x2e−x dx =
∫
x2︸︷︷︸
f
e−x︸︷︷︸
g′
dx
Tenemos {
f(x) = x2 =⇒ f ′(x) = 2x
g′(x) = e−x =⇒ g(x) = −e−x
181
Por lo tanto∫
x2e−x dx = −x2e−x −
∫
2x(−e−x) dx = −x2e−x + 2
∫
x︸︷︷︸
u
e−x︸︷︷︸
v′
dx
Se tiene que {
u(x) = x =⇒ u ′(x) = 1
v′(x) = e−x =⇒ v(x) = −e−x
Luego∫
x2e−x dx = −x2e−x + 2
(
− xe−x −
∫
−e−x dx
)
= −x2e−x − 2xe−x + 2
∫
e−x dx = −x2e−x − 2xe−x − 2e−x
= −(x2 + 2x+ 2)e−x
Nota 10.3.18. Puede ocurrir que, aplicando la integracio´n por partes dos o ma´s
veces, nos aparezca de nuevo la integral del principio. En este caso, basta despejar.
Ejemplo 10.3.19. Calcular
∫
ex cos(x) dx.∫
ex cos(x) dx =
∫
ex︸︷︷︸
g′
cosx︸︷︷︸
f
dx
Tenemos {
f(x) = cos(x) =⇒ f ′(x) = − sin(x)
g′(x) = ex =⇒ g(x) = ex
Por lo tanto ∫
ex cos(x) dx = ex cos(x)−
∫
ex
(− sin(x)) dx
= ex cos(x) +
∫
ex︸︷︷︸
v′
sinx︸︷︷︸
u
dx
Se tiene que {
u(x) = sin(x) =⇒ u ′(x) = cos(x)
v′(x) = ex =⇒ v(x) = ex
Luego ∫
ex cos(x) dx = ex cos(x) +
∫
ex sinx dx
= ex cos(x) +
(
ex sin(x)−
∫
ex cos(x) dx
)
= ex cos(x) + ex sin(x)−
∫
ex cos(x) dx
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Por tanto, despejando, resolvemos nuestro problema:
2
∫
ex cos(x) dx = ex cos(x) + ex sin(x)
As´ı que ∫
ex cos(x) dx =
1
2
ex
(
cos(x) + sin(x)
)
Nota 10.3.20. A veces nos interesa la fo´rmula de integracio´n por partes para la
integral definida. Es la siguiente:∫ b
a
(
f(x)g′(x)
)
dx =
[
f(x)g(x)
]b
a
−
∫ b
a
f ′(x)g(x) dx
Ejemplo 10.3.21. Calcular
∫ e
1
x ln(x) dx.∫ e
1
x ln(x) dx =
[x2
2
ln(x)
]e
1
−
∫ e
1
(x2
2
1
x
)
dx =
e2
2
−
∫ e
1
x
2
=
e2
2
−
[x2
4
]e
1
=
e2
2
−
(e2
4
− 1
4
)
=
e2 − 1
4
.
10.3.5. Cambio de variable
Supongamos que queremos integrar una funcio´n Ψ(x) que podemos expresar de
la forma
Ψ(x) = f
(
u(x)
)
u′(x),
donde f es una funcio´n cuya primitiva F conocemos.
Basta aplicar la regla de la cadena para deducir que F
(
u(x)
)
es primitiva de
Ψ(x) = f
(
u(x)
)
u′(x), pues su derivada es(
F
(
u(x)
))′
= F ′
(
u(x)
)
u′(x) = f
(
u(x)
)
u′(x) = Ψ(x).
Esto se puede resumir escribiendo:
Proposicio´n 10.3.22.
Si
∫
f(t) dt = F (t), entonces
∫
f
(
u(x)
)
u′(x) dx = F
(
u(x)
)
.
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De esta forma, obtenemos las integrales siguientes: basta reemplazar x por u(x)
y dx por u′(x) dx en la tabla de integrales inmediatas.
•
∫
au′(x) dx = au(x)
•
∫
u(x)nu′(x) dx =
u(x)n+1
n+ 1
∀ n ∈ Z− {−1}
•
∫
u′(x)
u(x)
dx = ln |u(x)|
•
∫
eu(x)u′(x) dx = eu(x)
•
∫
au(x)u′(x) dx =
au(x)
ln(a)
•
∫
u′(x) sin(u(x)) dx = − cos (u(x))
•
∫
u′(x) cos(u(x)) dx = sin
(
u(x)
)
•
∫
u′(x)
cos2
(
u(x)
) dx = tg (u(x))
•
∫
u′(x)
sin2
(
u(x)
) dx = − cotg (u(x)) = −cos (u(x))
sin
(
u(x)
)
•
∫
u′(x)
1 + u(x)2
dx = arc tg
(
u′(x)
)
•
∫
u′(x)√
1− u(x)2 dx = arcsin
(
u(x)
)
Ejemplo 10.3.23. Calcular
∫
4x3+4x
x4+2x2+7
dx.∫
4x3 + 4x
x4 + 2x2 + 7
dx =
∫
(x4 + 2x2 + 7)′
x4 + 2x2 + 7
dx = ln |x4 + 2x2 + 7|
= ln(x4 + 2x2 + 7)
Ejemplo 10.3.24. Calcular
∫
x√
1−x4 dx.∫
x√
1− x4 dx =
1
2
∫
2x√
1− (x2)2 dx =
1
2
∫
(x2)′√
1− (x2)2 dx
=
1
2
arcsin
(
x2
)
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Nota 10.3.25. Para integrar la funcio´n
Ψ(x) = f
(
u(x)
)
u′(x),
reemplacemos u(x) por t y u′(x) dx por dt. De esta manera escribimos∫
Ψ(x) dx =
∫
f
(
u(x)
)
u′(x) dx =
∫
f(t) dt.
Ahora lo que tenemos que hacer es encontrar una primitiva de f(t), y una vez
que la calculemos volveremos a escribir u(x) en vez de t. Es decir, el esquema ser´ıa
el siguiente:∫
Ψ(x) dx =
∫
f
(
u(x)
)
u′(x) dx =
(∗)
∫
f(t) dt =
(∗∗)
F (t) =
(∗∗∗)
F
(
u(x)
)
.
Donde
(∗) Aqu´ı ponemos u(x) = t y u′(x) dx = dt
(∗∗) Aqu´ı calculamos la primitiva F de f .
(∗ ∗ ∗) Aqu´ı “deshacemos” el cambio, es decir, sustituimos t por u(x).
Resumen:
1) Sustituimos u(x) = t y u′(x) dx = dt
2) Resolvemos la integral resultante (en la variable t).
3) “Deshacemos” el cambio, es decir, sustituimos t por u(x).
Ejemplo 10.3.26. Calcular
∫
cos5(x) dx.
Gracias a la identidad trigonome´trica fundamental
sin2(x) + cos2(x) = 1
podemos escribir
cos5(x) = cos4(x) cos(x) =
(
1− sin2(x))2 cos(x)
Esto nos sugiere tomar sin(x) = t, con lo que cos(x) dx = dt.
As´ı tenemos∫
cos5(x) dx =
∫ (
1− sin2(x))2 cos(x) dx = ∫ (1− t2)2 dt
=
∫
(1− 2t2 + t4) dt = t− 2
3
t3 +
1
5
t5
=
1
5
sin5(x)− 2
3
sin3(x) + sin(x)
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Nota 10.3.27. Para simplificar la integral de una funcio´n, a veces hacemos el cam-
bio x = g(t), en vez de hacer u(x) = t. En este caso ponemos
dx = g′(t) dt
Ejemplo 10.3.28. Calcular
∫
1
3√x+√x dx.
Hacemos x = t6. As´ı dx = 6t5 dt y t = 6
√
x, con lo cual∫
1
3
√
x+
√
x
dx =
∫
6t5
t2 + t3
dt = 6
∫
t2t3
t2(1 + t)
dt = 6
∫
t3
1 + t
dt
=
(∗)
6
∫ (
t2 − t+ 1− 1
1 + t
)
dt
= 6
(1
3
t3 − 1
2
t2 + t− ln(1 + t)
)
= 6
(1
3
√
x− 1
2
3
√
x+ 6
√
x− ln (1 + 6√x))
(∗) Hemos dividido el polinomio t3 entre 1 + t.
Ejemplo 10.3.29. Calcular
∫ √
1− x2 dx.
Hacemos x = sin(t), as´ı dx = cos(t) dt y t = arcsin(x), con lo cual, utilizando
cos2(x) =
1
2
(
1 + cos(2x)
)
y sin(2x) = 2 sin(x) cos(x)
tenemos ∫ √
1− x2 dx =
∫ √
1− sin2(t) cos(t) dt =
∫
cos(t) cos(t) dt
=
∫
cos2(t) dt =
∫
1
2
(
1 + cos(2t)
)
dt
=
1
2
∫
dt+
1
2
∫
cos(2t) dt
=
1
2
t+
1
4
∫
2 cos(2t) dt =
1
2
t+
1
4
sin(2t)
=
1
2
t+
1
4
2 sin(t) cos(t) =
1
2
t+
1
2
sin(t)
√
1− sin2(t)
=
1
2
(
arcsin(x) + x
√
1− x2).
Observacio´n 10.3.30. Cuando hacemos el cambio x = g(t) suponemos que g es
una funcio´n que tiene una inversa h, o sobreentendemos que estamos trabajando en
algu´n intervalo en el que esto es cierto.
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Proposicio´n 10.3.31. Sea Φ(x) una funcio´n continua y g(t) una funcio´n derivable
con derivada continua. Supongamos adema´s que g(t) tiene una funcio´n inversa h(x).
Si G(t) es una primitiva de Φ
(
g(t)
)
g′(t), entonces G
(
h(x)
)
es una primitiva de
Φ(x).
Resumen: Tanto si hacemos u(x) = t como si hacemos x = g(t), el procedimiento
es el siguiente:
1) Sustituimos u(x) = t y u′(x) dx = dt
(o sustituimos x = g(t) y dx = g′(t)dt)
2) Resolvemos la integral resultante (en la variable t).
3) “Deshacemos” el cambio.
Ejemplo 10.3.32. Calcular
∫
x
√
x− 7dx.
Hacemos t =
√
x− 7, despejamos x en la funcio´n de t, y derivamos:
t =
√
x− 7 =⇒ t2 = x− 7 =⇒ x = t2 + 7 =⇒ dx = 2t dt
con lo cual ∫
x
√
x− 7dx =
∫
(t2 + 7)t2t dt = 2
∫
(t4 + 7t2) dt
=
∫
t4 dt+ 14
∫
t2 dt =
2
5
t5 +
14
3
t3
=
2
5
(√
x− 7)5 + 14
3
(√
x− 7)3
Cap´ıtulo 11
Ecuaciones Diferenciales
Ordinarias
11.1. Concepto de ecuacio´n diferencial ordinaria
Definicio´n 11.1.1. Se llama ecuacio´n diferencial ordinaria (en adelante E.D.O.)
a una relacio´n entre la variable independiente t ∈ R, la funcio´n desconocida y(t) y
sus derivadas sucesivas y′(t), y′′(t), . . ., y(n); es decir, a una expresio´n de la forma
f
(
t, y(t), y′(t), y′′(t), . . . , y(n)(t)
)
= 0.
Ejemplos 11.1.2.
1) y′′(t)− 3y′(t) + cos (y(t))− sin(t) = 0;
2) y′(t) + ln(t) = 0,
son E.D.O. en las que funcio´n desconocida es y(t).
Definicio´n 11.1.3. Se denomina orden de una ecuacio´n diferencial al mayor orden
de derivacio´n de la funcio´n y(t) que aparece en la ecuacio´n diferencial.
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11.2. Solucio´n de una ecuacio´n diferencial ordi-
naria
Definicio´n 11.2.1. Sean
f
(
t, y(t), y′(t), y′′(t), . . . , y(n)(t)
)
= 0. (11.1)
una E.D.O. y (a, b) un intervalo de R. Diremos que una funcio´n y(t) es solucio´n
de la E.D.O. en el intervalo (a, b) si y so´lo si, para todo t ∈ (a, b), la funcio´n y(t) y
sus derivadas sucesivas verifican la ecuacio´n
f
(
t, y(t), y′(t), y′′(t), . . . , y(n)(t)
)
= 0.
Ejemplo 11.2.2. La solucio´n de
y′(t)− 3t2y(t) = t2
es
y(t) = et
3 − 1
3
.
11.2.1. Solucio´n general de una ecuacio´n diferencial ordi-
naria
Definicio´n 11.2.3. Sean C1, C2, . . . , Cn para´metros en R. La funcio´n
y(t) = g(t, C1, C2, . . . , Cn)
es la solucio´n general de la E.D.O. (11.1) en el intervalo (a, b) ⊂ R si y so´lo si
sustituida en la ecuacio´n diferencial, e´sta se verifica para todo t ∈ (a, b).
Ejemplo 11.2.4. La ecuacio´n diferencial ordinaria
y′′(t)− 25y(t) = 0
tiene como solucio´n general
y(t) = C1e
5t + C2e
−5t
donde C1 y C2 son nu´meros reales.
Observacio´n 11.2.5. La solucio´n general de una E.D.O. depende de tantos para´met-
ros como indica su orden.
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11.2.2. Solucio´n particular de una ecuacio´n diferencial or-
dinaria
Definicio´n 11.2.6. Sean (t0, y0) ∈ R2, con t0 ∈ (a, b) ⊂ R, y sea
y(t) = g(t, C1, C2, . . . , Cn)
la solucio´n general de la E.D.O. (11.1) en el intervalo (a, b).
Dados C01 , C
0
2 , . . . , C
0
n ∈ R, diremos que
yp(t) = g(t, C
0
1 , C
0
2 , . . . , C
0
n)
es una solucio´n particular de la E.D.O. (11.1), que pasa por el punto (t0, y0) ∈ R2,
si y so´lo si se verifica que
yp(t0) = g(t0, C
0
1 , C
0
2 , . . . , C
0
n).
El punto (t0, y0) ∈ R2 se denomina condicio´n inicial de la E.D.O. (11.1).
Ejemplo 11.2.7. La ecuacio´n diferencial ordinaria
y′(t) = 6t2 − 5
tiene como solucio´n general
y(t) = 2t3 − 5t+ C
para todo nu´mero real C. Se obtiene una solucio´n particular asignando valores es-
pec´ıficos a C. Por ejemplo, tomando C = 0 se obtiene la solucio´n particular
y(t) = 2t3 − 5t.
Nota 11.2.8. Gra´ficamente, una solucio´n particular es una de las curvas de la
familia que define la solucio´n general; se trata, en concreto, de la curva que pasa
por el punto (t0, y0) ∈ R2.
11.3. Ecuaciones diferenciales de variables sepa-
rables de primer orden
Definicio´n 11.3.1. Una E.D.O. de primer orden se llama de variables separables
si y so´lo si es de la forma
y′(t)P
(
y(t)
)
= Q(t), o bien P (y)dy = Q(t)dt (11.2)
donde P y Q son funciones continuas.
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Proposicio´n 11.3.2. La solucio´n general de la E.D.O. (11.2), se obtiene integrando
ambas partes de la igualdad, es decir,∫
P (y)dy =
∫
Q(t)dt+ C
donde C ∈ R.
Ejemplo 11.3.3. Resolver la ecuacio´n diferencial
y4(t)e2t + y′(t) = 0.
Solucio´n 11.3.4. Tenemos
y4(t)e2t +
dy
dt
= 0.
Entonces
y4(t)e2tdt+ dy = 0.
Si y 6= 0 para todo t ∈ R, se tiene que
e2tdt+
1
y4
dy = 0.
Integrando cada te´rmino, obtenemos la solucio´n
1
2
e2t − 1
3y3
= C.
Por tanto
y(t) =
( 2
3e2t − 6C
) 1
3
.
11.4. Ecuaciones diferenciales homoge´neas de primer
orden
Definicio´n 11.4.1. Una E.D.O. de primer orden se llama ecuacio´n diferencial
homoge´nea si se puede poner de la forma
y′(t) = P
(
y(t)
t
)
(11.3)
donde P es una funcio´n continua.
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Proposicio´n 11.4.2. La solucio´n general de la E.D.O. (11.5), se calcula haciendo
el cambio de variable
y(t) = tu(t),
con lo que la ecuacio´n inicial se convierte en
tu′(t) + u(t) = P
(
u(t)
)
,
que es una ecuacio´n de variables separables.
Ejemplo 11.4.3. Resolver la ecuacio´n diferencial homoge´nea
4t− 3y(t) + y′(t)(2y(t)− 3t) = 0.
Solucio´n 11.4.4. La ecuacio´n se puede poner de la forma
y′(t) =
4 t
y(t)
− 3
3 t
y(t)
− 2 .
Realizando la sustitucio´n y(t) = tu(t), se tiene que
4t− 3tu(t) + (tu′(t) + u(t))(2u(t)t− 3t) = 0,
y dividiendo por t queda
4− 3u(t) + (tu′(t) + u(t))(2u(t)− 3) = 0
o lo que es lo mismo
u′(t)t =
3u(t)− 4− 2u2(t) + 3u(t)
2u(t)− 3
que es una ecuacio´n de variables separables.
Integrando, se tiene: ∫
2u− 3
−2u2 + 6u− 4du =
∫
dt
t
,
es decir
−1
2
ln
∣∣u2 − 3u+ 2∣∣ = ln |t|+ C.
Deshaciendo el cambio de variable y operando se obtiene
y2(t)− 3ty(t) + 2t2 = K,
que es la solucio´n general.
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11.5. Ecuaciones diferenciales lineales de primer
orden
Definicio´n 11.5.1. Una ecuacio´n diferencial lineal de primer orden es una
ecuacio´n de la forma
y′(t) + P (t)y(t) = Q(t)
donde P y Q son funciones continuas.
Proposicio´n 11.5.2. La solucio´n general de una ecuacio´n diferencial lineal de
primer orden es
y(t) = e−
∫
P (t)dt
(∫
Q(t)e
∫
P (t)dtdt+ C
)
donde C ∈ R.
Ejemplo 11.5.3. Resolver la ecuacio´n diferencial
y′(t)− 3t2y(t) = t2.
Solucio´n 11.5.4. La ecuacio´n diferencial es lineal de primer orden con
P (t) = −3t2 y Q(t) = t2.
Segu´n la proposicio´n anterior tenemos:
y(t) = e
∫
3t2dt
(∫
t2e
∫ −3t2dtdt+ C
)
= et
3
(∫
t2e−t
3dtdt+ C
)
= et
3
(
− 1
3
e−t
3
+ C
)
= −1
3
+ Cet
3
.
11.6. Ecuaciones diferenciales lineales de segundo
orden con coeficientes constantes
Definicio´n 11.6.1. Una ecuacio´n diferencial lineal de segundo orden con
coeficientes constantes es una ecuacio´n de la forma
y′′(t) + by′(t) + cy(t) = h(t) (11.4)
donde b y c son constantes en R y h es una funcio´n de una variable.
Si h(t) = 0 para todo t, se dice que la ecuacio´n es homoge´nea.
Si h(t) 6= 0 para algu´n t, se dice que la ecuacio´n es no homoge´nea.
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Ejemplo 11.6.2.
1) y′′(t)− 6y′(t) + 9y(t) = 0, 2) y′′(t) + 4y′(t) + 4y(t) = 8e−2t.
Proposicio´n 11.6.3. Si yh(t) es la solucio´n general de la ecuacio´n homoge´nea
y′′(t) + by′(t) + cy(t) = 0,
y si yp(t) es una solucio´n particular de
y′′(t) + by′(t) + cy(t) = h(t),
entonces la solucio´n general de (11.4) es
y(t) = yh(t) + yp(t).
11.6.1. Ca´lculo de la solucio´n general de la ecuacio´n difer-
encial homoge´nea de segundo orden con coeficientes
constantes
Definicio´n 11.6.4. Se llama ecuacio´n caracter´ıstica asociada a la E.D.O. lineal
homoge´nea con coeficientes constantes reales
y′′(t) + by′(t) + cy(t) = 0 (11.5)
a la ecuacio´n polino´mica
λ2 + bλ+ c = 0. (11.6)
Proposicio´n 11.6.5. Para cada ra´ız de la ecuacio´n caracter´ıstica, λi, con i ∈ {1, 2},
se obtiene una funcio´n
yλi(t)
que sera´ solucio´n particular de la E.D.O. lineal homoge´nea. Por tanto la soluciones
general de la E.D.O. lineal homoge´nea es de la forma
y(t) = C1yλ1(t) + C2yλ2(t)
donde C1 y C2 son nu´meros reales.
Observacio´n 11.6.6. La expresio´n concreta de cada yλi(t) dependera´ de co´mo sean
las ra´ıces de la ecuacio´n caracter´ıstica.
Proposicio´n 11.6.7. La solucio´n general de (11.5) tiene las formas siguientes:
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1) Ra´ıces reales simples de la ecuacio´n (11.6).
Si las ra´ıces λ1 y λ2 de la ecuacio´n caracter´ıstica (11.6) son reales y distintas,
entonces la solucio´n general de la ecuacio´n (11.5) es
y(t) = C1e
λ1t + C2e
λ2t
donde C1 y C2 son nu´meros reales.
2) Ra´ız real mu´ltiple de la ecuacio´n (11.6).
Si la ecuacio´n caracter´ıstica (11.6) tiene una ra´ız doble λ, entonces la solucio´n
general de de la ecuacio´n (11.5) es
y(t) = C1e
λt + C2te
λt
donde C1 y C2 son nu´meros reales.
3) Ra´ıces imaginarias simples de la ecuacio´n (11.6).
Si la ecuacio´n caracter´ıstica (11.6) tiene dos ra´ıces complejas distintas α+ βi
y α− βi, entonces la solucio´n general de de la ecuacio´n (11.5) es
y(t) = eαt
(
C1 cos(βt) + C2 sin(βt)
)
donde C1 y C2 son nu´meros reales.
Ejemplo 11.6.8. Resolver la ecuacio´n diferencial
y′′(t)− 3y′(t)− 10y(t) = 0.
Solucio´n 11.6.9. La ecuacio´n caracter´ıstica es
λ2 − 3λ− 10 = 0.
Como las ra´ıces λ1 = 5 y λ2 = −2 son reales y distintas, resulta del caso 1) de
la proposicio´n anterior que la solucio´n general es
y(t) = C1e
5t + C2e
−t
donde C1, C2 ∈ R.
Ejemplo 11.6.10. Resolver la ecuacio´n diferencial
y′′(t)− 6y′(t) + 9y(t) = 0.
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Solucio´n 11.6.11. La ecuacio´n caracter´ıstica
λ2 − 6λ+ 9 = 0,
tiene una ra´ız doble, 3. Por tanto, segu´n el caso 2) de la proposicio´n anterior, la
solucio´n general es
y(t) = C1e
3t + C2te
3t
donde C1, C2 ∈ R.
Ejemplo 11.6.12. Resolver la ecuacio´n diferencial
y′′(t)− 10y′(t) + 41y(t) = 0.
Solucio´n 11.6.13. Las ra´ıces de la ecuacio´n caracter´ıstica
λ2 − 10λ+ 41 = 0
son
λ =
10±√100− 164
2
=
10±√−64
2
=
10± 8i
2
= 5± 4i.
De acuerdo con el caso 3) de la proposicio´n anterior, la solucio´n general de la
ecuacio´n diferencial es
y(t) = e5t
(
C1 cos(4t) + C2 sin(4t)
)
donde C1, C2 ∈ R.
11.6.2. Ca´lculo de la solucio´n particular de la ecuacio´n difer-
encial completa de segundo orden con coeficientes
constantes
Para determinar una solucio´n particular de (11.4), ecuacio´n diferencial lineal
completa de segundo orden, debera´ tenerse en cuenta la forma que tenga la funcio´n
h(t).
El siguiente esquema muestra una estrategia de bu´squeda de la solucio´n partic-
ular.
1) Si h(t) un polinomio de grado m.
1 · 1) Si 0 no es ra´ız de la ecuacio´n caracter´ıstica asociada a la ecuacio´n difer-
encial homoge´nea; entonces una solucio´n particular es un polinomio de
grado m de la forma
yp(t) = a0 + a1t+ a2t
2 + · · ·+ amtm,
siendo a0, a1, . . . , am los para´metros a determinar sustituyendo la solucio´n
particular yp(t), y sus derivadas sucesivas, en la ecuacio´n diferencial.
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1 · 2) Si 0 es una ra´ız de la ecuacio´n caracter´ıstica asociada a la ecuacio´n difer-
encial homoge´nea, con multiplicidad k; entonces una solucio´n particular
es de la forma
yp(t) = (a0 + a1t+ a2t
2 + · · ·+ amtm) · tk,
siendo a0, a1, . . . , am los para´metros a determinar.
2) Si la funcio´n h(t) es de la forma:
h(t) = (b0 + b1t+ b2t
2 + · · ·+ bmtm) · eαt,
debera´n distinguirse dos posibilidades:
2 · 1) Si α no es ra´ız de la ecuacio´n caracter´ıstica; entonces una solucio´n par-
ticular es de la forma
yp(t) = (a0 + a1t+ a2t
2 + · · ·+ amtm) · eαt,
siendo a0, a1, . . . , am los para´metros a determinar.
2 · 2) Si α es ra´ız de multiplicidad k de la ecuacio´n caracter´ıstica; entonces una
solucio´n particular es de la forma
yp(t) = (a0 + a1t+ a2t
2 + · · ·+ amtm) · eαt · tk,
siendo a0, a1, . . . , am los para´metros a determinar.
3) Si la funcio´n h(t) es de la forma:
h(t) = eαt
(
Pl(t) cos(βt) +Qm(t) sin(βt)
)
,
con Pl(t) y Qm(t) son polinomios de grado l y m respectivamente. Debera´n
distinguirse dos posibilidades:
3 · 1) Si α± βi no es ra´ız de la ecuacio´n caracter´ıstica, una solucio´n particular
es de la forma
yp(t) = e
αt
(
Tr(t) cos(βt) + Sr(t) sin(βt)
)
,
donde Tr(t), Sr(t) son polinomios de grado r = ma´x{l,m}.
3 · 2) Si α ± βi es ra´ız de multiplicidad k de la ecuacio´n caracter´ıstica, una
solucio´n particular es de la forma
yp(t) = t
k · eαt
(
Tr(t) cos(βt) + Sr(t) sin(βt)
)
,
donde Tr(t), Sr(t) son polinomios de grado r = ma´x{l,m}.
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Ejemplo 11.6.14. Resolver la ecuacio´n diferencial
y′′(t)− 4y(t) = 6t− 4t2.
Solucio´n 11.6.15. Resolvamos en primer lugar la ecuacio´n homoge´nea
y′′(t)− 4y(t) = 0.
La ecuacio´n caracter´ıstica asociada es
λ2 − 4 = 0,
cuyas ra´ıces son
λ1 = 2, λ2 = −2.
Por tanto, la solucio´n general de la ecuacio´n homoge´nea es
yh(t) = C1e
2t + C2e
−2t.
Puesto que 0 no es ra´ız de la ecuacio´n caracter´ıstica, entones calculamos una
solucio´n particular de la forma
yp(t) = a0 + a1t+ a2t
2.
Como
y′′(t)− 4y(t) = 2a2 − 4a0 − 4a1t− 4a2t2,
debe ser
(2a2 − 4a0)− 4a1t− 4a2t2 = 6t− 4t2.
Identificando coeficientes se obtiene el sistema
2a2 − 4a0 = 0
−4a1 = 6
−4a2 = −4
cuya solucio´n es
a0 =
1
2
, a1 = −3
2
, a2 = 1.
As´ı pues, la solucio´n general de la ecuacio´n diferencial es
y(t) = yh(t) + yp(t) =
1
2
− 3
2
t+ t2 + C1e
2t + C2e
−2t.
Ejemplo 11.6.16. Resolver la ecuacio´n diferencial
y′′(t)− y′(t) = 2t+ 3t2.
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Solucio´n 11.6.17. Resolvamos en primer lugar la ecuacio´n homoge´nea
y′′(t)− y′(t) = 0.
La ecuacio´n caracter´ıstica asociada es
λ2 − λ = 0,
cuyas ra´ıces son
λ1 = 0, λ2 = 1.
Por tanto, la solucio´n general de la ecuacio´n homoge´nea es
yh(t) = C1 + C2e
t.
Puesto que 0 es ra´ız de la ecuacio´n caracter´ıstica, con multiplicidad 1, entones
calculamos una solucio´n particular de la forma
yp(t) = (a0 + a1t+ a2t
2) · t.
Como
y′′(t)− y′(t) = 2a1 − a0 + (6a2 − 2a1)t− 3a2t2,
debe ser
2a1 − a0 + (6a2 − 2a1)t− 3a2t2 = 2t+ 3t2.
Identificando coeficientes se obtiene el sistema
2a1 − a0 = 0
6a2 − 2a1 = 2
−3a2 = 3
cuya solucio´n es
a0 = −8, a1 = −4, a2 = −1.
As´ı pues, la solucio´n general de la ecuacio´n diferencial es
y(t) = yh(t) + yp(t) = −8t− 4t2 − t3 + C1 + C2et.
Ejemplo 11.6.18. Resolver la ecuacio´n diferencial
y′′(t) + y′(t)− 2y(t) = (4t+ 1)e2t
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Solucio´n 11.6.19. La ecuacio´n caracter´ıstica es
λ2 + λ− 2 = 0,
cuyas ra´ıces son:
λ1 = 1, λ2 = −2.
La solucio´n general de la ecuacio´n homoge´nea asociada, sera´:
yh(t) = C1e
t + C2e
−2t
Como 2 no es ra´ız de la ecuacio´n caracter´ıstica; entonces una solucio´n particular
es de la forma
yp(t) = (a0 + a1t) · e2t,
Sustituyendo:
y′′(t) + y′(t)− 2y(t) = (4a0 + 5a1 + 4a1t)e2t = (4t+ 1)e2t.
Igualando coeficientes {
4a1 = 4
4a0 + 5a1 = 1
resulta:
a0 = −1, a1 = 1.
La solucio´n general de la ecuacio´n diferencial completa es:
y(t) = C1e
t + C2e
−2t + (−1 + t)e2t.
Ejemplo 11.6.20. Resolver la ecuacio´n diferencial
y′′(t)− 4y′(t) + 4y(t) = (t+ 1)e2t
Solucio´n 11.6.21. La ecuacio´n caracter´ıstica asociada a la ecuacio´n homoge´nea es
λ2 − 4λ+ 4 = (λ− 2)2 = 0
que tiene como ra´ız, doble,
λ = 2.
Por tanto la solucio´n general de la ecuacio´n homoge´nea es
yh(t) = C1e
2t + C2te
2t
Puesto que 2 es ra´ız de multiplicidad 2 de la ecuacio´n caracter´ıstica; entonces
una solucio´n particular es de la forma
yp(t) = (a0 + a1t) · e2t · t2,
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Sustituyendo:
y′′(t)− 4y′(t) + 4y(t) = (2a0 + 6a1t)e2t = (t+ 1)e2t
Igualando coeficientes {
6a1 = 1
2a0 = 1
resulta:
a0 =
1
2
, a1 =
1
6
.
La solucio´n general de la ecuacio´n diferencial completa es:
y(t) = C1e
2t + C2te
2t +
(1
2
t2 +
1
6
t3
)
· e2t.
Ejemplo 11.6.22. Resolver la ecuacio´n diferencial
y′′(t)− 6y′(t) + 9y(t) = 25et sin(t).
Solucio´n 11.6.23. La ecuacio´n caracter´ıstica asociada a la ecuacio´n homoge´nea,
es
λ2 − 6λ+ 9 = (λ− 3)2 = 0,
cuya u´nica ra´ız (doble) es
λ = 3.
Por tanto, la solucio´n general de la ecuacio´n homoge´nea es
yh(t) = C1e
3t + C2te
3t.
Tenemos α = β = 1. Como 1±i no es ra´ız de la ecuacio´n caracter´ıstica, entonces
una solucio´n particular es de la forma
yp(t) = e
t
(
Tr(t) cos(t) + Sr(t) sin(t)
)
donde
Tr(t) = a ∈ R, Sr(t) = b ∈ R
ya que
r = ma´x{l = 0,m = 0}.
Imponiendo que yp(t) sea solucio´n de la ecuacio´n completa inicial, se obtiene
et
(
2b cos(t)− 2a sin(t))− 6et(a+ b) cos(t) + (b− a) sin(t))
+ 9et
(
a cos(t) + b sin(t)
)
= 25et sin(t),
201
por tanto
(3a− 4b) cos(t) + (4a− 3b− 25) sin(t) = 0.
Como el sistema {sin(t), cos(t)} es linealmente independiente, se sigue que{
3a− 4b = 0
4a− 3b− 25 = 0
de donde
a = 4, b = 3.
As´ı pues la solucio´n general buscada es
y(t) = et
(
4 cos(t) + 3 sin(t)
)
+ C1e
3t + C2te
3t.
Ejemplo 11.6.24. Resolver la ecuacio´n diferencial
y′′(t)− 2y′(t) + 2y(t) = et cos(t).
Solucio´n 11.6.25. La ecuacio´n caracter´ıstica asociada a la ecuacio´n homoge´nea,
es
λ2 − 2λ+ 2 = 0.
La solucio´n general de de la ecuacio´n homoge´nea es
yh(t) = e
t
(
C1 cos(t) + C2 sin(t)
)
Como 1± i es ra´ız de multiplicidad 1 de la ecuacio´n caracter´ıstica, una solucio´n
particular es de la forma
yp(t) = t · et
(
Tr(t) cos(t) + Sr(t) sin(t)
)
,
donde Tr(t), Sr(t) son polinomios de grado r = ma´x{l = 0,m = 0}, es decir,
yp(t) = t · et
(
a cos(t) + b sin(t)
)
Imponiendo que yp(t) sea solucio´n de la ecuacio´n completa inicial, se obtiene
−2a sin(t) + (2b− 1) cos(t) = 0.
Como el sistema {sin(t), cos(t)} es linealmente independiente, se sigue que{ −2a = 0
2b− 1 = 0
de donde
a = 0, b =
1
2
.
As´ı pues la solucio´n general buscada es
y(t) = et
(
C1 cos(t) + C2 sin(t)
)
+
1
2
sin(t) · tet.
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