A tensor model for nematic phases of bent-core molecules is presented. The model is derived from the second virial expansion. The terms in the model are determined by the C2v symmetry of the molecule, and the coefficients are estimated from molecular parameters. An extension of the Bingham closure is employed that is able to restrict the tensors in physical range. The model can describe the homogeneous uniaxial and biaxial nematics, as well as the twist-bend and the splay-bend modulation. Two new modulated phases are found. Some of the phase sequences we obtain have been observed experimentally.
Introduction
The study of bent-core molecules has become a very attractive area in the research of liquid crystals. Numerous kinds of bent-core molecules with various molecular structures have been synthesized, which exhibit diverse phase behaviours. They also show rich responses to external fields, thus are expected to have practical applications. A bent-core molecule is of C 2v symmetry that differs from D ∞h symmetry of a rod-like molecule, which leads to more complex orientational order. The polar and biaxial local order, as well as the spatial variation of orientation, is notable in many modulated phases, no matter in layer or columnar structures [1, 2] . This is not common in equilibrium phases of rod-like molecules. Even if the concentration is constant in space, it is still possible to exhibit nematic modulated phases that purely alter in orientation. The possibilities of these phases have been predicted earlier [3] , and lately the twist-bend phase, one of the predictions, has been identified experimentally [4, 5] . To have a clear understanding of these behaviours, the modeling of orientation variation is crucial.
In contrast to a huge number of experiments, only a few theoretical models are proposed for inhomogeneous phases of bent-core molecules. Lorman and Mettout [6] examined the antiferroelectric polarization of nematic phases. Roya and Madhusudana [7] considered the interplay of polarization and density fluctuation to model transitions between layer and columnar structures. Roy et al. [8] focused on the layer structures, and Vautopič et al. [9] studied tilt layer structures. Shamid et al. [10] proposed a modification of Oseen-Frank energy to model the twist-bend phase and the splaybend phase, and recently a model more generic is examined by Vaupotič et al. [11] . The twist-bend phase is also discussed by Virga [12] . There are also some tensor models for homogeneous phases other than the uniaxial nematic phase [13, 14] . These models are helpful to understanding the phase behaviours. However, they are established based on the comprehension of the phases and are only able to examine specific phase transitions. At the same time, these phenomenological models focus on the phase transitions themselves, regardless of the species of molecules that would exhibit these phase transitions. It is desirable to construct a unified model for bent-core molecules in which the molecular parameters are built and all the possible phase transitions can be covered. In this paper, we derive the following model from molecular theory. where k B is the Boltzmann constant, T is the absolute temperature, V is the volume of the system, and c is the concentration that is constant in space. The body-fixed orthonormal frame (Ô; m 1 , m 2 , m 3 ), drawn in Fig.1 , is posed such thatÔ locates at the arrowhead, m 1 is along the direction of arrow, and m 2 coincides with the direction of string. 
The molecular theory
We use x to represent the location ofÔ in the space. The orientation of the body-fixed orthonormal frame (Ô; m i ) with respect to the space-fixed orthonormal frame (O; e i ) is denoted by P ∈ SO 3 .
(m 1 , m 2 , m 3 ) = (e 1 , e 2 , e 3 )P.
The jth element of m i , denoted by m ij , is located at jth row, ith column in P . If necessary, we will use the notation m i (P ) to express the m i determined by a certain P . An element in SO 3 can be represented by the Euler angles (α, β, γ).
The uniform unit measure on SO 3 is denoted by dν = sin α 8π 2 dαdβdγ. We start from the second virial expansion.
where r = x ′ − x, and f is consistent with the total concentration.
The kernel function G(r, P, P ′ ) is related to the pairwise interaction U (r, P, P ′ ) by
The additive constant F 0 is set to zero in the following. Expanding f (x ′ , P ′ ) = f (x + r, P ′ ) with respect to r, we have
Taking (2.4) into (2.2), we get
The first line is the bulk energy, denoted by F bulk ; the second line is about first derivatives of f , thus is called the first-order elastic energy, denoted by F
elastic ; the third line is the second-order elastic energy, denoted by F (2) elastic , and so on.
To derive a tensor model, we need to express the bulk and elastic energy in terms of angular moments of f , m i1 . . . m i k .
For rod-like molecules, both the terms and the coefficients can be obtained analytically [16] by taking U as the hardcore potential, U (r, P, P ′ ) = +∞, if two molecules touch, 0, elsewhere.
Unfortunately, this is difficult for bent-core molecules. Therefore, we will follow the route in [15] to find out the form first, which is dependent only on the molecular symmetry.
The bulk energy
In [15] we have already discussed the representation of M (0) . We have proved that
The analysis of molecular symmetry gives that to approximate M (0) with a quadratic polynomial of p ij , it reads Here we adopt (2.7). This choice is not only for simplicity. In Section 3.1 we will show that the inclusion of third-order terms does not affect the phase diagram for homogeneous phases under the coefficients derived from molecular parameters using the method described in Section 2.4. Denote
where · is the average of a function under the orientational density function ρ(x, P ) = f (x, P )/c(x) at x. Here c(x) = dνf (x, P ). The bulk energy is now written as
Next we need to express the entropy term as a function of tensors. The entropy term can be written as dxdνf log f = dxc(x)(log c(x) + dνρ(x, P ) log ρ(x, P )).
Here we are seeking for an extension of the Bingham closure for a single tensor Q. The Bingham closure is obtained by minimizing the entropy term with Q given.
By the Euler-Lagrange equation,
where B is a symmetric matrix and Z = dm exp(B : mm).
In the above, Q ranges over the set that consists of all the symmetric trace-one matrices whose eigenvalues are restricted to (0, 1). The set turns out to be all the possible averages of mm under continuous measures.
A natural extension will be minimizing the entropy term with given (p,
The Euler-Lagrange equation gives
where b is a vector, B 1 and B 2 are symmetric matrices, and
It is straightforward to check that if (b, B 1 , B 2 ) solves the minimization problem for (p,
One might demand that p, Q 1 and Q 2 range over all the possible averages like in the Bingham closure. However, this would generate too many degrees of freedom. Here we also refer to the results of homogeneous phases. We find that Q 1 and Q 2 can be diagonalized simultaneously, and have proved that in this case p is one of the eigenvectors of Q 1 and Q 2 [15] . For this reason, we demand that there exists a T ∈ SO 3 such that
where q i3 = 1 − q i1 − q i2 . Or equivalently, p = sn 1 , Q 1 = q 11 n 1 n 1 + q 12 n 2 n 2 + q 13 n 3 n 3 , Q 2 = q 21 n 1 n 1 + q 22 n 2 n 2 + q 23 n 3 n 3 with (n 1 , n 2 , n 3 ) = (e 1 , e 2 , e 3 )T . We will prove that the scalars above shall satisfy q ij > 0, q 11 + q 12 < 1,
Furthermore, we will show that when T = I, for any (s, q ij ) satisfying the above constraints, there exists a (b, B 1 , B 2 ) of the form 12) such that (2.10) solves the minimization problem uniquely. The proof is left to Appendix.
The elastic energy
To write down the elastic energy in terms of tensors, we aim to find an approximation of M (k) that consists of terms of the following form.
where we use the notation m ′ i = m i (P ′ ), and M sym to denote the permutational average of a tensor M .
(
A term (2.13) in the approximation of M (k) yields the following term in the elastic energy.
(2.14) First we express M (k) in the form of separated variables. The generic form reads 15) where the sum is taken over 0 ≤ s ≤ t ≤ k and l u = 1, 2, 3. The coefficients c l1...ls,ls+1...l k are functions ofP . This is because
which origins from
Actually,
we deduce that c l1...ls;ls+1...lt;(k−t)/2 (P ) = (−1)
There is one thing to be clarified. Because the representation (2.15) is not unique, the equality like (2.18) means that we can choose an appropriate representation whose coefficients satisfy it. Take (2.18) as an example. From (2.17), we know that
) sym .
Thus we can find an alternative representation by substituting c l1...ls;ls+1...lt;(k−t)/2 with 
Actually, M (k) can always be represented by the bases The coefficient of each term in the representation (2.19) can be reduced to a function of (p 11 , p 12 , p 21 , p 22 ). Suppose we have a representation
Note that m i (P J) = −m i (P ) for i = 1, 2, and that k − t is even. By
we have
Now just note thatP and JP J are the only two elements in SO 3 with given (p 11 , p 12 , p 21 , p 22 ). The C 2v symmetry of bent-core molecules exposes some conditions on the coefficients. Let
Thus c l1...ls;ls+1...lt;(k−t)/2 (P ) Based on the analysis, we write down all the terms inM (1) andM (2) . We truncate them at r + max{s, t − s} ≤ 2, which restrains the moments to those no more than second order.
Thus the total free energy is written as follows. Here we have done several integrations by parts and discarded surface terms. They vanish under the periodic boundary condition.
For nematic phases, by letting c be constant in space, we get (1.1).
The derivation of coefficients
In the above, we have determined the approximation form of M (k) (P, P ′ ). Denote it byM (k) (P, P ′ ). Its coefficients are obtained by fitting. The method of fitting is certainly not unique. Here we choose to minimize the distance between M (k) and its approximation, which is given by where || · || F is the Frobenius norm,
The distance is well-defined, for
The fitting is a standard least-square problem. What is remaining is the calculation of M (k) (P, P ′ ). In Appendix we will derive expressions for them when adopting the hardcore potential. We regard a bent-core molecule as consisting of spheres of diameter D, whose centers spread over a two-segment broken line forming an angle θ with each segment l/2 in length, which is drawn in Fig.2 . There are two molecular parameters reflecting the shape: D/l, θ. The derived coefficients are proportional to l 3 that can be merged with c. In the following, we still use c in the place of cl 3 . To ensure the lower-boundedness of the free energy, the coefficients must be located in a certain range. However, it is difficult to figure out the whole range. So we adopt a range possibly rather strict. Under these restrictions, the second-order elastic energy is positive definite, for we can rewrite it as follows.
Here we have done some integrations by parts and used the equality
Moreover, it controls the first-order elastic energy, for we can choose a C large enough such that the matrix below is positive definite.
 
Each term in the second line is bounded. The first line is also lower-bounded from the strict convexity of the entropy. The coefficients derived from the molecular parameters do not lie in the range and the numerical experiments show signs of lower-unboundedness. There are two possible reasons for the improperness of the coefficients. One is that the least square fitting may not be good enough. Other methods of approximation may work better. The other is that the molecule may prefer smectic phases under the parameters, which calls for higher-order terms to stabilize the free energy. Nevertheless, we will do a few modifications to make the coefficients lie in the range.
The first-order elastic energy is crucial to the appearance of modulated phases. Actually, if is positive definite, only spatially homogeneous phases will be stable. In this case, actually,
We have proved in [15] that the minimum of the right side of the inequality satisfies p = 0. This implies that it is also the minimum of the free energy. When c 01 > 0, the matrix above is positive definite for c 11 , c 12 = 0. Since a small perturbation retains the positive definiteness, for small c 11 , c 12 , only spatially homogeneous phases appear. Alternatively, when c 01 is large enough, the above matrix is also positive definite, which eliminates p as well. This would occur if the antiferroelectricity is large. The electromagnetic interaction is beyond our consideration in the current work and needs further discussion.
Results and discussion
In this section, we examine the phases where inhomogeneity occurs only in the x-direction. Now the free energy becomes
To find modulated phases, we need to minimize the free energy under the periodic boundary condition about the tensors and the length of period L.
We use finite volume method to discretize the free energy. Generally speaking, in [x k , x k+1 ], a function f (x) is approximated by
, and its derivative is approximated by
is approximated by
The tensors are represented by their eigenvalues and co-owned local orientation T (x).
T (x) is represented by the Euler angles (α(x), β(x), γ(x)) as in (2.1). The magnitudes are calculated from (b 1 , b ij ) using (2.10) and (2.12).
The phase diagram of the homogeneous phases
Before looking at the modulated phases, we give a phase diagram of homogeneous phases in the absence of the elastic energy. From the comment in the previous section, it is equivalent to the case where c 11 and c 12 are small enough or c 01 is large enough. The phase diagram generated by F bulk in the tensor model is drawn in Fig.3 . We also examine the third-order bulk energy (2.8). When adopting the third-order bulk energy, we no longer handle the entropy term with the closure we introduce, but solve it directly. Here we need to solve a set of self-consistent equations about the following five angular moments [15] . With the derived coefficients from molecular parameters, we find that the first-order and the thirdorder tensors vanish. Moreover, Q 1 and Q 2 always share one eigenframe. Since the derived c 02 , c 03 and c 04 are equal in (2.7) and in (2.8), the homogeneous phases obtained from (2.8) are identical to those obtained from the free energy (1.1). The classification of phases has been discussed in [15] and is briefly described here. It is based on the uniaxiality of Q 1 as well as Q 2 .
• Isotropic phase.
• Uniaxial nematic phase. Both Q 1 and Q 2 are uniaxial with the same axis. For further classification, we examine at the same time Q 3 = m 3 m 3 = I − Q 1 − Q 2 . Suppose that
We find that only one of the s i can be positive. The case s i > 0 is represented by N i , which means m i aligns near the axis ±n, and the other two m i tend to align in the plane perpendicular to this axis.
• Biaxial nematic phase. Both Q 1 and Q 2 are biaxial.
Since p is zero, the bulk energy is reduced to
From the phase diagram, we know that with the increase of c, the I-N i -B sequences (i = 1, 2, 3) are obtained. It is likely that I-B transition will occur at the border of two I-N i -B regions. As this is not the focus of the current work, we do not try to examine it thoroughly but point out a series of papers where the related topics have been discussed [21, 22] . The representation of Q 1 and Q 2 when q 22 is very large, typically q 22 > 0.8. Left: the plot of Q 1 (red) and Q 2 (blue), represented by ellipsoid whose axes are proportional to the eigenvalues. Right: The simplified representation, where Q 2 is reduced to an axis and Q 1 is reduced to an ellipse (drawn in green) in the plane n 1 -n 3 . 1i . Before presenting the phases, we first look at how the tensors reflect the alignment of molecules. In our choice of coefficients for the bulk energy, it is very likely that one of q 2i is greatly large than the other two. We choose T (x) such that q 22 ≫ q 21 , q 23 . Actually, all the results we will present meet this condition and q 2i fluctuate little in space. If we draw an ellipsoid with its axes equal to the eigenvalues of a symmetric matrix, then Q 2 generates a slender one, and Q 1 generates a flat one (see Fig.4 ). In this case, m 2 accumulates near n 2 and m 1 accumulates near the n 1 -n 3 plane. We pick the longest axis of Q 2 and the ellipse generated by two longer axes of Q 1 as a simple representation of two tensors, which reflects the major information.
Modulated phases
Provided that m 2 = n 2 , we examine the alignment of m 1 , which is confined to the plane n 1 -n 3 . Suppose T = I and s ≥ 0, which leads to b 1 ≥ 0. The density function of m 1 satisfies
. We describe three typical cases that cover the results we will present.
• Case I: b 11 < −b 1 /2. Typically when |b 11 | is very large, we have q 13 > q 11 . K(m 11 ) reaches its maximum at m max 11
= −b 1 /2b 11 ∈ (0, 1). In this case, m 1 accumulates at m 11 = m max 11 , which two directions satisfy.
• Case II: |b 11 | < b 1 /2. Typically if b 1 is large, |p| is also large but q 11 is not that large. Figure 6 : Schematic of the twist-bend phase (the right-handed case). The red and the blue line represents n 1 and n 2 respectively. n 1 rotates on a circle, and n 2 rotates on a circular cone.
• Case III: Large b 11 > 0 with small b 1 . In this case, q 11 is large while |p| is small. Then K(m 11 ) reaches maximum at m 11 = 1 and K(−1) is a little smaller than K(1). In this case, m 1 accumulates at m 11 = ±1 with a little more at m 11 = 1.
The three cases are drawn in Fig.5 . In the following, we will draw a molecule in each orientation where K(m 11 ) reaches maximum for case I, and will draw a molecule such that m 1 = sgn(s)n 1 for case II. And for case III, we will draw a molecule for both m 1 = ±n 1 , and an extra one for
12 /1.2, the model exhibits the twist-bend phase and the splay-bend phase. The twist-bend phase (N tb ) is featured by its helical modulation, with T (x) written as
We know from this expression that T (x) rotates at a constant speed round the x-axis with p keeping perpendicular to the x-axis. The axis ±n 2 forms a fixed angle γ 0 with the x-axis. The eigenvalues s and q ij are constant in space with large |s| and s < 0, corresponding to case II. If we pick the most probable orientation, the structure we obtain is equivalent to what is obtained in [10] . The variation of eigenframe is drawn in Fig.6 . In the above, p rotates on a right-handed helix. It may also rotate on a left-handed helix. Namely, leave s and q ij unchanged and let
we get the left-handed structure that is of the same energy as the right-handed structure. It is not surprising because of the achiral molecular structure. In both right-handed and left-handed cases, the bending vector of n 2 points along n 1 .
It is worth noting that s < 0, which indicates that p points opposite to the bending vector. In fact, it origins from the sign of c 12 , which will be discussed later.
Next we describe the splay-bend phase(N sb ). We plot q 1i , s and α in Fig.7 . T (x) is of the following form.
with α(x) oscillating near π/2. This implies that n 2 swings near the x-axis in the x-y plane. |s| reaches its maxima where α = π/2, and zero where α is the farthest from π/2. Note that the difference between q 11 and q 13 is not large anywhere, and q 13 > q 11 where |s| is small. Therefore the alignment corresponds to case I near x = 0, L/2 and case II in between. The alignment is drawn in Fig.8 using the abstract representation in Fig.5 . Here we also calculate the bending vector of n 2 .
Note that s and dα/dx always have the opposite sign, which indicates that n 1 points opposite to the bending direction of n 2 . When we shrink c 12 to c
12 /2, the twist-bend phase and the splay-bend phase become unstable. A stable phase distinct from the above two is found. In this phase T (x) reads
where α oscillates in an interval that is contained in (0, π/2), as is plotted in Fig.9 . The axis n 2 coincides with the y-axis. The n 1 -n 3 plane shows a swinging pattern as α oscillates. We name it the swing phase (N sw ). In this phase, q 11 and q 13 dominate alternatively among the eigenvalues of Q 1 . The largest |s| occurs near where q 11 = q 13 , and s ≈ 0 where |q 11 − q 13 | is large. This suggests the following pattern of alignment: case I -case II -case III -case II -case I. It is drawn in Fig.10 . A metastable phase is found such that T (x) = I. We plot in Fig.11 the eigenvalues for c 11 = c 12 /2 and c = 20.0. By looking at the eigenvalues, we know that this phase has the same pattern of alignment as N sw phase, but does not include the rotation of eigenframe. As the preferred orientation of m 1 alters between x-and z-direction, we denote the phase as N alt . The alignment is drawn in Fig.12 .
The following phase sequences are found under various coefficients.
• c 11 = c • c 11 = c • c 11 = c • c 11 = c It implies that with larger c 12 , the direct I-N tb sequence occurs; with smaller c 12 , the N tb phase vanishes; and the I-N -N tb sequence occurs in between.
Discussion
In the experimental work by Borshch et al. [4] , the phase sequence I-N -N tb has been reported on cooling. In our model, the increase of c can be viewed analogous to the decrease of the temperature. Thus the first sequence we get is consistent with the experiments. To our knowledge, there is no preceding model that contains the complete I-N -N tb sequence. The isotropic-helix transition has been observed for chiral molecule [23] . Our model shows the possibility for achiral molecule, which is interesting to see if it can be observed.
It is common in previous works to utilize an axis and a polarizationto describe the local orientation. In our model and the choice of coefficients, we may view n 2 and p as the axis and the polarization. If we look only at n 2 and p, the twist-bend and the splay-bend structures are the same as those obtained in [10] . And the presence of Q 1 provides information more detailed on molecular alignment for the splay-bend phase where p ≈ 0. Moreover, it is able to generate N sw phase and N alt phase that are not included previously, where the n 2 is spatially invariant. A criterion for the stabilization of the splay-bend phase has been proposed in [3] and [10] , but we have not found the coefficients that stabilize the splay-bend phase, which needs a thorough examination in the future.
Another interesting topic is about the direction of p. Note that the change of p to −p does not affect the bulk and the second elastic energy.
Therefore, whether p or −p is favoured is determined by F (1) elastic . Under certain circumstances, the signs of c 11 and c 12 imply the preference among p and −p. In fact, the first elastic energy can be written as
In the twist-bend phase where s, q ij are constants, using
elastic is simplified to
In the first parenthesis, c 12 q 22 dominates, thus determines the sign. Because it is positive, we know that p tends opposite to the bending vector of n 2 .
In the splay-bend phase, n 3 is constant. In the second term in F
elastic , the dominant coefficient is c 12 q 22 > 0. Therefore p tends to be opposite to the bending vector of n 2 . In the first term, ∇(c 11 q 11 ) dominates as q 21 fluctuates little, indicating that the x-component of p tends to have opposite sign of dq 11 dx. This is consistent with the tendency generated by the second term.
In [10] where the coupling of polarization and the bending vector is modelled explicitly, the polarization is assumed to prefer along the bending. It is proposed without any evidence. Our estimation, which is deduced from molecular theory, is contrary to this assumption.
At last, in the N alt phase, the sign of c 11 implies that p tends to point to the position where m 1 aligns along the z-axis. Now only the first term occurs. Again the dominant term is ∇(c 11 q 11 ), which implies that p prefers along the decreasing direction of q 11 .
Conclusion
A tensor model for bent-core molecules is constructed. Its form, as well as its coefficients, is derived from the molecular theory. Besides the homogeneous nematic phases, the twist-bend phase and the splay-bend phase can be captured, along with two new phases. In the future, the model is expected to be investigated systematically, no matter for phase behaviors and for surface-induced phenomena. The method to determine the coefficients is also worth further discussion. Moreover, we are looking to extend the model to smectic and columnar phases.
Appendix

The properties of the closure
Theorem 5.1. Each (s, q ij ) ∈ A is subject to the constraints in (2.11). For any (s, q ij ) ∈ A, there exists a unique solution to the minimization problem
The solution takes the form , and that the equality holds only if f m 11 = λf holds for a constant λ, which implies that f = 0 for m 11 = λ. Again we note that the measure of the set {P : m 11 = λ} is zero.
The uniqueness of f is deduced immediately from the strict convexity of f log f about f . To prove the existence, consider the function
A stationary point of J satisfies ∂J/∂b 1 = ∂J/∂b ij = 0, which yields
From the Euler-Lagrange equation (2.10) and the uniqueness, the stationary point of J solves the minimization problem. We will prove that
Since J is bounded from below, (5.2) indicates the existence of a minimum. For (5.2), it is sufficient to prove that for any
there exists a P such that Here λ is a real number to be determined. We choose a λ such that λ i > 0. It is equivalent to λ − q 22 > 0, q 11 + q 22 − λ > 0, λ − q 11 > 0, 1 − λ − q 12 > 0, 1 − λ − q 21 > 0, q 21 + q 12 − (1 − λ) > 0, which yields max{q 11 , q 22 , 1 − q 12 − q 21 } < λ < min{1 − q 12 , 1 − q 21 , q 11 + q 22 }.
From the constraints on q ij , the upper bound is greater than the lower bound, which guarantees the existence of λ. Note that
We claim that I(P i ) > 0 for some i. Otherwise I(P i ) = 0 for every i. Expanding these equalities, we have It is easy to deduce that b 1 = b ij = 0.
5.2
The computation of (2.5) for bent-core molecules from hardcore potential
Denote by T 0 the broken line of a molecule (see Fig.2 ) posed such that two eigenframes (Ô; m i ) and (O; e i ) coincide. Let T 1 = P T 0 and T 2 = P ′ T 0 . When using the hardcore potential, G(r, P, P ′ ) takes one if two molecules touch and zero if not. The condition for G(r, P, P ′ ) = 1 can be written as
where B D denotes a sphere of radius D. Here A ± B represents A ± B = {a ± b|a ∈ A, b ∈ B}.
This is because the region occupied by two molecules are T 1 +x+B D/2 and T 2 +x ′ +B D/2 respectively. Denote by p 1 and p 2 the vectors pointing from the arrowhead to two ends of the broken line T 1 , namely two 'arms' of T 1 , and by p Note that V ij are convex that share O, which indicates that if R ∈ V , then λR ∈ V for 0 ≤ λ ≤ 1. Denote r ij (n) = max sn∈Vij s and r(n) = max i,j=1,2 r ij (n).
We can express M (k) by an integral in spherical coordinates. Now we need to give an expression of r ij . We may place the parallelogram Op i p ′ j in the plane z = 0. Denote by R the intersection point of the ray sn and the spheroparallelogram. We need to determine where R lies. We follow the procedure below.
• Compute the intersection point of the ray sn and the plane z = D. Then examine whether its projection on the plane z = 0 lies in the parallelogram OACB, plotted in Fig.13 . If yes, the R lies on the flat surface of the spheroparallelogram.
• Determine whether the ray sn intersects with any of the spheres on the corner. If yes, compute the farthest intersection point and examine its projection on the plane z = 0. If it lies in the corresponding sector (located at the corners in Fig.13 ), R lies on the spherical surface of the spheroparallelogram.
• Now we know that R lies on the cylindrical surface of the spheroparallelogram, and it is easy to distinguish which cylinder it locates.
