: Gating strategy for obtaining IgM-secreting plasma cells and IgG1-expressing switched cells for analysis of AID dependent mutations in the Sµ region of activated B cells. Purified splenic B cells of the indicated genotype (C57Bl/6 (WT) or Aicda −/− ) were stimulated with CD40L and IL-4 for four days. Cells were harvested and stained with Syndecan-1, IgM, and IgG1 antibodies. Cell purity was re-assessed by FACS (post-sort panels).
KB

KB K H 2 E S c e l l s K H 2 E S c e l l s + p B S 3 1 I r f 4 ( O 2 )
B. C.
0 ug/ml DOX 5 ug/ml DOX
IRF-4
Rosa26 locus
M2rtTA
ColA1 locus (downsteam of 3'UTR) minimal CMV-tetOPx7 : Irf4 cDNA frt A.
Figure S5: Construction of Irf4-inducible ES cells. (A)
The generation of the Irf4-inducible mice is based on the strategy and reagents developed by Beard et al. (Beard et al., 2006) . Briefly, the Irf4 cDNA was blunt-end cloned into the EcoRI site present in the pBS31 flp-in vector. Next this vector was cotransfected with a FLPe expression vector into KH2 ES cells. KH2 ES cells had been previously engineered to incorporate frt sites and a defective hygromycin resistance gene in the CollagenA1 locus that would be complemented by successful targeting. Nine of ten drug resistant clones were properly targeted as judged by Southern blotting using a 3' probe specific to the ColA1 locus. (B) Clone O2 was chosen for further analysis and used to generate chimeric mice by blastocyst injection. (C) IRF-4 expression in O2 ES cells. Cells were cultured for 24 hours with zero or 5 mg/ml doxycycline (DOX) and then IRF-4 protein expression was measured by intracellular staining and flow cytometry.
Modeling details and additional analysis 1 Construction of the GRN model
Because the qualitative but not quantitative features of the regulatory network are known, we use a common generic form for the systematic part of the rate laws (Elowitz & Leibler, 2000; Gardner et al., 2000; Angeli et al., 2004; Ozbudak et al., 2004) , as we did to model development of myeloid lineages previously (Laslo et al., 2006) . The concentration of each protein (x) varies as:
where a is the concentration of activator, r is the concentration of repressor, n r and n x , are Hill coefficients for repression and activation, K r and K a are the half saturation constants for repression and activation, k x is the maximum rate of protein production caused by the activator, e x is the rate of synthesizing x in the absence of activator, and b is the rate of protein degradation. The variable s is a scale factor that allows for changing the half saturation constants K a for the CSR regulators (Bcl-6/Bach2 and AID) while keeping their overall level of expression relatively constant. As discussed below, a slightly modified form for the rate of AID expression is required to incorporate synergistic activation. In the stochastic simulation, we add a gaussian random term for each protein to Eq. S1
to model the fluctuations in its concentration. The amplitude of the random term is proportional to the square root of the concentration of the protein. There was no correlation between noises of different proteins or at different times. Eqs. (1a) to (1e) of the main text were integrated with a first order Langevin integrator (Sancho et al., 1982) .
In the case that a gene is not regulated, we set a = 0 and r = 0 on the right hand side of Eq. S1. Unless otherwise specified, we assume activation follows Michaelis-Menten-like kinetics (n x = 1) and repression is cooperative (n r = 2). We make this choice for activation because it is the simplest possible choice and for repression because cooperative repression is a necessary condition for bistability (Cherry & Adler, 2000; Laslo et al., 2006) . The evidence for bistability of the network of interest is discussed in the main text. Activation exponents larger than one were required for a few interactions. We take n x = 2 for the elements of the IRF-4/Blimp-1 positive feedback loop to ensure that differentiation to the plasma cell state is irreversible and for Pax5 activation of AID to silence the latter fully once the plasma cell program is achieved. For the same reason, we take AID to integrate its inputs from Pax5 (Gonda et al., 2003) and IRF-4 Klein et al., 2006) S1. In other words, we exclude the possibility of OR-like logic to ensure that the high IRF-4 in the plasma cell state cannot drive AID expression (see (Warmflash & Dinner, 2008) and references therein for further discussion of AND and OR gene regulatory logic).
In the kinetic control model, we set K r = K a = K = 1, s = 1, and b = 1 for all transcription factors, and we take k x = 7.5, which corresponds to a maximum steady-state regulated expression level that is 7.5 times the half saturation value (K); for AID, k a = 0.75 and b = 0.1. We set e P = 2 because this allows the expression to Pax5 in the CSR fixed point to be somewhat higher than in the initial state corresponding to an activated B cell as observed (Wakatsuki et al., 1994) . To obtain the basic bistability scenario, we increase the initial synthesis rate of Pax-5 e P to 3, decrease the maximum rate of protein production k x and the degradation rate b for Bcl-6/Bach2 to 0.75 and 0.1 respectively. Additionally, for Bcl-6/Bach2 and AID, we increase the scale factor s to 4 and the cooperativity n C of activation by Pax-5 to 3. These changes serve to sharpen the boundary between the CSR and plasma cell basins of attraction in the space of initial conditions.
Sensitivity to choices of parameters
At low e I , both the CSR and plasma cell states are stable, but only the CSR state is kinetically accessible starting from initial conditions corresponding to the pattern of expression of a resting B cell (i.e., the biologically motivated initial conditions are within the basin of attraction of the CSR fixed point). As the value of e I is raised, the system undergoes a reverse bifurcation which leaves the plasma cell state as the only stable state. In the stochastic models that we consider, the bifurcation does not result in a sharp transition but rather in an increasing fraction of cells differentiating to the plasma cell state as e I is raised. Nevertheless, the bifurcation diagram ( Fig.   S7 ) underlies the behavior of both the basic bistability and kinetic control scenarios. Consequently, we first examined whether the bifurcation diagram is robust to variations in the model parameters.
To limit the number of free parameters, we assumed that the maximal rates of activated expression (k x ), the rates of protein degradation (b), and the binding affinities of the regulators (K a = K r )
are the same for all species. In this case, the model has only three parameters: k x , the initial rate of Pax5 production (e P ), and the initial rate of IRF-4 production (e I ), which serves as a surrogate for the antigen receptor signal (as discussed in the main text). In essence, we assumed that all proteins have the same dynamic range, degradation rate, and half-saturation constants for activation and repression. We made this assumption and then assessed the sensitivity of the model to e P and k x (the response to varying e I was discussed in detail in the main text). Following that, we also investigated the effects of having non-uniform values of the maximum rates of activation, half-saturation constants and degradation rates for different proteins. In each case, we assessed the effects of variation in these parameters on the fixed points of the model (as summarized in the bifurcation diagram). We determined the fixed points of the deterministic model by combining the steady-state equations (dx/dt = 0 for x = I, B, P, C, and A) into a single non-linear equation for
Blimp-1 (B) as a function of the intial rate of IRF-4 production (e I ), which we solved numerically.
Varying either k x or e P does not qualitatively affect the bifurcation diagram; it only shifts the point at which the bifurcation occurs (Fig. S7 ). Increasing e P strengthens the CSR/SHM state so greater levels of IRF-4 expression are necessary to destabilize this state and force the transition to the plasma cell state. Increasing k x did not favor either state, but instead simultaneously strengthened both states. As a result, the levels of IRF-4 necessary to destabilize the CSR/SHM state were higher, as was the expression of the plasma cell genes once the CSR state/SHM had been destabi-lized (Fig. S7A) . Note that the positive feedback loop between IRF-4 and Blimp-1 can no longer produce a stable plasma cell state at e I = 0, when k x is relatively low (Fig. S7A, dashed lines) , or at all, when k x takes very small values. However, as long as k x exceeds a threshold, the qualitative features of the bifurcation diagram are the same for nearly all parameter choices (Fig. S7B) .
We quantified the effect of treating species non-uniformly by selecting random values for each of the degradation rates (Fig. S7D) , half-saturation constants (data not shown), or maximum rates of expression (data not shown). In each case, we selected the random parameters from a uniform distribution in the range 0.1 to 10.0 compared with a value of 1.0 in the model described above.
Similar to the results for varying k x and e P , we found that using non-uniform values for the degradation constants, maximum rates of synthesis, or half-saturation constants generally did not affect the bifurcation diagram qualitatively, but rather only produced a shift in the location of the bifurcation point. The exception was in the extreme case that all species from one program were degraded (or synthesized) at a much greater rate than for the other. For example, if the degradation rates for IRF-4 and Blimp-1 are high and those for Pax5 and Bcl-6/Bach2 are low, then the model does not exhibit a stable plasma cell state for any value of e I , similar to the case of very low k x discussed above. Nonetheless, the majority of random parameter combinations gave similar behavior to the parameter set chosen above. These results show that for the network shown in Fig To give an overview of whether the behavior of the model is more like one scenario or the other for different parameter choices, we plot two quantities: the bifurcation point in e I and the difference in Bcl-6/Bach2 peak values over 0.3 ≤ e I ≤ 0.7, the range that we use consistently throughout the study. Given our biologically motivated choice of initial conditions, the position of the bifurcation point relative to this range determines whether the behavior is more like a basic bistability or kinetic control, while the difference in Bcl-6/Bach2 peak values over this range reports on a key experimental prediction used to distinguish the scenarios. We plot these quantities as functions of the three parameters most important for tuning between the two scenarios: e P , which controls the initial biases toward the CSR and plasma cell states, n C , which stabilizes/destabilizes the CSR state, and s, which scales the protein levels.
First consider the plots of the bifurcation point (e * I ; Fig. S8A and B). Values of e * I are as indicated on the contours. For ease of visualization, we color blue the regions where e * I > 0.7, which corresponds to the basic bistability scenario; we color brown the regions where 0.3 ≤ e * I ≤ 0.7, which corresponds to the kinetic control scenario; we color yellow the regions where e * I < 0.3.
In the last case, cells always transition directly to the plasma cell state and there is no CSR, so that scenario fails to capture the basic biology. We furthermore mark the parameters used throughout the manuscript to represent the two scenarios: the red cross on the blue background corresponds to the basic bistability scenario and the black cross on the brown background corresponds to the kinetic control scenario. The above interpretation of Figs. S8A and B is confirmed by the trends for the peak concentration of Bcl-6/Bach2 ( Fig. S8C and D) , where we expect the basic bistability scenario to exhibit a large difference and the kinetic control scenario to exhibit a small difference (as in Fig. 2 of the main text).
Treating B cell receptor signaling
Receptor signaling entered the multiscale model through the initial rate of IRF-4 synthesis (e I ).
To account for the many stochastic processes that contribute to IRF-4 expression (antigen binding, signal amplification, transcription, and translation), the value of e I for each cell in the simulation was drawn from a normal distribution. The mean and standard deviation of the distribution were proportional to the average fraction of receptors that were engaged (f , withē I = e 0 f and σ e I = σ 0 e 0 f ). For more transparent connection to the experiments with NP-Ficoll, we estimated f by assuming that the system is well mixed, and that binding and unbinding reach equilibrium. Thus,
where [Ag] f is the amount of free ligand, and K is the equilibrium constant for dissociation of the ligand from the BCR. We assumed equilibrium for ligand binding and unbinding because these processes occur on a much faster timescale than others in the simulation: namely gene expression, protein degradation, cell division, and cell death.
The multiscale simulations were performed using a hybrid stochastic algorithm (Salis & Kaznessis, 2005 ) that integrates molecular processes (e.g., production and degradation of molecules)
by using chemical Langevin equations and uses the Next Reaction variant of the Gillespie algorithm (Gibson & Bruck, 2000) for cellular processes (e.g., cell division and death). The cell numbers in Figs. 2A and 2B of the main text are based on 20 simulations of 35 time units (each starting with 10 cells). We related the simulation time units, τ , to real ones by assuming that the typical lifetimes of the proteins are several hours (Bachmair et al., 1986) ; specifically, we took 1 time unit to correspond to 2.4 hours. Previous experiments have shown that B cells spend approximately three times longer to complete the first division than following divisions (Hawkins et al., 2009 ).
To include the slower initial dynamics while keeping the parameters constant for simplicity, we took 1 time unit to correspond to 4.8 hours in the first day. We tracked the IRF-4 expression levels at different ligand concentrations and different times to discriminate between the basic bistability and kinetic control scenarios. Although both scenarios predict that the differentiation of B cells into plasma cells occurs more frequently as the ligand concentration increases, it occurs mostly at early times in the basic bistability model (Fig. S12A ) but throughout four days in the kinetic control model (Fig. S12B ).
The sensitivity of the cell fate results to the choices of the cellular parameters is explored in of the main text are as follows.
• The mean initial rate of IRF-4 synthesis e 0 must be close to or higher than the bifurcation point of the kinetic control scenario in the absence of noise (see Section 2 below). If e 0 is small, no plasma cells are generated for the lowest antigen dose in the simulation, and the fraction of naive B cells in the CSR state increases significantly with antigen dose (note brown bars in Fig. S16 second panel on the right).
• The threshold in cell activation e t must be sufficiently far from e 0 that a considerable fraction of cells can undergo CSR when antigen dose is low (note brown bars in Figs. S16 bottom panel on the left).
Obtaining net growth rates from CFSE data
In this analysis, we treat IRF-4 lo and IRF-4 hi cells separately. Assuming constant proliferation (r), death (d), and differentiation (g) rates, we can write the change in number of cells with c = {lo, hi}
with g c < 0 for c = lo and g c > 0 for c = hi. For the IRF-4 lo cells, the above equation is of the form suggested by (Revy et al., 2001 ), but with cell loss arising from differentiation in addition to death. To achieve a similar form for the IRF-4 hi cells, we make the additional approximation that we can neglect the g c term; we evaluate this approximation a posteriori. Then (de Boer et al., 2006) ,
Here, we take t = 0 to be Day 1 because most cells begin dividing after that time, and the initial condition N i,c (t = 0) = 0 for i = 0 (see Eq. 2 of (de Boer et al., 2006) ). To use Eq. S4 to estimate the growth rates (r c for c = {lo, hi}), we plot log N i,c as a function of i each time (Days 2 and 3) and NP dose. The slopes of the best fit lines yield log(2r c t) and, in turn, r c . These data are given in Table S2 ; as indicated by the Pearson correlation coefficients, the dependences are generally linear, justifying the approximation of neglecting g hi . In simulations using these rates, we average over the four NP doses to obtain r lo = 1.0 and r hi = 1.2 divisions/day for Day 1 to Day 2 and r lo = 1.5 and r hi = 2.5 divisions/day for Day 2 to Day 3.
Quantitative fitting
After our initial predictions and the experiments that they stimulated, we fit the GRN model (without noise) to the normalized mRNA data for Blimp-1, Bcl6/Bach2, AID and Pax5 (Fig. 4B of the main text). Because we are interested in comparing the basic bistability and kinetic control scenarios, we focus on those parameters that differ between them and fix as many of the remainder as allow reasonable quantitative agreement. Specifically, we vary e P , n C , s, b (enforced to be the same for all species), and k x (allowed to take a different value for each species). Because e I varies from cell to cell, we assume two values for e I to represent cells with low and high signal strengths;
we vary e We use a Metropolis Monte Carlo procedure to minimize the total mean square error of the normalized mRNA levels (the "energy" function); the optimization temperature is 0.01. We set ranges for parameters as follows: The sensitivity of the simulated results to changes in the parameters is explored in Figs. S17 and S18. Trends are robust to variations in all parameters. However, for Irf4 +/− cells, the fold change in plasma cells becomes less significant when either of the following conditions is satisfied
• The net growth rate of plasma cells is much larger than that of naive B cells. In this case, the difference in the probability of B cell differentiation is weakened by the intensive proliferation of cells that have differentiated.
• The endogenous rate of IRF-4 synthesis or its noise level is large. In this case, B cell differentiation becomes insensitive to v 0 (DOX dose).
Simulating animal immunization
To simulate the animal immune response, we consider two possible pathways by which cells can differentiate into plasma cells (Fig. S14 ): a fast pathway, which occurs in extrafollicular foci, and a slower pathway, in which terminal differentiation is preceded by the germinal center reaction.
In the simulations, naive B cells are produced at a constant rate. The choice between these two pathways is determined by the initial affinity of a cell's BCR for the antigen. Cells with BCR signaling that leads to IRF-4 expression (e I ) above a fixed threshold are directed to the extrafollicular pathway, while cells below this threshold all enter the germinal center. As before, the value of e I in each cell was drawn from a normal distribution with mean e For the ligand, we assume an initial source with a slow and constant decay. When a cell dies, it releases its ligand back into the free pool. We also assume that all plasma cells secrete antibody at a constant rate and that antibody (antibody-ligand complex) decay is a first order process. The ordinary differential equations describing antigen and antibody dynamics are given as:
where N P is the number of plasma cells; Ag, Ab and R are abbreviations for antigen, antibody and receptor; X · Y represents the complex of X and Y; subscript t and f represent "total" and "free";
K is the dissociation constant for antigen and antibody (receptor). The last three equations relate the free antigen (antibody, receptor) with their bound forms by assuming that the elimination rates of the free antigen (antibody) d a and the complex d c are much slower than those for the binding (unbinding) dynamics. We group the reactions about antigen and antibody into fast reactions but treat them deterministically. This is justified due to the relatively large numbers of antigen and antibody molecules. In this model, cells affect each other because they compete for ligand and the amount of bound receptors affects the initial rate of IRF-4 synthesis. Other features, unless specified, are the same as in the simulations of in vitro experiments discussed in the main text and above. Parameters unique to the animal immune response simulations can be found in Table S3 .
Other parameters are the same as in the multiscale models above.
The dynamics of the molecular concentrations of the transcription factors are treated identically in both compartments. In contrast, the cellular parameters differ between compartments. In the extrafollicular compartment, cells have different division and death rates depending on whether they have or have not differentiated (i.e., depending on their current concentrations of Blimp-1). Cells which have not yet differentiated divide faster than they die as long as the stimulation through the BCR remains above the threshold for the extrafollicular compartment. Cells below this threshold do not divide. Cells which have transitioned to extrafollicular plasmablasts have a larger death rate to account for the fact that these cells are generally short lived (MacLennan, 2003) . The division rate for germinal center cells is taken to be proportional to the extent of signaling through the BCR to account for the observation that higher affinity cells were observed to proliferate more rapidly than lower affinity ones (Paus et al., 2006) . Cells in the germinal center can undergo the processes of CSR and SHM. It is assumed that these processes are coordinated with cell division so that in each division a cell has a finite probability of class switching or mutating its receptor. It is further assumed that these processes are independent so that the likelihood of one of these processes occurring does not depend on whether the other has occurred, but both processes only take place when the AID concentration is above a threshold as described above. We used the model for SHM introduced by Kepler and Perelson (1993) . Namely, cells are grouped into a finite number of classes each of which differs in affinity from its neighboring classes by a factor of four. Upon mutation, cells are more likely to move to a lower affinity class than a higher affinity one because deleterious mutations are more common that advantageous ones.
Using this model, we simulated the dynamics of the immune response to antigen of varying affinity. Whereas high affinity antigen produced robust germinal center and plasma cell responses, low affinity antigen produced a much weaker plasma cell response which was delayed by the need for the cells to affinity mature in the germinal center (Fig. S15) . The number of cells in the germinal center was roughly the same for all affinities considered, but the plasma cell response was very sensitive to antigen affinity in agreement with the experiments reported by Paus et al. (2006) . These results demonstrate that coupling the network of Parameter combinations in the white region yield bifurcation diagrams that are qualitatively similar to that for the standard parameters. Those in the gray region are similar except that there is no stable plasma cell state at e I = 0. Those in the black region do not show a bifurcation because the value of k x is not sufficient for bistability. (C) All three curves overlay nearly exactly for the top branch corresponding to the plasma cell state because the value of e P does not effect the concentration of Blimp-1 following plasma cell differentiation: e P = 0.2 (green lines), e P = 2.0 (red lines), and e P = 20.0 (blue lines). (D) Steady-state values of Blimp-1 for four randomly chosen values of the degradation rates b for all proteins. All curves show quantitatively similar behavior except for the green curve. In this case, high degradation rates for both IRF-4 and Blimp-1 as compared to that for Pax5 prevent the establishment of a stable plasma-cell state so the Blimp-1 concentrations remains low for all values of e I . Figure S8 : Dependence of model behavior on the three parameters most important for tuning between the kinetic control and basic bistability scenarios: e P , n C and s. (A and B) The bifurcation point in e I (e * I ); values are as indicated on the contours. Regions with e * I > 0.7, which corresponds to the basic bistability scenario, are shaded blue; regions with 0.3 < e * I < 0.7, which corresponds to the kinetic control scenario, are shaded brown; regions with e * I < 0.3, a scenario inconsistent with the biology, are shaded yellow. (C and D) The difference in Bcl-6/Bach2 peak values over 0.3 < e I < 0.7, the range that we use consistently throughout the study. The red cross marks the default parameters (Table 2 in the main text) for the basic bistability scenario and the black cross marks those for the kinetic control scenario. Figure S16 : Sensitivity of the simulated NP experiments to variations in cellular parameters. Parameters were varied individually as indicated; in each case, the antigen concentrations are chosen to be 1, 2, 4, 8, 32, 1024 ×10 9 molecules from left to right. The antigen concentration is not equally spaced in order to give average e I that is almost equally spaced. Black bars represent the number of functional IgM secreting plasmablasts; grey bars represent the number of class-switched cells. The data are normalized to the results for the lowest ligand dose. We change (1) the difference between the birth and death rate for naive B cells (r 1 − d 1 ), (2) the same difference for plasma cells (r 2 − d 2 ), (3) the probability of class switching for cells per division per unit AID concentration (p s ), (4) the proportionality factor relating signaling and the mean IRF-4 initial rate (e 0 ), (5) the proportionality factor relating the mean and the standard deviation of e I (σ 0 ) (6) the threshold in Blimp-1 for differentiation (T B ), (7) the threshold in e I for cell activation below which naive B cells do not divide and die (e t ), and (8) the noise level in the Langevin equation integrator (ξ). 
