This paper introduces a least squares, matrix based framework for adaptive ltering that includes Normalized Least Mean Squares (NLMS), A ne Projection (AP) and Recursive Least Squares (RLS) as special cases. We then introduce a method for extracting a low rank underdetermined solution from an overdetermined or a high rank underdetermined least squares problem, using a part of a unitary transformation. We show how to create optimal, low rank transformations within this framework. For obtaining computationally competitive versions of our approach, we use the Discrete Fourier Transform (DFT). We convert the complex-valued DFT based solution into a real solution. The most signi cant bottleneck in the optimal version of the algorithm lies in having to calculate the full length transform domain error vector. We overcome this di culty by using a statistical approach involving the transform of the signal rather than that of the error, for estimating the best low rank transform at each iteration. We also employ an innovative mixed domain approach, in which we jointly solve time and frequency domain equations. This allows us to achieve very good performance using a transform order that is lower than the length of the lter. Thus we are able to achieve very fast convergence at low complexity. Using the acoustic echo cancellation problem, we show that our algorithm performs better than NLMS, AP and competes well with FTF-RLS for low SNR conditions. The algorithm lies in between A ne Projection and FTF-RLS, both in terms of its complexity and its performance.
I. Introduction
Adaptive ltering is used to track an unknown and possibly time-varying channel in an environment where the statistics of the input processes to that channel are also unknown and changing. One of the rst adaptive ltering techniques to be introduced was the Least Mean Squares algorithm 1] algorithm. The application of Kalman theory to adaptive ltering followed 2]. The Recursive Least Squares adaptive ltering procedure provides convergence that is an order of magnitude faster than that of LMS. 21] . Each of the these applications represent a slightly di erent formulation of the problem. In this paper, we discuss the acoustic echo cancellation problem. The adaptive echo canceler is shown in gure 1. The objective of this adaptive lter is to match as closely as possible a stationary or non-stationary unknown channel. Let x k represent samples of a speech signal which passes through a channel. The impulse response of the channel is given by a vector h o , of length M. Additive white Gaussian noise (AWGN) and near end speech may also present, as shown in gure 1. In the following, we assume that near end speech is absent, i.e., there is no double talk situation.
The distorted signal is given by y k = x H k h o + k ; The vector y k is given by y k = X H k h o + ? k : (3) In a purely stationary system, it would be su cient to solve for the lter h k , once, as it is constant for all k. In a time varying situation, at each iteration, an increment h k is added to the adaptive lter h k , so that h k+1 = h k + h k : (4) In (4), is called the adaptation constant, which controls the rate of adaptation. The method applied in order to arrive at h k is determined by the type of adaptive algorithm used. It is customary to solve for h k using a set of N linear equations X H k h k = e k (5) where e k is an N 1 residual vector given by e k = y k ? X H k h k?1 (6) For the case of N < M, we have an underdetermined problem, with the unique minimum norm solution given by h = X(X H X) ?1 e: (7) The time subscripts have been left out for brevity. In the rest of the paper, we will include the time subscripts only when they are necessary for understanding the equation.
The case of N M leads to the overdetermined problem with the unique least squares solution given by h = (XX H ) ?1 Xe: (8) It is to be noted that when N = 1, the solution in (7) 
A. Transform Domain Adaptive Filtering
Under suitable conditions, adaptive ltering can also be done after transforming the data into some other domain. Some of the most commonly used data independent unitary transformations are DFT and DCT, and an example of a data dependent transformation is the SVD. These transforms also decorrelate the data to various degrees and this property can be used to achieve performance as well as complexity gains. The FDAF (Frequency Domain Adaptive Filter 13] ) is a di erent manifestation of the block LMS update, which uses the fact that a convolution in the time domain can be represented as a product in the frequency domain. The subband approaches use analysis lter banks to separate the signal into di erent frequency bins, each being adapted by a di erent lter 25], 15]. Decimation is also used, that is to say, the subband lters operate at a slower rate, thereby introducing computational gains. Subspace methods are e ective rank reducing mechanisms which use the SVD of the data matrix(eg. 26]), or the EVD of the associated correlation matrix. Sometimes, data-independent transforms are used as an approximation to the data-dependent SVD and EVD. For example, Douglas uses the DCT 27] to nd the approximate inverse of the correlation matrix that occurs in a ne projection 28]. Our method has some similarities with a subband approach without decimation and cross-ltering.
II. Low Rank Adaptive Filtering
In this section, we rst interpret time domain and transform domain methods into a matrix framework. We then introduce a new low rank adaptive ltering approach. We also demonstrate that the time domain adaptive methods mentioned in section I can be written in this low rank framework. We then derive theoretically optimal low rank transforms under this framework.
Let a full rank unitary transformation be represented by the square matrix Q. We could introduce Q (or QQ H = I = Q H Q) into (5) in two ways. The rst possibility is QQ H X H h = e (9) or equivalently Q H X H h = Q H e (10) and the other possibility is X H QQ H h = e (11) We want to use the decorrelating property of the transform to obtain an approximate inverse of the correlated matrix. Hence our choice of (10) 
Now assume that Q H 1 X H 6 = 0 and consider using the N P matrix Q 1 to transform the system in (5):
The original system (5) might be overdetermined or underdetermined. But it is to our advantage to consider an overdetermined (N M) or high order underdetermined (N comparable to M) system. For the following analysis, we will assume the original system to be overdetermined. The transformation Q 1 converts it to an underdetermined system, 1 P < M. By choosing Q = I N N and Q 1 = I P P 0 P (N?P) ] H , we can convert We have thus shown that NLMS and AP can be obtained from the overdetermined RLS case by using a low rank transformation. The question that now arises is, is there a better transformation than the one used to obtain AP?
We seek a low rank transformation that will move us towards the AP solution, but maintain as much of the goodness of the RLS solution as possible. The main di erence between the RLS and the AP solutions is the number of equations included in the de ning system. So, in the following, we seek a low rank solution, like AP, that maintains a low residual over a large number of equations, like RLS. First we show that there exist low rank (even rank one) solutions that are the same as the RLS solution.
Consider (5) and apply the transformation Q 1 . Assume that column span(Q 1 ) column span(X H ); (14) so that the vector e may be replaced by its projection on column span(X H ): X H h = P X H e = X H (XX H ) ?1 Xe; (15) where P X H is the projection matrix covering the column span of X H . Since P < M, the solution h is given by h = XQ 1 (21) Thus if (14) & (20) are satis ed, the low rank underdetermined system will yield the same solution as the original one. This result is interesting from a theoretical point of view, since it shows the conditions that must be satis ed by an optimum low rank transformation.
But it does not help us in selecting a good low rank transformation Q 1 in a real world implementation. Its drawback is that it requires knowledge of the solution of the original overdetermined system: (XX H ) ?1 Xe.
III. Low Complexity Implementation
In this section, we rst discuss the possibility of obtaining sub-optimal, but implementable solutions using the framework described in section II. Then we discuss the choice of transformations to be used, and choose the DFT for our implementation. Based on this choice, we further explain ways to lower the complexity of the algorithm 30].
A. Near optimal, implementable solutions
Consider the solution for the system (13) for a general, unknown Q 1 : h = XQ 1 (Q H 1 X H XQ 1 ) ?1 Q H 1 e: (22) In order to nd an optimal Q 1 , we substitute our solution (22) : (27) The norm of the residual Q H 2 e can be minimized by selecting Q 1 such that the norm of Q H 1 e is maximized. Some other transformations, like the DCT and the DFT, approximately diagonalize X H X to various degrees, so that equation (27) is approximately true. Thus, we should select Q 1 to be that portion of the transformation that corresponds to the P largest values of the transformed error vector Q H e, that is to say, select Q 1 to maximize kQ H 1 ek. This corresponds to the P largest DCT (DFT) coe cients of the error vector, if
we choose the DCT (DFT) as our transformation.
Whatever the transform used, both the data x and the error vector e must be maintained in the transform domain if we are to select the P largest transform domain errors. First we consider the transform of x, which can be maintained e ciently for the cases of DFT and DCT using sliding window implementations 22]. The SVD drops out as a likely candidate at this stage, due to the complexity involved in maintaining the full SVD of X at every iteration. Speci c applications can be found, eg. beamforming, with low rank signals, in which it is possible to obtain good performance by tracking a smaller eigenspace. One such reduced rank approach 26] uses a condition similar to maxkQ H 1 ek.
The sliding DCT update actually consists of two DFT updates 22, pp 462]. Given the fact that the DFT update itself is a complex valued operation, this makes the DCT more expensive to implement than the DFT. We attempted an approximate DCT version, in which the sparse nature of the two dimensional DCT (Q H X H XQ) was utilized and only a few o -diagonal terms of this matrix were calculated. But this still led to an algorithm with complexity > 30M, which was not competitive. Hence the DFT was used as the candidate for developing a low-complexity algorithm. It must be mentioned that future work is possible using recent low complexity sliding DCT implementations 31]. Figure 3 compares the residual error obtained from the optimal DFT-AP (1), with other algorithms. This version uses one DFT vector for Q 1 at each iteration and that vector is selected according to the maxkQ H 1 ek condition. Let the i th DFT vector be selected at iteration k.Then henceforth we shall refer to i as the index at iteration k, and sometimes refer to it as i k . The gure compares optimal DFT-AP(1) with SVD-AP(1) (where we use the SVD of the data as the transform), a ne projection of order 4 (AP(4)) and normalized LMS. The tap weight error curves were similar to the residual curves. For the input signal, an AR process with one pole at 0:2 is used. The echo path is a lter of length 128. In the DFT-AP(1) method, the adaptive lter is constrained to be real at each iteration, that is to say, only Re( h) is used as the update. In the SVD-AP(1) simulation, the SVD was performed once over the averaged data matrix. This was feasible because of the very stationary characteristics of the AR(1) process used here. This simulation is just a demonstration of the performance potential of our algorithm. Later simulations will use more realistic settings for the lter length. From the gure, it is clear that the rank-1 version of our algorithm performs better than NLMS and AP (4) . In this simulation, there is a slight loss of convergence speed going from SVD to the DFT as the transformation, but at the same time the error oor is better for DFT-AP(1). There were instances in which the SVD-AP(1) algorithm performed slightly worse than the DFT-AP(1) algorithm in terms of convergence also, particularly as the pole of the AR process approached 1, i.e., the signal became more low pass in nature. But for all cases, both DFT-AP(1) and SVD-AP(1) performed much better than NLMS and AP(4). This was true for various AR signals, from low pass to those which have an almost white power spectrum.
B. Real DFT-AP (1) We can reduce the computation involved in optimal DFT-AP(1) by using the fact that the echo lter is usually modeled as real. Let us constrain the adaptive lter to be real at every iteration, since the actual lter is real. This gives rise to the condition that jImf hgj = 0 at every iteration. This condition can be enforced by using both Q 1 , the i th DFT vector, along with the (N ?i) th vector, Q 1 . This leads to a rank 2 solution, using the system (28) From this system, we can create a new equivalent system of rank 2, with the sum and the di erence of the two equations. This is achieved by multiplying eq. (28) 
The sum can be seen to be completely real, and di erence completely imaginary. We can remove the j, to create a completely real system of rank 2. Now we can go back to our original system of (13), and replace the complex equation with either or both parts in equation (29) . We use the real part of (29) alone, in order to create a modi ed (purely real) DFT-AP (1) (37)
We can see that if we choose the same P bins in the next iteration, we can use the recursion.
Even in that case, the next a priori transform domain error vector i.e., Q H 1 e k+1 , is a shifted version of (1 ? )Q H 1 e k . If we do not select the same P bins, then we have to calculate the errors in those bins without recourse to this recursion.
Thus, it is clear that selecting the low rank transform for each iteration using the full length transform domain error is an ine cient proposition. Here, we consider the alternative -that of selecting low rank transforms in some manner other than strictly by the max kQ H 1 ek rule. Let i be the index of the low rank transform for that iteration.
In the modi ed DFT-AP(1) explained in subsection(III-B), this would mean that we are choosing the i th and the (N ? i) th DFT vectors. If we do not depend on Q H e for the index, then we do not have to calculate it and this results in a signi cant computational reduction. Several methods can be adopted to estimate the index at each iteration -it can be swept to cover all the bins in succession, it can be selected at random, etc. However, we obtained a better method based on our observations. This technique is explained below.
Using a speech signal as our input to an echo canceler, we executed several runs of the optimal version of the algorithm, i.e., by selecting i using the maxkQ T 1 ek rule. We stored the set of i's and analyzed them. We found that the histogram of the indices resembled the DFT of the signal itself. This similarity is seen in gure 4, where the histogram of the set of indices is plotted in comparison with jDFT(x)j 2 . This suggests that we might be able to achieve good performance by using a random set of indices whose density resembles the signal transform. 
D. Mixed Domain Concept
The algorithm discussed so far solves a set of equations that are in the transform domain. In this subsection, we introduce a novel concept of mixed domain adaptive ltering 30].
We found that we can improve the convergence of the residual by combining one transform domain equation with one time domain equation, forming a rank 2 system in the mixed domain. So far we have been solving for h using (13) in the rank 1 method DFT-AP(1). Now in the new method M-DFT-AP(2) (M for mixed), we solve for h using XQ 1 x] H h = Q H 1 e e] T ; (38) where x is the most recent data vector and e is the most recent a priori error. It has to be noted that the error e, need not be calculated separately, since it is already available as the output of the echo canceller. The algorithm using M-DFT-AP(2) is found to perform much better than AP(4) both in terms of tap weight error and residual.
Another advantage of the mixed domain approach was the exibility to reduce the size of the transform N with respect to M. It was observed in plain DFT-AP, that the performance su ered greatly when N was reduced below M. With the introduction of a time-domain equation into the system, the algorithm performed well even at N < M. In the nal version of our algorithm, we use N = M 4 , that is to say, we extract a rank-2 mixed domain solution, not from an overdetermined or exactly determined system, but from another underdetermined, albeit high rank underdetermined system. In our implementation examples, we have used a 512 tap length echo lter model (M = 512), and the algorithm extracts a rank-2 mixed domain solution from a system of 128 equations at each iteration (N = M 4 = 128). The power of this algorithm can be gauged from the comparison with AP(100) in the performance simulations in the next section. Under certain conditions, we are able to match or beat the performance of a rank-100 AP algorithm (P = 100), which means that, instead of solving a system with 100 equations, we can obtain better results by just extracting 2 equations out of a system of 128 equations.
E. Flop Count
With the complexity reduction techniques, namely the statistical choice of indices, the conversion from complex to real system with DFT as transform, and the mixed domain concept, we have a robust low complexity algorithm.
The statistical index selection explained in III-C has to be examined in more detail in terms of complexity. The complexity of this step is due to the fact that we have to calculate the normalized distribution function corresponding to the pdf given by b The op count for this routine is a maximum of N ops, since it requires two multiplies at each m, for calculating b x 2 kfm . But the mean number of ops is much lesser than N, since the summations have to be done only until the condition v m is reached. For speech signals, the average value of the index is found to be around N 16 , hence the average number of ops for the index calculation is N 8 . But the peak still counts as N. It is possible to bring the peak down to N 2 by using the real part of the DFT coe cients for the index calculation, instead of the complex value. Other methods have been tried to bring this op count even lower. One of them is to use the fairly stationary nature of the signal spectrum, and calculate many indices in one block. This will bring down the complexity for the index calculation by a factor equal to the size of the block, and can thus be made arbitrarily small.
Thus we have an overall op count of 4M + 5N to 4M + 6N. Using a transform length of N = M 4 , the complexity of the algorithm is 5:25M to 5:5M. The base op count is 5:25M, and the increment due to the index calculation can be controlled to be as small as possible using the techniques described above. We have given this quantity as in table I, where N. Table I gives a summary of the algorithm as well as the op count.
IV. Performance of M-DFT-AP
In this section, we shall investigate the performance of the low rank, low complexity, mixed domain algorithm M-DFT-AP(2) explained in section III. For comparison, we shall use NLMS, a ne projection of di erent orders, as well as the fast RLS algorithm known as the fast transversal lter (FTF). We shall use four di erent experiments to judge the performance in terms of convergence and tracking. The experiments follow those used in 9] to test the performance of lattice-based URLS algorithms. All experiments will use the echo canceller con guration and use the 512-tap channel depicted in gure 2.
The choice of the di erent orders of a ne projection used for comparison -4, 20 and 100 -also bears some explanation. The choices were made in order to present a fair comparison of the two algorithms. M-DFT-AP (2) From the curves at 40 db ( gure 6), we can see that the performance of our algorithm falls behind FAP (20) , FAP(100) and FTF. But in the high noise (low SNR) situation at 15 db ( gure 7), the scenario changes substantially. It is seen that the error oor of higher order FAP, and FTF are actually higher than that of NLMS and M-DFT-AP (2) . The e ect is particularly pronounced in the tap weight error comparison. Eventually, it can be seen that the NLMS converges to a lower error oor than even M-DFT-AP(2), but the convergence rate of M-DFT-AP (2) is much faster. Thus, the M-DFT-AP(2) algorithm is better than higher rank time domain algorithms for low SNR situations.
B. Experiment II -Tracking variations in system
In this experiment, the same excitation is used, but the gain of the system is changed after 5000 samples. That is to say, the lter's amplitude response increases, but its phase response stays unchanged. The gain variation, and the corresponding output of the system (before noise addition), are shown in gure 5(c). At 40 db, M-DFT-AP(2) keeps up with FAP (20) and FAP(100) initially, but eventually lags behind( gure 8). The clear advantage is seen at an SNR of 15 db, when the residual of M-DFT-AP(2) has a lower oor, and the tap weight error converges faster as well ( gure 9). Once again the robustness of NLMS in its ultimate convergence has to be commented upon. The FTF converges much faster than all the other algorithms, but it can be seen to have a signi cant hump in the residual at the point where the changes in the gain of the system occur. This places the FTF at a disadvantage in these situations.
C. Experiment III -Tracking variations in input statistics
In this experiment, halfway through the simulation, the input signal is changed from a 10-pole AR process used in experiment I, to a 3-pole AR process, with poles at 0:9 & ? 0:7 0:5j. The gain of the system is held constant throughout, unlike experiment II. The waveform of the second input, and its spectrum is shown in gure 5(b). In this experiment, the advantages of M-DFT-AP(2) are apparent in the 40db case itself ( gure 10), and more pronounced in the 15 db case ( gure 11).
From these experiments, we can deduce that M-DFT-AP(2) is robust and not subject to any instability M-DFT-AP(2) shows a good capability for tracking varying systems and varying input statistics that M-DFT-AP(2) is better than FAP in high noise environments, either in stationary or non-stationary environments FTF-RLS algorithm performs better than FAP in many cases, but it still has higher error oors than M-DFT-AP(2) at low SNRs. It also does not handle abrupt changes in the system as well as M-DFT-AP(2). These properties of M-DFT-AP(2) make it very suitable for use in applications involving speech signal input, such as acoustic echo cancellation. This is because of the fact the input statistics does vary between voiced and unvoiced segments. Also, high noise situations occur in applications like a carphone where echo cancellation is required. Our algorithm is a good alternative for those situations. In general, M-DFT-AP (2) is not as noise-sensitive as FAP, which has been known to have a residual ampli cation problem at low SNRs. It is possible to reduce the step size of the FAP algorithm in order to obtain better cancellation, but that leads to a slower convergence.
D. Experiment IV -Speech excitation
Finally, we present simulations with speech signals in the acoustic echo canceller. A male voice saying`one...two...three...', sampled at 8KHz, is used as the speech signal input ( gure 5(d)). The total length of speech is about 15000 samples, corresponding to 1.875 seconds. We used a su cient length of speech, so that 3 voiced segments and 2 silent segments occurred.
The adaptation parameter was found to be very important in the performance of the algorithms for speech input at high noise. So, we evaluated the performance of each algorithm at each SNR value, with 4 di erent values of (0.05, 0.2, 0.5 & 0.9). Of these, we chose the trial that performed the best. Once again a trade-o had to be made between transient convergence and steady-state performance. There were cases where the initial convergence was excellent, but the residual again bounced up dramatically for voiced segments that occur after sometime. Table II gives us a list of values that were used for di erent algorithms at di erent SNRs.
The residuals and tap wt. errors at SNRs of 10, 15, 30 and 40 dbs were calculated. We present the results for 40 db and 15 db in gures 12 and 13 respectively. It can be seen that increasing the order of projection in FAP is sometimes counterproductive, and in fact, NLMS performs the best at very low SNRs. M-DFT-AP(2) outperforms FAP(4) and FAP (20) at all SNRs. It is also robust enough to keep up with NLMS at low SNRs. At very high SNRs, we expect that FAP (20) will indeed perform better than M-DFT-AP(2), but those are less realistic situations. The residual from the RLS method converges very well at 40 db, but at 15 db, its performance is similar to the FAP methods.
A more enlightening set of measures is the average residual and average tap weight error. The absolute value of the residual is just averaged over entire 15000 samples over time, and similarly the tap weight error is averaged. The average residual comparison is plotted in gure 14, and the average tap weight error is compared in gure 15. The residual of AP (4) is slightly worse to M-DFT-AP(2) throughout the range of comparison. But if the tap weight error is the criterion of comparison, then M-DFT-AP (2) is clearly ahead of the a ne projection methods.
V. Conclusions
In this paper, we have introduced a new matrix framework for interpreting and generalizing least squares based systems. We introduced a generalized transform domain approach, of which the time domain NLMS, AP and RLS methods can be considered to be a subset. We discussed the feasibility of converting the full rank transform domain least squares problem into a low rank one. We then discussed methods of realizing our low rank transform domain algorithm with low complexity. The DFT-based method was introduced, which, along with the mixed domain innovation and the histogram approach to the selection of indices, provided a low complexity high performance algorithm for echo cancellation. Extensive performance simulations were carried out for stationary and timevarying inputs and channels, as well as for speech input. The algorithm, M-DFT-AP(2), performed better than the time domain NLMS and AP algorithms, and competed well with FTF-RLS under low SNR and time-varying channel conditions. Apart from acoustic echo cancellation, this algorithm can also be applied to general system identi cation problems and other applications such as data echo cancellation and beamforming. Future work is also possible in exploring other low complexity implementations of the same central idea, using transformations like DCT and wavelets. 
