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The importance of temporal climate variability for spatial patterns in plant
diversity
Abstract
Spatial variation in absolute climatic conditions (means, maxima or minima) is widely acknowledged to play a
fundamental role in controlling species diversity patterns. In contrast, while evidence is accumulating that
variability around mean climatic conditions may also influence species coexistence and persistence, the
importance of spatial variation in temporal climatic variability for species diversity is still largely unknown. We
used a unique dataset capturing fine-scale spatial heterogeneity in temperature variability across 2490 plots in
southeast Australia to examine the comparative strength of absolute temperature and temperature variability
in explaining spatial variation in plant diversity. Across all plots combined and in three of five forest types,
temperature variability emerged as the better predictor of diversity. In all but one forest type, diversity also
exhibited either a significant unimodal or positive linear correlation with temperature variability. This
relationship is consistent with theory that predicts diversity will initially increase along a climate variability
gradient due to temporal niche partitioning, but at an intermediary point, may decline as the risk of stochastic
extinction exceeds competitive stabilization. These findings provide critical empirical evidence of a linkage
between spatial variation in temporal climate variability and plant species diversity, and in light of changing
climate variability regimes, highlight the need for ecologists to expand their purview beyond absolutes and
averages.
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to play a  fundamental  role  in  controlling  species diversity patterns.  In  contrast, while evidence  is 
accumulating  that  variability  around  mean  climatic  conditions  may  also  influence  species 
coexistence and persistence, the  importance of spatial variation  in temporal climatic variability  for 
species  diversity  is  still  largely  unknown. We  used  a  unique  dataset  capturing  fine‐scale  spatial 
heterogeneity  in  temperature  variability across 2,490 plots  in  Southeast Australia  to examine  the 
comparative  strength  of  absolute  temperature  and  temperature  variability  in  explaining  spatial 
variation in plant diversity. Across all plots combined and in three of five forest types, temperature 
variability  emerged  as  the  better  predictor  of  diversity.  In  all  but  one  forest  type,  diversity  also 
exhibited  either  a  significant  unimodal  or  positive  linear  correlation with  temperature  variability. 
This relationship is consistent with theory that predicts diversity will initially increase along a climate 
variability gradient due to temporal niche partitioning, but at an intermediary point, may decline as 
the  risk  of  stochastic  extinction  exceeds  competitive  stabilization.  These  findings  provide  critical 







Ecologists have  long been  interested  in  the  role of environmental gradients  in driving patterns of 
biodiversity  (Fox  et  al.  2011).  The  relationship  between  species  richness  and  spatial  variation  in 
climatic  conditions,  such  as  temperature  and  rainfall,  has  in  particular  received  considerable 
attention  (e.g. O’Brien  1998;  Currie  et  al.  2004;  Kozak  and Wiens,  2012). While  the  overarching 
emphasis has been on richness responses to spatial variation in mean (including maxima or minima) 
climate variables, recent evidence indicates that deterministic and stochastic elements of variability 
around mean  climatic  conditions may  play  an  underappreciated  role  in  species  coexistence  and 













occurs when competing  species prosper under different conditions, and have  the ability  to  ‘bank’ 
fitness gains made during good times via what are termed ‘storage effects’, such as long‐lived adults 
or  seed  banks  (Chesson  2000).  At  the  same  time,  it  is  widely  recognised  by  practitioners  of 
population  viability  analysis  that  too  much  environmental  variability  can  be  detrimental  to 
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population  persistence  because  it  reduces  long‐term  population  growth  rates  and  increases 
vulnerability to stochastic extinction (Alvarez 2001; Boyce et al. 2006). These differing perspectives 
make opposing predictions on the  long‐run trajectory of species diversity under climatic variability 




climatic  gradients  (as  reviewed  in  Pausas  &  Austin  2001),  evidence  relating  temporal  climate 
fluctuations to species coexistence and diversity has only recently begun to accumulate (White et al. 
2010).  The  favoured  approach  has  been  to  analyse  historical  population  dynamics  amongst 
coexisting plant species in temporally variable environments (Levine & Rees 2004; Adler et al. 2006, 




communities,  Shurin  et  al.  (2010) demonstrated  that  richness  increased with  increasing  temporal 


















features,  such  as  topographic  shelter,  that  generate  fine‐scale  heterogeneity  (Ashcroft  &  Gollan 
2012). Fortunately, the availability of small, low‐cost microclimatic sensors has made it more viable 
for researchers to produce fine‐resolution climate surfaces that consider the effects of a much wider 
variety  of  climate  forcing  factors,  including  cold  air  drainage,  topographic  exposure  and  canopy 
cover (Ashcroft & Gollan 2012; Ashcroft et al. 2012). With these sensors and methods it is possible to 
produce  climate  surfaces  that  are more  tightly  coupled  to  the  conditions  experienced  by most 
organisms.  
 
Here  we  provide  a  unique  analysis  of  the  influence  of  temporal  climate  variability  on  species 
diversity  in  the  terrestrial  plant  realm.  To  explore  the  relationship  between  temporal  climate 
variability  and  plant  diversity we  assembled  a  dataset  comprising more  than  2,400  standardized 




and  (2)  to  investigate  the  shape  of  the  relationship  between  temperature  variability  and  species 
diversity;  i.e. does  it exhibit consistency with either the predictions of coexistence theory (positive 

















3.2  vegetation  plot  database  (http://www.environment.nsw.gov.au/research/VISplot.htm).  Before 
performing  analyses,  the metadata  for  all  surveys  conducted  in  the  study  area were  intensively 
scrutinized  to ensure  included  records were  from plots of a  standard  size  (0.04 ha) and  sampling 
effort; comprised a complete  list of vascular plants; were accurately geo‐referenced; and coincided 





For  instance, herbaceous  species  are  known  to  limit  the  establishment of  tree  seedlings or  even 
compete directly with adult trees (e.g. Riginos, 2009). All vascular plants were therefore included in 





supplementary analyses were performed on  richness quantified  for  two  separate groups:  trees or 
arborescent shrubs; and all other growth‐forms (hereafter trees and non‐trees). Allotment of species 
into these groups was based on descriptions given  in published floras (Harden, 1993), and may not 
reflect  the actual growth  form at a particular  site. We performed all analyses on both  the entire 
dataset and on subsets of the data grouped by forest type, which enabled us to explore whether the 
relationship between richness and climate variability varies between habitats, as has been shown for 








For  the purposes of  the  study we  refer  to absolute  temperature as any variable  that provides an 
indication of  the extreme or mean  temperature  at  a  site, but does not provide  any  indication of 
variability around extreme/mean  temperature. For  instance,  two  sites might have a mean annual 
temperature of 20 °C, but while one might experience relatively constant temperatures throughout 
the year, the other might fluctuate seasonally from a low of 5 °C to a high of 35 °C. Although there 
are  a  number  of  approaches  to  quantifying  absolute  temperature,  we  specifically  focused  on 
extreme  temperature,  rather  than  mean  temperature,  as  extreme  temperature  is  more  tightly 
coupled with  fine‐scale  topographical  heterogeneity  (Suggitt  et  al.  2011);  is more  likely  to  affect 
individual fitness than mean temperature (Stenseth et al. 2002; Reyer et al. 2013); and is predicted 
to  fluctuate  with  greater  frequency  under  climate  change  (Smith  2011).  As  such,  we  defined 






m)  topoclimatic grids  interpolated  from 113  climate  loggers deployed within  the  study area  for a 
total of 666 days from June 2009 to May 2011 (Fig. 1). To produce the grids of absolute temperature 
and  temperature  variability,  the  topoclimatic  data  was  interpolated  using  a  regional  regression 
approach  (Daly 2006), which  involves  fitting a multiple  linear  regression of  temperature  variables 
against climate‐forcing factors including elevation, distance to coast, canopy cover, latitude, cold‐air 
drainage,  and  topographic  exposure  (see Ashcroft  and Gollan  2012  for  full  details).  Variability  in 
maximum temperature was initially partitioned into three time‐scales: (i) intra‐seasonal variation in 
maximum  temperatures,  calculated  as  the  95th  percentile  of  summer  (December–February) 
maximums minus the 5th percentile of summer maximums;  (ii)  intra‐annual variation  in maximum 
temperatures,  calculated  as  the  95th  percentile  of  summer  (December–February)  maximum 
temperatures minus  the 95th percentile of winter  (June–August) maximum  temperatures; and  (iii) 
inter‐annual variation in maximum temperatures, calculated as the difference in the 95th percentile 
of maximum temperatures between the two years. In order to obtain a measure of overall variability 
in maximum  temperature, we  then  calculated  the  average  of  the  three  variability  grids  at  each 
locality  (Ashcroft  &  Gollan,  2012;  Ashcroft  et  al.,  2012).  To  enable  comparative  analyses  of 
temperature  variability  against  other  absolute  climate  variables,  we  also  extracted  the  raw 
maximum and minimum  temperature and humidity data  (95th and 5th percentile of maximum and 
minimum temperatures) from the topoclimate surfaces, as well as five measures of rainfall derived 
from  BioClim  (Houlder  et  al.  2003). Given  that  variability  in minimum  temperature was  strongly 
correlated with absolute climate factors, we constrained our measure of variability to variability  in 
maximum temperatures, while also controlling for potential direct effects of canopy cover on species 
richness  by  including  remotely  sensed  canopy  cover  estimates  (DECC  2008)  as  covariables  in  the 









in maximum  temperatures and  the 95th percentile of maximum  temperatures. This simultaneously 
enabled  us  to  investigate  the  shape  of  the  relationship  between  species  richness  and  climate 
variability  in  each  forest  type  (Objective  2).  The models were  initially  fitted with  Poisson  error‐
distributions  to  account  for  the  strictly  non‐normal  distribution  of  count  data,  but  due  to 
overdispersion  (variance  > mean) we  subsequently  corrected  the  standard  errors  using  a  quasi‐
Poisson GLM model. For all significant quadratic and linear terms, we calculated the quasi‐AIC (QAIC) 
value,  a  modification  of  AIC  based  on  quasi‐likelihood  appropriate  for  overdispersed  response 
variables  (Burnham & Anderson 2002), and  the percent deviance explained by  the model as:  [1 – 
(observed deviance ‐ residual deviance)] x 100. If both linear and quadratic models showed statistical 
significance,  we  chose  the  model  with  the  lowest  QAIC  value  (using  the  dispersion  parameter 
derived from the global quadratic model).  
 
To determine how  important  temperature variability was,  compared  to other  climate variables  in 
predicting  species  richness patterns across  the different  forest  types, we employed a multi‐model 
information theoretic approach (Burnham & Anderson 2002). The explanatory variables available for 




correlations  between  all  significant  variables.  Wherever  two  variables  were  strongly  correlated 
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significant  relationship  between  richness  and  temperature  variability  if  no  other  factors  could 
explain this trend.   
 




interest  occurred  in  the  95%  confidence  set. Model  averaging was  finally  applied  to  determine 













A1),  we  were  satisfied  that  running  simultaneous  autoregressive  (SAR)  models,  an  effective 






The  percentage  variation  in  species  richness  explained  by  temperature  variability  in  the  single‐
predictor models  followed  an  increasing  trend  from  the  driest  to  the wettest  (based  on  annual 
precipitation)  forest  types  (Table  2,  Supplementary material  Appendix  1,  Fig.  A1).  Variability  in 
maximum  temperature  performed  better  (greater  explanatory  power)  than  absolute  maximum 
temperature  as  a  univariate  predictor  of  species  richness  in  all  plots  combined  and  in  the  three 
wetter  forest types but performed poorer  in the  two driest  forest types: grassy woodland and dry 
sclerophyll forest (Table 2). Species richness exhibited a significant (P < 0.05) unimodal relationship 
with temperature variability across all plots combined and across all individual forest types, with the 
exception of  forested wetlands  and  grassy woodlands, which  showed  a  significant positive  linear 
relationship and no relationship respectively (Fig. 2). Relative performance of the two temperature 
metrics  in predicting tree species richness were similar to those described for all vascular plants  in 
each of  the  five different  forest  types, but  in all plots combined absolute  temperature performed 
better  than  temperature  variability  (12.8  vs.  5.1  percentage  deviance  explained)  (Supplementary 
material  Appendix  1,  Table  A4).  For  all  non‐tree  species,  patterns  were  again  similar  to  those 
observed  for all vascular plants, with  the exception of dry sclerophyll  forest and  rainforest, where 




As  is  to be expected, a number of  the climate variables available  for model  selection were highly 
correlated  (|r|  >  0.7),  necessitating  the  exclusion  of  the  weaker  (>QAIC)  of  each  collinear  pair 




(r  =  ‐0.746)  and  precipitation  of  the  coldest  quarter  (r  =  ‐0.734).  In  each  instance,  variability  in 
maximum temperature exhibited the lowest QAIC and thus was retained. 
 
In  the multiple‐predictor models,  variability  in maximum  temperature  emerged  as  an  important 
predictor of species richness relative to the absolute climate variables across all plots combined and 
in  all  forest  types  with  the  exception  of  grassy  woodlands  (Table  3,  Supplementary  material 




dry  sclerophyll  forest  and  all  plots  combined,  almost  all  the  variables,  including  variability  in 
maximum temperature, occurred in the 95% confidence set of best models.  
 
In  support  of  the  single‐predictor  models,  coefficient  estimates  derived  from  model  averaging 
confirmed  that species  richness was consistently best modelled as a significant negative quadratic 
function of variability in maximum temperature in three of five forest types, as well as the combined 
data.    Exceptions  were  forested  wetlands,  for  which  variability  in  maximum  temperature  was 


















The  results of  this study provide novel evidence  that at  local spatial scales  temperature variability 
may be a better predictor of plant species diversity than absolute measures of temperature such as 
means,  maxima,  or  minima.  Specifically,  our  most  important  finding  was  that  across  all  plots 
combined  and  in  three  of  five  individual  forest  types,  the  explanatory  power  of  temperature 
variability was in the order of around two to five times that of absolute temperature (Table 2). This 
relationship supports the contention that spatial variation in temporal temperature variability plays 
a more  important  role  in  regulating  species  coexistence and persistence  than  comparative  spatial 
variation  in  absolute  temperature.  In  a  previous  study  that  compared  diversity  patterns  across 
localities differing in their temporal climate variability profile, Shurin et al. (2010) similarly found that 






It  is  instructive  that  in  both  the  single‐  and  multiple‐predictor  models  the  performance  of 
temperature  variability  as  a  predictor  of  plant  diversity  increased  from  the  driest  to  the wettest 
forest types, which would suggest that temperature variability has a more crucial role in structuring 
plant  communities where water  is  non‐limiting.  However,  given  that  absolute  temperature  also 
performed poorly as a predictor of species richness in the drier forest types, we cannot rule out the 
possibility of higher  level water‐energy dynamics precluding  richness  responses  to  temperature  in 
dry habitats (Francis and Currie, 2003). It is also likely that the greater frequency of fires in dry forest 
types  (Clarke  et  al.  2005)  supersedes  the  influence  of  climatic  factors,  such  as  temperature,  on 
species  richness  patterns.  Indeed,  the  best multiple‐predictor models  for  grassy woodlands,  the 
driest vegetation type in our study, were poorer than all other forest types in explaining variation in 
species  richness,  suggesting  that  climate  factors  in  general  may  have  a  less  important  role  in 
structuring  plant  communities  in  drier  habitats.  Notably,  Bongers  et  al.  (2009)  found  that  a 
disturbance index integrating primarily non‐climatic variables such as logging and fire was better at 
explaining  variation  in  tree  species  diversity  in  dry  forest  types  than  in wet  forest  types.  This  is 
consistent with  our  findings  that  climatic  factors  appear  to  be  less  important  drivers  of  richness 
patterns in dry habitats than mesic habitats.  
 
The  statistically  strong  independent  relationship  between  temperature  variability  and  species 
richness for all forest types combined is counterbalanced by weak explanatory power (4.85%), albeit 
within the range typical of many ecological studies (Møller & Jennions 2002) and almost five times 
that  explained  by  absolute  temperature.  One  plausible  explanation  is  that  factors  other  than 
temperature variability exert a stronger influence on species richness in our study area. A number of  
variables that were not included in the models may be expected to exert a substantial influence on 
fine‐scale  richness patterns,  including  soil  and nutrient profiles, water  availability,  fire  frequency, 






was  comparatively  high  in  the wetter  forest  types  (10.32%  in wet  sclerophyll  forest,  13.03%  in 
rainforest and 19.28%  in  forested wetlands), yet  the shape differed between  them  (two unimodal 
and one positive linear response). As such, these results suggest climate variability may play a more 
significant  role  in  determining  species  richness  at  the within‐community  level  rather  than  across 
communities. 
 
One potential source of uncertainty  in our analyses arises  from  the necessary  interpolation of  the 





unaffected.  It  is also notable  that our estimate of  temperature variability  is  likely subject  to some 
measurement error on  account of  the  climate model being derived  from only  two  years of data, 
which may dilute its explanatory power. In particular the estimates of inter‐annual variability would 
presumably benefit most significantly from a  longer time‐series as more climatically extreme years 
are  sampled. Nevertheless, we are  confident  that  the  locations we  identify  as  variable/stable are 
relatively  static  in  their positioning along  the variability gradients given  their distinct  topographic, 
geographic and environmental features (Ashcroft et al. 2012). Furthermore, it is instructive that even 
with  just two years of data we were able to show that temperature variability  is,  in many cases, a 
better predictor of plant diversity. 
 
The  separate univariate analyses conducted  for each of  the  two  sub‐groups  (trees and non‐trees) 




Although  temperature  variability  exhibited  better  (or  equal)  performance  relative  to  absolute 
temperature  in  the  three wettest  forest  types  for  both  trees  and  non‐trees,  the  performance  of 
absolute  temperature  exceeded  that  of  temperature  variability  for  trees  when  all  plots  were 
combined  (Supplementary material Appendix 1,  Table A4). While  it  is  tempting  to  speculate  that 
variability at  the  temporal  scales  considered  in  this  study may be  less  important  for  species with 
longer life histories, such an inference  is weakened by the unavailability of data on the site‐specific 
growth‐habit  of  each  species  within  each  quadrat.  Further  work  would  benefit  from  targeted 
investigations of richness‐variability relationships across different functional groups. 
 
The  finding  that  the  relationship between plant diversity and variability  in maximum  temperature 
exhibited  significant unimodality across multiple  forest  types  (Fig. 2, Table 3)  corroborates  recent 
theory (Adler & Drake 2008) reconciling the opposing effects of climate variability on coexistence in 
ecological  communities.  Whilst  strictly  correlational,  the  inference  is  that  along  a  gradient  of 
temporal climate variability, richness will at first increase in response to temporal niche partitioning, 
but at some intermediary point, will decline as the risk of stochastic extinction exceeds competitive 
stabilization.  Aside  from  grassy  woodlands,  where  temperature  variability  was  not  significantly 
correlated with species richness, forested wetlands was the only forest type to exhibit a significant 
non‐unimodal  (positive  linear  response)  relationship between  temperature  variability  and  species 
richness.  It  is noteworthy however,  that maximum  temperature  variability  tended  to be  lower  in 
forested wetlands compared to the other forest types (Supplementary material Appendix 1, Fig. A2). 




intuitive, but  in  the past biogeographers and ecologists have  tended  to give greater precedent  to 
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spatial  heterogeneity  in  mean  temperature  (Currie  et  al.  2004).  Where  temporal  variability  is 
acknowledged  as  a potential driver of  richness patterns,  conventional  thinking holds  that  climate 
stability  supports high  diversity by  facilitating  adaptation  to narrower niches,  thus  increasing  the 
number of  species per unit area  (Stevens 1989), or by  fostering persistence and greater  length of 
time for speciation (McGlone 1996; Hopper 2009). To this end, relative climate stability in the tropics 
compared  to  temperate  regions  has  been  invoked  to  explain  the  latitudinal  gradients  in  species 
richness (Stevens, 1989; but see Gaston et al., 1998). However, together with a number of previous 
studies, we  provide  further  evidence  that  climate  stability may,  in  some  environments  and  over 











our  system,  it  is  likely  that  the  comparative  influence  of  variability  and  absolute  climate  on 
community structuring is conditional on multiple limiting factors. Our ability to predict where, when 
and at what spatio‐temporal scales climatic variability or absolutes take precedence will benefit from 
further  empirical  research  in  different  taxa  and  communities.  To  complement  the  array  of 
















































































































































































































































  Single‐predictor models  Relative explanatory power  Multiple‐predictor models 
   VarMT  MaxT95  (VarMT/MaxT95)  95% confidence set * 
ALL  4.85  1.00  4.9  16.19 ‐ 16.49 
GW  (0.64)  6.56  0.1  11.11 ‐ 12.03 
DSF  1.94  3.32  0.6  17.35 ‐ 17.61 
WSF  10.32  3.63  2.8  13.50 ‐ 16.82 
RF  13.03  (4.65)  2.9  29.35 ‐ 38.15 














ALL       GW    DSF
        
Variable Estimate  SE P w+(j) Variable Estimate SE P  w+(j) Variable Estimate SE P w+(j)
VarMT 1.45  0.33 *** PWaQ ‐0.79 0.22 ***    VarMT 0.02 0.32
VarMT2 ‐2.61  0.22 *** 1.00 PWaQ2 ‐1.61 0.20 ***  1.00 VarMT2 ‐1.51 0.20 *** 1.00
MinT5 ‐2.84  0.45 *** MinT5 0.45 0.18 *    MinT5 0.16 0.33
MinT52 2.21  0.18 *** 1.00 MinT52 ‐0.14 0.18    0.20 MinT52 1.55 0.17 *** 1.00
MinT95 3.61  0.51 *** MaxH5 ‐0.29 0.19      MaxH5 ‐0.40 0.30
MinT952 ‐0.01  0.37 1.00 MaxH52 0.09 0.18    0.16 MaxH52 ‐1.74 0.20 *** 1.00
MaxH5 ‐3.47  0.47 *** MaxH95 ‐0.41 0.22 .    MaxH95 ‐0.72 0.29 *
MaxH52 ‐2.77  0.21 *** 1.00 MaxH952 ‐0.17 0.23    0.11 MaxH952 ‐1.59 0.19 *** 1.00
MaxH95 0.76  0.39 .      MinH5 1.88 0.44 ***
MaxH952  ‐0.66  0.26 * 0.43      MinH52 ‐1.19 0.22 *** 1.00
MinH5 2.91  0.43 ***      PCQ ‐0.91 0.36 *
MinH52 ‐1.80  0.24 *** 1.00      PCQ2 ‐2.73 0.24 *** 1.00
PCQ ‐0.52  0.38      CC 1.02 0.23 *** 0.83
PCQ2 ‐4.00  0.23 *** 1.00     
CC 1.07  0.23 *** 0.86     
        
WSF         RF    FW
        
Variable Estimate  SE P w+(j) Variable Estimate SE P  w+(j) Variable Estimate SE P w+(j)
VarMT 0.25  0.24 MaxH95 0.84 0.46 .    VarMT 2.01 0.31 *** 1.00
VarMT2 ‐1.60  0.20 *** 1.00 MaxH952 ‐1.51 0.65 *  0.82 MaxH5 ‐1.98 0.27 ***
PDQ ‐0.64  0.23 ** MinT95 1.64 0.39 ***    MaxH52 ‐1.44 0.25 *** 1.00
PDQ2 ‐0.74  0.19 *** 0.98 MinT952 ‐1.48 0.36 ***  0.76 MinT95 1.32 0.35 ***
MaxT5 0.14  0.28 VarMT 1.04 0.52 *    MinT952 ‐0.28 0.19 0.87
MaxT52 ‐0.67  0.20 ** 0.56 VarMT2 ‐0.55 0.23 *  0.45 MaxH95 1.34 0.33 *** 0.81
MaxT95 0.08  0.29 PDQ ‐0.01 0.42      AP 0.21 0.38 0.28
MaxT952  ‐0.56  0.21 ** 0.40 PDQ2 ‐1.01 0.31 **  0.45 MinH5 0.79 0.55
MinH95 0.17  0.18 MinH5 0.70 0.41 .    MinH52 ‐0.15 0.22 0.23
MinH952  ‐0.40  0.18 * 0.31 MinH52 ‐0.01 0.23    0.20 MaxT95 0.83 0.67
MinT5 0.10  0.22    MaxT952 0.14 0.21 0.22



























Quasipoisson regression       Gaussian regression    SAR error model   
                                                           
ALL                
   Estimate Std.Error  t value  Pr(>|t|) Estimate Std.Error t value Pr(>|t|)  Estimate Std.Error z value Pr(>|z|)   
(Intercept) 3.696218 0.006422  575.565  <2e‐16 *** (Intercept) 40.7253 0.2581 157.771 <2e‐16  *** (Intercept) 40.82572 0.88545 46.1071 <2e‐16 *** 
VarMT 1.359183 0.6222  2.184  0.029021 * VarMT 55.2543 25.1395 2.198 0.028048 * VarMT 84.53426 30.0167 2.8162 0.00486 ** 
VarMT^2  ‐2.61569  0.446667  ‐5.856  5.37E‐09  ***     VarMT^2  ‐96.4335  16.4538  ‐5.861  5.22E‐09  ***     VarMT^2  ‐56.40293  21.43447  ‐2.6314  0.00850  ** 
CC  1.007941  0.455195  2.214  0.026898  *     CC  34.1994  18.1306  1.886  5.94E‐02  .     CC  19.79844  18.29735  1.082  0.27924    
MaxH5 ‐3.72637 0.845806  ‐4.406  1.10E‐05 *** MaxH5 ‐165.3472 34.5353 ‐4.788 1.79E‐06 *** MaxH5 52.86746 46.04523 1.1482 0.25090   
MaxH5^2 ‐2.78068 0.41191  ‐6.751  1.83E‐11 *** MaxH5^2 ‐113.2059 16.3644 ‐6.918 5.82E‐12 *** MaxH5^2 ‐68.15748 16.91243 ‐4.03 0.00006 *** 
MaxH95 0.735995 0.718797  1.024  0.30597 MaxH95 33.5855 29.2633 1.148 2.51E‐01 MaxH95 ‐21.51259 28.22374 ‐0.7622 0.44593   
MaxH95^2 ‐0.64232 0.51938  ‐1.237  0.216311 MaxH95^2 ‐24.6956 20.5184 ‐1.204 0.228866 MaxH95^2 ‐23.93515 20.43361 ‐1.1714 0.24145   
MinH5 2.657025 0.716274  3.71  0.000212 *** MinH5 123.9955 29.0608 4.267 2.06E‐05 *** MinH5 133.6478 31.66339 4.2209 0.00002 *** 
MinH5^2  ‐1.70111  0.446819  ‐3.807  0.000144  ***     MinH5^2  ‐73.8534  17.9574  ‐4.113  4.04E‐05  ***     MinH5^2  ‐52.9319  17.62095  ‐3.0039  0.00267  ** 
MinT5 ‐2.99024 0.805254  ‐3.713  0.000209 *** MinT5 ‐118.6318 32.5768 ‐3.642 0.000277 *** MinT5 34.76203 40.45071 0.8594 0.39014   
MinT5^2  2.173175  0.361598  6.01  2.13E‐09  ***     MinT5^2  88.615  14.5705  6.082  1.37E‐09  ***     MinT5^2  65.48044  14.3674  4.5576  0.00001  *** 
MinT95  3.876975  1.045259  3.709  0.000213  ***     MinT95  159.7826  42.1256  3.793  1.52E‐04  ***     MinT95  52.31951  51.81628  1.0097  0.31263    
MinT95^2  0.315785  0.556954  0.567  0.570775        MinT95^2  18.0257  21.8781  0.824  0.410066     MinT95^2  ‐23.30304  26.7452  ‐0.8713  0.38359    
PCQ  ‐0.50873 0.729185  ‐0.698  0.485448 PCQ ‐12.1073 29.7105 ‐0.408 0.68367 PCQ ‐130.7871 47.55012 ‐2.7505 0.00595 ** 
PCQ^2 ‐3.98798 0.453585  ‐8.792  <2e‐16 *** PCQ^2 ‐136.8466 16.6488 ‐8.22 3.25E‐16 *** PCQ^2 ‐51.17131 25.24666 ‐2.0269 0.04268 * 
                 
DSF                
   Estimate Std.Error  t value  Pr(>|t|) Estimate Std.Error t value Pr(>|t|)  Estimate Std.Error z value Pr(>|z|)   
(Intercept) 3.67149 0.00775  473.741  <2e‐16 *** (Intercept) 39.7212 0.3047 130.344 <2e‐16  *** (Intercept) 40.14681 1.16348 34.5058 <2e‐16 *** 
VarMT ‐0.02968 0.57952  ‐0.051  0.95916 VarMT 3.7088 22.9591 0.162 0.87169 VarMT 72.77781 28.0825 2.5916 0.00955 * 
VarMT^2  ‐1.51345  0.39095  ‐3.871  0.000113  ***     VarMT^2  ‐60.251  15.2088  ‐3.962  7.78E‐05  ***     VarMT^2  ‐17.9593  18.35705  ‐0.9783  0.32791    
CC  1.01935  0.44876  2.272  0.02325  *     CC  37.5759  17.382  2.162  0.03079  *     CC  7.66776  16.67918  0.4597  0.64572    
MaxH5  ‐0.40636  0.58687  ‐0.692  0.488774        MaxH5  ‐22.0054  23.6389  ‐0.931  3.52E‐01        MaxH5  106.3558  36.0087  2.9536  0.00314  ** 
MaxH5^2 ‐1.74976 0.38743  ‐4.516  6.76E‐06 *** MaxH5^2 ‐66.4928 14.8973 ‐4.463 8.64E‐06 *** MaxH5^2 ‐39.32521 14.32823 ‐2.7446 0.00606 ** 
MaxH95 ‐0.76983 0.53228  ‐1.446  0.148291 MaxH95 ‐33.4634 20.6923 ‐1.617 1.06E‐01 MaxH95 ‐0.91862 21.65697 ‐0.0424 0.96617   
MaxH95^2 ‐1.58216 0.36755  ‐4.305  1.78E‐05 *** MaxH95^2 ‐56.0575 13.8313 ‐4.053 5.30E‐05 *** MaxH95^2 ‐47.16642 14.08297 ‐3.3492 0.00081 *** 
MinH5 1.76947 0.7127  2.483  0.013139 * MinH5 77.0276 28.3832 2.714 0.00672 ** MinH5 97.8897 28.21926 3.4689 0.00052 *** 
MinH5^2 ‐1.2034 0.41224  ‐2.919  0.003559 ** MinH5^2 ‐46.5905 16.3783 ‐2.845 0.0045 ** MinH5^2 ‐24.46748 15.31293 ‐1.5978 0.11008   
MinT5 0.10163 0.58556  0.174  0.862229 MinT5 10.5619 23.1463 0.456 6.48E‐01 MinT5 71.91678 28.51156 2.5224 0.01166 * 
MinT5^2 1.53865 0.32393  4.75  2.22E‐06 *** MinT5^2 64.3623 13.0544 4.93 9.07E‐07 *** MinT5^2 47.67709 12.59039 3.7868 0.00015 *** 
PCQ  ‐0.86009  0.66982  ‐1.284  0.199307        PCQ  ‐32.6372  26.5229  ‐1.231  2.19E‐01        PCQ  ‐143.0363  43.53963  ‐3.2852  0.00102  ** 
PCQ^2  ‐2.7765  0.42068  ‐6.6  5.59E‐11  ***     PCQ^2  ‐102.2591  16.0176  ‐6.384  2.26E‐10  ***     PCQ^2  0.64838  27.64998  0.0234  0.98129    














   Estimate Std.Error  t value  Pr(>|t|) Estimate Std.Error t value Pr(>|t|)  Estimate Std.Error z value Pr(>|z|)   
(Intercept)  3.78821  0.01348  281.065  <2e‐16  ***     (Intercept)  44.4785  0.5951  74.74  <2e‐16  ***     (Intercept)  44.58861  0.81464  54.734  <2e‐16  *** 
VarMT  0.31937  0.50763  0.629  0.5297        VarMT  13.1729  22.2028  0.593  0.5534        VarMT  26.67831  22.91098  1.1644  0.24425    
VarMT^2  ‐1.53583  0.33262  ‐4.617  5.54E‐06  ***     VarMT^2  ‐60.3494  13.4305  ‐4.493  9.65E‐06  ***     VarMT^2  ‐57.3296  14.69991  ‐3.9  9.62E‐05  *** 
MaxT95 0.04725 0.77171  0.061  0.9512 MaxT95 ‐0.9637 33.8897 ‐0.028 0.9773 MaxT95 ‐32.73655 33.33632 ‐0.982 0.3261   
MaxT95^2 ‐0.3193 0.32711  ‐0.976  0.3297 MaxT95^2 ‐14.2515 14.0951 ‐1.011 0.3127 MaxT95^2 ‐13.04588 14.19708 ‐0.9189 0.35814   
MaxT5 0.07799 0.75258  0.104  0.9175 MaxT5 5.6712 33.3702 0.17 0.8652 MaxT5 18.98193 35.33949 0.5371 0.59118   
MaxT5^2 ‐0.55822 0.38408  ‐1.453  0.1471 MaxT5^2 ‐23.816 16.6944 ‐1.427 0.1546 MaxT5^2 ‐23.37391 16.09555 ‐1.4522 0.14645   
MinH95 0.13797 0.33471  0.412  0.6805 MinH95 4.9674 14.8011 0.336 0.7374 MinH95 ‐0.26435 16.02226 ‐0.0165 0.98684   
MinH95^2 ‐0.35606 0.29793  ‐1.195  0.2329 MinH95^2 ‐14.6355 12.3861 ‐1.182 0.2382 MinH95^2 ‐16.50522 12.64776 ‐1.305 0.1919   
MinT5 ‐0.01932 0.39786  ‐0.049  0.9613 MinT5 ‐0.7629 17.4424 ‐0.044 0.9651 MinT5 0.44101 17.20265 0.0256 0.97955   
MinT5^2  ‐0.10326  0.2854  ‐0.362  0.7177        MinT5^2  ‐5.4678  12.4032  ‐0.441  0.6596        MinT5^2  ‐6.40688  12.56355  ‐0.51  0.61008    
PDQ  ‐0.52366  0.38344  ‐1.366  0.1729        PDQ  ‐22.1218  16.9174  ‐1.308  0.1919        PDQ  ‐32.05906  19.83676  ‐1.6161  0.10606    
PDQ^2  ‐0.6996  0.29722  ‐2.354  0.0192  *     PDQ^2  ‐26.0339  12.3407  ‐2.11  0.0356  *     PDQ^2  ‐28.22353  14.8213  ‐1.9043  0.05688  . 
                 
RF                
   Estimate Std.Error  t value  Pr(>|t|) Estimate Std.Error t value Pr(>|t|)  Estimate Std.Error z value Pr(>|z|)   
(Intercept) 3.666 0.03698  99.141  <2e‐16 *** (Intercept) 40.851 1.507 27.109 <2e‐16  *** (Intercept) 41.4633 1.7049 24.32 <2e‐16 *** 
VarMT 1.35961 0.74336  1.829  0.0707 . VarMT 53.834 30.807 1.747 0.084 . VarMT 54.0033 31.7114 1.703 0.08858 . 
VarMT^2 ‐0.41787 0.46482  ‐0.899  0.3711 VarMT^2 ‐18.807 17.141 ‐1.097 0.2755 VarMT^2 ‐29.0014 19.1096 ‐1.5176 0.12911   
MaxH95  0.29358  0.71821  0.409  0.6837        MaxH95  21.022  31.37  0.67  0.5045        MaxH95  10.0624  29.069  0.3462  0.72923    
MaxH95^2  ‐0.85301  0.79949  ‐1.067  0.2889        MaxH95^2  ‐23.745  31.77  ‐0.747  0.4568        MaxH95^2  ‐29.9884  28.9751  ‐1.035  0.30068    
MinH5  0.68639  0.53811  1.276  0.2054        MinH5  31.023  23.483  1.321  0.1898        MinH5  29.5606  20.5896  1.4357  0.15109    
MinH5^2 0.11337 0.43935  0.258  0.797 MinH5^2 4.815 17.903 0.269 0.7886 MinH5^2 12.4381 15.3498 0.8103 0.41776   
MinT95 1.75532 0.84702  2.072  0.0411 * MinT95 63.319 34.543 1.833 0.0701 . MinT95 53.6658 33.2827 1.6124 0.10687   
MinT95^2 ‐1.45053 0.73293  ‐1.979  0.0509 . MinT95^2 ‐33.02 27.154 ‐1.216 0.2272 MinT95^2 ‐13.9662 24.9236 ‐0.5604 0.57523   
PDQ  0.27733 0.65232  0.425  0.6717 PDQ 11.148 26.301 0.424 0.6727 PDQ 10.8864 29.0015 0.3754 0.70738   
PDQ^2 ‐0.71889 0.58286  ‐1.233  0.2206 PDQ^2 ‐15.687 21.28 ‐0.737 0.4629 PDQ^2 ‐24.6172 22.267 ‐1.1055 0.26892   
                 
FW                
                        Estimate  Std.Error  t value  Pr(>|t|)           Estimate  Std.Error  z value  Pr(>|z|)    
(Intercept)  3.52061  0.02581  136.392  <2e‐16  ***     (Intercept)  34.8419  0.8808  39.558  <2e‐16  ***     (Intercept)  34.8253  1.1964  29.1077  <2e‐16  *** 
VarMT  1.91409  0.62345  3.07  0.00243  **     VarMT  62.74  22.4623  2.793  0.00572  **     VarMT  84.7265  26.1117  3.2448  0.001175  ** 
MaxT95 1.06369 0.77202  1.378  0.16978 MaxT95 35.113 27.6108 1.272 0.204931 MaxT95 31.58 28.0595 1.1255 0.260392   
MaxT95^2 0.18589 0.48017  0.387  0.69906 MaxT95^2 12.8563 17.8995 0.718 0.47343 MaxT95^2 27.7726 18.8645 1.4722 0.140962   
MinT95 0.82781 0.65511  1.264  0.20781 MinT95 34.5573 24.1898 1.429 0.154659 MinT95 34.2919 25.1842 1.3616 0.17331   
MinT95^2 ‐0.32106 0.40464  ‐0.793  0.42844 MinT95^2 ‐13.1064 14.968 ‐0.876 0.382266 MinT95^2 ‐8.6305 16.1313 ‐0.535 0.592638   
MaxH5 ‐2.14298 0.45289  ‐4.732  4.17E‐06 *** MaxH5 ‐84.6479 17.88 ‐4.734 4.12E‐06 *** MaxH5 ‐58.0646 21.029 ‐2.7612 0.005759 ** 
MaxH5^2 ‐1.48432 0.42801  ‐3.468  0.00064 *** MaxH5^2 ‐57.8518 15.8617 ‐3.647 0.000337 *** MaxH5^2 ‐40.4713 14.7794 ‐2.7384 0.006175 ** 
MaxH95 1.03856 0.65476  1.586  0.11425 MaxH95 45.3044 24.2803 1.866 0.063499 . MaxH95 23.8203 23.9805 0.9933 0.320555   
MinH5  0.84765  0.64492  1.314  0.19021        MinH5  23.5197  22.8442  1.03  0.304437        MinH5  16.1941  22.4557  0.7212  0.470812    
MinH5^2  ‐0.23079  0.45823  ‐0.504  0.61505        MinH5^2  ‐10.0318  16.6356  ‐0.603  0.54716        MinH5^2  ‐26.6027  16.237  ‐1.6384  0.101337    
AP  0.61744  0.69676  0.886  0.37659        AP  20.7957  25.2647  0.823  0.41141        AP  14.3864  29.8841  0.4814  0.630227    












            Estimate Std.Error t value Pr(>|t|)  Estimate Std.Error z value Pr(>|z|)   
(Intercept)  3.85587  0.02006  192.2  <2e‐16  ***     (Intercept)  47.6089  0.9439  50.44  <2e‐16  ***     (Intercept)  47.5909  1.5993  29.7573  <2e‐16  *** 
MaxH5  ‐0.10973  0.41689  ‐0.263  0.79264        MaxH5  ‐4.6584  20.1438  ‐0.231  0.81734        MaxH5  ‐30.9895  26.646  ‐1.163  0.2448    
MaxH5^2  0.25333  0.3953  0.641  0.5223        MaxH5^2  13.3657  18.9883  0.704  0.48226        MaxH5^2  ‐7.446  20.1458  ‐0.3696  0.7117    
MaxH95 ‐0.03838 0.63159  ‐0.061  0.9516 MaxH95 ‐3.4011 29.7824 ‐0.114 0.90919 MaxH95 49.975 34.8871 1.4325 0.152   
MaxH95^2 ‐0.02978 0.59151  ‐0.05  0.95989 MaxH95^2 ‐3.2437 27.4856 ‐0.118 0.90617 MaxH95^2 1.0474 27.8079 0.0377 0.97   
MinT5 0.46628 0.50207  0.929  0.35408 MinT5 20.8758 23.4437 0.89 0.37421 MinT5 27.7859 24.9657 1.113 0.2657   
MinT5^2 ‐0.17574 0.37421  ‐0.47  0.63908 MinT5^2 ‐7.5634 17.0409 ‐0.444 0.6576 MinT5^2 ‐5.747 16.8811 ‐0.3404 0.7335   
PWaQ ‐0.76892 0.64388  ‐1.194  0.23371 PWaQ ‐20.5255 28.5207 ‐0.72 0.47251 PWaQ ‐45.6047 35.8789 ‐1.2711 0.2037   







ALL                                              
  VarMT  AP  CC MaxH5 MaxH95 MaxT5 MaxT95 MinH5  MinH95 MinT5 MinT95 PWeQ PDQ PWaQ PCQ
VarMT 1.000  ‐0.571  ‐0.024 ‐0.383 0.324 ‐0.416 0.314 ‐0.430  ‐0.150 ‐0.433 ‐0.628 ‐0.529 ‐0.531 ‐0.440 ‐0.617
AP ‐0.571  1.000  0.235  0.556  0.157  ‐0.031  ‐0.665  0.674  0.619  0.531  0.236  0.969  0.922  0.934  0.952 
CC ‐0.024  0.235  1.000 0.091 0.390 ‐0.531 ‐0.519 0.579  0.573 0.318 ‐0.099 0.248 0.194 0.267 0.185
MaxH5 ‐0.383  0.556  0.091  1.000  0.210  0.192  ‐0.275  0.458  0.582  ‐0.020  0.273  0.517  0.466  0.460  0.558 
MaxH95 0.324  0.157  0.390  0.210  1.000  ‐0.761  ‐0.496  0.429  0.668  ‐0.238  ‐0.681  0.156  0.203  0.221  0.106 
MaxT5 ‐0.416  ‐0.031  ‐0.531 0.192 ‐0.761 1.000 0.626 ‐0.382  ‐0.534 0.043 0.757 ‐0.038 ‐0.108 ‐0.116 0.023
MaxT95 0.314  ‐0.665  ‐0.519  ‐0.275  ‐0.496  0.626  1.000  ‐0.851  ‐0.767  ‐0.409  0.230  ‐0.626  ‐0.681  ‐0.638  ‐0.636 
MinH5 ‐0.430  0.674  0.579 0.458 0.429 ‐0.382 ‐0.851 1.000  0.766 0.420 0.041 0.670 0.597 0.679 0.614
MinH95 ‐0.150  0.619  0.573  0.582  0.668  ‐0.534  ‐0.767  0.766  1.000  0.322  ‐0.142  0.604  0.549  0.618  0.553 
MinT5 ‐0.433  0.531  0.318 ‐0.020 ‐0.238 0.043 ‐0.409 0.420  0.322 1.000 0.507 0.551 0.394 0.537 0.464
MinT95 ‐0.628  0.236  ‐0.099  0.273  ‐0.681  0.757  0.230  0.041  ‐0.142  0.507  1.000  0.272  0.042  0.197  0.220 
PWeQ ‐0.529  0.969  0.248 0.517 0.156 ‐0.038 ‐0.626 0.670  0.604 0.551 0.272 1.000 0.811 0.985 0.853
PDQ ‐0.531  0.922  0.194  0.466  0.203  ‐0.108  ‐0.681  0.597  0.549  0.394  0.042  0.811  1.000  0.755  0.976 
PWaQ ‐0.440  0.934  0.267 0.460 0.221 ‐0.116 ‐0.638 0.679  0.618 0.537 0.197 0.985 0.755 1.000 0.785
PCQ ‐0.617  0.952  0.185  0.558  0.106  0.023  ‐0.636  0.614  0.553  0.464  0.220  0.853  0.976  0.785  1.000 
          
DSF                                             
  VarMT  AP  CC  MaxH5  MaxH95  MaxT5  MaxT95  MinH5  MinH95  MinT5  MinT95  PWeQ  PDQ  PWaQ  PCQ 
VarMT 1.000  ‐0.597  ‐0.026 ‐0.457 0.358 ‐0.476 0.360 ‐0.509  ‐0.179 ‐0.454 ‐0.704 ‐0.534 ‐0.573 ‐0.433 ‐0.662
AP ‐0.597  1.000  0.201  0.640  0.064  0.065  ‐0.672  0.690  0.626  0.560  0.350  0.968  0.922  0.921  0.957 
CC ‐0.026  0.201  1.000 0.098 0.385 ‐0.528 ‐0.517 0.547  0.536 0.263 ‐0.092 0.226 0.159 0.245 0.152
MaxH5 ‐0.457  0.640  0.098  1.000  0.177  0.186  ‐0.406  0.572  0.616  0.007  0.297  0.603  0.548  0.553  0.629 
MaxH95 0.358  0.064  0.385 0.177 1.000 ‐0.777 ‐0.434 0.308  0.652 ‐0.252 ‐0.692 0.077 0.099 0.136 0.003
MaxT5 ‐0.476  0.065  ‐0.528  0.186  ‐0.777  1.000  0.531  ‐0.253  ‐0.511  0.093  0.769  0.043  0.001  ‐0.030  0.125 
MaxT95 0.360  ‐0.672  ‐0.517 ‐0.406 ‐0.434 0.531 1.000 ‐0.850  ‐0.807 ‐0.433 0.093 ‐0.635 ‐0.670 ‐0.628 ‐0.642
MinH5 ‐0.509  0.690  0.547  0.572  0.308  ‐0.253  ‐0.850  1.000  0.777  0.452  0.212  0.682  0.596  0.675  0.636 
MinH95 ‐0.179  0.626  0.536 0.616 0.652 ‐0.511 ‐0.807 0.777  1.000 0.296 ‐0.125 0.623 0.547 0.641 0.547
MinT5 ‐0.454  0.560  0.263  0.007  ‐0.252  0.093  ‐0.433  0.452  0.296  1.000  0.521  0.581  0.434  0.576  0.495 
MinT95 ‐0.704  0.350  ‐0.092 0.297 ‐0.692 0.769 0.093 0.212  ‐0.125 0.521 1.000 0.365 0.185 0.301 0.354
PWeQ ‐0.534  0.968  0.226  0.603  0.077  0.043  ‐0.635  0.682  0.623  0.581  0.365  1.000  0.807  0.982  0.859 
PDQ ‐0.573  0.922  0.159 0.548 0.099 0.001 ‐0.670 0.596  0.547 0.434 0.185 0.807 1.000 0.725 0.976
PWaQ ‐0.433  0.921  0.245  0.553  0.136  ‐0.030  ‐0.628  0.675  0.641  0.576  0.301  0.982  0.725  1.000  0.772 
PCQ ‐0.662  0.957  0.152 0.629 0.003 0.125 ‐0.642 0.636  0.547 0.495 0.354 0.859 0.976 0.772 1.000













  AP  MaxH95  MaxT5  MaxT95  MinH5  MinH95  MinT5  MinT95  PWeQ  PDQ  PWaQ  PCQ          
AP 1.000  0.748  ‐0.642  ‐0.805  0.841  0.639  ‐0.065  ‐0.684  0.974  0.936  0.974  0.978          
MaxH95 0.748  1.000  ‐0.782 ‐0.748 0.773 0.861 ‐0.268 ‐0.782  0.682 0.752 0.689 0.748
MaxT5 ‐0.642  ‐0.782  1.000  0.920  ‐0.680  ‐0.764  0.053  0.809  ‐0.546  ‐0.733  ‐0.553  ‐0.679          
MaxT95 ‐0.805  ‐0.748  0.920  1.000  ‐0.831  ‐0.729  ‐0.017  0.752  ‐0.741  ‐0.841  ‐0.744  ‐0.824          
MinH5 0.841  0.773  ‐0.680 ‐0.831 1.000 0.817 0.096 ‐0.515  0.858 0.729 0.862 0.784
MinH95 0.639  0.861  ‐0.764  ‐0.729  0.817  1.000  0.124  ‐0.516  0.623  0.558  0.623  0.588          
MinT5 ‐0.065  ‐0.268  0.053 ‐0.017 0.096 0.124 1.000 0.505  0.040 ‐0.233 0.027 ‐0.161
MinT95 ‐0.684  ‐0.782  0.809  0.752  ‐0.515  ‐0.516  0.505  1.000  ‐0.542  ‐0.846  ‐0.556  ‐0.765          
PWeQ 0.974  0.682  ‐0.546 ‐0.741 0.858 0.623 0.040 ‐0.542  1.000 0.839 0.998 0.910
PDQ 0.936  0.752  ‐0.733  ‐0.841  0.729  0.558  ‐0.233  ‐0.846  0.839  1.000  0.844  0.984          
PWaQ 0.974  0.689  ‐0.553 ‐0.744 0.862 0.623 0.027 ‐0.556  0.998 0.844 1.000 0.912
PCQ 0.978  0.748  ‐0.679  ‐0.824  0.784  0.588  ‐0.161  ‐0.765  0.910  0.984  0.912  1.000          
                                               
WSF                                             
  VarMT  AP  MaxH95  MaxT5  MaxT95  MinH95  MinT5  MinT95  PWeQ  PDQ  PWaQ  PCQ          
VarMT 1.000  ‐0.513  0.560 ‐0.551 0.094 0.180 ‐0.536 ‐0.666  ‐0.528 ‐0.341 ‐0.483 ‐0.456
AP ‐0.513  1.000  ‐0.230  0.212  ‐0.412  0.168  0.603  0.296  0.953  0.861  0.934  0.910          
MaxH95 0.560  ‐0.230  1.000 ‐0.743 ‐0.335 0.564 ‐0.622 ‐0.815  ‐0.259 ‐0.030 ‐0.194 ‐0.199
MaxT5 ‐0.551  0.212  ‐0.743  1.000  0.634  ‐0.483  0.331  0.814  0.242  ‐0.007  0.169  0.185          
MaxT95 0.094  ‐0.412  ‐0.335 0.634 1.000 ‐0.552 ‐0.225 0.393  ‐0.324 ‐0.549 ‐0.354 ‐0.443
MinH95 0.180  0.168  0.564  ‐0.483  ‐0.552  1.000  ‐0.012  ‐0.274  0.134  0.175  0.146  0.162          
MinT5 ‐0.536  0.603  ‐0.622 0.331 ‐0.225 ‐0.012 1.000 0.632  0.593 0.416 0.558 0.543
MinT95 ‐0.666  0.296  ‐0.815  0.814  0.393  ‐0.274  0.632  1.000  0.380  ‐0.041  0.316  0.188          
PWeQ ‐0.528  0.953  ‐0.259 0.242 ‐0.324 0.134 0.593 0.380  1.000 0.681 0.993 0.744
PDQ ‐0.341  0.861  ‐0.030  ‐0.007  ‐0.549  0.175  0.416  ‐0.041  0.681  1.000  0.662  0.962          
PWaQ ‐0.483  0.934  ‐0.194 0.169 ‐0.354 0.146 0.558 0.316  0.993 0.662 1.000 0.709
PCQ ‐0.456  0.910  ‐0.199  0.185  ‐0.443  0.162  0.543  0.188  0.744  0.962  0.709  1.000          
           
RF                                             
  VarMT  AP  MaxH95  MaxT5  MinH5  MinT95  PDQ  PCQ                      
VarMT 1.000  ‐0.531  0.496 ‐0.368 ‐0.333 ‐0.474 ‐0.494 ‐0.554 
AP ‐0.531  1.000  0.189  0.027  0.535  0.044  0.920  0.917                      
MaxH95 0.496  0.189  1.000 ‐0.591 0.398 ‐0.667 0.173 0.086 
MaxT5 ‐0.368  0.027  ‐0.591  1.000  ‐0.494  0.768  ‐0.004  0.134                      
MinH5 ‐0.333  0.535  0.398 ‐0.494 1.000 ‐0.290 0.484 0.438 
MinT95 ‐0.474  0.044  ‐0.667  0.768  ‐0.290  1.000  ‐0.087  0.069                      
PDQ ‐0.494  0.920  0.173 ‐0.004 0.484 ‐0.087 1.000 0.974 
PCQ ‐0.554  0.917  0.086  0.134  0.438  0.069  0.974  1.000                      












  VarMT  AP  MaxH5  MaxH95  MaxT95  MinH5  MinT5  MinT95  PWeQ  PDQ  PWaQ  PCQ          
VarMT 1.000  ‐0.669  ‐0.364  0.507  0.611  ‐0.393  ‐0.620  ‐0.585  ‐0.570  ‐0.746  ‐0.442  ‐0.734          
AP ‐0.669  1.000  0.450 ‐0.449 ‐0.605 0.303 0.750 0.580  0.961 0.945 0.895 0.944
MaxH5 ‐0.364  0.450  1.000  0.069  ‐0.246  0.267  0.051  0.332  0.390  0.460  0.313  0.477          
MaxH95 0.507  ‐0.449  0.069  1.000  0.193  0.132  ‐0.504  ‐0.558  ‐0.382  ‐0.480  ‐0.321  ‐0.484          
MaxT95 0.611  ‐0.605  ‐0.246 0.193 1.000 ‐0.677 ‐0.632 ‐0.183  ‐0.545 ‐0.629 ‐0.482 ‐0.611
MinH5 ‐0.393  0.303  0.267  0.132  ‐0.677  1.000  0.340  0.221  0.279  0.292  0.251  0.313          
MinT5 ‐0.620  0.750  0.051 ‐0.504 ‐0.632 0.340 1.000 0.640  0.699 0.711 0.655 0.720
MinT95 ‐0.585  0.580  0.332  ‐0.558  ‐0.183  0.221  0.640  1.000  0.517  0.551  0.454  0.609          
PWeQ ‐0.570  0.961  0.390 ‐0.382 ‐0.545 0.279 0.699 0.517  1.000 0.826 0.974 0.825
PDQ ‐0.746  0.945  0.460  ‐0.480  ‐0.629  0.292  0.711  0.551  0.826  1.000  0.708  0.991          
PWaQ ‐0.442  0.895  0.313 ‐0.321 ‐0.482 0.251 0.655 0.454  0.974 0.708 1.000 0.703









VarMT  CC  MinT5   MinT95  MaxH5  MaxH95  MinH5  PCQ  Dev.(%)  QAIC  ∆QAIC  wi 
         16.39  5915.10 0.00 0.507
         16.49  5915.80 0.77 0.345
         16.33  5918.80 3.70 0.080
         16.19  5919.20 4.13 0.064
DSF
VarMT  CC  MinT5   MaxH5  MaxH95  MinH5  PCQ  Dev.(%)  QAIC  ∆QAIC  wi 
         17.61 3985.20  0.00 0.801
         17.35 3988.30  3.19 0.162
WSF  
VarMT  MaxT95   MaxT5  MinT5   MinH95  PDQ  Dev.(%)  QAIC  ∆QAIC  wi 
         15.92 1071.78 0.00  0.228
         15.76 1072.44 0.67  0.164
         16.57 1073.05 1.27  0.121
         14.48 1073.81 2.03  0.083
         16.37 1073.88 2.11  0.080
         15.34 1074.22 2.44  0.067
         16.21 1074.53 2.75  0.058
         16.00 1075.47 3.70  0.036
         16.82 1075.99 4.22  0.028
         15.78 1076.36 4.58  0.023
         16.62 1076.82 5.05  0.018
         14.62 1077.22 5.45  0.015
         14.53 1077.62 5.84  0.012
         16.40 1077.77 5.99  0.011




VarMT  MinT95   MaxH95   MinH5  PDQ  Dev.(%)  QAIC  ∆QAIC  wi 
         33.60 219.69 0.00 0.215 
         35.42 220.98 1.30 0.113 
         35.04 221.54 1.86 0.085 
         34.78 221.93 2.24 0.070 
         32.08 221.94 2.26 0.070 
         29.35 221.99 2.30 0.068 
         37.03 222.59 2.90 0.051 
         37.02 222.61 2.93 0.050 
         31.53 222.75 3.06 0.047 
         36.51 223.36 3.67 0.034 
         33.8 223.39 3.70 0.034 
         33.75 223.46 3.77 0.033 
         33.74 223.47 3.78 0.033 
         35.50 224.86 5.17 0.016 
         38.15 224.93 5.24 0.016 
         30.00 225.03 5.35 0.015 






















VarMT  MaxT95   MinT95  MaxH5  MaxH95  MinH5  AP  Dev.(%)  QAIC  ∆QAIC  wi 
         30.39 480.46  0.00 0.392
         30.40 482.40  1.95 0.148
         30.48 484.17  3.71 0.061
         30.44 484.29  3.83 0.058
         26.27 485.27  4.82 0.035
         27.22 485.71  5.25 0.028
         30.54 485.97  5.51 0.025
         30.48 486.15  5.70 0.023
         26.64 486.51  6.05 0.019
         29.72 486.61  6.15 0.018
         29.05 486.75  6.29 0.017
         27.17 486.81  6.36 0.016
         30.85 486.97  6.51 0.015
         28.32 487.10  6.64 0.014
         31.10 487.23  6.77 0.013
         29.51 487.28  6.82 0.013
         30.12 487.31  6.85 0.013
GW
MinT5  MaxH5  MaxH95   PWQ  Dev.(%)  QAIC  ∆QAIC  wi   
         11.11 538.90 0.00 0.526  
         11.74 541.20 2.36 0.162  
         11.53 541.80 2.90 0.123  
         11.42 542.00 3.19 0.107  













   %Dev. Exp.  Estimate    SE  %Dev. Exp.  Estimate    SE 
ALL  5.58  3.1/‐3.9  0.4/0.4  1.38  1.6/‐1.8  0.4/0.4 
GW  (0.57)  ‐0.4  0.3  5.55  0.2/‐1.2  0.3/0.4 
DSF  2.29  0.9/‐2.1  0.4/0.4  2.24  ‐0.7/‐2.2  0.4/0.4 
WSF  8.54  1.5/‐1.4  0.3/0.3  2.39  1.0  0.3 
RF  6.00  1.2  0.5  6.70  1.2  0.5 








   %Dev. Exp.  Estimate    SE  %Dev. Exp.  Estimate    SE 




GW  (0.04)  ‐0.2  0.6  (0.10)  ‐0.3  0.6 
DSF  3.36  ‐3.2/‐1.4  0.5/0.5  13.10  ‐6.9/‐0.9  0.5/0.5 
WSF  23.19  ‐3.9/‐3.8  0.5/0.5  2.23  ‐0.1/‐1.5  0.5/0.6 
RF  14.78  0.5/‐2.9  0.7/0.8  (0.10)  ‐0.2  0.6 
FW  2.80  1.5  0.6  (1.80)  ‐1.3  0.6 
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