Abstract-In this paper, we propose an algorithm to automatically landmark points on 2.5-dimensional (2.5D) face images. We applied the Scale-invariant Feature Transform (SIFT) method to a new automatic landmarking method. Automatic landmarking has a number of added advantages over manual landmarking and it is more accurate and less time consuming especially if the dataset is large. We developed an interactive Graphical User Interface (GUI) tool to ease the visualization of the extract face features, which are scale and transformation invariant. The threshold values are then analyzed and generalized to best detect and extract important keypoints or/and regions of facial features. The results of the automatic extracted keypoint features are shown in this paper.
INTRODUCTION
The human vision system can perceive features such as the edges, tips or corners of the object, without any difficulties. For example, a human is able to detect and recognize the eyes, the tip of the nose and/or the mouth of a person at first glance. However, a computer is unable to do such task easily and effortlessly. The human vision system and brain mechanisms that are responsible for the detection of features are so complex that despite the work of neurobiologists, mathematicians and computer scientists, it is still not possible to replicate facial detection accurately.
In this paper, we propose a method to find distinct features on a face. We aim to make the feature detection process automatic, whereby the landmark points could be used for face analysis, face registration and recognition. Unlike the conventional manual landmarking, whereby a human intervenes to locate facial features visually, automatic landmarking is able to locate such facial features without the intervention of a human. An automatic landmarking process can save time, especially when data sets are huge. In this research, we focus our automatic landmarking on 2.5D face images.
A face image contains complex features including a large degree of background and face variations, such as the identity of the person, facial expression, head pose, facial hair variability, age, gender, cluttered background and etc.
Face images come with different format types, sizes, scales and rotation, which may lead to difficulties in automatic landmarking processes. Hence, we proposed to use the Scale-invariant Feature Transform (or SIFT) on feature extractions process. SIFT was first introduced by David Lowe [1] and it is an algorithm to detect and extract keypoints or local features in images. SIFT holds the advantage of being able to detect features even under changes in image scale, noise and illumination.
Over the last decades, 3D images have become popular due to the advancement of 3D sensor and camera technologies; alongside with 2.5D range images. Range images (2.5D) have a number of added advantages over 2D images. A 2.5D image is defined as a simplified threedimensional (x, y, z) surface representation that contains at most one depth (z) value for every point in the (x, y) plane [2] . One can think of a 2.5D image as a grey-scale image, where the black pixel corresponds to the background, while the white pixel represents the surface point that is nearest to the camera [3] . 2.5D face images enable depth perception and allow one to manipulate the image alike a 3D image. In addition to range data, colour perception on a face image is also possible. The information from the range image can be extracted to derive different features regions. Therefore, a 2.5D image is used as a dataset to define the keypoint descriptor by extracting the facial surface information.
We have developed an interactive Graphical User Interface (GUI) (as shown in Figure 1 ), which aims to visualize the processes in SIFT on range images and to allow manipulation of the extracted feature descriptors. There are three stages before obtaining the extracted keypoint descriptors. Firstly, Gaussian Smoothing is applied to extract weighted regions based on specific threshold values. Scale-space is constructed by taking the Difference of the Gaussian (DoG) images at different scales. Then, within the scale-space, mean-weighted of the curvature values of the elements is computed to estimate the centres. These regions of Mean and Curvature (H&K) map are colored coded to ease visualization. Lastly, a Gaussian Pyramid is applied and 'Reduce' and 'Expand' methods are employed to acquire filtered regions. These stages will be applied in loops until landmark keypoints and/or best regions are obtained. The outline of this paper is as follows: In Section II, we explain the SIFT method. In Section III, we describe the various recent related work using SIFT. In Section IV, we explain our proposed automatic landmarking method. In Section V, the result and discussion are presented. Finally, Section VI offers conclusions and directions for future research.
II. RELATED WORKS
In recent years, there has been a number of research approaches that use the SIFT method in different applications. In 2D applications, research has focused within 2D object and 2D face images tracking in a sequence of images. The aim of using SIFT in their studies is defined by the method's robustness to illumination changes, pose and scale variations in the image.
Meng and Tiddeman [6] implemented the SIFT algorithm on 2D face images to find distinctive features in a sequence of face images. Their approach appeared to deliver distinct face features useful for face recognition. However, this approach is computed mainly at the edges of face images. Gupta et al. [7] employed SIFT method for 2D face recognition on face images. They have extended the SIFT method by devising and adding probabilistic graphs to match SIFT keypoint features on independent face areas. The images used are controlled in illumination, scale and orientation changes. Each of the extracted features is a node and the relationships between invariant points are a geometric distance between nodes, thus a probabilistic graph. The sub images corresponding to the face limits are localised to eliminate noise.
The SIFT method can be extended to 2.5D with extra processing steps. Results have shown and demonstrated that the SIFT method is still effective in extracting features on 2.5D images. Guo et al. [8] applied SIFT on 2.5D range face images. Gaussian curvature and Mean curvature (H&K) is combined with Shape Index (SI) to extract facial features. Each keypoint can be divided into nine different primitive surfaces for a match. The results achieved good and robust rotation invariance. Cui et al. [9] constructed registration and integration algorithms for structured light 3D scanning using SIFT matching of multi-source images. This approach used 2.5D range images. They calculated the boundary of the overlapping regions, which is generated from the integration, and then identify landmarks. However, the process of obtaining gray information is not stable as there are certain depth changes and light reflections influencing the landmarks on the image. Han et al. [10] employed SIFT on the human face to extract features for recognition. Images are tested under controlled conditions, position and expression-invariants. The experiment has shown high performances and robustness in facial expression recognition. SIFT has been proven for its invariance and robustness towards illumination, noise, rotation and transformation.
Ovinis et al. [11] introduced an approach for the automatically localisation of two anatomical soft tissue landmarks on CT images. Their work focused on the internal landmarks of the head. A rule-based system and prior knowledge of landmark geometry are used to facilitate localisation. The results have shown better automatic localisation performances if compared to manual localisation.
In our research, we propose to use the SIFT method to extract features and to perform automatic landmarking on a 2.5D raw range image. We define a completely automatic solution by developing an interactive GUI tool. This tool is developed to ease visualization of the nine surface primitives and thresholds can be adjusted to best get localised surface areas. The following section presents our method; the extraction of features is explained and how automatic landmarking is made possible.
III. THE SIFT METHOD REVIEWED
There are four main stages in the SIFT method to detect and extract keypoints on images. In the first stage, scalespace is constructed; secondly, the keypoints are filtered to obtain the local extremum of DoG images across scales; thirdly, the direction of keypoints are defined by the keypoints neighborhood; lastly, the feature descriptors are computed by the features of the keypoints [1, 4] .
A. Scale-space extrema detection
The first stage of the SIFT approach is to identify the candidate interest keypoints. Candidate keypoints are identified as local maxima or minima of the DoG images across scales [4] . This process is to search and determine the locations and scales, which are repetitively assigned under differing views of the same image. The identification of the keypoints can be accomplished by searching across all possible scales. The interpolation of nearby data is used to accurately determine the candidate keypoint. The equation for scale-space extrema detection is defined as follows:
Given a Gaussian-blurred image (1) where (2) is a variable scale Gaussian, the result of convolving an image with a DoG filter is given by
The Difference of Gaussian images are generated from the difference of adjacent in scale blurred images. In the next octave (doubling the size of the smoothing kernel, whose effect is roughly equivalent to halving the image resolution), the Gaussian image is down-sampled by a factor of 2. Each pixel in the DoG images is compared to its 26 neighbors in 3x3 regions. The pixel which has a local maximum or minimum is selected as a candidate point. All the properties of the keypoint are measured relative to the keypoint orientation; this provides invariance to rotation [5] . 
B. Keypoint localisation
A candidate keypoint is identified by comparing a pixel with its neighbors (as in Fig. 2 ). Here, a detailed fit to the neighbor data is generated, which will be used to search for location, scale and ratio of principal curvatures. It could also eliminate points with lower contrast or unused data, which fall along the edge. The method [4] approximated a 3D quadratic function to the local sample points. This technique is used to determine the interpolated location of the maximum. The known fundamental of the equation is as follows:
D(x, y, σ) is shifted so that the origin is at the sample point (4) where the location of the extremum, , is derived from this function giving (5) Given the function value at the extremum, it becomes efficient to simply reject unstable extrema with low contrast,
C. Orientation assignment
Based on local image properties, a keypoint is assigned with a consistent orientation. The keypoint descriptor is subject to be invariant to image rotation. Within the process, an orientation histogram is formed within a region around the keypoint. Each sample is weighted by its gradient magnitude by a Gaussian-weighted circular window. Peaks in the orientation histogram correspond to dominant directions of local gradients [1] . The highest peak is detected and the other local peak within 80% of the highest peak is detected to create a keypoint of an orientation. There will be multiple peaks with multiple keypoints created at the same location and scale but in different orientations.
Computation using pixels differences are in Eq. 7 and 8. 
D. Keypoint descriptor
The image magnitudes and orientations are sampled after the keypoint descriptor is created. The keypoint is weighted by a Gaussian window by assigning one half the width of the descriptor window. The Gaussian window is created to avoid the small changes from the position of the window which will cause the less emphasis to the descriptor. Keypoint descriptor created gradient positions by creating orientation histograms over sample regions. The objective is to allow larger local positional sifts. Therefore, tri-linear interpolation is used to distribute the value of each gradient sample into adjacent histogram bins.
IV. PROPOSED METHOD
Our method is based on first stage (scale-space extrema detection) in SIFT for the features extraction process. In the first stage, Gaussian smoothing is applied on the acquired raw images to eliminate lower contrast of keypoints. Secondly, Gaussian Mean and Curvature (H&K) is used to determine the primitive surfaces. Lastly, the Gaussian pyramid is constructed to perform 'Reduce' and 'Expand' operations [1] . Landmarking is then computed on the extracted features. 
A. Gaussian Smoothing
The first stage of SIFT is the construction of scale-space and the detection of local maxima and minima of keypoints.
Interpolation of nearby pixels from the DoG images is used to accurately determine the positions of each candidate keypoint. The keypoints with low contrast are removed and responses along edges are eliminated. Each pixel is examined by comparing with its eight neighbors at the same scale in DoG images and the nine corresponding neighbors at neighboring scales. A candidate keypoint is selected if the pixel is a local maximum or minimum. The properties of the keypoint are measured to the keypoint orientation, which provides rotation invariance.
B. Gaussian Mean and Curvature (H&K)
A 2.5D range image contains z-coordinates, which contains depth information on each (x, y) pixel point. The depth value on each pixel is represented by gray values. The nearer it is to the camera, the brighter the gray values. Depth information could also be stored in the RGB values.
Gaussian H&K is scale/resolution and orientation invariant, whereby spaces are constructed in order to classify primitive surfaces (patches) into types [8] . There are nine types of patches such as peak, ridge, saddle ridge, flat, minimal, pit, valley, saddle valley and undefined, as shown in Table I .
In this process, the patches are examined to generalize threshold values by bootstrapping and resampling DoG images. 
C. Gaussian Pyramid
Gaussian pyramiding is a method to down-sample the image into half its size. The "Reduce" operation will also be applied during Gaussian pyramiding. The elements of the image are halved in both resolution and successive scales. On each scale, H&K maps are computed. A new pyramid of H&K maps is obtained and used at every scale. Figure 3 shows the higher to smaller levels of the pyramiding operation. The "Expand" operation is computed to widen the primitive surface labels at each level of H&K pyramid to the original size. The original size of the range image is 1944 pixels by 1296 pixels and at this scale, representative features are difficult to detect as the support region. There are three levels used by pyramiding on the range image to obtain the valuable information. The size of the pyramid level in the Gaussian Pyramid "Reduce" and "Expand" is as follows: D. Automatic Landmarking The next step is to compute and put landmarks on the extracted primitive surfaces selected from the H&K maps. Figure 4 illustrates the general flow of the method.
The primitive surfaces on H&K maps are converted into grayscale H&K maps. For example, if the user selects 'Peak' surface, the greyscale color would be = R150 G150 B150 and the background would be black in color = R0 G0 B0.
We have also set the minimum threshold size of the local pixel area of the primitive surface for landmarking. The threshold size can be adjusted through the developed interface tool.
The identified landmarks are labeled. If the generated landmarks are undetectable, the user may alter the landmark threshold size. If the landmark label is missing, the user needs to reduce the landmark size.
V. RESULTS AND DISCUSSIONS
We have developed an interactive automatic landmarking tool using Matlab (as shown in Fig. 1 ). Our aim is to localise landmarks on face range images. This tool is developed to ease the visualization of the features extraction method and automatic landmarking process. It improved the processing time and performance on labeling. There are many keypoint descriptors being extracted, and each are examined by a set of minimum local pixel sizes for landmark labels. The results of the extracted primitive surfaces are shown in Figure 5 (a) . We then execute the automatic landmarking process on these surfaces. We have set different threshold values to the size of 30, 40 and 50 local pixel sizes. The landmarking results are observed and analysed then labeled. The default threshold size selected is 40. This value is chosen as it has shown a sufficient average area for the landmarking process. The landmarks are successfully labeled at specific areas of interest, e.g. the tip of the nose, the bridge of the nose and etc. Figure 5 (b) shows the automatic landmarking and labeling of our landmark results. Our results have also shown that that we are able to label landmarks on peak, ridge, valley, flat and minimal surfaces. However, the four regions, i.e. the saddle ridge, saddle valley, undefined and pit are not well localised. We have concluded that the pixels after these features extraction are not sufficient enough to be used for landmarking detection and labeling.
VI. CONCLUSION AND FUTURE WORK
In conclusion, we have successfully implemented an automatic landmarking method and developed an interactive tool to execute features extraction and landmarking processes. We tested the method on a set of different threshold values of local pixel sizes. The results have shown that after executing the method with different threshold values, the identified output of the landmarks are similar and we could label the landmark automatically.
The limitation of the method is that landmarks are also being identified at areas such as the hair, shoulders and shirts. In our further works, we will include on improving the landmarking method. We are also looking at testing the method on frontal raw face range images.
