This paper presents an evaluation of a common approach that has been considered as a promising option for exploratory fMRI data analyses. The approach includes two stages: creating from the data a sequence of partitions with increasing number of subsets (clustering) and selecting the one partition in this sequence that exhibits the clearest indications of an existing structure (cluster validation). In order to achieve that the selected partition is actually the best characterization of the data structure, previous studies were directed to find the most appropriate validity function(s). In our analysis protocol, we first optimize the sequence of partitions according to the given objective function. Our study showed that an insufficient optimization of the partition, for one or more numbers of clusters, can easily yield a spurious validation result which, in turn, may lead the analyst to a misleading interpretation of the fMRI experiment. However, a sufficient optimization, for each included number of clusters, provided the basis for a reliable, adequate characterization of the data. Furthermore, it enabled an adequate evaluation of the validity functions. These findings were obtained independently for three clustering algorithms (representing the hard and fuzzy clustering variant) and three up-todate cluster validity functions. The findings were derived from analyses of Gaussian clusters, simulated data sets that mimic typical fMRI response signals, and real fMRI data. Based on our results we propose a number of options of how to configure improved clustering tools. 
INTRODUCTION
Functional magnetic resonance imaging (fMRI) is a modern technique for the investigation of human brain function. Its current technical and methodological status has been reviewed, e.g., by Kim and Ugurbil (1997) . For the interpretation of the brain activity under study, functional maps need to be extracted from the fMRI raw data by means of data analysis tools. The cited review refers to three main types of fMRI data analysis: Student's t test, cross-correlation methods, and spatiotemporal analysis without prior assumptions. We consider the third type. In fact, some knowledge of the spatial distribution of brain activation must be used. However, a model of the shape of the hemodynamic response is not required, and this is convenient for several reasons of methodology, experimental design, and efficiency (Levin and Uftring, 2001 ). Prominent methods of this type are principal component analysis (PCA), independent component analysis (ICA), self-organizing maps (SOMs), and cluster analysis (CA). All of these methods have been shown to characterize brain activations in a manner that is called unsupervised, exploratory, data-driven, paradigm-free, or hypotheses-generating. Recent examples are Andersen et al. (1999) or Lai and Fang (1999) for the PCA, Arfanakis et al. (2000) or Svensén et al. (2000) for the ICA, Ngan and Hu (1999) or Fischer and Henning (1999) for the SOMs, and Pizzi et al. (2001) or Wismü ller et al. (2001) for the CA.
We concentrate on clustering. The general motivation for clustering fMRI data has been well described (e.g., Baune et al., 1999; Chuang et al., 1999; Goutte et al., 1999) . Although the above methods can be seen as complementary, there are studies that indicate an advantage of clustering over other exploratory methods (Baumgartner et al., 2000) . Limitations of the PCA and ICA have also been reviewed, e.g., in Chuang et al., (1999) , Levin and Uftring (2001) , and Somorjai et al. (2001) . However, this is not the reason why clustering was selected here. Instead, a drawback in previous implementations of clustering was taken as the stimulus to improve the analysis tool.
The goal of this paper is the following. We draw attention to a weak point in the current methodology of clustering which may potentially cause misleading interpretations of fMRI experiments. This point seems to be important as it concerns the group of clustering algorithms most frequently proposed for fMRI data analysis. We present a possible strategy of how the problem can be tackled. This is thought to be appreciated, because clustering is gaining acceptance in the fMRI community.
The typical tool for fMRI data clustering is a compound procedure which can be essentially characterized by two stages (cf. Rezaee et al., 1998) . First, a sequence of partitions is created from the data set, where the number of clusters of these partitions ranges from 2 until an upper value C max . Second, each of these partitions is used as the argument of a validity functional (cf. Windham, 1982) , and this function is calculated for all values of C ϭ {2, . . . , C*, . . . , C max }. A local or global extremum of this function, at a value C*, is thought to provide some guidance for the determination of the true or optimal number of clusters. The determination of the value C* is used synonymous to the determination of the optimal partition (i.e., the partition with C* clusters obtained in the first stage).
However, it has been found in studies with known clusters that this procedure often fails to identify the true data structure. Of course, as each clustering approach makes implicit assumptions about the shape of the clusters, and real clusters may deviate from the selected model in many ways, one can hardly expect that the huge variety of real life data structures are properly characterized using a unique implementation of the above procedure (cf. Geva et al., 2000) . Nevertheless, even considering this unavoidable limitation, a satisfactory implementation of the procedure that provides reasonable results for a relatively wide range of clustering tasks is still an open problem. It has been called the cluster validity problem (Duda and Hart, 1973; Jain and Dubes, 1988) . In order to solve this problem, a number of approaches have been developed, over the years; these are focused on data analysis in general (Nakamura and Kehtarnavaz, 1998; Rezaee et al., 1998; Kothari and Pitts, 1999; Zahid et al., 1999a,b; Geva et al., 2000 , Kim et al., 2001 , and fMRI analysis in particular (Goutte et al., 1999; Diebold et al., 2000; Fadili et al., 2001) . Typically, when presenting a new validity index, the authors demonstrated an increased performance of this index compared to that of several indices previously proposed (e.g., Kim et al., 2001 or Fadili et al., 2001 . This ongoing work and the use of the phrase 'cluster validity problem', suggests that the reasons for the spurious results of the procedure were mainly attributed to the failure of the validity index in the second stage. Of course, this might be correct. However, the fact that an intensive search for a standard index did not yet succeed, also implies that there might be other reasons for unsatisfactory results. In particular, the first stage of the procedure may partly be held responsible for the problem. Clearly, if the best partitions, for each selected number of clusters, have not been created in the first stage, the true clusters cannot be identified in the second stage even if the validity index was perfect.
It seems that this possibility has been neglected hitherto. However, there are good reasons that this scenario is realistic. It is known that the common objective functions of clustering have multiple local minima. In most of the fMRI applications cited here the data was partitioned using the c-means (e.g., Goutte et al., 1999) or fuzzy c-means (e.g., Fadili et al., 2001) algorithms. Both are known to perform only a local optimization. Furthermore, it has been shown that non-optimal clustering results, for a fixed value of C, may be misleading when interpreting the fMRI experiment (Möller et al., 2001) . This finding does not necessarily imply that cluster validation fails when applied to a sequence of nonoptimal partitions. However, it is reasonable first to optimize the partitions before probing new validity measures. We provide empirical evidence that cluster validation is likely to yield a spurious result if the objective function was optimized with less care. Moreover, we demonstrate that cluster validation becomes reliable if the optimization problem is properly solved and we show how the analysts can easily assure themselves that they have a sufficient optimization.
This paper is organized as follows. In the Method section we first summarize some basic algorithmic components necessary to implement the clustering approach. Then we describe a general strategy of how to optimize the clustering stage. In the next section, examples of the results are presented. Finally, we discuss the consequences of our findings with respect to other applications. For the demonstration of our strategy we used existing components which are summarized in the Appendix.
METHODS

Vector Quantization
The general approach considered here partitions the data set. The basic technique is known as vector quantization (VQ). For a detailed review of VQ see (Gersho and Gray, 1997) . In short, VQ means a set of feature vectors are mapped to a set of codevectors (codebook) according to some assignment rule. Each codevector represents the feature vectors assigned to it, and these feature vectors are interpreted as a cluster when using VQ for clustering. As there are many ways to partition a large data set, the goal of this partitioning is defined by means of an objective function, called the VQ error. The goal of VQ (i.e., the optimum solution) is the codebook that gives the minimum VQ error.
Objective Functions
The choice of the objective function is not trivial, because it affects the shape of the final clusters. It is not known that fMRI activation clusters have a specific shape. Moreover, the focus in this paper is not to precisely approximate the peculiarities of a given sample of data. Instead we want to demonstrate the general dependency of the cluster validation result on the optimization level. For this purpose, we are not restricted to a particular objective function. Of possible interest to most users is the common version that we consider. This approach is particularly suitable for the detection of hyper-spherical clusters which can be well separated by linear hype-planes (cf. Ong and Zhao, 2000) . Other approaches do not assume cluster convexity (Roberts et al., 2000; Tseng and Yang, 2000) . It is clear from our choice that separable spherical clusters are the appropriate type of data sets when performing simulation studies.
The common feature of all VQ schemes is a mathematical definition of how well a feature vector is represented by a codevector. Any measure of similarity in the feature space can be used to define this match. The usual choice is distance (dissimilarity), the most convenient is squared distance, and the most common is squared Euclidean distance . The ideal representation of a feature vector is an identical codevector. Any difference between them can be interpreted as an error. The total set of distances between the codevectors and the feature vectors assigned to them (VQ error) is the typical objective function. Hard clustering only considers the distance between a feature vector and its nearest codevector. Fuzzy clustering considers weighted distances between a feature vector and each codevector, where the weights range from 0 to 1 and sum up to 1.0. Details can be found, e.g., in Bezdek and Pal (1995) , where also the relationships between the hard and fuzzy variant have been elaborated.
Optimization Strategies
The VQ error has, in general, multiple local minima regardless of hard or fuzzy clustering. In order to minimize the VQ error, one utilizes the existing mathematical tools for function optimization. In particular, one may choose two possible ways. Local optimization strategies are based on hill-descent algorithms. In the straightforward case they definitely converge from a given starting point to the next local minimum. In this way, one may obtain reasonably quickly, by chance, a good solution. However, one may also end up in a local minimum that represents an inappropriate partition. Global optimization strategies in the field of VQ are commonly based on stochastic methods. These algorithms may find the global minimum. However, this cannot be guaranteed to be done within a short time period, because the codebook is modified by taking random selections. In fact, modern global strategies typically provide, at least, a near-optimal solution with much higher probability in not too much more time, as compared to a local optimization (Möller et al., 1998) .
VQ Algorithms
The ultimate goal of the application of a VQ algorithm is usually a definite class assignment of each item, i.e., a label vector each component of which refers to one codevector (hard nearest prototype 1-NP classifier design). This classification can be implemented using the codevectors from any VQ algorithm, where one can select algorithms from, at least, four types of approaches . An algorithm may be favored for its theoretical properties (proof of convergence to the global or a local minimum), and its empirical characteristics such as: effectiveness (it typically provides, at least, a near-optimal result), reliability (it scarcely provides a poor result), efficiency (it converges acceptably fast), and the effort for its configuration (only a few control parameters exist that are robust and easy to adjust). In the last years advanced VQ algorithms have been presented. Novel techniques for global optimization have become available (e.g., Tecchiolli and Brunelli, 1991; Bilbro, 1994) and the significant progress in computer hardware has made new methods feasible. In particular, work is directed to improving the effectiveness of VQ, where some authors proposed hybrid methods of local and global optimization and others coupled local and global search steps. Examples are Hwang and Hong (1998), Frä nti et al. (1998) , Möller et al. (1998) , Jiang et al. (2000) , Puzicha et al. (2000) ; however, the list is much longer.
We selected: (i) one global optimization algorithm, (ii) the classical c-means algorithm, both members of hard clustering, and (iii) the fuzzy c-means algorithm, i.e., the standard version of fuzzy clustering. For more information see the Appendix.
VQ Initialization
Running a local optimization algorithm with a strict down-hill search strategy defines a deterministic mapping from the initial codebook to the final one. Hence, the optimum solution can be reached only if the initial point lies in the basin of the global minimum. This means, the clustering problem reduces to an initializa-tion problem. However, there is no analytic method to determine a point in the basin of the global minimum.
We used multiple random initial points. This option is justified here for several reasons: (i) It offers the possibility to approach the global minimum arbitrarily close, i.e., eventually one choice may fall into the basin of the global minimum. (ii) It makes the analysis independent of heuristics. Chuang et al. (1999) considered rerunning the clustering procedure as "the only solution when the analysis result is not very good," "since we still lack the best criterion for initialization." (The use of heuristic methods is referred to in the discussion.) (iii) We use, for comparison, a stochastic global optimization algorithm (RSC). A tricky initialization procedure has less effect here, because the random search path is, in principle, independent of the initial codebook. (iv) Random initialization is the most common strategy (Peñ a et al., 1999) . Peñ a et al. have shown that two methods are more promising than others. We randomly selected C different feature vectors as the initial codebook. This is, statistically, not as good as taking C arbitrary points in the feature space, but it largely avoids the well-known empty cluster problem, which may otherwise occur. In principle, each of several random techniques may succeed if taking the best result from a sufficiently large sample.
Cluster Validity Indices (CVIs)
The number of clusters is the most significant parameter to affect the clustering performance (Kim et al., 2001) . Consequently, determining the correct number of clusters has been the most common application of cluster validity (Ong and Zhao, 2000) , and is also adopted here. References to a list of indices were given in the introduction. When selecting an index several details are important, e.g., is the index compatible with the chosen clustering model?, how does the index quantify, e.g., compactness and separation of the clusters?, and are there promising empirical results in the field of interest? We selected three indices, summarized in the Appendix. Two of them (VK and VF) have been verified with respect to several other indices. Two indices (VG and VF) have been particularly proposed for fMRI cluster validation. The results of each selected VQ algorithm can be validated by at least two indices (Table 1 ). In the following we will call these measures cluster validity indices (CVIs).
Procedure for the Evaluation of the Two-Stage
Cluster Analysis
As introduced above we established the hypothesis that cluster validation might be fooled if a sequence of misleading partitions are used as arguments of the validation functional. This means we consider the uniqueness and the correctness of the validation as a function of the optimization level (VQ error). Here validation refers particularly to the characteristic features of the CVI (see Appendix). In order to test this hypothesis we need control of the VQ optimization level, i.e., we must be able to adjust a poor optimization and to approach the global optimum arbitrarily close. However, if we let any VQ algorithm converge once only, two problems exist. We do not know before which VQ error will be achieved and we cannot estimate afterwards whether the result is good or poor. Because both problems depend on chance, they need a statistical approach to be solved. Our approach consists of two levels and is based on a simple consideration: if the optimization was sufficient, the same peak structure of the CVI would appear when the entire analysis was repeated several times. This follows from the presumption that the global minimum of the VQ error is a fixed value and is (usually) unique. If, on the other hand, the CVI curves of repeated analyses vary significantly, this indicates that each single result emerged by chance, a fact that can be ascribed to non-satisfactory optimization. Hence, recognizing the divergence or similarity of the CVI curves of a series of analyses provides an indication of a poor or good optimization. This idea is implemented in level 4 of our subsequent procedure.
In order to complete the evaluation method we need, furthermore, a way to adjust (specify) the desired optimization level. One possibility is tuning some parameter(s) of the VQ algorithm, e.g., the termination condition(s), or the parameters that control a stochastic algorithm like the RSC. This option is worth considering, however, experience has shown that its potential is limited. The more effective way is to consider clustering as a series of S independent VQ optimization attempts, where the best result (that with the smallest VQ error) is retained (e.g., Goutte et al., 2001) . This option enables us to improve the optimization with defined step sizes, and to compare the validation results based upon different VQ algorithms for the same number of reruns. The increase in parameter S makes 
possible an arbitrary close approach of the global VQ error minimum. Both described options were included in our procedure (see level 2 and step 3).
Configuration
Choose one VQ algorithm and one or more CVI(s) that are compatible with this algorithm. Choose one or more VQ initialization method(s) to be used with the VQ algorithm. Set the integer parameters C min , C max , S Ն 1, and N Ն 1. Algorithmic levels Level 1: Initialize the codebook anew and let the VQ algorithm converge. Level 2: Perform S level-1 analyses. Retain the best result (identified by the smallest VQ error). Level 3: Perform a level-2 analysis for all codebook sizes C ϭ C min , . . ., C max . Calculate the CVI(s). Level 4: Perform N level-3 analyses. Evaluation Analyze, for each CVI, the array of the CVI curves (i.e., N sequences of length C max Ϫ C min ϩ 1): Test 1: Check whether all curves have, in general, the same shape and lie close to each other. Test 2: If test 1 was successful, check whether the common course of all curves exhibits clearly a characteristic feature which is comparable with the CVI-specific indication of the optimal number of clusters. Clustering procedure
Step 1: Configuration.
Step 2: Perform a level-4 analysis and the evaluation.
Step 3: If test 1 was unsuccessful this suggests that the optimization did not yet succeed. Therefore, increase parameter S and/or further increase the optimization capabilities of the selected VQ algorithm by changing its control parameter(s). Repeat
Step 2. If test 1 was successful, but test 2 was not, this suggests that there is no clear structure in the data. Stop. If test 2 was successful, take the value C*, where the characteristic feature occurs as the optimal number of clusters.
Step 4: Determine the partition that represents the VQ error minimum for C* and consider this partition as the final solution of the clustering problem.
The consideration of more than one CVI might be useful, because not every CVI reflects equally well the features that discriminate the true clusters. Converging results from several CVIs may give the analyst some certainty that the results are correct and the CVIs are effective.
The VQ is optimized separately for C ϭ C min , . . . , C max prior to cluster validation, because, based on the objective function (see above), a direct comparison of which partition is superior can only be made for partitions with the same number of clusters (cf. Goutte et al., 1999) .
If there exists a hypothesis for the true number of clusters, C , one may select a sufficiently large interval around C , i.e., C min , . . . , C , . . . , C max . If there is no idea of how large C might be, set C min ϭ 2, and set C max according to general recommendations, e.g., Zahid et al., (1999b) .
MATERIALS
Simulated Clusters
In a first step we constructed simplified models of data as obtained in our block fMRI experiments. Standard normally distributed numbers were concatenated in order to simulate the baseline level during a control condition. Activations during the stimulation conditions were simulated by several basic patterns according to the functions y ϭ c 1 (box-car pattern), y ϭ c 2 ϩ c 3 x, and y ϭ c 4 x 2 , where c i are constants. (These functions were selected just to have different shapes, not to mimic observed data.) The basic patterns were superimposed on the noise signals with regular spacing in order to complete the simulated fMRI response signals.
In one type of simulation each cluster contained a unique type of the basic patterns, with the patterns occurring time-lagged to those of the remaining clusters (Fig. 1a) . This simulates a case where the different types of stimuli effectuate type-specific dynamic response patterns in disjointed groups of brain areas. In another type of simulation each cluster contained all types of the basic patterns in a randomized order, and the blocks of patterns occurred time-locked in all clusters (Fig. 1b) . This simulates the cases where a group of brain areas are activated by several types of stimuli, or where one type of stimuli causes various response patterns. Some variation in the shape of the response patterns, for the same condition, can be usually observed and seems to be unpredictable. Hence, it might be a typical target of an exploratory analysis.
Preselected fMRI Clusters
Each brain volume element that provides a single image point is called a voxel, and each time series of image gray values for a voxel is called a voxel time course (VTC) throughout this paper. A small fMRI data set was constructed by preselecting from our fMRI data 4 ϫ 10 VTCs with different characteristics. The four clusters represented: stimulus-induced brain activation, two inverse global effects independent of the stimulation regime, and unspecific activity (Fig. 1c) . The number of clusters and the cluster memberships were known, and the partitions obtained could be easily reviewed. This clustering problem was a simplified example for the task of distinguishing clusters of response patterns with different dynamics in order to interpret the underlying physiological processes.
fMRI Data
Finally, a multi-slice image time series with unknown structure was selected. In a block-fMRI experiment the subjects had to decide whether two visually presented items were identical or not. The response was registered by one key press of the right forefinger. There were the following classes of items: strings of slashes or backslashes (C), e.g., ¶ •; letter strings (L), e.g., vvfr vfvr; and pseudowords with or without an end rhyme (R), e.g., Dromm Klomm or Schalsu Schelsa. L and R were used to stimulate brain areas associated with language processing, and C was the control condition. fMRI data were acquired in a session according to the scheme CLCRCLCR. In each block (C, L, and R) 10 images were acquired within 40 s. The experiment was performed in a 1.5 T Magnetom Vision (plus) MR scanner (Siemens Medical Systems, Erlangen, Germany) using the EPI technique and the following parameters: TE ϭ 66 ms, TR ϭ 0.96 ms, FA ϭ 90°, and FOV ϭ 220 mm. The data of 24 blocks were preprocessed for other purposes using the SPM package (see ref. SPM). Preprocessing was comprised of movement correction, stereotactical normalization, and smoothing with a Gaussian kernel of three times the voxel size. As a result we had 68 image slices with a 128 ϫ 128 matrix. The data of each third slice obtained in 8 blocks were used here.
fMRI recordings typically contain a huge part of unspecific patterns (noise); however, one is particularly interested in the structure of a small subset of patterns which are functionally specific. Therefore, data selection can be a useful support for a successful clustering. A context-optimal preprocessing may also speed up the cluster analysis, due to a formidable data reduction, and a well-defined clustering problem (see, e.g., Goutte et al., 1999, or Jarmasz and . The problem of how to extract the appropriate data set from the raw data depends on the goal of clustering. Of course, the preprocessing for a clinical study can be different from that of a methodological investigation of clustering tools. Whereas the former may require much care to include all patterns which possibly reflect an activation, the latter can be performed using any data set that represents the typical problems found in realistic fMRI clustering applications.
Our preprocessing was done as follows. First, all those VTCs were excluded whose voxels were located outside the head of the subject. Secondly, let F ϭ F max / F av be a VTC parameter, where F max and F av denote the maximum and the average of the VTCs power spectrum obtained by using the Fast Fourier Transform algorithm of MATLAB. Let H(F) be the histogram of F for all VTCs, which were not excluded in the first step. We denote the most frequent F value by F(H max ) and the smallest F value by F min . All VTCs with F Ͼ F(H max ) ϩ F min were considered for clustering. This threshold represents a conservative choice, i.e., the 2618 VTCs exhibited relatively strong dynamics. This was thought to establish a data set with distinct clusters which would be useful for the demonstration of the methodological aspects of clustering.
RESULTS
Preinvestigations
In an initial study we tested all possible combinations of the above VQ algorithms and CVIs on more than 30 simulated data sets with known (predefined) clusters. The data differed in several properties, among them the number of clusters, the dimensionality of the feature vectors, the cluster size for different sets, the cluster sizes within the same set, and the ratio of the between-cluster distances to the within-cluster distances. The detailed results of this study are beyond the scope of this paper and are published elsewhere. In short, the investigations yielded a very clear finding: correct cluster validation was possible, using any algorithm, if rather good VQ optimizations (small VQ errors) were achieved over the complete range of variable C, whereas a poor VQ optimization, for one or more values of C, easily provided misleading validation results.
When analyzing distinct Gaussian clusters the fuzziness index m ϭ 2.0 proved appropriate for a safe cluster validation. This value has also been verified by Fadili et al. (2001) . Index VG was often not indicative of the true number of clusters when VG was applied to FCM results. Because VG was suggested for use with hard clustering and because the two other indices are applicable to fuzzy clustering, we decided to utilize index VG only with hard clustering. Furthermore, index VF was only applied to the FCM results, because the hard clustering problem is not included in the mathematical framework underlying index VF. The resulting algorithmic combinations are indicated by markers in Table 1 .
Simulated Clusters and Preselected fMRI Clusters
The analysis of simulated data comprised of extensive applications of the above clustering procedure. These studies confirmed the general finding obtained in the preinvestigations, i.e., the problem of correct or false cluster validation depended on the level of VQ optimization regardless of the VQ algorithm and CVI used. In our studies several parameters were varied, first of all the optimization effort (parameter S), but also the search step size of the RSC algorithm and the fuzziness index of the FCM algorithm. For each example and parameter configuration we obtained a scheme of 6 results according to Table 1 . If the true number of clusters was found this was in all examples 1-3 equivalent to the detection of the true data structure. Below, we summarize several results that we considered important, i.e., findings which indicated general relationships between the VQ algorithm, the CVI and data properties, independently of the particular choices made for these three elements.
In order to show several comprehensive results we need a compact presentation and a clear view of the results. Therefore, the plot size was reduced and the axis labeling was omitted, because it is not necessary when estimating the success or failure of the cluster validation. As an introduction to the small-sized figures , examples of compact plots are shown in Fig. 2 , together with a standard-type presentation. Furthermore, the extension of CVI results from level 3 to level 4 is introduced. It can be recognized that a low optimization effort (S ϭ 1) of multiple level-3 analyses may yield an array of rather different CVI curves which potentially lead to an ambiguous cluster validation and a misleading interpretation of the data structure. The example in Fig. 3 shows that a low optimization effort (S ϭ 1) resulted for many level-3 analyses in a false cluster validation. An improved optimization (S ϭ 10) led to an increased probability of a correct validation, and a sufficient optimization (S ϭ 50) yielded always a correct validation (local maximum of VG). That the global maximum, at C ϭ 2, is not an indication of the true number of clusters, can be deduced from the rapid decline of the VQ error on increasing to C ϭ 5 (Fig. 4, S ϭ 50) . The development of the array of VQ error curves in Fig. 4 confirms that the improved cluster validation in Fig. 3 corresponds to an improved objective function optimization. The same general finding was obtained by the RSC and FCM algorithms, however, the necessary optimization effort varied from case to case.
If the optimization effort was low, the VQ errors obtained were, by chance, close to the minimum or larger. The average amount of difference depended on the VQ algorithm used. This is demonstrated by the example in Fig. 5 . In general, the deviations from the minimum VQ errors can be expected to be smaller when using a global optimization strategy (e.g., RSC) compared to a local optimization (e.g., CM or FCM). However, in some examples the largest VQ errors were nearly as large as the minima for the FCM algorithm (even though poor validation results were obtained).
Another example shows how the detection of the true number of clusters may be affected by the complexity of the clustering problem. The clusters in Example 2 are more difficult to detect, because there is a strong correlation between all the signals, whereas the simulated activations in Example 1 are time-lagged (decorrelated). Therefore, one may predict that the objective function in Example 2 contains more local minima which makes the clustering problem more complex than in Example 1. As can be observed in Fig. 6 the indication of the very clear cluster structure was a prominent peak, whereas the less distinct structure resulted in a smaller peak. This corresponds to the similar finding of Kim et al. (2001) who modeled the complexity of the clustering problem with the noise level of the data. Furthermore, we found that the more complex problem led to a lower cluster validation rate of all CVIs when performing multiple level-3 analyses.
A final example (Fig. 7) demonstrates that the detectability of the true number of clusters using the fuzzy clustering variant depends on the proper selection of the fuzziness parameter m (ambiguous results were also obtained for index VF). This is a known fact, however, different from the recent findings of Fadili et al. (2001) , an appropriate choice of m was, here, clearly smaller than the frequently used value of m ϭ 2.0.
The investigations provided, furthermore, a variety of detailed findings that cannot be presented here. Because they may depend on the specific applications, the potential user is advised to obtain his own experience for the particular algorithm, CVI, and type of data. 
fMRI Data
Due to our paradigm (3 types of stimuli) and assuming at least one cluster with artifacts or unspecific signals, we may expect about 4 clusters. However, the true number of clusters was unknown. Moreover, this example is thought of as a model for an exploratory investigation, where no a priori information about a paradigm, a task schedule, etc., might exist. Therefore, the analysis was extended up to the value C max ϭ 25. The results obtained suggested that a reasonable value for distinct clusters was much smaller. For a clear view of their characteristic features, the CVI curves are presented with C max ϭ 10. A level-4 analysis (N ϭ 100) was performed successively with S ϭ 1, 2, 3, 5, 10, 30, and 50 in level 2. Figure 8 depicts the results for the smallest value of S, above which unequivocal results were obtained at least for one CVI. The necessary optimization effort was algorithm-specific. For instance, the RSC-VG variant required clearly fewer reruns (S ϭ 5) than the CM-VG option, where S ϭ 10 was not yet sufficient. (The corresponding total computation times were also the smallest for the RSC algorithm.) The precise values differed in each application. In other examples the differences between global and local optimization were larger. One may notice that an unambiguous validation was achieved using any VQ method, even the frequently criticized CM algorithm (Fig. 8b) .
Based on the experience of the simulation studies, the analysis of the fMRI example suggested that the structure of the data set can be best described by a partition of six clusters. The best indication for this was provided by the above clustering procedure when using the RSC-VG combination (Fig. 8a ). Only S ϭ 5 level-1 analyses were necessary to obtain a consistent structure of the 100 CVI curves, and these curves exhibited a characteristic peak (local maximum) at C ϭ 6. The possibility of C ϭ 2, which might be deduced from the VG's global maximum at C ϭ 2, could be excluded by the observation that the VQ errors fell rapidly until C ϭ 6, where the curves show a knee at C ϭ 3 and C ϭ 6. (In actual cases with C ϭ 2 a distinguishable knee was easily discernible at C ϭ 2.) A second indication was provided by the RSC-VK combination. The optimization with S ϭ 5 did not permit an unequivocal course of the CVI and a clear decision was not possible by visual inspection (Fig. 8a) . However, the frequency of occurrence of the global minimum of index VK increased monotonically for C ϭ 6 as S ran from 1 to 5. For S ϭ 5 the characteristic peak occurred at C ϭ 6 in more than 50% of the analyses (see histograms in Fig.  8a) . A third indication was obtained from both the FCM-VF and FCM-VK combinations (Fig. 8c) . The global minimum of VF suggests that C ϭ 3 might be the best choice. However, the local minimum at C ϭ 6 is also a significant feature which is consistent with the RSC findings. Moreover, the FCM-VK results, although somewhat ambiguous, clearly suggest C Ͼ 5. (The latter is best discernible from the histograms in Fig. 8c.) 
FIG. 8. fMRI example.
Cluster validity indices as a function of parameter S for 100 level-3 analyses using the RSC, CM, and FCM algorithms. The variable C (abscissa) ranges from 2 to 10 (2 to 9 for index VG). The histograms depict the number of VK curves which have their global minimum at the given value of C. The vertical dashed line indicates the preferable number of clusters, C ϭ 6.
The interpretation, based on purely mathematical analysis, is supported by a visual evaluation of the cluster centroids. Let R 61 , R 62 , . . . be the clusters 1, 2, . . . of the six-cluster RSC partition (cf. Fig. 9 ). According to the time courses of the six centroids, three types of patterns can be distinguished: (A) activations where the signals have larger values during the stimulation periods compared to the control condition (R 61 , R 62 , and R 65 ), (B) reverse signals, sometimes called deactivations (R 63 ), and (C) patterns without clear relationships between the signal and the task schedule (R 64 and R 66 ). The three-cluster FCM partition (indicated by the global minimum of index VF in Fig. 8c ) can be roughly described by the clusters F 31 ϭ {R 61 , R 62 }, F 32 ϭ {R 64 , R 66 }, and F 33 ϭ {R 63 , R 65 }. Whereas clusters F 31 and F 32 are reasonable, as they represent the same type of pattern, cluster F 33 is a poor result, because activations and deactivations were mixed up. As a consequence, the phenomenon denoted here as deactivation is not clearly recognizable in the centroid time course of F 33 , and the union of R 63 and R 65 on the anatomical map prevents an appropriate interpretation of the brain activity. Obviously, the above described agglomerates A-C are not separable by any three-cluster solution. Both the hard clustering and the fuzzy algorithm subdivided the above classes A-B in their six-cluster partition, where both provided three clusters for class A. Merely the boundaries between the subsets of class A differed a little. Hence, a six-cluster partition, obtained by hard clustering or fuzzy clustering, is the preferable solution.
We also evaluated partitions, indicated as the preferable solution after a poor optimization, in particular if the CVIs suggested C* 6. These solutions suffered mainly from two disadvantages. For C* Ͻ 6, the above classes A-B were not distinguished, whereas the partitions for C* Ͼ 6 contained several clusters with very similar characteristics which made the interpretation of the data unnecessarily complicated. Further results obtained for the FCM algorithm with fuzziness index m Ն 1.5 are omitted here, because they did not provide an unambiguous cluster validation in conjunction with the RSC results.
The results indicate that the subject under study activated, in response to the stimuli, at least the following brain structures (Fig. 9) . L and R, processing of letter strings as well as pseudowords with and without an end rhyme (cluster 1, 2, and 5): medial occipital gyrus, inferior frontal gyrus (BA 45), fusiform gyrus, lingual gyrus, and cuneus, and cerebellum. C, processing of strings of slashes and/or backslashes (cluster 4): postcentral gyrus and superior temporal gyrus. These findings are supported, in principal, by previous studies, e.g., Sergent et al. (1992) , Paulesu et al. (1993) , and Bookheimer et al. (1995) ; for a review see, e.g., Hagoort et al. (1999) or Brunswick et al. (1999) . A further analysis only of the activation patterns (not shown here) made it possible to distinguish clusters which represented preferentially one of the two aspects of language processing (condition L or R). 
DISCUSSION
Clustering Methodology
Our evaluation procedure represents only a framework for clustering. Some main components (VQ algorithm and CVI) were not specified and some details such as termination conditions were not precisely elaborated. This was done in order to keep a clear view of the structure of the general framework. Furthermore, the procedure was equipped with features that were useful for a careful evaluation of the methodology. Some of these features may not be considered optimal in clustering applications. As the study ultimately aims to be a support of application studies, one would expect some proposals of how to fix the observed problems, and to achieve an efficient analysis tool. The possibilities of implementing the details are manifold and the user may choose one or another option according to the needs of the particular application. Below, we refer to a few options that seem to be worth mentioning. It is unnecessary to enforce the level-2 optimization until the entire CVI curves in level 4 become almost identical. Moreover, this is hardly achievable within a reasonable time, because there may exist multiple equivalent local minima for all C C . Instead, one needs to ensure that the structure of the prominent peak(s) of the CVI is unequivocal. It requires some intuition of the analyst to define properly the termination criteria for level 2. A practical way would be a stepwise improvement of the optimization (increase in parameter S) until an unequivocal result is obtained. Furthermore, one does not need to perform 100 repetitions of the clustering and validation stage in practical studies. Which value is appropriate depends on how much confirmation the analyst must have in order to accept the result as the final solution.
The sequence of the best partitions for increasing values of C provides monotonically decreasing VQ errors (Duda and Hart, 1973; Goutte et al., 1999) . Hence, a minimum condition needed in order to avoid misleading results is that the sequence of the VQ errors is always decreasing. The optimum VQ error for C ϭ 1 (the sum of distances from the data's grand mean) can be used as the natural upper threshold when beginning the analysis with C ϭ 2.
Level-2 analyses have been performed by many authors in the past who have been aware of the optimization problem. For example, Goutte et al. (1999) have let the CM algorithm run with S ϭ 100 random initial codebooks. This can be considered as a useful heuristic method (Goutte et al., 1999) . The problem is how to define which value of S is large enough. It is clearly possible to select a very large S in order to optimize sufficiently. However, as the clustering problem may be rather complex, even a conservative choice might be difficult to make. Too large a value of S would be a waste of computation time, and this is crucial in fMRI analysis because the data sets are often huge. Our investigations revealed that the average effort necessary for a good optimization depended on the variable C. Therefore, we suggest for practical applications a variable option, i.e., the final VQ errors are monitored in level 2 and the algorithm finds an appropriate value of S as a function of C. One possibility is to stop in level 2 if no further minimization of the VQ error was observed for a number of level-1 analyses. This is a practical way for a robust, unequivocal determination of C*. It does not imply that the partitions obtained so far for C min , . . . , C max are (globally) optimal, but this is uncritical for the validation stage as the similarity check (test 1 of the evaluation) makes obvious whether the minimization is already sufficient or not. However, the global optimum might be desirable, at least, for the C*-partition, because the latter would not only reveal the essential structure but also the optimal characterization of the boundaries between the clusters. This is important as the C*-partition is eventually accepted as the final clustering solution. Therefore, one may continue the optimization for C* until the best partition is repeatedly obtained in a number of level-1 analyses. This can be seen as an indication that the best C*-result is optimal, because it is unlikely that an algorithm stops over and over again in just the same local minimum (cf. Möller et al., 2001) . Both ways of analysis-driven control imply that a heuristic parameter has been selected. Nevertheless, the uncertainty about the result caused by this parameter will be much smaller than the hazard associated with a fixed parameter S.
For the initialization of the VQ algorithms one may also use task-specific or independent heuristics. Any heuristic method may or may not provide the intended result. However, there seem to be methods which are justified by their empirical success. We clearly approve heuristics if they show, by experience, an increased probability of finding a good result. In particular, we favor the parallel utilization of both promising heuristics and random methods. In this way one can avoid misleading results (if a heuristic failed, as can always happen), and increase the probability of obtaining a good result (if a heuristic succeeded, and a few random choices were not enough to find an acceptable solution).
The identification of the optimal partition using the above procedure does not consider the ambiguous case where the empirical VQ error minimum may represent two or more different partitions. However, this case is unlikely for real life applications with large data sets without strong symmetries and a sufficiently accurate digitization.
When interpreting the results one may consider that a CVI can exhibit several indications of a preferable number of clusters, suggesting that the data has a structure on a coarse and a finer resolution level.
Application of Clustering
The problem of cluster validity, addressed in this paper, is an important problem in fMRI data analysis, because clustering methods are increasingly used in exploratory fMRI studies, and exploratory studies are a first step if appropriate models are not available.
According to the review of Kim and Ugurbil (1997) the main disadvantage of the exploratory methods is that the user has to make a decision about which component (cluster) should be included in functional maps. It has also been considered difficult to assign statistical significance to any particular components or clusters of pixels found. On the one hand, there have been attempts to tackle these problems . On the other hand, regardless of methods that support the decision-making, the first thing one should do is to optimize the rational for this decision. Our approach exactly serves this purpose. The rational isfor the present clustering approach-that each pattern is assigned to the right cluster according to a maximum similarity with the remaining cluster members. The general expression of this is the objective function, and the ultimate goal is, therefore, the (global) minimization of this function, once the function itself and the feature space have been defined. A constraint is that the obtained minimum does not represent an overpartitioning or an under-partitioning (too many or too few clusters). Our statistically motivated evaluation strategy (levels 2 and 4) and the unambiguous results obtained show that it may be possible to assign some statistical significance, at least, to the credibility of the obtained data structure as a whole. This supports the usability of the exploratory approach and may increase its acceptance. The proposed framework for clustering is of potential interest for a number of people, because the combination of the two stages clustering and cluster validation is probably the most frequently used and promising approach when analyzing fMRI data with a clustering tool.
We showed that this method has a considerable risk of false interpretation of the data if one does not seek for a sufficient optimization at the clustering stage. In the critical situation the validity index suggests a wrong value as the number of clusters, and the analyst is misled to a partition that is substantially different from the real data structure. In particular, if the suggested number of clusters was too small, some of the interesting fMRI activations were not identified as separate entities. An improvement of the clustering step has already been demonstrated for a predefined (fixed) number of clusters (Möller et al., 2001) . It was extended here to the more realistic application problem, i.e., partition finding considering a multiple number of clusters.
The above clustering procedure represents a global optimization tool, because it can approach the optimal solution arbitrarily close using any VQ algorithm belonging to one of the basic optimization strategies. We propose the utilization of a global algorithm, if possible, because in our studies these algorithms needed to be rerun a significantly smaller number of times (cf. Fig. 8 ) and this was more efficient than a repeated local optimization (see also Möller et al., 2001) .
We consider the hard and fuzzy variant as two options for clustering. The fuzzy variant has its particular justification (cf. Bezdek and Pal, 1992) ; however, as previously reported (e.g., Chuang et al., 1999) the proper selection of the fuzziness parameter may prove a crucial problem (cf. Fig. 7) . Hence, the complete clustering procedure may be performed using different VQ algorithms or different choices of important model parameters, because the final solution may become independent of a possible bias of a single algorithm or model.
When configuring the analysis, one needs a trade off between statistical measures of the expected accuracy of clustering and the expected computation time. This decision requires priority setting which depends on the application. If one is interested in the rough structure of a group of huge data sets, only a fast method may be considered feasible. (Fast tools are available, e.g., Equitz (1989) presented a VQ clustering method which takes only about 5% of the time required by the CM algorithm. Fast methods for fMRI data processing were suggested in Jarmasz and Somorjai (1998) and Somorjai et al. (2001) .) Our analyses ran for longer than necessary because we examined the method itself. For practical applications we predict computation times from several seconds up to some hours. The exact numbers heavily depend on computer hardware, the preferred control parameters, and the size and structure of the particular data set. However, if cluster analysis is used to obtain a safe result for a prototypical problem in fundamental research, a high computation effort may be acceptable (and is also required by some other methods different from clustering). The same may hold if clustering becomes a part of clinical decision-making. The order of priority in this paper was to first obtain high-quality partitions and secondly look to efficiency. From the theoretical point of view it seems not to be clear which optimization strategy, different from the above, can actually provide a near-optimal partition reliably in only a small fraction of the time.
The proposed framework for clustering may also support preclustering steps of the data analysis. Once one has made sure of a sufficient VQ optimization, the lack of a characteristic feature in the CVI curves can be safely interpreted as the absence of a cluster structure.
If the result indicates that clusters are non-existent, even though they were expected, the user may be led to reconsider whether this is due to the experiment itself (paradigm, measurement technique etc.) or an inappropriate feature selection, preprocessing, or another methodological step.
The results obtained for the fMRI data contain some indications that an exploratory analysis of these data is useful. According to the cluster centroids (Fig. 9) , the observed stimulus-response functions in at least two clusters were not fully consistent with commonly assumed models that derive from the block stimulation scheme. Whereas the stimuli L and R induced, in general, the expected signal increase, this was not the case for the first block of L in cluster 5 (scans 11-20). Furthermore, the signal increase in the third block of the control condition in cluster 3 (scans 41-50) was not as clear as in the other blocks of the same condition. (Other subjects whose clustering results were not presented here showed even more deviations from such a model.) The recognition of this type of individual peculiarities via clustering may improve a model which is otherwise appropriate.
In a previous study we have shown how strongly a poorly optimized partition may deviate from the optimal partition (Möller et al., 2001) . This was considered unnecessary here. According to the main topic, we demonstrated that the CVI curves may indicate a false number of clusters. This is sufficient in order to demonstrate a failure of the complete procedure. Whatever the interpretation might be, the false value would lead the analyst to inspect a partition of limited value.
We are aware of the fact that the fMRI results presented are based on data of one subject. However, we were primarily interested in the evaluation of methodological rather than neurological issues, and the former were verified in a large number of computations. (The presented results are based on 2,000 level-4 analyses consisting of 7 ⅐ 10 6 level-1 analyses.) The general findings described here were confirmed by fMRI cluster validation studies of further subjects. These results are not presented because they contain redundant information from the point of view of cluster validation methodology.
In light of the present findings it may be worth re-considering the results of other studies in which the suitability of CVIs has been assessed without making sure of a sufficient optimization of the partitions. It is possible that the validation capability of some indices is better than currently assumed, based on the previous evaluation.
We refer to, at least, two possibilities that may be promising for fMRI data clustering improvement. As indicated by Ong and Zhao (2000) , the CVI is usually different from the objective function of the respective clustering algorithm. This may be a latent problem, because-loosely speaking-one can only identify (validate) the matter one has looked for. In this respect it is of interest that, in our fMRI example, the index VG provided the clearest indication of a preferable number of clusters. Among the three CVIs used here, index VG has the closest relationship to the used objective function (cf. Appendix). The random search approach, utilized in the RSC algorithm, offers the possibility of optimization of a wide class of functions. Hence, one may consider whether this technique can be applied to objective functions which are closer to the validation index as is the case for several CVIs currently used. Another problem is that the clusters in real applications are often not exactly spherical and of different size and density. This type of cluster can be detected by clustering with a relatively large codebook, and some final merging of closely neighboring clusters (cf. Filzmoser et al., 1999 ). Nevertheless, a careful level-2 analysis is still important in this case.
Although developed for applications in fMRI data analysis, the presented framework of clustering is a data analysis tool rather than an fMRI-specific technique. Hence, it can be utilized for an exploratory investigation of medical and technical images or for the exploration of structure in any other data.
APPENDIX
VQ Algorithms
• The first VQ algorithm included here is a relatively new one (Möller et al., 1998) . We call it the Random Search among Centroids (RSC). The RSC was selected because it is a global optimization tool and as such it has proven to be quite efficient also for fMRI data analysis (Möller et al., 2001) . The RSC represents the hard clustering variant. The effective RSC control parameters (cf. Möller et al., 2001) were v i ϭ 1, v f ϭ 0.1, u ϭ 2, f u ϭ 0.9 (examples 1-3), and f u ϭ 0.5 (fMRI example).
• The c-means algorithm (CM) has been applied to data analysis for more than 30 years and is also well known as the generalized Lloyd algorithm (Linde et al., 1980) . The reasons for considering CM are twofold. CM is probably the most efficient local optimization method for hard clustering. Therefore, the RSC and CM algorithms are natural counterparts for contrasting the pros and cons of the global and local optimization strategies in obtaining valid cluster solutions. Second, this might be of interest, because the utilization of global methods for neuroimage data clustering is new (Möller et al., 2001) , whereas the CM-in spite of known drawbacks-remains one of the commonly used methods (e.g., Wichert et al., 2001) .
• Finally, we considered the fuzzy c-means algorithm (FCM). It provides a matrix that quantifies the proba-bility of membership of a given feature vector in a given cluster. These matrix components are used as weighting factors when computing and minimizing the VQ error. For a final classification one may assign each feature vector to the codevector for which the feature vector has the largest probability of membership. This is called defuzzification. For a review of the FCM and related theory see, e.g., Bezdek and Pal (1992) . The fuzzy approach has been used until recently in a series of clustering studies on neuroimage data (fMRI in particular). The FCM algorithm represents the local optimization strategy, i.e., it is the fuzzy counterpart of the hard c-means algorithm. Thus, it is interesting to compare FCM with CM with respect to their performance of providing valid clusters. The termination condition of the FCM algorithm was set at ϭ 10 Ϫ2 , where is the maximum difference in a fuzzy membership value between the last two iterations.
Cluster Validity Indices
The above algorithms only provide a partition of the data set for a predefined number of clusters, C. In order to best identify structure in the data one needs a partition for that value of C, which can be characterized as the true or optimal number of clusters, C . However, C is often unknown. Therefore, the problem is tackled after clustering using a so-called cluster validity index (CVI). This is a functional that takes, as its arguments, a sequence of partitions, each one with a fixed number of clusters C with C ϭ {C min , . . . , C max }. The resulting CVI curve is expected to provide some guidance by exhibiting a characteristic feature around a number C*, where C* ϵ C . Three existing CVIs were chosen to be combined with a VQ algorithm in our clustering procedure.
• The first index, denoted here by VG, is the second derivative of the VQ error with respect to parameter C. Theoretical considerations and experience show that, assuming distinct clusters, VG will exhibit the global or a local maximum at the value C . A feature which makes VG particularly attractive for cluster validation, is that VG is intimately linked to the target property of the whole VQ optimization process. The idea might not be new in the long history of clustering applications, but Goutte et al. (1999) first applied index VG to fMRI data analysis. The cited authors determined the preferable value C* via calculating VG from the results of a hierarchical (Ward's) clustering algorithm, and performed for C* a separate CM analysis. In our study, index VG was used to directly validate the results of the above partitioning VQ algorithms.
• A new index, called here VK, was included because the authors, Kim et al. (2001) , provided theoretical reasons and empirical evidence for the advantages of VK over several CVIs previously presented in Bezdek (1981) , Fukayama and Sugeno (1989) , Xuanlie and Beni (1991) , Pal and Bezdek (1995) , Kweon (1999), and Boudraa (1999) . VK combines two equally weighted, normalized parameters (the mean intra-cluster distances averaged over the cluster number C, and C/d min , where d min is the minimum distance between any two cluster centers). This was thought to be a good indicator of an under-partitioning as well as an over-partitioning. If VK works properly, it exhibits a global minimum peak at C , where a clear peak indicates a clear data structure. Furthermore, VK eliminates the tendency of some other CVIs, which decrease as C becomes large. Another advantage is that VK can be used to validate the results of hard and fuzzy clustering.
• Another new validity index (Fadili et al., 2001) , denoted here by VF, was included for several reasons. VF takes advantage of previous indices suggested in Bezdek (1981) , Fukayama and Sugeno (1989) , Xuanlie and Beni (1991) , Pal and Bezdek (1995) , or Zahid et al. (1999a) . VF takes into account properties that reflect fuzzy compactness, separation, union, and intersection of the obtained clusters. Furthermore, the suitability of VF has been validated as a function of the fuzziness index m. In particular, it was shown that the interval in which the FCM algorithm shows optimized performance, includes the value m ϭ 2 (which was used in previous studies without formal justification). Concerning the metric, we used Euclidean distances rather than the correlation measure chosen by Fadili et al. (2001) . Analogously to VK, index VF is assumed to exhibit its global minimum at C . Fadili et al. demonstrated that the combination FCM-VF is useful when exploring the structure of fMRI data. Hence, VF is presumably a good choice for our purpose: in order to show that good fMRI cluster validation may require good cluster optimization, it is necessary to have an appropriate CVI.
