We discovered a certain class of linear Hamiltonian maps which are defined by explicit time dependent Hamiltonian functions. Our method is the analogy of Moser's construction in 1986, although it is not so difficult, but we think the results are new.
Introduction
Let (M, ω) be a symplectic manifold, Symp (M, ω) denote the group of symplectic maps on (M, ω) and Ham (M, ω) the group of Hamiltonian maps, where Hamiltonian map is a time-1 map φ H 1 of a Hamiltonian flow φ H t which is defined by a time dependent Hamiltonian smooth function H : [0, 1] × M → R. For the details of Hamiltonian maps, see [AM] , [HZ] and [MS] .
If M is simply connected, then Ham (M, ω) coincides with the connected component Symp 0 (M, ω) of Symp (M, ω) . Therefore Ham(R 2n , ω st ) = Symp 0 (R 2n , ω st ).
Let Sp(2n) denote the group of linear symplectic maps on (R 2n , ω st ). Since Sp(2n) is connected, we have Sp(2n) ⊂ Ham(R 2n , ω st ).
However, we have no general method to construct the Hamiltonian function which defines each element of Sp(2n). We will treat this problem. Let us consider the 2n × 2n matrix S with block decomposition:
Let H denote the set of matrices S such that:
(1) A, B, C and D are symmetric, (2) AC = CA and BD = DB, (3) AD − CB = I, where I is a unit n × n matrix. We will prove in §3 that each element of H with a condition det B = 0 is a Hamiltonian map with the explicit Hamiltonian function on the symplectic manifold (R 2n , ω st ). Moreover, in §4, we extend the set H in the group Ham(R 2n , ω st ). Finally we will treat the case of 2 × 2 symplectic matrices in §5.
Generating functions of linear maps
Let S be a 2n × 2n matrix and regard it as a linear map R 2n → R 2n sending (ξ, ξ ) to (η, η ) . From now on, for (ξ, ξ ), (η, η ) ∈ R 2n , we use the following representation:
are satisfied globally, where h ξ and h η are derivatives of h with respect to the variables ξ and η, respectively.
Proposition 2.2. If S = A B
C D ∈ H, then S is a symplectic matrix and has the generating function h : R n × R n → R with the property
Proof. At first, note that S is a symplectic matrix if and only if
If S ∈ H, then S satisfies the above conditions. Consequently, in this case we have AB = BA and CD = DC.
Next, define
where ξ · η is the inner product of ξ and η in R n . Then by using the symmetric property of A, B, C and D, we have
On the other hand, since 
Thus we obtain
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Here we give examples of elements of H.
Example. Let E and F be regular symmetric n × n matrices which satisfy EF = F E, and a, b, c and d be real numbers which satisfy
Linear Hamiltonian maps
In this section, we prove the following theorem.
From Proposition 2.2, S has the generating function h with the property h ξη = h ηξ . Therefore by using the results in Otsuki-Suzuki [OS] and Suzuki [Su] , the theorem is true. Here we give a direct proof for the convenience of the reader.
Proof of Theorem 3.1. For t ∈ [0, 1] and x, p ∈ R n , put Legendre transformation H(t, x, y) of L(t, x, p) as follows:
Therefore the corresponding Hamiltonian system is the following:
By our method of construction in [OS] and [Su] , we can solve this Hamiltonian system with the initial value x(0) = ξ and y(0) = ξ . In fact, put
and substitute this into equation 1 ; then we have η − ξ = (tM + N )x + By.
By using results ξ = −B −1 Aξ + B −1 η and η = −B −1 ξ + B −1 Dη in §2, we can confirm the following:
Moreover, by differentiating equation 3 with respect to t, we havė
These equations imply that (x(t), y(t)) is the solution of the initial value problem whose terminal value is (x(1), y(1)) = (η, η ).
Example. By this theorem, for S = O −I I O , we obtain the corresponding Hamiltonian:
The solutions of the Hamiltonian systems with initial conditions x(0) = ξ and y(0) = ξ is the following:
Solving the above equations for ξ and ξ , we obtain ξ = −(2t 2 − t − 1)x + ty, ξ = (2t 2 − 3t)x + (−t + 1)y, which represents the inverse flow of the original Hamiltonian flow. We shall use these results later.
where
Proof.
(1) is just the result of Theorem 3.1.
(2) is verified by
(3) is verified by
(4) is verified by
Remark 4.2. If det B = 0 and det C = 0, then we obtain two Hamiltonian functions which define the same Hamiltonian map S = A B C D .
Now consider the group G generated byH with the composition as group product; then we have the following theorem. Note that each element of G can be defined by an explicit Hamiltonian function by using Lemma 4.1 and above operations.
2-dimensional case
In this section, we give concrete Hamiltonian functions for all elements of Sp(2).
Theorem 5.1. If S = a b c d ∈ Sp(2), then we have the following Hamiltonian function for S:
(1) If b = 0, then
(2) If b = 0 and c = 0, then
(3) If b = c = 0 and ad = 1, then
Proof. (1) and (2) are verified by Lemma 4.1. For (3), the process of calculus is the following. Since S = 0 1
is the following: Here we give a famous example.
Example. S = 1 1 1 2 is the Hamiltonian map with the Hamiltonian function H(t, x, y) = 1 2 y 2 − txy + 1 2 (t 2 − 1)x 2 .
In fact, corresponding Hamiltonian system is ẋ y = −t 1 1 − t 2 t x y , and the solution with initial value conditions x(0) = ξ, y(0) = ξ is
x(t) = ξ + tξ , y(t) = tξ + (t 2 + 1)ξ .
