Abstract. The abstract interpolation problem (AIP) in the Schur class was posed V. Katznelson, A. Kheifets and P. Yuditskii in 1987 as an extension of the V.P. Potapov's approach to interpolation problems. In the present paper an analog of the AIP for Nevanlinna classes is considered. The description of solutions of the AIP is reduced to the description of L-resolvents of some model symmetric operator associated with the AIP. The latter description is obtained by using the M.G. Krein's theory of L-resolvent matrices. Both regular and singular cases of the AIP are treated. The results are illustrated by the following examples: bitangential interpolation problem, full and truncated moment problems. It is shown that each of these problems can be included into the general scheme of the AIP.
Introduction
The abstract interpolation problem (AIP) was posed by V. Katznelson, A. Kheifets and P. Yuditskii in [25] as an extension of the V.P. Potapov's approach to interpolation problems [27] . In a sense the problem consists in contractive "embedding" of some partial isometry V acting in a structured Hilbert space H ⊕ L into a model unitary operator acting in a space H w ⊕ L, where H w is the de Branges-Rovnyak space corresponding to an operator valued function (ovf) w from the Schur class S(L). A description of the set of all ovf w ∈ S(L) for which such an "embedding" is possible were reduced in [25] to the description of all scattering matrices of unitary extensions of a given partial isometry V ( [7] ). In a number of papers it was shown that many problems of analysis, such that the bitangential interpolation problem [26] , moment problem [29] , lifting problem [34] , and others can be included into the general scheme of AIP.
In the present paper we consider a parallel version of AIP for Nevanlinna class. In introduction we restrict ourselves to the case when dim L < ∞ and identify L with the space C d where the standard basis is chosen. Then every ovf m ∈ N d×d := N[C d ] can be considered as a d × d matrix valued function (mvf). Let H(m) be the reproducing kernel Hilbert space (see [13] , [4] ) which is characterized by the properties:
(1) N m ω (λ)u ∈ H(m) for all ω ∈ C \ R and u ∈ C d ; (2) for every f ∈ H(m) the following identity holds
The AIP in the class N d×d can be formulated as follows. Let X be a complex linear space, let B 1 , B 2 be linear operators in X , let C 1 , C 2 be linear operators from X to C d , and let K be a nonegative sesquilinear form on X which satisfies the following identity (A1) K(B 2 h, B 1 g) − K(B 1 h, B 2 g) = (C 1 h, C 2 g) C d − (C 2 h, C 1 g) C d for every h, g ∈ X . Consider the following Problem AIP (B 1 , B 2 , C 1 , C 2 , K). Let the data set (B 1 , B 2 , C 1 , C 2 , K) satisfies the assumption (A1). Find a mvf m ∈ N d×d such that for some linear mapping F : X → H(m) the following conditions hold:
(C1) (F B 2 h)(λ) − λ(F B 1 h)(λ) = I −m(λ)
Clearly ker K = {h ∈ X : K(h, h) = 0} is a linear subspace of X . Let H be the completion of the factor-space X = X /ker K endowed with the scalar product (1.3) ( h, g) H = K(h, g), h = h + ker K, g = g + ker K, h, g ∈ X .
It follows from (A1) that the linear relation
is symmetric in H ⊕ C d . The main result of the paper is the following description of all the AIP solutions m. Theorem 1. Let the data set (B 1 , B 2 , C 1 , C 2 , K) satisfies the assumption (A1) and let ran C 2 = L = C d . Then the Problem AIP (B 1 , B 2 , C 1 , C 2 , K) is solvable and the set of its solutions is parametrized by the formula
where A ranges over the set of all selfadjoint extensions of A with the exit in a Hilbert space H ⊕ L ⊃ H ⊕ L. The corresponding linear mapping F : X → H(ϕ, ψ) is given by
Due to Theorem 1 the description of all solutions m of the AIP (B 1 , B 2 , C 1 , C 2 , K) is reduced to the problem of description of all L-resolvents of the linear relation A. The latter description has been obtained by M.G. Kreȋn in [31] (see also [33] ).
In order to apply this theory to the linear relation A we will impose additional assumptions on the data set (B 1 , B 2 , C 1 , C 2 , K).
(A2) dim ker K < ∞ and X admits the representation (1.6) X = X 0 ∔ ker K, such that B j X 0 ⊆ X 0 (j = 1, 2). (A3) B 2 = I X and the operators B 1 | X 0 : X 0 ⊂ H → H, C 1 | X 0 , C 2 | X 0 : X 0 ⊂ H → L are bounded. The continuations of the operators B 1 | X 0 , C 1 | X 0 , C 2 | X 0 will be denoted by B 1 ∈ [H],
Denote by N d×d the set of Nevanlinna pairs {p, q} of d × d mvfs p(·), q(·) holomorphic on C \ R such that:
is nonnegative on C + ;
(ii) q(λ) * p(λ) − p(λ) * q(λ) = 0, λ ∈ C \ R; (iii) 0 ∈ ρ(p(λ) − λq(λ)), λ ∈ C ± .
In the regular case (ker K = {0}) the set of L-resolvents P L ( A − λ) −1 | L of A can be described by the formula (see [30] , [33] )
−1 I L = ( w 11 (λ)q(λ) + w 12 (λ)p(λ))( w 21 (λ)q(λ) + w 22 (λ)p(λ))
where {p, q} ∈ N d×d and W = [ w ij (λ)]
is an L−resolvent matrix of A which can be calculated explicitly in terms of the data set (see (4.34) ). Combining (1.4) and (1.7) one obtains the following Theorem 2. Let the AIP data set (B 1 , B 2 , C 1 , C 2 , K) satisfy (A1), (A3), ker K = {0} and ran C 2 = L = C d and let 
Let the matrix J ∈ C 2d×2d be given by
The mvf Θ(λ) belongs to the Potapov class (see [37] ), i.e. Θ(λ) has the following J-property
In the singular case the formula (1.7) gives a description of all L-resolvents of the linear relation
To obtain a description of all L-resolvents of A(⊃ A 0 ) one should consider in (1.7) only those Nevanlinna pairs {p, q} ∈ N (L) for which A ⊃ A(⊃ A 0 ). We show that after the replacement in (1.9) of Θ(λ) by the Θ(λ)V , where V is an appropriate J-unitary matrix, the formula (1.9) gives a description of all the solutions of the AIP when {p, q} ranges over the set of all Nevanlinna pairs of the form
where ν = dim Cker K.
All these results are formulated in the paper in a more general situation, when the mvf m is replaced by a Nevanlinna pair {ϕ, ψ}. Moreover, we do not suppose, in general, that dim L < ∞.
The paper is organized as follows. In Section 2 we recall the definition of the class N(L) of Nevanlinna pairs from [6] , [18] . To each selfadjoint linear relation A and a scale spaces L we associate a Nevanlinna pair {ϕ, ψ} by the formula
Conversely, given a Nevanlinna pair {ϕ, ψ} normalized by the condition p(λ) − λq(λ) = I d we construct a functional model for a selfadjoint linear relation A(ϕ, ψ), such that the pair {ϕ, ψ} is related to A(ϕ, ψ) via (1.11). In the case when the pair {ϕ, ψ} is equivalent to a pair
, functional model A(m) for this symmetric operator was given in [6] (see also [17] ). Conditions when the model A(ϕ, ψ) is reduced to A(m) are discussed. In Sections 3 and 4 we formulate the AIP in the classes N[L] and N (L) and give a complete description of its solutions under some additional restrictions on the data set both in the regular and singular cases. The results of the paper are illustrated in Section 5 with an example of bitangential interpolation problems in the classes N d×d and N d×d , reduced there to the AIP with appropriately chosen data set. These problems have been studied earlier in [36] , [6] , [28] , [20] , [21] , [12] .
Mention, that the Arov and Grossman's description of scattering matrices of unitary extensions of an isometry V in [7] used in the Schur type AIP is an analog of M.G. Kreȋn's description (1.7) of L-resolvents of a symmetric operator [30] . One of the goals of this paper is the formulation of the AIP, where the M.G. Kreȋn's formula (1.7) works directly. In particular, we use the example of the full moment problem to show that the reduction of this problem to the Nevanlinna type AIP is more natural and simpler than that in [29] , where the reduction of the moment problem to the Schur type AIP was performed.
Another goal of the paper was to elaborate the operator approach to singular AIP. This approach is illustrated with an example of singular truncated moment problem, where we discuss the results of [11] and explain them from our point of view.
The paper is dedicated to the centennial of M.G. Kreȋn. 
Two Nevanlinna pairs {Φ, Ψ} and {Φ 1 , Ψ 1 } are said to be equivalent, if Φ 1 (λ) = Φ(λ)χ(λ) and Ψ 1 (λ) = Ψ(λ)χ(λ) for some operator function χ(·) ∈ [H], which is holomorphic and invertible on C + ∪ C − . The set of all equivalence classes of Nevanlinna pairs in L will be denoted by N(L). We will write, for short, {Φ, Ψ} ∈ N(L) for Nevanlinna pair {Φ, Ψ}.
A Nevanlinna pair {Φ, Ψ} will be said to be normalized if Φ(λ) − λΨ(λ) = I H . Clearly, every Nevanlinna pair {Φ, Ψ} is equivalent to the unique normalized Nevanlinna pair {ϕ, ψ} given by
The set N(L) can be identified with the set of Nevanlinna families (see [18] )
Define the class N(L) as the set of all Nevanlinna pairs {Φ, Ψ} ∈ N (L) such that ker Φ(λ) = {0} for some (and hence for all)
2.2.
Nevanlinna pair corresponding to a selfadjoint linear relation and a scale. Let H, L be Hilbert spaces, let A be a selfadjoint linear relation in H ⊕ L and let P L be the orthogonal projection onto the scale space L. Define the operator valued functions Proof. Consider the kernel
and hence the kernel N ϕψ ω (λ) is nonnegative. The property (ii) is easily checked, ϕ(λ) − λψ(λ) = I L and, hence, the pair {φ, ψ} is a normalized Nevanlinna pair. Remark 2.4. Definition 2.3 is inspired by the notion of the Weyl family of a symmetric operator corresponding to a boundary relation, see [19] . Namely, the Nevanlinna pair {ϕ, ψ} determined by (2.3) generates via (2.2) the Weyl family of the symmetric linear relation S = A ∩ (H ⊕ H), corresponding to the boundary relation
The proof of Proposition 2.2 is contained in [19, Theorem 3.9] . Moreover, it is shown in [19] that the converse is also true, every Nevanlinna family generates via (2.2) the Weyl family of a symmetric linear operator S. In the case when the pair {ϕ, ψ} is equivalent to a pair {I L , m} with m ∈ N[L], functional model A(m) for this symmetric operator S was given in [6] (see also [17] ).
In the following theorem we give another functional model of a selfadjoint linear relation A recovered from a Nevanlinna pair. Consider the reproducing kernel Hilbert space H(Φ, Ψ), which is characterized by the properties:
(1) N ΦΨ ω (λ)u ∈ H(Φ, Ψ) for all ω ∈ C \ R and u ∈ L; (2) for every f ∈ H(Φ, Ψ) the following identity holds 
where N ω (·) = N ΦΨ ω (·) and the restriction A ′ of A(Φ, Ψ) to the span of vectors {F ω u, F ′ ω u} is a symmetric linear relation. Indeed, it follows from (2.7) and the equality
Taking F ω u with ω =λ one obtains from (2.8)
for all ω =λ. Due to the properties 1) and 2)
of H(Φ, Ψ) one obtains the statement.
Step 3. Let us show that A(Φ, Ψ) = ( A ′ ) * . Indeed, for every vector
and ω ∈ C \ R, v ∈ L it follows from (2.7) that
Step 4. And finally, in view of (2.9) and the property (ii) of Definition 2.1 one obtains
Therefore, the pair {ϕ, ψ} is a normalized Nevanlinna pair corresponding to the linear relation A(Φ, Ψ) and the scale L.
Remark 2.6. In notations of [19] the pair {Φ, Ψ} generates via (2.2) the Weyl family of the symmetric operator
corresponding to the boundary relation
Remark 2.7. Mention that the linear space
and the operator N ω (ω) not necessarily is boundedly invertible. If, however, 0 ∈ ρ(N ω (ω)) then Nω(T ) is closed. Recall that in this case 0 ∈ ρ(N λ (λ)) for all λ ∈ C\R and, hence, all the subspace N λ (λ) are closed. Let, the ovf γ(λ) : L → H be defined by
Proposition 2.8. Let A be a selfadjoint linear relation in H ⊕ L and let {ϕ, ψ} be the normalized Nevanlinna pair given by (2.3) . Then the following identity holds
Proof. Indeed, it follows from (2.5) that the kernel N ϕψ ω (λ) for the normalized Nevanlinna pair takes the form
In general case one obtains
The following statement formulated in terms of boundary relations can be found in [18, Lemma 4.1] Lemma 2.9. Let A be a selfadjoint linear relation in H ⊕ L, let {ϕ, ψ} be the normalized Nevanlinna pair given by (2.3) and lel dim L < ∞. Then:
Proof. Let us prove the first statement. The set P L dom A consists of the vectors u ∈ L such that
and then
The proof of the second statement is similar.
If the Nevanlinna pair {ϕ, ψ} satisfies the first condition (i) in Lemma 2. 
These spaces have been introduced by L. de Branges [13] . The following statement can be derived from [5] , however we will give a proof for the convenience of the reader.
, and let dim L < ∞. Then:
Proof. It follows from the reproducing kernel property and Schwartz inequality that
for some finite measure dσ and, hence,
In this section we show that every L-minimal selfadjoint linear relation A is unitarily equivalent to its functional model A(ϕ, ψ), constructed in Theorem 2.5. The operator F : H → H(ϕ, ψ) given by
is called the generalized Fourier transform associated with A and the scale L. 
2) For every
f u , f ′ u ′ ∈ A the following identity holds (2.15) E(λ)F (f ′ − λf ) = ϕ(λ) −ψ(λ) u u ′ .
Proof. 1) For every vector
This proves the first statement. It is clear from (2.14) that
Then it follows from (2.3), (2.11) that
This implies
This proves the identity (2.15).
Remark 2.13. In the case, when the linear relation A is L-minimal it is unitary equivalent to the linear relation A(ϕ, ψ) via the formula
The operator F ⊕ I L establishes this unitary equivalence.
Abstract interpolation problem
Let X be a complex linear space, let L be a Hilbert space, let B 1 , B 2 be linear operators in X , let C 1 , C 2 be linear operators from X to H, and let K be a nonegative sesquilinear form on X which satisfies the following identity
. Find a normalized Nevanlinna pair {ϕ, ψ} ∈ N (L) such that for some linear mapping F : X → H(ϕ, ψ) the following conditions hold:
Clearly ker K = {h ∈ X : K(h, h) = 0} is a linear subspace of X . Consider the factor space X = X /ker K and denote byĥ the equivalence class h + ker K in X , h ∈ X . Let X be endowed with the scalar product
and let H be the completion of X with respect to the norm h H . In examples (see Section 5) the linear space X has an original inner product. In order to avoid an ambiguity we denote by B + the adjoint to the operator B : H → H and by B * the adjoint to B : X → X .
Then the linear relation
Proof. The statement is implied by (3.2) since 
Proof. Sufficiency. Let A be a selfadjoint extension of A and let {ϕ, ψ} be the normalized Nevanlinna pair corresponding to A and the scale L, and let F : H → H(ϕ, ψ) be the corresponding generalized Fourier transform given by (2.14). Then the formula (3.3) is implied by (2.3) and in view of (2.14) the linear mapping F : X → H(ϕ, ψ) given by (3.4) is connected to F via the formula
Since F satisfies the identity (2.15) and
Next, it follows from (3.1) and Theorem 2.12 that
This proves (C1), (C2) and, hence, {ϕ, ψ} is a solution of the AIP .
Necessity. Let a normalized Nevanlinna pair {ϕ, ψ} be a solution of the AIP and let the mapping F : X → H(ϕ, ψ) satisfies (C1), (C2). We will construct a selfadjoint exit space extension A of A such that (3.3) and (3.4) hold.
Step 1. Isometric embedding of H into a Hilbert space. It follows from (C2) that
Thus F induces the mapping F : X → H(ϕ, ψ), which is well defined by the equality
and is contractive due to (C2)
We will keep the same notation for the continuous extension of F to H. Let D = D * (≥ 0) be the defect operator of the contraction F defined by
and let D = ran D be the defect subspace of F in H. Consider the column extension F of the operator F to the isometric mapping from H to D ⊕H(ϕ, ψ) by the formula
Step 2. Construction of a selfadjoint linear relation A. Let A D be a linear relation in D defined by
As follows from (C1)
In view of (2.7) this implies
Therefore, the right hand part of (3.11) can be rewritten as
and hence it is vanishing due to (A1).
Step 3. Linear relation A satisfies (3.3) and (3.4) . Under the identification of the vector h ∈ H with F h the symmetric linear relation A in H ⊕ L can be identified with the symmetric linear relation
The formula (3.3) is implied by the analogous formula for A(ϕ, ψ)
Moreover, for every h ∈ X one obtains
This proves the formula (3.4), since F h is identified with h.
is a data set for the AIP in Nevanlinna classes then the data set (T 1 , T 2 , M 1 , M 2 , K) given by
is a data set for the AIP in the Schur class. Recall (see [25] ), that a contractive [L]-valued function ω(ζ) is said to be a solution of the problem
if there exists a map Φ from X to the de Branges Rovnyak space H ω , such that
and Φh
2
Hω ≤ K(h, h) for all h ∈ X . One can check, that solutions of the problems AIP (B 1 , B 2 , C 1 , C 2 , K) and AIP (T 1 , T 2 , M 1 , M 2 , K) are related via some linear fractional transformation and the result of Theorem 3.3 can be derived from the corresponding result in [25] . However, we prefer to give a direct proof based on the de Branges Rovnyak space H(ϕ, ψ), especially since these spaces will be usefull in applications to some interpolation problems.
In AIP (B 1 , B 2 , C 1 , C 2 , K) . We impose an additional assumption on the data set:
which ensures the uniqueness of F . Let us set 
Proof. Applying (C1) to the vector
(3.14)
Setting in (3.14) λ = µ, one obtains
4. Description of solutions of abstract interpolation problem.
In view of Theorem 3.3 a description of the set of solutions of the AIP is reduced to the description of L-resolvents of the linear relation A. The later problem can be solved within the theory of L-resolvent matrix [30, 33] . In this section we will treat both the nondegenerate (ker K = {0}) and the degenerate case (ker K = {0}). In the case when the form K(·, ·) is degenerate it will be more convenient to calculate the resolvent matrix of some auxiliary linear relation A 0 which is a restriction of A.
Symmetric linear relation A and boundary triplet for A
+ . In this section we impose some additional assumptions on the data set (B 1 , B 2 , C 1 , C 2 , K).
(A2) dim ker K < ∞ and X admits the representation
Due
in a Hilbert space H ⊕ L. Clearly, A 0 is a restriction of the symmetric linear relation A which can be rewritten as
In view of (A3) the closures of A 0 and A take the form
Recall the definition of the boundary triplet for nondensely defined symmetric operator.
and the mapping Γ :
A point λ ∈ C is said to be a regular type point for a closed symmetric linear relation A if ran (A − λ) is closed in H ⊕ L. It is well known that the set ρ(A) of regular type points for symmetric linear relation A contains C + ∪ C − and the defect subspaces
have the same dimensions n + (A) and n − (A) for λ ∈ C + and λ ∈ C − , respectively. The numbers n + (A) and n − (A) are called the defect numbers of the symmetric linear relation A. In the following proposition we show, that the symmetric linear relation A in (4.4) has equal defect numbers n + (A) = n − (A) = dim L and, moreover, 0 ∈ ρ(A). 
) the set ρ(A) of regular type points for symmetric linear relation A contains the resolvent set of the linear relation
where
Then it follows from (4.4) that
for all h ∈ H and, therefore,
2) It follows from (4.4) that (4.10)
A
and, hence
Substituting these equalities in (4.9) one obtains
This proves the second statement since
3) For two vectors
Then the right hand part of (4.11) takes the form
Clearly, the mapping Γ : A + → L ⊕ L is surjective and hence the triplet {L, Γ 1 , Γ 2 } is a boundary triplet for A + .
L-resolvent matrix.
Recall some facts from M.G. Krein s representation theory ( [31] , [17] ) for symmetric linear relation A in H ⊕ L. Let us say that λ ∈ ρ(A, L) if λ is a regular type point for A and
For every λ ∈ ρ(A, L) the operator valued function P(λ) : H → L is defined as a skew projection onto L in the decomposition (4.12) and Q(λ) : H → L is given by
Let the operator-valued functions P(λ) + and Q(λ) + be given by (4.14)
where P(λ) + , Q(λ) + : L → H are adjoint operators to P(λ), Q(λ) : H → L. The role of the ovf's P(λ), Q(λ) is clear from the following theorem. 
where (p, q) ranges over the set N (L) of Nevanlinna pairs and the block matrix
In the following Theorem we calculate all the objects of M.G.Krein representation theory P(λ), Q(λ) and the L-resolvent matrix W ΠL (λ) for the linear relation A in (4.4). 
3) The L-resolvent matrix W ΠL (λ) corresponding to the boundary triplet Π takes the form
Proof. 1) Assume that λ ∈ ρ(A, L) and the decomposition (4.12) holds. Then for f ∈ H, u ∈ L there are unique h ∈ H and v ∈ L such that (4.23)
This implies, in particular, that λ ∈ ρ(B −1
, then the equations (4.23) have unique solutions h ∈ H and v ∈ L and, hence, λ ∈ ρ(A, L). In view of (4.23) these solutions take the form
It follows from (4.13), (4.24) and (4.10) that
2) The formulas (4.20), (4.21) are implied by
Now one obtains from (4.14), (4.20) and (4.8) that
Similarly (4.15), (4.21) and (4.8) imply
It follows from (4.25)-(4.28) and (4.17) that
and hence
Then one of the L-resolvent matrices can be found from
Proof. The data set
satisfies the assumptions (A1)-(A3). Consider the linear relation
Due to (4.24) its L-resolvent matrix W (λ) satisfies the equality
is the L-resolvent matrix of A and, hence,
L-resolvents of A.
In the case when ker P is nontrivial we calculated the Lresolvent matrix of the linear relation A 0 (⊂ A). A Description of L-resolvents of A is given in Theorem 4.3. In order to obtain a description of L-resolvents of A we will use the same formula and specify the set of parameters {p, g} ∈ N(L) which correspond to L-resolvents of A via (4.16).
Recall (see [38] ) that every generalized resolvent P H ( A−λ) −1 |H of A corrresponding to an exit space selfadjoint extension A in a Hilbert space H = H ⊕ H 1 can be represented as
where T (λ) (λ ∈ C + ) is the Strauss family of maximal dissipative linear relations in H defined by 
We will need the following simple statement Proof. 1) The implication ⇒ is immediate from (4.31). Conversely, assume that A ⊂ T (λ). In view of (4.31) for every {g, g ′ } ∈ A there are {f, f ′ } ∈ A and g 1 ∈ H 1 such that
Since A and A are symmetric this implies g 1 = 0. Therefore, {g, g ′ } ∈ A and hence A ⊂ A.
2) The statement (ii) is implied by (i) since the inclusion
It follows from Lemma 4.7 that all Nevanlinna pairs corresponding to generalized resolvents of A have a common constant part Γ A. 
Proof. 1) It follows from (4.5) and (4.8) that
Clearly, the subspace Γ A is finite-dimensional and
The subspace Γ A is neutral since for every u ∈ ker K one has
Let V be the J L -unitary operator, constructed in Lemma 4.8. Then
is also the L-resolvent matrix of A 0 with the advantage that the L-resolvents of A can be easily described in its terms.
Proposition 4.9. The set of all L-resolvents of A is parametrized by the formula
where {p, q} ranges over the set N (L) of Nevanlinna pairs of the form
Proof. Let { p, q} be a Nevanlinna pair defined by
It follows from Lemma 4.7 that the formula
establishes a 1-1 correspondence between the set of all L-resolvents of A and the set of Nevanlinna families { p, q} such that
the inclusion (4.36) is equivalent to the inclusion
which, in turn, means that the pair {p, q} admits the representation (4.35).
4.4. Description of AIP solutions. To describe solutions of the AIP it remains to combine Theorem 3.3 and Proposition 4.9. Let the ovf Θ(λ) be defined by
Let the AIP data set satisfy (A1) − (A3). Then the formula 
and P X 0 is the skew projection onto X 0 in the decomposition (4.1).
Proof. Indeed the description (4.39) is implied by (3.3), (4.34) and (4.38). Next, let g ∈ (B 2 − µB 1 )X 0 (µ ∈ O ± ). Applying (C1) to the vector
The equality (4.42) holds for every g ∈ (B 2 − µB 1 )X 0 (µ ∈ O ± ).
Let g ∈ X 0 and let g n ∈ (B 2 − µB 1 )X 0 and g n → g. Then taking the limit in
Theorem 4.11. Let the AIP data set satisfy (A1), (A2), (A3 ′ ) and let
Then the formula In the case when the AIP data set satisfy (A1), (A2), and (A3 ′ ) similar formula can be written in terms of the mvf Θ µ (λ).
Examples

Tangential interpolation problem. Let
The problem (5.1) is called tangential (or one-sided) interpolation problem and was considered first by I. Fedchina [23] in the Schur class. In [25] , [28] the inclusion of this (and more general bitangential) problem into the scheme of AIP was demonstrated. For the case of Nevanlinna class let us set B 1 = I n ,
and let
be the unique solution of the Lyapunov equation uniquely defined by (4.40) . Therefore, the conditions (C1), (C2) can be rewritten as
We claim that the problem (5.1) is equivalent to the problem (5.4), (5.5). Indeed, the condition (C1) takes the form
which is equivalent to (B1). Moreover, if m(·) has the integral representation
Due to [4, Theorem 2.5] one obtains
u. More general bitangential interpolation problems in the classes of Nevanlinna pairs with multiple points can be included in the AIP by using the data set (B 1 , B 2 , C 1 , C 2 , P ):
(
, and J(λ j ) is a Jordan cell, corresponding to the eigenvalue λ j
of the order n j , n = n 1 + n 2 + · · · + n ℓ . (2) C 1 = ξ 1 · · · ξ n , C 2 = η 1 · · · η n ; (3) P is a nonnegative solution P of (5.3).
If the set {λ j } ℓ j=1 contains symmetric points then the solution P of the Lyapunov equation (5.3) is not unique. Assume that there is a nonnegative nondegenerate solution P of (5.3). Then the AIP corresponding to the data set (B 1 , B 2 , C 1 , C 2 , P ) can be formulated as follows. Find a Nevanlinna pair {ϕ, ψ} such that:
One can show that every solution {ϕ, ψ} of the problem (5.7), (5.8) satisfies the Parseval equality
Regular bitangential interpolation problems in the Schur and Nevanlinna classes were studied in [36] , [9] , [20] , [28] , [8] , [6] , [3] . Singular tangential and bitangential interpolation problems considered in [24] , [36] , [20] , [14] , [12] , [21] can be included in the above consideration by imposing the assumption (A2) on the data set.
5.2.
Hamburger moment problem. Let s j ∈ C d×d , j ∈ N and let S n be the Hankel block matrix
is called a solution of the Hamburger moment problem if
It is known that the Hamburger moment problem (5.9) is solvable iff S n ≥ 0 for all n ∈ N. Due to Hamburger-Nevanlinna theorem a function σ(t) is a solution of the Hamburger moment problem (5.9) if and only if the associated mvf
has the following nontangential asymptotic at ∞
Let L = C d , let X be the space of all vector polynomials
and let the nonnegative form K(h, h) be defined by
Assume that all the matrices are nondegenerate and consider the closure H of the space X endowed with the inner product K(·, ·). Then the closure M of the multiplication operator M 0 in X is a symmetric operator in H. The moment problem (5.9) is called indeterminate if the defect numbers of M are equal to d. As was shown in [10] the scalar moment problem (d = 1) is indeterminate if and only if there exists δ > 0 such that
Slight modification of the proof of this statement in [10] shows that the condition (5.13) is also necessary and sufficient for the moment problem (5.9) to be indeterminate for arbitrary d. Let us consider the abstract interpolation problem in the class N d×d corresponding to the indeterminate moment problem (5.9). Define the operators B 1 , B 2 : X → X and C 1 , C 2 : X → L by the equalities (5.14)
Then the data set (B 1 , B 2 , C 1 , C 2 , K) satisfies the assumption (A1). (A2) is clearly in force, since ker K = {0}. Let us show that (A3) is also in force. 
Proof. Let B 1 be the closure of the graph of the operator B 1 . Then
Therefore B 1 is the graph of a bounded operator in H for which we will keep the same notation.
It follows from (5.13) that for every polynomial h ∈ X
Therefore,
and, hence, the operator C 2 : X ⊂ H → L is bounded. Let us note that the boundedness of C 2 is implied also by the fact that 0 ∈ ρ(M, L), since
The boundedness of C 1 : X ⊂ H → L is implied by the equality
Indeed, it follows from (5.15) that
and hence C 1 is bounded and
The definition (5.14) of C 1 can be rewritten as
where the adjacent polynomial h is defined by
Recall some useful formulas (see [29] )
The corresponding abstract interpolation problem can be formulated as follows. Find a Nevanlinna pair {ϕ, ψ} ∈ N(C d ), such that
Since the operators B 1 , B 2 = I satisfy the assumption (U) the mapping F : X → H(ϕ, ψ) corresponding to the solution {ϕ, ψ} of the AIP is uniquely defined (see Proposition 4.40). Moreover, since ran C 2 = L it follows from Lemma 2.9 that any solution {ϕ, ψ} of the AIP is equivalent to a pair {I d , m(λ)}, where m ∈ N d×d . 
Proof. For a monic polynomial h = uX j (u ∈ L) one obtains from (5.14)-(5.18) ) and applying Lemma 2.10, (ii) gives
. And similarly, for h = uX n one obtains from (C1) (λ n m(λ) + s 0 λ n−1 + · · ·+ s n−1 )u ∈ H(m), or by Lemma 2.10, (ii)
In view of Hamburger-Nevanlinna theorem this implies that σ is a solution of the Hamburger moment problem (5.9).
For arbitrary polynomial h = n j=0 u j X j ∈ X the formula (5.25) can be rewritten as
Applying the formula for the inner product in H(m) (see [4, Theorem 2.5]) one obtains
This proves (5.24). Conversely, let σ be a solution of the Hamburger moment problem (5.9). Then it follows from (5.23) and Theorem 2.5 from [4] that F h ∈ H(m) for arbitrary polynomial h ∈ X . This proves (C1). (C2) is implied by the equality (5.24).
To calculate the L-resolvent matrix let us introduce a system of matrix polynomials {P n (λ)} ∞ n=0 orthogonal with respect to the form K:
and a system of adjacent polynomials
Proposition 5.4. For every u ∈ L the following formulas hold
Proof. Indeed, for every j ∈ N ∪ {0}, u, v ∈ L one obtains from (5.14), (5.16)
Applying the formulas (4.22), (5.20) and (5.26) one obtains the resolvent matrix Θ(λ):
Application of general result in Corollary 4.12 gives the well known description of solutions of the moment problem (5.9)
when the pair {p, q} ranges over the class N(C d ). 
3) S n admits a nonnegative block Hankel extension S n .
The equivalence (1) ⇔ (2) and (2) ⇔ (3) were proved in [16] and [11] , respectively. Moreover, it was shown in [11] that if the conditions 1)-3) in Theorem 5.5 fail to hold then one can replace the right lower block s 2n in the matrix S n by s In what follows it is supposed that S n satisfies the assumptions 1)-3) of Theorem 5.5. We will need also the following statement from [11] . Then there exists a matrix X = X * ∈ C N ×N of rank X = rank S n such that (5.31) XS n X = X, S n XS n = S n , T ran X ⊆ ran X.
Let X be the space of vector polynomials h(X) of the form (5.11) of formal degree n and let the form K(·, ·) be given by (5.12) . Define the operators B 1 , B 2 : X → X and C 1 , C 2 : X → L by (5.14) . Then the data set (B 1 , B 2 , C 1 , C 2 , K) satisfies the assumption (A1). Choosing the basis 1, X, . . . , X n in X one can identify X with C Then B 2 − λB 1 = I N − λT is invertible for all λ ∈ C \ {0} (5.34)
. . . n u ≤ u * S n u, u ∈ C N .
In the regular case (when det S n = 0) the solution matrix Θ(λ) can be calculated by (4.38) . Since C Then by Corollary 4.12 the formula (5.27) establishes the 1-1 correspondence between the set of all solutions σ ∈ Z(S n ) of the truncated moment problem (5.28)-(5.29) and the set of all equivalence classes of Nevanlinna pairs {p, q} ∈ N d×d . In the singular case (det S n = 0) let us consider the matrix X ∈ C N ×N which satisfies (5.31). Then the decomposition X = ran X ∔ ker S n satisfies the assumptions (A2), (A3), since T ran X ⊆ ran X, and the solution matrix Θ(λ) takes the form (4.38). Now, let us calculate the operators C Then by Corollary 4.12 the formula (5.27) establishes the 1-1 correspondence between the set of all solutions σ ∈ Z(S n ) of the truncated moment problem (5.28)-(5.29) and the set of all equivalence classes of Nevanlinna pairs {p, q} ∈ N d×d of the form (4.35).
