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Abstract
In Riemann’s paper and Nachlass on the zeta function, pi−
s
2Γ( s2 )ζ(s) has three different functional expres-
sions, of which
pi−
s
2Γ(
s
2
)ζ(s) = 2ℜ[pi−
s
2Γ(
s
2
)f(s)], ℜ(s) = 1/2
still has no literature to study it so far. Based on its geometric meaning, we obtain the number of zeros of
the Riemann zeta function on the critical line is
T
2pi
log
T
2pi
−
T
2pi
+
arg f(1/2 + iT )
pi
+O(T−1).
Research shows that Riemann’s assertion about “One now finds indeed approximate this number of real
roots within these limits” comes from this functional expression of pi−
s
2Γ( s2 )ζ(s) which associated with the
Jacobi function. Finally, this paper analyzes the reason why these conclusions are neglected.
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1. Introduction
1.1. Notations
Let s = σ+ it be a complex number, and the Riemann zeta-function be ζ(s). D(T) and L(T) are defined
as
D(T ) ::= {σ + it : −1 ≤ σ ≤ 2, 0 ≤ t ≤ T, ζ(σ + iT ) 6= 0},
L(T ) ::= {σ + it : σ = 1/2, 0 ≤ t ≤ T, ζ(1/2 + iT ) 6= 0}.
Let N0(T ) be the number of zeros of ζ(1/2+ it) on L(T ), N(T ) be the number of zeros of ζ(s) inside D(T ).
1.2. Main results.
In [1] and [2], pi−
s
2Γ( s2 )ζ(s) has three different functional expressions, where
pi−
s
2Γ(
s
2
)ζ(s) =
1
s(s− 1)
+
∫ ∞
1
ϑ(x)(x
s
2−1 + x−
s+1
2 )dx(1.1)
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and
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)
∫
0ւ1
x−sepiix
2
epiix − e−piix
dx+ pi−
1−s
2 Γ(
1− s
2
)
∫
0ց1
e−piix
2
xs−1
epiix − e−piix
dx(1.2)
are interpreted by academia[2, 3, 4, 9] as second and third proofs of the functional equation of ζ(s). As for
pi−
s
2Γ(
s
2
)ζ(s) = 2ℜ[pi−
s
2Γ(
s
2
)f(s)], ℜ(s) = 1/2,(1.3)
unfortunately, no literature has clearly pointed out its role so far.
It is well known that the literature [1] is a highly condensed paper in which the proofs process of many
conclusions are omitted by Riemann. We have reason to believe that it is impossible for him to prove
the same problem in different ways. consequently, to understand the role of these three expressions about
pi−
s
2Γ( s2 )ζ(s), it is necessary to restudy these two articles in depth.
We observe that these three functional expressions of pi−
s
2Γ( s2 )ζ(s) are closely related to the formulas for
calculating the number of zeros of the zeta function. Where the (1.1) is a very important formula, and its
geometric meaning directly expresses the conclusion of N(T ) ≈ N0(T ), which is what Riemann calls ”One
now finds indeed approximate this number of real roots within these limits”. In addition, geometric meaning
of the (1.1) also provides an important clue that pi−
s
2Γ( s2 )ζ(s) has this symmetrical expression
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1− s
2
)f(1− s) ,(1.4)
from which the formula (1.3) containing the conclusion N(T ) = N0(T ) can be obtained. This clearly shows
why Riemann wants to get (1.2).
In the appendix we provide a flow chart based on the dependencies between the formulas in the [1] and
[2]. It shows that Riemann started with three formulas labeled (♣) and solved five key problems related
to the zeta function. In this paper, we focuses on the relationship between the three formulas and their
respective roles.
2. The relationship between the three formulas
In[1], Riemann derived the functional equation for ζ(s)
pi−
s
2Γ(
s
2
)ζ(s) = pi−
1−s
2 Γ(
1− s
2
)ζ(1 − s)(2.1)
According to the properties of Γ(s) and ζ(s), it is not difficult to prove that all non-trivial zeros of
pi−
s
2Γ( s2 )ζ(s), lie in the vertical strip 0 ≤ ℜ(s) ≤ 1, and they are all non-trivial zeros of ζ(s).
We know that the formula (2.1) can only express the feature that the zeros of ζ(s) are symmetric about
the vertical line ℜ(s) = 1/2, but cannot describe the zero distribution of ζ(1/2+it). Therefore, it is necessary
to establish a new functional equation for ζ(s) that can express the zero feature of ζ(1/2 + it). Obviously,
the formula (1.1) meets the requirement. As we can see from its form, it contains the formula (2.1), where
1
s(s−1) indicates that s = 0 and 1 are simple poles of pi
− s2Γ( s2 )ζ(s). In particular, when s = 1/2 + it, the
conjugate of x
s
2−1+x−
s+1
2 expresses the zero distribution of ζ(1/2+ it). In this regard, further research will
be conducted later.
We now set
ξ(s) =
s
2
(s− 1)pi−s/2Γ(
s
2
)ζ(s).
Riemann pointed out that the number, N(T ), of zeros of ξ(s) in the rectangular area is to be
N(T ) ∼
T
2pi
log
T
2pi
−
T
2pi
.
2
He omitted the process of proving this above conclusion, but emphasized two points. First of all, the method
for calculating N(T ) is the argument principle, and secondly, the value obtained by the argument principle
must be an integer multiple of 2pi, that is, the accurate N(T ) must be an integer1 .
Remark 1. In 1905, von Mangoldt proved the above conclusion and gave a new estimate of N(T )
N(T ) =
T
2pi
log
T
2pi
−
T
2pi
+O(log T )(2.2)
The formula (2.2) has become a famous theorem. Every paper in modern involving the number of zeros of
the zeta function takes it as a standard value. We noticed that the above formula has two points that don’t
meet the original intention of Riemann. Firstly, the fact that N(T ) is an integer is changed. Secondly, it is
impossible to determine whether N(T ) is equal to values such as T2pi log
T
2pi −
T
2pi + C, because it is an error
estimation formula. That is, the formula (2.2) can’t be used to prove that N(T ) = N0(T ).
Remark 2. We now, write Riemann’s statement as the following theorem.
Theorem 1. Let ξ(s) = s2 (s− 1)pi
−s/2Γ( s2 )ζ(s). The number of zeros of ξ(s) in D(T )
N(T ) =
θ(T ) + arg ζ(1/2 + T )
pi
+ 1,
where
θ(T ) = arg [pi−
(1/2+iT )
2 Γ(
1/2 + iT
2
)]
=
T
2
log
T
2pi
−
T
2
−
pi
8
+O(T−1).
Proof. Let R be the positively oriented rectangular contour with D(T ). By the argument principle we get
N(T ) =
1
2pi
△R arg ξ(s).(2.3)
△R arg ξ(s) counts the changes in the argument of ξ(s) along the contour R. We divide R into three sub-
contours. Let L1 be the horizontal line from −1 to 2. Let L2 be the sub-contour from 2 to 2 + iT and then
to 1/2 + iT . Finally, let L3 be the sub-contour from 1/2 + iT to −1 + iT and then −1. Accordingly[9],
△R arg ξ(s) = △L1 arg ξ(s) +△L2 arg ξ(s) +△L3 arg ξ(s)
By ξ(s) = ξ(1− s) we have ξ(s) = ξ(1− s). It shows that
△L2 arg ξ(s) = △L3 arg ξ(s)
Along the L1 since ξ(s) is a real function and △L1 arg ξ(s) = 0. Thus
N(T ) =
1
pi
△L2 arg ξ(s).
1Because the integral
∫
d log ξ(t),taken in a positive sense around the region consisting of th values of t whose
imaginary parts lie between 1
2
i and − 1
2
i and whose real parts lie between 0 and T ,is (up to a fraction of the
order of magnitude of the quantity 1
T
) equal to (T log T
2pi
− T )i; this integral however is equal to the number of
roots of ξ(t) = 0 lying within in this region, multiplied by 2pii.· · · [1]
3
It is known that
△L2 arg ξ(s) = △L2 arg [
s
2
(s− 1)pi−s/2Γ(
s
2
)ζ(s)].
It follows that
△L2 arg [
s
2
(s− 1)] = arg (1/2 + iT ) + arg (−1/2 + iT )
= pi.
and
△L2 arg [pi
−s/2Γ(
s
2
)ζ(s)] = △L2 arg [pi
−s/2Γ(
s
2
)] +△L2 arg ζ(s)
= arg [pi−
1/2+iT
2 Γ(
1/2 + iT
2
)] + arg ζ(1/2 + iT )
= θ(T ) + arg ζ(1/2 + iT ).
By the two above and (2.3), we obtain
N(T ) =
1
pi
△L2 arg ξ(s)
=
θ(T ) + arg ζ(1/2 + iT )
pi
+ 1.
This completes the proof.
Corollary 2.1. If ζ(1/2 + it) 6= 0, then θ(t) + arg ζ(1/2 + it) is an integer multiple of pi.
In [1], Riemann pointed out: “One now finds indeed approximately this number of real roots within these
limits, and it is very probable that all roots are real”.
Remark 3. The above sentence can be translated as ”One now finds indeed N0(T ) ≈ N(T ), and it is very
probable that N(T ) = N0(T )”. This is the Riemann hypothesis.
Remark 4. The assertion about N0(T ) ≈ N(T ) hasn’t been recognized by the academia. The main reason is
that there is no information about N0(T ) in [1]. It was proved In 1942 that N0(T ) > kT log(T )(Selberg[11]),
in 1974 that N0(T ) >
1
3N(T )(N. Levinson [7]), in 1989 that N0(T ) >
2
5N(T )( J.B.Conrey[5]).
We noticed that the value of N0(T ) can indeed be easily obtained from this formula (1.1) according to
the geometrical features of x
s
2−1 + x−
1+s
2 . Let’s start with an example. Assume
ω(s) = a
s
2−1 + a−
1+s
2 ,(2.4)
where a > 1 is a constant and the principal branch of ln a−s is defined. Clearly, ω(s) = ω(1 − s) and all of
zeros of ω(s) are on ℜ(s) = 1/2. When s = 1/2 + it, one gets
ω(1/2 + it) = a−3/4−it/2 + a−3/4+it/2
= 2a−3/4 cos(
t
2
ln a)
Obviously, the number of zeros of ω(1/2+ it) = 0 is uniquely determined by cos( t2 ln a). By cos(kpi−
pi
2 ) = 0,
the number of roots of cos( t2 ln a) = 0, whose the value of t lie between 0 and T is
⌊
T
2pi
ln a+
1
2
⌋.
4
This example shows that a functional equation such as (2.4) has a formula for calculating the number of
zeros on the critical line. The formula (1.1) obviously possesses this characteristic, according to which we
obtain this theorem.
Theorem 2. The number of zeros of ζ(1/2 + it) on L(T )
N0(T ) =
θ(T ) + arg ζ(1/2 + iT )
pi
+ C, C be a constant,
where
θ(T ) = arg [pi−
(1/2+iT )
2 Γ(
1/2 + iT
2
)].
Proof. Split the formula (1.1) right side into four items, we get
pi−
s
2Γ(
s
2
)ζ(s) = −
1
s
+
∫ ∞
1
ϑ(x)x
s
2−1dx −
1
1− s
+
∫ ∞
1
ϑ(x)x−
s+1
2 dx.(2.5)
Let
ϕ(s) = −
1
s
+
∫ ∞
1
ϑ(x)x
s
2−1dx,
then
pi−
s
2Γ(
s
2
)ζ(s) = ϕ(s) + ϕ(1 − s).(2.6)
When s = 1/2 + it, ϕ(s) and ϕ(1 − s) are conjugate pairs, and pi−
s
2Γ( s2 )ζ(s) is a real. The angle between
pi−
s
2Γ( s2 )ζ(s) and ϕ(s) satisfies
| arg pi−
s
2Γ(
s
2
)ζ(s)− argϕ(s)| <
pi
2
(2.7)
also
argpi−
s
2Γ(
s
2
) + arg ζ(s)−
pi
2
< argϕ(s) < argpi−
s
2Γ(
s
2
) + arg ζ(s) +
pi
2
That is to say, the ϕ(s) must contains the factor pi−
s
2Γ( s2 ). Let
ϕ(s) = pi−
s
2Γ(
s
2
)f(s), s = 1/2 + it
where f(s) is an unknown single value analytic function. Bring it into the formula (2.7), one gets
arg ζ(s)−
pi
2
< arg f(s) < arg ζ(s) +
pi
2
(2.8)
Bring ϕ(s) into the formula (2.6), we have
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1− s
2
)f(1− s), s = 1/2 + it(2.9)
We don’t know if this formula holds for each s, at least s = 1/2 + it is true. By the above, we have
pi−
s
2Γ(
s
2
)ζ(s) = 2ℜ[pi−
s
2Γ(
s
2
)f(s)]
= 2r(t) cos[ω(t)], ℜ(s) = 1/2
5
where
r(t) = |pi−
s
2Γ(
s
2
)f(s)|,
ω(t) = arg [pi−
s
2Γ(
s
2
)f(s)] = θ(t) + arg f(1/2 + it).
LetNr(T ) ≥ 0 be the number of zeros of r(t) = 0 on L(T ), andNcos(T ) be the number of zeros of cos[ω(t)] = 0
on L(T ). Thus
N0(T ) = Nr(T ) +Ncos(T )(2.10)
cos[ω(t)] is a composite function. On L(T ), the range of ω(t) is
[θ(0) + arg f(1/2 + 0i), θ(T ) + arg f(1/2 + iT )].
We divide the above into two subintervals [θ(0) + arg f(1/2 + 0i), 0) and [0, θ(T ) + arg f(1/2 + iT )]. By
cos(kpi − pi2 ) = 0, we get that the number of zeros of cos[ω(t)] = 0 in the interval [0, θ(T ) + arg f(1/2 + iT )]
is to be
⌊
θ(T ) + arg f(1/2 + iT )
pi
+
1
2
⌋
Taking (2.8) into the above, one gets
θ(T ) + arg ζ(1/2 + iT )
pi
[θ(0) + arg f(1/2 + 0i), 0) is a fixed interval independent of t, in which the number of zeros of cos[ω(t)] = 0
is a constant λ. Now, if θ(0) + arg f(1/2 + 0i) < 0, then λ ≥ 0, otherwise λ ≤ 0. Thus, the number of zeros
of cos[ω(t)] = 0 on L(T ) is to be
θ(T ) + arg ζ(1/2 + iT )
pi
+ λ,
Also
Ncos(T ) =
θ(T ) + arg ζ(1/2 + iT )
pi
+ λ.
By (2.10), we have
N0(T ) =
θ(T ) + arg ζ(1/2 + iT )
pi
+Nr(T ) + λ.(2.11)
By N0(T ) ≤ N(T ), we have Nr(T ) + λ ≤ 1. Let C = Nr(T ) + λ, then
N0(T ) =
θ(T ) + arg ζ(1/2 + iT )
pi
+ C
This completes the proof.
By the theorem 1 and 2, we get
N(T ) ≈ N0(T ).
In the process of proving theorem 2, we get
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1− s
2
)f(1− s), ℜ(s) = 1/2 + it,
Now, to prove that N(T ) = N0(T ) must solve these two problems.
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1. To find a single valued analytic function f(s) that satisfies the following functional equation.
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1− s
2
)f(1− s)(2.12)
and
pi−
s
2Γ(
s
2
)ζ(s) =2ℜ[pi−
s
2Γ(
s
2
)f(s)], ℜ(s) = 1/2
2. Let ϕ(s) = pi−
s
2Γ( s2 )f(s), to prove that argϕ(1/2 + 0i) < 0 and λ = 1.
Remark 5. C.L.Siegel2 said Riemann gave the following formula in the first draft of the literature [1]:
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)
M∑
n=1
1
ns
+ pi
s−1
2 Γ(
1− s
2
)
M∑
n=1
1
n1−s
+R(s)(2.13)
If we assume
f(s) =
M∑
n=1
1
ns
and taking it into the above, then
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi
s−1
2 Γ(
1− s
2
)f(1− s) +R(s)
Obviously, this is the asymptotic formula of the (2.12). We speculate that it is possible that Riemann did
not find a way to eliminate the remainder R(s) and therefore this part was removed from the official paper
and explained with this passage: “Certainly one would wish for a stricter proof here; I have meanwhile
temporarily put aside the search for this after some fleeting futile attempts”.
2.1. Solve the first problem
There are two topics covered in the literature [2], the one an asymptotic formula for the computation of
Z(t), namely (2.13), and the other a new representation of pi−
s
2Γ( s2 )ζ(s) in terms of definite integrals. Now,
let’s see how Riemann solves the first problem.
By
Φ(u) =
∫
epiix
2+2piiux
epiix − e−piix
dx
Riemann got
∫
0տ1
e−piix
2+2piiux
epiix − e−piix
dx =
1
1− e−2piiu
−
epiiu
2
epiiu − e−piiu
(2.14)
Multiply both sides of the formula (2.14) by u−sdu, and integrate along the ray from u = 0 to u = i1/2∞,
u−s is defined on the slit plane(excluding 0 and −∞)(see [1],[2],[4])
∫ ε∞
0
u−s
∫
0տ1
e−piix
2+2piiux
epiix − e−piix
dxdu =
∫ ε∞
0
u−s
1
1− e−2piiu
du−
∫ ε∞
0
u−s
epiiu
2
epiiu − e−piiu
du
2In der Tat hat dann der Bibliothekar Distel bereits vor einigen Jahrzehnten die in Rede stehende Darstellung der Zetafunk-
tion in Riemanns Papieren aufgefunden. Es handelt sich um eine semikonvergente Entwicklung, die das Verhalten der Funktion
ζ(s) auf der kritischen Geraden σ = 1/2 und allgemeiner in jedem Streifen σ1 < σ < σ2 fr unendlich groβ werdendes s zum
Ausdruck bringt.
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where ε = i1/2. From the above, Riemann obtained
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)
∫
0ւ1
x−sepiix
2
epiix − e−piix
dx+ pi−
1−s
2 Γ(
1− s
2
)
∫
0ց1
e−piix
2
xs−1
epiix − e−piix
dx(2.15)
If one sets
f(s) =
∫
0ւ1
x−sepiix
2
epiix − e−piix
dx,
and put it into the (2.15), then
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1 − s
2
)f(1 − s)(2.16)
The above formula is the formula (2.12) that Riemann hoped to get. Now, let
ϕ(s) = pi−
s
2Γ(
s
2
)f(s),
put it into the formula (2.16), we have
pi−
s
2Γ(
s
2
)ζ(s) = ϕ(s) + ϕ(1− s)(2.17)
When s = 1/2 + it, we obtain
pi−
s
2Γ(
s
2
)ζ(s) = 2ℜ[ϕ(s)], s = 1/2 + it(2.18)
This is the whole process of Riemann’s solution to the first problem.
2.2. Proof of argϕ(1/2 + 0i) < 0 and λ = 1
Proof. The first zero of ζ(s) is known to be t ≈ 14.14. By the formula N(T ), when t = 0, there is N(0) = 0,
namely
θ(0) + arg ζ(1/2 + 0i)
pi
+ 1 = 0
θ(0) + arg ζ(1/2 + 0i) = −pi
By (2.7) and the above, we have
|θ(0) + arg ζ(1/2 + 0i)− argϕ(1/2 + 0i)| <
pi
2
,
and
−
3pi
2
< argϕ(1/2 + 0i) < −
pi
2
Because −pi2 ∈ [argϕ(1/2 + 0i), 0], cos[argϕ(1/2 + it)] has at least one zero in this interval, that is,
λ ≥ 1.
By the formula (2.11), N(T ) ≥ N0(T ) and λ ≥ 1, we obtain λ = 1 and Nr(T ) = 0. Finally
N0(T ) =
θ(T ) + arg ζ(1/2 + iT )
pi
+ 1
8
This completes the proof.
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Riemann’s thought and conclusion
In [1], Riemann solved three problems in turn:
• 1© Analytic continuation of ζ(s).
• 2© The non-trivial zeros of pi− s2 Γ( s
2
)ζ(s) are symmetric about both the vertical line ℜ(s) = 1/2.
• 3© Formula for calculating N(T ).
In [2], Riemann solved two problems in turn:
• 4© Formula for calculating the value of ζ(1/2 + it).
• 5© Formula for calculating N0(T ) and proof N(T ) = N0(T ).
(z)Φ(u) =
∫
0տ1
e−piix
2+2piiux
epiix − e−piix dx (z)Γ(s) =
∫ ∞
0
e−xxs−1dx
2 sin pisΓ(s)ζ(s) = i
∫ +∞
+∞
(−x)s−1
ex − 1 dx ζ(s) =
1
Γ(s)
∫ ∞
0
xs−1
ex − 1dx
pi−
s
2Γ(
s
2
)ζ(s) = pi−
1−s
2 Γ(
1− s
2
)ζ(1− s) (z)Ψ(x) =
∞∑
1
e−n
2pix
pi−
s
2 Γ(
s
2
)ζ(s) =
1
s(s− 1) +
∫ ∞
1
Ψ(x)(x
s
2
−1 + x−
s+1
2 )dx
ξ(1/2 + it) = 4
∫ ∞
1
d(x3/2Ψ(x)′)
dx
x−1/4 cos(
1
2
t ln x)dx
pi−
s
2Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)
M∑
n=1
n−s + pi−
1−s
2 Γ(
1− s
2
)
M∑
n=1
ns−1 +O(
1
t
),M = ⌊
√
t
2pi
⌋ 4©
pi−
s
2 Γ(
s
2
)ζ(s) = ϕ(s) + ϕ(1− s) +O(t−1),where g(s) =
M∑
n=1
n−s, ϕ(s) = pi−
s
2 Γ(
s
2
)g(s)
⋆ pi−
s
2 Γ(
s
2
)ζ(s) = 2|ϕ(s)| cos(argϕ(s)) +O(1
t
) Z(t) = 2
M∑
n=1
cos(θ(t)− t lnn)√
n
+O(
1
t
)
∫
0տ1
e−piix
2+2piiux
epiix − e−piix dx =
1
1− e−2piiu −
epiiu
2
epiiu − e−piiu
cos(2piu2 + 3pi/8)
cos(2piu)
D
eriva
tio
n
th
e
rem
a
in
d
er
fo
r
Z
(t)
a
n
d
p
ro
o
f
R
H
Stage 1
3©
1©
S
ta
g
e
2
,A
p
p
rox
im
a
te
p
ro
o
f
o
f
R
H
Stage 3
ξ(s) = pi−
s
2Γ( s
2
)ζ(s)s(s− 1), By argument principle,get N(T)= θ(T )
pi
+ 1 + S(T )
2© Functional equation
Riemann hypothesis(RH) is presented here.
To prime
When s=1/2+it,ϕ(s) = ϕ(1− s), the two are obtained
get N0(T ) ≈ θ(T )pi + 1 + S(T )
main factor of O( 1
t
)
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∫ ε∞
0
u−s
∫
0տ1
e−piix
2+2piiux
epiix − e−piix dxdu =
∫ ε∞
0
u−s
1
1− e−2piiu du−
∫ ε∞
0
u−s
epiiu
2
epiiu − e−piiu du
pi−
s
2 Γ(
s
2
)ζ(s) = pi−
s
2Γ(
s
2
)
∫
0ւ1
x−sepiix
2
epiix − e−piix dx+ pi
− 1−s
2 Γ(
1− s
2
)
∫
0ց1
e−piix
2
xs−1
epiix − e−piix dx 5©
f(s) =
∫
0ւ1
x−sepiix
2
epiix − e−piix dx, pi
− s
2 Γ(
s
2
)ζ(s) = pi−
s
2 Γ(
s
2
)f(s) + pi−
1−s
2 Γ(
1− s
2
)f(1− s)
Set ϕ(s) = pi−
s
2Γ(
s
2
)f(s), then pi−
s
2Γ(
s
2
)ζ(s) = ϕ(s) + ϕ(1− s)
pi−
s
2Γ(
s
2
)ζ(s) = 2ℜ[ϕ(s)]. This conclusion is given by Riemann ! ⋆
pi−
s
2Γ(
s
2
)ζ(s) = 2|ϕ(1/2 + it)| cos[argϕ(s)]
eiθ(t)ζ(1/2 + it) = 2|f(1/2 + it)|cos[θ(t) + arg f(1/2 + it)]
when 0 < t < T, can get N0(T ) = N(T )
multiplying each side by
∫ ε∞
0
u−sdu
ζ(s) and g(s) are all one-valued
By De Moivre’s theorem
the relationship of ζ(1/2 + it) and g(1/2+it)
Put s=1/2+it into above, having ϕ(s) = ϕ(1− s)
By cos(t) = 0,
when 0 < t ≤ T, we obtain N0(T ) = θ(T )
pi
+ 1 + S(T ),namely N(T ) = N0(T )
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