Bayesian estimation of a collection of seemingly unrelated regressions, referred to as a 'set of seemingly unrelated regressions' is considered. The collection of seemingly unrelated regressions is linked by common coefficients and/or a common error covariance matrix. Gibbs samplers useful for estimating posterior quantities are described and applied to two examples -a set of linear expenditure functions and a cost function and share equations from production theory. 
Introduction
The seemingly unrelated regressions (SUR) model was introduced by Zellner (1962) to accommodate and take advantage of contemporaneous correlation in the errors of linear models that might otherwise appear unrelated. Since then, it has been studied extensively (see surveys by Srivastava and Dwivedi (1979) , Srivastava and Giles (1987) , and Fiebig (2001) ) and has become commonplace in economic applications involving joint estimation of a number of equations. Such applications include joint estimation of equations for expenditures on different commodity groups (with repeated observations over households), joint estimation of production or cost functions and their corresponding first order equations for profit maximization (with repeated observation over firms), and various panel-data applications where several cross-sectional units are observed in a number of time periods.
In this paper, we are concerned with estimating a model that contains within it several SUR models. We are thus adding a third dimension to the conventional SUR model that typically has two dimensions, a number of equations and repeated observations on the variables in these equations. We call the model that contains several SUR models "a set of seemingly unrelated regressions". In the application that motivated this study, one involving estimation of household expenditure functions, the several SUR models are linked by a common coefficient vector. The equations within each SUR model correspond to different expenditure categories, while the different SUR models correspond to households with different demographic compositions. When considering linear expenditure functions derived from a KleinRubin utility function with a common coefficient on supernumerary income, but with different subsistence levels for households with different demographic compositions, the demographic-specific coefficients vary over the SUR models whereas the demographic-invariant coefficients of income do not. A second application that we also consider in this paper relates to estimation of factor share equations for a production function, using pooled cross section and time series data, with the coefficients assumed constant over time except for the intercept and the trend coefficients which are time-varying.
Our approach is Bayesian. Given the intractability of the joint posterior density function for all unknown parameters, we are interested in deriving convenient conditional posterior densities that can be used within a Gibbs sampler for sampling from the joint posterior density. Bayesian estimation of the SUR model was first considered by Zellner (1971) with analytical results for some special cases subsequently being derived by Dreze and Morales (1976) , Richard and Tompa (1980) , Richard and Steel (1988) , and Steel (1992) ; importance sampling was suggested as a means for estimating marginal posterior density functions and their moments (Kloek and van Dijk, 1978) . More recently, the application of Markov-Chain Monte Carlo (MCMC) methodology to the SUR model, under various assumptions, has been considered by Percy (1992 Percy ( , 1996 , Chib and Greenberg (1995) , Griffiths and Chotikapanich (1997) , and Kohn (2000, 2002) . Previous work on a set of models seems to have been confined to sampling-theory estimation of models with error components to handle the different cross-section and time-series dimensions.
See, for example, Baltagi (2001, Chapter 6 ) and references therein. In our work, each set is allowed to have a different unrestricted error covariance matrix.
The outline of the paper is as follows. In Section 2, we begin by considering the traditional SUR model with non-informative prior. In addition to reviewing the normal and inverted Wishart conditional posterior densities that are typically used for drawing posterior observations on the coefficients and error covariance matrix, respectively, we suggest an alternative Gibbs sampler that does not require drawing observations on the error covariance matrix. In the second part of Section 2, we describe Gibbs samplers that can be used for a set of SURs. The techniques are applied to estimation of equivalence scales from expenditure systems in Section 3 and to estimation of the parameters of a translog cost function in Section 4. Some concluding remarks are made in Section 5. Proofs of results are given in an appendix to the paper.
Models and Gibbs Samplers

2.1
The Traditional SUR Model
To introduce the various Gibbs samplers relevant for a set of SUR models under alternative assumptions, we begin with the traditional SUR model with M equations written as 1, 2, , 
that we then write compactly as
where y is of dimension (
We assume the distribution for e is given by 
Using ( )
. f as generic notation for a probability density function (pdf), the likelihood function for β and Σ can be written as 
where is the (sampling-theory) generalized least squares estimator.
In some models there are cross-equation restrictions on some of the coefficients. Such is the case when theoretical considerations suggest the same coefficients appear in different equations, as is the case in the second of our applications in this paper. In these circumstances the conditional posterior pdfs for and can still be used in a Gibbs sampler, after redefining X in a suitable manner. As an example of how X can be redefined, consider the following twoequation model with common to each of the equations
Writing these two equations jointly yields
A Set of SURs
To motivate the idea of a set of SURs consider the first of our applications. We are estimating expenditure functions designed to explain household expenditure on several commodity groups. There is an equation for each commodity group and the equations for all commodity groups constitute an SUR model. Now suppose, as expected, our sample of households contains households with varying numbers of adults and children. We use the numbers of adults and children in a household to define a particular household type. For example, in our application we consider 8 household types, 1 adult with 0, 1, 2 or 3 children and 2 adults with 0, 1, 2 or 3 children. We are concerned with specifying a different SUR model for each household type. The collection of such SUR models we call a set of SURs.
To specify such a set, we return to equations (3) and (4) 
where is (
i K × and is . For the complete model in equation (20), is
The parameters and (20) and (21) are different in each of the SUR models, although we vary this assumption in the subsections to follow. If we specify independent non-informative priors for each model,
,
then, in terms of deriving posterior pdfs for the parameters, each of the SUR models can be treated separately. The Gibbs samplers described in Section 2.1 are relevant. If, however, a set of SUR models has parameters common to each SUR model, then a new set of conditional posterior pdfs is required for Gibbs sampling to proceed. We now consider two such situations. In the first some elements in ( ) h β are common; in the second we also assume the error covariance matrices h Σ are identical for all h.
A set of SURs with common coefficient vector
The effect of household composition on expenditure patterns is often estimated by specifying a vector of intercepts that is different for each household type, while at the same time assuming a vector of income coefficients that is common to all household types. To accommodate common elements in ( ) h β , we partition it as , and partition correspondingly, so that the SUR model in equation (20) can be rewritten as
The The following notation will be useful for describing the conditional posterior pdf's for this model.
Using the non-informative prior pdfs in equation (23), the following conditional posterior pdfs can be derived. Proofs are given in the appendix.
The conditional posterior pdf for h Σ is the inverted Wishart distribution
where is an
The conditional posterior pdf for ( )
In the special case where η is a vector of slope coefficients and are intercept coefficients,
Z is a matrix of dummy variables. It can be written as , where is a -dimensional vector of ones. Equations (28) and (29) simplify to
and
respectively.
The remaining conditional posterior pdf is that for the common coefficients η.
It is the following multivariate normal pdf
The conditional posterior pdf's in equations (26) through (33) can be readily used in a Gibbs' sampling algorithm.
In Section 2.1 we showed that, for a single SUR model, it was possible to integrate out the error covariance matrix Σ, and then set up a Gibbs' sampler involving multivariate t conditional posterior pdfs for the coefficients from each equation. In the Appendix we investigate the consequences of a similar strategy for the model defined in equation (24) where we have a set of SURs with a common coefficient. We find that the conditional posterior pdfs for the (24) ( )
but this time with a common error covariance matrix Σ. That is,
( )
We use the non-informative prior pdf
Defining and , the conditional posterior pdf for Σ is the inverted Wishart pdf,
The conditional posterior pdfs for ( ) h θ and η are identical to those in equations (28) and (32) except that is replaced by Σ. These results follow immediately from the earlier ones after noting that the joint posterior pdf is
Also, it is worth noting that, with these assumptions, this set of SURs could be treated as a single SUR model. We can accommodate the parameters that are not common by defining suitable dummy variables and then incorporating the products of the
Z and the dummy variables into the matrix .
( ) h W Furthermore, it follows that we can integrate Σ out from equation (38) and then set up a Gibbs' sampler involving multivariate t conditional posterior pdfs for and . These pdf's can be found from suitable partitionings of the posterior pdf
However, if some coefficients are common to more than one equation in each SUR model, a convenient partitioning of S that permits derivation of multivariate t student pdfs for all the coefficients cannot be found.
Estimation of Household Equivalence Scales
In the context of the notation introduced earlier, the first model we estimate can be written as a special case of equation (25 
where M is the number of commodity groups. Details of the utility function and the derivation of equation (40) can be found in .
In addition to the commodity-specific equivalence scales, interest often centres on a general equivalence scale for household type h, defined as the proportional increase in income necessary to make the utility of that household equal to the utility level of the reference household. Denoting this general scale by h φ , it is possible to show that ( ) ( ) 1 1 
In each Gibbs sampling iteration, a value for was drawn from its empirical distribution and used along with the current drawings of the parameters to compute a value for . If a draw for was such that income was less than subsistence expenditure, another draw for was taken until the inequality was satisfied, where is total subsistence expenditure given by 
The estimated posterior means and standard deviations for the commodityspecific and general equivalence scales appear in Table 1 
Estimating a Translog Cost Function
The second application is a modification of the translog cost function and share equations estimated by O'Donnell and Woodland (1995) and Griffiths, et.al. (2000) for the Australian merino wool growing section. These studies consider the constant returns to scale functional form 0 1 11 ln ln 0.5 ln( ) ln( )
where C represents total costs, q denotes output, w i represents the price of input i, 
where represents the cost share of input i. It is clear from these equations that our assumed form of technical change is Hicks-neutral; factor shares are unaffected by technical change while unit cost decreases at a constant percentage rate. Before making these assumptions explicit, some rearranging of the variables and the matrices defined earlier is necessary to impose homogeneity and symmetry restrictions and to allow for the fact that the same i α and ij α appear in more than one equation. Linear homogeneity and symmetry will be satisfied if 
where is the diagonal matrix
To overcome this problem we apply a Gibbs' sampler to the transformed model
and . Note that the covariance matrix for the transformed error term in (52) is
E e e I * * ′ = Σ ⊗ .
The Gibbs' sampler described in and below equation (37) where the shares are also evaluated at the input means. The capital elasticity is much larger (in absolute value) and more precisely estimated than that for labour. The posterior pdf for the labour elasticity suggests its value could be positive or negative, although the posterior probability of a (realistic) negative value is still high. Finally, in 
Concluding Remarks
Bayesian estimation of a set of seemingly unrelated regression models that are linked by common coefficients and/or a common covariance matrix has been considered.
Building on alternative Gibbs' samplers that can be used for the case of a single SUR model, we explored various alternatives that can be employed when we have several models with common parameters. Samplers that involve the error covariance matrix as well as those obtained after integrating out this covariance matrix were considered.
The results from two examples of applications were presented. The first was designed to obtain posterior pdfs for commodity and general household equivalence scales that are functions of the parameters in a linear expenditure system. In the second, posterior pdfs describing the changing impact of technical change in a translog cost function, and input demand and substitution elasticites were estimated.
For convenience, suppose the columns of E are reordered such that the i-th column comes first, followed by the remaining (M − columns, such that we can partition E
Using a result on the determinant of a partitioned matrix, we have
Defining and 1 ( )
, the second term on the right side of the above equation can be written as
Substituting these results into the equation ( ) 
where and . This pdf is in the form of a multivariate t-distribution with degrees of freedom , location vector , and inverse precision matrix . (26), (28), (32) The complete likelihood function for all SUR models in the set is given by
from which we obtain a joint posterior pdf given by ( )
It is immediately clear that the conditional posterior pdf for h Σ is given by ( ) ( )
For the conditional posterior pdf for ( ) h θ , we note that
The term in the exponent of this pdf can be written as
Absorbing the exponent of the second term in (A11) into the factor of proportionality,
which is the normal distribution specified in equation (28).
To recognize the form of the conditional posterior pdf for η, we first note that, from (A9), this pdf can be written as
The term in the exponent can be written as
It is interesting to ask what happens if we use (A17) to derive conditional posterior pdfs for the and η.
If we write the model as
then the derivation in equations (A1) to (A7) holds separately for each of the equations in each of the SUR models, providing we replace by and by . Thus, the conditional posterior pdf for
, ,
where, using obvious extensions of earlier notation, 
The derivation in equations (A1) Bauwens and Richard (1985) . Except in special cases, it is not possible to draw directly from such pdfs. 
