Abstract. In our recent paper [Sh1] a version of the "generalized Deligne conjecture" for abelian n-fold monoidal categories is proven, with some uncommon algebraic objects called Leinster (n + 1)-algebras in output. The concept of a Leinster n-algebra is a k-linear counterpart of the concept of a Segal n-monoid. Morally, we expect that (over a field k of characteristic 0) the category of Leinster n-algebras and the category of homotopy n-algebras are homotopy equivalent (that is, their localization by weak equivalences are equivalent). More specifically, we expect that there exists a functor from Leinster n-algebras in the category Alg(k) of dg algebras over k to homotopy (n + 1)-algebras over k, sending quasiisomorphisms to quasi-isomorphisms. In the present paper, we construct such a functor for n = 1, that is, we assign a homotopy 2-algebra to a Leinster 1-monoid in Alg(k), in a functorial way. Consequently, this paper and [Sh1] taken together present a complete proof of the "generalized Deligne conjecture" for 1-monoidal abelian categories, in the form most accessible for applications to deformation theory, such as Tamarkin's proof [T1] of the Kontsevich formality [Ko1].
Introduction

0.1
The "classical" Deligne conjecture (which has now several affirmative solutions, e.g. [T1,2] , [MS] , [KoS] ) is the statement that the Hochschild cochain complex Hoch q (A) of any (dg) associative algebra A over a field of characteristic 0 admits an action of the chain operad C q(E 2 , k) of the topological little discs operad E 2 . The homology of the operad E 2 is the operad e 2 of Gerstenhaber algebras (or 2-algebras). It is a Koszul quadratic operad, and it is generated by two binary operations in e 2 (2), of degree 0 and of degree -1. (One can describe easily all binary operations in the operad H q(E 2 , k): the topological space E 2 (2) is homotopically equivalent to a circle S 1 , and the two mentioned operations are generators in H 0 (S 1 ) and H 1 (S 1 ), correspondingly).
On the side of algebras over the homology operad H q(E 2 , k), the generator in H 0 (S 1 , k) defines a commutative product m : T ⊗ T → T of degree 0, and the generator in H 1 (S 1 , k) defines a Lie bracket [−, −] : Λ 2 (T [1]) → T [1] (which is an operation on T of degree -1). The commutativity and the associativity of m and the skew-commutativity and the Jacobi identity for [−, −] are derived as identities in H q(E 2 (3), k). In fact, one more identity holds in H q(E 2 (3), k), which is translated to the odd Leibniz rule: for any H q(E 2 , k)-algebra T where we use the notation a ∧ b = m(a, b), and a, b, c are homogeneous elements in T of degrees |a|, |b|, |c| correspondingly.
Definition 1. A Gerstenhaber algebra, or a 2-algebra T is a graded vector space endowed with a commutative product m : S 2 (T ) → T and a Lie algebra structure [−, −] on T [1] such that the compatibility (0.1) holds.
It was the original Gerstenhaber's definition [G] . It was proven by F.Cohen in 1976 [C] that this definition is equivalent to the operadic definition of a Gerstenhaber algebra as a H q(E 2 , k)-algebra.
Gerstenhaber proved [G] in 1964 that the Hochschild cohomology (=the cohomology of the Hochschild cochain complex) of any algebra A is a Gerstenhaber algebra.
The operations m and [−, −] can be lifted to the Hochschild cochain complex, as an associative homotopy commutative product on Hoch q (A), called the cup-product, and as a Lie bracket on Hoch q (A) [1] , called the Gerstenhaber bracket. The game starts with an observation that the identity (0.1) fails on the level of cochains. The question was how to formulate and to prove the property that (0.1) holds on the Hochschild cochains "up to homotopy". P.Deligne conjectured (unpublished, in a 1993 letter to several mathematicians) that the chain operad C q(E 2 , k) acts on Hoch q (A) for any A. An evidence for this conjecture was that Gerstenhaber's [G] and Cohen's [C] results which taken together state that the homology operad of C q(E 2 , k) acts on the homology complex of Hoch q (A). Nowadays it is known [T2] , [KoS] that the operad C q(E 2 , k) is quasi-equivalent to the operad hoe 2 (k) of homotopy Gerstenhaber algebras, and a more common reformulation of the classical Deligne conjecture is that Hoch q (A) is an algebra over the operad hoe 2 (k), compatible with Gerstenhaber's action of e 2 (k) on the Hochschild cohomology HH q (A). An amazing thing about both formulated statements (the classical Deligne conjecture and the quasi-equivalence of the dg operads C q(E 2 , k) and hoe 2 (k)) is that both of them need some transcendental methods, like Drinfeld associators [Dr2] used in [T1,2] (see also [H] ), or integrals over configuration spaces in [Ko2] and [KoS] . Thus, the only known proof which works over k = Q uses a very deep result of Drinfeld that there exists a Drinfeld associator over Q, which by its own relies on the existence of Drinfeld associators over C, proven using the monodromy of the Knizhnik-Zamolodchikov connection. No explicit solution over Q is known.
0.2
The paper is devoted to is the "generalized Deligne conjecture" which (in its simplest form) is a statement for monoidal abelian k-linear categories, see Theorem 4 below for precise formulation.
The link with the classical Deligne conjecture for Hochschild cochains is as follows. Let A be an associative algebra over k. Consider the category A = Bimod(A) of Abimodules. It is an abelian k-linear category. It is well-known that the Hochschild cohomology of A can be intrinsically defined as as the derived Hom functor in the derived category of A-bimodules.
On the other hand, the category A = Bimod(A) is monoidal: for any two A-bimodules M, N their monoidal product is defined as M ⊗ A N . The tautological A-bimodule A is the two-sided unit for this monoidal product.
That is, what we have in the right-hand side of (0.3), can be interpreted as follows. There is an abelian k-linear category M, which is also a monoidal category, with a unit e. The monoidal product is not assumed to be an exact bi-functor, but some "homotopy exactness" condition should be fulfilled. In particular, in our example with A = Bimod(A), the monoidal product is right exact bi-functor. Then the right-hand side of (0.3) looks like It was a folklore statement in mathematical circles that (0.4) is a homotopy 2-algebra over k. We call this statement "the generalized Deligne conjecture for 1-monoidal categories". This paper suggests (together with our previous paper [Sh1] ) a precise formulation and a proof of this statement. To the best of our knowledge, it is the first proof of the generalized Deligne conjecture for monoidal categories in the form, for which the output structure on (0.4) is either a homotopy 2-algebra or can be deduced to it in a direct way. We explain why it is important to have a homotopy 2-algebra output, for applications to formalities in deformation theory, in the beginning of Section 0.4.
0.3
After having made the introductory remarks, we pass to precise statements. Recall firstly the main result of [Sh1] .
Let A be an abelian k-linear category, k a field of characteristic 0. Suppose a strict monoidal structure (⊗, e) on the underlying k-linear category is given. Denote by A dg the dg category of bounded from above complexes in A, and let I ⊂ A dg be the full dg subcategory of acyclic objects. Consider the full additive subcategory A 0 ⊂ A where X ∈ A 0 iff X ⊗ I and I ⊗ X are acyclic, for any acyclic I ∈ I. Denote by A dg 0 ⊂ A dg the full dg subcategory of bounded from above complexes in A 0 . We say that the exact and the monoidal structures in A are weakly compatible if the natural imbedding
We see immediately that e ∈ A 0 ⊂ A dg 0 . As well, if A has enough projectives as ⊗ is right exact bi-functor, then the exact and the monoidal structures on A are weakly compatible.
Let the abelian k-linear category A be endowed with a structure of an n-fold monoidal category, see [BFSV] . Recall that an n-fold monoidal structure on a category is given by n strict monoidal products ⊗ 1 , . . . , ⊗ n whose order is essential, with a common unit e, and some compatibilities given by Eckmann-Hilton maps. The exact and the n-fold monoidal structures on A are called weakly compatible if for any 1 ≤ i ≤ n the exact structure on A and the i-th monoidal structure are weakly compatible.
When n ≥ 2 we need to impose some condition on the Eckmann-Hilton maps, called nondegeneracy, (see [Sh1, Definition 5.2] ). This condition is empty when n = 1.
Our main result in [Sh1] reads:
Theorem 2. Let k be a field of characteristic 0, and let A be essentially small k-linear abelian category, endowed with a k-linear n-fold monoidal structure, e the unit object. Suppose the abelian and the n-fold monoidal structures are weakly compatible, and suppose that the n-fold monoidal structure is non-degenerate. Then there is a Leinster n-algebra X L in the monoidal category Alg(k) of dg algebras over k, whose first component X 1,...,1 is RHom q A (e, e) as dg algebra, with the Yoneda dg algebra structure on the latter complex.
We recall the definition of a Leinster n-algebra in a symmetric monoidal category in Section 1.2.
Examples
Here we give three examples of n-fold monoidal categories and discuss the fulfillment of the weak compatibility and the non-degeneracy conditions.
(1) A an associative dg algebra over k, A = Bimod(A), with the monoidal structure defined above. The weak compatibility holds, the non-degeneracy is empty as n = 1;
(2) B an associative bialgebra, and A = Mod(B) be the category of left modules over the underlying algebra B. For M, N ∈ Mod(B), define a left B-module structure on the vector space M ⊗ k N (which is in general a B ⊗ k B-module) via the coproduct
The compatibility axiom in bialgebra is expressed by saying that ∆ is a map of associative algebras, which makes possible to restrict the B ⊗ k B-module structure on M ⊗ k N to a B-module structure. This monoidal product is exact, the unit is k regarded as a B-module via the counit map ε : B → k, which is a map of algebras. Thus, the weak compatibility holds, and the non-degeneracy is empty as n = 1; (3) Here is an example for n = 2. Let B be an associative bialgebra, and A = Tetra(B) be the category of tetramodules over B, see [Sh2] . In general, A has enough injectives but fails to have enough projectives. It is a 2-fold monoidal category, as is proven in [Sh2] , with the tautological tetramodule B the unit object for both monoidal products. The non-degeneracy in general fails. Moreover, ⊗ 1 is right exact but ⊗ 2 is left exact, and one can show that the weak compatibility for ⊗ 2 in general also fails. The situation is much nicer when B is a Hopf algebra. Then it is shown in [Sh1, Section 6] , that both ⊗ 1 and ⊗ 2 are exact and isomorphic, and the Eckmann-Hilton maps are isomorphisms. It implies that for B a Hopf algebra, both weak compatibility and non-degeneracy conditions are fulfilled.
The goals and the results of this paper
We consider the generalized Deligne conjecture as a tool for proving formality results in deformation theory, as was invented by Tamarkin [T1,2] in his breakthrough "another proof of Kontsevich's formality" for Hochschild cochains [Ko1] , see also [Ko2] , [H] . The Tamarkin method has a very strong potential applicability for formality in other deformation problems, e.g. for the deformation theory of associative bialgebras. Keeping this goal in mind, our Theorem 2 should be upgraded to another statement, where the output structure on RHom q A (e, e) is a homotopy (n + 1)-algebra rather then Leinster nalgebra in Alg(k) as we have now. Indeed, the deformation theory for Leinster n-algebras is not developed yet, and the statements like the Tamarkin rigidity for T poly (V ) is proven in the context of homotopy 2-algebras. As well, a similar homotopy 3-algebra rigidity for deformation theory of associative bialgebras is recently proven in [HL] . We don't know any tools to prove similar results, and to apply them to proofs of formality afterwards, it we worked in the context of Leinster n-algebras instead of homotopy n-algebras.
From this point of view, the most wished upgrade of Theorem 2, is the following (still open for general n) claim.
Claim 3. Let k be a field of characteristic 0, and let A be essentially small k-linear abelian category, endowed with a k-linear n-fold monoidal structure, e the unit object. Suppose the abelian and the n-fold monoidal structures are weakly compatible, and suppose that the n-fold monoidal structure is non-degenerate. Then there is a a homotopy (n+1)-algebra structure over k on RHom q A (e, e), whose underlying homotopy commutative algebra is A ∞ quasi-isomorphic to RHom q A (e, e) with the Yoneda product.
The main results of our paper imply the n = 1 case of Claim 3. More precisely, what we prove here is Theorem 4 below, and the Claim 3 for n = 1 follows straightforwardly from this result and Theorem 2 proven in [Sh1] .
Theorem 4 (Main Theorem, proven as Theorem 3.2 in the paper). Let X L be a Leinster 1-monoid in the category Alg(k) of dg algebras over k. Then there is a structure of a homotopy 2-algebra on a space Y(X L ) quasi-isomorphic to X 1 such that the underlying homotopy commutative algebra on Y(X L ) is quasi-isomorphic (as A ∞ algebra) to the underlying associative algebra structure in
This functor maps weakly equivalent Leinster 1-monoids in Alg(k) to quasi-equivalent homotopy 2-algebras over k.
We emphasize that the proof of Theorem 2 in [Sh1] does not use any transcendental methods and works directly over Q, but Theorem 4 uses the Etingof-Kazhdan (de)quantization (based on Drinfeld associators). In fact, we construct firstly a B ∞ algebra (and even a braids algebra) from the Leinster 1-monoid in Alg(k), and this construction works directly over Q. The EtingofKazhdan dequantization appears in passage from B ∞ algebras to homotopy 2-algebras, in a pretty similar way as in [T1] , see also [H, Section 7] .
The proof of Theorem 4 goes as follows. To a Leinster monoid in Vect(k) is assigned its bar-complex which is a dg coalgebra over k. When X L comes from a honest dg algebra A over k, it is its classical bar-complex. The observation we exploit here is that the differential of bar-complex of an algebra is the alternated sum of the simplicial face operators except the two extreme ones. Therefore, it makes sense for any Leinster monoid, and the colax-maps make this bar-complex a dg coalgebra.
As the next step, we consider a Leinster monoid in Alg(k), and want to extend the dg algebra structure from the components to the entire complex, making the bar-complex a dg algebra over k, and then (remembering the coalgebra structure on it) proving that it is a dg bialgebra over k.
In topology in the framework of the Dold-Kan correspondence, the chain complex functor from simplicial k-vector spaces to non-positively graded complexes over k, is endowed with a lax-monoidal Eilenberg-MacLane, or shuffle structure, and with a colax-monoidal AlexanderWhitney structure. If we have a simplicial algebra over k, the Eilenberg-MacLane maps define an algebra structure on the chain complex. See [W, Section 8] on more detail on the Dold-Kan correspondence. We recall the basic facts on it in Section 2.3.
For the definition of a Leinster monoid a category ∆ 0 is used. It is a subcategory of the simplicial category ∆, having the same objects, and whose morphisms are those simplicial maps in ∆ which preserve the end-points, see Section 1.2. (The latter property has that advantage that the category ∆ 0 is monoidal, unlike the category ∆ itself is).
That is, to extend the algebra structure from the components X ℓ of a Leinster monoid X L in Alg(k) to the bar-complex Bar(X L ), we need to find a substitute of the Eilenberg-MacLane map for the ∆ opp 0 -chain differential (or the bar-differential). We prove in Sections 2.4 and 2.5 that the classical Eilenberg-MacLane shuffle map is compatible with the ∆ opp 0 -chain differential as well. The classical result of [EM] says that it is true in the framework of ∆ opp -vector spaces (or of ∆ opp -objects in an abelian category). Our bar differential is obtained from the chain differential by dropping out the first and the last summands, and we prove that the same Eilenberg-MacLane map still agrees (by Leibniz rule) with this truncated differential.
Then Bar(X L ) is a dg bialgebra, and we take the classical cobar-construction Cobar(Bar(X L ) coalg ) of the underlying coalgebra. This is a dg algebra, which is proven to be A ∞ quasi-isomorphic to X 1 , the first component of the Leinster monoid X L in Alg(k). On the other hand, this cobar-complex enjoys a structure of a B ∞ algebra, by the Kadeishvili construction [Kad] . The Kadeishvili construction, in general, gives a B ∞ algebra structure on Cobar (B coalg ), where B is a dg bialgebra and B coalg is its underlying dg coalgebra.
Finally, we apply the Etingof-Kazhdan dequantization, as in [T1] , [H] . It produces a homotopy 2-algebra from a B ∞ -algebra. This is the only step when transcendental methods are used. In particular, the construction of B ∞ algebra out of a k-linear monoidal abelian category goes without any transcendental methods.
Organization of the paper
In Section 1 we recall some definitions on monoidal categories, the sub-category ∆ 0 of the simplicial category ∆, and on Leinster monoids [L] .
In Section 2.1 we recall the classical bar-cobar duality for associative algebras and coassociative coalgebras. We stress that the adjunction morphisms for the bar-cobar duality are as well quasi-isomorphisms for dg algebras with unit, although the bar-complex is acyclic. As well, we stress that the bar-complex functor preserves the quasi-isomorphisms of dg algebras, but the cobar-complex functor does not. In Section 2.2 we define the bar-complex Bar(X L ) of a Leinster monoid X L in Vect(k) and show that it is a dg coalgebra. We prove here an important Theorem 2.9 that for a Leinster monoid X L in Vect(k) there is a quasi-isomorphism of vector spaces X 1 → Cobar(Bar(X L )) which is a manifestation of the bar-cobar duality. In Section 2.3 we recall the well-known facts on the Dold-Kan duality and the Eilenberg-MacLane (the shuffle) map. In Sections 2.4 and 2.5 we extend the Eilenberg-MacLane shuffle product to the bar-complexes of Leinster monoids. It allows us to define a dg algebra structure on Bar(X L ) if X L is a Leinster monoid in Alg(k), in Section 2.6. In the remaining Sections 2.7 and 2.8 we show that the bar-complex Bar(X L ) for X L a Leinster monoid in Alg(k) is a dg bialgebra, along with some generalizations for operads.
In Section 3.1 we formulate our Main Theorem and outline the strategy for its proof. In Section 3.2 we recall the Getzler-Jones operad B ∞ and the Tamarkin operad B Lie , as well as the crucial result (due to Tamarkin and Hinich) that the Etingof-Kazhdan dequantization defines an isomorphism of dg operads B Lie and B ∞ . We also recall that the operads B Lie and hoe 2 are quasi-isomorphic. In Section 3.3 we recall the Kadeishvili construction of a B ∞ algebra on the cobar-complex Cobar(B coalg ) of the underlying coalgebra of an associative bialgebra. In Section 4 we prove our Main Theorem. Basically it follows from the previous results, except the claim that the underlying homotopy commutative algebra structure is A ∞ quasiisomorphic to X 1 . The most of Section 4 is devoted to the derivation of this result. 
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Monoidal categories and Leinster monoids
Throughout the paper, k denotes a field of characteristic zero.
1.1
By a k-linear category we mean a category C whose Hom-sets Hom(X, Y ), X, Y ∈ C are vector spaces over k, the compositions
and such that for any X ∈ C there is the identity morphism map
which is a morphism of k-vector spaces, forming the units for the compositions (1.1). Throughout the paper, by a monoidal category M we mean a category with a strictly associative monoidal product given by a bi-functor ⊗ : M × M → M with a strict unit object e.
The big category of k-linear categories is denoted by Cat(k). It is a symmetric monoidal category, the product of two k-linear categories C 1 and C 2 is denoted by C 1 ⊗ C 2 . A monoidal k-linear category is a monoid in the monoidal category Cat(k).
We consider not strictly monoidal functors between strict monoidal categories. There are colax-monoidal and lax-monoidal functors.
Recall that a functor F : M → N between two monoidal categories is called colax-monoidal if there is a map of bifunctors β X,Y :
→ e N such that the diagrams below commute:
(ii) for any X ∈ ObM the following two diagrams are commutative
Also recall that a functor f : M → N between two monoidal categories is called lax-monoidal if there is a map of bifunctors γ a,b :
such that the diagrams below commute:
(1) for any three objects X, Y, Z ∈ Ob(M), the diagram
is commutative. The functors γ X,Y are called the lax-monoidal maps, (2) for any X ∈ ObM the following two diagrams are commutative
When the categories M, N are k-linear, we have the concept of a k-linear colax-monoidal or lax-monoidal functor F : M → N.
Leinster monoids
Here we recall the definition of a Leinster monoid in a monoidal category M, and of a Leinster n-monoid in M, see [Le] , [Sh1, Sect. 2] . We warn the reader that, by abuse of terminology, we use the terms "Leinster algebras" and "Leinster monoids" as synonymous.
As a motivation, consider what happens with the nerve of a small category in the k-linear case. Recall, that for a small set-enriched category C there is a nerve of C. It is a simplicial set X, whose n-simplices X n are the sequences of n composable morphisms. The simplest example is the case when C is a category with a single object, that is a monoid M . In this case,
The simplicial face maps but the two extreme ones are defined via the monoidal product, and are well defined for categories with any enrichment. The two extreme face maps M ×n → M ×(n−1) are defined as the projections along the first (respectively, along the last) factor.
It is instructive to consider the three simplicial face maps
They are defined as follows:
Now suppose that M is a monoid in a k-linear category, that is, an associative algebra over k. It is natural to replace the cartesian product in the definition of the nerve by the tensor product, and set
We refer this "nerve" to as a k-linear nerve. Then we see immediately that the extreme face maps (the projections) are ill-defined: there are no maps V ⊗ k W → V and V ⊗ k W → W for vector spaces V, W over k. As a consequence, the k-linear nerve fails to be a simplicial vector space. The concept of a Leinster monoid serves as a suitable replacement of Segal monoids in a monoidal category M for the case when M is not necessarily set enriched monoidal category. (In general, the k-linear nerve is a simplicial set if M is a cartesian-enriched category, that is, the product in the category the Hom's in M belong to coincides with the cartesian product). The goal of the concept of a Segal monoid is to define a "weak monoid", that is, a monoid with not strictly associative product, in an appropriate sense, see [Seg] . The Leinster monoids then give a counter-part of Segal monoids for not necessarily cartesian enriched (for instance, for k-linear) case.
Here is the definition. The category ∆ 0 defined just below collects all simplicial maps which are well defined for the k-linear nerve.
The category ∆ 0 has objects
is thought about as the totally ordered set {0 < 1 < 2 < · · · < n} with n + 1 elements. (Thus, the objects of ∆ 0 are the same that the objects of the simplicial category ∆). The morphisms [m] → [n] in ∆ 0 are the maps of sets f : {0 < 1 < · · · < m} → {0 < 1 < · · · < n} such that:
The category ∆ 0 is monoidal, unlike the simplicial category ∆ is. The monoidal product
It is thought about as the gluing of the rightmost element a in {0 < 1 < · · · < a} with the leftmost element 0 in {0 < 1 < · · · < b}. The monoidal product is defined on morphisms
is well-defined on the above "glued objects", due to the condition (2) on morphisms in ∆ 0 , that is after we have identified a ∈ [a] with 0 ∈ [b] and m ∈ [m] with 0 ∈ [n], we need to check that the morphisms agree with this identification. In particular, this construction wouldn't work for the entire category ∆ but only works for its sub-category ∆ 0 . Now is the main idea behind the definition of Leinster monoids presented below: although for two vector spaces V and W over k the projections
Definition 1.1. (i) A category C is called a category with weak equivalences if there is a class W of morphisms in C closed under the composition and such that all identity morphisms belong to W. A k-linear category with weak equivalences should obey the following property: for a morphism f ∈ W and for λ ∈ k * , the morphism λ · f belongs to W,
(ii) a monoidal category with weak equivalences is a monoidal category with a structure of a category with weak equivalences, with the following additional property: for f ∈ Hom(X, Y ) and
Definition 1.2. Let M be a symmetric monoidal category with weak equivalences, see Defi-
are weak equivalences. Here we use notation
If the contrary is not explicitly indicated, we assume that X 0 = e M and α : X 0 → e M is the identity isomorphism.
It is clear from the discussion above that a honest monoid
with the natural action of ∆ opp 0 , and with β m,n :
with the diagonal action of ∆ opp 0 , and with
This monoidal product is symmetric. The monoidal category of Leinster monoids in M is denoted by L 1 (M) . The category L 1 (M) is again a category with weak equivalences, defined as the component-wise weak equivalences in M. The latter observation makes it possible to iterate the construction. Definition 1.3. Let M be a symmetric monoidal category. Define the Leinster n-monoids in M as the Leinster monoids in the symmetric monoidal category with weak equivalences L n−1 (M) of Leinster (n − 1)-monoids.
We have the following description of Leinster n-monoids in M.
Lemma 1.4. Let M be a symmetric monoidal category with weak equivalences. To define a Leinster n-monoid in M is the same that to define a functor
, such that all colax-maps are weak equivalences, and the colax-maps corresponding to the different arguments ∆ opp 0 commute.
2 The bar-complex of a Leinster monoid and the EilenbergMacLane map 2.1 Reminder on the bar-cobar duality for associative (co)algebras
Denote by Alg(k) the category of all dg associative algebras over our ground field k, and by Alg u (k) its subcategory of unital dg associative algebras.
As well, denote by Coalg(k) the category of dg coalgebras over k, and by Coalg u (k) its subcategory of counital dg coalgebras. Let C ∈ Coalg(k). Denote by F ℓ (C) ⊂ C the subspace of all x ∈ C such that ∆ ℓ (x) = 0, where
Denote by Coalg nilp (k) the full subcategory of Coalg(k) whose objects are conilpotent dg coalgebras. Note that
Define the functors Bar : Alg(k) → Coalg nilp (k) and Cobar : Coalg nilp (k) → Alg(k) (the bar and the cobar complexes) as follows.
Let A ∈ Alg(k). Its bar-complex Bar(A) is the total complex of the bicomplex whose rows are Z ≤−1 -graded and look like (each term is a column-complex if A has several non-zero graded components):
The standard fact about bar-complex is:
Lemma 2.1. Let A be an associative dg algebra over k. Then:
is a (conilpotent) dg coalgebra, whose underlying coalgebra is the cofree non-counital coalgebra cogenerated by A[1],
Proof. It is fairly standard. For (ii), recall that the maps h n :
give a homotopy of Bar(A) such that dh ± hd = id.
Dually, let C ∈ Coalg(k). Its cobar-complex Cobar(C) is the total complex of the bicomplex, whose rows are Z ≥1 -graded and look like:
where the differential δ n :
where ∆ : C → C ⊗2 is the coproduct. The standard fact on the cobar-complex, dual to Lemma 2.1, is Lemma 2.2. Let C be a dg coalgebra, C ∈ Coalg(k). Then:
is an associative non-unital dg algebra, whose underlying algebra is the free non-unital associative algebra generated by
The first manifestation of the Quillen bar-cobar duality is the following:
Proposition 2.3. The functors of bar and cobar complexes form an adjoint pair of functors
with Cobar the left adjoint. That is, one has an isomorphism of bifunctors:
We essentially use the following result:
Theorem 2.4. For any A ∈ Alg(k) and C ∈ Coalg nilp (k) the adjunction morphisms of the adjoint pair (2.5)
and
are quasi-isomorphisms of dg algebras and of dg coalgebras, correspondingly.
It is a consequence of the Quillen bar-coabar duality in the form of Hinich, but also can be proven directly. As later we will need its generalization for the bar-complex of Leinster monoids, we recall a simple direct proof below.
Remarks 2.5.
1. When A ∈ Alg u (k) ⊂ Alg(k) is an algebra with 1, the map Φ A is a quasi-isomorphism despite of the acyclicity of Bar(A), see Lemma 2.1(i).
2. On the other hand, Bar(Cobar (C) ) is acyclic when Cobar(C) is acyclic, which is always the case when C is counital. Recall that a nilpotent coalgebra can never be counital.
Proof. We only prove the statement for Φ A , as we deal with and generalize this claim. The bicomplex whose total complex computes the cohomology of Cobar(Bar(A)), looks like:
where the complexes L n are (vertical) complexes which look like:
where
In particular, the rightmost component is X n (n) = A ⊗ A ⊗ · · · ⊗ A (n + 1 factors), and the leftmost one is A ⊗(n+1) . If A itself has several non-zero grading components, the grading of an element in X p (n) in the complex L n is the sum n − p + deg A , where deg A is the total A-degree of the factors.
The "horizontal" differential in the complex in (2.9) is the bar-differential extended by the Leibniz rule. Therefore, the cohomology of this differential are 0 in all degrees. However, the spectral sequence whose differential in the E 0 -term is this bar-differential, may diverge by dimensional reasons.
Contrary, the spectral sequence whose differential in the E 0 -term is the "vertical" differential in the complexes L n , converges by dimensional reasons. We use this spectral sequence for the computation of cohomology of Cobar(Bar(A)).
Lemma 2.6. The complexes L n are acyclic for n ≥ 1, while the complex L 0 is quasi-isomorphic (and isomorphic) to A.
Proof. The differentials in L n have two components d A : X p (n) → X p (n) and d S : X p (n) → X p+1 (n) of degree +1, where d A is the differential in A, and d S is defined as follows.
The restriction of
, and d S,j acts only on the factor A ⊗k j (and is the identity on the remaining factors). For any α ∈ {1, . . . k j − 1} denote by d S,j,α (A ⊗k j ) ⊂ A ⊗α ⊗ A ⊗k j −α the same monomial subdivided into two pieces of consecutive elements. We have then d S,j =
where the signs ± are found immediately from those in the bar and cobar differentials.
To prove the claim, note that ⊕ n≥0 L n with the differential d S is just the cobar-differential of the cofree coalgebra T + (A[1] ) without counit cogenerated by the underlying graded space of A. The cohomology of this cobar-complex is known to be equal to the Koszul dual to T + (A[1] ) algebra, which is A.
We turn back to the spectral sequence of the bicomplex Cobar(Bar(A)), with the differential in E 0 equal to the one in the complexes L n (the "vertical" one). By Lemma, the first term is
Then the cohomology of the bicomplex is isomorphic to those of A. The map Φ A : Cobar(Bar(A)) → A explicitly can be described as follows. Its restriction to the underlying graded spaces L n is non-zero only the rightmost component A ⊗ A ⊗ · · · ⊗ A, where it is a 1 ⊗ a 2 ⊗ · · · ⊗ a n+1 → a 1 a 2 . . . a n+1 . This map is not a map of bicomplexes, so we can not apply our spectral sequence argument immediately.
The map Φ A is a map of algebras, and we only needs to prove that it is a quasi-isomorphism of complexes. To this end, consider another map ı : A → Cobar(Bar(A)) which maps A by identity to L 0 . It is not a map of algebras, but it is a map of bicomplexes, and our spectral sequence argument shows that ı is a quasi-isomorphism of the total complexes.
On the other hand, the composition Φ A • ı = id A , therefore Φ A is also a quasi-isomorphism.
An important property of the bar-complex is that it preserves the quasi-isomorphisms.
Proposition 2.7. Let f : A → B be a quasi-isomorphism of dg algebras (or, more generally, an A ∞ -quasi-isomorphism). Then the corresponding map Bar(f ) : Bar(A) → Bar(B) is a quasiisomorphism of dg coalgebras.
Proof. We give a proof which works in the A ∞ case as well. At first, the statement is equivalent to the acyclicity of Cone(Bar(f )) (for the A ∞ case it is an abuse of notations to denote the morphism of the bar-complexes by Bar(f )). When f is a map of dg algebras, Cone(Bar(f )) is a bicomplex. We can use the spectral sequence computing the cohomology of the (total) complexes L k = Cone(A ⊗k → B ⊗k ) at first. This spectral sequence converges, and collapses at the term E 1 , as by the assumption (that f is a quasi-isomorphism) cohomology of the complexes L k vanish in all degrees.
Consider now the case when f is an A ∞ map. Consider the ascending filtration of Cone(Bar(f )), setting
Then {F k } k≥1 is a filtration of Cone(Bar(f )) by subcomplexes. Consider the spectral sequence corresponding to this filtration. It converges by dimensional reasons, and its term E 1 depends only on the linear component of the A ∞ map f . That is the cohomology in the term E 1 vanish.
Remark 2.8. The similar claim for the cobar-complexes fails, and the argument does not work (the spectral sequence diverges). If it worked, we would have that Cobar(Bar(A)) is acyclic for any algebra A with unit, which contradicts to Theorem 2.4.
The bar-complex of a Leinster algebra in
→ Vect(k) be a Leinster monoid, with the colax maps β m,n : X m+n → X m ⊗ X n , see Definition 1.2. Recall that β m,n are quasi-isomorphisms of complexes (the weak equivalences in Vect(k)). We denote by X ℓ the components
We define a dg coalgebra Bar(X L ) ∈ Coalg nilp (k) which we call the bar-complex of X L . When the Leinster monoid X L is defined from an associative dg algebra A ∈ Alg(k), by setting X ℓ = A ⊗ℓ , the dg coalgebra Bar(X L ) coincides with Bar(A) ∈ Coalg nilp (k).
The construction is rather straightforward. The underlying complex of Bar(X L ) is
what assumes that it is the total complex of the corresponding bicomplex. The differential d ℓ : X ℓ → X ℓ−1 is the alternated sum of the face maps in ∆ 0 :
where ∂ 1 , . . . , ∂ ℓ−1 are corresponded to the ℓ − 1 injective morphisms
The observation is the usual bar-complex of an associative algebra is defined out of these morphisms which belong to ∆ 0 , and the two extreme face maps [ℓ − 1] → [ℓ] in the category ∆ are not involved in it.
As the next step, we endow the bar-complex Bar(X L ) with a structure of a dg coalgebra. The restriction of the coproduct to X ℓ is given as the direct sum:
The coassociativity follows from the colax-monoidal property for β m,n , see diagram (1.3). The co-nilpotency is clear. We have constructed a co-nilpotent dg coalgebra Bar(X L ).
So far we have not used the assumption that all β m,n are quasi-isomorphisms. It is used in the proof of the following result.
Theorem 2.9. Suppose X L : ∆ opp 0 → Vect(k) is a Leinster monoid, that is all β m,n : X m+n → X m ⊗X n are quasi-isomorphisms. Then the underlying complex of the dg algebra Cobar(Bar(X L )) is quasi-isomorphic to the complex X 1 .
Proof. Consider the spectral sequence of the bicomplex Cobar(Bar(X L )) computing the cohomology of the complexes (analogous to the complexes) L i in (2.9) at first (the "vertical" differential in the bicomplex). This spectral sequence converges by dimensional reasons. Moreover, the inclusion i :
is a map of bicomplexes, and therefore induces a map of the corresponding spectral sequences. So it is enough to prove that i induces an isomorphism in the term E 1 . For this end, we have Lemma 2.10. For a Leinster monoid X L in Vect(k), the complexes L n given in (2.9) are acyclic for n ≥ 1, whence the complex L 0 is isomorphism to X 1 (and thus is quasi-isomorphic to it).
Proof. The difference with the case of the bar-complex of a dg algebra, dealt with in Lemma 2.6, is that the maps β mn : X m+n → X m ⊗ X n are not isomorphisms (as in the latter case) but only are quasi-isomorphisms. As we show now, it does not change much in the proof.
Each complex L n is a bicomplex by its own, where one differential d 1 comes from the colaxmaps β ab s, and another differential d 2 comes from the underlying differentials in X i s. Consider the spectral sequence of the bicomplex, computing the cohomology of d 2 at first. This spectral sequence converges by dimensional reasons. In its E 1 term, we the complex
⊗n , as β ab s are isomorphisms on the cohomology level. Thus, H q (X L ) is isomorphic to the Leinster monoid of a strict dg algebra H q (X 1 ) with 0 differential. Then the acyclicity of L n (H q (X L )) for n ≥ 1 can be proven by the same speculation as in Lemma 2.6, what gives the result.
Reminder on the Eilenberg-MacLane map
We denote by Mod(Z) ∆ opp the category of simplicial abelian groups. For X q ∈ Mod(Z) ∆ opp there is the chain complex C(X q) and the normalized chain complex N (X q), both are elements of the category C ≤0 (Z) of Z ≤0 -graded complexes of abelian groups. See [W, Section 8.4 ] for more detail on these definitions.
The Eileberg-MacLane map endows both functors C(−) and N (−) with a lax monoidal structure, whose lax-maps are symmetric and are quasi-isomorphisms of complexes of abelian groups. In fact, we only the the version of these results for the categories Mod(k) ∆ opp of simplicial vector spaces over a field k, when the functors C(−) and N (−) take values in the category Vect ≤0 (k) of Z ≤0 -graded complexes of vector spaces over k.
We deal with the non-normalized chain complex C(−) only. The meaning of the normalized (or Moore) chain complex N (−) is that it realizes (in the Dold-Kan correspondence) an adjoint equivalence
when the non-normalized chain complex is only the left adjoint of a Quillen equivalence. For a simplicial object X q, recall the notations
for the face maps, corresponded to the injective maps [n − 1] → [n] in the category ∆, and
for the degeneracy maps, corresponded to the surjective maps [n + 1] → [n] in the category ∆. Among them, all but F 0 and F n belong to the subcategory ∆ 0 , the face maps F 0 , F n : X n → X n−1 are called the extreme face maps.
The non-normalized chain complex C(X q) is the complex
with the differential d n : X n → X n−1 equal to
Note that both abelian categories Mod(Z) ∆ opp and C ≤0 (Z) are symmetric monoidal. For the simplicial abelian groups, one has
and for complexes of abelian groups, the monoidal product is the usual tensor product over Z of complexes. The Eilenberg-MacLane map is a map 
considered as a morphism of functors
enjoys the following properties:
(i) it is a lax monoidal map, that is for any three X q, Y q, Z q ∈ Mod(Z) ∆ opp the diagrams (1.5) and (1.6) commute,
(ii) the map ∇ is symmetric, that is for any X q, Y q the diagram below commutes:
where c C ≤0 (Z) and c Mod(Z) ∆ opp are the symmetric braidings (satisfying c 2 = id) in the corresponding symmetric monoidal categories, (iii) the map ∇ is a quasi-isomorphism of complexes for any X q, Y q.
Refined Eilenberg-MacLane map
For any category M, there is the forgetful functor
Remark 2.12. Note that the functor X r q : ∆ opp 0 → M is not colax-monoidal in general (when the category M is monoidal, but not cartesian-monoidal). Indeed, although the successive application of the extreme face maps define maps p 1 : X n → X a and p 2 : X n → X b , a + b = n, one can not define a map X n → X a ⊗ X b in M as p(x) = p 1 (x) ⊗ p 2 (x), as in general it does not belong to M. Forinstance, for M = Vect(k) the map p is not k-linear.
Consider the case when M = Ab or M = Vect(k). Then there is the chain complex C(X q), see (2.17),(2.18). We define now another chain complex which uses only the structure of ∆ opp 0 -object.
By restricted chain complex of X q, or its bar-complex Bar(X r q ), we mean a complex whose underlying graded vector space (resp., abelian group) is the same as in (2.17), but the differential d r n : X n → X n−1 is given by
That is we remove from (2.18) the two extreme summands F 0 and F n . If our X r q is a Leinster monoid, Bar(X r q ) is exactly its bar-complex. We have
By the "refined Eilenberg-MacLane map" we mean the following statement.
Proposition 2.13. Let X q, Y q be two simplicial objects in Mod(Z) (resp., in Vect(k)). Define a map of the underlying graded abelian groups (resp., vector spaces) spaces
) by the Eilenberg-MacLane formula (2.21) (that is, ∇ r = ∇). Then ∇ r is a map of complexes (with the restricted differentials (2.23)). In particular, it fulfills properties (i) and (ii) of Proposition 2.11.
Proof. In fact, a key to the proof is found in [EM] , in their proof that the Eilenberg-MacLane map ∇ (2.21) defines a map of complexes (2.20). In loc.cit. Theorem 5.2, Eilenberg and MacLane divide their proof that ∇ is compatible by Leibniz rule with the chain differential (2.18) into two parts. They firstly prove that ∇ is compatible by the Leibniz rule with F 0 alone, and secondly they prove the Leibniz rule for
Our claim follows from this Eilenber-MacLane claims, as follows. We deduce from the Leibniz rule for F 0 the Leibniz rule with the "rightmost" extreme face operator F n : X n → X n−1 . It then implies the Leibniz rule with d − F 0 − F top , which is our bar-differential (2.23).
To this end, consider the functor τ : ∆ → ∆ which is identity on the objects, and for a morphism f :
, where a ∈ {0 < 1 < · · · < m}. Then consider the simplicial abelian groups X τ q , Y τ q , they have the same chain complexes (the differential may change the total sign), and F 0 switches with F top . We are done.
Refined Eilenberg-MacLane map, II
Our goal now is to prove a result analogous to Proposition 2.13 but without the assumption that a functor X r q ∈ Fun(∆ opp 0 , Vect(k)) is the restriction of a functor X q ∈ Fun(∆ opp , Vect(k)).
So we denote here by X + q a functor from ∆ opp 0
to Vect(k). For any such X + q we have the bar-complex denoted by Bar(X + q ) as in (2.17), with the differential (2.23). The main result of this Subsection is:
Theorem 2.14. Let X + q , Y + q be two functors in Fun(∆ opp 0 , Vect(k)). Define the map of underlying graded spaces
by the Eilenberg-MacLane formula (2.21). Then ∇ + is a map of complexes. Moreover, it enjoys the straightforward analogues of the properties (i)-(ii) in the statement of Proposition 2.13.
We give a "non-computational" proof. The idea is to reduce the statement to the case when X + q and Y + q are the restrictions to ∆ opp 0 of some functors in Fun(∆ opp , Vect(k)), and in that case the claim is proven in Proposition 2.13.
Recall that for any k-linear small categories a and b, and for a k-linear functor f : a → b, there is a pair of adjoint functors Lemma 2.15. In the above notations, consider for X ∈ a the Yoneda module h X defined as h X (Y ) = Hom a (X, Y ). Then for any X ∈ a one has:
where in the right-hand side h f (X) is a Yoneda module in b.
Lemma 2.16. Let a be a small k-linear category. Then the set {h X } of Yoneda modules for all X ∈ a is a set of generators for Mod(a).
If categories a and b are set-enriched, we can produce out of them k-linear categories, defining the Hom-spaces as k-spans of the corresponding Hom-sets. Then the above constructions are applicable to the small set-enriched categories as well.
Proof of Theorem 2.14:
We consider the set-enriched categories ∆ 0 and ∆ as k-linear categories, as is mentioned just above.
The claim that ∇ + is a map of complex means that for any x ∈ X n and y ∈ Y m we have some identity, expressing the commutation relation with the differential (2.23). It is enough to prove this identity for all X + q , Y + q from some set of generators. By Lemma 2.16, we can choose the set of all Yoneda modules for ∆ opp 0 as the set of generators.
Lemma 2.17. For any Yoneda module h [n] for ∆ opp 0 , the adjunction (2.29)
is an imbedding.
It is clear.
. It is enough to prove the commutation relation for ∇ + and the bar-differential for these modules. We know that Φ [n] and Φ [m] are imbeddings, and the results holds for Res • Ind(h [m] ) and Res • Ind(h [n] ), by Proposition 2.13. Then it holds for h [m] and h [n] themselves. We have proved the commutativity of ∆ + with the differential.
The claim that ∇ + has the properties (i) and (ii) of Proposition 2.13 is checked on the level of underlying vector spaces, and the proofs go without any changes. It is natural to ask whether one can "extend" the O-algebra structure from the terms X ℓ to the entire bar-complex Bar(X q). The affirmative answer is given by the following result.
Application to algebras over operads
Corollary 2.18. In the notations as above, there is a natural O-algebra structure on the total complex of the bicomplex Bar(X q), functorial in maps in Alg(O) ∆ opp 0 . Proof. To endow Bar(X q) with a structure of an O-algebra, we need to define maps
(2.32) for n ≥ 1, which are (i) compatible with the compositions,
(ii) equivariant with respect to the actions of symmetric group Σ n .
We construct (2.32) as the composition
where the second arrow is the term-wise application of the maps
giving the O-algebra structures on the components X ℓ . Now (i) follows from thelax-monoidal property of ∇, and (ii) follows from the commutation of ∇ with the symmetric braidings, see Theorem 2.14.
The case of Leinster monoids
Consider the bar-complexes Bar(−) with its dg coalgebra structure, see (2.15). Then the refined Eilenberg-MacLane map
is a map of dg coalgebras.
Proof. We already know from Theorem 2.14 that ∇ + is a map of complexes, for the underlying functors ∆ opp 0 → Vect(k). So we need only to prove that is agrees with the coproduct (2.15). We need to prove that for any x ∈ X m and y ∈ Y n one has
where, as in (2.15), ∆(x) = ⊕ m 1 +m 2 =m β m 1 ,m 2 (x) (2.36) and ∆(y) = ⊕ n 1 +n 2 =n β n 1 ,n 2 (y) (2.37)
Similarly, one has the same formula for the right-hand side of (2.35):
with the "Sweedler notation" ∇(x, y) = ∇ 1 (x) ⊗ ∇ 2 (y) (which assumes the sum of such monomials). Take any a, b such that a + b = m + n and any particular (n, m)-shuffle σ (which gives a summand in ∇(x, y), see (2.21)). The corresponding summand in the r.h.s. of (2.38) is:
Now we wish to use the bifunctor map property of β, which makes possible to take the simplicial operators
We have
where we use the "Sweedler notation"
, with the first factor in X m 1 and the second one in X m 2 . It follows from the fact that β is a map of bi-functors ∆ opp 0
We have established a 1-to-1 correspondence between the summands of the l.h.s. and the r.h.s. of (2.35), which proves the assertion of Theorem.
The case of Leinster monoids in O-algebras
Let now O be a coalgebra object in the (non-symmetric) monoidal category of operads in Vect(k), that is, for any n ≥ 0 there is a map
compatible with the operadic composition and with the actions of the symmetric group. Then O-algebras form a monoidal category. Indeed, let A, B be two O-algebras. We need to construct the maps
compatible with the actions of the symmetric groups and with the operadic compositions. There are maps
obtained as the tensor product of the corresponding O-algebra structure maps for A and B.
Taking now the composition Θ n • ∆ n , we get maps
endowing A ⊗ B with an O-algebra action. It endows the category Alg(O) with a monoidal structure. This monoidal structure is symmetric, if the operadic coproduct ∆ :
For operads O, which are coalgebra objects in operads in Vect(k), we can talk about Leinster monoids in Alg(O). Indeed, we need to endow a functor X L : ∆ opp 0 → Alg(O) (which is a welldefined concept without imposing any additional assumptions on O) with a colax-monoidal structure given by maps β m,n : X m+n → X m ⊗ X n of O-algebras. Thus, the vector space X m ⊗ X n should be an O-algebra. It is the case when O is a coalgebra objects in operads.
Theorem 2.20. Let O be an operad in Vect(k) which is a coalgebra object in the monoidal category of operads in Vect(k), and consider the monoidal category Alg(O) of O-algebras (see the discussion just above). Let X L be a Leinster monoid in Alg(O), and let Bar(X L ) be the bar-complex of the underlying Leinster monoid in Vect(k). It is an O-algebra, by Corollary 2.18, and it is a dg coalgebra in Vect(k), with the coproduct given in (2.15). In fact, the barcomplex Bar(X L ) is a coalgebra object in O-algebras. In particular, if O = Assoc, Bar(X L ) is a dg bialgebra.
Proof. We need to show that the coproduct
is a map of O-algebras. It means we need to prove that the diagram below commutes:
So far we have used only a part of the information encoded in the structure of X L being a Leinster monoid in Vect(k), namely, that all simplicial maps are maps of O-algebras. To prove the commutativity of the diagram (2.48), we need to use as well the remaining part of information, namely, that all colax-maps β a,b : X a+b → X a ⊗ X b are maps of O-algebras. That is, we know, that the diagram
Consider the following diagram:
It is enough to prove the commutativity of each of two sub-diagrams in (2.50), as the the total diagram is (2.48). The commutativity of the upper sub-diagram follows from Theorem 2.19, whence the commutativity of lower sub-diagram follows from (2.49). In fact in the lower sub-diagram, X ⊗L L is regarded as a Leinster monoid in Vect(k), and interpret (2.49) as the statement that X L is an O-algebra in Alg(O).
Main theorem 3.1 Formulation
We start with a yet unproven general claim. Our Main Theorem 3.2 is the n = 1 case of this general claim.
Claim 3.1 (An unproven general form). Let X L be a Leinster n-monoid in the category Alg(k) of dg algebras over k. Then there is a structure of a homotopy (n + 1)-algebra on a space Y(X L ) quasi-isomorphic to X 1,1,...,1 such that the underlying homotopy commutative algebra on Y(X L ) is quasi-isomorphic (as A ∞ algebra) to the underlying associative algebra structure in
gives rise to a functor
This functor maps weakly equivalent Leinster n-monoids in Alg(k) to quasi-equivalent homotopy n-algebras over k.
By underlying associative algebra structure on X 1,1,...,1 we mean the value X L ([1, 1 , . . . , 1]) ∈ Alg(k) of the functor X L on the object [1, 1, . . . , 1] ∈ (∆ opp 0 ) ×n . Our Main Theorem 3.2 below is the n = 1 case of Claim 3.1.
Theorem 3.2 (Main Theorem). Let X L be a Leinster 1-monoid in the category Alg(k) of dg algebras over k. Then there is a structure of a homotopy 2-algebra on a space Y(X L ) quasiisomorphic to X 1 such that the underlying homotopy commutative algebra on Y(X L ) is quasiisomorphic (as A ∞ algebra) to the underlying associative algebra structure in
The proof of this Theorem occupies Section 4 below. The strategy is as follows. We set
By Theorem 2.9, Y(X L ) is quasi-isomorphic to X 1 . On the other hand, Bar(X L ) is a dg coalgebra, which is also a dg bialgebra, by Theorem 2.20. For any bialgebra B, the cobarcomplex Cobar(B) of B with the underlying dg coalgebra structure is an algebra over the Getzler-Jones B ∞ operad. The construction is referred to as the Kadeishvili construction [Kad] , although seemingly it appeared earlier in [T4] . We recall the basic facts on the Getzler-Jones operad in Section 3.2 and recall the Kadeishvili construction in Section 3.3. The Etingof-Kazhdan (de)quantization gives an isomorphism of dg operads D : B Lie → B ∞ , where B Lie is an "infinetisemal" version of the operad B ∞ , due to Tamarkin, see Theorem 3.6. The idea is crucial in the Tamarkin proof of the Kontsevich formality [T1] , but we formulate and use this result in a stronger version due to Hinich [H] .
Here the main observation is that the operad B Lie is "very simple", there is a quasiisomorphism of dg operads hoe 2 → B Lie , given by a kind of bar construction.
It proves that Y(X L ) = Cobar(Bar(X L )) is a homotopy 2-algebra. It remains to prove that the underlying homotopy commutative structure on Y(X L ) is quasi-isomorphic to that on X 1 , which is done in Section 4.2.
The rest of this Section is occupied by the mentioned above preparatory results concerning the operads B ∞ and B Lie and their interplay, as well as by the Kadeishvili construction.
3.2 The Getzler-Jones B ∞ operad and the Tamarkin B Lie operad Definition 3.3. Let V ∈ Vect(k). We say that V is a B ∞ algebra if there is a structure of a dg bialgebra on the cofree coalgebra T ∨ (V [1] ) cogenerated by V [1], whose underlying coalgebra is the cofree one.
By this definition, the data we need to endow V with a B ∞ structure is (i) a differential on T ∨ (V [1]) (which endows V with an A ∞ structure), (ii) a structure of algebra on T ∨ (V [1]) (which encodes the "higher structure" like a Lie bracket of degree -1 on V ) such that (A) the differential and the algebra structure on T ∨ (V [1]) are compatible and define a dg algebra structure on T ∨ (V [1]), and (B) the compatibility axiom ∆(a * b) = ∆(a) * ∆(b) is fulfilled.
There are three notable examples of B ∞ algebras, which are:
is a singular cochain complex of a topological space X with coefficients in any ring A, it was constructed by Baues [B] . When A = Z it refers to the famous "problem of commutative cochains" in topology and the Steenrod operations,
(ii) V = Hoch q (A), the cohomological complex of a dg algebra A, the construction firstly appeared in [GJ] , and was used in Tamarkin's proof of the Kontsevich formality [T1] , [H] ; see also [T3, Introduction] for a formula-free more conceptual explanation, (iii) V = Cobar(B coalg ) where B is an associative bialgebra, B coalg is its underlying coalgebra. Then V is a dg algebra, and the differential part of the dg bialgebra structure on
) is the bar-differential of this dg algebra. Kadeishvili [Kad] and seemingly earlier Tamarkin [T4] endowed T ∨ (V [1]) with an associative algebra structure, which makes V a B ∞ algebra.
We recall the construction of the B ∞ algebra of Example (iii) (which we use in the paper) in Section 3.3 below. Explicitly, to define a structure of a B ∞ algebra on a complex of k-vector spaces X, one needs to specify the differential and the product on T ∨ (X[1]). As the underlying coalgebra is cofree, they are defined by the projections to the cogenerators, which are subject to some identities. These projections are:
The definition of the operad B ∞ in [GJ] an their proof that it acts canonically on the Hochschild cochain complex was a breakthrough invention in the field. Although the definition itself may seem weird at first look, it provides the only known way to encode the structures like homotopy n-algebras which occur in an "essentially non-commutative" setting. To explain it better, we recall a satellite definition due to Tamarkin [T1] of an operad B Lie . (The notation B Lie is not conventional; in agreement with our notation for the Tamarkin's operad, a better notation for the Getzler-Jones operad B ∞ were B Assoc ). A very deep Theorem 3.6 which relies on the Etingof-Kazhdan quantization, makes a bridge between B ∞ and B Lie , whence B Lie encodes the higher structures in the "commutative setting".
Definition 3.4. Let V ∈ Vect(k). We say that V is a B Lie algebra if there is a dg Lie bialgebra structure on the cofree Lie coalgebra Lie ∨ (V [1]) cogenerated by V [1] whose underlying Lie coalgebra structure is the cofree one.
Unlike the operad B ∞ , the operad B Lie is very simple, due to the following Lemma:
Lemma 3.5. Let V ∈ Vect(k) be an algebra over the operad B Lie . Then V is endowed with a homotopy 2-algebra structure. Moreover, there is a map of operads hoe 2 → B Lie which is a quasi-isomorphism of dg operads.
Proof. Assume that g = Lie
) is a Lie bialgebra. Consider the underlying Lie algebra, and take the Chevalley-Eilenberg chain complex
Then Y is a cofree e 2 -coalgebra cogenerated by X[2]; the structue of B Lie -algebra on X is transformed to the total differential on Y , compatible with the e 2 -coalgebra structure. By definition, it is a homotopy 2-algebra structure on X. It is well-known (and can be easily seen) that it is a quasi-isomorphism of dg operads.
The crucial is the following fact, see [H, Theorem 7.3] . It uses the Etingof-Kazhdan (de)quantization which by its own relies on the theory of Drinfeld associators. Theorem 3.6. There exists an isomorphism dg operads
which enjoys the following property. For any B ∞ -algebra X, the underlying complex of the cofree dg bialgebra on T ∨ (X[1]) is isomorphic to the symmetric algebra of the underlying complex of the dg Lie bialgebra on Lie
The isomorphism D is canonically constructed by a chosen Drinfeld associator.
Proof. The claim that the dg operads B Lie and B ∞ are isomorphic, is proven in [H, Theorem 7.3] , by an application of the Etingof-Kazhdan (de)quantization. The mentioned property on the underlying complexes follows from the corresponding properties of the Etingof-Kazhdan (de) quantization. See also [EG, Theorem 4 .2] for a more direct than [H, Section 7] approach.
The Kadeishvili construction
Here we follow [Kad] .
Let B be a dg (co)associative bialgebra. Here we endow the cobar-complex Cobar(B coalg ) of the underlying coalgebra B with a B ∞ algebra structure. The cobar-complex Cobar (C) of any dg coalgebra C has a structure of a dg associative algebra, see Lemma 2.2. Then T ∨ (Cobar (C) [1]) ≃ Bar(Cobar(C)) inherits the bar-differential of the dg coalgebra Cobar (C) .
The Kadeishvili theorem reads:
Theorem 3.7. Let B be a dg (co)associative bialgebra. Then there exists a B ∞ algebra structure on Y = Cobar (B) such that the differential on the cofree coalgebra
As the differential on T ∨ (Y [1]) is already fixed by the assumption, one needs only to construct the associative product Taylor components
Recall the construction. The maps m k,ℓ = 0 for k > 1 (that is, Cobar(B) is a brace algebra). For a ∈ B and y ∈ B ⊗n introduce the operation a♦y ∈ B ⊗n as a♦y = (∆ n−1 a) * y where in the r.h.s. there is the factor-wise product in B of two elements in B ⊗n . The operation a♦y is well-defined for homogeneous y of any degree n, then the power of the coproduct is defined accordingly to n.
Denote by [a 1 ⊗ · · · ⊗ a n ] an element in Cobar(B) = T q (B[−1]), a i ∈ B, and let y 1 , . . . , y ℓ ∈ Cobar(B) be homogeneous elements.
The formula for m 1,ℓ reads:
(3.9) for ℓ ≤ n, and is set to be zero for ℓ > n.
Kadeishvili proved [Kad, Section 5] that these operations define a dg (co)associative bialgebra structure on T ∨ (Cobar (B) [1]).
A proof of Main Theorem 3.2
Let X L be a Leinster monoid in Alg(k). We construct a homotopy 2-algebra on the space
in Section 4.1, and prove the assertion that its underlying homotopy commutative algebra is quasi-isomorphic to X 1 in Section 4.2.
4.1 A construction of the homotopy 2-algebra Y (X L )
Here everything is already done.
We know that Y (X L ) = Cobar(Bar(X L )) is a B ∞ algebra, as Bar(X L ) is a dg bialgebra by Theorem 2.20, and the Kadeishvili construction from Section 3.3 is applicable.
Then follows the transcendental step, we apply the functor D from Theorem 3.6, and get a B Lie -algebra structure on Y (X L ). Finally, by Lemma 3.5, it gives a hoe 2 -algebra structure on Y (X L ).
4.2 A proof that the underlying homotopy commutative algebra of the
The underlying homotopy commutative structure on a B ∞ algebra Y is encoded in the differential of the dg bialgebra T ∨ (Y [1] ). It is the simplest part of the structure, as it is easy to follow how does it transform under the Etingof-Kazhdan dequantization. Indeed, Theorem 3.6 describes explicitly the underlying complex K 2 of the dg Lie bialgebra Lie
where K 1 is the underlying complex of the dg bialgebra on T ∨ (Y [1]). We can strengthen (4.1) as follows.
Lemma 4.1. Denote by C 2 the underlying Lie dg coalgebra of the dg Lie bialgebra on Lie ∨ (Y [1]), obtained by the functor D of Theorem 3.6, and by C 1 the underlying dg coalgebra of the dg bialgebra
where for a dg coalgebra c by U ∨ (c) is denoted the corresponding universal enveloping coassociative dg coalgebra.
Proof. It follows from (4.1), as the (co)free (co)algebras are rigid.
Consider the case of Y = Cobar (B) , where B is a dg bialgebra. Then the underlying differential of the dg bialgebra structure on T ∨ (Y [1] ), corresponded to the B ∞ structure on Y , given by Kadeishvili formulas (see Section 3.3), is just the bar-differential in Bar(Y ). In particular, it depends only on the underlying coalgebra structure on B, and the algebra structure on B is irrelevant for it.
It follows from Corollary 4.1 that
where the rightmost isomorphism is given by the Poincaré-Birkhoff-Witt theorem, and the subscript indicates the underlying structure we use. Now turn back to the case of Leinster monoids. Let X L be a Leinster monoid in Alg(k), and B = Bar(X L ) with its dg bialgebra structure, see Theorem 2.20. By the Kadeishvili construction, Y = Cobar(B) = Cobar(Bar(X L )) is a B ∞ algebra.
Proposition 4.2. Consider the homotopy 2-algebra structure on Y (X L ), constructed from the B ∞ algebra on Y (X L ), as in Section 4.1. Then to prove that the underlying homotopy commutative algebra of the homotopy 2-algebra Y (X L ) is A ∞ quasi-isomorphic to X 1 , it is enough to construct an A ∞ quasi-isomorphism of associative dg algebras
Such an A ∞ quasi-isomorphism is constructed "by hand" (but canonically) in Theorem 4.3 below.
Proof. Consider the homotopy 2-algebra structure on Y , constructed from the dg Lie bialgebra structure on Lie ∨ (Y [1]) by Lemma 3.5. Its underlying homotopy commutative algebra is given by the underlying dg Lie coalgebra C 2 of Lie ∨ (Y [1] ). When we consider this homotopy commutative structure on Y as an A ∞ structure (using the map of dg operads A ∞ → Comm ∞ ), the latter is given by the differential on the couniversal enveloping coalgebra U ∨ (C 2 ). That is, to prove that the underlying homotopy commutative algebra of the homotopy 2-algebra Y (X L ) is A ∞ quasi-isomorphic to X 1 , is the same that to prove that Bar(X 1 ) is quasi-isomorphic to U ∨ (C 2 ) as dg coalgebras By Lemma 4.1, the r.h.s. dg coalgebra is isomorphic to C 1 , which is the underlying dg coalgebra of T ∨ (Y [1] ). By the Kadeishvili construction of Section 3.3, the dg coalgebra C 1 is just the bar complex of the dg algebra Cobar(B) = Cobar(Bar(X L )), defined via the coalgebra structure on B. That is, everything is reduced to a construction of a quasi-isomorphism of dg coalgebras
which is by definition the same that an
Before formulating the Theorem 4.3, introduce some notations. Denote by w
(1 ≤ k ≤ n). We eliminate the upper index from the notations w
when it is clear from the context.
Then for any Leinster monoid X L we denote by the same symbols the corresponding maps
We have the following Theorem 4.3. Let X L be a Leinster monoid in Alg(k). Consider its component A 1 = X 1 with its underlying associative dg algebra structure, and A 2 = Cobar(Bar(X L )) with its associative dg algebra structure as on a cobar-complex of a dg coalgebra. Define maps
as φ n (x 1 ⊗ · · · ⊗ x n ) = w 1 (x 1 ) * · · · * w n (x n ) ∈ X n ⊂ Bar(X L ) (4.6)
as the product in X n of the corresponding elements. Then {φ n } n≥1 are the Taylor components of an A ∞ map Φ : A 1 → A 2 . This A ∞ map is a quasi-isomorphism.
Proof. Recall that the identities on the Taylor components of an A ∞ morphism Φ : A 1 → A 2 we need to prove is the following: for any n ≥ 1, and for any x 1 , . . . , x n ∈ A 1 , one has
(For an exhaustive treatment of signs in A ∞ algebras and A ∞ morphisms, the reader is referred to [K3, Section 2.1]). We start with the first non-trivial case n = 2 where the reader can easily see how the computation works, then we give a proof for general n. (For n = 1 (4.7) just says that φ 1 is a map of complexes; it follows from the fact that the bar differential is equal to zero on X 1 by definition, and the colax-maps β that contribute to the cobar-differential vanish on X 1 , see (2.15)).
So suppose n = 2, then (4.7) is d A 2 (φ 2 (x 1 ⊗ x 2 )) − φ 2 (d A 1 (x 1 ) ⊗ x 2 ) − φ 2 (x 1 ⊗ d A 1 (x 2 )) = φ 1 (x 1 ) * Cobar φ 1 (x 2 ) − φ 1 (x 1 * X 1 x 2 ) (4.8)
The differential d A 2 has 3 summands, namely, the underlying differential d 0 in X L , the differential d Bar coming from the differential in the bar-complex Bar(X L ), see (2.14), and the cobar-differential d Cobar on the Cobar(Bar(X L )), coming from the coproduct on Bar(X L ), see (2.15), (2.4):
In the same time, (i) d Bar (φ 2 (x 1 ⊗ x 2 )) = φ 1 (x 1 * X 1 x 2 ),
(ii) d Cobar (φ 2 (x 1 ⊗ x 2 ) = φ 1 (x 1 ) * Cobarφ 1 (x 2 ) where * Cobar is the free associative (tensor algebra) product in the cobar-complex.
Proof. For (i), we have d Bar (φ 2 (x 1 ⊗ x 2 )) = F 1 (w 1 (x 1 ) * X 2 w 2 (x 2 )) = F 1 (w 1 (x 1 )) * X 1 F 1 (w 2 (x 2 )) = x 1 * X 1 x 2 (4.10) where F 1 : [1] → [2] is the only map in ∆ 0 . The last equality follows just from the simplicial identities in ∆ 0 , and the equation previous to the last holds as X L is a Leinster monoid in Alg(k), in particular, all simplicial maps X i → X j are maps of associative (dg) algebras.
For (ii), d Cobar (w 1 (x 1 ) * X 2 w 2 (x 2 )) = β 1,1 (w 1 (x 1 ) * X 2 w 2 (x 2 )) = β 1,1 (w 1 (x 1 )) * X 1 ⊗X 1 β 1,1 (w 2 (x 2 )) (4.11)
The first equality follows from (2.15), and the second one follows from the fact that X L is a Leinster monoid in Alg(k), in particular, the colax maps β mn : X m+n → X m ⊗ X n are maps of associative (dg) algebras. Now the two factors in the rightmost term can be computed using the fact that β gives a morphism of bi-functors ∆ opp 0 × ∆ opp 0 → Alg(k). We claim that β 1,1 (w 1 (x 1 )) = x 1 ⊗ 1 and β 1,1 (w 2 (x 2 )) = 1 ⊗ x 2 (4.12)
Prove the first identity. We have the commutative diagram (as β is a map of bi-functors): is w 1 ). One has β 0,1 (x) = 1 ⊗ x by (1.4) and by the assumption that X 0 = k. Then the first identity in (4.12) follows. The second identity in (4.12) is proven similarly.
Thus, the case n = 2 follows from (4.9) and from the Lemma above. Now prove the identity (4.7) for general n. As in the case n = 2, we firstly note that the total contribution of the underlying differential d 0 in X L in the first line of (4.7) is equal to 0. Then we rewrite (4.7) in the following way:
±φ n−1 (x 1 ⊗ · · · ⊗ (x i * A 1 x i+1 ) ⊗ · · · ⊗ x n )+ a+b=n ±φ a (x 1 ⊗ · · · ⊗ x a ) * A 2 φ b (x a+1 ⊗ · · · ⊗ x n ) (4.14)
We claim that the following more specific summand-wise identity holds:
Proposition 4.5. In the notations as above, the following identities hold: by (2.14). Then what need to compute in the l.h.s. of (4.15) is (F 1 − F 2 + · · · + (−1) n F n−1 )(w 1 (x 1 ) * Xn w 2 (x 2 ) * Xn · · · * Xn w n (x n )) (4.18)
The latter expression is equal to
(−1) i+1 F i (w 1 (x 1 )) * X n−1 F i (w 2 (x 2 )) * X n−1 · · · * X n−1 F i (w n (x n )) (4.19)
To deal with (4.19) further, we have a simple Lemma:
Lemma 4.6. Let w The proof is a direct computation.
Note that w which proves (4.15). For (ii), recall that the coproduct ∆ in Bar(X L ) at X n is ∆ = β 1,n−1 + β 2,n−2 + · · · + β n−1,1 (4. 22) and the cobar-differential in Cobar(Bar(X L )) applied to X n ∈ Bar(X L ) is equal to ∆, by (2.4).
