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Jun-ichi Tamura¤ and Shin-ichi Yasutomi¤¤
Abstract
In this paper, we give a resume of our recent works mainly related to algorithms of mul-
tidimensional continued fraction expansions, which are expected to have periodicity properties
such as Lagrange's theorem.
x 1. Introduction
Many kinds of algorithms of continued fraction expansions of dimension s(¸ 2)
have been studied starting with K.G.J.Jacobi(1804-1851), for example, see [14]. For
s = 1, we know Lagrange's theorem related to periodic1 continued fractions and real
quadratic irrationals. But, even for real cubic irrationalities, there appeared no suitable
algorithms (of dimension 2). In this section, we roughly explain why classical algorithms
(the Jacobi-Perron algorithm, etc.) do not work well related to the periodicity. On the
other hand, in a series of papers, we gave some good candidates of algorithms that
seem to work well related to the periodicity, cf. [15{19]. Our objective in this paper is
to introduce our new algorithms announced in [15{19] together with some new results
in [7, 20].
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Let K be a real algebraic number ¯eld of degree s + 1, and ® = (1; ®(1); : : : ; ®(s))
be a Q - basis of K. Suppose
[a0; a1; a2; : : :] (a0 2 Zs; an 2 Zs¸0; n ¸ 1)(1.1)
be a continued fraction of dimension s of ® = (®(1); : : : ; ®(s)) obtained by a certain
algorithm ALGOR. We de¯ne ®n = (®
(1)
n ; : : : ; ®
(s)
n ) 2 Ks(n ¸ 0) by
® = [a0; a1; a2; : : : ; an¡1; an + ®n]:(1.2)
Confer with [11] for the meaning of the continued fraction on the right-hand side of
(1.2). Notice that we do not assume the convergence of the continued fraction (1.1)
for the de¯nitionn of ®n, and ®n = ®n(®; ALGOR) depends on ® and the algorithm
ALGOR. We introduce a function rdh = rdh(®; ALGOR)
rdh : Z¸0 ! Q
which measures a quality of an algorithm ALGOR in a sense related to the periodicity
of the continued fraction (1.1) of ® obtained by the algorithm, cf. ( [15{19]). We need
some de¯nitions:
dh(r) := maxfblog10 jpj+ 1c; blog10 jqj+ 1cg









i 2 Q[x]. We put








rdh(n) := dh(®n)=dh(®) (n ¸ 0);
where Á® 2 Q[x] denotes the monic minimal polynomial of ® 2 K. Notice that the
function rdh : Z¸0 ! Q depends on ® and an algorithm ALGOR. It is clear that the
set of polynomials p(x) 2 Q[x] such that
deg p(x) · d; dh(p(x)) ·M
becomes a ¯nite set for any given numbers d;M , so that we have the following
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Claim: The continued fraction (1.1) is periodic if and only if rdh is bounded.
We conjectured that the function rdh is not only unbounded but also the following
explosion phenomenon takes place:
Explosion Phenomenon: lim
n!1 rdh(n;®; ALGOR) = 1 holds even for some
® 2 K2 with K = Q( 3pd) for some classical algorithms (the Jacobi-Perron algorithm,
the modi¯ed Jacobi-Perron algorithm (that is 2-dimensional Brun's algorithm), etc.)
In fact, by numerical experiments by PC, the graph of the function y = rdh(n)
(0 · n · 50000) looks like a line y = cx (c > 0) and rdh(50000) attains a few thousands
in some cases. On the other hand we gave some new algorithms for which we can expect
rdh(n;®; ALGOR) · c(K):
Moreover, it seems very likely that the constant c(K) depends only on the degree [K;Q]
for some algorithms. For instance, we do not have found an example such that rdh(n;®)
exceeds ten for our algorithms when K is a real cubic ¯eld. We also refer in Section
2 some other experiments related to the periodicity of some classical multidimensional
continued fraction algorithms.
In Sections 3-5 in this paper, we survey our recent works mainly related to periodic
continued fractions. In Section 3, we describe two algorithms AJPA (deg K · 4) and
AJPA(2) (deg K · 5). We give an algorithm of dimension 2 which generalizes the
so called slow continued fraction algorithm in Section 4. The algorithm given in this
section could play important roles related to 2-dimensional Sturmian words (or stepped
surfaces), etc.
In Section 5, we refer to continued fractions for quadratic elements over the rational
function ¯eld k(t) in the formal Laurent series k((t¡1)), where k denotes a ¯eld.
x 2. Numerical experiments for some classical algorithms
The Jacobi-Perron algorithm is de¯ned as follows. For x = (x1; : : : ; xn) 2 [0; 1)n
(1; x1; : : : ; xn are linearly independent over Q), we de¯ne a transformation ¹T by



















; if i 6= n:
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The transformation ¹T gives rise to an algorithm, which is the so called Jacobi-Perron
algorithm. In [4] Elsner and Hasse gave numerical experiments for 36 pairs of cubic
irrationalities on the Jacobi-Perron algorithm by means of a computer. Among them,
they found periodicity for 14 pairs and did not ¯nd any periodicity for the other 22





n¡ bpm+pnc;pm¡pn¡ bpm¡pnc;pmn¡ bpmnc) by Jacobi-Perron
Algorithm for all m;n with 2 · n < m · 11 and m;n;m=n =2 Q£2 except m = 10 and
n = 8. In [16] we have a similar result about the modi¯ed Jacobi-Perron Algorithm by
Podsypanin [12]. One can ¯nd the explosion phenomenon in [16], [19].
x 3. AJPA
In [16] we introduce a new multidimensional continued fraction algorithm called
algebraic Jacobi-Perron algorithm(AJPA) as follows motivated by the algorithms given
in [15] . Let K be a real number ¯eld over Q with degQ(K) = d. We mean by XK the
set de¯ned by
XK := f(®1; : : : ; ®d¡1) 2 (K \ [0; 1])d¡1j there exists a integer i with 1 · i · d¡ 1
such that K = Q(®i) and 1; ®1; : : : ; ®d¡1 are linearly independent over Qg:







if K = Q(µ);
¡1 if K 6= Q(µ);
where NK=Q(µ) is the norm of µ over Q.
For ® = (®1; : : : ; ®d¡1) 2 XK , we de¯ne ½(®) by
½(®) = maxfº(®i)j1 · i · d¡ 1g:
We denote by !(®) the number i 2 f1; : : : ; d¡ 1g uniquely determined by
®i = maxf®j j½(®) = º(®j)g:
We remark that ]f®j j½(®) = º(®j)g = 1. We de¯ne a transformation T(K) on XK as
follows:


















if i 6= !(®) (i = 1; : : : ; d¡ 1):
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The transformation T(K) gives rise to an algorithm of continued fraction of dimen-
sion d ¡ 1, which will be also referred to AJPA. In [16] we gave some computer ex-
periments by which we can expect that the expansion obtained by our algorithm for
® = (®1; : : : ; ®s) 2 Ks (with some natural conditions on ®) becomes periodic for any
real number ¯eld K as far as s + 1 = degQ(K) · 4. But, it seems very likely that the
algorithm will not work well if degQ(K) = 5. For each real valued function º¤(µ) on K
instead of the function º(µ), we can de¯ne an algorithm in the similar manner as above.
For an algebraic number µ, we mean by Áµ 2 Q[x] the monic minimal polynomial of µ.







if K = Q(µ);








is the di®erential coe±cient of Áµ(x) at x = µ . We
introduced the algorithm AJPA2, which is associated with º0. From the numerical
experiments in [18] we can expect that the resulting expansion of ® 2 XK by AJPA2
always becomes periodic for any real number ¯eld K with degQ(K) = s + 1 · 5. But,
it seems very likely that the algorithm will not work well if degQ(K) = 6.
x 4. Slow continued fraction algorithm
In this section we report some of the results announced in [7]. We de¯ne a trans-




1¡ x if x 2 I0;
2x¡ 1
x
if x 2 I1;
where I0 = [0;
1
2
] and I1 = ( 12 ; 1]. ² : [0; 1] ! f0; 1g is de¯ned by x 2 I²(x). The
algorithm (T; ²; [0; 1]) are considered by many authors (for example see [10]). (T; ²; [0; 1])
is related to the continued fraction algorithm. The transformation F on [0; 1] de¯nes
F (x) = 1x ¡ b 1xc. Let x = [0; k1; k2; : : :] be the regular continued fraction expansion
of x. Then, we see that T k1+k2(x) = F 2(x). Therefore, (T; ²; [0; 1]) is a kind of slow
continued fraction algorithm. (T; ²; [0; 1]) is also related to Farey partitions. Let L
be a real quadratic number ¯eld. We can also de¯ne the algorithm (T; ²; [0; 1] \ L).
Then, every element in [0; 1] \ L is eventually periodic. In [7] we extend the algorithm
(T; ²; [0; 1]\L) to certain multidimensional algorithms. Let K be a real cubic ¯eld. Let
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¢K = f(x; y) 2 K2j1; x; y are lineally independent over Q , 0 < x; y and x + y < 1 g.
We put
Ind = f(i; j)j i; j 2 f0; 1; 2g; i 6= jg:
We denote by ¢ and 4(i; j) for (i; j) 2 Ind the regions
¢ := f(x; y) 2 R2jx; y ¸ 0; x+ y · 1g;
4(1; 2) := f(x; y) 2 ¢jx ¸ yg;
4(2; 1) := f(x; y) 2 ¢jx · yg;
4(0; 1) := f(x; y) 2 ¢j2x+ y ¡ 1 · 0g;
4(1; 0) := f(x; y) 2 ¢j2x+ y ¡ 1 ¸ 0g;
4(0; 2) := f(x; y) 2 ¢jx+ 2y ¡ 1 · 0g;
4(2; 0) := f(x; y) 2 ¢jx+ 2y ¡ 1 ¸ 0g:







(0; 0) (1; 0)
(0; 1)
( 12 ; 0)
4(0; 1)
4(1; 0)
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We de¯ne the value v(®; ¯; i; j) for r 2 R+, (®; ¯) 2 ¢K and i; j 2 f0; 1; 2g with
i 6= j as follows:
v(®; ¯; i; j) :=
8>>>>>>>>>>>>><>>>>>>>>>>>>>:
j®5=2¯5=2j
jN(®)N(¯)j ; if fi; jg = f1; 2g;
j®5=2(1¡ ®¡ ¯)5=2j
jN(®)N(1¡ ®¡ ¯)j ; if fi; jg = f0; 1g;
j¯5=2(1¡ ®¡ ¯)5=2j
jN(¯)N(1¡ ®¡ ¯)j ; if fi; jg = f0; 2g:
We remark that the element (i0; j0) 2 Ind is uniquely determined by an equality
v(®; ¯; i0; j0) = maxfv(®; ¯; i; j)g. We de¯ne ²K(®; ¯) for (®; ¯) 2 ¢K by
²K(®; ¯) :=
8>>>>>>>><>>>>>>>>:
(1; 2); if fi0; j0g = f1; 2g and (®; ¯) 2 4(1; 2);
(2; 1); if fi0; j0g = f1; 2g and (®; ¯) 2 4(2; 1);
(1; 0); if fi0; j0g = f0; 1g and (®; ¯) 2 4(1; 0);
(0; 1); if fi0; j0g = f0; 1g and (®; ¯) 2 4(0; 1);
(2; 0); if fi0; j0g = f0; 2g and (®; ¯) 2 4(2; 0);
(0; 2); if fi0; j0g = f0; 2g and (®; ¯) 2 4(0; 2):
Notice that ²K(®; ¯) is well-de¯ned since 1; ®; ¯ is linearly independent over Q. We
de¯ne a transformation TK on ¢K by
TK(®; ¯) := Ti0j0(®; ¯); if ²K(®; ¯) = (i0; j0):
Thus, we have seen that an algorithm (¢K ; TK ; ²K) can be de¯ned.
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Conjecture 4.1 ( [7]). Every element in ¢K is eventually periodic by the algo-
rithm (TK ; ²K ;¢K) for every real cubic ¯eld K.
The algorithm (T; ²; [0; 1]) has connection with substitutions on Sturmian sequences.
We de¯ne the substitution Ái(i = 0; 1) by
Á0 :
8<:0! 01! 01; Á1 :
8<:0! 011! 1:
For x 2 [0; 1], S(x) is de¯ned to be an in¯nite word s1s2 : : : sn : : :, where sn = bnxc ¡
b(n¡ 1)xc. The word S(x) is referred to as a homogeneous Sturmian sequence.
The following theorem is given by many authors (for example see [10]).
Theorem 4.2. For x 2 [0; 1], Á²(x)(S(T (x))) = S(x) holds.
Theorem 4.2 is naturally extended to Theorem 4.3 using the algorithm (T2; ²2;¢)
and stepped surfaces introduced in [8] and [1].
For ¹x 2 Z3, i = 0; 1; 2, we mean by (¹x; i¤) a unit square de¯ned by
(¹x; i¤) := f¹x+ t¹ej + u¹ek jt; u 2 [0; 1] ; fi; j; kg = f0; 1; 2gg
where ¹ei (i = 0; 1; 2) is the canonical basis of R3.
³
¹0; 0¤






















¹x 2 Z3; i 2 f0; 1; 2g ;m¹x;i 2 Z
o
:
Some aspects of multidimensional continued fraction algorithms 471
Let ¹® = t
¡
®(0); ®(1); ®(2)
¢ 2 R3>0 and ®(0); ®(1); ®(2) be linearly independent over




¹x 2 R3 j h¹®; ¹xi = 0ª




f(¹x; i¤) j h¹®; ¹xi ¸ 0; h¹®; (¹x¡ ¹ei)i < 0g
Let ¾ be a substitution over f0; 1; 2g and M¾ be its incidence matrix of ¾. We
suppose that ¾ is unimodular, i.e., detM¾ = §1.
The dual substitution £¾ of ¾, which is an endomorphism on G introduced in [1],
can be de¯ned by















for i = 0; 1; 2, where f (w) := t (jwj0 ; jwj1 ; jwj2) ( jwji is the number of occurrences of
a symbol i appearing in a ¯nite word w 2 f0; 1; 2g¤ ), and P (resp. S) means that the
pre¯x (resp. su±x) of i of ¾ (j) = PiS respectively.

































Then, in view of (4.1), we have the dual substitutions £² on G of ¾², which are



































































































































+ (¹e1 ¡ ¹e2; 1¤)
:
Theorem 4.3 ( [7]). Let (x; y) 2 ¢K . Let (u; v) = TK(x; y). Then, £²K(x;y)
gives a bijection from S(u;v;1¡u¡v) to S(x;y;1¡x¡y) for every real cubic ¯eld K.
We remark that multidimensional continued fraction algorithms and substitutions
on stepped surfaces are considered in [6], [8], [9], [3] and [5].
x 5. Formal power series
Let k be a ¯eld. Throughout the paper, t denotes an indeterminate. For 0 6= ® =Pm
i=¡1 bit
i 2 k((t¡1)) with bm 6= 0 we de¯ne j®j and b®c by





i (b®c := 0 for m < 0):
One can consider an algorithm of simple continued fraction expansion in k((t¡1)) as
well as in R (see, for example [2], [13]). For ® 2 k((t¡1)) we set
®0 = ®; a0 = b®0c;
®i+1 =
1
®i ¡ ai ; ai+1 = b®i+1c:
Then, we get







= [a0; a1; a2; ¢ ¢ ¢ ] (® 2 k((t¡1)) n k(t); an 2 k[t]):
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If there existm;n 2 Z¸0 withm 6= n and ² 2 k such that ®m = ²®n, we call ® 2 k((t¡1))
pseudoperiodic. W. M. Schmidt gave the following criterion whether ® 2 k((t¡1)) is
pseudoperiodic or not:
Theorem 5.1 (Schmidt [13]). Suppose char k 6= 2. Suppose ® is quadratic over
k(t) and satis¯es
A®2 +B®+ C = 0
where A;B;C are relatively prime. The discriminant of this equation is D = B2¡4AC.
Then ® has a pseudoperiodic continued fraction if and only if the relation
Y 2 ¡DZ2 2 k£
has a nontrivial solution, i.e., a solution Y;Z 2 k[t] with Z 6= 0.
As a consequence of the theorem, Schmidt showed that for a ¯eld k of characteristic
0 there are quadratic elements in k((t¡1)) whose continued fraction is not pseudoperi-
odic. The same is true when char k = p( 6= 0) and k is transcendental over Fp. In [17]
we investigated what continued fraction expansions quadratic elements in k((t¡1)) have.
We introduced there a new class C of continued fractions which contains the pseudope-
riodic continued fractions and we gave a conjecture which says that if an element ® of
k((t¡1)) is quadratic over Q(t) then ® belongs to the new class C. We gave some exam-
ples which support our conjecture. The following Theorem 5.2 is one of these examples.
We remark that the following element ¾ 2 Q((t¡1)) in the theorem is quadratic over
Q(t) and its continued fraction expansion 2 C is not pseudoperiodic.
Theorem 5.2 ( [17]). Let ¾ = ¾(t) be the element in Q((t¡1)) satisfying
¾2 ¡ (t2 + 1) = 0(5.1)
such that the coe±cient of t in ¾ is 1. Let t3¾ = [A0;A1; A2; : : :] be the simple continued
fraction expansion of t3¾. Let ¿n = [0;An; An+1; : : :] (n 2 Z¸0).
1. Then,






for n ¸ 1
An =
°n+1((4n2 + 4n)t2 + 2n2 + 2n+ 1)
8(n4 + 2n3 + n2)
;(5.2)
where f°jg1j=1 is de¯ned by as follows: °1 = ¡1 and for j ¸ 1
°j°j+1 = ¡64j4:(5.3)
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2.
¿n =
°n(8n2t3¾ ¡ 8n2t4 ¡ 4n2t2 + 1)
8(4n4 ¡ 4n3)t2 ¡ 8n2 :(5.4)
There are many multidimensional continued fraction algorithms on formal power
series (see [21]). But it seems to be di±cult to get Lagrange type theorems related to
continued fractions obtained by any known algorithms for elements in the ¯eld Q((t¡1)).
In [20] we consider AJPA in k((t¡1)) in the similar manner to number ¯elds on Q. In [20]
we give an example (®; ¯), where ®; ¯ 2 Q((t¡1)) are elements of a cubic ¯eld on Q(t)
and the expansion of (®; ¯) by AJPA is not eventually periodic, but we can describe the
expansion such as Theorem 5.2. In [20] we give some conjectures related to Lagrange
type theorem by AJPA.
References
[1] P. Arnoux, S. Ito; Pisot substitutions and Rauzy fractals. Journ¶ees Montoises
d'Informatique Th¶eorique (Marne-la-Vall¶ee, 2000). Bull. Belg. Math. Soc. Simon Stevin 8
(2001), no. 2, 181-207.
[2] E. Artin; Quadratische KÄorper im Gebiete der hÄoheren Kongruenzen I, II. Math. Z.
19(1924), 153-206, 207{246.
[3] V. Berth¶e, T.Fernique; Brun expansions of stepped surfaces. (English summary) Discrete
Math. 311 (2011), no. 7, 521543.
[4] L. Elsner, H. Hasse; Numerische Ergebnisse zum Jacobischen Kettenbruchalgorithmus in
rein-kubischen ZahlkÄorpern. (German) Math. Nachr. 34(1967),95-97.
[5] T. Fernique; Bidimensional Sturmian sequences and substitutions. Developments in lan-
guage theory, 236247, Lecture Notes in Comput. Sci., 3572, Springer, Berlin, 2005.
[6] T. Fujita, S. Ito, S. Ninomiya; Symbolic and geometrical characterizations of Kronecker
sequences by using the accelerated Brun algorithm, J. Math. Sci., Tokyo 7, No.2(2000),
163-193.
[7] M. Furukado, S. Ito, A. Saito, J. Tamura, S. Yasutomi; A new multidimensional slow
continued fraction algorithm and stepped surface, preprint.
[8] S. Ito, M. Ohtsuki; Modi¯ed Jacobi-Perron algorithm and generating Markov partitions
for special hyperbolic toral automorphisms. Tokyo J. Math. 16 (1993), no. 2, 441472.
[9] S. Ito, M. Ohtsuki; Parallelogram tilings and Jacobi-Perron algorithm. Tokyo J. Math. 17
(1994), no. 1, 33{58
[10] S. Ito, S. Yasutomi; On continued fraction, substitution and characteristic sequences [nx+
y]¡ [(n¡ 1)x+ y],Japan. J. Math.16 (1990), 287{306.
[11] E. M.Nikishin,V. N.Sorokin;Rational approximations and orthogonality. Translated from
the Russian by Ralph P. Boas. Translations of Mathematical Monographs, 92. American
Mathematical Society, Providence,(1991)
[12] E. V. Podsypanin; A generalization of continued fraction algorithm that is related to the
Viggo Brun algorithm (Russian), Studies in Number Theory (LOMI),4.,Zap. Naucn. Sem.
Leningrad. Otdel. Mat. Inst. Steklov ,67(1977), 184-194.
Some aspects of multidimensional continued fraction algorithms 475
[13] W. M. Schmidt; On continued fractions and Diophantine approximation in power series
¯elds, Acta Arith. 95 (2000), no. 2, 139{166.
[14] F. Schweiger; Multidimensional continued fractions. Oxford Science Publications. Oxford
University Press, Oxford, 2000.
[15] J. Tamura, S. Yasutomi; A new approach to higher dimensional continued fractions,
preprint.
[16] J. Tamura, S. Yasutomi; A new multidimensional continued fraction algorithm, Math.
Comp. 78 (2009), 2209-2222.
[17] J. Tamura, S. Yasutomi; Continued fractions for quadratic elements in formal power series,
Ramanujan J. 26(2011), no. 3, 399{405.
[18] J. Tamura, S. Yasutomi; A new algorithm of continued fractions related to real algebraic
number ¯elds of degree · 5, Integers 11B(2012), A16, 21pp.
[19] J. Tamura, S. Yasutomi; Algebraic Jacobi-Perron algorithm for biquadratic numbers. Dio-
phantine analysis and related ¯elds 2010, 139-149, AIP Conf. Proc., 1264, Amer. Inst.
Phys., Melville, NY, 2010.
[20] J. Tamura, S. Yasutomi; A new multidimensional continued fraction algorithm for cubic
algebraic functions in formal power series, preprint.
[21] Q. Wang, K. Wang, Z. Dai; On optimal simultaneous rational approximation to (!; !2)¿
with ! being some kind of cubic algebraic function, J. Approx. Theory 148 (2007), no. 2,
194{210.
