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We report effects of electron-electron (e-e) interaction on electron spin resonance (ESR) in perpen-
dicular magnetic field in two-dimensional (2D) systems with Bychkov-Rashba spin splitting induced
by spin-orbit interaction (SOI) and structural inversion asymmetry (SIA). Using the Hartree-Fock
approximation, we demonstrate that the SIA results in non-zero many-body corrections to the ESR
energy and the energy of spin wave excitations. We discover that the e-e interaction in 2D systems
with SIA not only can enhance the ESR energy but can also lead to the ESR energy reduction.
The magnitude of this effect exhibits remarkable features in a wide range of parameters relevant
to experiment: it is found to be rather sensitive to the sign of g-factor and the filling factor of
Landau levels ν. We derive analytical expressions for many-body corrections to ESR energy and
the dispersion of spin wave excitations for the case of ν ≤ 2. We have found out that e-e interaction
does not affect the ESR energy in the case of filling of the lowest Landau level (ν ≤ 1) in 2D systems
with positive g-factors even at arbitrarily large values of Bychkov-Rashba constant. The many-body
renormalization of ESR energy in the case of fractional Quantum Hall effect is also discussed.
PACS numbers: 73.21.Fg, 73.43.Lp, 73.61.Ey, 75.30.Ds, 75.70.Tj, 76.60.-k
I. INTRODUCTION
The investigation of the behavior of collective spin-
wave (SW) excitations in two-dimensional (2D) systems
can provide deep insights into the nature of its long-range
magnetic order1. According to Larmor theorem2, in 2D
systems with continuous rotational invariance in the spin
space the long-wavelength collective SW excitation oc-
curs exactly at the single-particle electron spin resonance
(ESR) energy. In other words, electron-electron (e-e) in-
teraction does not contribute in the ESR energy in such
systems.
The presence of SOI perturbs the spin invariance in
the system, as well as contributes in the various e-e
interaction-induced effects in 2D electron gas (2DEG) in
the integer3–11 and fractional12–17 Quantum Hall effect
(FQHE) regime. Controlling of the many-body effects
via SOI is interesting from the fundamental physics point
of view and is possibly useful for various device appli-
cations. This realization in semiconductor heterostruc-
tures through the Bychkov-Rashba (BR) spin splitting18,
which arises from structural inversion asymmetry (SIA)
in the presence of SOI, is of particular interest to spin-
tronics research, because SOI-strength can be tuned by
external gate voltages19–21 or via persistent photocon-
ductivity effect22–24.
The first theoretical evidence of the SOI-induced vio-
lation of the Larmor theorem in a 2DEG was reported by
Califano et al.12, who studied effect of BR term, being
linear in quasimomentum18, on many-body corrections to
the ESR energy in the FQHE regime. Recently, we have
provided a first theoretical evidence of the Larmor the-
orem violation in symmetric narrow-gap quantum wells
(QWs)10,17. We have shown that the ESR energy is sig-
nificantly enhanced by e-e interaction due to both SOI
and the mixing of Γ6 band with the bands Γ7 and Γ8.
To describe the single-electron states in such narrow-gap
QWs, the 8×8 k·p Hamiltonian was used.
Our latest paper11 is devoted to many-body renormal-
ization of the ESR energy and spin-wave excitations in
symmetric and asymmetric QW based on narrow-gap
materials. Since the inclusion of any asymmetric elec-
tric field in the 8-band k·p Hamiltonian automatically
leads to the effect of BR spin splitting in 2D system25,26,
we can, by comparing the calculations for the symmetric
and asymmetric QW, evaluate the BR effect on many-
body renormalization of the ESR energy in a narrow-
gap QW. Note that by using 8-band k·p Hamiltonian
for single-electron states, we directly took into account
the strong mixing between the conduction (Γ6) and va-
lence (Γ7 and Γ8) bands, which plays a principal role in
many-body effects4–6,9–11,17,27 and results in the subband
nonparabolicity in narrow-gap QWs. The nonparabol-
icity, in its turn, leads not only to the energy depen-
dence of the effective mass28,29, as measured in the cy-
clotron resonance experiments30–32, but to a nonlinear
dependence of BR spin splitting on quasimomentum as
well25,26. The results reported in Ref. 11 demonstrate
that BR spin splitting in asymmetric narrow-gap QWs
leads to additional enhancement of many-particle ESR
energy as compared with the many-particle values in the
symmetric QWs.
In many semiconductor 2D systems one may neglect
the subband nonparabolicity and describe the energy
spectrum by using just a ’single-band’ approximation.
Within this model the electron mass and g-factor are as-
sumed independent of energy and SOI in the presence of
SIA is described by an additional BR term18, which is
linear in quasimomentum. This work is devoted to stud-
ies of the e-e interaction effects in ESR in 2DEG with BR
spin splitting, placed in a perpendicular magnetic field,
and to calculation of the SW dispersions in such system
2in the absence of nonparabolicity and disorder.
Surprisingly, we discover that the e-e interaction in
2D systems with SIA can not only enhance the ESR en-
ergy, as predicted for narrow-gap QWs11, but can also
can lead to the ESR energy reduction. The magnitude
of this effect is found to be rather sensitive to the sign
of g-factor and the filling factor of Landau levels (LLs).
Moreover, e-e interaction does not affect the ESR en-
ergy in 2D systems with positive g-factors in the case of
the lowest LL filling even at arbitrarily large values of BR
constant. In particular, it allows one to obtain the single-
particle g-factor values from ESR measurements in such
2D systems. It could also be important for new classes
of 2D systems, based on the chemical elements with high
atomic numbers, such as Te- or I-terminated surfaces of
BiTeI, BiTeCl or BiTeBr33,34, in which the BR constant
reaches values as high as 4-5 eV·A˚.
The paper is organized as follows. The general theory
based on the Hartree-Fock approximation (HFA) for cal-
culation of SW excitations and ’many-particle’ ESR ener-
gies in 2DEG systems with SIA is given in Section II. To
demonstrate the theoretical results obtained, we perform
calculations with the parameters, relevant for 2D systems
based on GaAs/AlGaAs because the sign of electron g-
factor in such 2D systems can be varied35,36. We under-
stand that in addition to the SOI-induced term caused
by SIA, the term related with Bulk Inversion Asymme-
try (BIA)37 in the Hamiltonian of such 2D systems does
also exist. Moreover, the SIA and BIA terms could be
comparable in magnitude38–40. Since our aim is to study
the many-body renormalization of ESR energy that is re-
lated with SIA, we do not include the BIA term in the
consideration. Calculations of the ESR energies and the
SW dispersions for different values of electron g-factor
values are performed in Section III. The main results of
this work are summarized in Section IV.
II. THEORETICAL FORMALISM
We consider a 2DEG at zero temperature in the plane
(x, y) placed in a perpendicular magnetic field in the
presence of BR SOI-induced term18 and in the absence
of disorder. For simplicity, the electron motion along the
z direction is neglected, and, thus we consider a purely
2D system with a zero width along the z axis.
A. Single-electron picture
In the simplest form of ’single-band’ approximation a
Hamiltonian for single-electron states is of the form:
H(1e) =
~
2
(
k2x + k
2
y
)
2m∗
+
1
2
g∗µBBσz + α (kyσx − kxσy)
(1)
where B is the magnetic field strength, m∗ is the effec-
tive electron mass, g∗ is effective g-factor, µB > 0 is the
Bohr magneton, σx, σy, σz are the Pauli matrices, α is a
Bychkov-Rashba constant and
kx = −i ∂
∂x
+
e
~c
Ax,
ky = −i ∂
∂y
+
e
~c
Ay, (2)
where e > 0 is the elementary charge, A is the magnetic
vector potential.
To calculate the LL energies and wave functions of
single-electron states, it is convenient to introduce the
LL ladder operators as follows4:
b+ =
aB√
2
(kx + iky),
b =
aB√
2
(kx − iky),
bb+ − b+b = 1,
where aB =
√
~c/eB is the magnetic length. As a result,
H(1e) can be written in the following form:
H(1e) = ~ωc
(
b+b+ 1/2
)
+
1
2
g∗µBBσz + iα˜
(
0 b
−b+ 0
)
.
(3)
Here ~ωc = eB/m
∗c and α˜ =
√
2α/aB.
By using the Landau gauge for the magnetic vector
potential A = (0, Bx, 0), we can write the single-electron
wave functions of H(1e) as
Ψn,k(x, y) = An
(|n− 1, k〉
0
)
+Bn
(
0
|n, k〉
)
, (4)
where n is the LL index, k is the parameter for the de-
generate states within the same LL in the Landau gauge
and |n, k〉 are the normalized harmonic oscillator func-
tions defined as
|n, k〉 =


0, n < 0,
exp (iky)√
2nn!
√
πaBL
Hn
(
x˜
aB
)
exp
(−x˜2
2a2B
)
, n ≥ 0,
x˜ = x− ka2B. (5)
Here L is the sample size along the y axis, Hn(x) are the
Hermitian polynomials with number n.
The eigenvalues of H(1e) at n > 0 have two branches:
E(a)n = ~ωcn+
√
E20 + α˜
2n,
E(b)n = ~ωcn−
√
E20 + α˜
2n. (6)
The single-electron wave functions of Hamiltonian (3)
are readily represented in the following form:
Ψ
(a)
n,k = sinϕn
(
0
|n, k〉
)
+ i cosϕn
(|n− 1, k〉
0
)
, (7)
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FIG. 1: (Color online) Dimensionless Landau levels for single-electron states as functions of dimensionless parameter Y at (a)
A = 0.5 and (b) A = 1.5.
Ψ
(b)
n,k = sinϕn
(|n− 1, k〉
0
)
+ i cosϕn
(
0
|n, k〉
)
, (8)
where
sinϕn =
E0 +
√
E20 + α˜
2n√(
E0 +
√
E20 + α˜
2n
)2
+ α˜2n
,
cosϕn =
α˜
√
n√(
E0 +
√
E20 + α˜
2n
)2
+ α˜2n
. (9)
At n = 0 the Hamiltonian (3) has only one eigenvalue:
E0 =
1
2
(~ωc − g∗µBB) , (10)
that corresponds to the wave function of the form
Ψ0,k =
(
0
|0, k〉
)
. (11)
Using the model proposed by Pfeffer and
Zawadzki36,41, it can be shown that relation
|g∗|m∗ < 2m0, (12)
wherem0 is the free-electron mass, holds for the majority
of 2D systems based on various semiconductor materials.
It should be noted that condition (12) corresponds to
~ωc > |g∗|µBB. Further we will restrict our considera-
tion solely to such kind of 2D systems. Since, given con-
dition (12) is met, eigenvalue (10) and wave function (11)
can formally be derived from expressions (6) and (7), we
will conditionally relate the solution with n = 0 to the
spectral branch labeled by index a.
For further analysis it is convenient to introduce the
dimensionless LL energies as
E(a)n /~ωc = n+
1
2
√
A2 +
n
Y
,
E(b)n /~ωc = n−
1
2
√
A2 +
n
Y
. (13)
where
A = 1− g
∗m∗
2m0
,
Y = 4
(
~ωc
α˜
)2
. (14)
It is easily seen that relation (12) leads to condition 0 <
A < 2, with A ≥ 1 corresponding to g∗ ≤ 0.
The dimensionless energy levels for single-electron
states at A = 0.5 (g∗ > 0) and A = 1.5 (g∗ < 0) as func-
tions of dimensionless parameter Y are plotted in Fig. 1.
Red curves correspond to LLs E
(a)
n /~ωc, black curves to
the LL of the spectral branch described by E
(b)
n /~ωc. The
transitions between LLs (n, a) and (n+1, b), correspond-
ing to ESR are indicated by blue arrows.
In addition to ESR, transitions corresponding to cy-
clotron resonance ((n, a)→(n + 1, a) and (n, b)→(n +
1, b)) and combined resonance ((n, a)→(n + 2, b) and
(n, b)→(n, a)) could be excited in 2D systems by exter-
nal time-dependent magnetic or electric field. The ex-
citation mechanism of these transitions was discussed in
details by Rashba et al.42–44 In this paper we focus on
consideration the case of ESR only, therefore discussion
of others electron transitions will be omitted.
An interesting feature of a 2D system with the BR spin
splitting is the crossing of LLs from different branches
4-4 -3 -2 -1 0 1 2 3 40
5
10
15
20
25
30
IV
Y4(n)
<|g BB
III
II
Y3(n) Y2(n)
 
 
Y1(n)
Y
A
g>0g<0I
<|g BB
FIG. 2: (Color online) Diagram illustrating the regions of pa-
rameters corresponding to the varying number of ESR-related
transitions in a 2D system with BR spin splitting at fixed val-
ues of LL number n.
as Y changes with a varying B or α. One can easily
show that the values of dimensionless parameter Yk(n),
corresponding to the crossing of levels (n, a) and (n +
k, b), satisfy the expression
Yk(n) =
2n+ k +
√
4n(n+ k) +A2
k2 −A2 , (15)
It follows from Eq. (15) and condition Y ≥ 0 that LLs
(n, a) and (n + 1, b) cross only if A < 1, i.e., at g∗ >
0 . If this LL crossing occurs at the Fermi level, the
single-electron values of ESR energy vanish. We note
that condition Y = Y1(n) also gives rise to the divergency
of spin Hall conductance45.
Another important feature of a 2D system with BR
spin splitting is that for certain relations betweenm∗, g∗,
α and B it simultaneously has several transitions associ-
ated with ESR. The diagram in Fig. 2 illustrates the re-
gions of parameters corresponding to the varying number
of the ESR-related transitions. At Y3(n) < Y < Y2(n)
(region II in Fig. 2) for certain values of the LL filling
factor there arises, besides the transition between levels
(n, a) and (n+1, b), a transition between LLs (n+1, a)
and (n + 2, b), as well. Likewise, at Y4(n) < Y < Y3(n)
(region III in Fig. 2) as many as three ESR transitions
may arise simultaneously between following pairs of the
LLs: (n, a) and (n+1, b); (n+1, a) and (n+2, b); (n+2, a)
and (n + 3, b). If Yk+1(n) < Y < Yk(n), there is a pos-
sibility of k transitions arising between pairs: (n, a) and
(n+ 1, b); . . . (n+ k − 1, a) and (n+ k, b).
In weak magnetic fields that correspond to small values
of Y and large values of n the number of the ESR tran-
sitions k is also great. However, these transitions have
close energies46:
∆
(0)
ESR = limn→∞
∣∣∣E(a)n − E(b)n+1∣∣∣ ≈
≈
∣∣∣[(~ωc − g∗µBB)2 +∆2R]1/2 − ~ωc∣∣∣ , (16)
where the Fermi wave vector kF and BR spin splitting
∆R in a zero magnetic field are defined as
∆R = 2αkF ,
k2F ≈
2n
a2B
.
As mentioned above, we consider only the 2D sys-
tems in which the condition (12) is fulfilled, i.e., leads
to 0 < A < 2 (blue- and red-shaded areas). Besides, we
will further examine the case of rather strong magnetic
fields, Y > Y2(n), that in Fig. 2 corresponds to region I
in which the single ESR-related transition is possible at
fixed values of n.
B. Hartree-Fock approximation
The total Hamiltonian of the 2DEG with BR term in
the second quantized representation can be written as:
Hˆ = Hˆ0 + Hˆint,
Hˆ0 =
∫
d2~rΨˆ+(~r)Hˆ(1e)Ψˆ(~r),
Hˆint =
1
2
∫
d2~r1
∫
d2~r2Ψˆ
+(~r1)Ψˆ
+(~r2)V (|~r1 − ~r2|)×
×Ψˆ(~r2)Ψˆ(~r1), (17)
where ~r = (x, y) is a radius vector in 2DEG plane,
the term Hˆint describes the e-e interaction in 2DEG,
V (|~r1 − ~r2|) is the Coulomb potential, the upper sign
’+’ denotes the Hermitian conjugation. Here we have
introduced the field operators Ψˆ(~r) and Ψˆ+(~r), which
are defined by fermion creation and annihilation opera-
tors an,k,i, a
+
n,k,i and the single electron wave functions
Ψ
(a)
n,k (7) and Ψ
(b)
n,k (8):
Ψˆ(~r) =
∑
n,k,i
Ψ
(i)
n,k(~r)an,k,i,
Ψˆ+(~r) =
∑
n,k,i
(
Ψ
(i)
n,k(~r)
)+
a+n,k,i, (18)
where i = a or b.
Using the Fourier transform for the Coulomb potential,
V (|~r1 − ~r2|) =
∫
d2~q
(2π)2
D˜(q)ei~q(~r1−~r2), (19)
we can reduce the procedure of estimating the
Coulomb potential matrix elements via the wave func-
tions (7) and (8) to calculations of matrix elements
〈n1, k1|ei~q~r|n2, k2〉10,17.
5The Fourier components of the Coulomb potential
D˜(q) for 2DEG, in general, have the form:
D˜(q) =
2πe2
ǫq
F (q), (20)
where ǫ is a permittivity of 2D system and F (q) is geo-
metrical form factor47,48 taking into account the nonzero
thickness and electrostatic image force effects. As we
have neglected the electron motion along the z direction,
we should set F (q) = 1.
After some tedious calculations one arrives at the fol-
lowing expressions for Hˆ0 and Hˆint:
Hˆ0 =
∑
n,k,i
E(i)n a
+
n,k,ian,k,i,
Hˆint =
1
2
∑
n1...n4
∑
i1...i4
∑
k1,k2
∫
d2~q
(2π)2
V˜ (i1,i2,i3,i4)n1,n2,n3,n4(~q)×
×eiqx(k1−k2+qy)a2B×
×a+n1,k1,i1a+n2,k2,i2an3,k2−qy,i3an4,k1+qy,i4 , (21)
where the matrix elements V˜
(i1,i2,i3,i4)
n1,n2,n3,n4(~q) are defined as
V˜ (i1,i2,i3,i4)n1,n2,n3,n4(~q) = D˜(q)e
−q2a2B/2G˜(i1,i4)n1,n4 (~q)G˜
(i2,i3)
n2,n3 (−~q).
Here we have introduced G˜
(i1,i2)
n1,n2 (~q) as follows:
G˜(i1,i2)n1,n2 (~q) = L˜
(i1,i2)
n1,n2
(
q2a2B
2
)
×
×


[
(iqx + qy)aB√
2
]n1−n2
, n1 ≥ n2,[
(iqx − qy)aB√
2
]n2−n1
, n1 < n2.
(22)
In Eq. (22) L˜
(i1,i2)
n1,n2 (x), determined by wave functions (7)
and (8), is of the following form:
L˜
(a,a)
n,n′ (x) = sinϕn sinϕn′
√
n˜1!
n˜2!
Ln˜2−n˜1n˜1 (x) +
+ cosϕn cosϕn′
√
(n˜1 − 1)!
(n˜2 − 1)!L
n˜2−n˜1
n˜1−1
(x) ,
L˜
(b,b)
n,n′ (x) = sinϕn sinϕn′
√
(n˜1 − 1)!
(n˜2 − 1)!L
n˜2−n˜1
n˜1−1
(x) +
+ cosϕn cosϕn′
√
n˜1!
n˜2!
Ln˜2−n˜1n˜1 (x) ,
L˜
(a,b)
n,n′ (x) = i sinϕn cosϕn′
√
n˜1!
n˜2!
Ln˜2−n˜1n˜1 (x)−
−i cosϕn sinϕn′
√
(n˜1 − 1)!
(n˜2 − 1)!L
n˜2−n˜1
n˜1−1
(x) , (23)
for n > 0, n′ > 0, and
L˜
(a,a)
0,n′ (x) =
sinϕn′√
n′!
,
L˜
(a,b)
0,n′ (x) = i
cosϕn′√
n′!
(24)
for n = 0, n′ > 0. Here n˜1 =min(n, n
′), n˜2 =max(n, n
′)
and Lnm(x) are the associated Laguerre polynomials.
Note that L˜
(a,a)
0,0 (x) = 1 and L˜
(i1,i2)
n1,n2 (x) =
(
L˜
(i2,i1)
n2,n1 (x)
)∗
,
where the asterisk ’*’ denotes the complex conjugation.
Various collective excitations can be regarded as exci-
tation of magnetic excitons formed by an electron that is
excited onto an unfilled or partially filled LL (n, i), and
an effective hole appearing simultaneously at level (n′,
i′) abandoned by that electron49. To calculate the ener-
gies of such excitations it is convenient to use excitonic
representation10,11,50–53. Restricting our analysis to the
zero temperature, let us introduce the exciton creation
operator:
A+n,n′,i,i′(
~k) =
∑
p
eikx(p+ky/2)a
2
Ba+n,p,ian′,p+ky,i′ . (25)
that satisfies the following commutation relation:[
A+n1,n2,i1,i2(
~k1), A
+
n3,n4,i3,i4
(~k2)
]
= e−
i
2
a2B [
~k1×~k2]z×
×A+n1,n4,i1,i4(~k1 + ~k2)δn2,n3δi2,i3 − δn1,n4δi1,i4×
× e i2a2B [~k1×~k2]zA+n3,n2,i3,i2(~k1 + ~k2). (26)
The excitation energy Eex with respect to the energy of
the ground state |0〉 obeys the equation:
EexA
+
n,n′,i,i′(
~k)|0〉 =
(
E(i)n − E(i
′)
n′
)
A+n,n′,i,i′(
~k)|0〉+
+
[
Hˆint, A
+
n,n′,i,i′(
~k)
]
|0〉. (27)
To calculate the commutator in the right-hand side of
Eq. (27), involving six fermion operators, we have ex-
pressed Hˆint via A
+
n,n′,i,i′(
~k)|0〉 as
Hˆint =
1
2
∑
n1...n4
i1...i4
∫
d2~q
(2π)2
V˜ (i1,i2,i3,i4)n1,n2,n3,n4(~q)×
×A+n1,n4,i1,i4(~q)A+n2,n3,i2,i3(−~q)−
− 1
2
∑
n1,n2,n3
i1,i2,i3
∫
d2~q
(2π)2
V˜ (i1,i2,i2,i3)n1,n2,n2,n3(~q)A
+
n1,n3,i1,i3
(0), (28)
Now using the commutation relations (26) and follow-
ing the standard HFA rule
〈0|an1,k1,i1a+n2,k2,i2 |0〉 = ν(i1)n1 δn1,n2δp1,p2δi1,i2 , (29)
where ν
(i)
n is the filling factor for LL (n, i), we get the fol-
lowing expression for the commutator in the right-hand
part of Eq. (27):
6[
Hˆint, A
+
n,n′,i,i′(
~k)
]
|0〉 = −
∑
n2,i2
ν(i2)n2
(
E˜(i,i2,i,i2)n,n2,n,n2(0)−
−E˜(i′,i2,i′,i2)n′,n2,n′,n2(0)
)
A+n,n′,i,i′(
~k)|0〉−
−(ν(i)n − ν(i
′)
n′ )
∑
n1,n4
i1,i4
V˜
(i1,i
′,i,i4)
n1,n′,n,n4
(~k)
2πa2B
A+n1,n4,i1,i4(
~k)|0〉+
+(ν(i)n − ν(i
′)
n′ )
∑
n1,n2
i1,i2
E˜
(i′,i1,i,i2)
n′,n1,n,n2
(~k)A+n1,n2,i1,i2(
~k)|0〉 (30)
where
E˜(i1,i2,i3,i4)n1,n2,n3,n4(
~k) =
∫
d2~q
(2π)2
V˜ (i1,i2,i3,i4)n1,n2,n3,n4(~q)e
ia2B [~q×
~k]
z .
(31)
As was done in our previous paper11, of all the terms in
the expression for
[
Hˆint, A
+
n,n′,i,i′(
~k)
]
we retain just those
containing one creation- and one annihilation fermion
operator, multiplied by the operator for the number of
particles. This is fully equivalent to the ’mean-field’ ap-
proach developed by Kallin and Halperin49. Eq. (30)
formally coincides with that obtained in Ref. 11. The
difference is hidden in the calculation of the matrix ele-
ments of e-e interaction. As clearly seen from Eq. (31),
the second and third terms provide the mixing of all pos-
sible excitation states in a 2D system.
Let us look into the details of the excitation induced by
an electron transition between LLs (n, a) and (n− 1, b),
whose energy in the long-wave limit corresponds to that
of ESR. In the absence of BR spin splitting (α = 0) this
excitation corresponds to spin wave excitation (or spin
exciton). Strictly speaking, spin is not a good quantum
number for classification of the excitations at α 6= 0. Nev-
ertheless, as in our previous work11, we will adhere to the
term ’spin wave’ for the excitation between LL (n, a) and
(n−1, b) in a 2D system with BR spin splitting, by anal-
ogy with the case α = 0. Note that electron transitions
between the LLs (n, i) and (n+ 1, i) corresponds to the
magnetoplasmon excitations, which energies at k = 0 are
measured in cyclotron resonance experiments.
As it is mentioned above, we restrict ourself by consid-
eration the case of rather strong magnetic fields, which
correspond to Y > Y2(n). We note that only single
ESR-related transition is possible in this case. It is
clear from Fig. 1 that in the vicinity of Y2(n) ESR en-
ergy is comparable with the energy of cyclotron reso-
nance transition of an electron from LL (n+ 1, b) to the
level (n + 2, b). Therefore, the excitations described by
operators A+n+2,n+1,b,b(
~k) and A+n,n+1,a,b(
~k) are mixed.
However, the zero-momentum excitations corresponding
to the cyclotron resonance and ESR do not interact
due to V˜
(b,b,a,b)
n+2,n+1,n,n+1(0) = 0 and E˜
(b,b,a,b)
n+1,n+2,n,n+1(0) =
0. Further, we neglect the mixing between excitations
A+n+2,n+1,b,b(
~k)|0〉 and A+n,n+1,a,b(~k)|0〉, which is valid for
k = 0 at any values of Y or for Y ≫ Y2(n) at non-zero
momentum values.
By taking into consideration the above arguments and
by using the polar coordinate system to calculate the
integral over the polar angle in the matrix elements (31),
one arrives at the expressions for SW excitation energy:
ESW (k) =
∣∣∣∣E(a)n − E(b)n+1 + e2ǫaB∆(e−e)SW (k)
∣∣∣∣ ,
∆
(e−e)
SW (k) =
(
ν
(b)
n+1 − ν(a)n
) kaB
2
e
−
k2a2B
2 F (k)
∣∣∣∣L˜(a,b)n,n+1
(
k2a2B
2
)∣∣∣∣
2
−
−
(
ν
(b)
n+1 − ν(a)n
) +∞∫
0
dxe
−
x2
2 F
(
x
aB
)
J0 (kaBx) L˜
(b,b)
n+1,n+1
(
x2
2
)
L˜(a,a)n,n
(
x2
2
)
−
−ν(a)n
+∞∫
0
dxe
−
x2
2 F
(
x
aB
){∣∣∣∣L˜(a,a)n,n
(
x2
2
)∣∣∣∣
2
− x
2
2
∣∣∣∣L˜(b,a)n+1,n
(
x2
2
)∣∣∣∣
2
}
−
−ν(b)n+1
+∞∫
0
dxe
−
x2
2 F
(
x
aB
){
x2
2
∣∣∣∣L˜(a,b)n,n+1
(
x2
2
)∣∣∣∣
2
−
∣∣∣∣L˜(b,b)n+1,n+1
(
x2
2
)∣∣∣∣
2
}
+ Σˆ(a)n − Σˆ(b)n+1 (32)
for Y ≤ Y1(n) if g∗ > 0 or for g∗ ≤ 0, and
ESW (k) =
∣∣∣∣E(b)n+1 − E(a)n + e2ǫaB∆(e−e)SW (k)
∣∣∣∣ ,
7∆
(e−e)
SW (k) =
(
ν(a)n − ν(b)n+1
) kaB
2
e
−
k2a2B
2 F (k)
∣∣∣∣L˜(a,b)n,n+1
(
k2a2B
2
)∣∣∣∣
2
−
−
(
ν(a)n − ν(b)n+1
) +∞∫
0
dxe
−
x2
2 F
(
x
aB
)
J0 (kaBx) L˜
(b,b)
n+1,n+1
(
x2
2
)
L˜(a,a)n,n
(
x2
2
)
−
−ν(a)n
+∞∫
0
dxe
−
x2
2 F
(
x
aB
){
x2
2
∣∣∣∣L˜(b,a)n+1,n
(
x2
2
)∣∣∣∣
2
−
∣∣∣∣L˜(a,a)n,n
(
x2
2
)∣∣∣∣
2
}
−
−ν(b)n+1
+∞∫
0
dxe
−
x2
2 F
(
x
aB
){∣∣∣∣L˜(b,b)n+1,n+1
(
x2
2
)∣∣∣∣
2
− x
2
2
∣∣∣∣L˜(a,b)n,n+1
(
x2
2
)∣∣∣∣
2
}
+ Σˆ
(b)
n+1 − Σˆ(a)n (33)
for Y > Y1(n) if g
∗ > 0.
In Eqs. (32) and (33), J0(x) is the zero-order Bessel function, Σˆ
(b)
n+1 and Σˆ
(a)
n are the exchange contributions of
completely occupied LLs to the energy of LL (n+1, b) and (n, a). We note that Σˆ
(b)
n+1 = 0 and Σˆ
(a)
n = 0 at n = 0. At
n > 0 they are defined as
Σˆ(a)n = −
n−1∑
n2=0
+∞∫
0
dxe
−
x2
2
(
x2
2
)|n−n2|
F
(
x
aB
){∣∣∣∣L˜(a,a)n,n2
(
x2
2
)∣∣∣∣
2
+
x2
2
∣∣∣∣L˜(a,b)n,n2+1
(
x2
2
)∣∣∣∣
2
}
,
Σˆ
(b)
n+1 = −
n−1∑
n2=0
+∞∫
0
dxe
−
x2
2
(
x2
2
)|n−n2|
F
(
x
aB
){∣∣∣∣L˜(b,b)n+1,n2+1
(
x2
2
)∣∣∣∣
2
+
x2
2
∣∣∣∣L˜(a,b)n2,n+1
(
x2
2
)∣∣∣∣
2
}
. (34)
Eqs (32), (33) and (34) have a general form and are
valid also in 2D systems with a nonzero thickness along
the z direction. It is seen that ∆
(e−e)
SW (k) is a finite quan-
tity at n→∞. Since this case corresponds to the limit of
weak magnetic fields at fixed values of the 2D electrons
concentration, e2/(ǫaB)∆
(e−e)
SW (k) → 0 at B → 0, which
implies that the ESR energy calculated within HFA tends
to zero with a decreasing magnetic field.
C. HFA in the case of n = 0
Now consider a 2D system with F (q) = 1, in which ex-
citation occurs between levels (0, a) and (1, b), i.e., when
the LL filling factor is ν ≤ 2. In this case the integrals
in Eqs. (32) and (33) can be calculated analytically. As
a result, the expression for ∆
(e−e)
SW (k) can be written as
∆
(e−e)
SW (k) =
∣∣∣ν(a)0 − ν(b)1 ∣∣∣∆(e−e)(k)+
+
∣∣∣ν(a)0 − ν(b)1 ∣∣∣∆(e−e)ab (k)± ν(b)1 ∆(e−e)b . (35)
Here ’+’ corresponds to the case E
(b)
1 > E
(a)
0 , i.e., for
g∗ > 0 and Y > Y1(0), while ’−’ matches the occasion
E
(a)
0 > E
(b)
1 , which takes place if g
∗ > 0 and Y ≤ Y1(0)
or if g∗ ≤ 0. The momentum-dependent contributions
∆(e−e)(k) and ∆
(e−e)
ab (k) are defined as
∆(e−e)(k) =
kaB
2
e−k
2a2B/2 cos2 ϕ1, (36)
∆
(e−e)
ab (k) = −
√
π
2
cos2 ϕ1
2
k2a2B
2
e−k
2a2B/4×
×
[
I0
(
k2a2B
4
)
− I1
(
k2a2B
4
)]
+
+
√
π
2
{
1− cos
2 ϕ1
2
}[
1− I0
(
k2a2B
4
)
e−k
2a2B/4
]
, (37)
where I0(x) and I1(x) are the modified zero- and first-
order Bessel functions. In Eq. (35) ∆
(e−e)
b does not de-
pend on momentum and is written as follows:
∆
(e−e)
b =
√
π
2
(
1− 3
4
cos2 ϕ1
)
cos2 ϕ1. (38)
At α→ 0 (cos2 ϕ1 → 0) Eq. (35) takes the form:
∆
(e−e)
SW (k) =
∣∣∣ν(a)0 − ν(b)1 ∣∣∣
√
π
2
[
1− J0
(
k2a2B
4
)
e−k
2a2B/4
]
,
which has previously been obtained within HFA in the
absence of BR term49,54,55.
8The many-body correction to ESR energy is defined
by nonvanishing terms at k = 0 in Eq. (35):
∆
(e−e)
SW (0) = ±ν(b)1 ∆(e−e)b . (39)
Eq. (39) being valid for any values of BR constant α
has some remarkable features. One can see that in 2D
systems with negative g-factor values (the case of ’−’) at
ν ≤ 2 the correction is negative, i.e., the e-e interaction
causes reduction of ESR energy.
In 2D systems with positive values of the electron g-
factor in strong magnetic fields such that Y > Y1(0) (the
case of ’+’) the filling factor increasing in the interval 1 <
ν ≤ 2 the correction is positive, i.e., the e-e interaction
leads to enhancement of the ESR energy.
At ν ≤ 1 the e-e interaction does not affect the ESR en-
ergy. Indeed, in these circumstances E
(b)
1 > E
(a)
0 , hence,
at thermodynamical equilibrium ν
(a)
1 = ν and ν
(b)
1 = 0.
The latter condition provides that many-body correction
to the ESR energy, ∆
(e−e)
SW (0), turns to zero at ν ≤ 1 even
at arbitrarily large values of BR constant. This results
from a specific structure of electron wave function (11)
in the lowest LL, which is the same as it is in the ab-
sence of BR SOI-induced term. Further, we show that
this remarkable behavior is not caused by HFA and also
holds in non-perturbative approach, used for the case of
FQHE.
D. ESR at ν < 1 beyond HFA
It is worth mentioning that HFA is a fairly good ap-
proximation for magnetoplasmon and spin-wave excita-
tion at integer LL filling factors27,49–51. At special (frac-
tional) filling factors the ground state of 2D system is
a highly correlated electron liquid (see, for example,
Ref. 56). The HFA, strictly speaking, does not take into
account the correlated nature of the ground state at frac-
tional LL filling factors. The electron correlations in the
ground state can be taken into account in the generalized
single-mode approximation (GSMA)2,17,52,57,58.
The energy of SW excitation within GSMA at ν < 1
has the form
ESW (~k) = E
(i)
n − E(i
′)
n′ +
e2
ǫaB
∆
(e−e)
SW (
~k) (40)
where the contribution of e-e interaction is determined
as follows:
e2
ǫaB
∆
(e−e)
SW (
~k) =
〈0|A+n′,n,i′,i(−~k)
[
Hint, A
+
n,n′,i,i′(
~k)
]
|0〉
〈0|A+n′,n,i′,i(−~k)A+n,n′,i,i′(~k)|0〉
(41)
In Eq. (40) we implicitly consider (n′, i′) as the
lowest LL. It can be shown that averaging of
〈0|A+n′,n′,i′,i′(−~q )A+n′,n′,i′,i′(~q )|0〉 over the ground state
is proportional to the density-density correlation function
calculated for the lowest LL58 that is, in its turn, also re-
lated to the pair distribution function g
(i′)
n′ (r) for the elec-
trons in LL (n′, i′) calculated for the ground state57,58:
〈0|A+n′,n′,i′,i′(−~q)A+n′,n′,i′,i′(~q)|0〉 = ν(i
′)
n′ Nφ
[
s
(i′)
n′ (~q )− 1
]
,
s
(i′)
n′ (~q )− 1 = h˜(i
′)
n′ (q) + 2πν
(i′)
n′ δ
2(~q ), (42)
where s
(i′)
n′ (~q ) is a static structure factor for the elec-
trons in the lowest LL, Nφ = L
2/2πa2B (where L × L
is a square of 2D system) and h˜
(i′)
n′ (q) is defined by the
Fourier component of g
(i′)
n′ (r):
h˜
(i′)
n′ (q) = ν
(i′)
n′
∫
d2~r
[
g
(i′)
n′ (r)− 1
]
e−i~q~r. (43)
In (43) g
(i′)
n′ (r) satisfies the normalization condition
ν
(i′)
n′
∫
d2~r
[
g
(i′)
n′ (r) − 1
]
= −1. Note also that the exact
equation 〈0|A+n′,n,i′,i(−~k)A+n,n′,i,i′(~k)|0〉 = ν(i
′)
n′ Nφ holds.
By using the commutation relations (26) for the exci-
ton creation operators and Eqs. (42), it is straightforward
to rewrite Eq. (41) in the form:
e2
ǫaB
∆
(e−e)
SW (
~k) =
∫
d2~q
(2π)2
V˜
(i,i′,i,i′)
n,n′,n,n′(~q)h˜
(i′)
n′ (|~k − ~q|)−
−
∫
d2~q
(2π)2
V˜
(i′,i′,i′,i′)
n′,n′,n′,n′(~q)h˜
(i′)
n′ (q) + ν
(i′)
n′
V˜
(i,i′,i,i′)
n,n′,n,n′(
~k)
2πa2B
+
+
∫
d2~q
(2π)2
V˜
(i′,i,i,i′)
n′,n,n,n′(~q)e
ia2B [~q×
~k]z h˜
(i′)
n′ (q) (44)
First we consider the many-body correction to ESR
energy in the case (n′, i′)=(0, a) and (n, i)=(1, b), i.e.,
at g∗ > 0 and Y > Y1(0). Under this condition Eq. (44)
is rewritten as
∆
(e−e)
SW (0) =
+∞∫
0
dxe−x
2/2h˜
(a)
0
(
x
aB
)
F
(
x
aB
)
×
×
{
x2
2
∣∣∣∣L˜(b,a)1,0
(
x2
2
)∣∣∣∣
2
−
∣∣∣∣L˜(a,a)0,0
(
x2
2
)∣∣∣∣
2
+ L˜
(b,b)
1,1
(
x2
2
)}
.
(45)
We note that since electron wave function for LL (0, a)
is unaffected by SOI, h˜
(a)
0 (q) can be calculated from the
parametrization of g
(a)
0 (r) proposed by Girvin
57,58 for the
Laughlin states (for LL filling factors ν
(a)
0 = 1/M , where
M is an odd integer) in the absence of SOI.
Taking into account Eqs. (23) and (24), it is easy to
verify that ∆
(e−e)
SW (0) in Eq. (45) is equal to zero. Thus,
we have shown that even beyond the HFA e-e interac-
tion does not affect the ESR energy in 2D systems with
positive g-factors at Y > Y1(0).
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FIG. 3: (Color online) ESR energy as a function of magnetic field calculated for a model 2D system at different values of the
g-factor: (a) -0.4, (b) 0.4, (c) -0.2, (d) 0.2, (e) 0.
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In the opposite case (n′, i′)=(1, b) and (n, i)=(0, a),
i.e., for E
(a)
0 > E
(b)
1 , Eq. (44) takes the form
∆
(e−e)
SW (0) =
+∞∫
0
dxe−x
2/2h˜
(b)
1
(
x
aB
)
F
(
x
aB
)
×
×
{
x2
2
∣∣∣∣L˜(b,a)1,0
(
x2
2
)∣∣∣∣
2
−
∣∣∣∣L˜(b,b)1,1
(
x2
2
)∣∣∣∣
2
+ L˜
(b,b)
1,1
(
x2
2
)}
.
(46)
Taking into account Eqs. (23) and (24), one arrives at
following form of ∆
(e−e)
SW (0):
∆
(e−e)
SW (0) =
+∞∫
0
dxe−x
2/2h˜
(b)
1
(
x
aB
)
F
(
x
aB
)
×
×x
2
2
cos2 ϕ1
(
2− x
2
2
cos2 ϕ1
)
(47)
The earlier HFA results (see Eq. (39)) can be obtained
by using Eq. (47) with h˜
(b)
1 (q) = −ν(b)1 . We note that at
ν
(b)
1 = 1 this HFA expression becomes a Fourier compo-
nent of the exact correlation function.
Analytical form for h˜
(b)
1 (q) at ν
(b)
1 < 1 in the presence
of SOI is unknown. However, the numerical many-body
calculations, performed by Califano et al.12 for negative
g-factor values, indicates that many-body correction to
ESR energy in the case of FQHE is positive, in contrast
to the HFA results ∆
(e−e)
SW (0) = −ν(b)1 ∆(e−e)b < 0.
III. RESULTS AND DISCUSSIONS
To illustrate our theoretical results obtained in Sec. II,
we consider a ’model’ 2D system with a zero thickness,
in which ǫ = 12.5, m∗ = 0.067m0, α = 0.005 eV·A˚ and
2DEG concentration is 4.0 · 1011 cm−2. The g-factor val-
ues are assumed to vary in the range from -0.4 to 0.4.
These parameters are typical for 2D systems based on
GaAs/AlGaAs21,59–62. Note that to describe the actual
2D systems one should take into account the nonzero-
thickness effect. However, the model 2D system is quite
sufficient for gaining a principle understanding of e-e in-
teraction effects in ESR.
A. Electron spin resonance
Figure 3 illustrates the ESR energy at different g-factor
values as a function of magnetic field in the model 2D sys-
tem. Black curve corresponds to the single-electron ESR
energy, while the red one is the ESR energy calculated
within HFA. Zeeman energy is marked by blue curve.
The dotted green curve is described by Eq. (16). The
black and green arrows indicate the magnetic field val-
ues corresponding to the even and odd LL filling factors
respectively.
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FIG. 4: (Color online) Oscillating behaviour of HFA correc-
tions as a function of magnetic field at different values of
g-factor.
As mentioned above, we restrict our consideration
to the range of magnetic fields corresponding to Y >
Y2(nF ), where nF is the number of the pair of spin-split
LLs crossing the Fermi level. At a fixed value of the
magnetic field, nF is found from the condition:
2πa2B
nF∑
n=0
(
ν(a)n + ν
(b)
n+1
)
= nS ,
where nS is the 2DEG concentration. For the assigned
parameters of the model 2D system and at nS = 4.0 ·1011
cm−2 the value of dimensionless parameter Y = Y2(nF )
was reached at nF = 51 and B ≈ 0.16 T.
As seen from Fig. 3, the behavior of the single-electron
ESR energy in a magnetic field is determined by the sign
of the 2D electrons g-factor. At g∗ ≤ 0, as the magnetic
field increases from zero, the single-electron ESR energy
smoothly drops, tending to the value of Zeeman splitting
in high magnetic fields. If the 2D electron g-factor is
positive, the single-electron ESR energy is a non-smooth
function of the magnetic field, exhibiting a ’V-shaped’
behavior in the vicinity of critical magnetic field Bcr,
where the single-electron ESR energy vanishes, its value
obeying the condition Y = Y1(nF ).
The ’jump’ features at the black curve at even-valued
filling factors appear due to the dependence of the single-
electron ESR energy on LL index n. As the magnetic
field increases, the Fermi level ’jumps’ from one pair of
spin-split LLs to the lower-lying pair having a different
value of spin splitting. This causes a sharp rise of the
spin splitting energy at the Fermi level, followed by an
abrupt change in the ESR energy. It should be noted
that the weak dependence of the LL spin splitting on LL
index n at ν < 6 provides that the single-electron ESR
11
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FIG. 5: (Color online) The energy of SW excitations ∆
(e−e)
SW
(k) (in units of e2/ǫaB) counted from single-electron ESR energies
in 2D system with BR spin splitting at odd-valued filling factors of the LLs (ν =1 and 3) for different values of g-factor and
BR constant: α = 0 eV·A˚ (black curve), 0.3 eV·A˚ (red curve), 0.5 eV·A˚ (blue curve). The insets show the energies of SW
excitation at small values of wave vector k calculated for BR spin splitting values α = 0 (black curve), 0.005 (red curve), 0.01
(blue curve) eV·A˚, which are relevant for 2D systems based on GaAs/AlGaAs21.
energy in the model system is reasonably well described
by Eq. (16) at any values of the g-factor.
Taking the e-e interaction into account leads to sub-
stantial renormalization of the ESR energy in the region
of magnetic fields, where the BR spin splitting has a no-
ticeable effect on single-electron ESR energy. The os-
cillatory behavior of many-body correction ∆
(e−e)
SW (0) in
a magnetic field is due to the oscillating difference in
the filling factors of the LLs involved in the ESR tran-
sition ν
(a)
nF − ν(b)nF+1. At zero temperature in the absence
of disorder in the 2D system, the densities of states at
LLs (nF , a) and (nF + 1, b) are the Dirac delta func-
tions. Therefore, they never overlap, which, in particular,
leads to existence of ∆
(e−e)
SW (0) oscillations even in an ar-
bitrarily weak magnetic field. Once the disorder is taken
into account, as is the case in the work by Antoniou and
MacDonald55, the oscillations of ν
(a)
nF − ν(b)nF+1 and ESR
energy are smeared out through overlapping of the den-
sity of states, which increases in weak magnetic fields.
We also note that the disorder in a 2D system with BR
splitting also causes a positive shift of the single-electron
ESR energy63.
Many-body correction to the ESR energy, ∆
(e−e)
SW (0),
strongly depends on a sign of the 2D electron g-factor.
At g∗ ≤ 0 the e-e interaction induces reduction of the
ESR energy at all values of the magnetic field. We
note that in 2D narrow-gap semiconductor systems with
BR spin splitting the g-factor also has a negative sign,
but the e-e interaction in them leads to enhancement
of the ESR energy due to additional effect of subband
nonparabolicity11.
With a positive g-factor the contribution of e-e inter-
action in the ESR energy can be both positive and neg-
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ative, depending on a magnetic field. In the region of
weak magnetic fields corresponding to B ≪ Bcr, the e-e
interaction reduces the ESR energy as compared with the
single-electron values. In high magnetic fields B ≫ Bcr
the ESR energy is reduced only in the vicinity of the odd-
valued LL filling factor. At other values of ν > 1 the e-e
interaction induces enhancement of the ESR energy.
In the vicinity of Bcr the ESR energy has a complex
behavior in the magnetic field. Figure 4 shows oscillat-
ing behaviour of the many-body corrections at different
g-factor values. The black curve corresponds to the HFA
correction calculated for g∗ = −0.4. The black and green
arrows in Fig. 4 indicate the magnetic field values corre-
sponding to the even and odd LL filling factors, respec-
tively. The red curve is the many-body-correction calcu-
lated for g∗ = 0.4. Note that in this case Bcr ≈ 0.55 T
(see Fig. 3b). It is clear from Fig. 4 that in the vicinity of
Bcr the many-body correction at a positive g-factor un-
dergoes an abrupt change from positive to negative value,
as the magnetic field decreases. Since in actual ESR ex-
periments the absolute value of the energy is measured,
competing values of the single-electron ESR energy and
many-body correction yield a complex oscillation picture,
which is observed in Figs 3b and 3d.
B. Spin-wave excitations
Figure 5 presents the spin-wave energies ∆
(e−e)
SW (k) (in
units of e2/ǫaB) in a 2D system with BR spin splitting
at odd-valued filling factors of the LLs (ν =1 and 3) for
different values of g-factor (g∗ = ±0.4) and BR constant.
The energy was counted from the single-electron values of
the ESR energy. Black, red and blue curves correspond
to the calculation results obtained at α = 0, 0.3, 0.5
eV·A˚, respectively.
As seen from Fig. 5, the BR spin splitting significantly
modifies the dispersion of SW excitations for large val-
ues of α. For example, the spin wave dispersions in the
vicinity of k = 0 at ν = 1 are determined by three terms:
∆
(e−e)
ab (k), quadratic in k, the linear term ∆
(e−e)(k) and
∆
(e−e)
b , which does not depend on the wave vector. The
∆(e−e)(k) and ∆
(e−e)
b related contributions to the SW
excitation energy increase with a rising α. However, the
contribution of ∆
(e−e)
ab (k) diminishes, which leads to dis-
tortion of the dispersion shape of the SW excitation.
In all cases of interest the spin-wave energy has a neg-
ative shift as compared with the values at α = 0. Note
that according to Eq. (35), the shift tends to zero in the
limit k → 0 for ν = 1 and g∗ > 0. It is clear that for
the same absolute values of g-factor and at a fixed BR
constant the spin-wave energies are shifted to a greater
extent at g∗ < 0 than is the case at positive g-factors.
Especially this is explicitly seen in the range of kaB ≪ 1.
We have considered the SW excitations at odd LL fill-
ing factors. As the LL filling factor deviates from the
values of ν = 1 and 3 in a 2D system with g∗ < 0, the
FIG. 6: (Color online) The energy of SW excitations
∆
(e−e)
SW
(k) (in units of e2/ǫaB) counted from single-electron
ESR energies in 2D system with g∗ = 0.4 at ν = 3.5 for dif-
ferent values of BR constant: α = 0 eV·A˚ (black curve), 0.3
eV·A˚ (red curve), 0.5 eV·A˚ (blue curve).
SW excitations are qualitatively described by the dis-
persion curves similar to those given in Fig. 5(a, c). In
2D systems with positive g-factor values the dispersion
curves of SW excitations are significantly modified by de-
viations from the odd-valued LL filling factor. As clearly
seen from Fig. 6, the dispersions have a positive shift at
small values of the wave vector. In the limit of infinitely
large wave vectors the shift is negative. With a growing
value of the LL filling factor, the BR spin splitting influ-
ence on the dispersion curves of SW excitations increases.
IV. CONCLUSIONS
We have studied a contribution of e-e interaction to
ESR energy and spin-wave excitations in perpendicular
magnetic field in 2D systems with Bychkov-Rashba spin
splitting. By using HFA, the many-body corrections to
the single-particle ESR energy are found to be nonzero.
We have found out that e-e interaction in 2D systems
with SIA can not only enhance the ESR energy, as it
has been predicted for narrow-gap QWs11, but also can
lead to the ESR energy reduction. We demonstrate that
many-body ESR energy is an oscillating function of the
magnetic field, which behavior is rather sensitive to the
sign of g-factor and the LL filling factor. In particular, we
have shown that e-e interaction does not affect the ESR
energy in the case of the lowest LL filling in 2D systems
with positive g-factors. We derive analytical expressions
for the case ν ≤ 2 and show that significant dependence
of the dispersion curve of SW excitation on BR constant
and g-factor values, especially for large values of α.
The results obtained indicate that e-e interaction in
any case should be taken into consideration in analyzing
of experiments on ESR in the regions of magnetic field,
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in which the BR constant α could be extracted from ex-
perimental data (cf. Ref. 64).
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