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1. Consider the second order delay differential equation 
x”(t) =f(t, x(t), x(t - d(t))), O,<t<T (1.1) 
where .4(t) is continuous and nonnegative on [0, T], together with the 
boundary conditions 
x(t) = q(t), if t<o 
x(T) = A. (1.2) 
Here v is continuous on [- c, 01, where - c = min{t - d(t) : 0 < t < T}. 
In recent years, several sufficient conditions have been found in order that 
the boundary value problem (BVP, for short) (l.l), (1.2) have a solution (see 
Kamenskii [5], Grimm and Schmitt [3, 41; and Schmitt [7]). Based on a 
theory of differential inequalities developed in [3, 41, Schmitt [8] has found 
comparison theorems for linear delay equations. It is this latter paper on 
which our considerations here are founded, i.e., using the results in [8], we 
are able to establish an existence uniqueness theorem which lends itself 
readily to numerical computation of a solution of (l.l), (1.2) via the 
shooting method and the contraction mapping principle just as Bailey and 
Shampine [l] have done for ordinary differential equations. 
The numerical procedure we have employed for computation is a modifica- 
tion of Euler’s method and therefore converges slowly; however, it is not the 
intent of this paper to provide efficient numerical methods for the solution 
of (l.l), (1.2) but rather to establish that (l.l), (1.2) may be solved numeric- 
ally, and to provide some examples. We point out that numerical procedures 
for such problems are, in general, difficult to obtain because of the introduc- 
tion of the delay term d(t) into the right side of the equation. Since such 
equations are important (El’sgol’ts [2], Norkin [6]), we feel that the study 
of numerical methods for (l.l), (1.2) deserves attention. 
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2. In this section, we state a simplified version of a result from [4] which 
is pertinent for the development to follow. 
Throughout the paper we shall assume that f(t, X, y) is real-valued and 
continuous on [0, T] x R2. 
DEFINITION. A function /3(t) E C[- c, T] n C2[0, T] is called an upper 
solution of (1 .l), (1.2) if 
B(t) a v(t), tgo 
tW”) 2 A (2.1) 
B”(t) Gf(4 B(t), BP - 4N)f O<t<T. 
A function a(t) E C[- c, T] n C2[0, T] is called a lower solution of (l.l), 
(1.2) if 
a(t) G dth t<o 
a(T) < A (2.2) 
a”(t) >f(t, +>, 4t - qt))), O<t<T. 
THEOREM 2.1. Assume that f(t, x, y) is nonincreasing in y for Jixed (t, x) 
and that there exists an upper solution j?(t) and a lower solution or(t) of (1 .l), 
(1.2) such that a(t) < /3(t), 0 < t < T. Then there exists a soktion x(t) of (1.1), 
(1.2) such that a(t) < x(t) </3(t), 0 < t < T. 
Proof. This is a special case of Theorem 9 of [4]. 
3, Along with the continuity off we shall require that the following 
conditions are satisfied. 
I. f  (t, x, y) is nonincreasing in y for fixed (t, x). 
II. There exist functions p(t), q(t), P(t) continuous on [0, T] with 
q(t) 2 0 such that 
- p(t) (x - 2) - 4(t) (Y - Y) < f  (6 x, Y> - f  (4 %T) G - p(t) (x - 5) 
if Z<x,y<y and tE[O,T]. 
III. The solution u(t) of the initial value problem (IVP) 
u”(t) + P(t) u(t) + q(t) u(t - d(t)) = 0 
uro, -c<tfO, u’(0 +) = 1 
is positive, u(t) > 0, on (0, T]. 
Under these assumptions, we have the following theorem. 
(3.1) 
(3.2) 
590 DE NEVER?? AND SCHMITT 
THEOREM 3.1. Assumptions I-III impZy that the BVP (l.l), (1.2) has a 
unique solution which may be computed by the shooting method. 
We prove Theorem 3.1 via the following set of lemmas. 
LEMMA 3.2. Under assumptions I-III, the IVP (1.1) with initial conditions 
x(t) = 9Jw, t<o 
x’(0 +) = s 
(3.3) 
has a unique solution. 
Proof. Assumption II implies that f satisfies a uniform Lipschitz condi- 
tion with respect to x and y, which in turn implies the existence and unique- 
ness of solutions of IVP’s. 
LEMMA 3.3. Under assumptions I-III, the BVP (l.l), (1.2) has at most one 
solution. 
Proof. Let x(t) and y(t) be two different solutions of (l.l), (1.2) and let 
x(t) = x(t) -y(t). By Lemma 3.2, ~‘(0 + ) # ~‘(0 +). Without loss, we 
may therefore assume that there exists tl , 0 < tl < T such that z(t) > 0, 
0 < t < tl and z(0) = z(t,) = 0. Furthermore, z(t) = 0, t < 0. By Assump- 
tion II, 
z”(t) + p(t) z(t) + q(t) x(t - d(t)) t 0, 0 < t < t1. (3.4) 
Since u(t) > 0, 0 < t < T, there exists Y > 0 large enough such that 
ru(t) > z(t), 0 < t < tl , and since (3.1) is linear and homogeneous, m(t) 
is again a solution of (3.1). 
Consider now the BVP 
u”(t) +p(t) u(t) + q(t) u(t - d(t)) = 0 
u(t) = 0, t<O (3.5) 
z&) = 0. 
Clearly, x(t) is a lower solution and m(t) is an upper solution of (3.5). We 
may, therefore, apply Theorem 2.1 (recall q(t) 3 0) to conclude that (3.5) 
has a solution y(t) such that 
z(t) <r(t) G ru(t>, 0 Q t < t1. 
But y(t) is a solution of (3.1) and hence y(t) must equal i%(t) for some r” > 0. 
This contradicts the fact that u(tl) > 0. 
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LEMMA 3.4. If  u(t) is the solution of the IVP (3.1), (3.2) and x(t, s) is the so- 
lution of theIVP (l.l), (3.3), furtherifer(t) is thesolution of U(t) + P(t) v(t)= 0, 
w(0) = 0, w’(0 +> = 1, then for a 3 s 
0 < (S - s) u(t) < x(t, S) - x(t, s) < (S - s) w(t) O<t<T. (3.6) 
Proof. The proof is similar to the proof of Lemma 3.3, although some- 
what longer. 




g(s) = s - M(x(T, s) - A). 
Then g(s) has a unique jixed point. 
Proof. Let s > s, then 
g(S) - g(s) = i - s - M(x(T, S) - x(T, s)). 
Using (3.6), we obtain 
I g(s) - &)I G Y I s - f I > 
where 
v(T) - u(T 
’ = u(T)+et(T) ’ 
Clearly, 0 < y < 1. Hence g is a contraction mapping and therefore has a 
unique fixed point, say s*. 
Note that x(T, s*) = A. This completes the proof of Theorem 3.1. 
4. In this section, we extend the main result of the previous section by 
weakening Condition II. We replace II by 
II’. There exist functions p(t), q(t) continuous on [0, T] with q(t) > 0 
such that 
- PW (x - Ji;) - !lw (Y - 9) G f  (G x9 r) - f  (c f> 9) 
if f <x,y <r and t~[0, T]. 
And we add 
IV. The IVP (l.l), (3.3) h as a unique solution which extends to [0, T]. 
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THEOREM 4.1. Assumptions I, II’, III, IV impZy that the BVP (l.l), (1.2) 
has a unique solution which may be computed by the shooting method. 
Proof. We observe that in proving Lemma 3.3 and the right side of (3.6), 
Assumption II’ rather than II was employed. Thus BVP (l.l), (1.2) has at 
most one solution, and, for B > s, the following estimate prevails: 
0 < (S - s) U(t) < x(t, f) - x(t, s), O<t,<T. (4.1) 
Let s be fixed and let H+ co, then (4.1) implies that X( T, 8) -+ co since 
u(T) > 0. Keeping B fixed and letting s + - co, we conclude that 
x( T, s) -+ - to. Assumption IV in turn implies that x(T, s) - A is a con- 
tinuous function of s which, by the above, must cover the real line. Hence 
there exists s* such that 
x(T, s*) = A. 
Several numerical criteria, such as the bisection method may now be 
employed, together with the shooting method to compute s*. 
5. In establishing Theorems 3.1 and 4.1, it was essential to have Assump- 
tion III, i.e., we had to assume that the solution u(t) of (3.1), (3.2) was positive, 
u(t) > 0, on (0, T]. In estimating the values of T for which this assumption 
is true, we, therefore, must have at hand criteria which allow us to estimate 
the location of the first positive zero of u(t), if it exists. The following results 
establish lower bounds on the first zero of u(t) in terms of the functions p(t) 
and q(t) independent of the delay d(t). 
THEOREM 5.1. Let u(t) be the solution of (3.1), (3.2) and Zet T be thejrst 
positiwe zero of u(t). Let z(t) be the solution of the IVP 
2” + (p(t) + 4(t)) s(r) = 0 
z(0) = 0, z’(0) = 1, (5.1) 
and let t,, be the first zero of z’(t) i.e., the jrst focal point of z(t)). Then to < T. 
Proof. We observe that for t < t,, , z’(t) > 0 and hence x(t) > z(t - d(t)), 
where we take a(t - d(t)) = 0 if t - d(t) < 0. Using an indirect argument 
similar to the one used in the proof of Lemma 3.3, we may establish the 
theorem. 
The previous theorem, although establishing a lower bound on the first 
positive zero of u(t), is not very suitable for computations, since, in general, 
the first focal point of z(t) is difficult to compute explicitly. The next result, 
however, is extremely suitable, although some a priori knowledge of the 
location of the first positive zero of u(t) is required. 
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Let us assume that all functions under consideration are continuous on 
[0, u], a > 0, and, as before, also assume that q(t) 3 0 on [0, u]. 
Let 
In case K < 0, one may easily show, by applying Theorem 2.1, or Theorem 
5.1 that u(t) cannot have a zero on (0, a]. We shall therefore assume that 
K > 0. 
THEOREM 5.2. Let T be the jirst positiwe zero of u(t) on [0, a]. Then 
T>:+ 
2 
2 dK M+N’ 
if N>O 
if N < 0. 
Proof. Since u(0) = 0 = u(T) and u(t) > 0 on (0, T), u’(t) has at least 
one zero for t > 0. Let c be the greatest lower bound of such zeros. Then the 
function u(t) is monotone increasing on [0, c], while to the left of 0 it is 
identically zero. Therefore, 0 < u(t - A(t)) < u(t), 0 < t < c and hence 
u”(t) + (p(t) + 4(t)) u(t) a u”(t) + PM u(t) + Q(t) 4 - 4)) = 0 
and also 
u”(t) + Ku(t) 3 0, O<ttc. 
It follows now from elementary differential inequalities that 
Let c’ be chosen such that u(c’) = max[,,,l u(t), then u’(c’) = 0 and hence 
4Q9/36/3-9 
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If c’ < t < T, then u(t - d(t)) < u(c’), and hence 
0 = u”(t) + p(t) u(t) + 4(t) u(t - 4)) d u”(t) + p(t) 44 + a@> NC’) 
< u”(t) + (N + AZ) z&z’), if N>O 
< u”(t) + iki%(c’) if N < 0. 




M’ if N < 0. 
This completes the proof of Theorem 5.2. We remark that Theorem 5.2 
contains a result of Norkin [6] as a special case. 
The following example illustrates that the lower bound on the first positive 
zero of u(t) may actually be attained. 
Consider the initial value problem 
u”(t) + u(t - d(t)) = 0 
u E 0, t d 0, u’(0 +> = 1. (5.2) 
Theorem 5.1 yields 42 as a lower bound on the first positive zero of u(t), 
whereas Theorem 5.2 yields the better lower bound of 42 + 1/z. 
We now construct a delay d(t) such that the solution u(t) of (5.1) will have 
its first positive zero at T = 9712 + d/2. 
Let 01 be a real number with 0 < a: < r. Let d(t) be defined by 





- 2 t2 + (cos a + a sin a) t 
( +sina(I -f) -acos01 ol<t. 
The first positive zero of which is at 
T = cot OL + 01 + V’cot” 01 + 2. 
Choosing 01 = 7~12, we see that the value T = 7r/2 + 1/z is actually 
attained. 
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6. In this section, we present a numerical example. 
Consider the equation 
x”(t) = - k sin x(t) - (t + 1) x(t - 1) + t, 
O<t<2 
x(t) = t - 4 , if t do, x(2) = - $ . 
(6-l) 
(6.2) 
In this case, u(t) and v(t) may be taken to be solutions of the following 
equations 
u”(t) + ; u(t) + 3u(t - 1) = 0 
u(t) = 0, t < 0, u’(0 +) = 1 
and 
7Y - v(t) = 0, v(0) = 0, n’(0) = 1. 
The computations are done with step size h = l/2”-‘, n < 12. The data 
obtained are presented in the following three tables. Table 1 presents the 
values computed for the solutions u and V, the constant y (see Lemma 3.5) 
and the value s* of the desired slope. Table 2 presents the computed values 
for the solution x computed at the points t = 0.5, 1.0, 1.5, and 2.0. Since 
the actual solution of (6.1), (6.2) cannot be computed explicitly, we present 
in Table 3 the absolute difference between successive values of the solution 
X, again at the points t = 0.5, 1.0, 1.5, and 2.0. 
TABLE 1 
n f4) %ca s* Y 
3 1.758026 2.930176 - 1.833794 .250 
4 1.604676 3.232591 -2.147837 .336 
5 1.516468 3.415939 - 2.327595 .385 
6 1.469561 3.517594 - 2.424256 .411 
I 1.445418 3.571225 - 2.474465 .424 
8 1.433176 3.598782 -2.500066 .430 
9 1.427012 3.612748 -2.512993 .434 
10 1.423920 3.619772 -2.519487 .435 
11 1.422372 3.623280 - 2.522739 .436 
12 1.421599 3.625008 - 2.524360 .437 
ACTUAL 3.6269 
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TABLE 2 
n %Kw %W) x*(1.5) x*cw 
3 - 1.321274 -1.685185 -1.525805 - .499854 
4 - 1.419449 - 1.854384 - 1.719174 - .499976 
5 - 1.477563 - 1.959744 - 1.833556 - .499997 
6 - 1.509482 -2.018854 - 1.896332 - .499999 
7 - 1.526255 -2.050220 - 1.929313 - .499999 
8 - 1.534860 -2.066385 -1.946231 - .499999 
9 - 1.539218 - 2.074590 - 1.954799 - .499999 
10 -1.541410 -2.078723 - 1.959110 - .499999 
11 - 1.542507 -2.080793 - 1.961269 - .499999 
12 - 1.543053 -2.081821 - 1.962343 -.5OOOOO 
TABLE 3 
n I x,+1 - ‘%I I (.5) I %+1 - xn I(l.0) I %a+1 - xvi I(l.5) I G&+1 - XII I(2.0) 
3 .098175 .169199 .193369 .000122 
4 .058114 .I05360 .114382 .000021 
5 .031919 .059110 .062776 .OOOOO2 
6 .016773 .031366 .032981 .oooooO 
7 .008605 .016165 .016918 .oooooO 
8 a04358 .008205 JO8568 .oooooO 
9 II02192 a04133 JO4301 .oooooO 
10 .001097 JO2070 XI02169 .oooooO 
11 .000546 .001028 .001074 .OOOOO1 
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