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Abstract
Let F be a field. In [Djokovic, Product of two involutions, Arch. Math. 18 (1967) 582–584] it was proved
that a matrix A ∈ Fn×n can be written as A = BC, for some involutions B,C ∈ Fn×n, if and only if A is
similar to A−1. In this paper we describe the possible eigenvalues of the matrices B and C.
As a consequence, in case charF /= 2, we describe the possible similarity classes of (P11 ⊕ P22)P−1,
when the nonsingular matrix P = [Pij ] ∈ Fn×n, i, j ∈ {1, 2} and P11 ∈ Fs×s , varies.
When F is an algebraically closed field and charF /= 2, we also describe the possible similarity classes
of [Aij ] ∈ Fn×n, i, j ∈ {1, 2}, when A11 and A22 are square zero matrices and A12 and A21 vary.
© 2008 Elsevier Inc. All rights reserved.
AMS classification: 15A09; 15A18; 15A23
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1. Introduction
Let F be an arbitrary field. A matrix B ∈ Fn×n is said to be an involution if B2 = In.
In [2], Djokovic proved that a nonsingular matrix A ∈ Fn×n can be written as A = BC, for
some involutions B,C ∈ Fn×n, if and only if A is similar to A−1. In this paper we give necessary
and sufficient conditions for a matrix A to be written as A = BC, where B and C are involutions
 This work was done within the activities of Centro de Estruturas Lineares e Combinatórias da Universidade de
Lisboa.
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with prescribed eigenvalues. Since, when charF = 2, all the eigenvalues of an involution are 1,
we assume that charF /= 2.
It is not hard to see that, when charF /= 2, B ∈ Fn×n is an involution if and only if B is similar
to Is ⊕ (−It ), for some nonnegative integers s, t such that s + t = n. Thus, if B is an involution
and charF /= 2, the similarity class of B is determined by the number of eigenvalues equal to 1
(or −1) of B.
The problem solved in this paper may be seen in the context of the general problem of describing
the matrices A ∈ Fn×n that can be written as a product A = BC, for some matrices B,C ∈ Fn×n
with some prescribed invariants for similarity. If B and C have prescribed similarity classes,
the problem is not solved in general. However, there are some results when other invariants for
similarity are prescribed for B and C; when B and C have prescribed eigenvalues the problem
was solved in [11,12]. When B and C have prescribed characteristic polynomials the problem was
solved in [4], when F = R. In this paper, we solve the problem when B and C are diagonalizable
and have eigenvalues ±1.
As a consequence of the result obtained, when charF /= 2, we characterize the possible simi-
larity classes of[
0 P12
P21 0
] [
P11 P12
P21 P22
]−1
,
P11 ∈ F s×s , when the nonsingular matrix P = [Pij ] ∈ Fn×n varies.
When F is an algebraically closed field and charF /= 2, we also describe the possible similarity
classes of[
0 A12
A21 0
]
,
when A12 ∈ F s×(n−s) and A21 ∈ F (n−s)×s vary.
Throughout the remainder of the paper we assume that charF /= 2. If B ∈ Fn×n is an involu-
tion, we denote the number of eigenvalues of B equal to 1 by i+(B). We denote the number of
eigenvalues of B equal to −1 by i−(B). We denote by iB the pair (i+(B), i−(B)). By (B) we
denote the integer i+(B) − i−(B). Clearly, (B) ∈ {−n, . . . , n}. Also, (B) = −(−B).
It follows from the well-known rational canonical form (see [5]) that, if A ∈ Fn×n, there is a
nonsingular Q ∈ Fn×n such that QAQ−1 has the form
(Jm1(−1) ⊕ · · · ⊕ Jmu(−1)) ⊕ (Jn1(1) ⊕ · · · ⊕ Jnv (1)) ⊕ (Jt1(0) ⊕ · · · ⊕ Jtw (0)) ⊕ A′,
where A′ ∈ Fq×q is such that 0,−1 and 1 are not eigenvalues of A′, m1, . . . , mu, n1, . . . , nv ,
t1, . . . , tw are positive integers, u, v,w, q  0, and
Jp(λ) =
⎡
⎢⎢⎢⎢⎣
λ 1 0
.
.
.
.
.
.
.
.
. 1
0 λ
⎤
⎥⎥⎥⎥⎦ ∈ F
p×p
is the Jordan block of sizep associated with the eigenvalueλ. The polynomials (x + 1)m1 , . . . , (x +
1)mu and (x − 1)n1 , . . . , (x − 1)nv are the elementary divisors of xIn − A of the form (x + 1)α
and (x − 1)β , respectively. The polynomials xt1 , . . . , xtw are the elementary divisors of xIn − A
of the form xγ (for details, see [5]). For simplicity, we will say that they are the elementary
divisors of A associated with the eigenvalues −1, 1 and 0, respectively.
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2. Main result
The following lemma is easy to prove.
Lemma 1. Let A ∈ Fn×n. Suppose that A = BC, for some involutions B,C ∈ Fn×n. Then
(i) A is similar to CB;
(ii) if B ′ is similar to B, then there are A′ and C′ similar to A and C, respectively, such that
A′ = B ′C′;
(iii) if A′ is similar to A, then there are involutions B ′ and C′ similar to B and C, respectively,
such that A′ = B ′C′.
Lemma 2. Suppose that charF /= 2. Let A ∈ Fn×n. If A = BC, for some involutions B,C ∈
Fn×n, then
|i+(B) − i−(C)|  w1
and
|i+(B) − i+(C)|  w2,
where w1and w2 are the number of elementary divisors of A associated with the eigenvalues 1
and −1, respectively.
Proof. Bearing in mind Lemma 1, suppose, without loss of generality, that B = Is ⊕ (−In−s),
where s = i+(B). Let
C =
[
C11 C12
C21 C22
]
,
C11 ∈ F s×s . Then
A = BC =
[
C11 C12
−C21 −C22
]
.
Since rank(A − In) = n − w1, then
rank
[
C11 − Is C12
]
 s − w1.
But
i−(C) = rank(C − In)  rank
[
C11 − Is C12
]
.
Thus, i−(C)  i+(B) − w1.
Since, by Lemma 1, A′ = (−C)(−B) is similar to A, i−(−B) = i+(B) and i+(−C) = i−(C),
a similar argument withA,B andC replaced byA′,−C and −B, respectively, shows that i+(B) 
i−(C) − w1.
Analogously, because−A = B(−C) it follows that i+(C)  i+(B) − w2 and i+(B)  i+(C) −
w2. 
Lemma 3. Suppose that charF /= 2. Let λ ∈ {−1, 1}. If Qλ ∈ Fn1×n2 is such that
Jn1(λ)QλJn2(λ) − Qλ = 0,
then there are upper triangular matrices T1, T2 ∈ Fmin{n1,n2}×min{n1,n2} such that the following
statements hold:
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(i) The matrices Qλ and QλJn2(λ) have the forms:
• Qλ =
[
T1
0
]
and QλJn2(λ) =
[
T2
0
]
, if n1 > n2;
• Qλ = [0 T1] and QλJn2(λ) = [0 T2], if n2 > n1;• Qλ = T1 and QλJn2(λ) = T2, if n1 = n2.
(ii) There exists a ∈ F such that the main diagonal ofT1 is (a,−a, a, . . .) and the main diagonal
of T2 is
• (a,−a, a, . . .), if λ = 1,
• (−a, a,−a, . . .), if λ = −1.
In particular,
• Tr(T1) = 0, if min{n1, n2} is even,
• Tr(T1) = a, if min{n1, n2} is odd.
Proof. Suppose that n1  n2. If n1 = n2 = 1 the result is trivial. Suppose that n1 > 1. Let Qλ =
[qij ] and A = Jn1(λ)QλJn2(λ) − Qλ = [aij ], with i = 1, . . . , n1, j = 1, . . . , n2. A calculation
shows that
an11 = 0,
an1j = λqn1,j−1, j = 2, . . . , n2,
ai1 = λqi+1,1, i = 1, . . . , n1 − 1,
aij = λqi,j−1 + qi+1,j−1 + λqi+1,j , i = 1, . . . , n1 − 1, j = 2, . . . , n2.
Suppose that A = 0. We will see that
qn1−k+i,i+1 = 0 (1)
for i = 0, . . . , min{k, n2 − 1} and k = 0, . . . , n1 − 2, which implies that Qλ has the form de-
scribed in i) for n1  n2. If n2 = 1 then i = 0 and
qn1−k,1 = λan1−k−1,1 = 0
for k = 0, . . . , n1 − 2. Suppose that n2 > 1. If k = 0, then i = 0 and
qn11 = λan12 = 0.
If n1 = 2 then k = 0 and the result holds. Suppose that n1 > 2. The proof follows by induction
on k. Suppose that (1) holds for i = 0, . . . , min{k, n2 − 1} and k = 0, . . . , k′, with k′ < n1 − 2.
We will see that
qn1−(k′+1)+i,i+1 = 0 (2)
for i = 0, . . . , min{k′ + 1, n2 − 1}. We now proceed by induction on i. Because
qn1−(k′+1),1 = λan1−(k′+1)−1,1 = 0,
(2) holds for i = 0. Suppose that (2) holds for i = 0, . . . , i′, with i′ < min{k′ + 1, n2 − 1}. We
have
an1−(k′+1)+i′,i′+2 = λqn1−(k′+1)+i′,i′+1 + qn1−k′+i′,i′+1 + λqn1−(k′+1)+i′+1,i′+2 = 0.
S. Furtado / Linear Algebra and its Applications 429 (2008) 1663–1678 1667
By the induction hypotheses, qn1−(k′+1)+i′,i′+1 = qn1−k′+i′,i′+1 = 0, which implies
qn1−(k′+1)+i′+1,i′+2 = 0. Therefore, (2) holds for i = i′ + 1. Thus, (1) holds for i = 0, . . . ,
min{k, n2 − 1} and k = 0, . . . , n1 − 2.
We have
ai−1,i = λqi−1,i−1 + qi,i−1 + λqii = 0.
i = 2, . . . , n2. Because of the form of Qλ, qi,i−1 = 0. Thus, qii = −qi−1,i−1, i = 2, . . . , n2.
The statements concerning the form of QλJn2(λ) follow easily from the form of Qλ by a
simple calculation. Thus (i) and (ii) hold when n1  n2.
The proof of (i) and (ii), when n2 > n1, follows with similar arguments. 
Lemma 4. Suppose that charF /= 2. Let λ ∈ {−1, 1}, Jλ = Jn1(λ) ⊕ · · · ⊕ Jnt (λ) and Qλ ∈
Fn×n, n = n1 + · · · + nt . Suppose that Qλ and QλJλ are involutions and JλQλJλ − Qλ = 0.
Then
(QλJλ) =
{
(Qλ) if λ = 1,
−(Qλ) if λ = −1 (3)
and
|(QλJλ)| = |(Qλ)|  k, (4)
where k = #{i ∈ {1, . . . , t} : ni is odd}.
Proof. Suppose that
JλQλJλ − Qλ = 0. (5)
By a possible simultaneous permutation similarity of Jλ and Qλ, assume, without loss of
generality, that
ns1 = · · · = ns2−1 < ns2 = · · · = ns3−1 < · · · < nsr = · · · = nsr+1−1,
where 1 = s1 < · · · < sr < sr+1 = t + 1. Let pi , i = 1, . . . , nt , be the smallest integer between
1 and r , inclusive, such that i  nspi . Note that either pi+1 = pi or pi+1 = pi + 1. Clearly,
pnt = r . For convenience, let pnt+1 = r + 1.
Let Qλ = [Qij ], with Qij ∈ Fni×nj , i, j = 1, . . . , t . Then, QλJλ = [QijJnj (λ)]. Since (5)
implies that
Jni (λ)QijJnj (λ) − Qij = 0,
i, j = 1, . . . , t , the blocks Qij and QijJnj (λ) have the forms described in Lemma 3, which imply
certain forms for Qλ and QλJλ. Taking into account these forms of Qλ and QλJλ, it is not hard
to see that Qλ and QλJλ are simultaneously permutation similar to matrices of the forms⎡
⎢⎣
B1 ∗
.
.
.
0 Bnt
⎤
⎥⎦ and
⎡
⎢⎣
B ′1 ∗
.
.
.
0 B ′nt
⎤
⎥⎦ ,
respectively, in which Bi, B ′i ∈ F ti×ti , with ti = #{j ∈ {1, . . . , t} : nj  i}, i = 1, . . . , nt , are the
principal submatrices of Qλ and QλJλ, respectively, determined by the rows n1 + · · · + nspi −1 +
i, n1 + · · · + nspi + i, . . . , n1 + · · · + nt−1 + i. Moreover, the blocks Bi and B ′i , i = 1, . . . , nt ,
have the forms
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⎡
⎢⎣
Kipi 0
.
.
.
∗ Kir
⎤
⎥⎦ and
⎡
⎢⎣
K ′ipi 0
.
.
.
∗ K ′ir
⎤
⎥⎦ ,
respectively, where Kij ,K ′ij ∈ F (sj+1−sj )×(sj+1−sj ), j = pi, . . . , r , are the principal submatrices
of Qλ and QλJλ, respectively, determined by the ith principal entries of the principal blocks
Qll and QllJnl (λ), respectively, with l = sj , . . . , sj+1 − 1. It follows from (ii) of Lemma 3 that
Kij = K ′ij if λ = 1 and Kij = −K ′ij if λ = −1.
Since Qλ is an involution, Q2λ = In, which implies that B2i = Iti . Thus, Bi is an involution,
i = 1, . . . , nt . A similar argument shows that each Kij is an involution. Thus, each K ′ij is an
involution. As
(Qλ) =
nt∑
i=1
r∑
j=pi
(Kij ) and (QλJλ) =
nt∑
i
r∑
j=pi
(K ′ij ),
condition (3) follows.
Because Kij ∈ F (sj+1−sj )×(sj+1−sj ) is an involution,
|(Kij )|  sj+1 − sj . (6)
As, by (ii) of Lemma 3, K2i,p2i +j = −K2i−1,p2i+j , then
(K2i−1,p2i +j ) + (K2i,p2i +j ) = 0
for j ∈ {0, . . . , r − p2i} and i such that 2  2i  nt . Therefore,
(Qλ) =
nt∑
i=1
r∑
j=pi
(Kij )
=
∑
i∈S
(K2i−1,p2i−1),
where S = {i : 1  2i − 1  nt and p2i−1 /= p2i}. Note that if nt is odd and 2i − 1 = nt, then
p2i−1 = r /= r + 1 = p2i . In general, the condition p2i−1 /= p2i holds if and only if nsp2i−1 =
2i − 1. Thus,
(Qλ) =
∑
i∈S
(K2i−1,p2i−1) =
∑
i∈{j∈{1,...,r}:nsj isodd}
(Knsi ,pnsi ).
As pnsi = i and taking into account (6), we have
|(Qλ)| 
∑
i∈{j∈{1,...,r}:nsj isodd}
(si+1 − si).
Since si+1 − si is the number of Jordan blocks of Jλ of size nsi , it follows that |(Qλ)|  k,
where k = #{i ∈ {1, . . . , t} : ni is odd}. Bearing in mind (3), it also follows that |(QλJλ)| =
|(Qλ)|  k. 
The next example illustrates the definitions of the pi’s and the si’s in the proof of Lemma 4 as
well as the forms of Qλ and QλJλ.
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Example. Let J = J2(−1) ⊕ J2(−1) ⊕ J3(−1) and Q ∈ F 7×7. Suppose that JQJ − Q = 0.
Using the same notation as in the proof of Lemma 4, we have 2 = n1 = n2 < n3 = 3, r = 2,
s1 = 1, s2 = 3, p1 = p2 = 1 and p3 = 2. Also,
Q =
⎡
⎣Q11 Q12 Q13Q21 Q22 Q23
Q31 Q32 Q33
⎤
⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
q1 ∗ q2 ∗ 0 q3 ∗
0 −q1 0 −q2 0 0 −q3
q4 ∗ q5 ∗ 0 q6 ∗
0 −q4 0 −q5 0 0 −q6
q7 ∗ q8 ∗ q9 ∗ ∗
0 −q7 0 −q8 0 −q9 ∗
0 0 0 0 0 0 q9
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
and
QJ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
−q1 ∗ −q2 ∗ 0 −q3 ∗
0 q1 0 q2 0 0 q3
−q4 ∗ −q5 ∗ 0 −q6 ∗
0 q4 0 q5 0 0 q6
−q7 ∗ −q8 ∗ −q9 ∗ ∗
0 q7 0 q8 0 q9 ∗
0 0 0 0 0 0 −q9
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
for some qi ∈ F , i = 1, . . . , 9. (The ∗’s denote unspecified entries.) Thus, the matrices Q and
QJ are simultaneously permutation similar to matrices of the form⎡
⎣B1 ∗ ∗0 B2 ∗
0 0 B3
⎤
⎦ and
⎡
⎣B
′
1 ∗ ∗
0 B ′2 ∗
0 0 B ′3
⎤
⎦ ,
respectively, with
B1 =
[
K11 0
∗ K12
]
=
⎡
⎣q1 q2 0q4 q5 0
∗ ∗ q9
⎤
⎦ , B ′1 =
[−K11 0
∗ −K12
]
B2 =
[
K21 0
∗ K22
]
=
⎡
⎣−q1 −q2 0−q4 −q5 0
∗ ∗ −q9
⎤
⎦ , B ′2 =
[−K21 0
∗ −K22
]
B3 = K32 = [q9], B ′3 = −K32.
We now give our main result.
Theorem 5. Suppose that charF /= 2. Let A ∈ Fn×n. There are involutions B,C ∈ Fn×n with
iB = (s, n − s) and iC = (r, n − r), 0  s, r  n, such that A = BC if and only if the following
conditions are satisfied:
(i) det(A) = (−1)s+r ,
(ii) A is similar to A−1,
(iii) |s + r − n|  k1,
(iv) |s − r|  k2,
where k1 and k2 are the number of elementary divisors of A of odd degree associated with
the eigenvalues 1 and −1, respectively.
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Proof. Necessity: Suppose that A = BC, where B and C are involutions, iB = (s, n − s) and
iC = (r, n − r). Since det(B) = (−1)n−s and det(C) = (−1)n−r then det(A) = (−1)2n−(s+r) =
(−1)s+r and (i) follows. Condition (ii) follows from [2]. Thus, there is a nonsingular matrix
P ∈ Fn×n such that PAP−1 = A1 ⊕ A2 ⊕ A3, where A1 ∈ F l1×l1 is a direct sum of Jordan
blocks associated with the eigenvalue 1, A2 ∈ F l2×l2 is a direct sum of Jordan blocks associated
with the eigenvalue −1, A3 ∈ F l3×l3 is similar to A−13 and 1 and −1 are not eigenvalues of A3
(note that some of the blocks Ai may not exist). Bearing in mind Lemma 1, assume, without
loss of generality, that A = A1 ⊕ A2 ⊕ A3. Since A = BC then C = BA. Thus, the following
conditions are equivalent:
C2 = In,
BABA = In,
BA − A−1B = 0,
BijAj − A−1i Bij = 0
for B = [Bij ], Bij ∈ F li×lj , i, j = 1, 2, 3. Since in an algebraically closed extension field of F ,
Aj and A−1i , i /= j , have no eigenvalues in common, it follows that Bij = 0 for i /= j . (The proof
of this statement is analogous to the proof of Theorem 4.4.6 in [3, p. 270] for complex matrices.)
Then B = B11 ⊕ B22 ⊕ B33 and C = B11A1 ⊕ B22A2 ⊕ B33A3. Since B and C are involutions,
it follows that B11, B22, B33, B11A1, B22A2 and B33A3 also are. We will show that
1
2
((BA) + (B)) ∈ {−k1, . . . , k1} (7)
and
1
2
((BA) − (B)) ∈ {−k2, . . . , k2}. (8)
Let C33 = B33A3. Then, A3 = B33C33. By Lemma 2 (taking w1 = w2 = 0),
i+(B33) = i−(B33) = i+(C33) = i−(C33).
Thus,
(B33A3) = (B33) = 0. (9)
As
BiiAi − A−1i Bii = 0,
i = 1, 2, then
AiBiiAi − Bii = 0.
From Lemma 4, it follows that
(B11A1) − (B11) = (B22A2) + (B22) = 0, (10)
1
2
((B11A1) + (B11)) ∈ {−k1, . . . , k1} (11)
and
1
2
((B22A2) − (B22)) ∈ {−k2, . . . , k2}. (12)
Then (7) and (8) follow from (9), (10), (11) and (12). Bearing in mind that (BA) = (C) =
r − (n − r) and (B) = s − (n − s), conditions (iii) and (iv) follow.
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Sufficiency: Suppose that conditions (i)–(iv) are satisfied. Bearing in mind Lemma 1, suppose,
without loss of generality, that A = A1 ⊕ A2 ⊕ A3, where
A1 = Jn1(1) ⊕ · · · ⊕ Jnp(1) ∈ F l1×l1 ,
A2 = Jm1(−1) ⊕ · · · ⊕ Jmq (−1) ∈ F l2×l2
and A3 ∈ F l3×l3 is similar to A−13 and 1 and −1 are not eigenvalues of A3 (some of the blocks
Ai may not exist). Without loss of generality, suppose that n1, . . . , nk1 and m1, . . . , mk2 are odd
numbers.
By [2], there are involutions B1i , C1i ∈ Fni×ni , i = 1, . . . , p, such that Jni (1) = B1iC1i . By
Lemma 2 (taking w1 = 1 and w2 = 0),
i+(B1i ) − 1  i−(C1i )  i+(B1i ) + 1 (13)
and
i+(B1i ) = i+(C1i ). (14)
For i ∈ {k1 + 1, . . . , p}, ni is even and (13) and (14) imply
i+(B1i ) = i−(B1i ) = i+(C1i ) = i−(C1i ) = ni/2.
For i ∈ {1, . . . , k1}, ni is odd and
i+(B1i ) = i+(C1i ) ∈
{
ni − 1
2
,
ni + 1
2
}
.
Thus, either
i+(B1i ) = i+(C1i ) = ni − 12 and i−(B1i ) = i−(C1i ) =
ni + 1
2
or
i+(B1i ) = i+(C1i ) = ni + 12 and i−(B1i ) = i−(C1i ) =
ni − 1
2
. (15)
Because B1iC1i = (−B1i )(−C1i ), suppose, without loss of generality, that (15) holds for i ∈
{1, . . . , k1}. Let
a = s + r − n + k1
2
.
Note that n − k1 and k2 have the same parity. On the other hand,
det(A) = det(A1) det(A2) det(A3) = (−1)k2 .
As, by (i), det(A) = (−1)s+r , then k2 and s + r have the same parity. Therefore, a is an integer.
Also, condition (iii) implies that 0  a  k1.
Let
B1 = B11 ⊕ · · · ⊕ B1a ⊕ (−B1,a+1) ⊕ · · · ⊕ (−B1k1) ⊕ B1,k1+1 ⊕ · · · ⊕ B1p
and
C1 = C11 ⊕ · · · ⊕ C1a ⊕ (−C1,a+1) ⊕ · · · ⊕ (−C1k1) ⊕ C1,k1+1 ⊕ · · · ⊕ C1p.
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Then A1 = B1C1 and
i+(B1) = i+(C1) =
a∑
i=1
ni + 1
2
+
k1∑
i=a+1
ni − 1
2
+
p∑
i=k1+1
ni
2
=
p∑
i=1
ni
2
+ 2a − k1
2
= l1 + s + r − n
2
.
By [2], there are involutions B2i , C2i ∈ Fmi×mi , i = 1, . . . , q, such that Jmi (−1) = B2iC2i . By
Lemma 2 (taking w1 = 0 and w2 = 1),
i+(B2i ) − 1  i+(C2i )  i+(B2i ) + 1 (16)
and
i−(C2i ) = i+(B2i ). (17)
For i ∈ {k2 + 1, . . . , q}, mi is even and (16) and (17) imply
i+(B2i ) = i−(B2i ) = i+(C2i ) = i−(C2i ) = mi/2.
For i ∈ {1, . . . , k2}, mi is odd and
i−(C2i ) = i+(B2i ) ∈
{
mi − 1
2
,
mi + 1
2
}
.
Thus, either
i−(B2i ) = i+(C2i ) = mi − 12 and i+(B2i ) = i−(C2i ) =
mi + 1
2
or
i−(B2i ) = i+(C2i ) = mi + 12 and i+(B2i ) = i−(C2i ) =
mi − 1
2
. (18)
Because, by Lemma 1,B2iC2i = C′2iB ′2i , for someC′2i andB ′2i similar toC2i andB2i , respectively,
suppose, that (18) holds.
Let
b = k2 + r − s
2
.
Because k2 and r − s have the same parity, b is an integer. Also, by (iv), 0  b  k2. Let
B2 = B21 ⊕ · · · ⊕ B2b ⊕ C′2,b+1 ⊕ · · · ⊕ C′2k2 ⊕ B2,k2+1 ⊕ · · · ⊕ B2q
and
C2 = C21 ⊕ · · · ⊕ C2b ⊕ B2,b+1 ⊕ · · · ⊕ B2k2 ⊕ C2,k2+1 ⊕ · · · ⊕ C2q,
whereC′2i = B2iC2iB2i , i = b + 1, . . . , k2. Note thatC′2i is similar toC2i andJmi (−1) = C′2iB2i .
Then A2 = B2C2,
i+(B2) =
b∑
i=1
mi − 1
2
+
k2∑
i=b+1
mi + 1
2
+
q∑
i=k2+1
mi
2
= l2
2
+ k2 − 2b
2
= l2 + s − r
2
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and
i+(C2) =
b∑
i=1
mi + 1
2
+
k2∑
i=b+1
mi − 1
2
+
q∑
i=k2+1
mi
2
= l2 + r − s
2
.
By [2], there are involutions B3, C3 ∈ F l3×l3 such that A3 = B3C3. It follows from Lemma 2
(taking w1 = w2 = 0) that
i+(B3) = i+(C3) = i−(B3) = i−(C3) = l3/2.
Then A = BC, with B = B1 ⊕ B2 ⊕ B3, C = C1 ⊕ C2 ⊕ C3,
i+(B) = l1 + s + r − n2 +
l2 + s − r
2
+ l3
2
= s
and
i+(C) = l1 + s + r − n2 +
l2 + r − s
2
+ l3
2
= r. 
The following result is an immediate consequence of Theorem 5.
Corollary 6. Suppose that charF /= 2. Let A ∈ Fn×n. There is an involution B ∈ Fn×n with
iB = (s, n − s), 0  s  n, such that A = BB ′, for some B ′ similar to B, if and only if the
following conditions are satisfied:
(i) det(A) = 1,
(ii) A is similar to A−1,
(iii) |2s − n|  k,
where k is the number of elementary divisors of A of odd degree associated with the eigen-
value 1.
3. Some applications
Theorem 7. Suppose that charF /= 2. Let C ∈ Fn×n. There is a nonsingular matrix
P =
[
P11 P12
P21 P22
]
∈ Fn×n
with P11 ∈ F s×s , such that[
0 P12
P21 0
]
P−1
is similar to C if and only if the following conditions are satisfied:
(i) det(In − 2C) = 1,
(ii) In − 2C and (In − 2C)−1 are similar,
(iii) |2s − n|  k,
where k is the number of elementary divisors of C of odd degree associated with the
eigenvalue 0.
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Proof. Necessity: Let
R =
[
0 P12
P21 0
]
P−1.
Suppose that R is similar to C. Clearly,
In − 2R =
[
Is 0
0 −In−s
]
P
[
Is 0
0 −In−s
]
P−1.
Thus, In − 2R is a product of two similar involutions. By Corollary 6, det(In − 2R) = 1, In − 2R
and (In − 2R)−1 are similar and k′  |2s − n|, where k′ is the number of elementary divisors
of In − 2R of odd degree associated with the eigenvalue 1, which is the number of elementary
divisors of R of odd degree associated with the eigenvalue 0. Because R and C are similar, k′ = k.
Also, In − 2R and In − 2C are similar. Thus, conditions (i), (ii) and (iii) follow.
Sufficiency: Suppose that conditions (i), (ii) and (iii) are satisfied. Note that k is the number of
elementary divisors of In − 2C of odd degree associated with the eigenvalue 1. By Corollary 6,
there is an involution B ∈ Fn×n such that i+(B) = s and In − 2C = BB ′, with B ′ = QBQ−1
for some nonsingular Q ∈ Fn×n. Let S ∈ Fn×n be a nonsingular matrix such that SBS−1 =
Is ⊕ (−In−s). Then
S(In − 2C)S−1 = (Is ⊕ (−In−s))[(SQS−1)(Is ⊕ (−In−s))(SQ−1S−1)]
= (Is ⊕ (−In−s))[P(Is ⊕ (−In−s))P−1]
= In − 2
[
0 P12
P21 0
]
P−1
for P = SQS−1 = [Pij ], i, j = 1, 2, and P11 ∈ F s×s . Then C is similar to[
0 P12
P21 0
]
P−1. 
Note that[
0 P12
P21 0
]
P−1 = In −
[
P11 0
0 P22
]
P−1
and then the possible similarity classes of[
P11 0
0 P22
]
P−1,
when the nonsingular P varies also follow from Theorem 7.
Several problems have been considered concerning the existence of matrices with some pre-
scribed entries and satisfying certain conditions. See [1,6–10,13,14], for example. Given A11 ∈
F s×s and A22 ∈ F (n−s)×(n−s), the problem of studying the existence of A12 ∈ F s×(n−s) and
A21 ∈ F (n−s)×s such that[
A11 A12
A21 A22
]
has prescribed similarity class is not solved. Theorem 8 solves this problem when F is an alge-
braically closed field such that charF /= 2 and A11 and A22 are zero matrices.
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Theorem 8. Suppose that F is an algebraically closed field and charF /= 2. Let C ∈ Fn×n. There
are X ∈ F s×(n−s) and Y ∈ F (n−s)×s , 0 < s < n, such that[
0 X
Y 0
]
(19)
is similar to C if and only if the following conditions are satisfied:
(i) C and −C are similar,
(ii) |2s − n|  k,
where k is the number of elementary divisors of C of odd degree associated with the
eigenvalue 0.
Proof. Necessity: Suppose that (19) is similar to C. Note that[
0 X
Y 0
]
and
[
0 −X
−Y 0
]
are similar and hence C and −C are similar. Thus, (i) holds. Let α1, . . . , αt be the distinct
eigenvalues of C. Since F is infinite, there is α ∈ F\{0} such that α + αi /= 0 for i = 1, . . . , t .
Then C + αIn is nonsingular and similar to
P =
[
αIs X
Y αIn−s
]
.
Let R = αP−1. Then,
In − R =
[
0 X
Y 0
]
P−1.
By Theorem 7, k′  |2s − n|, where k′ is the number of elementary divisors of In − R of odd
degree associated with the eigenvalue 0.
We will see that k = k′. Clearly, k′ is the number of elementary divisors of R of odd degree
associated with the eigenvalue 1. As
R−1 =
[
Is α
−1X
α−1Y In−s
]
= In + α−1
[
0 X
Y 0
]
and R−1 and R have the same elementary divisors associated with 1, it follows that the degrees
of these elementary divisors are the degrees of the elementary divisors associated with 0 of[
0 X
Y 0
]
and, thus, of C. Therefore, k′ = k and (ii) follows.
Sufficiency: Suppose that conditions (i) and (ii) hold. As[
0 X
Y 0
]
and
[
0 Y
X 0
]
are permutation similar, suppose, without loss of generality, that s  n − s. As C is similar to
−C and F is an algebraically closed field, then C is similar to a matrix of the form
J1 ⊕ J2 ⊕ J3 ⊕ 0u,
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with
J1 = (Jt1(λ1) ⊕ Jt1(−λ1)) ⊕ · · · ⊕ (Jtp (λp) ⊕ Jtp (−λp)) ∈ F 2l1×2l1 ,
J2 = J2n1(0) ⊕ · · · ⊕ J2nq (0) ∈ F 2l2×2l2
and
J3 = J2m1+1(0) ⊕ · · · ⊕ J2mk−u+1(0),
for some positive integers t1, . . . tp, n1, . . . nq,m1, . . . mk−u and some λ1, . . . , λp ∈ F\{0}, p, q,
u  0. Let
w = s − u − n − k
2
.
Note that by (ii) k  2s − n, and hence w  k − u. Let
R1 = Jt1(λ21) ⊕ · · · ⊕ Jtp (λ2p) ∈ F l1×l1 ,
R2 = Jn1(0) ⊕ · · · ⊕ Jnq (0) ∈ F l2×l2 ,
R′3 = Jm1(0) ⊕ · · · ⊕ Jmw(0) ∈ F l
′
3×l′3 ,
R
′′
3 = Jmw+1(0) ⊕ · · · ⊕ Jmk−u(0) ∈ F l
′′
3 ×l
′′
3 ,
S′3 =
[
e
(l′3)
m1 e
(l′3)
m1+m2 · · · e
(l′3)
l′3
]
∈ F l′3×w
and
S
′′
3 =
[
e
(l
′′
3 )
1 e
(l
′′
3 )
mw+1+1 · · · e
(l
′′
3 )
l
′′
3 −mk−u+1
]T
∈ F (k−u−w)×l′′3 ,
where e(j)i denotes the ith column of Ij . Note that l1 + l2 + l′3 + l
′′
3 = n−k2 and n − s − n−k2 =
k − u − w. Let
P =
[
0 X
Y 0
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0u 0 0 0 0 0 0 0 0 0 0
0 0w 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 Il1 0 0 0 0
0 0 0 0 0 0 0 Il2 0 0 0
0 0 0 0 0 0 0 0 Il′3 0 0
0 0 0 0 0 0 0 0 0 I
l
′′
3
0
0 0 R1 0 0 0 0 0 0 0 0
0 0 0 R2 0 0 0 0 0 0 0
0 S′3 0 0 R′3 0 0 0 0 0 0
0 0 0 0 0 R′′3 0 0 0 0 0
0 0 0 0 0 S ′′3 0 0 0 0 0k−u−w
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Clearly, P is permutation similar to B1 ⊕ B2 ⊕ B ′3 ⊕ B
′′
3 ⊕ 0u, with
B1 =
[
0 Il1
R1 0
]
, B2 =
[
0 Il2
R2 0
]
B ′3 =
⎡
⎣0w 0 00 0 Il′3
S′3 R′3 0
⎤
⎦ and B ′′3 =
⎡
⎢⎣
0 I
l
′′
3
0
R
′′
3 0 0
S
′′
3 0 0k−u−w
⎤
⎥⎦ .
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The matrix B1 is permutation similar to a matrix of the form B11 ⊕ · · · ⊕ B1p, with
B1i =
[
0 Iti
Jti (λ
2
i ) 0
]
,
i = 1, . . . , p. A calculation shows that
B21i =
[
Jti (λ
2
i ) 0
0 Jti (λ2i )
]
.
Thus, B1i is similar to one of the following matrices:
Jti (λi) ⊕ Jti (λi),
Jti (−λi) ⊕ Jti (−λi),
Jti (λi) ⊕ Jti (−λi).
But
−B1i =
[−Iti 0
0 Iti
] [
0 Iti
Jti (λ
2
i ) 0
] [−Iti 0
0 Iti
]
is similar to B1i , which implies that B1i is similar to Jti (λi) ⊕ Jti (−λi) and B1 is similar to J1.
The matrix B2 is permutation similar to B21 ⊕ · · · ⊕ B2q , with
B2i =
[
0 Ini
Jni (0) 0
]
,
i = 1, . . . , q. The matrix B22i is nilpotent, which implies that so is B2i . On the other hand,
rank(B2i ) = 2ni − 1. Thus, B2i is similar to J2ni (0) and B2 is similar to J2.
The matrix B ′3 is permutation similar to B31 ⊕ · · · ⊕ B3w, where
B3i =
⎡
⎣ 0 0 00 0 Imi
e
(mi)
mi Jmi (0) 0
⎤
⎦ ∈ F (2mi+1)×(2mi+1),
i=1,. . ., w. The matrixB23i is nilpotent. Thus,B3i is also nilpotent. On the other hand, rank(B3i ) =
2mi . Therefore, B3i is similar to J2mi+1(0) and B ′3 is similar to J2m1+1(0) ⊕ · · · ⊕ J2mw+1(0). A
similar argument shows that B ′′3 is similar to J2mw+1+1(0) ⊕ · · · ⊕ J2mk−u+1(0).
Thus, C is similar to B1 ⊕ B2 ⊕ B ′3 ⊕ B
′′
3 ⊕ 0u, which is similar to
P =
[
0 X
Y 0
]
. 
Note that the proof of the necessity of conditions (i) and (ii) in Theorem 8 is valid if charF /= 2
and F has a number of elements large enough to ensure that there is α ∈ F such that C + αIn is
nonsingular.
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