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A POTENTIAL SPACE ESTIMATE FOR SOLUTIONS OF SYSTEMS
OF NONLOCAL EQUATIONS IN PERIDYNAMICS∗
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Abstract. We show that weak solutions to the strongly-coupled system of nonlocal equations of
linearized peridynamics belong to a potential space with higher integrability. Specifically, we show
that a function measuring local fractional derivatives of weak solutions to a linear system belongs
to Lp for some p > 2 with no additional assumptions other than measurability and ellipticity of the
coefficients. This is a nonlocal analogue of an inequality of Meyers for weak solutions to an elliptic
system of equations. We also show that functions in Lp whose Marcinkiewicz-type integrals are in Lp
in fact belong to the Bessel potential space Lps . Thus the fractional analogue of higher integrability
of the solution’s gradient is displayed explicitly. The distinction here is that the Marcinkiewicz-
type integral exhibits the coupling from the nonlocal model and does not resemble other classes of
potential-type integrals found in the literature.
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1. Introduction. Nonlocal models are becoming commonplace across applica-
tion areas. Typically these models involve averaged difference quotients instead of
derivatives of quantities. As a result model equations are formulated using integral
operators and integral equations, in contrast to classical ones that rely on differen-
tial operators and differential equations. This characteristic makes nonlocal models
amenable to describe singular and discontinuous physical, social and biological phe-
nomena, see [1, 2, 10, 21] for applications and analysis of nonlocal equations. Our
interest centers on models in peridynamics, a nonlocal reformulation of the basic
equations of motion in continuum mechanics, that have shown promising potential
in modeling the spontaneous formation of discontinuities in solids. The present work
studies qualitative properties of solutions to the equilibrium equation in the linearized
bond-based peridynamic model that first appeared in [24], with a generalization later
appearing in [25,26]. To describe the model, a material body occupying a region has
undergone the deformation that maps a material point x to x + u(x) in a deformed
domain. Clearly, the vector field u represents the displacement field. Treating the
material body as a complex mass-spring system, in peridynamics it is postulated that
material points y and x interact through a bond vector y−x. Under the uniform small
strain theory [25], the strain of the bond y−x is given by the nonlocal linearized strain
u(x)− u(y)
|x− y| ·
x− y
|x− y| . A portion of this strain contributes to the volume changing
component of the deformation and the remaining is the shape changing component.
According to the linearized bond-based peridynamic model [25], the balance of forces
is given by a system of nonlocal equations
ch
ˆ
Bh(x)
ρ(x,y)
(x− y)
|x− y| ⊗
(x− y)
|x− y| (u(x)− u(y)) dy = F(x)
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2 J. SCOTT, T. MENGESHA
where F(x) is a vector of applied forces, ρ is a nonnegative measurable function that
represents the strength of interactions between material points x and y, and finally
the positive number h, called the horizon, determines the extent of interaction. The
positive number ch is a normalizing constant chosen in such a way that for smooth
deformations the nonlocal operator converges to a differential operator when h → 0.
The kernel ρ(x,y) contains properties of the modeled material and typically decreases
when |x−y| gets larger. It may depend on material points x,y, their relative position
y− x, or in the case of isotropic materials only on their relative distance |y− x|. For
general ρ, the equation may model heterogeneous and anisotropic materials. In the
above system the left hand side represents the linearized internal force density function
due to the deformation x 7→ x + u(x) and is a weighted average of the nonlocal
linearized strain function associated with the displacement u. See the papers [18, 25]
for derivation. See also the papers [5, 6, 8, 30] for some mathematical analysis of
linearized models. Under the small strain regime nonlocal nonlinear peridynamic
evolution models have also been studied [14, 15]. Nonlocal functionals related to the
peridynamic model are also studied in [9].
This work will focus on a system of equations that uses interaction kernels ρ(x,y)
which behave like |x− y|−(d+2s) for |x− y| close to zero and infinity. To be precise,
we study the system of nonlocal equations of the type formally given by
(1.1) Lhu(x) := ch
ˆ
Bh(x)
A(x,y)
|x− y|d+2s
(x− y)
|x− y| ⊗
(x− y)
|x− y| (u(x)− u(y)) dy = F(x)
where d ≥ 2, 0 < s < 1 are fixed, and A(x,y) is a measurable function, which we
refer to as the coefficient, that is elliptic and symmetric in the sense
α1 ≤ A(x,y) ≤ α2, A(x,y) = A(y,x) for all x,y ∈ Rd.
We will give later the precise notion the operator is defined.
The goal of this paper is twofold. The first is to establish the higher integrability
of a measure of smoothness of weak solutions to the peridynamic system of nonlocal
equations given in (1.1). The notion of weak solution will be be defined in the next
section. Roughly speaking, we show that there exists an exponent p > 2 such that
for any weak solution u to (1.1) corresponding to a rough data F ∈ Lr(Rd;Rd), for
r < 2 both u and Υs(u) are in Lp where the function Υs(u) is a measure of local
smoothness of u given by
(1.2) Υs(u)(x) :=
(ˆ
Rd
|u(x)− u(y)|2
|x− y|d+2s dy
) 1
2
.
The higher integrability result holds under no additional assumption on the coefficient
A(x,y) other than ellipticity and measurability. The second goal is to characterize
the space of vector fields u such that both u and Υs(u) are in Lp(Rd). In fact, the
characterization we present here utilizes the smaller function Ds(u) that is given by
(1.3) Ds(u)(x) =
ˆ
Rd
∣∣∣(u(x)− u(y)) · (x−y)|x−y| ∣∣∣2
|x− y|d+2s dy

1
2
.
The function Ds(u) is the natural measure of the s-differentiability of u directly
related to the peridynamic energy and it satisfies Ds(u)(x) ≤ Υs(u)(x) for all x ∈ Rd.
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We will establish that for p ∈
(
2d
d+2s ,∞
)
, the space of functions in which both u and
Ds(u) are in Lp is the standard Bessel potential space Lps , which will be defined
shortly, that is, {u ∈ Lp(Rd;Rd) : Ds(u) ∈ Lp(Rd)} = Lps(Rd).
We should note that one may think of the system (1.1) as a fractional analogue
of the strongly coupled system of partial differential equations
(1.4) divC(x)∇u(x) = F(x)
where C(x) is a fourth-order tensor of bounded coefficients. Systems of differential
equations of the above type are commonly used in elasticity and are not necessarily
uniformly elliptic but rather satisfy the weaker Legendre-Hadamard ellipticity con-
dition. For a class of coefficients this connection between the nonlocal system (1.1)
and the local system (1.4) is rigorously justified in [6,18,19] in the event of vanishing
nonlocality (h → 0). As has already been shown in [18, Theorem 3] via a simple
calculation using Taylor expansion, for u ∈ C2c (Rd;Rd), fixed s, and A(x,y) = a(x),
there is a coefficient µ(x) which is a constant multiple of a(x) such that as h→ 0
Lhu→ L0u := div(µ(x)∇u) + 2∇(µ(x)div∇u) .
In light of this connection, the higher integrability result for weak solutions to (1.1)
is a fractional analogue of Meyers inequality for systems of differential equations.
Meyers inequality states that weak solutions of the strongly coupled systems (1.4)
with measurable coefficients satisfying the Legendre-Hadamard ellipticity condition
and corresponding to highly integrable data are in W 1,p(Rd;Rd) for some p > 2,
see [7, 20]. The result we obtain is the fractional analogue of this inequality in the
Bessel potential spaces.
In what follows we assume that the horizon h is given and fixed. We will not track
the dependence of generic constants on the horizon. In the next section, we introduce
notations, give the definition of weak solutions and state the precise statement of the
main results. We will also describe how we prove those results. In Section 3 we prove
the higher integrability result. We first establish invertibility over a range of Sobolev
spaces for the operator Id + L. For a given weak solution u to the nonlocal elliptic
system (1.1), we will use this invertibility to prove higher integrability of Ds(u). In
Section 4 we prove the characterization of the potential spaces.
2. Statement of main results. To state the main results of the paper we first
introduce the quadratic bilinear form associated with the operator Lh in (1.1):
Eh(u,v) = ch
2
ˆ
Rd
ˆ
Bh(x)
A(x,y)
|x− y|d+2s (u(x)− u(y)) ·
(x− y)
|x− y| (v(x)− v(y)) ·
(x− y)
|x− y| dy dx .
We use the notation E to represent the bilinear form when both integrals are on
Rd, that is formally, the horizon h = ∞. In this case we take c∞ = 1, and write
the operator as L. For u ∈ L2(Rd;Rd), the vector valued map Lhu is a vector of
distributions acting on test functions φ ∈ C∞c (Rd;Rd) as
〈Lhu,φ〉 := Eh(u,φ).
It is now clear that if u is in the energy space {u ∈ L2 : Eh(u,u) <∞}, then Lhu is
in its dual space. We will shortly characterize that the energy Eh(u,u) is finite if and
only if u ∈ W s,2(Rd;Rd). This assertion follows from the lower and upper bounds
of the coefficient A(x,y) and using the equivalence of spaces that is recently proved
in [17]. The notion of weak solution to (1.1) is standard and is given in terms of the
bilinear form E .
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Definition 2.1. Given F ∈ W−s,2(Rd;Rd), we say that u ∈ W s,2(Rd;Rd) is a
weak solution to (1.1) if
(2.1) Eh(u,φ) = 〈F,φ〉
for any φ ∈W s,2(Rd;Rd). In the above 〈·, ·〉 denotes the duality pairing.
Existence and uniqueness of weak solutions to this particular system will be demon-
strated shortly, see also the recent work in [12] when complementary boundary con-
ditions is imposed on the solution. However, the focus of this paper will be the issue
of regularity of solutions. We seek to address the following question: If the data
is regular, how regular is the solution? In particular, we are interested in data F
coming from a class of low integrability. We use the following standard notations
for the fractional Sobolev exponents and its Ho¨lder conjugate (denoted by the prime
notation)
2∗s =
2d
d− 2s , and (2
∗s)′ := 2∗s =
2d
d+ 2s
.
Our result on the Sobolev regularity of solutions to the system (1.1) states that
any weak solution u to the nonlocal system with Poisson data F in the described class
in fact belongs to the Bessel potential space Lps(Rd) for some p > 2. The space Lps(Rd)
will be defined shortly but we note that when p > 2, the Bessel potential space is
finer than the Besov space, i.e. Lps(Rd) ⊂ W s,p(Rd;Rd). For precision, we state the
result in the following theorem.
Theorem 2.2. Suppose that 0 < α1 ≤ α2 <∞, 0 < s < 1, d ≥ 2, δ0 > 0 and 0 <
h ≤ ∞ are all given. Let A(x,y) be symmetric and measurable with α1 ≤ A(x,y) ≤ α2
and u ∈ W s,2(Rd;Rd) be any weak solution in the sense of (2.1) corresponding to a
given F ∈ L2∗s+δ0(Rd;Rd)∩L2∗s (Rd;Rd). Then there exists ε > 0 depending only on
α1, α2, d and s with the following property: If p ∈ [2,∞) satisfies
(2.2) p ∈ [2, 2∗s) , p− 2 < ε , dp
(2− p2 )d+ sp
− 2d
d+ 2s
< δ0 ,
then u ∈ Lsp(Rd;Rd). Moreover, there exists a constant C > 0 such that
(2.3) ‖u‖Lsp(Rd) ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd) + ‖u‖W s,2(Rd)
)
.
The constant C depends only on α1, α2, d, p, δ0 and h.
The main implication of the regularity result is that, with no additional smoothness
condition on the coefficient A(x,y), a weak solution satisfying (2.1) has a higher inte-
grable fractional “s-derivative”. For scalar equations, this type of nonlocal analogue
of Meyers inequality was obtained in the recent work [4]1. It has been shown in several
subsequent works that solutions to fractional equations surprisingly also improve in
differentiability, again with no additional smoothness conditions on the coefficients.
Some of these approaches use reverse Ho¨lder inequalities and nonlocal Gehring-type
lemmas as in [13], or prove the result via a commutator estimate as in [22] and in [3]
using a functional analytic approach. The approaches in [13, 22] are local in nature
and application of appropriate embedding estimates in their work show improved local
1The argument presented in the paper appears to have a gap that we are unable to fix as of the
writing of this manuscript.
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differentiability will lead to improved local integrability. The approach in [3] is rather
robust and implies local and global regularity results. We should mention that the
results in [13, 22] hold for vectorial systems of fractional equations, even for coupled
systems of fractional equations such as the vectorial fractional p-Laplacian, which are
uniformly elliptic in their natural energy space. However, none of these works ap-
ply directly to the system of coupled nonlocal equations under consideration in this
paper which has a weaker ellipticity property in the spirit of Legendre-Hadamard.
The proof of Theorem 2.2 we present in this paper follows the argument presented
in [3] for nonlocal scalar equations extending its applicability to the system of coupled
nonlocal equations and for rough data.
We also remark that for δ0 small, the exponent 2∗s +δ0 can be smaller than 2, and
the higher potential space estimate holds true for rough data F ∈ Lr(Rd,Rd) and r <
2. We note that there are vector functions F that are in L2∗s+δ0(Rd;Rd)∩L2∗s (Rd;Rd)
but not in L2(Rd;Rd). Indeed, for δ0 sufficiently small and τ = dδ02∗s (2∗s+δ0) it is
straightforward to verify via Sobolev embedding that vector fields in W τ,2∗s (Rd;Rd)
will belong to the former class but not necessarily the latter. While the higher inte-
grability result remains true in the event F ∈ L2(Rd,Rd), this case must be treated
differently. In fact for nonlocal scalar equations an argument is presented in [3, Corol-
lary 4.9] that is also applicable to our case.
The function Ds(u) is related to the energy space W s,2(Rd;Rd). A vector field
u ∈ L2(Rd;Rd) will belong to W s,2(Rd;Rd) if and only if Ds(u) ∈ L2(Rd). This can
easily be seen using the fractional Korn-type inequality proved in [23, Theorem 1.1]
that states the space
(2.4) X sq (Rd) =
v ∈ Lq(Rd;Rd) :
ˆ
Rd
ˆ
Rd
∣∣∣(v(x)− v(y)) · (x−y)|x−y| ∣∣∣q
|x− y|d+sq dy dx <∞

is equivalent with the standard fractional Sobolev space W s,q(Rd;Rd), for any s ∈
(0, 1) and q ∈ (1,∞); see also [17].
The higher integrability of Ds(u) will be shown to be equivalent with the state-
ment that u is in a higher-integrable potential space. Establishing this equivalence
is the second goal of the paper. To this end, we first introduce the space of Bessel
potentials, Lqs. For 0 < s < 1, 1 < q <∞
(2.5) Lqs(Rd) :=
{
f ∈ S ′(Rd;Rd) :
((
1 + 4pi2|ξ|2)s/2 f̂)∨ ∈ Lq(Rd;Rd)} ,
where S ′(Rd;Rd) is the space of vector-valued tempered distributions, and the Fourier
transform ĥ is defined for smooth vector fields h as
ĥ(ξ) =
ˆ
Rd
e−ı2piξ·xh(x) dx .
The notation ·∨ denotes the inverse Fourier transform. We will retain the same Fourier
transform notations even for distributions. The norm in Lqs(Rd) is given by
(2.6) ‖f‖Lqs(Rd) :=
∥∥∥∥((1 + 4pi2|ξ|2)s/2 f̂)∨∥∥∥∥
Lq(Rd)
.
Our second main result is the characterization of functions in the potential space
Lqs in terms of the integrability of the smaller function Ds(f). To that end, let us in-
troduce the function space Dps(Rd) which is the closure of the Schwarz space S(Rd;Rd)
in the norm ‖u‖Lp(Rd) + ‖Ds(u)‖Lp(Rd).
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Theorem 2.3. Let 2∗s ≤ p < ∞ and 0 < s < 1. Then f ∈ Lps(Rd) if and only
if f ∈ Dps(Rd). Moreover, there exist positive constants C1 and C2 such that for any
f ∈ Lp(Rd;Rd),
C1‖f‖Lps(Rd) ≤ ‖f‖Lp(Rd) + ‖Ds(u)‖Lp(Rd) ≤ C2‖f‖Lps(Rd) .
We emphasize that this characterization is in the same spirit as classical charac-
terizations of vector fields in the Bessel potential space. One such characterization
is given by Stein in [27, Theorem 1] or [28, Chapter V] in terms of smallness of the
difference f(x + y) − f(x) via the Marcinkiewicz integral Υs(f). The result states
that for 0 < s < 1 and 2∗s < p < ∞, f ∈ Lps(Rd;Rd) if and only if f ∈ Lp(Rd;Rd)
and Υs(f) ∈ Lp(Rd). A finer characterization that uses means over balls is also given
in [29] that is valid for the full range of p ∈ (1,∞). Various other characterizations
have also been explored throughout the literature. However, the essence of Theorem
2.3 lies in the fact that to determine if f is a Bessel potential of an Lp vector field we
do not need the smallness of a measure of f(x + y)− f(x) but rather a measure of the
quantity [f(x + y) − f(x)] · y|y| via another Marcinkiewicz-type integral of f , D
s(f).
Since for any x ∈ Rd the pointwise estimate Ds(f)(x) ≤ Υs(f)(x) holds, the right-
hand side inequality in Theorem 2.3 follows from the characterization in [27, Theorem
1]. However, the left-hand side inequality is a refined version of [27, Theorem 1] since
we are estimating ‖f‖Lps(Rd) in terms of the smaller function Ds(f) in place of Υs(f).
We will in fact show that the left hand side inequality in the theorem is valid for
p ∈ (1,∞).
Our proof of Theorem 2.3 follows the steps presented in the proof of [27, The-
orem 1]. We first develop the necessary technical tools that allow us to relate the
Marcinkiewicz-type integral Ds(f) with the potential function of f . It turns out this is
possible by introducing a Poisson-type integral of f and a corresponding Littlewood-
Paley g-function. We will show that, in parallel with classical results, this new g-
function can be used to characterize Lp norms of vector fields.
3. Meyers-type higher integrability result for coupled nonlocal sys-
tems. In this section we prove Theorem 2.2. As we have discussed in the introduction
our proof of Theorem 2.2 follows the argument presented in [3] in obtaining a higher
integrability result for scalar nonlocal elliptic equations. We include a reproduction of
their methods verifying its applicability for the strongly coupled system of equations
under consideration. The first result we prove here is the higher integrability of Ds(u)
using the analytic perturbation result.
Theorem 3.1. Suppose that 0 < α1 ≤ α2 < ∞, 0 < s < 1, d ≥ 2, 0 < h ≤ ∞,
and δ0 > 0 are given. Then there exists ε > 0 depending only on α1, α2, d and s
with the following property: if p > 2 satisfies the conditions (2.2), then there exists a
constant C > 0 such that for any A(x,y) symmetric, measurable with α1 ≤ A(x,y) ≤
α2 and any weak solution u ∈ W s,2(Rd;Rd) in the sense of (2.1) corresponding to
F ∈ L2∗s+δ0(Rd;Rd) ∩ L2∗s (Rd;Rd), we have
‖u‖Lp(Rd) + ‖Υs(u)‖Lp(Rd) ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd) + ‖u‖W s,2(Rd)
)
.
The constant C depends only on α1, α2, d, p, δ0 and h.
By the log-convexity of Lp norms the data F belongs to Lr(Rd;Rd) for any r ∈
(2∗s , 2∗s + δ0). In fact, we will see that one can replace the two L
p norms of F
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on the right-hand side of the regularity estimate with the single term ‖F‖Lr , where
r = dp(2− p2 )d+sp .
We notice that Theorem 2.2 now follows as a corollary of this theorem. In-
deed, applying the characterization theorem (Theorem 2.3) we see that u ∈ Lps(Rd).
Moreover, by applying the well-known embedding [28, Chapter V] of the spaces
Lps(Rd) ⊂ W s,p(Rd;Rd) for p > 2, Theorem 2.2 implies a higher Besov space reg-
ularity result for solutions.
3.1. Key Inequalities. Before we prove Theorem 3.1, we first state two inequal-
ities. The first inequality is the classical fractional Sobolev embedding. The second
inequality we call a “Fractional Korn’s Inequality,” and establishes the equivalence
of the space X sq (Rd) introduced in (2.4) with the standard fractional Sobolev space
W s,q(Rd;Rd) for any s ∈ (0, 1) and q ∈ (1,∞). This inequality will be used to prove
an invertibility result for the operator $Id + L for some $ > 0.
Lemma 3.2 ([3], Lemma 4.2). Suppose s ∈ (0, 1) and q ∈ [1,∞). Suppose also
that sq < d. Then
(3.1) ‖u‖Lq∗s (Rd) ≤ C[u]W s,q(Rd) .
In particular, W s,q(Rd;Rd) ⊂ Lq∗s (Rd;Rd) and W s,q∗s (Rd;Rd) ⊂ Lq(Rd;Rd).
Theorem 3.3 ([23] Fractional Korn’s inequality). For any s ∈ (0, 1) and
1 < q <∞,
X sq (Rd) = W s,q(Rd;Rd) .
Moreover, there exists a universal constant κ = κ(d, q, s) such that for all vector fields
f ∈W s,q(Rd;Rd) we have
(3.2) [f ]X sq (Rd) ≤ [f ]W s,q(Rd) ≤ κ[f ]X sq (Rd) .
For a given bounded domain Ω, the function space X sq (Ω) is defined in the same way
as X sq (Rd) but the functions are defined in Ω and the integrations in the semi-norm
are on Ω. We call the above theorem a “Fractional Korn’s inequality” because it has
been shown in [16] that
lim
s→1−
(1− s) [f ]X sq (Ω) = ‖(∇f)Sym‖Lq(Ω) for every f ∈W
1,q
Sym(Ω;R
d) .
This association suggests that X sq (Ω) is the fractional analogue of W 1,qSym(Ω;Rd), which
in turn is known to coincide with W 1,q(Ω;Rd) via the classical Korn’s inequality.
Theorem 3.3 extends this equivalence to fractional spaces defined on the whole space.
3.2. Higher integrability when the horizon is infinite. In this subsection
we will prove Theorem 3.1 when the horizon is infinite. In this case we recall that the
bilinear form we use is E , the operator is written L, and c∞ = 1. We will show that
there exists a constant $ > 0 such that the operator $Id + L from W s,2(Rd;Rd) to
[W s,2(Rd;Rd)]∗ is invertible, where we use the notation Y ∗ for the dual space of Y .
We then use a perturbation lemma of Schneiberg reproduced in [3] to deduce that in
fact $Id + L is invertible on a range of “nearby” fractional Sobolev spaces forming a
complex interpolation scale. This is the key step in proving the higher potential space
regularity result for weak solutions in the sense of (2.1).
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Lemma 3.4. Let 0 < α1 ≤ A(x,y) ≤ α2 < ∞, 0 < s < 1 and d ≥ 2. Let t,
t′ ∈ (0, 1) and p, p′ ∈ (1,∞) satisfy t+ t′ = 2s and p′ = pp−1 . Then there exists ε > 0
such that if 12 − 1p < ε and t− s < ε, then
$Id + L : W t,p(Rd;Rd)→ [W t′,p′(Rd;Rd)]∗
is invertible, where $ =
α1
κ
and κ is as in (3.2) corresponding to q = 2. Any inverse
agrees with the inverse obtained for t = s and p = 2 on their common domains of
definition. Both ε and the norms of the inverses depend only on d, s, and the ellipticity
constants α1 and α2.
Proof. The objective here is to show that the perturbation lemma of Schneiberg
(see [3, Theorem A.1]) can be applied to the operator $Id + L. We will prove the
theorem in three steps.
Step I: We show that $Id + L : W s,2(Rd;Rd) → [W s,2(Rd;Rd)]∗ is bounded and
invertible. To verify the boundedness of the operator, it suffices to check if L is a
bounded operator W s,2(Rd;Rd) to its dual space. But this is a consequence of the
definition of L and Ho¨lder’s inequality. Indeed, it follows from the fact that for any
u,v ∈W s,2(Rd;Rd)
| 〈Lu,v〉 | = |E(u,v)| ≤ α2[u]X s,2(Rd)[v]X s,2(Rd) ≤ α2 ‖u‖W s,2(Rd) ‖v‖W s,2(Rd) .
To see that $Id + L is invertible, note that by the ellipticity assumptions on A and
by the fractional Korn’s inequality Theorem 3.3 applied to q = 2, we have and
| 〈Lu,u〉 | ≥ α1[u]2X s,2(Rd) ≥
α1
κ
[u]2W s,2(Rd) = $[u]
2
W s,2(Rd),
implying that 〈$u + Lu,u〉 ≥ $ ‖u‖2W s,2(Rd). Invertibility of the operator $u + L is
now a consequence of the well-known Lax-Milgram theorem.
Step II: The operator $Id + L extends from C∞c (Rd;Rd) by density to a bounded
operator W t,p(Rd;Rd)→ [W t′,p′(Rd;Rd)]∗, also denoted by $Id + L. To see this for
any u ∈W t,p(Rd;Rd) and any v ∈W t′,p′(Rd;Rd), by Ho¨lder’s inequality
|〈$u + Lu,v〉| ≤ $ ‖u‖Lp(Rd) ‖v‖Lp′ (Rd)
+
∣∣∣∣∣
ˆ
Rd
ˆ
Rd
A(x,y)
(
u(x)− u(y)) · x−y|x−y|
|x− y| dp+t
·
(
v(x)− v(y)) · x−y|x−y|
|x− y| dp′+t′
dy dx
∣∣∣∣∣
≤ $ ‖u‖Lp(Rd) ‖v‖Lp′ (Rd) + α2[u]W t,p(Rd)[v]W t′,p′ (Rd) .
Since C∞c (Rd;Rd) is dense in all fractional Sobolev spaces involved, it follows then
that the operator $Id + L : W s,2(Rd;Rd) → [W s,2(Rd;Rd)]∗ extends to a bounded
operator W t,p(Rd;Rd)→ [W t′,p′(Rd;Rd)]∗.
Step III: The remaining argument is essentially the same as the one presented in [3]
with the modification that it now applies to fractional Sobolev spaces of vector fields.
We include it here for completeness. We begin by displaying the complex interpolation
scale of the fractional Sobolev spaces of vector fields, and then use the two steps we
proved above to verify the assumptions of Schneiberg’s lemma [3, Theorem A.1].
Denoting the scale of complex interpolation spaces between two Banach spaces X0
and X1 by [X0, X1]θ for θ ∈ (0, 1), it is well-known that[
W t0,p0(Rd;Rd),W t1,p1(Rd;Rd)
]
θ
= W t,p(Rd;Rd)
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for t0, t1 ∈ (0, 1) and p0, p1 ∈ (1,∞) with t and p given by
1
p
=
1− θ
p0
+
θ
p1
, t = (1− θ)t0 + θt1 .
Now consider the spaces W t,p(Rd;Rd) as points in the (t, 1/p)-plane. Choose (t0,
1
p0
),
(t1, 1/p1) so that (s, 1/2) lies in the line segment joining them, i.e. so that there exists
θ∗ ∈ (0, 1) such that[
W t0,p0(Rd;Rd),W t1,p1(Rd;Rd)
]
θ∗ = W
s,2(Rd;Rd) .
By definition of the (anti)dual exponents t′0, t
′
1, p
′
0, p
′
1,[
[W t
′
0,p
′
0(Rd;Rd)]∗, [W t
′
1,p
′
1(Rd;Rd)]∗
]
θ∗
= [W s,2(Rd;Rd)]∗
for the same θ∗. Note also that the spaces W t
′
0,p
′
0(Rd;Rd) and W t
′
1,p
′
1(Rd;Rd) lie
on the same line segment defined above. Thus, Steps I and II in tandem state
that $Id + L is a bounded linear operator from the complex interpolation scale[
W t0,p0(Rd;Rd),W t1,p1(Rd;Rd)
]
θ
to
[
[W t
′
0,p
′
0(Rd;Rd)]∗, [W t
′
1,p
′
1(Rd;Rd)]∗
]
θ∗
for any
θ ∈ (0, 1), and it is invertible for some θ∗ ∈ (0, 1). We are now in a position to in-
voke the quantitative Schneiberg lemma, which states that invertibility at the interior
point (s, 1/2) of this line segment implies invertibility on some open interval of the
line segment containing the point (s, 1/2). The width of the line segment depends on
the coercivity bound obtained in Step I and the continuity bounds in Step II. The
inverses obtained coincide with the inverse obtained at the point (s, 1/2) on their
common domains of definition. Finally, on every line segment through (s, 1/2) we can
choose an open interval of the same width containing the point, and they sum up to
a two-dimensional ε-neighborhood of (s, 1/2) in the (t, 1/p)-plane, as desired.
Proof of Theorem 3.1 when h =∞. Let u ∈ W s,2(Rd;Rd) be a weak solution in
the sense of (2.1) corresponding to F ∈ L2∗s+δ0(Rd;Rd)∩L2∗s (Rd;Rd). Let ε > 0 be
as in Lemma 3.4, and let p satisfy (2.2). Define t = d2 − dp + s, and define t′, p′ as in
Lemma 3.4. We prove the theorem by showing that the solution u lives in the space
u ∈ W t,p(Rd;Rd) with appropriate bound, and that the function ‖Υs(u)‖Lp(Rd) ≤
C ‖u‖W t,p(Rd) , for some universal constant C. The latter is proved for scalar functions
in [3] and its extension to vector fields follows easily. To demonstrate the former we
will use Lemma 3.4 and prove the estimate
(3.3) ‖u‖W t,p(Rd) ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd) + ‖u‖W s,2(Rd)
)
.
To that end, since u is a weak solution to the coupled system in the sense of (2.1),
we write (1.1) in the form
(3.4) ($Id + L) u = F +$u .
in the dual space where$ is as in Lemma 3.4 . Note that t−s ∈ (0, ε) by choice of t and
by (2.2). Thus by Lemma 3.4, the operator$Id+L : W t,p(Rd;Rd)→ [W t′,p′(Rd;Rd)]∗
is invertible, and by (3.4)
(3.5) ‖u‖W t,p(Rd) ≤ C ‖F +$u‖[W t′,p′ (Rd)]∗ ,
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provided the right-hand side is finite. We now show that this is in fact the case. Note
that t′p′ < 2s < 2 ≤ d, and therefore by the fractional Sobolev embedding theorem
and by choice of t,
‖F‖W t′,p′ (Rd)]∗ ≤ C ‖F‖Lr(Rd) , r =
dp
(2− p2 )d+ sp
.
The exponent r satisfies r > 2∗s , with r → 2∗s as p → 2. Hence, for p satisfying
(2.2) we have r ∈ (2∗s , 2∗s + δ0). By the log-convexity of Lp norms there exists
β ∈ (0, 1) such that ‖F‖Lr(Rd) ≤ ‖F‖βL2∗s+δ0 (Rd) ‖F‖
1−β
L2∗s (Rd), and using the inequality
aβb1−β ≤ a+ b,
‖F‖[W t′,p′ (Rd)]∗ ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd)
)
.
To control the (W t
′,p′)∗ norm of u we follow a similar program. Treating u as a
distribution acting on functions inW t
′,p′(Rd;Rd) via the L2 inner product, by Ho¨lder’s
inequality we easily have ‖u‖[W t′,p′ (Rd)]∗ ≤ ‖u‖Lp(Rd). Since p ∈ [2, 2∗s) we have by
log-convexity of Lp norms
‖u‖[W t′,p′ (Rd)]∗ ≤ C ‖u‖Lp(Rd) ≤ C
(
‖u‖L2(Rd) + ‖u‖L2∗s (Rd)
)
≤ C ‖u‖W s,2(Rd) ,
where the last inequality follows from Sobolev embedding. Combining the two esti-
mates for F and u gives
(3.6) ‖F +$u‖[W t′,p′ (Rd)]∗ ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd) + ‖u‖W s,2(Rd)
)
.
Thus, the bound (3.3) follows from (3.5) and (3.6). Putting together these inequalities
we obtain that
(3.7)
‖Υs(u)‖Lp(Rd) ≤ ‖u‖W t,p(Rd) ≤ C
(
‖F‖L2∗s+δ0 (Rd) + ‖F‖L2∗s (Rd) + ‖u‖W s,2(Rd)
)
,
as desired.
Remark 3.5. One notices that in the course of the proof of Theorem 3.1 we actu-
ally proved that weak solutions u of the coupled nonlocal system satisfy both higher
integrability and higher differentiability on a Sobolev scale. This self-improvement of
solutions is of independent interest that has been studied in [3,13] for nonlocal elliptic
scalar equations. We restrict our attention to regularity of solutions in the scale of
the Bessel potential spaces.
3.3. Higher integrability when the horizon is finite. We now address the
remaining case of the proof of Theorem 3.1 where the horizon 0 < h < ∞, and
ch ∈ (0,∞). We begin with the following simple observation relating the bilinear
forms Eh and E .
Proposition 3.6. For p ∈ [1,∞) there exists a bounded linear operator Ph from
Lp(Rd;Rd) to itself such that for any u,v ∈W s,2(Rd,Rd), we have
Eh(u,v) = ch E(u,v) +
ˆ
Rd
〈Phu(x),v(x)〉dx.
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Proof. We begin by writing that
Eh(u,v) = ch E(u,v)
+
1
2
ˆ
Rd
ˆ
Rd
k(x,y)(u(x)− u(y)) · (x− y)|x− y| (v(x)− v(y)) ·
(x− y)
|x− y| dx dy,
where k(x,y) = ch
(
1− χBh(0)(|x− y|)
)
A(x,y)
|x−y|d+2s is symmetric. Notice also that k is
bounded and has no singularity along the diagonal x = y. Moreover, it decays fast
enough at infinity that for a fixed x, the function k(x,y) is integrable in y. We may
then apply Fubini’s theorem, iterate the integrals and get
1
2
ˆ
Rd
ˆ
Rd
k(x,y)(u(x)− u(y)) · (x− y)|x− y| (v(x)− v(y)) ·
(x− y)
|x− y| dx dy
=
ˆ
Rd
(
−
ˆ
Rd
k(x,y)
(x− y)⊗ (x− y)
|x− y|2 (u(x)− u(y)) dy
)
v(x) dx.
We now define the operator Ph : Lp(Rd;Rd)→ Lp(Rd;Rd) as
Phu(x) = −
ˆ
Rd
k(x,y)
(x− y)⊗ (x− y)
|x− y|2 (u(x)− u(y)) dy, x ∈ R
d.
It is clear that the operator is linear. To show that it is bounded, we notice that
Phu(x) =
ˆ
Rd
k(x,y)
(x− y)⊗ (x− y)
|x− y|2 u(y) dy −K(x)u(x)
where easy estimates show that K(x) =
´
Rd k(x,y)
(x−y)⊗(x−y)
|x−y|2 dy is a uniformly
bounded matrix-valued function. The first term, on the other hand, is a convolution
type operator and its magnitude is bounded from above by the function
α2γ ∗ |u|(x), where γ(ξ) = ch
(
1− χBh(0)(|ξ|)
) 1
|ξ|d+2s ∈ L
1(Rd).
The boundedness of the operator Ph on Lp(Rd;Rd) now follows from Young’s inequal-
ity.
Note that the same identity is true for the corresponding operators, i.e. Lh =
chL+ Ph.
Remark 3.7. It is now an easy corollary of the above proposition and Theorem
3.3 to state that for 0 < h ≤ ∞, u ∈ L2(Rd;Rd), Eh(u,u) < ∞ if and only if
u ∈W s,2(Rd;Rd).
Proof of Theorem 3.1 when 0 < h <∞. We begin with a solution u to the system
of nonlocal equations in the sense of (2.1) corresponding to F ∈ L2∗s+δ0(Rd,Rd) ∩
L2∗s (Rd,Rd). Using Proposition 3.6, we can conclude that u satisfies
E(u,v) = 1
ch
(
Eh(u,v)−
ˆ
Rd
〈Phu(x),v(x)〉dx
)
= 〈Fh,v〉
for any v ∈ W s,2(Rd,Rd), where we have defined Fh = 1
ch
(F + Phu). That is, u
solves a nonlocal system corresponding to infinite horizon in the sense of (2.1) with
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modified right-hand side data Fh. We can therefore apply all of the arguments in the
previous subsection so long as Ph(u) belongs to the space [W t′,p′(Rd;Rd)]∗. Since
p ∈ (2, 2∗s) and u ∈ L2∗s from the fractional Sobolev embedding theorem, it follows
from Proposition 3.6 that Ph(u) ∈ Lp(Rd;Rd). Moreover, by our choice of t and p,
we have the estimate
‖Ph(u)‖[W t′,p′ (Rd)]∗ ≤ C ‖Ph(u)‖Lp(Rd)
≤ C
(
‖Ph(u)‖L2(Rd) + ‖Ph(u)‖L2∗s (Rd)
)
≤ C
(
‖u‖L2(Rd) + ‖u‖L2∗s (Rd)
)
≤ C‖u‖W s,2(Rd) .
We can now apply the higher integrability result in case of infinite horizon to conclude
that Υs(u) ∈ Lp(Rd) with the appropriate estimates. That concludes the proof.
4. Characterization of Potential Spaces. The main objective of this section
is to prove Theorem 2.3. Our proof of Theorem 2.3 follows the steps presented in the
proof of [27, Theorem 1]. We first develop necessary technical tools that allows us to
relate the Marcinkiewicz-type integral Ds(f) with the potential function of f .
4.1. Poisson-type kernel and integral. We recall the standard Poisson kernel
pt(y) and introduce the modified Poisson-type kernel Pt(y) given by their Fourier
transforms, respectively,
p̂t(ξ) = e
−2pi|ξ|t , P̂t(ξ) = e−2pi|ξ|t
Id+1 + (2pi|ξ|t)
−
ξ ⊗ ξ
|ξ|2 −ı
ξ
|ξ|
−ı ξ|ξ| 1

 .
Notice that Pt(y) is a (d + 1) × (d + 1) matrix of functions which is explicitly given
by the formula, see [23]
(4.1) Pt(x) =
2(d+ 1)
ωd
t
(|x|2 + t2) d+32
[
x⊗ x tx
tx t2
]
where x is considered both a column and row d-vector. Several properties of the
matrix kernel Pt are given in [23]. We list now the properties that we need. First, the
matrix kernel Pt is in fact an approximation to the identity. For any t > 0, if Id+1
denotes the (d+ 1)× (d+ 1) identity matrix, then
(4.2)
ˆ
Rd
Pt(x) dx =
ˆ
Rd
P(x) dx = Id+1 .
Moreover, for each j, k, and ` ∈ {1, . . . , d, d + 1} and for every t > 0 we have that
∂tp
jk
t (x) ∈ L1(Rd) and ∂x`pjkt (x) ∈ L1(Rd). We also have the following pointwise
estimates: there exists a constant c = c(d) > 0 such that for any j, k = 1, 2, . . . d+ 1,
|∂tpjkt (x)| ≤ c |x|−d−1, |∂tpjkt (x)| ≤ c t−d−1, ∀x ∈ Rd, t > 0.
In addition, one can easily establish |∂ttPt(x)| ≤ C
td+2
and |∂ttPt(x)| ≤ C|x|d+2 .
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Throughout, functions f : Rd → Rd+1 are of the form f = (f1, f2, . . . , fd, 0). We
treat f both as being a vector field in Rd and Rd+1, as well as column and row vectors;
it will be clear from context.
We recall the Poisson integral of f given by u∆(x, t) := pt ∗ f(x), where the
convolution is component-wise. A Poisson-type integral of f can now be naturally
defined using the Poisson-type kernel Pt = (pijt ) as
U(x, t) := Pt ∗ f(x) .
The convolution in the above is taken in the sense of matrix multiplication. That is,
the ith entry component of U is given by Ui =
d+1∑
j=1
pijt ∗ fj , where Pt = (pijt ). Notice
that taking the Fourier transform in x transforms the convolution into the matrix
multiplication
(4.3) Û(ξ, t) = P̂t(ξ)f̂(ξ) .
The key connection of Pt with Ds(f) is obtained through the following important
relation that we will be using below. For any z,x ∈ Rd, we have
Pt(x)
([
z
0
])
= P(x, t)
(
z · x|x|
)
, z ∈ Rd ,
where the vector function P(x, t) is given by
(4.4) P(x, t) :=
2(d+ 1)
ωd
t|x|
(|x|2 + t2) d+32
([
x
t
])
.
In particular, P(x, t) and all its derivatives in t satisfy the same estimates as Pt(x)
and corresponding derivatives. Using this relation and (4.2), we see that
U(x, t) = f(x) +
ˆ
Rd
Pt(y)(f(x + y)− f(x)) dy
= f(x) +
ˆ
Rd
P(y, t)(f(x + y)− f(x)) · y|y| dy .
4.2. Littlewood-Paley-type g-function. We can define the analogue of the
classical Littlewood-Paley g-function corresponding to the new Poisson-type integral
U(x, t). The following definition is natural:
(4.5) g˚1(f)(x) :=
(ˆ ∞
0
t |∂tU(x, t)|2 dt
) 1
2
.
In the definition above ∇ = (∇x, ∂t), and |∇U(x, t)|2 = |∂tU|2 +
d+1∑
k=1
|∇xUk|2. We
can use these functions to characterize the Lp norm of a vector field. The following
is a result similar to [28, Theorem 1, Chapter IV].
Theorem 4.1. Suppose that 1 < p < ∞. Then there are constants C1, C2 such
that for any f ∈ Lp(Rd;Rd)
C1 ‖˚g1(f)‖Lp(Rd) ≤ ‖f‖Lp(Rd) ≤ C2 ‖˚g1(f)‖Lp(Rd)
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To prove the theorem we follow the steps and the approach given in [28] for the proof
of [28, Theorem 1, Chapter IV]. We first prove the theorem for p = 2.
Lemma 4.2. Let f ∈ L2(Rd). Then g˚1(f) ∈ L2(Rd) with
(4.6) ‖˚g1(f)‖2L2(Rd) =
1
4
ˆ
Rd
∣∣∣∣(Id + ξ ⊗ ξ|ξ|2
)
f̂(ξ)
∣∣∣∣2 dξ .
The proof is tedious but elementary. It is given in the appendix. In the next propo-
sition we prove one of the inequalities in Theorem 4.1.
Proposition 4.3. Let 1 < p < ∞. If f ∈ Lp(Rd), then g˚1(f) ∈ Lp(Rd). More-
over, there exists a positive constant depending only on p and d such that for all
f ∈ Lp(Rd),
(4.7) ‖˚g1(f)‖Lp(Rd) ≤ C ‖f‖Lp(Rd) .
Proof. We use the theory of singular integrals for Hilbert space-valued functions
outlined in [28, Chapter II, Section 5]. We use the notation of that section as well.
Define the Hilbert space H to be the L2 space on (0,∞) with the functions taking
values in Rd with measure tdt, i.e.
H :=
{
h : (0,∞)→ Rd
∣∣∣ ‖h‖2H := ˆ ∞
0
t |h(t)|2 dt <∞
}
.
The absolute value |h| is the norm in Rd. Denote the Banach space of bounded linear
operators from Rd to H by B(Rd,H ). Let ε > 0 be fixed for now. For each x
consider the matrix-valued function
Kε(x, t) := ∂tPt+ε(x) .
Then for any fixed x ∈ Rd, we identify the matrix function Kε(x, ·) by Kε(x). Now
we show that Kε(x) ∈ B(Rd,H ). This is equivalent to showing that the integralˆ ∞
0
t |∂tPt+ε(x)|2 dt is finite. Indeed, from the formula (4.1) we have that |∂tPt(x)| ≤
C
(|x|2 + t2) d+12
, and therefore for each x ∈ Rd we have the estimate after change of
variables that
‖Kε(x)‖2B(Rd,H ) = sup|y|≤1
‖〈Kε(x),y〉‖2H
≤ sup
|y|≤1
|y|
ˆ ∞
0
t|∂tPt+ε(x)|2 dt ≤ C
ˆ ∞
0
t
(|x|2 + (t+ ε)2)d+1 dt ≤ Cε
and
‖Kε(x)‖2B(Rd,H ) ≤ C
ˆ ∞
0
t
(|x|2 + (t+ ε)2)d+1 dt ≤
1
|x|2d
ˆ ∞
0
t
(1 + t2)d+1
dt =
C
|x|2d .
From the above two estimates we also conlcude that
(4.8) x 7→ ‖Kε(x)‖B(Rd,H ) ∈ L2(Rd) .
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Similarly, for 1 ≤ j ≤ d, again referring to (4.1) that∥∥∂xjKε(x)∥∥2B(Rd,H ) ≤ C ˆ ∞
0
t
(|x|2 + (t+ ε)2)d+2 dt
≤ C
ˆ ∞
0
t
(|x|2 + t2)d+2 dt
=
C
|x|2d+2 .
Thus,
(4.9)
∥∥∂xjKε(x)∥∥B(Rd,H ) ≤ C|x|d+1 , 1 ≤ j ≤ d .
Now define the operator
Tε(f)(x) =
ˆ
Rd
Kε(y)f(x− y) dy .
Notice that from the definition of Kε(y), Tε(f)(x) in terms of the Poisson-type kernel
U as Tε(f)(x) = ∂tU(x, t + ε). It then follows that Tε is a vector field since the
integrand is a matrix multiplying a vector. In fact, Tε(f)(x) take their values in H
for each x ∈ Rd. Moreover, we have
‖Tε(f)(x)‖2H =
ˆ ∞
0
t |∂tU(x, t+ ε)|2 dt
=
ˆ ∞
0
(t+ ε) |∂tU(x, t+ ε)|2 dt−
ˆ ∞
0
ε |∂tU(x, t+ ε)|2 dt
=
ˆ ∞
ε
t |∂tU(x, t)|2 dt− ε
ˆ ∞
ε
|∂tU(x, t)|2 dt
≤
ˆ ∞
0
t |∂tU(x, t)|2 dt =
[˚
g1(f)(x)
]2
.
Therefore, by the previous theorem, x 7→ ‖Tε(f)(x)‖H is square integrable and
‖Tε(f)‖L2x(Rd) ≤
1
2
(ˆ
Rd
∣∣∣∣(Id + ξ ⊗ ξ|ξ|2
)
f̂(ξ)
∣∣∣∣2 dξ
)1/2
≤ ‖f‖L2(Rd) ,
and thus, we obtain
(4.10)
∥∥∥K̂ε(x)∥∥∥
B(Rd;H )
≤ 1 .
Now using (4.8), (4.9) and (4.10) we can use the theory of singular integrals [28,
Chapter 2, Section 5] and conclude that
‖Tεf‖Lp(Rd) ≤ C ‖f‖Lp(Rd) , 1 < p <∞ ,
with C independent of ε. Notice from the above calculations that for each x, the
positive function ‖Tε(f)(x)‖H increases to g˚1(f)(x) as ε→ 0 and therefore, we have
that
‖˚g1(f)‖Lp(Rd) ≤ C ‖f‖Lp(Rd) , 1 < p <∞ .
That completes the proof.
16 J. SCOTT, T. MENGESHA
Next, we prove the reverse inequality by establishing a comparison of norms of
operators with matrix symbols Id and Id +
ξ ⊗ ξ
|ξ|2 . We recall that for 1 ≤ j ≤ d and f
belonging to the class of Schwartz functions S(Rd) the jth Riesz transform is defined
as
Rj(f)(x) :=
2
ωd
P.V.
ˆ
Rd
yj
|y|d+1 f(x− y) dy .
For any f ∈ S(Rd) we have R̂j(f)(ξ) = −ı ξj|ξ| f̂(ξ), and ‖Rjf‖Lp(Rd) ≤ C(p) ‖f‖Lp(Rd)
for 1 < p <∞.
Lemma 4.4. Let f ∈ Lp(Rd) for 1 < p < ∞. The translation-invariant operator
L(f) defined by
[Lf(x)]k := fk(x)− 3Rk
 d∑
j=1
Rjfj
 (x) , 1 ≤ k ≤ d ,
satisfies
‖f‖Lp(Rd) ≤ C ‖Lf‖Lp(Rd) .
Proof. Clearly by the Lp boundedness of the Riesz transforms,
‖Lf‖Lp(Rd) ≤ C ‖f‖Lp(Rd) ,
so the Lp norm of Lf is finite. Applying the kth Riesz transform to (Lf)k and summing
gives
d∑
k=1
Rk(Lf)k = Rkfk − 3RkRk
 d∑
j=1
Rjfj
 = −2 d∑
k=1
Rkfk .
Thus, by the Lp boundedness of the Riesz transforms we have
(4.11)
∥∥∥∥∥∥
d∑
j=1
Rkfk
∥∥∥∥∥∥
Lp(Rd)
≤ C ‖T f‖Lp(Rd) .
Now writing as
fk(x) = fk(x)− 3Rk
 d∑
j=1
Rjfj
 (x) + 3Rk
 d∑
j=1
Rjfj
 (x) ,
and so taking the Lp norm on both sides and using the Lp boundedness of the Riesz
transforms gives
‖fk‖Lp(Rd) ≤
∥∥∥∥∥∥fk − 3Rk
 d∑
j=1
Rjfj
∥∥∥∥∥∥
Lp(Rd)
+
∥∥∥∥∥∥3Rk
 d∑
j=1
Rjfj
∥∥∥∥∥∥
Lp(Rd)
= ‖(Lf)k‖Lp(Rd) +
∥∥∥∥∥∥3Rk
 d∑
j=1
Rjfj
∥∥∥∥∥∥
Lp(Rd)
≤ C ‖(Lf)‖Lp(Rd) + C
∥∥∥∥∥∥
d∑
j=1
Rjfj
∥∥∥∥∥∥
Lp(Rd)
(4.11)
≤ C ‖Lf‖Lp(Rd) .
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Summing over k finishes the proof.
Remark 4.5. The symbol associated to L is Id+ 3
ξ ⊗ ξ
|ξ|2 , which will appear in the
proof of the converse inequalities for g˚1.
The next result proves the remaining inequality in Theorem 4.1.
Proposition 4.6. Let 1 < p <∞. Then there exists a positive constant C such
that for any f ∈ Lp(Rd;Rd),
‖f‖Lp(Rd) ≤ C ‖˚g1(f)‖Lp(Rd) .
Proof. Let f1, f2 be in L
2(Rd;Rd) with respective Poisson-type integrals U1, U2.
Polarization of the identity (4.6) leads to
ˆ ∞
0
ˆ
Rd
t 〈∂tU1(x, t), ∂tU2(x, t)〉dxdt
=
1
4
ˆ
Rd
〈(
Id +
ξ ⊗ ξ
|ξ|2
)
f̂1(ξ),
(
Id +
ξ ⊗ ξ
|ξ|2
)
f̂2(ξ)
〉
dξ
=
1
4
ˆ
Rd
〈(
Id + 3
ξ ⊗ ξ
|ξ|2
)
f̂1(ξ), f̂2(ξ)
〉
dξ
=
1
4
ˆ
Rd
〈Lf1(x), f2(x)〉 dx ,
(4.12)
where the last inequality follows by Parseval’s relation. Now suppose in addition
that f1 ∈ Lp(Rd;Rd) and f2 ∈ Lp′(Rd;Rd) with ‖f2‖Lp′ (Rd) ≤ 1. Then using the
Cauchy-Schwarz inequality, Ho¨lder’s inequality and Proposition 4.3 we have∣∣∣∣ˆ
Rd
〈Lf1(x), f2(x)〉dx
∣∣∣∣ ≤ 4 ˆ
Rd
g˚1(f1)(x)˚g1(f2)(x) dx
≤ 4 ‖˚g1(f1)‖Lp(Rd) ‖˚g1(f2)‖Lp′ (Rd) ≤ C ‖˚g1(f1)‖Lp(Rd) .
Taking the supremum on both sides over all f2 ∈ L2(Rd;Rd) ∩ Lp′(Rd;Rd) with
‖f2‖Lp′ (Rd) ≤ 1 gives
(4.13) ‖Lf‖Lp(Rd) ≤ C ‖˚g1(f)‖Lp(Rd)
for every f ∈ (L2 ∩ Lp)(Rd). Using Lemma 4.4,
(4.14) ‖f‖Lp(Rd) ≤ C ‖˚g1(f)‖Lp(Rd)
for every f ∈ (L2 ∩ Lp)(Rd). The passage to the general case f ∈ Lp follows by
density. Let fm be a sequence of functions in (L
2 ∩ Lp)(Rd) which converge in Lp to
an arbitrary function f ∈ Lp. Then
|˚g1(fm)(x)− g˚1(f)(x)|2 =
∣∣∣∣∣
(ˆ ∞
0
t |∂tUm(x, t)|2 dt
) 1
2
−
(ˆ ∞
0
t |∂tU(x, t)|2 dt
) 1
2
∣∣∣∣∣
2
=
ˆ ∞
0
t
(|∂tUm(x, t)|2 + |∂tU(x, t)|2) dt
− 2
(ˆ ∞
0
t |∂tUm(x, t)|2 dt
) 1
2
(ˆ ∞
0
t |∂tU(x, t)|2 dt
) 1
2
.
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By Cauchy-Schwartz inequality the last expression cannot exceed
ˆ ∞
0
t
(|∂tUm(x, t)|2 + |∂tU(x, t)|2 − 2 〈∂tUm(x, t), ∂tU(x, t)〉) dt ,
and so
|˚g1(fm)(x)− g˚1(f)(x)|2 ≤
ˆ ∞
0
t |∂t(Um −U)(x, t)|2 dt = |˚g1(fm − f)(x)|2 .
Therefore by Theorem 4.3, g˚1(fm) converges to g˚1(f) in L
p(Rd), so we obtain (4.14)
for a general f ∈ Lp(Rd) and the proof is complete.
Now we come to the final preliminary inequality that must be established before
proving our main result. Recall that the Riesz potential Is and the Bessel potential
J s acting on a function f are given by
(4.15) Is(f)(x) := cd,s
ˆ
f(y)
|x− y|d−s dy ,
(4.16) Js(f)(x) := (Ĝs f̂)∨ = Gs ∗ f , Gs(x) :=
(
(1 + 4pi2|ξ|2)−s/2)∨(x) ,
where cd,s is an appropriate normalizing constant.
Theorem 4.7. Let f ∈ Lp(Rd), 1 < p <∞ and let 0 < s < 1. Denote fs := Is(f).
Let U and Us be the Poisson-type integrals of f , fs respectively. Then for every x ∈ Rd
we have
g˚1(f)(x) ≤ C Ds(fs)(x) .
Proof. We first establish the equality
(4.17) ∂tU(x, t) =
−1
Γ(1− s)
ˆ ∞
0
∂ttUs(x, t+ r)r
−sdr ,
where Γ denotes the Gamma function. This identity can be established using the
Fourier transform and will be done in the appendix. We will use this to estimate
g˚1(f) pointwise. To that end, we write
g˚1(f)(x) =
ˆ ∞
0
t |∂tU(x, t)|2 dt =
ˆ ∞
0
t
∣∣∣∣ −1Γ(1− s)
ˆ ∞
t
∂ttUs(x, r)(r − t)−s dr
∣∣∣∣2 dt.
Dividing the intervals of integration in the inside integral, we see that
g˚1(f)(x) ≤ C
ˆ ∞
0
t
∣∣∣∣ˆ 2t
t
∂ttUs(x, r)(r − t)−s dr
∣∣∣∣2 dt
+ C
ˆ ∞
0
t
∣∣∣∣ˆ ∞
2t
∂ttUs(x, r)(r − t) 12 (r − t)− 12−s dr
∣∣∣∣2 dt
≤ C
ˆ ∞
0
t
(ˆ 2t
t
|∂ttUs(x, r)|2(r − t)−s dr
)(ˆ 2t
t
1
(r − t)s dr
)
dt
+ C
ˆ ∞
0
t
(ˆ ∞
2t
|∂ttUs(x, r)|2(r − t) dr
)(ˆ ∞
2t
1
(r − t)1+2s dr
)
dt,
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where we have used the Cauchy-Schwartz inequality in the last inequality. Simplifi-
cation and interchanging of the integrals via Fubini implies that
g˚1(f)(x) ≤ C
ˆ ∞
0
t2−s
ˆ 2t
t
|∂ttUs(x, r)|2(r − t)−s dr dt
+ C
ˆ ∞
0
t1−2s
ˆ ∞
2t
|∂ttUs(x, r)|2(r − t) dr dt
= C
ˆ ∞
0
|∂ttUs(x, r)|2
(ˆ r
r/2
t2−s(r − t)−s dt+
ˆ r/2
0
t1−2s(r − t) dt
)
dr
≤ C
ˆ ∞
0
r3−2s|∂ttUs(x, r)|2 dr = C
ˆ ∞
0
t3−2s|∂ttUs(x, t)|2 dt .
Notice also that using the fact that Pt integrates to Id+1 we see that
∂ttUs(x, t) =
ˆ
Rd
∂ttPt(y)(fs(x− y)− fs(x)) dy
=
ˆ
Rd
∂ttP(y, t)(fs(x− y)− fs(x)) · y|y| dy ,
where we use the relation (4.4). By computation of ∂ttPt it is not difficult to show
that
|∂ttUs(x, t)| ≤
ˆ
Rd
|∂ttP(y, t)|
∣∣∣∣(fs(x + y)− fs(x)) · y|y|
∣∣∣∣dy .
We now divide the integration region in the right hand side and estimate using Ho¨lder’s
inequality to obtain
|∂ttUs(x, t)|2 ≤
(ˆ
|y|≤t
|∂ttP(y, t)|
∣∣∣∣fs(x + y)− fs(x) · y|y|
∣∣∣∣dy + ˆ
t≤|y|
· · · dy
)2
≤
(ˆ
|y|≤t
|∂ttP(y, t)|dy
)(ˆ
|y|≤t
|d(fs)(x,y)|2 |∂ttPt(y)|dy
)
+
(ˆ
|y|>t
|∂ttP(y, t)|dy
)(ˆ
|y|>t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
)
.
where we introduced the notation d(fs)(x,y) := fs(x + y) − fs(x) · |y||y| . We now use
the estimates for |∂ttP(y, t)| to get
|∂ttUs(x, t)|2 ≤
(ˆ
|y|≤t
C
td+2
dy
)(ˆ
|y|≤t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
)
+
(ˆ
|y|>t
C
|y|d+2 dy
)(ˆ
|y|>t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
)
≤ C
t2
(ˆ
|y|≤t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
)
+
C
t2
(ˆ
|y|>t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
)
.
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As a consequence, combining the above with (8), and interchanging the integrals we
have that
[˚
g1(f)(x)
]2 ≤ C ˆ ∞
0
t3−2s
(
1
t2
)(ˆ
|y|≤t
|d(fs)(x,y)|2 |∂ttP(y, t)|dy
+
ˆ
|y|>t
. . . dy
)
dt
= C
ˆ
Rd
|d(fs)(x,y)|2
(ˆ |y|
0
t1−2s|∂ttP(y, t)|dt
+
ˆ ∞
|y|
t1−2s|∂ttP(y, t)|dt
)
dy
≤ C
ˆ
Rd
|d(fs)(x,y)|2
(ˆ |y|
0
t1−2s
|y|d+2 dt+
ˆ ∞
|y|
t−d−1−2s dt
)
dy
= C
ˆ
Rd
|d(fs)(x,y)|2
|y|d+2s dy = C
[
Ds(fs)(x)
]2
.
The proof is complete.
Finally we are ready to prove the second main result of the paper, Theorem 2.3. As
we have indicated since for any x ∈ Rd the pointwise estimate Ds(f)(x) ≤ Υs(f)(x)
holds, the right-hand side inequality in Theorem 2.3 follows from the characterization
in [27, Theorem 1]. What remains is to prove the left-hand side inequality in Theorem
2.3 which is stated in the following theorem.
Theorem 4.8. Let s ∈ (0, 1) and 1 < p < ∞. If f ∈ Dps(Rd), then f ∈ Ls,p(Rd).
Moreover, there exist positive constants C such that
‖f‖Lps(Rd) ≤ C
(‖f‖Lp(Rd) + ‖Ds(u)‖Lp(Rd))
Proof. It suffices to establish the inequality for vector fields in the Schwarz space
S(Rd;Rd). To that end, we will show that for any f ∈ S(Rd;Rd), the tempered dis-
tribution
((
1 + 4pi2|ξ|2)s/2 f̂)∨ belongs to the space Lp(Rd;Rd) with the appropriate
estimate. In what follows we use a key result that relates the Riesz potentials Is and
the Bessel potentials Js. From [28, Lemma 2 of Chapter V] there exists a pair of
finite measures νs and λs on Rd with Fourier transforms ν̂s(ξ) and λ̂s(ξ) respectively
such that (
1 + 4pi2|ξ|2)s/2 = ν̂s(ξ) + (2pi|ξ|)sλ̂s(ξ) .
Then for any f ∈ Lp(Rd;Rd), we have that in the sense of distributions((
1 + 4pi2|ξ|2)s/2 f̂)∨ = f ∗ νs + ((2pi|ξ|)sf̂)∨ ∗ λs
We now estimate the Lp norms of the terms in the right-hand side. We notice first
that ‖f ∗ νs‖Lp ≤ C‖f‖Lp , which follows since νs is a finite measure. To estimate the
second term we use again the fact that λs is a finite measure to get∥∥∥((2pi|ξ|)sf̂)∨ ∗ λs∥∥∥
Lp
≤ C
∥∥∥((2pi|ξ|)sf̂)∨∥∥∥
Lp
≤ C
∥∥∥˚g1( ((2pi|ξ|)sf̂)∨ )∥∥∥
Lp
,
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where in the last inequality we have applied Proposition 4.6. We now use Theorem
4.7 to estimate∥∥∥((2pi|ξ|)sf̂)∨ ∗ λs∥∥∥
Lp
≤ C
∥∥∥˚g1( ((2pi|ξ|)sf̂)∨ )∥∥∥
Lp
≤ C
∥∥∥∥Ds(Is(((2pi|ξ|)sf̂)∨))∥∥∥∥
Lp
= C‖Ds(f)‖Lp ,
where we used the identity Is
((
(2pi|ξ|)sf̂)∨) = f .
5. Conclusion. In this paper we have established a qualitative property of solu-
tions to a strongly coupled system of nonlocal equations that arise from the lineariza-
tion of the bond-based peridynamic model. We have obtained a higher integrability
potential space estimate for solutions corresponding to measurable and elliptic coef-
ficients and possibly rough data. Our proof of the result adapts arguments from the
functional analytic approach developed in [3] considering regularity of scalar-valued
nonlocal elliptic equations. The regularity estimate, which should be considered as
a nonlocal analogue of the celebrated inequality of Meyers that applies to system of
PDEs with elliptic and measurable coefficients, is applicable to those nonlocal models
with kernel that is locally comparable with fractional kernels of type |ξ|−(d+2s) and
with bounded and unbounded support. In particular, it is applicable for peridynamic
models with fractional kernels and finite horizon.
It is anticipated that the higher integrability result we obtained in the current
work will be used to obtain estimates for solutions of nonlocal equations with co-
efficients that have large jump discontinuities as well as highly oscillatory features.
For example, there is an interest in such types of estimates for the homogenization
of peridynamic models with highly oscillatory coefficients. The higher integrability
of a measure of smoothness of a sequence of solutions guarantees compactness of the
solutions in L2 for example, and assists in establishing convergence rates of solutions
to the homogenized solution. We hope to make a rigorous study of this in a future
work.
Appendix A. Proof of Lemma 4.2.
Proof. Using Fubini’s Theorem and Plancherel’s Theorem,
‖˚g1(f)‖2L2(Rd) =
ˆ ∞
0
t
ˆ
Rd
|∂tU(x, t)|2 dx dt =
ˆ ∞
0
t
ˆ
Rd
|∂̂tU(ξ, t)|2 dξ dt .
By a direct computation, for 1 ≤ k ≤ d,
|∂tÛk(ξ, t)|2 =
∣∣∣∣∂t(e−2pi|ξ|tf̂k + (2pi|ξ|t)e−2pi|ξ|t( ξ|ξ| · f̂(ξ)
)(−ξk
|ξ|
))∣∣∣∣2
= 4pi2|ξ|2e−4pi|ξ|t |Ak(ξ, t)|2 ,
where
Ak(ξ, t) := f̂k(ξ) +
(
ξ
|ξ| · f̂(ξ)
)(
ξk
|ξ|
)
− (2pi|ξ|t)
(
ξ
|ξ| · f̂(ξ)
)(
ξk
|ξ|
)
.
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(Note that here we are using the modulus | · | for complex numbers.) Next,∣∣∣∂tÛd+1(ξ, t)∣∣∣2 = ∣∣∣∣∂t((2pi|ξ|t)e−2pi|ξ|t(−ı ξ|ξ| · f̂(ξ)
))∣∣∣∣2
= 4pi2|ξ|2e−4pi|ξ|t
∣∣∣∣ ξ|ξ| · f̂(ξ)
∣∣∣∣2 (1 + 2pi|ξ|t)2 ,
Expanding the Ak terms,
d∑
k=1
|Ak(ξ, t)|2 = |̂f(ξ)|2 + 3
(
ξ
|ξ| · f̂(ξ)
)2
− (8pi|ξ|t)
(
ξ
|ξ| · f̂(ξ)
)2
+ (4pi2|ξ|2t2)
(
ξ
|ξ| · f̂(ξ)
)2
.
Now we prove (4.6). By the above formulas,∣∣∣∂tÛ(ξ, t)∣∣∣2
= 4pi2|ξ|2e−4pi|ξ|t
(
d∑
k=1
|Ak(ξ, t)|2 + (1 + 2pi|ξ|t)2
∣∣∣∣ ξ|ξ| · f̂(ξ)
∣∣∣∣2
)
= 4pi2|ξ|2e−4pi|ξ|t
(
|̂f(ξ)|2 + (3− 8pi|ξ|t+ 4pi2|ξ|2t2 + (1 + 2pi|ξ|t)2) ∣∣∣∣ ξ|ξ| · f̂(ξ)
∣∣∣∣2
)
= 4pi2|ξ|2e−4pi|ξ|t |̂f(ξ)|2 + 4pi2|ξ|2e−4pi|ξ|t
(
4− 4pi|ξ|t+ 8pi2|ξ|2t2
) ∣∣∣∣ ξ|ξ| · f̂(ξ)
∣∣∣∣2
Thus,
ˆ ∞
0
ˆ
Rd
t|∂tÛ(ξ, t)|2 dξ dt =
ˆ
Rd
1
4
|̂f(ξ)|2 +
(
1
2
− 1
2
+
3
4
) ∣∣∣∣ ξ|ξ| · f̂(ξ)
∣∣∣∣2 dξ
=
1
4
ˆ
Rd
∣∣∣∣(Id + ξ ⊗ ξ|ξ|2
)
f̂(ξ)
∣∣∣∣2 dξ .
where we have used the formulas: by a change of variables η = 4pi|ξ|t,
ˆ ∞
0
8pi2|ξ|2te−4pi|ξ|t dt = 1
2
ˆ ∞
0
ηe−η dη =
1
2
Γ(1) =
1
2
,
ˆ ∞
0
16pi2|ξ|2te−4pi|ξ|t dt =
ˆ ∞
0
ηe−η dη = 1 ,
−
ˆ ∞
0
32pi3|ξ|3t2e−4pi|ξ|t dt = −1
2
ˆ ∞
0
η2eη dη = −Γ(2)
2
= −1 ,
ˆ ∞
0
64pi4|ξ|4t3e−4pi|ξ|t dt = 1
4
ˆ ∞
0
η3e−η dt =
Γ(3)
4
=
3
2
.
Appendix B. Proof of (4.17) . This can be done using the Fourier transform.
Denote
A(ξ) =:
−
ξ ⊗ ξ
|ξ|2 −i
ξ
|ξ|
−i ξ|ξ| 1
 .
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Then
−1
Γ(1− s)
ˆ ∞
0
∂ttÛs(ξ, t+ r)r
−s dr
=
−1
Γ(1− s)
ˆ ∞
0
4pi2|ξ|2e−2pi|ξ|(t+r)
(
Id+1 − 2A(ξ) + 2pi|ξ|(t+ r)A(ξ)
)
× (2pi|ξ|)−sf̂(ξ)r−s dr
=
−1
Γ(1− s)2pi|ξ|e
−2pi|ξ|t
(ˆ ∞
0
(2pi|ξ|r)−se−2pi|ξ|r(2pi|ξ|) dr
)
×
(
Id+1 − 2A(ξ) + 2pi|ξ|tA(ξ)
)
+
−1
Γ(1− s)2pi|ξ|e
−2pi|ξ|t
(ˆ ∞
0
(2pi|ξ|r)1−se−2pi|ξ|r(2pi|ξ|) dr
)
A(ξ)
=
−1
Γ(1− s)2pi|ξ|e
−2pi|ξ|t Γ(1− s)
(
Id+1 − 2A(ξ) + 2pi|ξ|tA(ξ)
)
+
−1
Γ(1− s)2pi|ξ|e
−2pi|ξ|t Γ(2− s)A(ξ)
= (−2pi|ξ|)e−2pi|ξ|t
(
Id+1 − 2A(ξ) + (2pi|ξ|t)A(ξ) + Γ(2− s)
Γ(1− s)A(ξ)
)
= ∂tÛ(ξ, t) .
In the last equality we used the identity Γ(x + 1) = xΓ(x) for every x > 0. By a
change of variables we have
∂tU(x, t) =
−1
Γ(1− s)
ˆ ∞
t
∂ttUs(x, r)(r − t)−s dr .
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