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Abstract
In this paper, we consider global existence of classical solutions to the following kinetic
model of pattern formation {
ut = ∆(γ(v)u) + µu(1− u)
−∆v + v = u
(0.1)
in a smooth bounded domain Ω ⊂ Rn, n ≥ 1 with no-flux boundary conditions. Here,
µ ≥ 0 is any given constant. The function γ(·) represents a signal-dependent diffusion
motility and is decreasing in v which models a density-suppressed motility in process of
stripe pattern formation through self-trapping mechanism [9, 20].
The major difficulty in analysis lies in the possible degeneracy of diffusion as v ր +∞.
In the present contribution, based on a subtle observation of the nonlinear structure, we
develop a new method to rule out finite-time degeneracy in any spatial dimension for all
smooth motility function satisfying γ(v) > 0 and γ′(v) ≤ 0 for v ≥ 0. Then we prove
global existence of classical solution for (0.1) in the two-dimensional setting with any
µ ≥ 0. Moreover, the global solution is proven to be uniform-in-time bounded if either
1/γ satisfies certain polynomial growth condition or µ > 0.
Besides, we pay particular attention to the specific case γ(v) = e−v with µ = 0. Under
the circumstances, system (0.1) becomes of great interest because it shares the same set
of equilibria as well as the Lyapunov functional with the classical Keller–Segel model. A
novel critical phenomenon in the two-dimensional setting is observed that with any initial
datum of sub-critical mass, the global solution is proved to be uniform-in-time bounded,
while with certain initial datum of super-critical mass, the global solution will become
unbounded as time goes to infinity. Namely, blowup takes place in infinite time rather
than finite time in our model which is distinct from the well-known fact that certain initial
data of super-critical mass will enforce a finite-time blowup for the classical Keller–Segel
system.
Keywords: Global existence, classical solutions, degeneracy, blowup, chemotaxis.
∗Research Alliance Center for Mathematical Sciences, Tohuku University, Sendai 980-8578, Miyagi, Japan,
fujie@tohoku.ac.jp
†Wuhan Institute of Physics and Mathematics, Chinese Academy of Sciences, Wuhan 430071, HuBei
Province, P.R. China, jiang@wipm.ac.cn.
1
1 Introduction
Experimental observations show that colonies of bacteria and simple eukaryotes can gener-
ate complex shapes and patterns. In order to understand the mechanism of pattern formation,
extensive mathematical models were derived including the Keller–Segel system modeling the
pattern formation driven by chemotactic bacteria. In most cases, the models invoke nonlinear
diffusion of the cells where the diffusion coefficient increases with the local density [3].
Recently, it was theoretically proposed in [9, 20] that density-suppressed motility could
also lead to patterns via the so-called ”self-trapping” mechanism. A kinetic model with
signal-dependent motility was proposed to describe the processing of stripe pattern formation
through self-trapping. Denoting the cell density by u and chemical concentration by v, the
diffusion and production of v is governed by
εvt −∆v + v = u, (1.1)
while the stochastic swim-and-tumble motion of cells is modeled by the following diffusion
equation with a logistic growth:
ut = ∆(γ(v)u) + µu(1− u). (1.2)
Here µ ≥ 0 and the motility function γ(·) > 0 depends explicitly on v. Moreover, for all
v > 0, it is assumed that
γ′(v) < 0, (1.3)
since it takes into account the repressive effect of signal concentration (and hence cell density)
on cell motility. Note that γ(v) may approach to zero as v ր +∞, which characterizes
the incessant tumbling of cells at high concentration, resulting in a vanishing macroscopic
motility. Simulation results of [9, 20] show that this model correctly captures the dynamics
at propagating front where new stripes are formed.
To the best of our knowledge, there are only a few theoretical results on this kinetic
model in the literature. An essential difficulty in analysis lies in the possible degeneracy
of diffusion in (1.2) as v ր +∞. By assuming uniform upper and lower boundedness for γ
as well as its derivative, Tao and Winkler [28] studied the fully parabolic system consisting
of (1.1)-(1.2) with µ = 0 under Neumann boundary conditions, where existence of global
classical solutions in two dimensions and global weak solutions in the three dimensions were
established. However, degeneracy was prevented due to their technical assumptions on γ.
Meanwhile, results on global existence with degenerate motility are rather limited. When
µ > 0 and in the two-dimensional setting, Jin et al [18] proved existence of globally bounded
classical solutions to the fully parabolic system permitting a general kind of degenerate motil-
ity functions. Moreover, they obtained convergence toward constant steady states provided
that µ > µ∗ with some µ∗ > 0 depending on γ. However, their assumption on γ(v) excluded
very fast decay functions such as e−v
2
or e−e
v
.
From a mathematical point of view, the problem becomes more challenging when µ = 0.
In this case, to the authors’ knowledge, only the following specific polynomial decay function
was considered in the literature, i.e.,
γ(v) =
c0
vk
,
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with some c0, k > 0. Yoon and Kim [32] investigated the initial-Neumann boundary problem
where global existence was obtained for any k > 0 under a smallness assumption on c0. The
only global existence result without smallness assumptions was recently given by Ahn and
Yoon [2]. They considered the simplified parabolic-elliptic version of above system, that is{
ut = ∆(v
−ku) x ∈ Ω, t > 0
−∆v + v = u x ∈ Ω, t > 0
with homogeneous Neumann boundary conditions. They established global existence of clas-
sical solutions with a uniform-in-time bound when n ≤ 2 for any k > 0 or n ≥ 3 for k < 2n−2 .
In the present contribution, we consider the initial-Neumann boundary value problem of
the following parabolic-elliptic system:

ut = ∆(γ(v)u) + µu(1− u) x ∈ Ω, t > 0
−∆v + v = u x ∈ Ω, t > 0
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0
u(x, 0) = u0(x), x ∈ Ω
(1.4)
where Ω ⊂ Rn with n ≥ 1 is a smooth bounded domain. We study global existence of
classical solutions to the above problem for general type of degenerate motility functions
with any µ ≥ 0. To be more precisely, we assume throughout this paper that
u0 ∈ C0(Ω), u0 ≥ 0 in Ω, u 6≡ 0 (1.5)
and for γ, we require that
(A1) : γ(v) ∈ C3[0,+∞), γ(v) > 0 and γ′(v) ≤ 0 on (0,+∞). (1.6)
As we mentioned above, the main obstacle in analysis comes from the possible degeneracy
as v ր +∞. Thus, in order to rule out degeneracy, one needs to obtain an upper bound for
v. The typical way is to derive the L∞(0, T ;Lp(Ω)) boundedness of u for any p > n2 which
will directly yield the L∞(0, T ;L∞(Ω)) boundedness of v according to the second equation
in (1.4) as done in previous studies [2, 32] or in related work on the classical Keller–Segel
models [3]. However, this method fails for our system with general motility functions since
in most cases, non-degeneracy is requisite to get the L∞(0, T ;Lp(Ω)) boundedness of u.
The novelty of the present paper is that a new approach is introduced to rule out finite-
time degeneracy for all monotone decreasing motility functions directly. Based on a subtle
observation, we find that the following identity
∂tv(x, t) + uγ(v) + µ(I −∆)−1[u2] = (I −∆)−1[uγ(v) + µu](x, t) (1.7)
holds for any smooth solution (u, v) which unveils the hidden mechanism of the special struc-
ture of system (1.4) and is the key ingredient to prove global existence. Here, (I − ∆)−1
denotes the inverse operator of I − ∆ and ∆ is the usual Laplacian operator with homo-
geneous Neumann boundary condition. Several tricks are developed along with this key
identity to derive upper bounds of v under different circumstances. Roughly speaking, in
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view of the positivity of uγ(v) +µ(I −∆)−1[u2], thanks to the uniform-in-time lower bound-
edness infx∈Ω v(x, t) ≥ v∗ given by Lemma 2.1 below and the decreasing property of γ(·), we
can deduce by the comparison principle together with Gronwall’s inequality that
v(x, t) ≤ v0(x)e(γ(v∗)+µ)t (1.8)
for any (x, t) ∈ Ω × [0, Tmax) with v0 , (I − ∆)−1u0 and Tmax being the maximal time of
existence of classical solutions. Thus, finite-time degeneracy cannot take place and hence
global existence can be investigated by the classical energy method as done for Keller–Segel
systems. On the other hand, with any µ > 0 if n ≤ 3 or any µ > γ(v∗) if n ≥ 4, we can
further prove that the point-wise upper bound of v(x, t) is in fact time-independent and hence
uniform-in-time boundedness of the solutions can be discussed under the circumstances. In
the present paper, we focus on the two-dimensional case and the higher dimensional problem
will be studied in our future works.
Now we are in a position to state our first main result on global existence of classical
solutions with general motility functions in two dimensions.
Theorem 1.1. Assume Ω ⊂ R2 and γ(·) satisfies (A1). For any given initial datum u0
satisfying (1.5), system (1.4) permits a unique classical solution (u, v) ∈ (C0(Ω × [0,∞)) ∩
C2,1(Ω× (0,∞)))2. If µ > 0, then (u, v) is uniform-in-time bounded in the sense that
‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω) ≤ C for all t > 0
with some C > 0 depending on u0 and Ω only.
Moreover, if
K0 , max
0≤s≤+∞
|γ′(s)|2
γ(s)
< +∞ (1.9)
and µ > K016 , there holds
lim
t→+∞
(‖u(·, t) − 1‖L∞(Ω) + ‖v(·, t) − 1‖L∞(Ω)) = 0.
Remark 1.1. For global existence and uniform-in-time boundedness of classical solutions,
we do not need existence of lim
v→+∞
γ′(v)
γ(v) as required in [18]. Thus, fast decay motilities such
as γ(v) = e−v
2
or γ(v) = e−e
v
are permitted in our case for global existence.
We would like to mention that in general the global solution when µ = 0 may become
unbounded as time goes to infinity since the upper bound of v grows in time due to (1.8).
However, if we propose the following additional growth condition on γ(·):
(A2) : there is k > 0 such that lim
s→+∞
skγ(s) = +∞, (1.10)
we can also prove the uniform-in-time boundedness of the global solution as follows.
Theorem 1.2. Assume n = 2, µ = 0 and γ(·) satisfies (A1) and (A2). Then the global
classical solution is uniform-in-time bounded.
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Remark 1.2. With the aid of Lemma 2.1, v is bounded from below by a strictly positive
constant v∗ when µ = 0. Thus, we may allow γ(s) to has singularity at s = 0 since we
can simply replace γ(s) by a new motility function γ˜(s) which satisfies (A1) and coincides
with γ(s) for s ≥ v∗2 . Thus, Theorem 1.2 generalizes the existence result in 2D of [2] for
γ(v) = v−k to more general motility functions satisfying (A2), for example, γ(v) = 1
vk log(1+v)
with any k > 0.
Next, we consider system (1.4) with the specific motility function γ(v) = e−v and µ = 0
in the two-dimensional case, that is,{
ut = ∆(ue
−v) = ∇ · (e−v(∇u− u∇v)), x ∈ Ω, t > 0
−∆v + v = u, x ∈ Ω, t > 0.
(1.11)
System (1.11) is of great interest because it resembles the classical parabolic-elliptic
Keller–Segel system: 

ut = ∇ · (∇u− u∇v)
−∆v + v = u
∂νu = ∂νv = 0.
(1.12)
Besides, they share certain important features. First, they have the same stationary problem
which reads 

−∆v + v = Λev/ ∫Ω ev dx in Ω
u = Λev/
∫
Ω e
v dx in Ω
∂νv = 0 on ∂Ω
with Λ = ‖u0‖L1(Ω) > 0.
Second, they have the same Lyapunov functional. Indeed, for any smooth solution (u, v)
of (1.11), the following energy-dissipation relation holds
d
dt
E(u, v)(t) +
∫
Ω
ue−v |∇ log u−∇v|2 dx = 0, (1.13)
where the Lyapunov functional is defined by
E(u, v) =
∫
Ω
(
u log u+
1
2
|∇v|2 + 1
2
v2 − uv
)
dx.
In comparison, for system (1.12), there holds
d
dt
E(u, v)(t) +
∫
Ω
u |∇ log u−∇v|2 dx = 0.
The only difference lies in an extra weighed function e−v appearing in the dissipation term
in (1.13).
Therefore, an interesting question is whether the behaviors of solutions to (1.11) and (1.12)
are similar. A well-known fact of the Keller–Segel model (1.12) is that classical solutions
with large initial data may blow up when dimension n ≥ 2 (see, e.g., [14, 22–24]), i.e., there
is Tmax ∈ (0,+∞] such that
lim
tրTmax
(‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω)) = +∞.
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In particular, a critical-mass phenomenon exists in the two-dimensional case. If the conserved
total mass of cells Λ ,
∫
Ω u0dx is lower than certain threshold number Λc, then global classical
solution exists and remains bounded for all times [21]; otherwise, it may blow up in finite or
infinite time [14,26]. Existence of finite-time blowup was examined in [15,24,31]. However, to
our knowledge, infinite-time blowup was only obtained for Cauchy problem when the second
equation of (1.12) is replaced by −∆v = u in [4, 13] with critical mass 8π.
In contrast, we also observe an interesting critical phenomenon for system (1.11) in the
two-dimensional setting. Classical solution exists globally for any initial datum with arbi-
trarily large total mass by Theorem 1.1 which means no finite-time blowup occurs. Moreover,
the solution is uniform-in-time bounded if the total mass is less than Λc, while with certain
initial datum of supper-critical mass one can construct global classical solution which blows
up at time infinity, i.e.,
lim
tր+∞
(‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω)) = +∞.
More precisely, we obtain the result for problem (1.11) as follow.
Theorem 1.3. Assume n = 2, γ(v) = e−v, µ = 0 and u0 satisfies (1.5). Let
Λc =
{
8π if Ω = BR(0) , {x ∈ R2; |x| < R} with some 0 < R <∞ and u0 is radial in x
4π otherwise.
Then if Λ ,
∫
Ω u0dx < Λc, the global classical solution of (1.11) is uniform-in-time bounded.
Moreover, the solution converges to an equilibrium as time goes to infinity.
On the other hand, if Ω = BR(0), there exists radially symmetric initial datum u0 with Λ ∈
(8π,∞)\4πN such that the corresponding global classical solution blows up at time infinity.
More precisely,
lim
tր+∞
‖u(·, t)‖L∞(Ω) = lim
tր+∞
∫
Ω
uvdx = lim
tր+∞
∫
Ω
(|∇v|2 + v2)dx = lim
tր+∞
∫
Ω
eαvdx = +∞
for any α > 12 .
Remark 1.3. Similar mass critical phenomenon as mentioned above was established for
chemotaxis models in some special cases [7, 27].
Uniform-in-time boundedness of v with sub-critical mass is somehow tricky as it is for the
case in Theorem 1.2. Classical iteration approach [1] fails in our case where uniform-in-time
‖v(t, ·)‖L∞ boundedness is obtained by proving ‖v(t, ·)‖Lp ≤ C for any p > 1 with some
C > 0 independent of p and t. In this paper, based on some delicate estimates and the the
classical result in [21], utilizing the key identity (1.7) and the uniform Gronwall inequality,
we develop a new method to establish the uniform-in-time point-wise upper bound of v.
In view of the same features of system (1.11) shared with the Keller–Segel system (1.12)
mentioned above, infinite-time blowup is proven following the idea in [14,26] since on the one
hand, it was shown that if Λ /∈ 4πN, then for any initial data u0 emanating a uniform-in-time
global solution, E(u0, v0) with v0 = (I −∆)−1u0 must be bounded from below. On the other
hand, we may construct a sequence of initial data (u0λ, v0λ) with v0λ = (I −∆)−1u0λ such
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that E(u0λ, v0λ) → −∞ as λ → +∞. Therefore, the global solution starting from (u0λ, v0λ)
must blow up in infinite time.
Existence of such initial data (u0λ, v0λ) was proved for the fully parabolic Keller–Segel
system [14]. However in the parabolic-elliptic case, there is an addition constraint on the
initial data that v0λ − ∆v0λ = u0λ in Ω and ∂νv0λ = 0 on ∂Ω which means u0λ and v0λ
cannot be independently chosen as in [14]. Thus it provides us with much less freedom for the
construction in the latter case. Existence of such kind of initial data in the radially symmetric
case was claimed in [26] with no detail. Similar problem was tackled for quasilinear parabolic-
elliptic Keller–Segel systems recently in higher dimensions in [19]. However their construction
fails in our case. Since the authors find no references providing us the desired construction,
we give a concrete example in detail in Section 5.3. We remark that our construction can
also be applied to the parabolic-elliptic Keller-Segel system.
The rest of the paper is organized as follows. In Section 2, we provide some preliminary
results and recall some useful lemmas. Then we prove the key identity (1.7) in Section 3 and
establish point-wise upper bounds for v in various situations. Thanks to the upper bound of
v, we are able to study global existence of classical solutions in Section 4. The last section is
devoted to the case γ(v) = e−v and µ = 0 where the new critical phenomenon is proved in
the two-dimensional setting.
2 Preliminaries
In this section, we recall some lemmas which will be used in the sequel. First, local
existence and uniqueness of classical solutions to system (1.4) can be established by the
standard fixed point argument and regularity theory for elliptic equations. Similar proof can
be found in [2, Lemma 3.1] or [18, Lemma 2.1] and hence here we omit the detail here.
Theorem 2.1. Let Ω be a smooth bounded domain of Rn. Suppose that γ(·) satisfies (1.6)
and u0 satisfies (1.5). Then there exists Tmax ∈ (0,∞] such that problem (1.4) permits a
unique classical solution (u, v) ∈ (C0(Ω× [0, Tmax)) ∩ C2,1(Ω× (0, Tmax)))2.
If Tmax <∞, then
lim
tրTmax
‖u(·, t)‖L∞(Ω) =∞.
Moreover, the solution (u, v) satisfies the mass conservation when µ = 0 :∫
Ω
u(·, t)dx =
∫
Ω
v(·, t)dx =
∫
Ω
u0dx for all t ∈ (0, Tmax).
Note that a strictly positive uniform-in-time lower bound for v is given in [2, Corollary
2.3].
Lemma 2.1. Suppose µ = 0 and (u, v) is the classical solution of (1.4) up to the maxi-
mal time of existence Tmax ∈ (0,∞]. Then, there exists a strictly positive constant v∗ =
v∗(n,Ω, ‖u0‖L1(Ω)) such that for all t ∈ (0, Tmax), there holds
inf
x∈Ω
v(x, t) ≥ v∗.
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Remark 2.1. If µ > 0, ‖u‖L1(Ω) is not conserved and may decay in time. Under the circum-
stances, we cannot obtain a strictly positive time-independent lower bound for v. In other
word, v∗ > 0 depends on time in general if µ > 0 (cf. [10]). Thus, if γ(s) has singularity at
s = 0, we can still replace γ by γ˜ in the way as illustrated in Remark 1.2 to consider global
existence on any time interval [0, T ]. But we cannot discuss uniform-in-time boundedness in
this case.
Next, we recall the following lemma given in [11, Lemma 2.4].
Lemma 2.2. Let n = 2 and p ∈ (1, 2). There exists KSob > 0 such that for all s > 1 and for
all t ∈ [0, Tmax),∫
Ω
up+1 ≤ KSob(p+ 1)
2
log s
∫
Ω
(u log u+ e−1)
∫
Ω
up−2|∇u|2 + 6sp+1|Ω|+ 4K2Sob|Ω|2−p‖u0‖p+1L1(Ω).
In addition, we need the following uniform Gronwall inequality [29, Chapter III, Lemma
1.1] to deduce uniform-in-time estimates for the solutions.
Lemma 2.3. Let g, h, y be three positive locally integrable functions on (t0,∞) such that y′
is locally integrable on (t0,∞) and the following inequalities are satisfied:
y′(t) ≤ g(t)y(t) + h(t) ∀ t ≥ t0,∫ t+r
t
g(s)ds ≤ a1,
∫ t+r
t
h(s)ds ≤ a2,
∫ t+r
t
y(s)ds ≤ a3, ∀ t ≥ t0
where r, ai, (i = 1, 2, 3) are positive constants. Then
y(t+ r) ≤
(a3
r
+ a2
)
ea1 , ∀t ≥ t0.
3 Point-wise Upper Bounds for v
In this section, we derive point-wise upper bounds for v which is the key step of our
studies.
Lemma 3.1. Assume n ≥ 1. For any t < Tmax, there holds
vt + γ(v)u+ µ(I −∆)−1[u2] = (I −∆)−1[γ(v)u+ µu]. (3.1)
Moreover, for any x ∈ Ω and t ∈ [0, Tmax), we have
v(t, x) ≤ v0(x) +
∫ t
0
(I −∆)−1[γ(v)u + µu]ds, (3.2)
where v0 , (I −∆)−1u0.
Proof. First, a substitution of the second equation into the first one yields that
−∆vt + vt = ∆(γ(v)u) + µu(1− u). (3.3)
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Then taking (I − ∆)−1 on both sides of the above equality, we obtain the following key
identity:
vt + γ(v)u+ µ(I −∆)−1[u2] = (I −∆)−1[γ(v)u+ µu]. (3.4)
In addition, we observe that γ(v)u ≥ 0 and due to the maximum principle, (I −∆)−1[u2] is
non-negative as well. Then (3.2) follows from a direct integration with respect to time.
Thanks to the preceding lemma, one easily deduce the following point-wise upper bound
for v.
Lemma 3.2. Assume n ≥ 1. For any x ∈ Ω and 0 ≤ t < Tmax, there holds
v(x, t) ≤ v0(x)e(γ(v∗)+µ)t. (3.5)
Proof. Note that v is non-negative due to the maximum principles. Since γ is non-increasing
in v, there holds γ(v) ≤ γ(v∗) for all (x, t) ∈ Ω× [0, Tmax). Here and in the sequel, we assume
v∗ = 0 if µ > 0 and v∗ > 0 if µ = 0 due to Lemma 2.1. Thus, there holds 0 < γ(v)u ≤ γ(v∗)u
for any (x, t) ∈ Ω × [0, Tmax). Then applying the comparison principle, we deduce from the
second equation of (1.4) that
0 ≤ (I −∆)−1[γ(v)u] ≤ (I −∆)−1[γ(v∗)u] = γ(v∗)v.
As a result, we obtain from (3.2) that for any (x, t) ∈ Ω× [0, Tmax),
v(x, t) ≤ v0(x) + (γ(v∗) + µ)
∫ t
0
v(s, x)ds
which entails (3.5) by Gronwall’s inequality. This completes the proof.
Therefore, v(t, x) grows at an exponential rate in time at most for any n ≥ 1. For n ≤ 3,
we can improve the above estimates thanks to the Sobolev embeddings. To this aim, we need
to derive some estimates for uγ(v).
Lemma 3.3. Assume n ≥ 1 and µ = 0. There exist C > 0 depending on the ‖u0‖L1(Ω) and
Ω such that for any t ∈ [0, Tmax),
‖u(t)− u0‖2H−1 + ‖v(t)‖2H1(Ω)+
∫ t
0
∫
Ω
γ(v)u2dxds ≤ 2‖u0− u0‖2H−1(Ω)+2u02|Ω|+Ct, (3.6)
where ϕ , 1|Ω|
∫
Ω ϕdx for any ϕ ∈ L1(Ω).
Proof. First, one verifies that if µ = 0, u(t) = v(t) = u0. Multiplying the first equation by
(−∆)−1(u− u0) and integrating over Ω, we obtain that
1
2
d
dt
‖(−∆)− 12 (u− u0)‖2L2(Ω) +
∫
Ω
γ(v)u2dx = u0
∫
Ω
γ(v)udx.
Thanks to the fact that γ(v) ≤ γ(v∗), we conclude that
1
2
d
dt
‖(−∆)− 12 (u− u0)‖2L2(Ω) +
∫
Ω
γ(v)u2dx ≤ γ(v∗)u02|Ω|,
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which by a direct integration with respect to time implies that for any t ∈ (0, Tmax)
‖(−∆)− 12 (u(t)− u0)‖2L2(Ω) + 2
∫ t
0
∫
Ω
γ(v)u2dx ≤ ‖(−∆)− 12 (u0 − u0)‖2L2(Ω) + 2γ(v∗)u02|Ω|t.
On the other hand, we observe from the second equation of (1.4) that
‖v‖2H1(Ω) =
∫
Ω
(|∇v|2 + v2)dx
=
∫
Ω
uvdx
=
∫
Ω
(u− u0)vdx+ u02|Ω|
≤‖u− u0‖H−1(Ω)‖v‖H1(Ω) + u02|Ω|.
Thus, by Young’s inequality, we obtain that
‖v‖2H1(Ω) ≤ ‖u− u0‖2H−1(Ω) + 2u02|Ω|,
which completes the proof.
On the other hand, when µ > 0, one can derive the following estimates.
Lemma 3.4. Assume n ≥ 1 and µ > 0. Let (u, v) be a classical solution of system (1.4) on
Ω× (0, Tmax). Then there is C > 0 depending only on ‖u0‖L1(Ω) and Ω such that
sup
0<t<Tmax
∫
Ω
udx ≤ max
{∫
Ω
u0, |Ω|
}
, (3.7)
and for any t ∈ (0, Tmax − τ) with any fixed 0 < τ < min{1, Tmax/2},∫ t+τ
t
∫
Ω
u2dxds ≤ C +C/µ. (3.8)
Moreover, we have
sup
0<t<Tmax
∫ t
0
eµ(s−t)‖u(s)‖2L2(Ω)ds ≤ C/µ. (3.9)
Proof. The former two assertions were given in [18, Lemma 2.2]. Integrating over Ω, adding
µ
∫
Ω udx to both sides of the first equation in (1.4), and applying Young’s inequality, we
obtain that
d
dt
[
eµt
∫
Ω
udx
]
+ µeµt
∫
Ω
u2dx = 2µeµt
∫
Ω
udx ≤ µ
2
eµt
∫
Ω
u2dx+ 2µ|Ω|eµt.
Then an integration of the above inequality with respect to time entails that
eµt
∫
Ω
u(t)dx+
µ
2
∫ t
0
eµs‖u(s)‖2L2(Ω)ds ≤
∫
Ω
u0dx+ 2|Ω|(eµt − 1)
which yields (3.9) by dividing the above inequality by eµt. This completes the proof.
10
With the above two lemmas at hand, we can improve the point-wise upper bound for v
when n ≤ 3. First, if µ = 0, we prove that the growth rate of v is at most linear in time.
Lemma 3.5. Assume n ≤ 3 and µ = 0. There exists C > 0 depending only on ‖u0‖L1(Ω)
and Ω such that for any (x, t) ∈ Ω× [0, Tmax)
v(x, t) ≤ v0(x) + C‖u0 − u0‖2H−1(Ω) + C(t+ 1).
Proof. Thanks to Lemma 3.3 and the three-dimensional Sobolev embedding theorem, we
infer that ∫ t
0
(I −∆)−1[γ(v)u]ds ≤
∫ t
0
‖(I −∆)−1[γ(v)u]‖L∞(Ω)ds
≤C
∫ t
0
‖γ(v)u‖L2(Ω)ds
≤C
∫ t
0
(‖γ(v)u‖2L2(Ω) + 1)ds
≤Cγ(v∗)
∫ t
0
∫
Ω
γ(v)u2dxds+ Ct
≤C‖u0 − u0‖2H−1(Ω) + C(t+ 1).
Therefore, invoking (3.2), we deduce that
v(x, t) ≤ v0(x) + C‖u0 − u0‖2H−1(Ω) + C(t+ 1).
This completes the proof.
In contrast, if µ > 0, invoking Lemma 3.4, we may prove the following uniform-in-time
upper bound for v.
Lemma 3.6. Assume n ≤ 3 and µ > 0. There exists C > 0 depending only on ‖u0‖L1(Ω)
and Ω such that for any (x, t) ∈ Ω× [0, Tmax)
v(x, t) ≤ v0(x) + 1 + C
µ
.
Proof. Since 2u ≤ u2 + 1 and v = (I −∆)−1u, we deduce by the comparison principle that
v = (I −∆)−1[u] ≤ (I −∆)−1[u2 − u+ 1] = (I −∆)−1[u2 − u] + 1. (3.10)
It follows from (3.1) that
vt + µv + γ(v)u ≤ (I −∆)−1[γ(v)u] + µ (3.11)
which entails that
v(x, t) ≤ v0(x) + 1 + e−µt
∫ t
0
(I −∆)−1[γ(v)u]eµsds.
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Finally, we observe that due to the three-dimensional Sobolev embedding theorem and (3.9),
there holds
e−µt
∫ t
0
(I −∆)−1[γ(v)u]eµsds ≤e−µt
∫ t
0
eµs‖(I −∆)−1[γ(v)u]‖L∞(Ω)ds
≤Ce−µt
∫ t
0
eµs‖γ(v)u‖L2(Ω)ds
≤Cγ(v∗)e−µt
∫ t
0
eµs(‖u‖2L2(Ω) + 1)ds
≤C
µ
.
This completes the proof.
Furthermore, if µ is enough large, then uniform-in-time upper bound for v is available in
any dimensions.
Lemma 3.7. Assume n ≥ 1. Then if µ > γ(v∗), there holds for any (x, t) ∈ Ω × [0, Tmax)
that
v(x, t) ≤ v0(x) + µ
µ− γ(v∗) . (3.12)
Proof. Since γ(v) ≤ γ(v∗), we infer by the comparison principle that
0 ≤ (I −∆)−1[γ(v)u] ≤ γ(v∗)(I −∆)−1[u] = γ(v∗)v.
As a result, we infer from (3.11) that
vt + (µ− γ(v∗))v ≤ µ
and thus for any fixed x ∈ Ω
d
dt
[et(µ−γ(v∗))v(x, t)] ≤ µet(µ−γ(v∗))
which yields (3.12) by a direct integration with respect to time.
4 Global Existence with General Motilities
In this section, we study system (1.4) with general motility functions. First, thanks to
Lemma 3.2, we establish global existence of classical solutions with general motility functions
satisfying (1.6) and µ = 0 in the two-dimensional setting. Then, in view of uniform-in-time
upper boundedness of v given by Lemma 3.6, we study existence of classical solutions with
uniform-in-time bounds when µ > 0. Last, we prove uniform-in-time boundedness when γ
satisfies the extra growth condition (A2).
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4.1 Global Existence when µ = 0 in 2D
Since we have upper bound of v, we can argue now in a similar way as done for classical
Keller-Segel models. First, we have
Lemma 4.1. Assume (u, v) is a classical solution of system (1.4) on Ω× (0, T ). Then there
exists C(T ) > 0 depending on the u0,Ω and T such that
sup
0<t<T
∫
Ω
u(t) log u(t)dx+
∫ T
0
∫
Ω
(1 + γ(v))
|∇u|2
u
dxds ≤ C(T ).
Proof. Multiplying the first equation of (1.4) by log u and integrating over Ω, we obtain that
d
dt
∫
Ω
u log udx+
∫
Ω
γ(v)
|∇u|2
u
dx =−
∫
Ω
γ′(v)∇v · ∇udx
≤1
2
∫
Ω
γ(v)
|∇u|2
u
dx+
∫
Ω
|γ′(v)|2
γ(v)
u|∇v|2dx
≤1
2
∫
Ω
γ(v)
|∇u|2
u
dx+
∫
Ω
γ(v)u2dx+
∫
Ω
|γ′(v)|4
γ(v)3
|∇v|4dx.
Notice that for n ≤ 3, the Sobolev embedding indicates that
‖∇v‖L4(Ω) ≤ C‖v‖1/2H2(Ω)‖v‖
1/2
L∞(Ω) +C‖v‖L∞(Ω).
Therefore, in view of Lemma 2.1, Lemma 3.2 and our assumption (1.6) on γ, there is C(T )
depending on v∗ and γ such that∫
Ω
|γ′(v)|4
γ(v)3
|∇v|4dx ≤C(T )
∫
Ω
|∇v|4dx
≤C(T )‖v‖2H2(Ω) + C(T ).
On the other hand, since γ(v) is now bounded from below, we observe from the elliptic
regularity theorem and Lemma 3.3 that∫ T
0
‖v‖2H2(Ω)dt ≤ C
∫ T
0
‖u‖2L2(Ω)dt ≤ C(T ).
Finally, we deduce that
∫
Ω
u log udx+
∫ T
0
∫
Ω
(1 + γ(v))
|∇u|2
u
dxdt ≤ C(T )
which completes the proof.
Lemma 4.2. Assume that (u, v) is a classical solution of system (1.4) on Ω × (0, T ). Then
there exist p ∈ (1, 2) and some C(T ) > 0 such that
‖u(t)‖Lp(Ω) ≤ C(T ) for all t ∈ (0, T ).
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Proof. Multiplying the first equation of (1.4) by up−1 we have
1
p
d
dt
∫
Ω
up dx =
∫
Ω
up−1ut dx
=
∫
Ω
up−1∇ · (γ(v)∇u + uγ′(v)∇v) dx,
and by integration by parts, it follows that
1
p
d
dt
∫
Ω
up dx+ (p − 1)
∫
Ω
up−2γ(v)|∇u|2 dx = −(p− 1)
∫
Ω
up−1γ′(v)∇u · ∇v dx.
By the Cauchy-Schwarz inequality we have
1
p
d
dt
∫
Ω
up dx+
p− 1
2
∫
Ω
up−2γ(v)|∇u|2 dx ≤ p− 1
2
∫
Ω
up|γ′(v)|2
γ(v)
|∇v|2 dx
≤ pMγ(T )
∫
Ω
up|∇v|2 dx,
where we set
Mγ(T ) = sup
s∈[v∗,v∗(T )]
|γ′(s)|2
γ(s)
with v∗(T ) , eγ(v∗)T ‖v0‖L∞ . Using Ho¨lder’s inequality and Young’s inequality we obtain
that ∫
Ω
up|∇v|2 dx ≤
(∫
Ω
up+1 dx
) p
p+1
(∫
Ω
|∇v|2(p+1) dx
) 1
p+1
≤ p
p+ 1
∫
Ω
up+1v dx+
1
p+ 1
∫
Ω
|∇v|2(p+1) dx,
and in view of Lemma 3.5, we obtain
1
p
d
dt
∫
Ω
up dx+ C
∫
Ω
up−2|∇u|2 dx ≤ C
∫
Ω
up+1 dx+ C
∫
Ω
|∇v|2(p+1) dx,
with some C = C(T ) > 0.
On the other hand, by the Sobolev embedding theorem and the elliptic regularity theory,
we deduce that
‖∇v‖L2(p+1)(Ω) ≤ C‖v‖
W
2,
2(p+1)
p+2 (Ω)
≤ C‖(−∆+ 1)v‖
L
2(p+1)
p+2 (Ω)
= C‖u‖
L
2(p+1)
p+2 (Ω)
with positive constants C. By the interpolation inequality, there holds
‖u‖2(p+1)
L
2(p+1)
p+2 (Ω)
≤ ‖u‖p+1
L1(Ω)
∫
Ω
up+1.
Therefore we have
d
dt
∫
Ω
updx+ C
∫
Ω
up−2|∇u|2dx ≤ C
∫
Ω
up+1dx. (4.1)
Finally picking s > 0 sufficiently large in Lemma 2.2 and recalling Lemma 4.1, we obtain
that
d
dt
∫
Ω
up dx+ C
∫
Ω
up−2|∇u|2 dx ≤ C(T ).
Thus we complete the proof by a direct integration with respect to time.
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After the above preparation, we may use standard bootstrap argument to prove that
sup
0<t<T
‖u(·, t)‖L∞(Ω) ≤ C(T )
for any T < Tmax and hence by Theorem 2.1, we deduce that Tmax = +∞. Therefore, we
have
Proposition 4.1. Let Ω ⊂ R2 and µ = 0. Assume (1.5) and (1.6) are satisfied. Then there
exists a unique global classical solution (u, v) to system (1.4).
4.2 Uniform-in-time Boundedness when µ > 0 in 2D
In this part, we consider the case µ > 0. First, we have
Lemma 4.3. Assume n ≤ 3 and µ > 0. Suppose (u, v) is a classical solution on Ω×(0, Tmax).
There exists C > 0 which is independent of Tmax such that
sup
0<t<Tmax
∫
Ω
(u log u+ |∇v|2 + v2)dx ≤ C (4.2)
and for any t ∈ (0, Tmax − τ) with any fixed 0 < τ < min{1, Tmax/2},∫ t+τ
t
∫
Ω
(|∆v|2 + |∇v|4)dxds ≤ C + C/µ. (4.3)
Proof. Using the second equation of (1.4) and (3.1), we notice that
1
2
d
dt
∫
Ω
(|∇v|2 + v2)dx =
∫
Ω
uvtdx
=
∫
Ω
u(I −∆)−1[uγ(v)] −
∫
Ω
u2γ(v)dx− µ
∫
Ω
u(I −∆)−1[u2 − u]dx.
Then, it follows from (3.10) that
1
2
d
dt
∫
Ω
(|∇v|2 + v2)dx+
∫
Ω
u2γ(v)dx + µ
∫
Ω
uv ≤
∫
Ω
u(I −∆)−1[uγ(v)]dx + µ
∫
Ω
udx.
If n ≤ 3, we apply the Sobolev embedding theorem to deduce that∫
Ω
u(I −∆)−1[uγ(v)]dx ≤‖(I −∆)−1[uγ(v)]‖L∞(Ω)
∫
Ω
udx
≤C‖uγ(v)‖L2(Ω)
∫
Ω
udx.
In view of the Cauchy-Schwarz inequality, for any ε > 0 it follows that∫
Ω
u(I −∆)−1[uγ(v)]dx ≤ εγ(v∗)
∫
Ω
u2γ(v)dx+
C
ε
(∫
Ω
udx
)2
.
Since the second equation of (1.4) implies∫
Ω
uvdx =
∫
Ω
(|∇v|2 + v2)dx,
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by choosing small ε > 0 we deduce from above inequalities that
d
dt
∫
Ω
(|∇v|2 + v2)dx+ 2µ
∫
Ω
(|∇v|2 + v2)dx ≤C
(∫
Ω
udx
)2
+ 2µ
∫
Ω
udx
≤C(Λ2 + Λ). (4.4)
Hence, by solving (4.4) we obtain that
sup
0<t<Tmax
∫
Ω
(|∇v|2 + v2)dx ≤ C. (4.5)
On the other hand, the elliptic regularity theorem together with (3.8) yields that∫ t+τ
t
‖v‖2H2(Ω)ds ≤ C + C/µ.
Thus (4.3) follows from Lemma 3.6, (4.5) and the Sobolev embedding
‖∇v‖4L4(Ω) ≤ C‖v‖2H2(Ω)‖v‖2L∞(Ω) + C‖∇v‖4L2(Ω).
Next, multiplying the first equation of (1.4) by log u, we see that
d
dt
(∫
Ω
u log udx−
∫
Ω
udx
)
+
∫
Ω
γ(v)|∇u|2
u
dx
=−
∫
Ω
γ′(v)∇v · ∇u+ µ
∫
Ω
(u log u− u2 log u)dx.
Since the integration by parts implies
−
∫
Ω
γ′(v)∇v · ∇u =
∫
Ω
γ′′(v)u|∇v|2dx+
∫
Ω
γ′(v)u∆vdx,
then by adding
∫
Ω u
2dx both sides and using the Young’s inequality, we have
d
dt
(∫
Ω
u log udx−
∫
Ω
udx
)
+
∫
Ω
γ(v)|∇u|2
u
dx+
∫
Ω
u2dx
=
∫
Ω
u2dx+
∫
Ω
γ′′(v)u|∇v|2dx+
∫
Ω
γ′(v)u∆vdx+ µ
∫
Ω
(u log u− u2 log u)dx
≤Cγ(µ)
∫
Ω
u2dx+ C
∫
Ω
(|∆v|2 + |∇v|4)dx+ µ
∫
Ω
u log u+ µ|Ω|,
where Cγ(µ) depends on K1(µ, γ) , max
v∗≤s≤v∗
{γ′′(s), γ′(s)} with v∗ denoting the uniform-in-
time L∞-bound obtained in Lemma 3.6. As ξ log ξ − ξ ≤ ξ2 for all ξ > 0 and hence∫
Ω
(u log u− u)dx ≤
∫
Ω
u2dx,
thanks to (4.3), (3.7) and (3.8), we infer by means of ODE analysis that∫
Ω
u log udx ≤ C.
This completes the proof.
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Once we establish (4.2), we can argue as before to obtain uniform-in-time boundedness of
‖u‖L∞(Ω) in the 2D case [3]. In addition, one can argue in the same way as in [18] to obtain
the stability of the classical solutions. Thus, we have
Proposition 4.2. Assume n = 2 and µ > 0. For any u0 and γ(·) satisfying (1.5) and
(1.6) respectively, system (1.4) has a unique classical solution (u, v) that is uniform-in-time
bounded.
Moreover, if
K0 , max
0≤s≤+∞
|γ′(s)|2
γ(s)
< +∞
and µ > K016 , there holds
lim
t→+∞
(‖u(·, t) − 1‖L∞(Ω) + ‖v(·, t) − 1‖L∞(Ω)) = 0.
Proof of Theorem 1.1. The proof concludes from Proposition 4.1 and Proposition 4.2.
4.3 Proof of Theorem 1.2
In this part, we prove Theorem 1.2. To this aim, it is suffices to show the following
uniform boundedness of v(x, t) since the rest part of proof is the same as in [28].
Proposition 4.3. Under the assumption of Theorem 1.2, there exists C > 0 depending only
on ‖u0‖L1(Ω), γ and Ω such that for all t ≥ 0 and x ∈ Ω,
v(x, t) ≤ C.
Proof. First, multiplying the first equation by v and making use of the second equation of
(1.4), we infer that
1
2
d
dt
∫
Ω
(|∇v|2 + v2) dx = ∫
Ω
uγ(v)∆vdx
=
∫
Ω
uγ(v)(v − u)dx
≤ −1
2
∫
Ω
u2γ(v)dx +
1
2
∫
Ω
v2γ(v)dx.
Therefore, we obtain that
d
dt
∫
Ω
(|∇v|2 + v2) dx+ ∫
Ω
u2γ(v)dx ≤
∫
Ω
v2γ(v)dx. (4.6)
Next, thanks to the second equation of (1.4) again, we observe that
‖∇v‖2L2(Ω) =−
∫
Ω
v∆vdx
≤1
2
∫
Ω
|∆v|2γ(v)dx + 1
2
∫
Ω
v2
γ(v)
dx
≤
∫
Ω
u2γ(v)dx +
∫
Ω
v2γ(v)dx +
1
2
∫
Ω
v2
γ(v)
dx.
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It follows from above inequalities that
d
dt
∫
Ω
(|∇v|2 + v2) dx+ ∫
Ω
(|∇v|2 + v2) dx ≤ 2∫
Ω
v2γ(v)dx+
1
2
∫
Ω
v2
γ(v)
dx+
∫
Ω
v2dx. (4.7)
Now, due to our assumption (A2), we may infer that there exist k > 0, b > 0 and sb > v∗
such that for all s ≥ sb
γ−1(s) ≤ bsk
and on the other hand, since γ(·) is decreasing,
γ−1(s) ≤ γ−1(sb)
for all 0 < s < sb. Therefore, for all s > 0, there holds
γ−1(s) ≤ bsk + γ−1(sb). (4.8)
Then recalling the elliptic regularity estimate [6]
‖v‖Lp(Ω) ≤ C‖u‖L1(Ω) = C‖u0‖L1(Ω) (4.9)
for any 1 ≤ p < ∞ when n = 2, one can find C > 0 depending on ‖u0‖L1(Ω), γ and Ω such
that
2
∫
Ω
v2γ(v)dx+
1
2
∫
Ω
v2
γ(v)
dx+
∫
Ω
v2dx ≤ C.
Then solving the differential inequality (4.7) yields that
sup
t≥0
(
‖∇v‖2L2(Ω) + ‖v‖2L2(Ω)
)
≤ C.
In addition, a direct integration of (4.6) with respect to time from t to t+ 1 indicates that
sup
t>0
∫ t+1
t
∫
Ω
u2γ(v)dxds ≤ C (4.10)
with C > 0 depending on ‖u0‖L1(Ω), γ and Ω only.
Now, for any 1 < p < 2, we infer by the Sobolev embedding theorem that
‖v‖L∞(Ω) ≤C‖u‖Lp(Ω)
≤
(∫
Ω
u2γ(v)dx
) 1
2
(∫
Ω
γ−
p
2−p (v)dx
) 2−p
2p
≤C
(∫
Ω
u2γ(v)dx
) 1
2
,
where we use (4.8) and (4.9) to deduce that∫
Ω
γ
− p
2−p (v)dx ≤
∫
Ω
(
bvk + γ−1(sb)
) p
2−p
dx ≤ C.
Then by (4.10), for any t > 0 we obtain that∫ t+1
t
‖v‖L∞(Ω)ds ≤
∫ t+1
t
∫
Ω
u2γ(v)dx+ 1 ≤ C
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and thus for any fixed x ∈ Ω,
sup
t>0
∫ t+1
t
v(s, x)ds ≤ C
with C > 0 depending only on ‖u0‖L1(Ω), γ and Ω. Finally, observing that
vt + uγ(v) = (I −∆)−1[uγ(v)] ≤ γ(v∗)(I −∆)−1[u] = γ(v∗)v,
we may apply the uniform Gronwall inequality Lemma 2.3 to obtain that for any x ∈ Ω
v(x, t) ≤ C for t ≥ 1,
with some C > 0 independent of x ∈ Ω, which together with Lemma 3.2 for t ≤ 1 concludes
the proof.
Proof of Theorem 1.2. In light of Proposition 4.3, we can proceed along the same lines in
[28].
5 The Case γ(v) = e−v and µ = 0 in 2D
This section is devoted to the special case γ(v) = e−v and µ = 0. Namely, we consider
the following initial Neumann boundary value problem:

ut = ∆(ue
−v) x ∈ Ω, t > 0,
−∆v + v = u x ∈ Ω, t > 0,
∂νu = ∂νv = 0, x ∈ ∂Ω, t > 0,
u(x, 0) = u0(x), x ∈ Ω,
(5.1)
with Ω ⊂ R2.
5.1 Uniform-in-time Boundedness with Sub-critical Mass
In this part, we first prove the following uniform-in-time boundedness of the classical
solutions with subcritical mass.
Proposition 5.1. Assume n = 2 and let
Λc =
{
8π if Ω = {x ∈ R2; |x| < R} and u0 is radial in x
4π otherwise.
If Λ ,
∫
Ω u0dx < Λc, then the global classical solution (u, v) to system (5.1) is uniform-in-
time bounded in the sense that
sup
t∈(0,∞)
(‖u(·, t)‖L∞(Ω) + ‖v(·, t)‖L∞(Ω)) <∞.
As noticed in Introduction, system (5.1) has the Lyapunov functional.
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Lemma 5.1. There holds
d
dt
E(u, v)(t) +
∫
Ω
ue−v |∇ log u−∇v|2 dx = 0, (5.2)
where the functional E(·, ·) is defined by
E(u, v) =
∫
Ω
(
u log u+
1
2
|∇v|2 + 1
2
v2 − uv
)
dx.
Proof. Multiplying the first equation by log u− v, the second equation by vt and integrating
by parts, then adding the resultants together, we get
d
dt
∫
Ω
(
u log u+
1
2
|∇v|2 + 1
2
v2 − uv
)
dx+
∫
Ω
ue−v |∇ log u−∇v|2 dx = 0.
This completes the proof.
Since the energy E(·, ·) is the same as that of the classical Keller–Segel model, we may
recall [21, Lemma 3.4] stated as follows.
Lemma 5.2. If Λ < Λc, there exists a positive constant C independent of t such that∫
Ω
uvdx ≤ C and |E(u(t), v(t))| ≤ C, ∀ t ≥ 0.
Lemma 5.3. If Λ < Λc, then there holds
sup
t≥0
∫ t+1
t
∫
Ω
e−v(s)u2(s)dxds ≤ C,
where C > 0 depends on Ω and the initial datum only.
Proof. Multiplying the first equation of (1.4) by v and integrating over Ω, we obtain that∫
Ω
utvdx =
∫
Ω
e−vu∆vdx.
A substitution of the second equation into the above equality implies that∫
Ω
(−∆vt + vt)vdx+
∫
Ω
e−vu2dx =
∫
Ω
e−vuvdx.
Hence, we have
1
2
d
dt
(‖∇v‖2L2(Ω) + ‖v‖2L2(Ω)) +
∫
Ω
e−vu2dx =
∫
Ω
e−vuvdx ≤ C. (5.3)
Then the assertion follows from an integration with respect to time from t to t+1 due to the
fact ‖v‖H1 ≤ C when Λ < Λc by Lemma 5.2. This completes the proof.
Lemma 5.4. If Λ < Λc, then there exists C > 0 depending on Ω and the initial data such
that for all x ∈ Ω
sup
t≥0
v(x, t) ≤ C.
20
Proof. First, we apply the Sobolev embedding theorem, the elliptic regularity theorem and
Ho¨lder’s inequality to infer that
‖v‖L∞(Ω) ≤C‖v‖W 2, 32 (Ω)
≤C‖u‖
L
3
2 (Ω)
=C
(∫
Ω
u
3
2 dx
) 2
3
≤C
(∫
Ω
u2e−vdx
) 1
2
(∫
Ω
e3vdx
) 1
6
≤C
(∫
Ω
u2e−vdx
)1/2
,
where we used the 2D Trudinger-Moser inequality [21, Theorem 2.2] to deduce that∫
Ω
e3vdx ≤ CeC(‖∇v‖
2
L2(Ω)
+‖v‖2
L2(Ω)
)
with C > 0 depending only on Ω. Thus, by Lemma 5.2 and Lemma 5.3, for any t ≥ 0, there
holds ∫ t+1
t
‖v‖2L∞(Ω)ds ≤ C
∫ t+1
t
∫
Ω
u2e−vdxds ≤ C,
which due to Young’s inequality indicates that∫ t+1
t
‖v‖L∞(Ω)ds ≤
∫ t+1
t
‖v‖2L∞(Ω) + C ≤ C.
Hence, for any x ∈ Ω and t ≥ 0, we obtain that∫ t+1
t
v(x, s)ds ≤
∫ t+1
t
‖v‖L∞(Ω)ds ≤ C. (5.4)
Observing that
vt + ue
−v = (I −∆)−1[ue−v] ≤ (I −∆)−1[u] = v,
we may fix x ∈ Ω and apply Lemma 2.3 to deduce that
v(x, t) ≤ C for all t ≥ 1.
Since C > 0 above is independent of x and
v(x, t) ≤ v0(x)ee−v∗ ≤ ev0(x) for any x ∈ Ω and t ∈ [0, 1]
due to Lemma 3.2, we conclude that
sup
t≥0
v(x, t) ≤ C.
This completes the proof.
21
Proof of Proposition 5.1. Proceeding along the same lines in the proof of Lemma 4.2, by
Lemma 5.4 we have (4.1):
d
dt
∫
Ω
updx+ C
∫
Ω
up−2|∇u|2dx ≤ C
∫
Ω
up+1dx,
where the constant C > 0 is independent of the time interval T . Noticing that the Ho¨lder’s
inequality implies
∫
Ω
updx ≤
(∫
Ω
up+1dx
) p
p+1
· |Ω| 1p+1 ,
thus
|Ω|− 1p
(∫
Ω
updx
) p+1
p
≤
∫
Ω
up+1,
and adding
∫
Ω u
p+1dx both sides, we have
d
dt
∫
Ω
updx+ |Ω|− 1p
(∫
Ω
updx
) p+1
p
+ C
∫
Ω
up−2|∇u|2dx ≤ C
∫
Ω
up+1dx.
Picking s > 0 sufficiently large in Lemma 2.2 and recalling Lemma 5.2, we deduce that
d
dt
∫
Ω
up dx+ |Ω|− 1p
(∫
Ω
updx
) p+1
p
≤ C,
and by means of ODE analysis we obtain a uniform-in-time Lp-bound for u, which concludes
the proof.
5.2 Unboundedness in Infinite Time
Stationary solutions (u, v) to (5.1) satisfy that

0 = ∇ · ue−v∇ (log u− v) in Ω,
0 = ∆v − v + u in Ω,
u > 0, v > 0 in Ω,
∂u
∂ν
=
∂v
∂ν
= 0 on ∂Ω.
Put Λ = ‖u‖L1(Ω) ∈ (0,∞). In view of the mass conservation and the boundary conditions,
the above system can be rewritten as the following:

v −∆v = Λ∫
Ω e
v
ev in Ω,
u =
Λ∫
Ω e
v
ev in Ω,
∂v
∂ν
= 0 on ∂Ω.
(5.5)
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Invoking the so-called non-smooth Lojasiewicz–Simon inequality established in [8], we can
prove the following convergence result in the two-dimensional setting. Note that the Lyapunov
functional is the same as that for the classical Keller–Segel equation. In addition, the only
difference in the dissipation terms is the extra weighted function e−v in (5.2), which is now
uniform-in-time bounded from above and below. Thus the proof is the same as in [8] and we
omit the detail here.
Proposition 5.2. Let (u, v) be a classical positive solution to problem (5.1) in Ω× (0,∞). If
the solution is uniformly-in-time bounded, there exists a stationary solution (us, vs) to (5.5)
such that
lim
t→∞
(u(t), v(t)) = (us, vs) in C
2(Ω).
as well as
E(us, vs) ≤ E(u0, v0).
Remark 5.1. The convergence also holds true in higher dimensions provided that the solution
is uniform-in-time bounded, see [16,17].
For Λ > 0 put
S(Λ) , {(u, v) ∈ C2(Ω) : (u, v) is a solution to (5.5) satisfying ‖u‖L1(Ω) = Λ} .
Here we recall the quantization property of solutions to (5.5). By [25, Theorem 1] for Λ 6∈ 4πN,
there exists some C > 0 such that
sup{‖(u, v)‖L∞(Ω) : (u, v) ∈ S(Λ)} ≤ C
and
E∗(Λ) , inf{E(u, v) : (u, v) ∈ S(Λ)} ≥ −C.
Thus taking account of Proposition 5.2, for a pair of initial data (u0, v0) with v0 = (I−∆)−1u0
satisfying 
‖u0‖L1(Ω) = Λ 6∈ 4πN,E(u0, v0) < E∗(Λ), (5.6)
then the corresponding global solution must blow up in infinite time. Indeed, we have
Lemma 5.5. Suppose (5.6) holds, then the corresponding global solution blows up in infinite
time such that
lim
t→+∞
‖u(t)‖L∞(Ω) = +∞.
More precisely, we have
lim
t→+∞
∫
Ω
uvdx = lim
t→+∞
∫
Ω
(|∇v|2 + v2)dx = lim
t→+∞
∫
Ω
eαvdx = +∞
for any α > 12 .
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Proof. The proof is almost the same as that of [26, Theorem 1] with minor modifications
since now the evolution systems are different. We report the detail for reader’s convenience.
First, according to the convergence result Proposition 5.2, if u is uniform-in-time bounded,
then the global solution must converge to an equilibrium belonging to S(Λ) and thus
lim
t→+∞
E(u(t), v(t)) > −∞. (5.7)
It suffices to show that
lim
t→+∞
∫
Ω
uvdx = +∞, (5.8)
since
∫
Ω uvdx =
∫
Ω(|∇v|2 + v2)dx and on the other hand, with (5.8) and employing Young’s
inequality, we have
α
∫
Ω
uv ≤
∫
Ω
u log u+ e−1
∫
Ω
eαvdx
≤1
2
∫
Ω
uvdx+ E(u, v) + e−1
∫
Ω
eαvdx.
Thus, for any α > 12 ,
lim
t→+∞
∫
Ω
eαvdx = +∞
follows from (5.8) and (5.7).
Now, suppose the contrary: lim inf
t→+∞
∫
Ω uvdx < +∞. There exist a constant C∗ > 0 and a
time sequence tk ր +∞ such that ∫
Ω
u(tk)v(tk)dx ≤ C∗.
Assumption (5.7) and (5.2) indicates that∫ ∞
0
∫
Ω
ue−v|∇ log v −∇v|2dxdt < +∞. (5.9)
Since ∫
Ω
uvdx =
∫
Ω
(|∇v|2 + v2)dx,
we derive from (5.3) that
d
dt
∫
Ω
uvdx ≤ 2
∫
Ω
uvdx. (5.10)
Take δ∗ > 0 such that δ∗(C∗ + 1) =
1
4 . Then for some t˜k ∈ (tk, tk + δ∗) and any tk ≤ t < t˜k,
we have ∫
Ω
u(t)v(t)dx < C∗ + 1
and thus (5.10) implies that∫
Ω
u(t˜k)v(t˜k) ≤
∫
Ω
u(tk)v(tk) + 2δ∗(C∗ + 1) ≤ C∗ + 1
2
.
Then since t ∈ [tk, tk+δ∗] 7→
∫
Ω u(v)v(t)dx is continuous, this means that for all t ∈ [tk, tk+δ∗]∫
Ω
u(v)v(t)dx ≤ C∗ + 1.
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Note that δ∗ is independent of k. We infer from (5.9) that
lim
k→+∞
inf
t∈(tk ,tk+δ∗)
∫
Ω
ue−v|∇ log v −∇v|2dx
≤ δ−1∗ lim
k→+∞
∫ tk+δ∗
tk
∫
Ω
ue−v|∇ log v −∇v|2dxdt = 0.
It follows that for some tˆk ∈ (tk, tk + δ∗), it holds that
lim
k→+∞
∫
Ω
u(tˆk)e
−v(tˆk)|∇ log v(tˆk)−∇v(tˆk)|2dx = 0,
which is equivalent to
lim
k→+∞
∥∥∥∥∇(u(tˆk)e−v(tˆk))1/2
∥∥∥∥ = 0.
Since ‖ue−v‖L1(Ω) ≤ ‖u‖L1(Ω) = Λ, we deduce by passing to a subsequence that
lim
k→+∞
1
|Ω|
∫
Ω
(
u(tˆk)e
−v(tˆk)
)1/2
dx = C0
with some constant C0 ≥ 0. Thus, by Poincare´–Wirtinger’s inequality, we infer that(
u(tˆk)e
−v(tˆk)
)1/2
→ C0
in H1(Ω) and hence for any p > 1
u(tˆk)e
−v(tˆk) → C20 in Lp(Ω).
On the other hand, due to relation (3.4), we observe by Poincare´’s inequality that
‖vt‖ ≤‖(I −∆)−1[ue−v]− ue−v‖+ ‖ue−v − ue−v‖
≤C‖∇(ue−v)‖L1(Ω)
≤C
(∫
Ω
|∇(ue−v)|2
ue−v
)1/2(∫
Ω
ue−v
)1/2
≤C‖∇(ue−v)1/2‖
which implies that
lim
k→+∞
‖vt(tˆk)‖ = 0.
Moreover, applying the Brezis–Merle inequality [5] to the second equation, we infer with
some α > 0, it holds that
sup
k
∫
Ω
eαv(tˆk)dx < +∞.
Since ∫
Ω
|∇v(tˆk)|2 + v2(tˆk)dx =
∫
Ω
u(tˆk)v(tˆk)dx ≤ C∗ + 1,
we can now pass to a subsequence such that
v(tˆk)→ v∞ weakly in H1(Ω) and ev(tˆk) → ev∞ strongly in Lp(Ω)
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for any p > 1. The latter convergence follows from an application of the compact embedding
H1(Ω) →֒ Lp(Ω) and Moser-Trudinger’s inequality.
Then setting t = tˆk in the second equation of (5.1) and letting k → +∞, we deduce from
that
u(tˆk) =
(
u(tˆk)e
−v(tˆk)
)
· ev(tˆk) → C20ev∞ in Lp(Ω)
for p > 1. Thus, we obtain that
−∆v∞ + v∞ = C20ev∞ in Ω,
∂v∞
∂ν
= 0 on ∂Ω.
Moreover, ‖v∞‖L1(Ω) = ‖v(tˆk)‖L1(Ω) = Λ and hence C20 = Λ/
∫
Ω e
v∞dx. Letting u∞ =
Λev∞/
∫
Ω e
v∞dx, we obtain that u(tˆk)→ u∞ in Lp(Ω) which indicates that
lim
k→+∞
∫
Ω
u(tˆk) log u(tˆk)dx =
∫
Ω
u∞ log u∞dx
as well as
lim
k→+∞
∫
Ω
u(tˆk)v(tˆk)dx =
∫
Ω
u∞v∞dx.
Therefore,
E(u0, v0) ≥ lim
k→+∞
E(u(tˆk), v(tˆk)) = E(u∞, v∞) ≥ E∗(Λ),
which contradicts to our assumption. This completes the proof.
5.3 Construction of Initial Data Satisfying (5.6)
This part is devoted to construction of an example satisfying (5.6) in the radially sym-
metric case. Here we give an example in detail based on some calculations in [12].
From now on, we assume Ω = B1(0) and we define for any λ ≥ 1 that
uλ(x) :=
8λ2
(1 + λ2|x|2)2 .
Let Λ ∈ (8π,∞) \ 4πN. Take r ∈ (0, 1) and for any r1 ∈ (0, r), let φr,r1 be a smooth and
radially symmetric function satisfying
φr,r1(Br1(0)) = 1, 0 ≤ φr,r1 ≤ 1, φr,r1(R2 \Br(0)) = 0, x · ∇φr,r1(x) ≤ 0.
Now we define u0 , auλφr,r1 and v0 , (I −∆)−1u0, where a > Λ/8π > 1. We first prove
that
Lemma 5.6. For any λ > 1 there exists a > Λ/8π such that∫
Ω
u0 dx = Λ. (5.11)
Proof. Firstly by changing of variables, we see that∫
Bℓ(0)
uλ dx = 8
∫
Bℓ(0)
λ2
(1 + λ2|x|2)2 dx
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= 8
∫
Bℓ(0)
dy
(1 + |y|2)2
= 16π
∫ λℓ
0
s
(1 + s2)2
ds
= 8π
∫ (λℓ)2
0
dτ
(1 + τ)2
= 8π ·
(
1− 1
1 + (λℓ)2
)
for ℓ > 0, (5.12)
and hence
8π ·
(
1− 1
1 + (λr1)2
)
<
∫
Ω
uλφr,r1 < 8π ·
(
1− 1
1 + (λr)2
)
. (5.13)
Then there is a unique constant
a = a(r1, r, λ) >
Λ
8π
,
satisfying (5.11).
Observing that
f(λ) , 1− 1
1 + (λr1)2
→ 1 as λ→∞,
and that
f ′(λ) =
2λr1
(1 + (λr1)2)2
> 0 for λ > 0,
we have 1 > f(λ) ≥ f(1) for all λ ≥ 1. Thus the constant a = a(r1, r, λ) satisfies
Λ
8π
< a <
Λ
8πf(λ)
≤ Λ
8πf(1)
. (5.14)
Now we aim to show that E(u0, v0) can be sufficiently negative as λ → +∞. First, we
have
Lemma 5.7. There exists C > 0 such that∫
Ω
u0 log u0 dx ≤ 16aπ · log λ+ C as λ→∞,
where the constant C > 0 is independent of a.
Proof. First, we note that∫
Ω
u0 log u0 dx ≤ a
∫
Ω
uλ log uλ + a log a
∫
Ω
uλ.
Since log uλ ≤ log(8λ2) = 2 log λ+ log 8 and
∫
Ω uλ ≤ 8π,∫
Ω
u0 log u0 dx ≤ 2a · 8π · log λ+ C as λ→∞,
where we remark that the constant C is independent of a in view of (5.14).
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Since {
v0 −∆v0 = u0 in B1(0),
∂νv0 = 0 on ∂B1(0),
by introducing ξ = |x|, we have{
v0(ξ)− v0ξξ − v0ξξ = u0(ξ) for 0 < ξ < 1,
v0ξ(1) = 0,
and due to the radially symmetry v0ξ(0) = 0. It follows that
−ξ−1
(
ξ
∂
∂ξ
v0(ξ)
)
ξ
= u0(ξ)− v0(ξ),
from which we obtain that
v0ξ(ξ) =
1
ξ
∫ ξ
0
(v0(σ) − u0(σ)) σdσ
and hence
v0(ξ) = v0(1) +
∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds. (5.15)
Note that
Λ =
∫
Ω
v0dx
=2π
∫ 1
0
ξv0(ξ)dξ
=2π
∫ 1
0
ξ
[
v0(1) +
∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds
]
dξ
=πv0(1) + 2π
∫ 1
0
ξ
[∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds
]
dξ,
thus
v0(1) =
Λ
π
− 2
∫ 1
0
ξ
[∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds
]
dξ.
Thus by a direct substitution of v0(1) into (5.15), we obtain that
v0(ξ) =
Λ
π
− 2
∫ 1
0
t
[∫ 1
t
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
t
s−1
∫ s
0
σv0(σ)dσds
]
dt
+
∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds −
∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds. (5.16)
With above representation formula of v0, we obtain the following estimate.
Lemma 5.8. There exists C > 0 such that∫
Ω
u0v0dx ≥ 32πa2 log λ− C,
where C > 0 is independent of a.
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Proof. Using formula (5.16), we infer that∫
Ω
u0v0dx =
Λ2
π
− 4π
∫ 1
0
u0(ξ)
(∫ 1
0
t
∫ 1
t
s−1
∫ s
0
σu0(σ)dσdsdt
)
ξdξ
+ 4π
∫ 1
0
u0(ξ)
(∫ 1
0
t
∫ 1
t
s−1
∫ s
0
σv0(σ)dσdsdt
)
ξdξ
+ 2π
∫ 1
0
u0(ξ)
(∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds
)
ξdξ
− 2π
∫ 1
0
u0(ξ)
(∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds
)
ξdξ
,
Λ2
π
− I1 + I2 + I3 − I4.
In the sequel, we estimate Ii (i = 1, 2, 3, 4) separately. First using the fact Λ = ‖u0‖L1(Ω), we
infer that ∫ 1
0
t
∫ 1
t
s−1
∫ s
0
σu0(σ)dσdsdt ≤
∫ 1
0
t
∫ 1
t
s−1
∫ 1
0
σu0(σ)dσdsdt
=
Λ
2π
∫ 1
0
t
∫ 1
t
s−1dsdt
=
Λ
8π
.
It follows that
I1 = 4π
∫ 1
0
u0(ξ)
(∫ 1
0
t
∫ 1
t
s−1
∫ s
0
σu0(σ)dσdsdt
)
ξdξ ≤ Λ
2
∫ 1
0
u0(ξ)ξdξ ≤ Λ
2
4π
.
Secondly, I2 ≥ 0 and thus can be neglected. Next, we proceed with estimate for I3 from
below. Denoting
w(ξ) =
∫ 1
ξ
s−1
∫ s
0
σu0(σ)dσds,
then one verifies that
w(1) = 0
and
wξ(ξ) = −ξ−1
∫ ξ
0
σu0(σ)dσ, (5.17)
which implies that
−∆w = u0(x) in Ω.
As a result,
I3 =
∫
Ω
wu0dx = −
∫
Ω
∆wwdx =
∫
Ω
|∇w|2dx.
Thus, by (5.17) we infer that
I3 =
∫
Ω
|∇w|2dx = 2π
∫ 1
0
w2ξξdξ
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=2π
∫ 1
0
ξ−1
∣∣∣∣
∫ ξ
0
σu0(σ)dσ
∣∣∣∣
2
dξ
=2π log ξ
∣∣∣∣
∫ ξ
0
σu0(σ)dσ
∣∣∣∣
2
∣∣∣∣∣
1
0
+ 4π
∫ 1
0
log ξ−1
(∫ ξ
0
σu0(σ)dσ
)
ξu0(ξ)dξ
=4π
∫ 1
0
(∫ ξ
0
σu0(σ)dσ
)
ξ log ξ−1u0(ξ)dξ
≥4π
∫ r1
0
ξ log ξ−1u0(ξ)
(∫ ξ
0
σu0(σ)dσ
)
dξ,
where we used
lim
ξ→0
log ξ
∣∣∣∣
∫ ξ
0
σu0(σ)dσ
∣∣∣∣
2
= 0.
Recalling (5.12), we deduce that for any ξ ≤ r1∫ ξ
0
σu0(σ)dσ =
a
2π
∫
Bξ(0)
uλdx = 4a
(
1− 1
1 + λ2ξ2
)
and thus
I3 ≥4π
∫ r1
0
log ξ−1
(∫ ξ
0
σu0(σ)dσ
)
ξu0(ξ)dξ
=16πa2
∫ r1
0
ξ log ξ−1
(
1− 1
1 + λ2ξ2
)
8λ2
(1 + λ2ξ2)2
dξ
=16πa2
∫ r1
0
ξ log ξ−1
8λ2
(1 + λ2ξ2)2
dξ − 16πa2
∫ r1
0
ξ log ξ−1
8λ2
(1 + λ2ξ2)3
dξ. (5.18)
Since ∫ s
0
log τ
(1 + τ)2
dτ =
s log s− (1 + s) log(1 + s)
1 + s
→ 0 as s→ +∞,
it follows that ∫ r1
0
ξ log ξ−1
8λ2
(1 + λ2ξ2)2
dξ
=− 2
∫ λ2r21
0
log s
(1 + s)2
ds+ 4 log λ
∫ λ2r21
0
ds
(1 + s)2
=
2(1 + λ2r21) log(1 + λ
2r21)− 2λ2r21 log λ2r21
1 + λ2r21
+ 4 log λ(1− 1
1 + λ2r21
)
≥4 log λ− C, (5.19)
with some C > 0. Similarly,∫ r1
0
ξ log ξ−1
8λ2
(1 + λ2ξ2)3
dξ
=− 2
∫ λ2r21
0
log s
(1 + s)3
ds+ 4 log λ
∫ λ2r21
0
ds
(1 + s)3
,
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where for sufficiently large λ satisfying λr1 > 1 we have
−2
∫ λ2r21
0
log s
(1 + s)3
ds =2
∫ 1
0
− log s
(1 + s)3
ds− 2
∫ λ2r21
1
log s
(1 + s)3
ds
≤− 2
∫ 1
0
log sds = 2
and on the other hand,
4 log λ
∫ λ2r21
0
ds
(1 + s)3
= 2 log λ
(
1− 1
(1 + λ2r21)
2
)
,
thus we have some C > 0 satisfying∫ r1
0
ξ log ξ−1
8λ2
(1 + λ2ξ2)3
dξ ≤ 2 log λ+ C. (5.20)
Therefore, by (5.18), (5.19) and (5.20), we obtain that as λ→ +∞,
I3 ≥ 32πa2 log λ− C
with some C > 0 which is independent of a in view of (5.14).
Last for I4, we first observe by Ho¨lder’s inequality that∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds ≤
∫ 1
ξ
s−1
(∫ s
0
σv20(σ)dσ
)1/2(∫ s
0
σdσ
)1/2
≤
∫ 1
ξ
s−1
(∫ 1
0
σv20(σ)dσ
)1/2(∫ s
0
σdσ
)1/2
=
‖v0‖L2(Ω)
2
√
π
∫ 1
ξ
ds ≤ ‖v0‖L2(Ω)
2
√
π
≤ CΛ
2
√
π
with C > 0 depending only on Ω due to the regularity estimates for elliptic equations (4.9).
Thus,
I4 = 2π
∫ 1
0
u0(ξ)
(∫ 1
ξ
s−1
∫ s
0
σv0(σ)dσds
)
dx ≤ CΛ
2
2
√
π
.
Now, the proof is complete by collecting all above estimates.
Proof of Theorem 1.3. Boundedness of classical solutions with subcritical mass is established
in Proposition 5.1. We focus on the supercritical case. Thanks to Lemma 5.7 and 5.8, we
infer that for r ∈ (0, 1) and r1 ∈ (0, r) there exists some C = C(r, r1, φr,r1 ,Λ,Ω) such that
E(u0, v0) =
∫
Ω
u0 log u0 − 1
2
u0v0
≤ 16πa log λ− 16πa2 log λ+ C
= −16πa(1 − a) log λ+ C
≤ −2Λ
(
Λ
8π
− 1
)
log λ+ C → −∞ as λ→∞, (5.21)
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where we recalled that (5.14) implies
a(a− 1) > Λ
8π
(
Λ
8π
− 1
)
.
In the last step, we construct a suitable initial data based on the above observations. For
Λ ∈ (8π,∞) \ 4πN, we first fix 0 < r1 < r and function φr,r1 . Secondly in view of (5.21) we
can choose some λ > 1 such that
−2Λ
(
Λ
8π
− 1
)
log λ+ C < E∗(Λ),
where C = C(r, r1, φr,r1 ,Λ,Ω) is the constant in (5.21). Finally we choose a satisfying (5.11).
Therefore by the above discussion (u0, v0) satisfies (5.6).
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