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THE ERROR TERM IN THE CESA`RO MEAN OF THE PRIME PAIR SINGULAR
SERIES
D. A. GOLDSTON AND ADE IRMA SURIAJAYA
Abstract. We show that the error term in the asymptotic formula for the Cesa`ro mean of the singular
series in the Goldbach and the Hardy-Littlewood prime-pair conjectures cannot be too small and oscillates.
1. Introduction
Hardy and Littlewood [HL19] conjectured in 1919 an asymptotic formula for the number of pairs of primes
differing by k, see also [HL22]. Hardy and Littlewood’s conjecture is equivalent to, for k even and k 6= 0,
(1.1) ψ2(N, k) :=
∑
n,n′≤N
n′−n=k
Λ(n)Λ(n′) ∼ S(k)(N − |k|) as N →∞,
where
(1.2) S(k) =


2C2
∏
p|k
p>2
(
p− 1
p− 2
)
if k is even, k 6= 0,
0 if k is odd
and
(1.3) C2 =
∏
p>2
(
1−
1
(p− 1)2
)
= 0.66016 . . . .
For odd k the sum in (1.1) has non-zero terms only when n or n′ is a power of 2, so ψ2(N, k) = O((logN)
2).
For the Goldbach problem Hardy and Littlewood conjectured an analogous formula for the number of ways
an even number k can be expressed as the sum of two primes, which also includes the arithmetic function
S(k).
The function S(k) is called the singular series, a name given by Hardy and Littlewood because it first
occurred as the series
(1.4) S(k) =
∞∑
q=1
µ(q)2
φ(q)2
cq(−k),
where the Ramanujan sum cq(n) is defined by
(1.5) cq(n) =
∑
1≤a≤q
(a,q)=1
e
(an
q
)
, e(α) = e2πiα.
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Some well-known properties of cq(n) (see, e.g., [MV07, Theorem 4.1]) are that cq(−n) = cq(n), cq(n) is a
multiplicative function of q, and
(1.6) cq(n) =
∑
d|n
d|q
dµ
( q
d
)
=
µ
(
q
(n,q)
)
φ(q)
φ
(
q
(n,q)
) .
Since the singular series is a sum of multiplicative functions in q, it is easy to verify that (1.4) is equivalent
to the product in (1.2). The sum in (1.4) is a Ramanujan series; many arithmetic functions can be expanded
into these series which have the property that the first term q = 1 is the average or expected value of the
arithmetic function. Thus we see that the q = 1 term in (1.4) says that S(k) has average value 1. If we
consider the first two terms we have
S(k) = 1 + e
(
−
k
2
)
+
∞∑
q=3
µ(q)2
φ(q)2
cq(−k),
and therefore we obtain the refinement that on average S(k) is 0 if k is odd and is 2 if k is even.
The average of S(k) was studied by Hardy and Littlewood in their initial paper and has been the subject
of much further work. The best result known [FG95] is
(1.7)
∑
k≤x
S(k) = x−
1
2
log x+ O((log x)
2
3 )).
In applications to the number of primes in short intervals, the Cesa`ro mean naturally occurs, and we have
by [FG95, Proposition 2] and [MS02]
(1.8) S(x) :=
∑
k≤x
(x− k)S(k) =
1
2
x2 −
1
2
x log x+
1
2
(1 − γ − log 2π)x+O(x
1
2
+ǫ).
Notice neither one of these results implies the other result.
Vaughan [Vau01] refined the error term in (1.8) and proved it is
≪ x
1
2 exp
(
−c
(log 2x)
3
5
(log log 3x)
1
5
)
,
for some positive constant c. On the Riemann Hypothesis he showed this error is≪ x
5
12
+ε. Vaughan actually
proved these results for a more general singular series needed for primes in arithmetic progressions.
Vaughan’s results show that the size of the error term in (1.8) depends on a zero-free region of the Riemann
zeta-function, but there is no barrier at x1/2 if the Riemann Hypothesis is true. If one assumes the Riemann
Hypothesis, one heuristically finds that each complex zero of the zeta-function makes a contribution of size
≍ x1/4, but convergence issues make it difficult to prove an explicit formula for S(x) involving zeros. This
problem can be avoided with smoother weights than the Cesa`ro mean, and in [GS20] we obtain an explicit
formula when m ≥ 2 for
(1.9) Sm(x) =
∑
k≤x
(x− k)mS(k),
the Riesz mean for the singular series.
In this note we prove unconditionally an omega result for the error term that is obtained by Landau’s
oscillation theorem using the first zero of the zeta-function on the critical line. Let E(x) be defined by the
equation
(1.10) S(x) =
1
2
x2 −
1
2
x log x+
1
2
(1 − γ − log 2π)x+ E(x).
Theorem 1. We have, as x→∞,
(1.11) E(x) = Ω±(x
1/4).
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It is somewhat surprising that this result was not discovered earlier; this might be due to not having
an explicit formula available for the Cesa`ro mean of the singular series. In most applications of Landau’s
theorem, such as the error in the prime number theorem and the Mertens Hypothesis, one has an explicit
formula as a guide. Not having that guide makes it easier to forget that Landau’s theorem depends only on
the singularities of the generating function, and not on proving the validity of an explicit formula.
If we assume the imaginary parts of the zeros of the Riemann zeta-function are linearly independent over
the integers, or even over a small finite set of integers, we can improve the result in Theorem 1 and prove
lim sup
x→∞
E(x)
x
1
4
=∞ and lim inf
x→∞
E(x)
x
1
4
= −∞.
This is done in [GS20].
2. The Singular Series Generating Functions F (s) and G(s)
For k ≥ 1, define
(2.1) g(k) =
∏
p|k
p>2
(
p− 1
p− 2
)
,
where we use the convention that an empty product is equal to 1. Thus g(1) = g(2) = 1, g(k) ≥ 1,
g(2k) = g(k), and g(k) is a multiplicative function with g(pm) = g(p).
We define the singular series generating functions
(2.2) F (s) =
∞∑
k=1
S(k)
ks
, and G(s) =
∞∑
k=1
g(k)
ks
,
where as usual s = σ + it. G(s) is a little easier to work with than F (s), and since
(2.3) F (s) =
∞∑
k=1
S(2k)
(2k)s
=
∞∑
k=1
2C2g(2k)
(2k)s
=
2C2
2s
G(s),
it is easy to recover F (s) from G(s).
We first note the useful estimate
(2.4) S(k)≪ g(k)≪ log log 3k.
To obtain this, note
g(k) =
∏
p|k
p>2
(
1 +
1
p− 2
)
,
and we should expect that g(k) behaves rather similarly to kφ(k) where φ(k) is the Euler phi-function, which
has the product formula
φ(k) = k
∏
p|k
(
1−
1
p
)
.
The bound (2.4) now follows from
φ(k)g(k)
k
≤
∏
p|k
p>2
(
1−
1
p
)(
1 +
1
p− 2
)
=
∏
p|k
p>2
(
1 +
1
p(p− 2)
)
≤
∞∏
j=3
(
1 +
1
j(j − 2)
)
= 2,
3
and the well known estimate
k
φ(k)
≪ log log 3k
obtained from the Mertens formula.
From (2.4), we see that F (s) and G(s) are defined and converge for σ > 1. We now obtain the analytic
continuation of G(s) to the half-plane σ > −1.
Lemma 2.1. We have, for σ > −1,
(2.5) F (s) =
(
4C2
2s+1 + 1
)
ζ(s)ζ(s + 1)
ζ(2s+ 2)
G(s), and G(s) =
(
2s+1
2s+1 + 1
)
ζ(s)ζ(s + 1)
ζ(2s+ 2)
G(s),
where
(2.6) G(s) =
∏
p>2
(
1 +
2
(p− 2)(ps+1 + 1)
)
.
The formula (2.5) is due to Vaughan [Vau01] who also showed that the line σ = −1 is a natural boundary
for G(s).
Proof of (2.5). Since g(k) is multiplicative, we have
G(s) =
∏
p
(
1 +
∞∑
r=1
g(pr)
prs
)
=
(
1 +
∞∑
r=1
1
2rs
)∏
p>2
(
1 +
(
p− 1
p− 2
) ∞∑
r=1
1
prs
)
=
(
1−
1
2s
)−1 ∏
p>2
(
1 +
(
p− 1
p− 2
)
1
ps − 1
)
.
This last product is ≪
∏
p(1 +O(p
−σ)) and therefore converges for σ > 1. We now write this last equation
as
(2.7) G(s) =
(
1−
1
2s
)−1 ∏
p>2
(1 + g1(p, s)) , where g1(p, s) =
(
p− 1
p− 2
)
1
ps − 1
.
Our goal is to pull out zeta-function factors from this Euler product and obtain successive new Euler products
that converge for smaller σ. Recall for the Riemann zeta-function we have, for σ > 1,
(2.8) ζ(s) =
∏
p
(
1−
1
ps
)−1
.
From this relation we see that for real ℓ and σ → 1+ that
(2.9)
∏
p
(
1 +
ℓ
ps
)
∼ ζ(s)ℓ,
which tells us the dominant zeta-factor we need to approximate this Euler product. In what follows we will
use the relation, for σ > 1,
(2.10)
(
1−
1
2s
)
ζ(s)
∏
p>2
(
1−
1
ps
)
= 1
which can be easily inserted into equations. We will also use the formula, for σ > 1,
(2.11)
(
1 +
1
2s
)
ζ(2s)
ζ(s)
∏
p>2
(
1 +
1
ps
)
= 1
It turns out that while we could use (2.10) exclusively, by using (2.11) at the right time we can skip steps in
arriving at the final formulas. Once one finds the final formula by any method, it is then easy to see how to
apply (2.10) and (2.11) optimally.
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Returning now to (2.7), we see for σ > 0 that as p→∞,
g1(p, s) ∼
1
ps
,
and therefore we need to insert a factor of ζ(s) into this equation. Applying (2.10) in (2.7) we have
G(s) = ζ(s)
∏
p>2
(
1−
1
ps
)
(1 + g1(p, s))
= ζ(s)
∏
p>2
(1 + g2(p, s)) ,
(2.12)
where
1 + g2(p, s) =
(
1−
1
ps
)(
1 +
(
p− 1
p− 2
)
1
ps − 1
)
and a calculation gives
(2.13) g2(p, s) =
1
(p− 2)ps
.
Thus the Euler product in (2.12) converges and gives the analytic continuation of G(s) for σ > 0.
Next, for p→∞
g2(p, s) ∼
1
ps+1
,
and therefore we need to insert a factor of ζ(s+1). Using the reciprocal of (2.11) with s replaced with s+1
in (2.12) we obtain
G(s) =
(
1 +
1
2s+1
)−1
ζ(s)ζ(s + 1)
ζ(2s+ 2)
∏
p>2
(
1 +
1
ps+1
)−1
(1 + g2(p, s))
=
(
2s+1
2s+1 + 1
)
ζ(s)ζ(s + 1)
ζ(2s+ 2)
∏
p>2
(1 + g3(p, s)) ,
(2.14)
where
1 + g3(p, s) =
(
1 +
1
ps+1
)−1(
1 +
1
(p− 2)ps
)
,
and a calculation gives
(2.15) g3(p, s) =
2
(p− 2)(ps+1 + 1)
.
Here the Euler product in (2.14) converges for σ > −1, which proves (2.5) and the lemma. 
3. The Mellin Transform of E(x)
The starting point for proving (1.8) is the formula, for c > 1,
(3.1) S(x) =
1
2πi
∫ c+i∞
c−i∞
F (s)
xs+1
s(s+ 1)
ds
This expresses S(x) as the inverse Mellin transform of F (s), and one now moves the contour to the left
and picks up main terms by the residue theorem. This works for σ > − 12 , but then, even assuming the
Riemann Hypothesis, convergence issues create obstacles for bounding the error term, see [Vau01]. However,
in obtaining oscillation theorems one can proceed in a more elementary way and avoid these issues.
We now embark on the first step in the proof of Theorem 1 which makes no use of either (1.8) or (3.1).
We first compute the Mellin transform of S(x). Since S(x)≪ x2 log log 3x by (2.4), we have for σ > 1,∫ ∞
1
S(x)
xs+2
dx =
∞∑
k=1
S(k)
∫ ∞
k
x− k
xs+2
dx =
1
s(s+ 1)
F (s).
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We now write
(3.2) E(x) = S(x) −Ax2 −Bx log x− Cx,
where A, B, and C are constants which will be determined in the course of the proof. Thus we have, for
σ > 1,
(3.3) E(s) :=
∫ ∞
1
E(x)
xs+2
dx =
F (s)
s(s+ 1)
−
A
s− 1
−
B
s2
−
C
s
.
We see that Lemma 2.1 gives the meromorphic continuation of F (s) to the half-plane σ > −1. Thus for
σ > −1, F (s)s(s+1) has a simple pole at s = 1 from ζ(s), a double pole at s = 0 from ζ(s + 1)/s, and poles of
order mρ at s = ρ/2− 1 from 1/ζ(2s+2), where ρ = β+ iγ denotes a complex zero of ζ(s) with multiplicity
mρ. All of these poles from zeta-zeros are in the strip −1 < σ < −1/2. We now choose A, B, and C so that
E(s) is analytic for σ ≥ −1/2 and therefore only has the same poles as F (s) at the points s = ρ/2− 1.
Clearly A is the residue of the simple pole at s = 1 of F (s)s(s+1) , and therefore, since lims→1(s− 1)ζ(s) = 1,
we have from Lemma 2.1
A = Res(
F (s)
s(s+ 1)
; s = 1)
= lim
s→1
(s− 1)F (s)
s(s+ 1)
=
1
2
(
4C2ζ(2)G(1)
5ζ(4)
)
=
1
2
,
(3.4)
since
4ζ(2)G(1)
5ζ(4)
=
∏
p>2
(
1−
1
p2
)−1(
1−
1
p4
)(
1 +
2
(p− 2)(p2 + 1)
)
=
∏
p>2
(
(p− 1)2
p(p− 2)
)
= 1/C2.
Next, for the double pole at s = 0 of ζ(s+ 1)/s, we let
U(s) :=
s
ζ(s+ 1)
(
F (s)
s(s+ 1)
)
=
4C2ζ(s)G(s)
(2s+1 + 1)ζ(2s+ 2)(s+ 1)
.
Since U(s) is analytic at s = 0 and ζ(s) = 1s−1 + γ + O(|s − 1|) for s near 1 (see [Tit86, Eq. 2.1.16]) we
obtain the Laurent expansion around s = 0
F (s)
s(s+ 1)
=
ζ(s+ 1)
s
U(s)
=
(
1
s2
+
γ
s
+O(1)
)(
U(0) + sU ′(0) +O(|s|2)
)
=
U(0)
s2
+
γU(0) + U ′(0)
s
+O(1),
and therefore by (3.3) we choose
(3.5) B = U(0), and C =
(
U ′(0)
U(0)
+ γ
)
U(0).
Here γ ≃ 0.577216 is the Euler-Mascheroni constant. We will make use below of the special values
ζ′(0)
ζ(0)
= log 2π, and ζ(0) = −
1
2
,
see [Tit86, Sec. 2.4].
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For B, we have
(3.6) B = U(0) =
4C2ζ(0)G(0)
3ζ(2)
= −
1
2
,
since
4G(0)
3ζ(2)
=
∏
p>2
(
1−
1
p2
)(
1 +
2
(p− 2)(p+ 1)
)
=
∏
p>2
(
(p− 1)2
p(p− 2)
)
= 1/C2.
Next, logarithmically differentiating U(s) and evaluating at s = 0, we obtain
U ′(0)
U(0)
=
ζ′
ζ
(0) +
G′
G
(0)−
2
3
log 2− 2
ζ′
ζ
(2)− 1
= log 2π − 1,
since
G′
G
(0)−
2
3
log 2− 2
ζ′
ζ
(2) =
∑
p>2
−2p log p
(p− 2)(p+ 1)2
(
1 + 2(p−2)(p+1)
) +∑
p>2
2 log p
p2 − 1
= 0.
Therefore we conclude by (3.5) and (3.6) that
(3.7) C =
1
2
(1− γ − log 2π) .
We now see that E(x) defined by (3.2) together with the requirement that E(s) is analytic in σ ≥ − 12
agrees with the definition we gave of E(x) in (1.10).
4. Landau’s Oscillation Theorem and the Completion of the Proof of Theorem 1.
Landau proved in 1905 that a Dirichlet series with abscissa of convergence σc which has non-negative
coefficients must have a singularity on the real axis at s = σc. From this one sees that if a Dirichlet series
with real coefficients does not have a singularity on the real axis at s = σc then the coefficients must
infinitely often take on positive and negative values. This contrapositive form of Landau’s theorem is called
an oscillation theorem. Some standard references for this method are [Ing32, Chapter 5], [BD04, Chapter
11], and [MV07, Section 15.1].
We will make use of the following form of Landau’s theorem which is Lemma 15.1 in [MV07].
Lemma 4.1. Let A(x) be a bounded Riemann-integrable function on any finite interval 1 ≤ x ≤ X, with
A(x) ≥ 0 for all x > X0. Let σc be the infimum of the σ for which
∫∞
X0
A(x)x−σ dx <∞. Then the function
F (s) =
∫ ∞
1
A(x)
xs
dx
is analytic in the half-plane σ > σc but not at the point s = σc.
Using this we will prove Theorem 1 in the following quantitative form. Let ρ1 be the first zero of the
Riemann zeta-function that one encounters when moving up the half-line from the real axis; it is known that
ρ1 = 1/2 + iγ1 is a simple zero, and γ1 = 14.134725 . . ..
Theorem 2. We have
(4.1) lim sup
x→∞
E(x)
x1/4
≥ |c1|, and lim inf
x→∞
E(x)
x1/4
≤ −|c1|
where, letting
(4.2) s1 =
ρ1
2
− 1 = −
3
4
+ i
γ1
2
,
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(4.3) c1 :=
(
4C2
2s1+1 + 1
)
ζ(s1)ζ(s1 + 1)
2ζ′(ρ1)s1(s1 + 1)
G(s1).
Using Mathematica we found that |c1| = 0.085 . . .. We will follow the proof given in Lemma 5 of [GV96]
for a similar problem, which is also similar to the proof of Theorem 15.3 in [MV07], but at the end of the
proof we revert to Ingham’s argument [Ing32] in proving his Theorem 33.
Proof of Theorem 2. We saw in the last section that E(s) is analytic for σ ≥ −1/2, and its singularities for
−1 < σ < −1/2 are at the points ρ/2− 1 and therefore E(s) is analytic on the real axis for σ > −1. We now
take a constant c satisfying
(4.4) 0 < c < |c1|,
where c1 is as defined in (4.3).
Assume that there is a X0 ≥ 1 such that
(4.5) E(x) ≤ cx1/4, when x ≥ X0.
Letting
(4.6) H(s) =
∫ ∞
1
cx1/4 − E(x)
xs+2
dx
we denote the abscissa of convergence of H(s) by θ and have by (3.3) that for σ > max(−1, θ)
(4.7) H(s) =
c
s+ 34
− E(s).
By Lemma 4.1, H(s) has a singularity at s = θ, and so θ ≤ −3/4. Thus (4.6) and (4.7) hold for σ > −3/4.
By (4.5) and (4.6), we have, for σ > −3/4,
|H(σ + it)| ≤
∫ X0
1
|cx1/4 − E(x)|
xσ+2
dx+
∫ ∞
X0
cx1/4 − E(x)
xσ+2
dx
=
∫ X0
1
|cx1/4 − E(x)| − (cx1/4 − E(x))
xσ+2
dx+H(σ)
≤ 2
∫ X0
1
|cx1/4 − E(x)|
xσ+2
dx+H(σ)
= H(σ) +O(1).
(4.8)
The idea used to complete the proof is that the zero ρ1 creates a simple pole for F (s) and therefore for
E(s) and by (4.7) for H(s) on the line σ = −3/4 at the point s1 = −3/4 + iγ1/2. But by (4.8) the residue
c of the pole of H(s) on the real axis at σ = −3/4 must be at least as large as the absolute value of the
residue of the pole at s1.
To prove this, we first compute the residue of E(s) at s1; by (2.5) and (3.3)
lim
σ→−3/4+
(σ + 3/4)E(σ + iγ1/2) =
(
4C2
2s1+1 + 1
)
ζ(s1)ζ(s1 + 1)
s1(s1 + 1)
G(s1) lim
σ→−3/4+
σ + 3/4
ζ(2σ + 2+ iγ1)
=
(
4C2
2s1+1 + 1
)
ζ(s1)ζ(s1 + 1)
2ζ′(ρ1)s1(s1 + 1)
G(s1) = c1,
where we used L’Hoˆpital’s rule to evaluate the limit.
Next, in (4.7) taking t = γ1/2 and multiplying both sides by σ + 3/4, we obtain
lim
σ→−3/4+
(σ + 3/4)H(σ + iγ1/2) = −c1,
and therefore by (4.8)
|c1| =
∣∣∣∣ lim
σ→−3/4+
(σ + 3/4)H(σ + iγ1/2)
∣∣∣∣ ≤ lim
σ→−3/4+
(σ + 3/4) |H(σ + iγ1/2)|
≤ lim
σ→−3/4+
(σ + 3/4)(H(σ) +O(1))
= c,
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where we used (4.7) in the last line. However this contradicts (4.4), and hence (4.5) is false and
lim sup
x→∞
E(x)
x1/4
≥ c,
for any c < |c1|. This proves the first inequality in (4.1), and a concomitant argument proves the second
inequality. 
References
[BD04] Paul T. Bateman and Harold G. Diamond, Analytic Number Theory, An Introductory Course, World Scientific,
Singapore, 2004.
[FG95] J. B. Friedlander and D. A. Goldston, Some Singular Series Averages and the distribution of Goldbach numbers in
short intervals, Illinois Journal of Mathematics 39, No. 1, Spring 1995, 158–180.
[GS20] D. A. Goldston and Ade Irma Suriajaya, A singular series average and the zeros of the Riemann zeta-function,
submitted.
[GV96] D. A. Goldston and R. C. Vaughan, On the Montgomery-Hooley asymptotic formula, Sieve Methods, Exponential
Sums, and their Application in Number Theory, Greaves, Harman, Huxley Eds., Cambridge University Press, (1996),
117–142.
[HL19] G. H. Hardy and J. E. Littlewood, Note on Messrs. Shah and Wilson’s paper entitled: On an empirical formula
connected with Goldbach’s Theorem, Proceedings of the Cambridge Philosophical Society, vol. 19 (1919), 245–254.
Reprinted as pp. 535–544 in Collected Papers of G. H. Hardy, Vol. I, Clarendon Press, Oxford University Press,
Oxford, 1966.
[HL22] G. H. Hardy and J. E. Littlewood, Some problems of ‘Partitio numerorum’; III: On the expression of a number as
a sum of primes, Acta Math. 44 (1922), no. 1, 1–70. Reprinted as pp. 561–630 in Collected Papers of G. H. Hardy,
Vol. I, Clarendon Press, Oxford University Press, Oxford, 1966.
[Ing32] A. E. Ingham, The Distribution of Prime Numbers, Cambridge Tracts in Mathematics and Mathematical Physics
30, Cambridge Univ. Press, Cambridge, 1932.
[MS02] H. L. Montgomery and K. Soundararajan, Beyond pair correlation, Paul Erdo˝s and his mathematics, I (Budapest,
1999), 507–514, Bolyai Soc. Math. Stud., 11, Janos Bolyai Math. Soc., Budapest, 2002.
[MV07] H. L. Montgomery and R. C. Vaughan, Multiplicative Number Theory, Cambridge Studies in Advanced Mathematics
97, Cambridge University Press, Cambridge, 2007.
[Tit86] E. C. Titchmarsh, The Theory of the Riemann Zeta-Function, 2nd ed., revised by D. R. Heath-Brown, Clarendon
(Oxford), 1986.
[Vau01] R. C. Vaughan, On a variance associated with the distribution of primes in arithmetic progressions, Proc. London
Math. Soc. (3) 82 (2001), 533–553.
Department of Mathematics and Statistics, San Jose State University
E-mail address: daniel.goldston@sjsu.edu
Faculty of Mathematics, Kyushu University
E-mail address: adeirmasuriajaya@math.kyushu-u.ac.jp
9
