We present the construction of the planar Baker-Akhiezer (BA) function for the nonlinear Schrödinger equation (NLS), corresponding to the finite-genus solutions of the NLS equation. The BA function is described as the unimodular solution of a matrix RiemannHilbert problem in the complex plane with piecewise constant jumps across a set of arcs.
Introduction
The inverse scattering transform (IST) method for integrable nonlinear PDEs in dimension 1 + 1 is well-developed in the case of decaying boundary conditions, when the initial data q 0 (x) given for x ∈ (−∞, ∞) are assumed to decay to 0 as |x| → ∞, and the solution q(x, t) to the initial value problem with the data q(x, 0) = q 0 (x) is sought in a class of functions also decaying as |x| → ∞ for all t > 0 [1, 24, 40] . The realization of the IST method in terms of an associated Riemann-Hilbert problem (RHP) turned out to be extremely powerful for studying asymptotic regimes, e.g., the long-time behavior of solutions of the Cauchy problem with decaying initial data [18, 11] . Let us recall basic steps of this approach.
1. An integrable nonlinear PDE can be represented as a compatibility condition for a pair of linear, matrix ODEs (the Lax pair equations) dependent on an external (spectral) parameter z: For many physically interesting nonlinear PDEs, the dependence of U and V on z is polynomial, of small degree; for instance, for the nonlinear Schrödinger equation (1.2) iq t + q xx − 2λ|q| 2 q = 0, λ= ±1, the coefficient matrices U and V in (1.1) have the form:
U (z; x, t) = −izσ 3 + Q(x, t), (1.3a)
V (z; x, t) = −2iz 2 σ 3 + 2zQ(x, t) + Q (0) (x, t), (1.3b) where
Q(x, t) = 0 q(x, t) λq(x, t)
0 , (1.4a)
with σ 3 = 1 0 0 −1 . Here and below, bar denotes the complex conjugation.
2. Assuming that there exists q(x, t) satisfying the nonlinear PDE and the boundary conditions q(x, t) → 0 as |x| → ∞ for all t ≥ 0, one introduces normalized, Jost-type solutions Φ ± (x, t, z) of (1.1) fixed by the asymptotics as x → ±∞: Φ ± (x, t, z) Φ 0 (x, t, z), where Φ 0 is a solution of (1.1) associated with the "background". In the case of decaying boundary conditions, the background equals 0: q 0 ≡ 0; Φ 0 has an explicit exponential form, and the existence of Φ ± can be established using Volterra integral equations for Φ ± . Then q(x, t) can be "extracted" from the Jost solutions evaluated at a dedicated point z * ∈C. Particularly, for the NLS equation, 
Then
• A solution to this problem is unique, if it exists; moreover, det M ≡ 1.
• Evaluation of the solution M as z → ∞:
M (x, t, z) = I + M 1 (x, t) z + . . .
allows finding q(x, t) from M : 0 q(x, t) λq(x, t)
The formulation of the Riemann-Hilbert problem above relates to the "solitonless" case, where the spectral problem (1.1a), (1.3a) has no eigenvalues.
Otherwise, it has to be complemented by residue conditions at the eigenvalues, and M is to be sought as a piece-wise meromorphic function satisfying appropriate residue conditions.
A principal advantage of the representation of q(x, t)
in terms of the solution of the associated Riemann-Hilbert problem is that there exists a method (called the Deift-Zhou nonlinear steepest descent method [11, 18] ) allowing us to study in details the asymptotic behavior of q(x, t) as t → ∞. The method is based on subsequent deformations of the RHP (deformations of the jump contour and approximations of the jump matrix), in view of reducing it to a (model) RHP that can be solved explicitly (eventually, after an appropriate rescaling).
It is of natural interest to adapt the IST approach sketched above to the case of non-zero boundary conditions (as x → ±∞). Of particular interest are problems with the so-called step-like initial data, where the boundary conditions at x = +∞ and x = −∞ are different. Closely related are initial boundary value problems (IBVP), say, on the half-line x ∈ [0, ∞), with non-decaying initial conditions as x → +∞ and non-decaying boundary conditions at x = 0 (as t → ∞).
The description of the RHP approach in the decaying case suggests that a key role in the formulation of an appropriate RHP is played by Φ 0 , which is the solution of the Lax pair equations with coefficients associated with the "background". Indeed, (i) Φ 0 provides the control of the behavior of eigenfunctions (dedicated solutions of the Lax pair equations), as functions of the spectral pa-rameter, at those points in the (extended) complex plane, where the coefficient matrices U (and, eventually, V for initial boundary value problems) have pole-type singularities (implying that the eigenfunctions have essential singularities there); (ii) the set of those z where Φ 0 (·, ·, z) (associated with a single background or a pair of backgrounds, for x = +∞ and x = −∞, for the steplike initial data) is bounded determines the contour for the "scattering relation", i.e., the relation amongst the Jost solutions, which turns to the contour for the jump in the associated Riemann-Hilbert problem.
Our paper aims at presenting the construction of appropriate Φ 0 (associated with particular non-decaying solutions of integrable nonlinear equations) starting from a certain Riemann-Hilbert problem formulated in the complex plane with arcs constituting the jump contour. The construction involves elements of the theory of hyperelliptic surfaces, in terms of which the solutions of the associated planar Riemann-Hilbert problems with piecewise constant jump matrices can be given explicitly. With this respect we notice the following.
(i) Since the middle of 1970s, an algebraic-geometric approach to nonlinear integrable equations has been developed, which allows describing a certain class of non-decaying solutions to such equations (called finite-gap, or finite-genus, solutions). For the pioneering results and reviews, see, e.g., [2, 19, 20, 21, 33, 34, 37, 39] . The central element of the construction is the so-called scalar or vector-valued Baker-Akhiezer function, which is a meromorphic function on an appropriate Riemann surface. A detailed account of the Baker-Akhiezer function is given in [26] , where it (and the corresponding finite-gap solutions of associated nonlinear equations) is discussed in the context of hierarchies, particularly, the AKNS hierarchy, to which the NLS equations belong.
(ii) The formalism in [26] does not explore the possibility of constructing these solutions using the Riemann-Hilbert problem complex plane formalism. On the other hand, the elements of the algebraic-geometric approach (Abelian integrals, theta functions) have been largely used in numerous studies of asymptotic (large time, small dispersion, etc.) behavior of solutions of the Cauchy problem for various continuous as well as discrete nonlinear systems. Here an original Riemann-Hilbert problem (in terms of which the solution to the Cauchy problem is given) is reduced, through a series of deformations guided by the ideas behind the nonlinear steepest descent method [18] , to "model problems", which are characterized by piecewise constant jumps across some arcs; such Riemann-Hilbert problems can be solved explicitly. Among the first studies in this direction, there were the study of the large time asymptotics for the KdV equation (with decaying initial conditions) in the so-called "collisionless shock wave" region [15] , the small dispersive limit for the KdV equation [16] , [17] , and the asymptotics for the orthogonal matrices [12] (with the further development in [13] , [14] ). Since then, the number of studies dealing with asymptotics for integrable systems by using the Riemann-Hilbert problem as a main tool has been growing fast. Making no attempt to review all (or even a part) of them, we notice that in [23, 29, 30, 35] , the large time asymptotic results (for the Toda lattice) were obtained by using the asymptotic analysis of Riemann-Hilbert problems formulated on the hyperelliptic Riemann surfaces associated with the periodic backgrounds. A similar approach was applied to the KdV equation in [38] . After [16] , the Riemann-Hilbert approach to the small dispersion (semiclassical) limits has been developed in [8, 9, 28, 41, 42] Actually, all the technical elements that we use in our construction can be found in papers dealing with asymptotics (for instance, the construction presented in [12] corresponds to the case with all arcs on the real line, see below). With this respect we emphasize that our main goal is to use the Riemann-Hilbert formalism at the stage of describing the background solutions (to the Lax pairs as well as to the solutions of the associated nonlinear equations) and thus to determine an analog of the Baker-Akhiezer function in terms of jumps across arcs in the complex plane. We pay a particular attention to presenting different points of view on the construction of the exponential (phase) factors, via Cauchy-type integrals and via Abelian integrals.
Having such Baker-Akhiezer function Φ 0 explicitly constructed, one could proceed similarly to the case of the zero background: In what follows we will deal with the NLS equation, which is one of the most famous and studied examples of integrable PDEs.
The matrix-valued Baker-Akhiezer functions

The Baker-Akhiezer function on the Riemann surface
Before presenting our version of the Baker-Akhiezer function, recall some preliminaries of the theory of hyperelliptic Riemann surfaces and the classical Baker-Akhiezer functions [2] .
Let a set of points {E j ,Ê j } n j=0 in the complex plane be given, and let X be the Riemann surface of genus n defined by the equation w 2 = P (z), where
with cuts along the arcs Γ j = (E j ,Ê j ) (j = 0, 1, 2, . . . , n) connecting E j withÊ j . The Riemann surface X can be viewed as a double covering of the complex z-plane: two sheets of z-plane are glued along the cuts Γ j , whose endpoints are branch points. The upper and lower sheets of X are denoted by X + and X − respectively; they are fixed by the relations
where z = π(P) is the standard projection of P = (w, z) ∈ X on the Riemann sphere CP 1 . Thus each point on the z-plane has two preimages P ± = X ± , except for the branch points. Denote the preimage of z = ∞ on X ± by, respectively, ∞ ± . With the inclusion of two points (∞ + , ∞ − ), X becomes a compact Riemann surface of genus n. The square root P (z) turns into a meromorphic function on its own compact Riemann surface X , which have 2n + 2 zeros at E j andÊ j , j = 0, 2, . . . , n, and two poles at ∞ + and ∞ − , each of multiplicity n + 1.
The vector-valued Baker-Akhiezer function ψ(P, x, t) = ψ 1 ψ 2 is characterized by the following conditions [2] :
that is non-special in the sense that the following conditions hold:
• ψ(P ) has the following asymptotics:
where c is a complex number.
Remark 1.
The constant c could be assumed to depend on x and t; but then it follows from the Lax pair equations that c is indeed a constant independent of x and t (cf. [2, 26] ).
The matrix Baker-Akhiezer function on the Riemann surface X is usually defined [2] as
where σ is the permutation of sheets. Then
could be used as a solution of the Lax pair equations with coefficients associated with the finite-gap solutions of the NLS equation for developing the IST approach in the form of the Riemann-Hilbert problem. But this solution faces the problem that detΨ(z, x, t) = det Ψ(P, x, t) has poles. Indeed, det Ψ(P, x, t) is a meromorphic function on X : at ∞ ± , det Ψ has two simple poles due to the asymptotics of ψ, and it has also n simple poles on X + \ {∞ + } and X − \ {∞ − }. Then, being a meromorphic function, it has precisely 2n + 2 zeros located at branching points E j andÊ j . Thus, taking into account that detΨ(z,
, where μ j = π(P j ) with P j ∈ D.
The Baker-Akhiezer function on the complex plane
An alternative construction of the planar matrix Baker-Akhiezer function Φ 0 presented here follows the idea of determining it through the explicit solution of an associated Riemann-Hilbert problem formulated in the complex plane (cf. [5] ). As we will see, this matrix Baker-Akhiezer function is unimodular, has square integrable singularities at points E j andÊ j , and has no poles.
Recall that in the case of the zero background, Φ 0 is given by (1.5), which is an entire function solving the Lax pair equations (1.1), (1.3), (1.4) with q ≡ 0. It is bounded for z ∈ R and, being an entire function, has a trivial jump across this contour:
Here and in what follows, contours consist of oriented arcs, and the subscripts + and − denote the limiting values as z approaches the arc from the left and correspondingly the right.
In order to determine appropriate non-zero backgrounds starting from a Riemann-Hilbert-type problem for Φ 0 , we want Φ 0 :
(i) to solve the Lax pair equations; (ii) to satisfy appropriate jump conditions across a certain contour Γ ∈ C consisting of arcs with endpoints at {E j ,Ê j } n j=0 ; (iii) to be explicitly constructed.
In order to satisfy (i), a natural way is to seek Φ 0 satisfying the following conditions:
0 are entire functions (having no singularities in C); (c) Φ 0 satisfies certain symmetry conditions, namely: and some Q (0) . Indeed, evaluating the logarithmic derivatives, we have, as z → ∞,
Then, by (b) and the Liouville theorem, these derivatives are actually exact polynomials and thus Φ 0 satisfies the Lax pair (1.1), (1.3) exactly. Further, the compatibility condition,
) is equivalent to a system of the NLS equations
Finally, (c) provides that p =q for the defocusing NLS and p = −q for the focusing NLS.
A natural way to satisfy (b) with Φ 0 having a non-trivial jump, see (ii), is to impose the jump conditions in the form Φ 0− (x, t, z) = Φ 0+ (x, t, z)J 0 (z), i.e., with a jump independent of x and t. Then it is clear that Φ 0x Φ −1 0 and Φ 0t Φ −1 0 have no jumps across the contour. Now observe thatΨ introduced in section 2.1 has σ 1 as its jump across each arc connecting E j withÊ j . This suggests that anti-diagonal jump matrices are of primary importance for constructing non-decaying solutions. Another motivation supporting this suggestion comes from the analysis of the case with decaying initial data [11, 18] , where the original RH problem reduces (after conjugating by the exponentials describing the large-z asymptotics of Φ 0 ), as x → ±∞, to that with a diagonal jump and where the solution stays decaying to 0 as x → ±∞ for all t.
Representation of Φ 0 with explicitly separated exponential factors
Taking into account the considerations above and having in mind to reduce the RH problem to a form allowing an explicit solution, let us seek Φ 0 in the form
where f (z), g(z), f 0 , g 0 , and M (x, t, z) are to be determined. In view of conditions (i)-(iii) and (a) and (b) above, the following conditions are to be satisfied by f (z), g(z), and M (x, t, z):
, and M has jumps, which are constant matrices w.r.t. z, across each Γ j and Γ j (but the jumps can depend on x and t): 
In what follows, properties (2), (3) and (4) will allow us to construct M explicitly and to associate it with a potential q. Due to the band structure of the jump contour, this potential will be interpreted as a "finite-gap (finitegenus) background".
First, let us discuss the construction of f (z) and g(z) that provides the continuity of Φ 0x Φ 
SinceM satisfies the same jump conditions as
and thus
has to satisfy the differential equation
as well as the similar equation with the t-derivative. Since we want J j to be independent of z, it follows that the coefficients in (2.9) all have to be constants. Now, in view of (2.5), f + − f − and f + + f − cannot simultaneously be constants on Γ j orΓ j . Thus we arrive at the condition that on each Γ j and Γ j , J j is either a diagonal matrix (and thus J j σ 3 = σ 3 J j ) or an anti-diagonal matrix (and thus J j σ 3 = −σ 3 J j ). Then (2.9) reduces either to
We will assume that J j on Γ j is anti-diagonal for all j = 0, . . . , n, and J j onΓ j is diagonal for all j = 1, . . . , n. Then, solving (2.11), we have
with (2.13)
Requiring det J j ≡ 1 implies α j β j = −1. Now, in order to have J j to be independent of z, we require that for z ∈ Γ j ,
where C f j and C g j are some constants. Similarly, solving (2.10), we have
Now, requiring det J j ≡ 1 impliesα jβj = 1. Again, in order to have J j to be independent of z, we require that for z ∈Γ j ,
Notice that Φ 0 constructed from M by (2.4) indeed has piece-wise constant jumps:
Symmetry considerations
Now let us discuss the symmetry conditions following from condition (c) above. First, in the both cases (focusing and defocusing), the contour Γ has to be symmetric w.r.t the real axis. Thus it can be presented as a union of arcs of three types: (i) intervals of the real axis; (ii) arcs symmetric w.r.t the real axis (and crossing it); (iii) pairs of arcs symmetric w.r.t the real axis. Second, f (z) and g(z) have to satisfy the symmetry condition
Next, M has to satisfy conditions (c1) or (c2). In order to have this, the jump matrices J j have to satisfy the following symmetries (here σ = σ 1 in the defocusing case and σ = σ 2 in the focusing case):
1. for an arc of type (i), σJσ = J −1 (since z →z changes the orientation of these arcs); 2. for an arc of type (ii), σJσ = J, and the orientation of the arcs is chosen in such a way that it is not changed under z →z; 3. for a pair of arcs of type (iii) Γ andΓ such thatΓ =Γ, σJσ =J, where J is the jump on Γ andJ is the jump onΓ.
Consider first the focusing NLS. For a pair of arcs of type 3 (let us mark them by the subscripts 1 and 2), the anti-diagonal jumps J 1 and J 2 have the form (see (2.12))
where
. Then the conditions σ 2J2 σ 2 = J 1 and det
, from which it follows that α j and β j have to be represented in terms of two real quantities, ρ > 0 and φ:
It also follows that for an arc of type 2, C f ∈ R and C g ∈ R whereas α and β can be written as . Now σ 2J2 σ 2 = J 1 and det J j = 1 imply that
It also follows that for an arc of type 2,Ĉ f ∈ R andĈ g ∈ R whereasα and β can be written asα = e −iφ ,β = e iφ and thus the jumps J j of this type can be written as
with some real constantsĈ f j ,Ĉ g j , andφ j . For an arc of type 1 (an interval of the real axis), similar considerations yield that there are no anti-diagonal jumps (equality σ 2J σ 2 = J −1 cannot be realized by an anti-diagonal matrix) whereas for the parameters of a diagonal jump of type (2.21) one hasĈ f ∈ iR,Ĉ g ∈ iR, and
with ρ ∈ R. Thus the jumps J j of this type can be written as
with some pure imaginary constantsĈ For a pair of arcs of type 3, anti-diagonal jumps have the form
whereas diagonal jumps are as in the focusing case (2.21). Consequently, there are no anti-diagonal jumps across an arc of type 2, whereas diagonal jumps are as in (2.22).
Constructing f and g by the Cauchy integrals
In this section we address the construction of the phase functions f and g. According to the discussion above, they are functions, analytic outside certain number of arcs, that have to satisfy the asymptotic conditions (2.5), the symmetry conditions (2.19), and the jump conditions of type (2.14) or (2.17).
We start from the simplest case involving only one arc with jump conditions. In this case, the jump conditions for f and g are jumps of type (2.14):
across a single arc Γ 0 . For the focusing NLS, the symmetry considerations require that Γ 0 is symmetric w.r.t. the real axis and connects a pair of nonreal points, E 0 andÊ 0 =Ē 0 . For the defocusing NLS, E 0 ∈ R andÊ 0 ∈ R. Define Then the jump conditions (2.24) reduce to
First, consider the determination of f . Due to the asymptotic conditions (2.5),f = 1 + O(1/z) as z → ∞, and thusf is (uniquely) determined by C f 0 via the Cauchy integral:
Consequently,
Particularly, given E 0 ,Ê 0 and C f 0 , f 0 is determined:
Notice that the constant C f 0 can be taken arbitrarily. Particularly, one can take C f 0 = 0; in this case,
and
Now consider the determination of g(z)
. In this case we haveg = gw −1 = 2z + (E 0 +Ê 0 ) + O(1/z) as z → ∞, and thus
and, particularly,
As above, C g 0 can be taken arbitrarily. Particularly, if C g 0 = 0, then
Now consider the general case, where the contour consists of n+1 (n ≥ 1) arcs Γ j , j = 0, . . . , n connecting E j andÊ j , and of n arcsΓ j , j = 1, . . . , n. Define
such that w(z) is analytic outside the arcs Γ j and w(z) z n+1 as z → ∞, and introducef andg as in (2.26). The jump conditions reduce tõ
Since n ≥ 1, now we havef = O(1/z) as z → ∞ and thus
where C f j andĈ f l have to satisfy the system of linear equations generated by asymptotic behavior as z → ∞ (2.5a):
for m = 0, 1, 2, . . . , n − 1. Thus we have n equations for 2n + 1 unknowns. A similar situation takes place for the function g(z). In order to reduce the number of unknowns to that of equations, it is natural to consider the following two cases:
. . , n;
Case B:
In Case A, only purely anti-diagonal jumps are involved in (2.6). In this case,
Here one constant (say, C f 0 ) can be taken arbitrarily whereas C f j for j = 1, . . . , n have to satisfy the system of n linear algebraic equations. Setting C f 0 = 0, this system is as follows:
System (2.36) has a unique solution {C f j } n j=1 [2] . Now consider the determination of g(z). First, consider the case n = 1. In this case, w(z) z 2 as z → ∞ and thusg(z) = 2+O(1/z). Consequently,
Now the requirement that g(z)
given by (2.37) satisfies the asymptotic condition (2.5) leads to a single equation for C 
In the case n > 2,g(z) = O(1/z) and thus
given by (2.39) satisfies the asymptotic condition (2.5) leads to a system of n linear equation for C
(in the case n = 2, system (2.40) consists of two last equations). Similarly to (2.36), (2.40) has a unique solution.
Case B can be treated in the same way, leading to equations similar to (2.36) and (2.40), with the integrals over Γ j replaced by those overΓ j . In this case, all anti-diagonal jumps in (2.6) across Γ j are equal and are independent of x and t (J j = 0 i i 0 ) whereas the x, t -dependence of J comes through the diagonal jumps (2.22) acrossΓ j .
Representation of f (z) and g(z) by hyperelliptic integrals
Here we give another representation of f (z) and g(z), in terms of hyperelliptic integrals on the complex plane cut along Γ = ∪ n j=0 Γ j ∪ n j=1Γ j . Recall that in case A we have to find a function f (z) such that
with some numbers f 0 and C f j . We seek f (z) in the form:
By (2.41),f n = In other words, f (z) can be considered as a hyperelliptic integral of the second kind with simple pole at infinity, which is uniquely fixed [2] by the condition that the a-periods of f (z) defined as A
for j > 0 are determined as the (nonzero) b-periods of f (z):
On the other hand,
Similarly, g(z) determined by the conditions
can be represented as
where, by (2.43),ĝ
whereasĝ 0 ,ĝ 1 , . . . ,ĝ n−1 are fixed by the condition that the a-periods of g(z)
j Ej dg all equal 0; as above, they are determined as the
b-periods of g(z).
Notice that the coefficients P j of P (λ) are symmetric functions of the roots; particularly,
In case B, f (z) is determined by the conditions
with some numbers f 0 andĈ f j . We seek f (z) in the same form:
2 . Now we normalize f (z) by the conditions that 
Similarly for g(z).
Explicit construction of M
In this section we present an explicit construction of M (x, t, z) for (2.4) in terms of hyperelliptic theta functions (see, e.g., [12, 28] ).
First, define
where the cuts are along (E j ,Ê j ), j = 0, . . . , n, and the branch is fixed by the condition κ(∞) = 1. Then
Notice also that
Solution of the RHP for M : case A
Recall that in case A, the RHP for M (z) (2.6), (2.20) (we will omit the dependence on x and t, which are parameters for the RHP) is as follows.
•
, z ∈ Γ, where the jump matrix J A (z) is given by
for j = 1, 2, ..., n, and C f j , C g j , φ j are some given numbers;
is bounded on Γ except for the branch points E j ,Ê j , where it has at most inverse fourth root singularities.
First, consider the case n = 0, where the jump conditions consist of (3.2) only. In this case, by (3.1), M (z) can be constructed using κ(z):
we have
and thus, by (2.7), the solution of the NLS equation associated with Φ 0 (2.4) has the form of a plane wave:
where f 0 and g 0 are given by (2.29) and (2.31).
In order to present an explicit solution of the RH problem in the cases n ≥ 1, we need several ingredients from the theory of the Riemann manifolds (2.1). We present them closely following [28] .
First, we introduce the Abelian integrals
where dω j (P) is a basis holomorphic differential on X :
The coefficients c jl are uniquely determined by the normalization relations:
We have chosen a l -cycles as ovals on the upper sheet of X around the intervals (E l ,Ê l ), l = 1, 2, . . . , n, see The normalized holomorphic differentials define the b-period matrix as
where b l -cycle starts from (E 0 ,Ê 0 ), goes on the upper sheet to (E l ,Ê l ), and returns on the lower sheet to the starting point. This is a symmetric matrix with positive definite imaginary part.
Let e j = (0, . . . , 1, . . . , 0) be the unit vector in C n and Be j the j-th column of the matrix B. Denote by Λ ⊂ C n the lattice generated by the linear combinations, with integer coefficients, of the vectors e j and Be j for j = 1, 2, . . . , n. Then, by the definition, Jacobian variety of X is the complex torus Jac{X } = C n /Λ. The Abel mapping A : X → Jac{X } is defined as follows:
where the point P 0 is fixed by condition π(P 0 ) =Ê 0 and Q is the integration variable. The Abel mapping is also defined for integral divisors D = P 1 + . . . + P m by summation: 
In the hyperelliptic case ( [45] ),
Associated with the matrix B there is the Riemann theta function defined for u ∈ C n by the Fourier series
It is an even function, i.e. θ(−u) = θ(u), and has the following periodicity properties:
where e j = (0, ..., 0, 1, 0, ..., 0) is the j-th basis vector in C n . This implies that the function
where c, d ∈ C n are arbitrary constant vectors, has the periodicity properties
The Abelian integrals A(z) considered on the upper sheet of X , have the properties:
(3.5a)
, it easy to see that for l = 1, 2, . . . , n,
where c, d 1 , d 2 ∈ C n are arbitrary (so far) constant vectors. Then, by (3.5), we have (s = 1, 2)
for j = 1, . . . , n and
for j = 0, 1, . . . , n, where c 0 = 0.
Next, define the matrix-valued function
Then we have
Finally, taking into account (3.1) and (3.7), we define M by (provided
as z → ∞, and it has the jumps 
with some finite z j , j = 0, . . . , n − 1. If the branch points E j andÊ j are all real, then the zeroes z j of (3.9), due to p(Ê j + 0) = +∞ and p(E j+1 ) = 0, are located betweenÊ j and E j+1 : z j ∈ (Ê j , E j+1 ), j = 0, 1, 2, . . . , n − 1. Further, by the definition of κ(z), in this case κ(z) > 0 for z ∈ R \ Γ. Therefore, κ(z j ) = κ −1 (z j ) = 1. Hence, in C \ Γ we have n zeros z j of κ(z) − κ −1 (z) and no zeros of κ(z) + κ −1 (z).
In the general case, introduce the non-special divisor
. . , P m on X + and n − m zeroes P m+1 , . . . , P n on X − [2] , where the points P j and P j form a conjugated pair of points on X with π(
. . , P n on X + and m zeroes P 1 , . . . , P m on X − . Taking the restrictions of these Riemann theta functions on the upper sheet with the cut Γ = n j=0 (E j ,Ê j ), we have that
are analytic in z ∈ C \ Γ with poles at z 1 , . . . , z m , which are canceled in the products (κ(z) + κ −1 (z))F 1 (z) and (κ(z) + κ −1 (z))H 2 (z). Similarly, (κ(z) − κ −1 (z))F 2 (z) and (κ(z) − κ −1 (z))H 1 (z) are analytic in C \ Γ, since the poles z m+1 , . . . , z n are canceled by the zeroes of (κ(z) − κ −1 (z)).
Thus
equal zero. One cannot expect this for all c in the general case with arbitrary arcs in Γ (however, notice that this is true for small c and that F 1 (∞) and H 2 (∞) are analytic with respect to c). But in the case of symmetric vertical arcs in Γ associated with the NLS equation, this property holds true, see Remark 2.1 and Appendix B in [5] .
Notice that the idea to cancel the poles of F j and H j by the zeros of κ ± κ −1 goes back to [15, 16, 12 ].
Thus we have constructed the matrix M (z) = M (x, t, z) that solves the RH problem (2.6) in case A. Expanding it at infinity,
and taking into account that θ(A(z) + B) is bounded and
(3.11)
. Notice that here C f and C g are determined when constructing f (z) and g(z) whereas the vector φ is a parameter. Finally, the solutions of the NLS equation associated with Φ 0 constructed according to (2.4) and (2.7) are given explicitly by (3.12) q
Notice that, in the theory of finite gap integration [2] , the divisor D is taken to be arbitrary; it defines poles of the Baker-Akhiezer vector function. In our construction, the divisor D is fixed by the zeroes z j of the function κ(z) ± κ −1 (z) in such a way that Φ 0 (x, t, z) is a regular analytic function (except for the endpoints E j andÊ j , where it has square integrable singularities) on the complex plane with cuts along the contour Γ. Moreover, since det J A ≡ 1, it follows (by the Liouville theorem) that det M (x, t, z) ≡ 1 and thus det Φ 0 (x, t, z) ≡ 1.
Solution of the RHP for M : case B
In case B, all C 
is bounded on Γ except of the branch points, where it has at most fourth root singularities.
The jump matrix J B (z) is given by 
Then b-period matrix is defined as
The Abel mapping A : X → Jac{X } is defined as follows:
where the point P 0 is fixed in another way: π(P 0 ) = E 0 . Then we have
, and
Ek−1 ψ l (s + )ds = B lj , z ± ∈Γ j = (Ê j−1 , E j ).
Thus the restriction of the Abelian integrals on the upper sheet has the properties:
A − (z) + A + (z) = 0 (mod Z n ), z ∈ Γ j = (E j ,Ê j ), j = 1, . . . , n, for j = 1, 2, ..., n, and we can proceed as in case A, defining M by (3.8); but now the jumps for M (z) have the form (3.13) and (3.14), as required in case B.
The considerations concerning the choice of d 1 and d 2 and the zeros z j of κ(z) ± κ −1 (z) are the same as in case A, leading to the (formally) same formulas for m ij (3.11) and q and p (3.12). [10] and [7] .
The construction of the Baker-Akhiezer function in term of the solution of an associated Riemann-Hilbert problem formulated in the complex plane fits well for developing the IST method, in the form of the RHP problem, for the Cauchy problems with non-decaying initial data as well as for the initial-boundary value problems with non-decaying initial and boundary data. Particularly, the study of the long-time behavior of solutions of such problems is based on the deformations of the original RHP in view of reducing it to a limiting one, which can be solved explicitly, since it has piecewise constant jumps similar to those presented here; see, e.g., [10, 6, 7, 22, 31, 32] .
On the other hand, even if an explicit formula for a solution of a nonlinear equation is given, the Riemann-Hilbert formalism can be efficiently used to describe certain limiting regimes, in terms of the solution of an appropriately deformed RHP. According to this approach, a representation of two-phase solutions of the focusing NLS equation in terms of a RiemannHilbert problem in the plane is used in [4] in order to describe the limiting regime, where some arcs shrink to points. The limiting RH problem has the reduced number of jump arcs, which simplifies the derivation and representation of the limiting solution.
Finite-band (finite genus) solutions of the focusing NLS equation (particularly, degenerated solutions as some branch points merge together) are widely used for modeling the rogue waves; see [3, 36] for some recent results in this field.
Considering the numerical aspects of computing solutions (as well as their limits) of nonlinear equations, the Riemann-Hilbert approach has an important advantage that the variables x and t enter the RH formulation as parameters and thus the desired accuracy is independent of x and t. In [43] and [44] , the authors derive a planar non-unimodular Riemann-Hilbert formulation of the Baker-Akhiezer function of the finite-genus solutions of the Korteweg-de Vries equation and use it for numerical computations, where the accuracy of the numeric results is guaranteed for all ranges of the parameters.
