Improving Perceptual Quality of 3DTV Systems. by De Silva, Varuna.
Improving Perceptual Quality of 3DTV Systems
Varuna De  ^Silva
Subm itted for the  Degree of 
Doctor of Philosophy 
from the 
University of Surrey
UNIVERSITY OF
(SURREY
I-Lab M ultim edia Com m unications Research, Centre for Vision, Speech and Signal Processing
Faculty of Engineering and Physical Sciences 
Uniyersity of Surrey 
Guildford, Surrey GU2 7XH, U.K.
Septem ber 2011
@  Varuna De Silva 2011
ProQuest Number: 27558127
All rights reserved
INFORMATION TO ALL USERS 
The qua lity  of this reproduction  is d e p e n d e n t upon the qua lity  of the copy subm itted.
In the unlikely e ve n t that the au tho r did not send a co m p le te  m anuscrip t 
and there are missing pages, these will be no ted . Also, if m ateria l had to be rem oved,
a no te  will ind ica te  the de le tion .
uest
ProQuest 27558127
Published by ProQuest LLO (2019). C opyrigh t of the Dissertation is held by the Author.
All rights reserved.
This work is protected aga inst unauthorized copying under Title 17, United States C o de
M icroform  Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 4 81 06 - 1346
Abstract
3D video has the capability to enhance the multimedia experience of viewers by pro­
viding an added sensation of depth. While, stereoscopic 3D video has already made 
its mark in digital cinema, the entertainment industry is now focused on delivering 3D 
media to the home and to mobile devices. In the light of these developments, this thesis 
presents several models and techniques to perceptually optimize production, compres­
sion and transmission stages of the 3D video distribution chain. Mathematical models 
are derived in this thesis to quantify the Just Noticeable Difference in Depth (JNDD) 
perceived by the human visual system for depth cues provided by stereoscopic displays, 
such as binocular disparity, retinal blur and relative size. The JNDD models are used 
to develop a pre-processing technique to reduce production artefacts in depth maps that 
are used in the virtual view generation process in Depth Image Based Rendering (DIBR) 
applications. The depth maps used in DIBR applications are represented as gray scale 
images, but they are not viewed by end users. Therefore, depth maps need to be com­
pressed in a way tha t is suitable for the virtual view generation process. To this end, this 
thesis presents three novel techniques to compress depth maps. The first is an object 
based encoding technique, which exploits the correlations between the color image and 
its corresponding depth maps. The second technique employs a renderer in the encoder 
to quantify the rendering distortions and the other is based on an analytical model that 
approximates rendering errors caused by errors in the depth map. Furthermore, a de­
coder based post-processing filter is proposed to improve the quality of rendered views 
by reducing the effects of quantization during depth map compression. Finally, in an 
experimental investigation of transmission of 3D video, the error propagation character­
istics of interview predicted stereoscopic video and the effect of packet losses on DIBR 
systems is analyzed in this thesis. Significant improvements in perceptual quality and 
rendering performance have been achieved by the proposed techniques at reduced bit 
rates required to encode 3D content. It is expected that the proposed techniques will 
have important use cases in advanced 3D video distribution systems.
K e y  w ords: 3D Video, Depth Map Compression, Bilateral Filtering, Video Transmis­
sion, Human Visual System
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Chapter 1
Introduction
It is indisputable that multimedia systems have improved the quality of life of human beings as a 
mode of providing entertainment. From the introduction of the radio in the late 19th Century and 
introduction of analog television in 1926 to the latest home theater systems with 3-Dimensional 
(3D) television (3DTV) systems at High Definition (HD) resolution, multimedia systems have 
evolved exponentially during the past century to provide richer content to the users.
Users have the ability to perceive depth while watching 3D video/3DTV, which is accomplished 
by providing two slightly different views of the same scene to each eye of a viewer simultaneously. 
The pioneering attempts to display 3D movies dates back to 1890s, when British photographer 
William Friese-Greene patented a 3D movie display mechanism, where two videos are displayed 
on two screens, which was viewed through a stereoscope [8]. The first 3D film to be commercially 
released was “The Power of Love”, which was also the first 3D film to be viewed with anaglyph 
glasses [5]. In 1950s, which many consider as the golden era of 3D films, polaroid filters became 
popular as a method of 3D viewing. The first 3D color film was produced in 1952, which was 
known as “Bwana Devil”. In 1950s, the stereoscopic 3D was produced by two projectors that are 
synchronised with each other. However, even with slight synchronisation loss the video would 
become unviewable, and to that reason 3D was not a success in this era. Again in 1980s, 3D 
films became famous and IMAX cinema was grassrooted this time.
Driven by the recent advances in display technology and content production capabilities, and 
with the wide consumer appreciation of the recent Hollywood blockbuster ‘Avatar’, 3D video has 
again become a buzzword in today’s multimedia industry. However, this time the industry is 
more focused on bringing 3D movies to the home and mobile users. Furthermore, the industry 
envisages advanced applications of 3D video such as freeview navigation. Since the release of 
‘Avatar’ is 2009, several Hollywood films, such as ‘Clash of the Titans’, ‘Pirates of Caribbean’,
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and ‘Kung Fu Panda’, have been released in 3D. Furthermore, recently, several broadcasters, 
such as Sky, ESPN, Fox Sports and BBC, broadcasted certain programs including live coverage 
of sports events in 3D. According to certain recent statistics related to customer preference of 
3D movies over 2D movies [1], when 3D movies were relatively new to the market in 2009, there 
was a clear customer demand for 3D. However, at that time there were few cinemas with 3D 
screening capability. Recently, while the number of cinemas with 3D screens have been increasing, 
customers tend to be more selective in watching a movie in 3D. According to these statistics, 
while the initial boom for the need of 3D movies is now coming to an end, considerable percentage 
of customers still prefer to watch movies in 3D over 2D. According to a leading display market 
analyst ‘DisplaySearch’, there has been 3.2 million 3DTV systems sold in 2010, which represents 
1.3% of the 242 million displays sold in 2010. According to predictions of ‘DisplaySearch’ the 
number of 3DTV sold will increase from 0.7million units totaling to a revenue of $902 million in 
2008 up to 196 million units totaling to a revenue of $22 billion by 2018 [4].
Traditionally, two views of the same scene, known as stereoscopic views, were stored or transmit­
ted to the users. This type of video was known as stereoscopic video and all the viewers of the 
scene shared the same view point. With 3DTV or 3D video, different users will see different view 
points of the same scene [56] and thus, stereoscopic video is a special case of 3D video. In order 
to do this, all the view points need to be captured and distributed to the user. A scenario in 
which multiple viewpoints of the same scene are captured and distributed is known as Multiview 
Video (MW ). Storage or transmission of multiple view points is not plausible in a bandwidth 
limited scenario. In such a bandwidth limited scenario. Depth Image Based Rendering (DIBR) 
is used artificially generate virtual view points with the aid of a subset of viewpoints and their 
associated depth maps.
While production and display technologies have reached a considerable maturity, there are sev­
eral issues that need to be solved in order to realize the full market potential for 3D multimedia 
systems. Lack of content and higher price of 3DTV displays is currently a reason for low de­
mand for 3DTV systems. Compression of multiview video content remains a challenge to date. 
Furthermore, for 3D video to be a mass market success, it is imperative to make viewing of 3D 
video at least as comfortable as traditional television. Hence, visual discomfort that is associated 
with 3D viewing need to be minimized by appropriate methods. 3D content producers are not 
adequately acquainted about the best practices for 3D content production.
Recent research in the area of 3D/multiview video has been focusing on these issues. Interna­
tional standardization organizations such as the Telecommunications sector of the International 
Telecommunications Union (ITU-T), the International Standards Organization (ISO) and the 
International Electrotechnical Commission (lEC) have been working on standardization of 3D 
video coding and representation schemes. In early 2010, the Joint Video Team (JVT), which is a
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collaboration between the Video Coding Experts Group (VCEG) of the ITU-T and the Motion 
Picture Experts Group (MPEG) of the ISO/IEG, standardized Multiview Video Coding (MVC) 
as an extension to the H.264 Advanced Video Coding (H.264/AVC) /  MPEG-4 video coding 
standard. MVC has been selected as the standard of 3D video distribution by the Blu-ray Disc 
Association (BDA). In late 2010, the Digital Video Broadcasting (DVB) project introduced the 
DVB-3DTV specification to enable broadcasters to use the existing DVB High Definition Tele­
vision (DVB-HDTV) infrastructure for 3DTV broadcasting. However, many issues such as type 
of glasses to wear, quality metrics for 3D video and safe 3D production guidelines are yet to be 
standardized. It is with these developments that the work presented in this thesis was carried 
out.
1.1 Problem  Statem ent
This thesis focuses on proposing certain solutions for the following problems identified herein.
3D displays provide a more realistic experience of entertainment by providing its viewers an 
added sensation of depth by artificially exploiting light rays to stimulate certain depth cues 
in the human visual system, especially binocular disparity. Due to its close relationship with 
human visual perception, mass market deployment of 3D displays will be significantly dependent 
upon addressing the related perceptual factors such as visual comfort. In order to address 
the perceptual factors it is very important to understand how humans experience depth on 3D 
displays and how sensitive they are for different depth cues. Knowledge of these factors is key to 
the development of 3D video quality metrics and processing and compression techniques for 3D 
video. Furthermore, such information would be beneficial to the 3D content producers.
Compression of multiview video content remains a great challenge towards realization of ad­
vanced 3D video systems. For multiview video applications, all the view points of a captured 
scene need to be distributed to the user or alternatively, it should be possible to artificially gen­
erate different view points at the receiver. Depth Image Based Rendering (DIBR) provides a 
mechanism to artificially generate virtual view points with the aid of a subset of color images and 
their associated per-pixel depth map. While the color image is represented as in normal 2D video, 
the depth map is represented using only the luminance component. There is no chrominance 
information associated with depth maps. The quality of virtual views generated by the DIBR 
process is directly linked to the quality of the depth maps. However, even to date the depth map 
generation processes are not mature and are prone to errors. Therefore, the depth maps need to 
be pre-processed before the DIBR process to ensure high quality virtual view generation.
Depth maps can be regarded as a relatively new type of 2 dimensional digital signal that aid
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the virtual view generation process. Use of existing video codecs to compress depth maps will 
introduce distortions into the virtual views that are rendered, as they are not optimized to encode 
depth information. Therefore, it is important to compress depth maps in a way that is suitable 
for virtual view rendering. While representation techniques for depth maps were standardized 
recently, specific techniques to compress depth maps are yet to be standardized. Therefore, it is 
highly necessary to develop novel encoding methods to suit depth map compression. Furthermore, 
tools and techniques that reduce the effects of compression artifacts could be developed to cater 
situations in which depth maps are encoded using non-optimized video codecs.
Transmission of 3D video content over heterogeneous networks is an important element in the 
end-to-end 3DTV distribution chain. During transmission, the encoded video bit streams are 
inevitably subjected to packet losses due to detrimental channel effects and congestion. Given 
the novel aspects of 3D video delivery systems such as interview prediction during encoding and 
depth map based generation of intermediate viewpoints, the overall effects of packet losses in 
3DTV distribution systems are different from traditional video transmission schemes. Thus, the 
effect of these packet losses on 3D video content is yet to be investigated thoroughly, and many 
questions remain to be answered.
1.2 Research O bjectives
The research work presented in this thesis aims to propose solutions to the problems identified 
earlier in section 1.1. Accordingly, the main objectives of this thesis could be outlined as follows:
Objective 1: Investigate the human factors related to 3D viewing
To improve the perceptual quality of 3DTV systems, it is of utmost importance to understand 
the perceptual factors related to 3D viewing. One of the most fundamental perceptual factors 
related to 3D viewing is the sensitivity of the Human Visual System (HVS) for the binocular 
disparity a 3D display. Thus, the main objective of this thesis is to analyze the sensitivity of the 
HVS for different artificial depth cues that could be produced by a stereoscopic 3D video display 
system. Specifically, this thesis aims to develop theoretical and analytical models to explain the 
functioning of the HVS during 3D viewing and to experimentally validate them.
Objective 2: Develop depth map processing techniques to improve the quality of 
rendered views
The quality of depth maps used in DIBR systems directly affect the quality of the views that 
are rendered with them. Therefore, one objective of this thesis is to improve the quality of 
depth maps both at the production end, as well as at the receiver end. At the production
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end, the artifacts due to immature depth estimation process could be minimized, whereas at the 
receiver, the artifacts due to compression and packet losses could be minimized. For this purpose, 
this thesis envisages to develop a depth map pre-processing technique to reduce the effects of 
production artifacts and an out-of-the-loop denoising filter to be implemented along side a lossy- 
video decoder that is capable of reducing the effects of quantization noise in compressed depth 
maps.
Objective 3; Develop compression techniques for dep th  maps
Depth maps are used as an aid for the virtual view generation process in DIBR systems. There­
fore, depth maps need to be encoded in a way that is suitable for view rendering. To this end, 
this thesis aims to develop a novel technique for depth map compression by utilizing the specific 
properties of depth maps. Furthermore, to eliminate the requirement for new coding standards 
for depth map compression, this thesis also investigates techniques to adapt existing state-of- 
the-art video codecs to compress depth maps by optimizing the encoding algorithms to minimize 
distortions in rendered virtual views.
Objective 4: Analyze the  effects of packet losses in 3D video transm ission
This thesis will investigate and analyze the performance of 3D video transmission in error prone 
environments. Specifically, the difference between multiview video coding and independent cod­
ing of multiple viewpoints during transmission in error prone channels and the effect of packet 
losses during transmission of color plus depth representation of 3D video will be studied within 
this thesis.
1.3 C ontributions Of The Thesis
The work reported in this thesis is carried out to meet the objectives outlined in the previous 
section. Accordingly, six major contributions are made in this thesis for the knowledge of science. 
The major contributions of this thesis could be listed as follows:
C ontribution 1
Analyze the sensitivity of the HVS to three different depth cues that can be produced by a 
stereoscopic 3D video display system, namely, binocular disparity, retinal blur and relative size. 
Mathematical models are derived to explain the just noticeable difference in depth (JNDD) 
perceived by humans, when watching 3D video and the derive models are experimentally validated 
with extensive subjective assessments.
C ontribution 2
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Propose a depth map pre-processing method based on the sensitivity models derived in the 
previous contribution. The aim of this method is to eliminate/reduce the effects of production 
artifacts in estimated depth maps, while not affecting both the depth perception of the 3D scene 
nor the quality of synthesized virtual views. The proposed method is based on the bilateral 
filtering concept, in which the edge threshold of the bilateral filter is adaptively varied according 
to the sensitivity model. The performance of the proposed filter is compared against several 
depth processing techniques existing in the literature.
Contribution 3
Develop a novel object based encoding approach to compress depth maps while exploiting the 
edge correlations and motion vector correlations that exist between the color image and the cor­
responding depth map. Furthermore, this work also proposes a reduced complexity technique to 
calculate the motion in a third dimension (Z-Direction: depth direction) based on the correlations 
exploited.
Contribution 4
Propose two techniques to optimize existing state-of-the-art video codecs to compress depth 
maps. The first technique is based on Genetic Algorithms, which tries to select encoding mode 
decisions during depth map compression, in a manner that minimizes distortions in the rendered 
views. In the second technique a distortion model that analytically approximates rendering 
distortions caused by depth pixel errors is derived, and it is used at the encoding mode selection 
stage.
Contribution 5
Investigate and analyze two fundamental issues related to transmission of 3D video content over 
error prone channels. The error propagation characteristics of interview disparity compensated 
stereoscopic 3D video is analyzed and compared against the independently encoded stereoscopic 
video at different packet loss rates. Furthermore, the performance of stereoscopic 3D video and 
color plus depth represented 3D video is compared in an error prone wireless environment.
Contribution 6
When depth maps are compressed using a lossy video encoder, the compression artifacts that 
arise due to quantization and transform coding results in undesirable distortions in the rendered 
views. In such situations, it is necessary to post-process the decoded depth maps to minimize 
the effects of compression artifacts upon virtual view generation. Assuming that depth maps 
are piecewise smooth images with sharp discontinuities, an adaptive bilateral filtering technique 
is proposed in this contribution as an out-of-the-loop filter at the decoder to post-process the 
compressed depth maps.
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1.4 Thesis O utline
This thesis is organized in to nine chapters, a chapter dedicated for the review of the existing 
literature related to the work presented in this thesis, six chapters corresponding to each of the 
contributions and a final one concerned with conclusions and future work. Each chapter starts 
by introducing the related research problem and then the proposed techniques are described in 
detail and they are compared with appropriate reference techniques.
• Chapter 2: This chapter will review the state-of-the-art in 3D video technologies that are 
relevant in the context of this thesis and highlight the relevant challenges that need to be 
addressed.
• Chapter 3: A mathematical model that explains the depth perception sensitivity of the 
users when watching 3D video on a stereoscopic display is derived and experimentally 
validated in this chapter.
• Chapter 4; The mathematical models developed in chapter 3 are used in this chapter to 
develop a pre-processing technique for depth maps. Furthermore, the application of the 
models are also illustrated in a depth perception assessment technique presented in this 
chapter.
• Chapter 5: This chapter proposes a novel object based encoding technique that is developed 
to compress depth maps.
• Chapter 6: Two encoding mode selection techniques are proposed in this chapter, which 
can be used to adapt existing video encoders to compress depth maps, in a way that is 
suitable for DIBR applications.
• Chapter 7: This chapter provides results are discussions of two issues related to 3DTV 
transmission over error prone channels.
• Chapter 8: A novel post-processing filter is proposed in this chapter to reduce the com­
pression artifacts in depth maps to improve the quality of rendered virtual views.
• Chapter 9: This chapter provides a summary of the contributions of this thesis towards 
advancement of 3D video distribution systems.
Chapter 2
Quality of Experience in 3D  
Video Delivery System s
2.1 Introduction
This chapter reviews the state-of-the-art and challenges in end-to-end 3D video delivery systems 
in the context of this thesis. The chapter begins by introducing multiview video systems and 
their applications. Thereafter, representation techniques of 3D video are described, which is 
followed by a description of 3D video coding techniques. The techniques behind Depth Image 
Based Rendering (DIBR), which is a key enabling technology of advanced 3D video systems, is 
also introduced in this chapter. Furthermore, the practical aspects of 3D video transmission over 
heterogeneous networks is discussed with an introduction to existing error resilient techniques 
3D video. Finally, the chapter concludes with an introduction to Quality of Experience (QoE) 
of 3D video systems.
The rest of this chapter is organized as follows. The section 2.2 introduces the multi view video 
(M W ) capturing systems and the main applications of M W . Different representation tech­
niques of 3D video is discussed in section 2.3. The section 2.4 reviews state-of-the-art in 3D 
video compression, which is followed by an introduction to DIBR as applied to stereoscopic 3D 
video rendering in section 2.5. Transmission techniques of 3D video and related issues are dis­
cussed in section 2.6. The section 2.7 introduces factors related to QoE of 3D video and section 
2.8summarizes and concludes the chapter.
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(a) MERL Setup (b) Nagoya University Setup
[14] [69
Figure 2.1; Examples of practical multiview capture setups
2.2 M ultiview  video system s and their applications
A iniiltiview video system captures multiple view points of a scene by a set of synchronized 
cameras. Two examples of practical multi view capture setups; one from Mitsubishi Electric 
Research Labs in US [14] and another from Nagoya University in Japan [69] are illustrated in 
figure 2.1. According to the MPEG, there will be three main application scenarios of multiview 
video. Each of them will be described below.
2.2.1 Free v iew  point video (FV V ) /  Free v iew  point telev ision  (F T V )
In FVV the users have the ability to switch their viewing directions and view points in an 
interactive way. The users can experience free view point navigation within the range covered by 
the cameras capturing the scene. FVV finds potential usage in the following applications [56].
• As a mode of Entertainment -  concerts, sports events, multi-user games, movies, drama, 
and news coverages
• Development of Education videos -  archives of cultural activities, instructions of sports 
playing, illustrating medical surgeiy
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Figure 2.2: Building blocks of a FTV system
• For Sightseeing websites and videos -  zoos and aquariums, botanical gardens, museums, 
historical and archaeological sites
• For Surveillance applications -  traffic monitoring, monitoring of parking bays, place that 
require security such as banks
• As a tool for the creation of new types of media art and digital content 
Basic components of a FTV system can be shown as below in figure 2.2.
After capturing videos are pre-processed before encoding to remove color variations, and illumi­
nation variations among different camera locations. Since all of the possible view points cannot 
be captured and transmitted, virtual view synthesis functionality enables views to be generated 
at arbitrary view points.
2.2.2 3 D T V /3 D  V ideo
3DTV is an extension to stereoscopic video. In stereoscopic video each viewer will see the same 
viewpoint. In 3DTV, multiple cameras are used to capture the scene and hence different users will 
see different viewpoints of the same scene, based on their viewing location. However there is no 
user interaction with the system as in FW /FTV , and is suitable for broadcasting. Stereoscopic 
TV, which is a sub set of 3DTV, is expected to be the first mass market application of 3DTV 
[56).
The figure 2.3 shows one example of a 3DTV system. Input videos are multiview videos, which 
are captured by multiple cameras. Multiview video encoder encodes and transmits these videos 
through channel. End-users may have different types of displays such as 2D SDTV/HDTV, 
stereo TV, 3DTV which supports multiple viewpoints.
2.2.3 Im m ersive teleconference
In this family of applications, the users are at different geographical locations and see each 
other in either free view point or 3DTV style. This brings a feeling of immersiveness and more
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Figure 2.3; An example of a 3DTV system [56]
naturalness in to their teleconference. Applications of immersive teleconference are identified as 
below [56].
• Corporate teleconference
• Remote training
• Tele-surgery
2.3 Representation techniques of 3D video
At present 3D-TV representation teclmiques are being considered under a series of standardiza­
tion activities with Motion Picture Experts Group (MPEG). There are currently two popular 
representation techniques for 3D-TV, and the MPEG is working towards a new format that 
overcomes the problems of the existing techniques.
The first technique, as illustrated in figure 2.4, represents 3D-TV with multiple views of the 
same scene. Stereoscopic video is a special case of this technique where there are only two views 
targeted for the left and right eye respectively. Multiview Video Coding (MVC) extension of the 
ITU-T Recommendation H.264 supports the direct coding of multiple views by exploiting the 
inter-camera redundancy to reduce the bit rate. Although MVC is more efficient than coding
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individual views independently, the bit rate of MVC encoded video is proportional to the number 
of views [12].
The next technique is the color plus depth representation of 3D-TV. This technique enables 3D 
display with a color texture video and an associated per pixel depth information as given in figure 
2.4. With this technique stereoscopic views are generated at the display end by a method known 
as Depth Image Based Rendering (DIBR). The monoscopic color image is stored in the same way 
as normal 2D video with luminance and chrominance data, and the depth map is stored using 
only the luminance component. When 8-bit component depth is used, 256 different depth values 
are associated to the pixels of the depth map.
This representation technique is backward compatible with legacy devices and requires smaller 
bandwidth compared to multiview representation technique. However, this technique has an 
inherent disadvantage of not being able to handle occlusions.
To overcome the limitations identified in the previous two techniques, the MPEG envisages 
standardizing a new 3D video format that is capable of generating a large number of views to 
support a wide range of auto-stereoscopic displays. Furthermore, the transmission bandwidth 
requirement is required to be independent of the number of views that is required by the display. 
One such representation technique is known as the Multiview plus Depth (MVD) representation, 
in which multiple views are transmitted along with its per-pixel disparity maps. MVD2 as 
illustrated in figure 2.4, is an example of a MVD representation of stereo content. With the aid 
of the disparity maps it is possible to adjust the stereo baseline and thus, the depth perception, 
and reduce the visual fatigue where necessary.
2.4 3D V ideo Com pression
This subsection describes recent developments in the area of compression of 3D video content. 
Digital video compression is an important enabling element in the digital video distribution 
chain, which deals with representing the original video data with as low number of bits as 
possible while preserving an acceptable video quality. In the recent past, video compression 
research and standardization activities mainly focused on multiview video coding and improving 
the compression efficiency of the H.264/AVC video coding standard.
The Joint Collaboration Team on Video Coding (JCT-VC), which is collaboration between the 
ISO/IEC MPEG and the ITU-T VCEC, was set up in early 2010 to develop a video coding 
standard that will improve the efficiency of the state-of-the-art video coding standard H.264/AVC 
by a further 50% reduction in the bit rate. This upcoming standard is referred to as the High 
Efficiency Video Coding (HEVC).
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(a) Example of a Multiview Representation of 3D video; Lovebird Sequence
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(b) Example of a Color plus Depth Representation of 3D video: Ballet Sequence
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View 1 -  Disparity Map View 2 -  Disparity Map
(c) Example of a MVD2 Representation of 3D video: Beergarden Sequence
Figure 2.4: Representation techniques of 3D Video
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2.4.1 S tandardization  requirem ents o f a  v id eo  codec
The goal of most video coding standards is to achieve high compression efficiency. Compression 
efficiency is a measure of the trade-off between the quality of the compressed video and the 
number of bits required to encode the video. Due to the hardware limitations and distribution 
network constraints of systems in which the particular standard is aimed to be used, there 
are requirements other than compression efficiency to consider when designing video coding 
standards.
Some of the general requirements of a video codec and be listed as follows [97],
• Minimum computational resource consumption. E.g. memory, processing power
• Low delay
• Error robustness
• Support of a range of picture resolutions
• Color sampling structures. E.g. YUV 4:2:0 for monochrome, and YUV 4:4:4 for chromi­
nance
• Bit depth precision. E.g. 8 to 14 bits per sample in H.264
• Temporal random access -  achieved by inserting intra coded pictures that do not require 
any previous pictures to decode.
• Temporal and spatial Scalability -  this is the ability to access only a subset of the encoded 
bit stream to decode a video, which is generally of reduced quality that commensurate 
with the size of the data subset accessed.
2.4 .2  H .2 6 4 /A V C  V id eo  C odec
A video encoder will try to exploit as much redundancies as possible to reduce the amount of bits 
necessary to represent it. Next this bit stream is sent to a decoder which identifies the syntax 
of representation and decodes the bit stream to reconstruct the video at the receiver. A video 
encoder and a decoder taken together are known as a video codec. A basic H.264/AVC video 
encoder is illustrated as in figure 2.5. The H.264/AVC standard consists of two layers, known as 
the Video Coding Layer (VCL) and the Network Abstraction Layer (NAL). The VCL deals with 
how a video is encoded. The NAL handles the encapsulation of the resultant bit stream of the 
VCL appropriately to make it suitable for transmission over heterogeneous networks.
The operation of the VCL is as follows. Each frame is either intra coded or inter coded. In intra 
coding only the spatial redundancies are exploited. In inter frame coding motion estimation and
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Figure 2.5: The structure of a basic H.264/AVC video encoder
compensation is done to exploit temporal redundancies. Next the residual which is the difference 
image between the original frame and the motion compensated frame is encoded. First its spatial 
redundancies are exploited using Transform Coding technique, such as discrete cosine transform 
(DCT). The coefficients of transform coder are then quantized and finally they are entropy coded 
to exploit any redundancies that exist between coefficients. Entropy coder is a loss less coder.
2.4.3 M ultiv iew  extension  o f th e  H .264 /A V C  standard
The compression of multiview content could be achieved either by wavelet based encoding or 
by motion and disparity compensated prediction based encoding [42]. Disparity compensated 
prediction is the technique by which redundancies among adjacent view points are exploited 
by inter-view prediction. Inter view prediction is a similar technicpie as motion estimation in 
temporal direction, but applied across different view points. A basic inter-view prediction scheme 
is illustrated in figure 2.6.
The efficiency of motion compensation in the temporal direction and disparity compensation 
among views are explored in 2.6. Statistical signal model is introduced to model motion and 
disparity compensated multiview video. Based on this statistical signal model rate distortion 
bounds are estimated by theoretical means especially at high bit rates explaining how much
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Figure 2.6: A basic inter-view prediction structure
efficient would disparity compensation can exploit the redundancies among adjacent views. The 
most important fact that is shown by this paper is that, even the densest practical camera setting 
requires a data rate linearly proportional to the number of cameras. It is also shown that the 
effect of inter view prediction has a less significant effect on the overall compression efficiency as 
the group of picture (GOP) size is increased. Because as the GOP is increased, with bi-predictive 
motion compensation with B-Pictures, the temporal compensation becomes very effective.
Wavelet based coding has not reached a sufficient maturity as block based discrete cosine trans­
form coding methods. Therefore, efforts for multiview video coding are mainly based on motion 
and disparity compensated prediction.
To realize the applications of multi view video, in late 2005 the MPEG issued a call for proposals 
(CFP) for efficient multiview video coding (MVC) technologies. Apart from the general require­
ments of video coding as highlighted above in section 2.4.1, there are certain specific requirements 
for a MVC standard. The specific requirements of MVC could be listed as follows:
• View switching random access -  ability to access, decode and display a specified view at a 
random access point with a small amount of data required to decode the image.
• View scalability -  a subset of the bit stream can be accessed to decode a subset of encoded 
views.
• Backward compatibility -  A subset of the encoded multiview video bit stream correspond­
ing to the base view should be decodeable by the H.264/AVC decoder.
All the responses for the CFP was based on the H.264/AVC standard [80] and the proposal in 
Ref. [57] proved to have the best performance and was adopted as the Joint Multiview video 
Model (JMVM), which is the reference software for the MVC project. The proposal in Ref. [57] 
did not introduce any ciianges to the lower levels of syntax of H.264/AVC, without any significant 
reduction in the compression efficiency. Efficient prediction structures for MVC are investigate 
in [72] to better exploit redundancies with disparity compensated prediction. However it was 
seen there no more than 25% bit rate reduction can not be achieved.
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• Illumination compensation (IC): Illumination and color inconsistencies occur among dif­
ferent view points due to differences in lighting conditions. By way of pre-processing these 
inconsistencies can be reduced in certain situations . However IC provides a mechanism to 
handle this problem at the codec level. During motion compensation the mean value is sub­
tracted from both the reference and the current macroblocks. Average bit rate reduction 
of 5% is reported over MVC [22].
• Motion Skip (MS): This is a motion vector derivation tool to enable reusing motion vectors 
from neighboring view points at a given disparity, in the same time instant. There is a 
global disparity by which the separation of each view point is defined. And when a MB 
utilizes MS method, then an offset is transmitted to identify the local disparity. Thereafter 
the motion vector of that particular MB in the neighboring view point is reused. With 
this method an average bit rate reduction of 4% is reported over MVC [22].
• Color Correction: In using IC, color differences are tackled within the codec. However 
color correction can also be applied as a pre-processing step before compression. Normally 
one view is chosen as a color reference and all other views are adjusted to match the 
reference. In a different approach proposed in [34], the average color of all the views is 
found. Thereafter, all the views are color corrected so that the difference between the 
average and the corrected color is a minimum.
• View Synthesis prediction (VSP): VSP is one of the main new coding tools introduced for 
MVC [104]. It provides a new way to better exploit redundancies between different views. 
The basic idea is to predict the view at a particular view position with the neighboring 
views and their associated depth maps. And use this predicted view as another reference 
for prediction of the current frame.
Out of these, only illumination compensation and motion skip has been adopted in to the JMVM. 
Other techniques were not adopted since they either provided only marginal gains, or can be 
applied for limited use cases [22]. Despite of the rate-distortion gains, none of these tools were 
adopted into the MVC standard, because they would require syntax and design changes affecting 
low levels (macroblock levels) of the H.264/AVC standard [97].
The multiview extension of H.264/AVC standard was ultimately standardized in early 2010. The 
main features of the multiview extension are as follows [97],
• Inter-view prediction to improve compression efficiency, and support to traditional tempo­
ral and spatial prediction schemes.
« Backward compatibility with existing systems is supported by structuring the MVC bit 
stream to include a base view that could be decoded independently.
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Figure 2.7: Virtual view generation in Depth Image Based Rendering process
• Extend the sequence parameter set of H.264/AVC to include high level syntax that signals 
the view identification, view dependency and indicators of resource requirements.
• Introduction of two profiles (profiles indicate a subset of coding tools that must be sup­
ported by conforming decoders [97]), namely. Multiview High Profile that supports multiple 
views and with no interlace coding tools, and Stereo High Profile that supports only two 
views with interlace coding tools.
As the bit rate utilized by MVC to encode multiple view points increases with the number of 
cameras, it would not be feasible to cater advanced applications of 3D-TV and FTV that require 
a significant amount of view points. Therefore, it would be imperative to render the intermediate 
views with the aid of depth image based rendering. The next section provides an introduction 
to DIBR.
2.5 D epth  Im age Based Rendering
DIBR is a technique that enables the generation of a virtual view point with the aid of a subset 
of captured views and their corresponding per-pixel depth map. This particularly useful in FTV 
systems to generate intermediate view points as well in auto-stereoscopic systems to generate 
virtual stereoscopic views. Firstly, this section introduces the stereoscopic views generation 
generation process based on DIBR. As depth maps are crucial for the operation of DIBR systems, 
estimation and processing techniques of depth maps is discussed next. Finally, the section is 
concluded with a state-of-the-art review of depth map compression.
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2.5 .1  V irtu a l stereoscop ic v iew  generation  process
A monoscopic color image and a per-pixel depth map can be used to generate virtual stereoscopic 
views. The virtual views generation process is shown in Fig. 2.7. In this process the original 
image points at locations (x, y) are transferred to new locations and {xR,y) for left and
right view, respectively. This process is defined with:
X R  =  X  +  P p i ^ / 2  (2 .1)
XL = X — Ppixj2 (2.2)
Ppix — ~ X b  ' j j  (255 h f a r )  ~  k f a r ^  (2-3)
Where Ppix'is the pixel parallax and x r  is the distance between the left and right virtual cameras 
or the eye separation, which is assumed to be 6cm. D is the viewing distance (250cm) and m  
denotes the depth value of each pixel in the reference view, knear and fc/ar specify the range of the 
depth information respectively behind and in front of the picture, relatively to the screen width.
Npix is the screen width measured in pixels. Virtual cameras are selected so that the epipolar
lines are horizontal, and thus the y component is constant. The Equation (2.3) is in accordance 
with the Motion Picture Experts Group (MPEG) informative recommendations in Ref.[10].The 
dis-occluded regions (visual holes) are filled by background pixel extrapolation method, described 
in Ref. [40].
Due to any noise with which the depth maps could be corrupted, the luminance values of the 
pixels would be modified. In other words, m in 2.3 will be modified. This will result in a warping 
error and thus cause distortions in the image rendered with the noisy depth map. A pixel wise 
rendering distortion model that quantifies errors on the rendered views is found in Ref. [33].
The quality of the rendered virtual views can be determined by calculating the Peak Signal-to- 
Noise Ratio (PSNR) between the view rendered with uncompressed color image and depth map 
and the view rendered with the compressed/corrupted color image and depth map [10]. PSNR 
is calculated based on per-pixel errors of the reference and the compared image. Recently, Peak 
Signal to Perceived Noise Ratio (PSPNR) [107], was adopted by the MPEG Free View point 
Television (FTV) group, to measure the quality of the generated views. PSPNR, in which the 
perceived noise is calculated based on a simplified Just Noticeable Difference (JND) model and 
neglects small pixel position errors due to incorrect warping, is considered to be closer to the 
subjective evaluation results than PSNR. Therefore, for the following analysis, we consider both 
per-pixel errors and perceived noise.
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One of the main problems associated with DIBR based stereoscopic view generation is that it is 
inherently incapable of handling occlusions. During the warping or rendering process, there will 
be dis-occlusions (or holes) that arise that need to be filled with a suitable hole-filling algorithm. 
The amount of holes that are generated could be reduced by pre-process depth maps before 
rendering. These techniques will be discussed in the next subsection.
2.5 .2  E stim ation  and pre-processing  o f d ep th  m aps
The Depth maps can be estimated in two ways: active depth estimation and passive depth 
estimation. In active depth estimation, depth maps are directly captured (measured) with a 
depth-range camera, whereas in passive depth estimation, depth maps are generated by applying 
computer vision algorithms on color texture video frames and utilizing the inter-camera corre­
spondences. An example of each type of depth estimation techniques are given in figure 2.8. 
Optical noise in the depth maps caused by the differences in the reflectivity of IR (Infra-Red) 
sensors according to the color variations of objects is a major problem with active depth estima­
tion [62]. Spatial and temporal inconsistencies within depth maps constitute another problem, 
especially in passive depth estimation. The effect of such inaccuracies with depth estimation 
techniques need to be eliminated to ensure high quality virtual view generation.
In existing literature, depth maps are processed for different objectives, focusing mainly on 
improving the depth map generation process to improve the quality of rendered virtual views.
Depth maps can be pre-processed in certain ways to reduce the amount of visual holes (dis- 
occluded regions) generated due to the dis-occlusions in virtual camera viewpoints, which is 
common with depth image based rendering techniques. Further, depth maps need to be pre- 
processed to eliminate rendering artifacts that arise due to the inaccuracies in the depth map 
estimation process.
Smoothing the depth map with a symmetric Gaussian filter was proposed in Ref. [40], as a method 
to reduce the number of visual holes generated during the stereoscopic view pair generation. This 
method causes uneven enlargement of objects in the 3D scene, which is known as the rubber sheet 
effect. An asymmetric Gaussian filter was used in Ref.[106] to smooth the depth maps. The 
strength of the proposed smoothing filter is kept low in the horizontal direction, in comparison 
to the vertical direction. Objects are comparatively less deformed in the virtual viewpoints with 
this method. A distance-dependent depth map filtering was introduced in Ref. [27], as a method 
for improving the quality of stereoscopic viewpoint generation. In this method, the strength of 
the Gaussian filter is reduced in frame regions that are far apart from the video object boundaries.
In free-viewpoint video applications, which deal with much wider camera baseline distances, view 
synthesis necessitate to keep the video object boundaries as sharp as possible. Hence, sharpening
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(a) Depth map captured by a depth range camera
(b) Depth map generated by computer vision techniques
Figure 2.8: Examples of depth estimation teclmiques
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the depth map object boundaries is desired, rather than smoothing. Particularly in Ref. [38], the 
authors proposed to apply a video object shape adaptive up-sampling filter for the depth maps 
encoded with reduced spatial resolution, in order to decrease the blurring effect after up-scaling 
on the video object boundaries of the depth maps. Hence, the structural consistency of video 
objects is not compromised after perspective projection. Accordingly, the visual quality of the 
synthesized arbitrary camera viewpoints is improved.
A common problem that exists with the current depth estimation techniques is that, the object 
boundaries in the color texture frame do not coincide with those in the corresponding depth 
map frame. In Ref.[45], a three-step process is introduced to align the depth maps with their 
corresponding color texture frames. The depth maps are down-sampled and filtered using a joint 
bilateral filter and then up-sampled back to their original spatial resolution using a joint bilateral 
filter. A cross-trilateral median filter is proposed in Ref. [77] to minimize the initial mismatches 
arising in disparity estimation process. The filter in Ref. [77] is able to improve the disparity 
estimation process, while aligning the depth map with its corresponding color image.
Another problem that comes to the concern with the modern multi view depth estimation methods 
is that the 3D inter-camera correspondences are not exploited completely at once, to obtain the 
most accurate depth map information. In Ref. [39], the authors proposed a video content 
adaptive multidimensional median filter to be applied to raw multiview depth map frames to 
enhance the visual quality of the synthesized arbitrary free-viewpoint videos.
In summary, most of the pre-processing techniques that are proposed consider limited aspects of 
its usage, such as to aid the hole-filling process or to enable high compression efficiency. However, 
in usage scenarios like broadcasting or live streaming, a single video-plus-depth stream is delivered 
to various types of displays, such as stereoscopic displays, auto stereoscopic multiview displays 
and displays with free view point capability. Therefore, a depth map pre-processing technique 
should be generic and robust enough to handle a variety of use-cases.
2.5 .3  C om pression  o f  d ep th  m aps
The depth maps can be represented as a gray scale image sequence for storage and transmis­
sion requirements, and thus can be compressed with existing video codecs, such as H.264/AVC. 
Existing video codecs are optimized to encode image sequences that are finally viewed by end 
users. However, depth maps on the other hand are not viewed by end-users, but are used as an 
aid for view rendering. Therefore, when existing video codecs are used to compress depth maps, 
the compression artifacts on depth maps cause distortions in rendering views.
Two types of solutions could be identified in the existing literature to solve this problem. The 
first solution is to develop novel compression techniques suitable specifically for depth maps.
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The second type of solution considers encoding depth maps with an existing video codec that is 
optimized to encode depth maps, and reconstruction (post-process) of the compressed depth maps 
at the decoder to remove undesirable compression artifacts using image denoising techniques.
In 3D motion estimation, which was proposed for the first time in 2008 [59, 58], it tries to 
estimate motion in three dimensions, rather than in only 2 dimensions (2D). In this method, the 
best motion vector is found based on an exhaustive search in X, Y and Z (depth) directions. 
At high bit rates, this method gives good results due to the minimization of residual energy. 
However it does not perform well, at low bit rates due to the increase of motion vectors, which 
constitute a large proportion of the bandwidth at low bit rates.
In [75] authors have presented a novel concept for depth map coding, based on platelet coding, 
assuming depth maps to be piecewise smooth images. They have compared their results against
H.264/AVC Intra coding which is suitable for piecewise smooth images. In Ref. [74] authors use 
silhouette based technique to compress depth maps. A novel loss less depth map compression 
technique is presented in Ref. [48].
In literature there are different techniques used to encode depth images as in [37], where mesh 
based coding of the depth image has been applied. In Ref. [26] as well, a mesh is used for 
representing the depth maps. Two disparity values per node are employed to prevent trian­
gles spanning object boundaries. As a result, the rate-distortion performance of the system is 
improved.
The quality of depth maps is improved in [78] by applying anisotropic diffusion together with a 
Discrete Cosine Transform (DCT) coefficient selection method. Since the anisotropic diffusion 
method is applied to the depth pre-processing, the bit rate used for depth maps sequence can be 
reduced while acceptable image quality is obtained.
In the second type of solution, the existing video codecs are modified to specifically suit depth 
maps, and furthermore image denoising techniques are employed to minimize the undesirable 
compression artifacts.
There are several reported efforts to use color motion vectors to predict the depth image, there 
by eliminating the requirement for separate set of motion vectors to encode the depth image, but 
since the correlation between the color motion vectors and depth motion vectors are dependent 
on the content of the video, the method described in Ref. [46] requires high bandwidth to encode 
the residual. Further as in [61], the depth image is used to reduce the bit rate required to transmit 
the color image, with the usage of a region of interest derived from the depth image.
An initial effort to reconstruct depth maps at the receiving end using a frequent-low-high filter is 
proposed in Ref. [79]. For each pixel, the contents of the filtering window are classified in to two
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sets, based on the relative occurrence of luminance values of its pixels. Two pixel sets are then 
represented by the mode of each set. However, the filtering process proposed in Ref. [79] severely 
lacks the ability to preserve the object structure and thus results in poor rendering quality. A 
joint trilateral filter (JTF) is proposed in Ref. [68] as an alternative to the in-loop deblocking 
filter in the H.264 encoder-decoder architecture. The JTF uses three factors to filter the depth 
maps, i.e. closeness filter kernel, similarity filter kernel from depth map, and similarity filter 
kernel from corresponding color image. The method in Ref. [68] performs superior to the depth 
reconstruction filter proposed in Ref. [79], due to the inherent edge preserving capability of the 
JTF. The drawback of the JTF is that it assumes perfect edge alignment in color image and its 
corresponding depth map. Both the methods in Refs. [79] and [68] are proposed as in-loop filters. 
A similar filter as JTF as an out-of-the-loop filter in Ref. [32].
Despite various efforts in the recent past as identified above to efficiently encode depth maps, 
a consensus is yet to be reached among various 3DTV interest groups. Therefore, compression 
of depth maps for DIBR applications is still a very open and interesting problem in 3D video 
research.
2.6 Error R obust Transm ission of 3D video
Transmission of 3D video content via heterogeneous networks, to end users with variety of 3D 
display terminals (e.g., TV, laptop, and mobile devices) and bandwidths is one of the major 
challenges to bring 3D video to the home and mobile devices from its existing presence in 3D 
cinema [47]. This becomes even more challenging in advanced multiview applications such as 
FTV, in which multiple view points need to be transmitted simultaneously in bandwidth limited 
channels.
Theoretically, transmission of video content over error prone channels is well understood by way 
of advanced distortion models. Transmission of 3D video content over error prone channels can 
be distinguished from traditional video transmission based on two new challenges it poses. In 
multiview video coding, both temporal and inter-view redundancies are exploited to achieve rate- 
distortion gains. Due to inter-view disparity compensation associated with MVC, errors in the 
base view video bit stream will be propagated in to the dependent views. Therefore, in MVC 
there will be error accumulation in both the temporal and view dimensions. The next challenge 
is in transmission of color plus depth represented 3D video, where loss of information in the 
depth video stream will affect the quality of rendered views. To address these challenges new 
error resilient encoding techniques as well as distortion models need to be developed.
2.6. Error Robust Transmission o f 3D video 33
3D M edia
Internet
IP Broadcast
digital Video 
Broadcast .
DVB-H
= c > Modem
Handheld 
3D displays
WebTV 
No QoS 
Quarante)Set-Top box 
DVB-3DTV IPTVS^ 
QoS Guaranteed
Stereoscop^c^ws
Stereoscopic
Displays
A uxilia ry  v ie w s
Multiview Displays
Figure 2.9: A summary of 3D media delivery platforms [47]
2.6.1 R ecent efforts in 3D T V  transm ission
There are two main platforms for video delivery. The digital television (DTV) platforms and 
Internet Protocol (IP) platforms. A summary of existing 3D media delivery systems is illustrated 
in figure 2.9. A survey of transport methods for 3DTV is presented in [13], where authors de­
scribe Digital Video Broadcasting (DVB), which is a suite of open standards for DTV platforms, 
architecture for broadcasting and IP architecture for streaming of 3D video. In [13], authors 
suggest that 3D-TV transmission may create the largest resource demand faced by the network 
infrastructure hitherto.
DVB-H (Hand held) standard can be used to transport 3DTV to mobile devices. 3D video 
delivery to mobile terminals over DVB-H standard was researched undei' a recent European Union 
(EU) funded project named, M0BILE.3DTV [81]. Simulation results related to stereoscopic 
video transmission over DVB-H is reported in [18]. Due to the widespread industry enthusiasm 
shown about DVB for transmission of 3D-TV, DVB finalized the specification for DVB-3DTV 
in February 2011 [35]. This is followed by the approval of commercial requirements of the 
DVB-3DTV specification . A real life 3D-TV broadcasting system that is compatible with High 
Definition TV (HDTV) broadcasting system was proposed in [53]. The system in [53], which 
was based on left, and right representation of 3D video, was tested live during the 2002 FIFA
2.6. Error Robust Transmission o f 3D video 34
world cup. On a different note to broadcasting of 3D-TV, a multicasting framework for network 
based transmission of 3D video is presented in [63]. In [63], authors propose a novel networking 
method, which enables to users to stream only part of the video stream in order to optimize view 
rendering in a 3D-TV display that supports multiple views.
Recent developments in flexible and cooperative methods of 3DTV transport over existing DTV 
platforms such as DVB and IP channels is discussed in Ref. [47], where authors discuss three types 
of adaptive streaming techniques for multiview video. Asymmetric streaming, where certain views 
are transmitted at low resolutions, MVD representation in which intermediate views interpolated 
using a subset of view and selective streaming based on head tracking are the three streaming 
techniques considered in [47].
As existing DTV platforms cannot support sufficient bandwidth for multiview video delivery, in 
a recent EU funded project DIOMEDES [3] a combination of DVB and IP is used to deliver 
multiview video. As also illustrated in figure 2.9, stereoscopic views are transmitted by DVB 
and peer-to-peer delivery is used to transmit remaining views and depth maps.
2.6 .2  Error control a lgorithm s for 3D  v id eo
In general, there are three types of error control algorithms that exist. They are as follows,
1. Encoder and Decoder interactive error concealment: Under this mechanism, feedback from 
the receiver is used to adjust the encoding strategy to minimize error propagation.
2. Error resilient encoding: In this type of error controlling, some redundant information is 
transmitted from the encoder to the decoder.
3. Decoder side error concealment; In this method already available information at the en­
coder is utilized to cover up the probable losses that occur during transmission. It does 
not need more information to correct errors than it is available at the decoder.
2.6.2.1 Error resilient encoding
One very good method of specifying error resilience as a joint source-channel coding problem is 
the Multiple Description Coding (MDC). MDC relies on splitting the single data source in to two 
or more independently decodeable bit streams, called descriptions, which are mutually refining 
[88]. At the decoder, the initial data source can be restored with acceptable quality by any of 
these subsets while by receiving more descriptions higher fidelity up to perfect reconstruction, is 
achieved [88]. MDC is considered a very robust tool in error prone environments, however at the 
extra cost of additional bandwidth for redundant information transmission.
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Figure 2.10: Different Types of MDC for Stereoscopic video
111 figure 2.10, two different types of MDC schemes suitable for stereoscopic video are illustrated. 
First scheme is known as ‘Spatial Scaling’. Here, left stream is sent at a low spatial resolution 
than the right stream in description 1 and vice-versa in description 2. The other scheme is known 
as ‘Multi Sate’. In this method odd frames and even fiâmes of both left and right videos are 
separated from each other. And then, these two descriptions are encoded independently at the 
encoder.
In [60] multiple description coding is used for error resilient transmission of color plus depth 
video. Multi state MDC is used in this approach where odd and even frames are separated. 
Scalable video coding (SVC) provides scalable layers that can be used for MDC. Four layers are 
used in this effort. Layer 0, will contain even color frames, layer 1, odd color frames, layer 2, even 
depth fiâmes and layer 3 will contain odd depth frames. Each layer is independently encoded. 
In the case of frame losses, frame is obtained from the corresponding even/odd layer and in case 
of both even and odd losses fiarne copy is used to conceal the errors. Further, depth maps are 
down sampled to gain quality at low bit rates.
Another error resilient approach is proposed in Ref. [49]. In this method the authors try to exploit 
the motion correlation that is existent between color and depth streams. The corresponding color 
motion vectors are used to encode the depth map as well. During transmission when packet (1 
packet = 1 frame) losses occur, corresponding motion vectors of the other stream is used at the
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decoder to predict the dropped frame.
2.6.2.2 Decoder side error concealment
For color plus depth representation of 3D video, there is some amount of correlation between 
the color motion vectors and depth motion vectors. This property is used in Ref. [50] for frame 
concealment. Here, when there is a frame loss in a particular stream (color or depth), the 
corresponding motion vectors from the other stream (depth or color) is used at the decoder to 
conceal errors.
In Ref. [67] authors propose a frame loss error concealment technique for multiview video coding. 
Here the motion vector of a corresponding macroblock in a neighboring macroblock is used to 
conceal the loss of information of a particular MB. A simple affine transformation is used to 
identify the corresponding MB of a neighboring view.
The efforts in Ref. [60],[49] and [50], did not consider the view generation performance in error 
concealment algorithms proposed for color plus depth systems.
2.7 QoE of 3D video delivery system s
QoE indicates the overall user satisfaction gained by using a particular system that performs 
a defined function. While there is no universally accepted definition of QoE, it generally is a 
measure of the level to which a particular system meets the expectations of its users [17]. As QoE 
indicates the user satisfaction, it needs to be evaluated subjectively by the users. For the con­
sistency of technical vocabulary. Telecommunication standardization sector of the International 
Telecommunication Union -  (ITU-T) has defined the term QoE as [9], “The overall acceptability 
of an application or service, as perceived subjectively by the end-user.” The definition in [9] also 
indicated that the QoE includes the complete end-to-end system effects such as the terminal, 
network and services infrastructure and noted that the overall acceptability may be influenced 
by user expectations and context of usage. In ITU-T Rec. G.1080, the elements of QoE in an 
IPTV scenario is depicted as in figure 2.11. Quality of Service (QoS) provides an objective virtual 
measurement of performance criteria of a system, whereas QoE is a subjective measurement of 
performance.
Stereoscopic 3D video is a technology based on exploiting the properties of human depth per­
ception [82], by giving a sensation of depth by providing two disparate views of the same scene 
to the two eyes. The HVS, which consists of the eyes, neuronal pathway to the brain and the 
brain, analyzes the binocular sensation and perceives a 3D view. Thus, 3D video provides a
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Figure 2.11; The elements of QoE in an IPTV scenario
more natural experience than traditional 2D video. However, there has been research indicat­
ing that users sometimes experience visual discomfort while watching 3D video. This visual 
discomfort is mainly attributed to excessive disparities and a physiological phenomenon known 
as convergence-accommodation mismatch. Furthermore, recent research has shown contextual 
elements such as ambient lighting condition of the viewing environment have effect on the expe­
rience of 3D viewing. Thus, 3D video delivery systems have become an interesting application 
of QoE.
2.7.1 D ep th  p erception  in 3D video
Several different cues are made use by humans to perceive the depth of different objects in a 
scene. The depth cues can be classified mainly in to two categories, namely, oculomotor cues 
and visual cues.
2.7.1.1 O culom otor cues
Oculomotor cues are the depth cues that arise due to the muscle movements of the eye during 
viewing. These are mainly dominant in very near space.
Accommodation: When the eye fixates on some object, the optical power (ability to converge
2.7. QoE o f 3D video delivery systems 38
or diverge light) of its lens is adjusted so that the image of the fixated object is focused on the 
center of the fovea. This process is known as accommodation.
Convergence: When the eyes do not gaze at a particular object, the axes of the two eyes stay 
parallel to each other. To gaze on an object or to locate an object of interest on the fovea, the 
two eyes will move inwards from its parallel positioning. This process is known as convergence 
[20]. The brain interprets the muscular tension required for inward movement of eyes as a depth 
cue.
2.7.1.2 Visual cues
These are the depth cues that arise due to the geometry of human visual system or the pschology 
related to vision.
Binocular Stereopsis (Binocular disparity): This is a cue by which the brain interprets a relative 
depth making use of the two slightly different perspectives seen by the two eyes. As this is the 
most important cue in 3D display, this factor will be described in detail in chapter 3.
Relative Size: The same object when place near to a viewer will appear bigger than when it is 
placed at a far away point. This cue is made use by the brain to infer relative depth details.
Occlusion: When one object is occluded by another, the occluded image is perceived to be behind 
the other object.
Retinal Blur: When one object focused by the eye is kept sharp and another object is blurred, 
a sense of depth relative to sharp object is perceived by the viewer [85].
Motion Parallax: This cue enables the users to see different views of the same scene while moving 
the head side ways Apart from these cues, there are many more cues that are used by the humans 
to perceive depth. The Ref. [20] provides an extensive coverage of these cues.
2.7.1.3 D epth cues provided by 3D displays and their implications
Binocular disparity is most often the only additional depth cue that current stereoscopic 3D 
displays provide, in comparison to the traditional 2D displays. Apart from binocular stereopsis, 
other depth cues such as motion parallax and image blur can also be used effectively in 3DTV 
systems to enhance the overall 3D perception [2]. However, exploitation of such depth cues to 
increase the depth sensation need to be done carefully, as they could have adverse effects on 
viewing comfort and overall perception.
Investigation of perceptual factors related to 3D viewing has recently received significant interest. 
In Ref. [84] authors review a number of important perceptual factors associated with 3D viewing
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and provide recommendations for designing 3D displays. The paper discusses issues such as 
the interocular crosstalk, oculomotor responding and scaling of binocular disparity based on 
distance of viewing, accommodative vergence mismatch, and deficiencies of the visual system 
such as stereoanomly and stereo blindness. The paper concludes with a presentation of several 
recommendations for the design of 3-D displays.
2 .7 .2  R ecen t su b jective  exp erim en ta l resu lts for 3D  v iew ing
The correlation between subjective and objective evaluation metrics for color plus depth video is 
investigated in [51]. The aim of this study is to determine most suitable objective quality assess­
ment metrics for color plus depth represented 3D video. The investigation in [51] is conducted 
for different compression ratios and different packet loss rates for different video sequences. Sub­
jective tests are performed to determine the perceived image quality and depth perception of 
the test sequences. The results suggest that the Video Quality Metric (VQM) [87] is the metric 
that correlates most strongly with both the overall viewer perception of image quality and depth 
perception.
The effect of depth image quality on 3D video perception on an autostereoscopic display is 
investigated in [65]. The evaluation was based on professionally created 3D video content, with 
depth maps compressed with the H.264/AVC reference software at several bit-rates. The studies 
reported in Ref. [51] and Ref. [65] are both based on the color plus depth representation [40] of 
stereoscopic 3D video, and concluded that the quality variation of the depth map has very low 
impact on the depth perception.
The relative importance of different depth cues on a portable auto-stereoscopic display is studied 
in Ref. [73] with extensive subjective experiments. A specially designed psycho-physical exper­
iment that measured the accuracy and speed of depth perception was used in this experiment. 
The results suggest that for a portable auto-stereoscopic display, binocular stereopsis and motion 
parallax are far more acceptable than cues such as blur, texture gradient and shadows. Further­
more, the authors of [73] conclude that the compression artefacts have a significant impact on 
depth perception, specifically it affects the speed of observing the depth of the scene. Even small 
amounts of blockiness deteriorate the efficiency of depth perception.
Experiments are carried out in [44] to find the relationship between the background illumination 
and its effect upon perceptual 3D video quality and subjective depth perception in 3D video. 
Extensive subjective experiments are carried out for assessing the 3D video quality and depth 
perception with 6 video sequences at 4 different illumination levels at 4 channel bandwidths. The 
perceptual 3D video quality results of the performed experiments can be summarized as given in 
Fig. 10. In Fig. 11, the subjective MOS score for the perceived depth in the 3D video sequences
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Figure 2.12: Subjective Mean Opinion Score (MOS) for Image quality and Depth Per­
ception at different illumination conditions
shown are illustrated. In both figures, the 5 lux is the darkest environment whereas 192 lux is 
the brightest enviromnent in which the experiments were performed. To summarize the results, 
when the ambient illumination in the usage environment for 3D video consumption increases, 
the video quality perception ratings of the viewers also increase. This is due to the fact that in 
a well-lit enviromnent, the visual artifacts (due to compression, transmission, rendering, etc) in 
the 3D content cannot be easily detected by the human eye as much as they can be noticed while 
viewing the same content in a dark environment. In contrast to the perceived image quality, 
as the ambient illumination in the environment increases, the depth perception ratings of the 
viewers decrease. These facts are due to the fact that brighter light conditions hinder the clear 
visibility of the essential cues (e.g., sharpness, shadowing, reflection, contrast, etc) that enhance 
the overall depth sensation in 3D content.
A quantitative analysis of the effect of different depth cues on human depth perception is reported 
in Ref. [25]. Most of the cues for depth are analyzed in [25] to explain the effective range, and 
the type of variation with distance. However, due to the artificial nature of the cues provided 
by stereoscopic 3D displays, the models given in [25] are not always suitable to explain the 
experience of 3D viewing.
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2.7.3 V isual d iscom fort in 3D  view ing
For natural viewing, accommodation and convergence are reflexively linked [64]. In stereoscopic 
3D viewing, this link is disturbed since the eyes accommodate on the screen level no matter where 
the object is projected. This is often known as the ‘accommodation-convergence mismatch’, and 
is considered to be a major reason for visual discomfort in stereoscopic displays.
In [101], Yano et.al. presents results for subjective and objective visual fatigue for stereoscopic 
viewing. In the experiments presented in [101], the subjects are required to read a set of Japanese 
characters placed at some point in a stereoscopic display. After each session, the visual fatigue 
was measured both by measuring the accommodation response and a subjective questionnaire. 
The results presented in the paper can be illustrated as in figure 2.13.
In a series of experiments in Ref. [101] authors conclude that as the binocular disparity is in­
creased, the visual fatigue seems to be increasing. This is in correspondence with the accommodation- 
convergence mismatch. When the simulated depth is increased, the difference between the con­
vergence distance and accommodation distance increases, as the eyes are always accommodated 
at screen level. This will make the brain to resolve two conflicting information, which results in a
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discomfort. Yano et al. [101], also reports about the motion factor that causes visual discomfort. 
It is reported in [101] that subjects are more comfortable with objects with lateral motion in 
stereoscopic video than with objects that have motion in the depth direction. This fact could be 
due to the constant change of convergence of the eyes.
2.7 .4  O ther factors affecting Q oE o f 3D  V ideo
Apart from the latest results outlined in earlier subsections, there has also been research covering 
certain other aspects of QoE of 3D video. In this section these factors are briefly introduced.
2.7.4.1 Naturalness of 3D video
In an initial effort to characterize naturalness in 3D video, the authors in [83] displayed few scenes 
in both 2D and 3D modes to be subjectively evaluated by the viewers. Each of the scenes was 
corrupted with 6 levels of white Gaussian noise. Results illustrated that the naturalness were 
rated higher in 3D than in 2D at the same Gaussian noise level. The added dimension of depth 
clearly demonstrates an improvement in the naturalness of the content that is being viewed. The 
added value of 3D over 2D in terms of naturalness around 4dB (expressed in noise level). This 
indicates that the naturalness plays a major role in the psychological impact of 3D viewing.
2.7.4.2 Feeling of presence in 3D video
In a recent research studying the effects of 3D viewing on partially sighted people, the results 
indicated that the users, irrespective of them being partially or fully sighted, tend to feel more 
engaged with 3D viewing rather than with 2D viewing.
2.7.4.3 Effects of visual acuity of the viewers
Recently the Royal National Institute of Blind People (RNIB), which is the leading organization 
representing the interests of two million people living with sight loss in the UK carried out a 
research in to what 3DTV mean for those partially sighted people who rely on their remaining 
sight to watch TV [43]. Results indicated that across both partially and fully sighted partici­
pants, 3D was preferred to 2D to view the films. However, this preference was not significant 
for the partially sighted people to the extent it was for the fully sighted sample. As for the 
viewing experience, most participants did not experience adverse effects of 3D viewing. Sighted 
participants were more likely to report negative effects of 3D viewing than the partially sighted 
participants, even for the relatively short duration of presentation of the 3D film clip.
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2.8 Sum m ary
This chapter reviewed state-of-the-art in end-to-end 3D video delivery systems. 3D video finds 
various applications in entertainment, education and remote collaboration. Various types of 
3D video representation techniques are envisioned to cater advanced 3D video applications that 
require multiple viewpoints of a scene. Compression of multiple viewpoints simultaneously poses 
a great challenge for the realization of advanced 3D video applications. Depth image based 
rendering provides a useful mechanism to generate multiple viewpoints with only a subset of 
captured views. The depth maps that are used in DIBR systems is relatively a new type of 
2 dimensional digital signal that need to be handled appropriately. Generation, compression 
and processing of depth maps is still an open research problem. Furthermore, transmission of 
multiple viewpoints over existing bandwidth limited infrastructure is another important problem 
that need to be solved. The chapter concluded with human factors of 3D viewing, which is a 
very important topic given that 3D video is a technology that exploits the properties of human 
visual system.
While the industry and standardization bodies are hurriedly on the look out for medium term 
solutions for most of the challenges identified in this chapter, solid long term solutions wait to 
be developed that will make 3D video a household commodity.
Chapter 3
Sensitivity of the Human Visual 
System  for D epth Cues in 3D  
Displays
3.1 Introduction
Stereoscopic 3D video is a technology based on exploiting the properties of human visual system to 
provide an additional sensation of depth to its viewers. Therefore, it is highly important to take in 
to account relevant human factors when developing 3D displays system. As described in chapter 
2, while humans use different depth cues to perceive depth in a 3D scene, binocular disparity is 
the most important additional depth cue provided by 3D displays. Due to the artificial nature of 
the provided depth cues, psycho-physical models that explain the depth perception in a natural 
scene are not applicable 3D viewing. Therefore, there is a current need to develop theoretical or 
psycho-physical models that explain the depth perception of humans while watching 3D content.
Several recent efforts that analyze certain perceptual factors related to 3D viewing are reviewed 
in section 2.7.2. However, none of those works present any theoretical/analytical model that 
quantifies the 3D experience. If such a model is available, it could be used effectively in capturing, 
processing and compression of 3D video, such as in compressing the depth map at low bit rates, 
without compromising end viewers’ perception of depth. Furthermore, a depth perception model 
that quantifies the effect of different depth cues is vital to develop a 3D image quality assessment 
model that incorporates relevant perceptual factors [7].
A quantitative analysis of the effect of different depth cues on human depth perception is reported
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in Ref. [25]. However, the results in Ref. [25], which are obtained for real world viewing scenarios, 
are not adequate to explain depth perception in 3D video systems. This chapter is dedicated to 
derive a fundamental model that could explain and quantify the sensitivity of the human visual 
system for different depth cues provided by a 3D display. This chapter presents a theoretical 
analysis of the sensitivity of the HVS to three different depth cues that can be produced by a 
stereoscopic 3D video display system, namely, binocular disparity, retinal blur and relative size.
Contributions of this chapter are identified as follows,
• Mathematical models are derived to explain the just noticeable difference in depth (JNDD) 
perceived by humans for three different depth cues, when watching 3D video on a stereo­
scopic display.
• The derived mathematical models are experimentally verified by extensive subjective ex­
periments performed on a stereoscopic display with passive glasses. The sensitivity model 
for binocular disparity is also validated on an auto-stereoscopic display.
• It is illustrated how the derived mathematical models can be applied on variety of stereo­
scopic displays. Furthermore, certain guidelines are provided for 3D content production 
schemes to maximize the viewing experience.
The rest of this chapter is organized as follows. In section 3.2, a brief introduction to the 
different depth cues considered in this paper is provided. Mathematical models are presented 
in section 3.3 to explain the JNDD behaviour for stereoscopic 3D displays. Section 3.4 presents 
the experimental validation of the mathematical models derived and section 3.5 highlights the 
applications of this work and concludes the chapter.
3.2 Introduction to  depth  cues and their relevance to  3D
vision
Humans are able to perceive the depth of different objects in space. To perceive depth, the HVS 
uses many oculomotor and visual cues. An extensive coverage of these cues is found in Ref. [20] 
and Ref. [2]. This section introduces the basics of the depth cues that are analyzed in this paper.
3 .2 .1  B inocu lar stereopsis
Binocular stereopsis is an important visual cue that enables depth perception, with the aid of
two eyes. Furthermore, binocular stereopsis is most often the only additional depth cue that
current stereoscopic 3D displays provide.
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Figure 3.1: Geometry of Binocular Stereopsis
Figure 3.1 illustrates how the geometry of the binocular vision projects slightly different images 
on the retinas of the two eyes. If both eyes fixate on the point P, then the image cast by that 
point falls on the center of the fovea of each eye. Assume that the point Q casts the image a 
degrees away from one eye’s fovea and 0 degrees away from the other eye’s fovea. The binocular 
disparity r/ in this case is given as (/? — a), measured in degrees of visual angle [20]. Binocular 
disparity acts as the stimulation that enables the depth perception with binocular stereopsis. It 
has both a magnitude and a direction.
Let the angular disparity stimulated by point Q be denoted by tjq,
VQ = ( P -  o) (3.1)
Geometrically, it can be proven that the disparity is directly proportional to the depth {d) of 
the point Q with relative to P, and inversely proportional to the square of the viewing distance
d (3.2)
Similarly, the angular disparity caused by the point R {t]r ) is given as in Eq. (3.3):
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According to Eq. (3.1) and Eq. (3.3), qq > 0 and qn < 0. The brain interprets this sign 
difference as the relative positioning of points Q and R relative to point P. When, Binocular 
disparity is greater than zero, the brain interprets that the point, is behind the fixation point 
and vice versa. Thus, binocular disparity provides stimulation to the brain to perceive the depth 
of objects, relative to a fixation point.
3.2.2 R etinal blur and depth  o f field
Retinal blur is a visual cue that enables depth perception even with a single eye. The significance 
of retinal blur as a depth cue was first introduced in Ref. [85], and significant interest was shown 
thereafter [70]. Artificially blurring an image simulates similar perception of depth change as 
that is induced by retinal blur. This property is used in modern 3D displays as an additional 
artificial depth cue.
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Figure 3.2 illustrates the geometry of retinal blur. When the eye fixates on point P, the optical 
power (ability to converge or diverge light) of its lens is adjusted so that the image of point P 
is focused on the center of the fovea. This process is known as accommodation. However, the 
optical power of the lens fluctuates at a certain frequency, and thus the eye can tolerate a certain 
amount of retinal blur without readjusting accommodation [2]. This optical power difference is 
known as the ocular depth of focus and is presented in diopters (D) (or m“ ^). In other words, 
point P can be shifted along the optical axis within a certain span without perceiving image 
blur. This span is known as the Depth of Field {dof). The near and far points defining the 
boundary of dof is known as the ‘Proximal’ point (Fp) and the ‘Distal’ point (F^) [2], as shown 
in figure 3.2. Therefore, any object within the dof is perceived sharply. Objects outside the dof 
are perceived blurred and this blurriness stimulates a depth sensation. Based on the notations 
introduced in figure 3.2, the following expression relates the distance to point Q {v+d) and the 
amount of retinal blur induced (a) [85],
v + d =  ^  J  r (3-4)
r • S o -  F{r +  (Jj n d )
where, v is the viewing distance, d is the depth, F  is the focal length of the lens, r  is the lens 
aperture radius and So is the distance to the fovea from the lens (see figure 3.2).
The magnitude of the dof differs from person to person, depending on the ocular depth of focus 
of the eye. The ocular depth of focus (T) is related to the distance to proximal and distal points 
as below [2],
T = W _ ^  (3.5)
dofp dofd
With standard optical equations, the values for distance to proximal point {dofp ) and distance 
to distal point {dofd) can be given as follows [2],
=  (3.6)
dofd = 2Y(2-vT)
There is no agreement on the test conditions to evaluate T  in the literature. Nevertheless, 
typical/most cited range for T  is between 0.6D to 0.8D [98]. However, to be consistent with 
3DTV literature and to generalize to a variety of users, T is considered to be between 0.126D 
and 0.86D in the context of this chapter [2].
When the eyes do not ‘look at’ a particular object, the axes of the two eyes stay parallel to each 
other. To ‘look at’ on an object or to locate an object of interest on the fovea, the two eyes will
move inwards from its parallel positioning. This process is known as convergence [20]. The brain
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interprets the muscular tension required for inward movement of eyes as a depth cue. For natural 
viewing, accommodation and convergence are reflexively linked [64]. In stereoscopic 3D viewing, 
this link is disturbed since the eyes accommodate on the screen level no matter where the object 
is projected to be. This is often known as the ‘accommodation-convergence mismatch’, and is 
considered to be a major reason for visual discomfort in stereoscopic displays, if the objects 
are projected to be beyond the dof. Therefore, stereoscopic display systems are designed to 
minimize the visual discomfort due to accommodation-convergence [54], by limiting the amount 
of binocular disparity [64] and thus, simulating the objects to be within the dof. In this context, 
when the perceivable depth range produced by the display is limited to be within the dof the 
usable depth range of a stereoscopic 3D display becomes quite small. Furthermore, if the depth 
range of a particular 3D scene is not scaled properly to be within the dof the perception of the 
scene will be unnatural.
In summary, when one object is in focus and is seen sharply, an object beyond the dof is seen 
blurred, and this phenomenon induces a sensation of depth. Thus, when one object is sharp, 
another object can be blurred to give a feeling that it is beyond the dof of the distance to the 
sharp object. Further, dof defines boundaries where objects should be projected on a stereoscopic 
display to minimize visual discomfort.
3 .2 .3  R ela tive  size
The Relative size acts as a depth cue due to the geometry of the retinal image. The visual angle 
of an object that is projected on the retina of the eye decreases as the distance to the object 
increases and vice versa. Thus, the visual angle that is projected on the retina (or retinal image 
size) acts as an important stimulation that enables depth perception.
With the aid of similar triangle properties, if the real size of an object is H, the retinal image 
size is R  and the focal length of the eye is F, the distance to the object (D) can be given as,
R / f  = h / f ^ R  = h f / d  (3.7)
This distance D, is referred to as the physical distance. Now when the object is moved a Ad  
distance away from its initial point, the retinal image size will decrease by A R  as,
R - A R  = HF/ÇD+Ad)  (3.8)
The brain understands this change of retinal image size of the same object {AR) to a depth 
change. Thus, A R  acts as a stimulus that enables depth perception. It is also possible to 
stimulate a change of retinal image size by changing the size of the object by A H  as follows:
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R - A R =  (3.9)
Thus, change in the size of objects that are physically similar can bring about a sensation of 
depth due to the change in retinal image size.
3.3 Just N oticeable Difference in D ep th  M odel for Stereo­
scopic 3D D isplays
In this section, the behavior of the JNDD for 3D viewing on stereoscopic displays is discussed. 
The three different depth cues introduced in section 3.2 are analyzed for application to 3D viewing 
on stereoscopic displays.
3.3.1 J N D D  w ith  b inocu lar d isparity
When viewers watch 3D video, generally the eyes are accommodated (i.e. the optical power is 
changed) on the screen. In this case, the depth of the objects is seen relative to the screen. In 
such a scenario, the JNDD depends on two criteria. Firstly, as explained in subsection 3.3.1.1, 
the JNDD depends upon the viewing distance. In addition to this, as explained in subsection
3.3.1.2, the JNDD also depends on the depth level simulated by the display system.
3.3.1.1 The effect of the viewing distance on the JN DD
According to Eq. (3.2), as the viewing distance increases, the binocular disparity decreases. 
Hence, at larger viewing distances, to perceive a difference in depth between a fixating point 
and an object, the fixation point and the object should be wider apart than at smaller viewing 
distances. In other words, the JNDD increases (sensitivity decreases) with the increasing viewing 
distance. The viewing distance is the distance to the point of fixation, which in the case of 3D 
viewing is the screen.
The JNDD perceived with binocular disparity varies linearly with the viewing distance [25]. An 
approximation of JNDD variation graph in Ref. [25] is given as in Eq. (3.10). The relationship 
in Ref. [25] is based on experimental data. In these experiments, an object is shown to a viewer 
at a particular distance and then the distance is changed until the viewer perceives a change of 
depth. The experiment is repeated at various distances. In Eq. (3.10), A j^ j^  denotes the JNDD, 
when the simulated depth is zero (d=0), and v denotes the viewing distance, both measured in 
meters (m).
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logio(^jND) — 0 94 • logiQ(u) — 2.25 (3.10)
The variation of the with the viewing distance is illustrated in the . According to Eq.
(3.10), the binocular disparity is a dominant depth cue only in the close proximity. In stereoscopic 
3D viewing conditions, the viewing distance is fixed and eyes are gazed on the display, and the 
depth is perceived relative to the screen. Therefore, the model in Eq. (3.10), which illustrates 
the variation of JNDD with the viewing distance, has limited applicability to stereoscopic video 
display systems in which the viewing distance does not change. Therefore, the next section 
presents an account of the additional effects of stereoscopic 3D viewing on the JNDD with 
binocular disparity.
3.3.1.2 The effect of the simulated depth on the JN D D
As illustrated in figure 3.3, viewers perceive the Point Q to be behind the screen (or in the 
opposite case, in front of the screen), due to the binocular disparity. The binocular disparity q 
caused by point Q is calculated as in Eq. (3.1). The r) is the stimulus that enables the viewer 
to perceive that the point Q is initially behind the screen. Next, point Q is moved a distance 
Ad from its original position to the point Q', as shown in figure 3.3. The perceived change in 
depth. Ad, corresponds to a stimulus difference of Aq. The viewers do not perceive a change in 
the depth level of the point, until the stimulus difference Aq  reaches a specific threshold. This 
threshold depends on the simulated depth level.
According to the relationship given in Eq. (3.2), the binocular disparity q is proportional to 
the simulated depth and inversely proportional to the square of the viewing distance. If the 
proportionality constant is k, Eq. (3.2) can be rewritten as follows.
=  (3.11)
As shown in figure 3.3, for any small change in the simulated depth Ad, the binocular disparity 
q also changes. If the change in the binocular disparity is denoted by Aq, the relationship in Eq.
(3.11) can be applied for this situation as follows.
This follows the relationship between Aq  and Ad  as;
At? ^  A; • (3.12)
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Tiie Weber’s law provides a relationship between an initial stimulus and the difference of that 
stimulus to perceive a just noticeable change. According to Weber’s law [20], at a larger initial 
stimulus, a larger stimulus difference is required for a subject to perceive a change in the initial 
stimulus. When the binocular disparity is considered as the stimulus, it yields a relationship 
given as:
(3.13)
In Eq. (3.13), denotes the Weber Constant. The value of the Weber Constant needs to be 
experimentally determined. For the case of 3D viewing conditions considered in this chapter, the 
determination of this constant is presented in Section .
Using Eqs. (3.11)-(3.13), the relationship between the simulated depth and the JNDD can be 
derived, as given in Eq. (3.14). In Eq. (3.14), denote the JNDD, when the simulated
depth is not zero.
ArfjND = A'» • 14 (3.14)
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3.3.1.3 Derivation of the JN D D  with binocular disparity model for 3D view­
ing on a stereoscopic display
Finally, considering the effect of both the viewing distance and simulated depth level on the 
JNDD, a general model can be given as in Eq. (3.15). According to Eq. (3.15), JNDD with 
binocular disparity is the addition of two effects, which are discussed in the previous
subsections.
a j B D    A d = 0
^ ^ J N D  —  ^ J N D  T  ‘- ^ J N D+ (3.15)
The AdjjY£) is expected to vary with the simulated depth level, as illustrated in figure (3.4). Note 
that in figure (3.4), A dj^ j^  is the addition of the two graphs for and Adjj^^. In figure
3.4, the near clipping plane and the far clipping plane are two characteristics of a stereoscopic 
display. They define the maximum possible simulated depth in front and behind the screen of 
the display respectively.
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3.3.1.4 Applicability of the JN D D  with binocular disparity model to  differ­
ent types of stereoscopic displays
The JNDD model derived in this section could be adapted to suit a variety of stereoscopic display 
types. This section discusses how this model can be applied to a particular type of stereoscopic 
display.
Stereoscopic displays may vary from each other in terms of how the rendering is done. Figure 
3.5 illustrates three different types of variations [11]. For the purpose of illustration, lets assume 
that Figure3.5 (a) represents the type of display, which is used for the A dj^ j^  model derivation 
in section 3.3.1.3. For stereoscopic displays, there are two pixels that represent each point in 
a 3D space. These are denoted as x l  and x r  in Figure 3.5. The distance betweenx^ and x r , 
which is referred to as pixel parallax and denoted in Figure 3.5 as Pre/i is proportional to the 
perceived depth of a space point by a viewer. The two eyes of the subject are assumed to be 
separated with x r  distance as depicted in Figure 3.5.
Figure 3.5(b) illustrates how the perceived depth can be doubled in a stereoscopic display, when 
the viewing distance is doubled. In these types of displays, for the same pixel parallax as in the 
reference system, users perceive a much greater depth. However, since the pixel parallax does 
not change, the disparity on the eyes does not change as well. Therefore, as for the JNDD model 
for this type of display, we can expect a minimum at the screen level and the slopes that are 
parallel to the reference system on the either side of the minimum. However, the unnoticed depth 
level difference at the minimum (screen level) is higher than the reference. This is because, when 
the viewing distance is greater than that in the reference, according to the unnoticed
depth level difference is higher at the screen level. The expected JNDD behavior for this type of 
displays is illustrated as Display type 1 in the Figure 3.6.
Figure 3.5(c) illustrates a scenario in which the perceived depth is doubled at the same viewing 
distance as the reference. Depth perception is doubled by increasing the pixel parallax. As the 
pixel parallax increases, the angular disparity on both eyes increases as well. This causes the 
slopes on both sides of the minimum, at the screen level, to be steeper than the reference method. 
However, since the viewing distance does not change, the unnoticed depth level difference at the 
minimum (at screen level), should be almost the same as that in the reference display system. 
The expected JNDD behavior for this type of displays is illustrated as Display type 2 in the 
Figure 3.6.
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Figure 3.6: Expected JNDD models for different kinds of stereoscopic displays shown in 
Figure 3.5
3.3 .2  J N D D  w ith  retinal blur
Section 3.2.2 introduced how the retinal blur can bring about a sensation of depth. As described 
in the subsection 3.2.2, stereoscopic displays should not exceed the binocular disparities that 
simulate depth levels beyond the dof. Thus, objects within a 3D scene as watched on a stereo­
scopic display shall not induce natural retinal blur. However, if an object in a scene is artificially 
blurred, this will be perceived by viewers as a change of depth. Further, viewers will perceive 
that the blurred object is beyond the dof. In this subsection we analyze the sensitivity of the 
HVS to retinal blur as a depth cue.
While watching 3D video on a stereoscopic TV, the eyes of the viewers are accommodated on 
the screen. Therefore, the focal length (F) of the eye lens can be deduced as follows.
1 1 1
F V Sn
F
V + S c
(3.16)
where, v is the viewing distance, d is the depth and So is the distance to the fovea from the lens.
When one object in a 3D scene is kept sharp and another object is blurred, this will bring about 
a sensation in the viewer that the blurred object is beyond the dof. Thus, the minimum amount 
of blur {g j n d ) that causes a sensation of depth, correspond to the just noticeable difference in
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depth induced with blur ). The relationship between ctjmd and can be obtained
from Eq. (3.4) as below,
where, F  is defined as in Eq. (3.16). Theoretically, blur is induced when the object is located 
further away from the distal point (P^) or closer than the proximal point (Pp) as shown in the 
figure 3.2. Thus, is related to dofd as follows,
=  dofd -  V 
= 0 % , -  y =
(3.18)
V JV D  — 2 - v T  ^ ~  2 - v - T
Using (3.17) and (3.18), ctjnd can be deduced as follows.
O'JND = r ■
S o {v  +  1) 2 • So _  ^ (3.19)
Considering Eq. (3.16), the viewing distance {v) is much greater than the distance to the fovea 
from the lens (so). Thus, the focal length P, in Eq. (3.19), is nearly equal to Sg.
Thus, the relationship in Eq. (3.19) can be reduced as follows.
crjND = r
v - T - 2 (3.20)
It was shown in Ref. [85] that the Gaussian blur offers a close approximation to the extent of 
blur induced by dof limitations. However, ctjjvd need to be multiplied by a proportionality 
constant h ,  if we assume the blur is Gaussian. This proportionality constant kb, which depends 
on system optics, needs to be determined for a particular system [85].
According to Eq. (3.20), the JNDD with blur depends on the viewing distance and the depth of 
focus tolerance of an individual. It is independent of the simulated depth level.
3.3 .3  J N D D  w ith  rela tive size
Relative size as a depth cue is effective for a range of 0,5m to 5000m [25]. According to Ref. [25] 
the of JNDD sensed by relative size difference can be given as follows,
= (3.21)
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Where, D is the physical distance to the object and the proportionality constant ks is equal to 
0.03 [25]. From the derivations in section 3.2.3 and Eq. (3.21), it can be deduced that,
=  ( . . / !« .)  (3.22)
where, A R jn d  is the size difference in retinal image (stimulus difference) that correspond to the 
JNDD with relative size. A H j ^ d is the difference in the object size that is necessary to provide 
a depth cue to simulate a depth change as given in Eq. (3.9).
In the case of 3D viewing, the physical distance to the object does not change irrespective of 
where it is simulated to be. In other words, the depth perception provided in stereoscopic displays 
is a visual illusion that is enabled by binocular stereopsis. Therefore, in stereoscopic 3D viewing, 
the retinal image size does not change with the simulated depth or with the amount of binocular 
disparity. In this case the D is always equal to v, and thus, A R jn d  can be given as follows,
= ( î T i :  ■ i r )
According to Eq. (3.23), A R jn d  does not depend on the disparity. Since A R j n d  and A H jn d  
is directly proportional, A H jn d  will also be a constant. This means that when object size is 
changed to simulate a depth change with relative size, percentage of increase in size of the object 
is independent from where the object is reconstituted with relative to the screen.
3.4 Experim ental V alidation o f JN D D  M odels
Subjective experiments are performed to validate the JNDD models derived in the previous 
section. In this section we discuss these subjective experiments along with the results obtained. 
The first experiment is performed on a passive stereoscopic display to measure the JNDD with 
binocular disparity, retinal blur and relative size. Since binocular disparity is the most important 
cue specific to 3D displays, a second experiment is performed on an auto-stereoscopic display to 
further validate the JNDD model for binocular disparity.
3.4 .1  E xp erim en ta l setu p
3.4.1.1 Equipment
The first experiment is performed on a 46” JVC stereoscopic display with passive polarization 
glasses (Model number GD-463D10). The display resolution is 1920x1080 and the recommended
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viewing distance is 2m from the screen. The contrast ratio of this display is 2000:1. This display 
accepts content based on the left and right representation of 3D video. The disparity driven 
depth simulation range of this display has no limits. Therefore, 3D content to be displayed 
should not contain excessive disparities to enable comfortable viewing. The relationship between 
horizontal disparity (p) and perceived depth from the screen level (d) for a stereoscopic display 
is given as [11],
(3.24)
where, æg is the inter-pupilary distance. Thus, for a viewing distance of 2m and an inter-pupilary 
distance of 6cm, based on Eq. (3.23), a disparity of one pixel corresponds to a depth (from the 
screen) of around 2cm for this display.
The second experiment is performed on a 42” Philips WoWvx multiview auto-stereoscopic dis­
play. The display resolution is 1920x1080 and the contrast ratio of the screen is 1500:1. The 
recommended viewing distance is set at 3m from the screen. This display accepts 3D content 
with the color plus depth representation [40]. The simulated depth range of this display is limited 
to around 18cm on either side of the screen. (This calculation is based on details provided in 
Ref. [89]).
3.4.1.2 Subjects
A total of 28 subjects (20 Male and 8 Female) participate in the subjective experiments. All of 
them are aged between 23 to 40 years, with a mean of around 28 years. The participants were 
the same set that attended the subjective experiments in [103]. All participants have a good 
visual acuity (> 0.7, as tested with a Snellen eye chart), good stereo vision (< 30 seconds of arc, 
as tested with the Randot stereo test) and good color vision (as tested with the Ishihare test). 
It is assumed that the participants eye sight did not change since the experiments reported in 
[103], and the above three eye sight tests were not specifically measured for this experiment.
3.4.1.3 Stimuli
The stimuli consist of video sequences as shown in figure 3.7. In a natural scene, there are 
many other cues to enable depth perception. However, in this experiment we measure only the 
effect of certain cues. Therefore, since it is necessary to isolate any other cues that enable depth 
perception, a plane image as shown in figure 3.7 is used for this experiment. Both objects in 
the video sequence are placed at the same depth level relative to the screen (testing disparity
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Figure 3.7: An example of a test stimuli used for the JNDD experiment
level) at the beginning of each test sequence. The testing disparity level is simulated by varying 
the horizontal disparity of the binocular views of the sequence. Thereafter, right side object is 
altered gradually in such a way that the HVS interprets the alteration as a depth change, with 
relative to the left side object. This alteration of the right side object is done by simulating three 
depth cues (i.e., disparity, size and blur), considered in this paper.
In the first experiment the JNDD with binocular disparity is measured at 5 selected testing 
disparity levels (-16, -8, 0, 8, 16). The JNDD with binocular disparity is measured by increasing 
and decreasing the disparity at each level. Therefore, 10 (i.e., 5 disparity levels x 2 directions of 
disparity change) test sequences are prepared, in total, for this experiment. After several initial 
subjective experiments with few subjects, it was identified that the JNDD with blur and relative 
size does not change with the testing disparity level. This observation is also in accordance with 
the theoretical model for JNDD with blm- and relative size. Therefore, we decided to measure 
the JNDD with retinal blur as simulated by artificial image blur and the JNDD with relative size 
at 3 testing disparity levels (-16, 0, 16) to reflect different positions with relative to the screen. 
Rirthermore, to provide useful insights, the JNDD with blur is measured at three differeni rates 
of blur change and the JNDD with relative size is measured for both increasing and decreasing 
size. Thus, the total number of test sequences prepared to measure the JNDD with retinal blur 
is 9 (i.e., 3 disparity levels x 3 rates of blm- change). To measure the JNDD with relative size
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cue, the size of the right side object is changed to simulate a depth change, while the left side 
object is kept at the original size. For this experiment 6 (i.e., 3 disparity levels x 2 increasing 
and decreasing sizes) test sequences are used. All sequences (25 in total) are played in a random 
order for each subject.
Since the second experiment is based on a display that uses the color plus depth representation of 
3D video, the disparity levels in this experiment correspond to different luminance levels (depth 
levels) of the corresponding depth map. For this representation the depth map has 256 (0-255) 
depth levels, with the depth level of 128 corresponding to zero disparity (co-planar with the 
screen plane). The depth levels 0 and 255 are displayed 18 cm behind and in front of the screen, 
respectively. However, the depth level to disparity conversion of this system is proprietary. The 
second experiment consists of 8 test sequences placed at 5 testing depth levels (0, 64, 128, 192 
and 255). At the testing depth levels of 64, 128 and 192, the JNDD with binocular disparity 
is measured for both increasing and decreasing depth. Since the depth range is limited in this 
display, at 0 depth level, the JNDD is measured only for increasing depth and at 255 it is 
measured only for decreasing depth.
3.4.1.4 The experiment
Subjects are asked to watch a synthetic image sequence with two objects as shown in figure 3.7, 
both representing a synthetic image of a car. Initially, both objects are placed at the same testing 
disparity level. A particular depth cue of the right side object is gradually changed (increased or 
decreased) at a pre-determined rate, while the depth cue of the left side object is kept unchanged. 
The subjects need to signal the coordinator, just when they sense a change in the depth level 
difference between the two objects. The subjects are asked if the right object moves towards to 
the front or behind, relative to the left side object.
3 .4 .2  E xp erim en ta l resu lts
This section presents the results of the experiments that are described in section 3.4.1.
3.4.2.1 JN D D  w ith binocular disparity on the passive stereoscopic display
This subsection analyzes the results obtained for the stimuli for measuring the JNDD with binoc­
ular disparity. The results obtained from the first experiment performed on the JVC stereoscopic 
display are presented in figure 3.8. According to Eq. (3,24), positive disparity in figure 3.8 cor­
responds to objects seen in front of the screen and vice versa. These results, which illustrate
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Figure 3.8: Average of just noticed difference in depth at various testing disparity levels 
(Viewing distance =  2m)
a niininium at zero disparity and decreasing sensitivity with increasing disparity, are in perfect 
agreement with the model described in section 3.3.1 and specifically in figure 3.4. I ’he readings 
of only two subjects out of the 28 whom participated in the experiments are discarded due to 
the large variation with the mean. In general, viewers are more sensitive to decreasing disparity 
than increasing disparity.
The slope of the JNDD graphs given in figure 3.8, depends on the Weber’s Constant and the slope 
of the graph. The Weber’s Constant given in Eq. (3.14) can be calculated by dividing
the just noticeable stimulus difference by the initial stimulus. This value can be calculated from 
the points in the figure 3.8, after negating the effect of A dj^j^.  For each point in figure 3.8, 
the JND in depth value is divided by the simulated depth, and the average is taken to calculate 
the approximate Weber constant. The experimental Weber constant obtained for the viewing 
conditions in this experiment are approximately 0.07 and it shows a deviation of 17% compared 
to the value 0.06 reported in Ref. [52].
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3.4.2.2 JNDD with binocular disparity on the auto-stereoscopic display
The results of the second experiment, which is performed to further validate the JNDD with 
binocular disparity, are illustrated in figure 3.9. The experimental Weber constant obtained for 
the viewing conditions in this experiment is approximately 0.03, which shows a deviation of 50% 
from the value 0.06 reported in Ref. [52]. This means that the users are able to perceive a depth 
difference more easily in this display compared to the JVC display. One reason for this could 
be that in this particular auto-stereoscopic display blur seems to be used as an additional cue, 
which is introduced by the depth image based rendering algorithm.
3.4.2.3 JN DD with retinal blur simulated by artificial image blur on the
passive stereoscopic display
To measure JNDD with retinal blm, in the first experiment each subject is shown 9 different 
sequences (3 each at 3 different rates of change of blur) that use artificial image blur to simulate 
depth changes. The results indicate that 26 out of 28 subjects (93%) identified artificial image 
blur as a depth cue in at least one of the 9 sequences. 18 of the subjects (70%) identified blur 
as a depth cue in at least 5 out of 9 sequences. Out of tfie 26 subjects who identified blur as
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Figure 3.10; Subjective results for identifying blur as a depth cue
a depth cue, 24 of them (92%) interpreted that the blurred object is moving backwards of the 
sharp object. In these experiments we use Gaussian blur to simulate depth changes and the 
extent of Gaussian blur (a) is varied at three different rates as shown in figures 3.10 and 3.11.
Furthermore, subjects tend to identify blur as depth cue especially at low change of rates of 
blur (70% at 0.047o/s to 50% at 0.186a/s). The reason for this identification rate difference is 
that since blur is based on the accommodation response of the eye, full accommodation response 
requires a minimum fixation time of one second or longer [2]. Thus, at high rates of blur change, 
the eye cannot accommodate as quickly. These results are summarized in figure 3.10.
The sensitivity of the HVS in understanding image blur as a depth cue is summarized in figure 
3.11. Accordingly, the subjects were highly sensitive to blur as a depth cue when it is changed 
at a lower rate. Further, it should be noted that the sensitivity is almost constant irrespective 
of the testing disparity level as was described in section 3.3.2.
3.4.2.4 JNDD with relative size on the passive stereoscopic display
All of the subjects who participated in the test perceived an object that is increasing its size 
to be moving forward and vice versa. Generally, most participants were slightly more sensitive
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to increasing size than to decreasing size, especially at screen level or in front of the screen. 
As shown in figure 3.12, in accordance with the prediction in section 3.3.3, the just noticeable 
difference in object size that is required to perceive a change of depth is almost equal at all the 
testing disparity level albeit slight changes. The object size should be changed by about 4% 
of the original size for the subject to perceive a depth difference. This is almost equal to the 
theoretical value of around 3% as obtained from Eq. (3.22).
3.5 Summary
This chapter presented an analysis of the sensitivity of humans for different depth cues as applica­
ble to stereoscopic 3D displays. The derived mathematical models of perception and experimental 
results indicate that with binocular disparity as a depth cue, the viewers are most sensitive to 
depth variations at screen level and their sensitivity decreases as the objects are reconstituted 
further behind and in front of the screen level. Thus, considering the sensitivity of the HVS to 
binocular disparity, it is more appropriate to place the regions of interest at the screen level, and 
place objects that do not change their depth, further away from the screen level, while producing 
3D content.
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Figure 3.12: Sensitivity of relative size as a depth cue.
Retinal blur acts as a depth cue for human depth perception and this can be stimulated by 
blurring one object while another is kept sharp. Artificially blurring an image simulates similar 
perception of depth change as that is induced by retinal blur. Artificial image blur is a useful 
tool to simulate depth levels beyond the depth range that the display is capable of simulating. 
The sensitivity of viewers to blur does not dependent upon the base disparity level. Subjective 
statistics indicate that a majority of viewers perceive increasing blur to correspond to objects 
that move behind the sharp objects. However, in order to use image blur as a depth cue, the 
blurred object should not be in the region of attention (i.e., sharp region). Furthermore, it is 
more appropriate to blur objects that are behind the screen level. Considering these factors, 
using image blur as a depth cue would be a useful tool for content producers to enhance the 
perception of depth of 3D video. Similarly, display rendering algorithms can also exploit image 
blur to improve the 3D experience beyond the hardware capabilities without compromising the 
visual comfort .
Furthermore, this chapter presented the investigation results of the applicability of relative size 
as an additional cue for depth perception in 3D displays. The size of an object can be increased 
or decreased slightly to improve the perception of depth. All the subjects identified the relative 
size as a very clear depth cue that enables depth perception. In natural viewing there is a change 
of object size that is perceived when the objects move forwards and backwards. As discussed in
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section 3.3.3, in 3D viewing this phenomenon is not observed. Thus, gradual change of object 
size can be used as an additional cue on stereoscopic displays to improve the depth perception 
and the naturalness of the content. However, when decreasing the object size at the rendering 
system, there are dis-occlusions that arise, which need to be filled.
Overall, the regions of interests placed at the screen level, blurred regions behind the screen level 
and objects that gradually change their size while moving back and forth could optimally exploit 
the HVS to improve the overall perception of depth in 3D video.
Apart from the applications of 3D video content production highlighted above, the sensitivity 
models will find use cases in both 3D video processing and 3D video quality evaluation. In the 
next chapter, a 3D video post-production processing technique optimized based on the JNDD 
with binocular disparity is presented. Furthermore, the next chapter will present another appli­
cation in the area of 3D video quality evaluation with the aid of the JNDD models presented in 
this chapter.
Chapter 4
Pre-processing and Quality 
Assessm ent tools for 3D Video
4.1 Introduction
The chapter 3 presented theoretical derivation of the Just Noticeable Depth Difference (JNDD) 
perceived by humans, using different depth cues. Accordingly, humans can not perceive suffi­
ciently small depth changes in a scene simulated by binocular disparity. This chapter is dedicated 
to illustrate two applications of the models provided in chapter 3.
The quality of the depth maps used in DIBR systems directly affect the quality of rendered 
virtual views. However, as described in section 2.5.2, the depth map estimation techniques are 
yet to mature. The production artifacts in depth maps need to be eliminated or reduced before 
they are used in DIBR, to ensure high quality of rendered virtual views. This chapter presents 
a novel bilateral filtering technique for pre-processing of depth maps motivated by the JNDD 
models derived in the previous chapter. Furthermore, a 3D video quality assessment tool is also 
presented, to illustrate the usefulness of the JNDD models.
Contributions of this chapter are as follows,
• A novel bilateral filtering technique is proposed to pre-process depth maps to improve the 
rendering consistency in DIBR applications, while ensuring that the perceived 3D quality 
and the view synthesis quality are not compromised. Due to the reduction of production 
artifacts in the depth maps, it is shown that the bit rate required to encode the depth 
maps is significantly reduced.
4.2. Pre-processing o f depth maps based on the JNDD model 69
• Furthermore, this chapter investigates in detail the reaction of observers to the changes in 
the depth images incurred due to the compression artifacts. The subjective variation of 
the 3D video perception due to the impairments in the depth images is explained with the 
JNDD models derived in the previous chapter.
The rest of the chapter is organized as follows. The section 4.2 presents the depth map pre­
processing filter based on the JNDD models derived in the previous chapter. Section 4.3 provides 
a comprehensive performance analysis of the proposed pre-processing filter and compare it with 
several existing pre-processing techniques. In section 4.4, we propose a simple depth perception 
assessment tool to describe the reactions of users towards depth map compression artifacts while 
watching 3D content on an auto-stereoscopic display. Finally, the section 4.5 summarizes and 
concludes the chapter.
4.2 Pre-processing o f depth  m aps based on th e JN D D  m odel
This section introduces a pre-processing method based on the sensitivity of the HVS for Binocular 
Disparity, which was derived in the previous chapter. The aim of this method is to pre-process 
the depth maps to reduce the bit rate required to distribute the depth map while not affecting 
both the stereoscopic view generation and the arbitrary view synthesis.
A 3D video display system has a characteristic far clipping plane and a near clipping plane that 
define the maximum distance that the objects can be displayed behind the screen and in front of 
the screen, respectively. The depth map contains the corresponding disparity information of a 
particular color texture image, and is usually represented as a gray scale image and contains 255 
distinct depth planes. However, the users are not able to perceive all the 255 depth levels, only 
a few distinct depth levels. The amount of perceivable depth planes depends upon the display 
characteristics, especially the difference between the near clipping plane and the far clipping 
plane.
Similar to the case of depth perception in stereoscopic video, view synthesis in free-viewpoint 
video is also sensitive only to depth differences above a certain value, which affect the recon­
struction of background-foreground object separation regions in the rendered video sequences. 
The higher the depth difference between two horizontally neighboring pixels, the higher is the 
chance that the connectivity between the corresponding pixels is lost after perspective projection. 
Hence, visual distortions are more likely to be triggered in this case [31].
These properties of variable sensitivity of the users for depth levels in 3D scene, and of view 
synthesis will be exploited by the proposed technique.
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Ideally the proposed filter is an edge preserving low pass filter similar to the bilateral filter. The 
edge threshold in the proposed bilateral filter is adaptively varied according to the JNDD model. 
The performance of the proposed filter is compared against several depth processing techniques 
that has been proposed, as well as with non adaptive bilateral filtering
4.2 .1  P re-processin g  F ilter D esign
Let the original luminance value at {i,j), be denoted as Odij. The new luminance value (result 
of the pre-processing operation) of the pixel position j )  in the depth map {dij), is calculated 
as follows:
i+ W /2  j + W / 2
dij =  ^  ^  Cab • dab (4-1)
a = i —^ f 2  wy2
In Eq. (4.1), W  is the window width in pixels, dab is the luminance value of pixel position (a,
b) and Cab is found as follows:
(4,2)
1^ 0 \dab — O d i j \  >  D j n d
In Eq. (4.2), D j n d  the just noticeable depth difference or the unnoticed depth level difference
corresponding to Odij, which is calculated according to the model derived experimentally in 
the previous section. Ideally, D j n d  should change according to the depth level of each pixel 
{Odij, in this case) as given on the graph in Figure 5 (b). However, to reduce the computational 
complexity, we calculated D j n d  discretely, considering a specific set of bins. If the number of 
bins is larger, the accuracy of the results would be much higher, on the hindsight, the complexity 
would be greater. To find a compromise between the accuracy and the complexity, 4 bins are 
selected for the implementation of the filter. These bins are illustrated in Eq. (4.3).
D j n d  =  <
21 0 < Odij < 64 B in l
19 64 < Odfj < 128 Bin2
18 128 < < 192 BinS
20 192 < < 255 Bin4
(4.3)
D j n d  for each of the bins identified in Eq. (4.3) is calculated as the average of the unnoticeable 
depth level differences, at the beginning and end depth level of each bin. This calculation is 
further shown in Table 4.2. Since we deal with integers, D j n d  for each bin, as shown in Table
4.2, is rounded to the nearest integer number. In these experiments, a window width of 15 is
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Testing
Depth
Level
Object
Moving
Forward
Object
Moving
Backward
Depth
Levels
Unnoticed
Bin 1 
0-64
Bin 2 
64 -128
Bin 3 
128-192
Bin 4 
192-255
0 22.33 N/A
21.38
18.42
20.45
64 20.29 20.58 20.44
19.17
128 19.67 16.13 17.90
192 21.88 16.00 18.94
255 N/A 21.96 21.96
Table 4.1: Calculation of D j n d  value for each bin
-w-
W indow
88 91 137 136 135 0 0 1 1 1 0 0 1 137 (136] 135
89 92 128 127 126 0 0 1 1 1 0
1
0 1 
1
128 W j I 126
89 91 :425( 120 117 * 0 0 1 1 1 = 0 0 1 
1
125 420 117
88 92 110 109 107 0 0 1 1 1 0 0 j 110 109 107
87 93 100 98 95 0 0 0 0 0 0
1
0 0 0 0
dij = Avg. of highlighted values
dij=^23
Figure 4.1: Example of the pre-processing operation applied on depth maps
used for the pre-processing operation. Also, note that the D jn d  for each bin is less than or 
equal to the upper bound provided by the limits of depth changes tolerable by the view synthesis 
algorithm [31], so that this pre-processing operation does not affect the view symthesis process.
The usage of this pre-processing filter is illustrated in Figure 4.1. To calculate the pre-processed 
depth value for the pixel position highlighted, a window that is synninetrically placed around the 
pixel is considered. Next, based on the original depth value (i.e. 125 in the example), D j n d  
is determined. This D j n d  value is used to generate the mask C, in Figure 4.1. Finally, the 
pre-processed depth value is calculated by taking the average of the luminance values in the 
window, masked by C.
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Breakdancers Ballet Orbi Interview
Original 462 443.8 946.6 690.6
Symmetric Gaussian [1] 250.8 290 297.3 3823
Asymmetric Gaussian [7] 271.7 271.4 316 375.4
Bilateral Sigma= 0.02 [14] 386 37&5 608.8 507
Bilateral Sigma= 0.1 [14] 348.2 357.8 3W&9 397.4
Proposed 366.6 358.2 4&&5 410.2
Table 4.2: JM  Intra Mode QP =  0 Bit Rate (kbps) for depth maps
4.3 Perform ance A nalysis o f the Proposed Pre-processing  
Filter
4.3 .1  N ear loss less perform ance analysis
A near loss less performance analysis is performed to measure the amount of data contained in 
depth maps processed with different techniques. To do so, the depth maps are compressed by the 
Intra mode of Joint Model (JM) H.264/AVC reference software, version 15.1, at Quantization 
Parameter (QP) value equal to zero. In this setting the JM coder can be considered as a near-loss 
less video encoder.
N.B. Since this experiment was performed in 2009 December, the JM version has evolved to 18.0 
at the time of this thesis is written. However, the basic elements of the JM software, which 
affects the performance reported in this thesis, has not changed significantly to effect a change of 
results.
The comparison results are illustrated in Table 4.2 and in the Figure 4.2. The proposed algorithm 
is compared against the Symmetric Gaussian Filter [40] ((7^=30 and (7^=30), the Asymmetric 
Gaussian Filter [106] ((7^=10 and <7^=90) and the Bilateral Filter [94] at two different edge 
threshold {arange) values (ctu=5, ay—5 and arange=0.02, 0.1). For each of these filters the 
window size is selected to be Say [106]. The two values of arange are selected to reflect low and 
medium edge thresholds.
According to the results illustrated in Table 4.2 and in the Figure 4.2, Symmetric Gaussian 
or Asymmetric Gaussian Filtered depth maps need the least amount of bits for near loss less 
compression. Further, as the edge threshold of the bilateral filter is increased {arange) the bit 
rate is reduced. However, these pre-processing techniques affect the depth perception in different
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Breakdancers
□  Symmetric Gauss
■  Assymmetric Gauss
□ Bilateral Sigma = 0.1
□ Bilateral Sigma = 0.02
■  Propsed
□ Original
Ballet Orbi Interview
Figure 4.2: Amount of bits necessary to Intra code (JM) depth maps at QP=0
ways and this is analyzed in the next subsection. There is a near loss less coding bit rate gain of 
21%, 19%, 55% and 40% for the sequences Breakdancers, Ballet, Orbi and Interview respectively, 
in comparison with the unprocessed depth maps.
In the following illustrations, the Sigma refers to the edge threshold (cTrange) introduced earlier. 
Visual results are illustrated in the Figure 4.3, showing the effect on depth maps by the different 
pre-processing techniques considered. Note that the smoothness of the depth map increases with 
the edge threshold of the bilateral filter.
4.3.2 R ate D istortion  A nalysis
A Rate-distortion analysis is performed to measure the compression efficiency of the pre-processed 
depth maps. The pre-processed depth map sequences are compressed with the Joint Model (JM) 
H.264/AVC reference software, version 15.1. The experimental conditions are listed in Table 4.3. 
The experiments are performed with several test sequences and the results for four sequences 
that are commonly used in stereoscopic video literature are reported. The sequences are, ‘Ballet’ 
and ‘Breakdancers’ from Microsoft Research [108] and ‘Interview’ and ‘Orbi’ from the ATTEST 
project [40]. Results are presented at 15fps for ‘Ballet’ and ‘Breakdancers’ and at 25fps for 
‘Interview’ and ‘Orbi’, which are the frame capturing rate for these sequences.
Rate-distortion performance curves for these sequences are illustrated in Figures 4.4 and 4.5. 
In these graphs, the horizontal axis represents the bit rate required to encode the depth map 
and the vertical axis represents the average PSNR of the reconstructed depth map. The four 
points correspond to the Quantization Parameter (QP) values 10, 20, 30 and 40 for Predictive
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(a) Asymmetric Gaussian Filtering (b) Symmetric Gaussian Filtering
(c) Bilateral Filtering at Sigma=0.02 (d) Bilateral Filtering at Sigma=0.02
(e) Proposed Filtering Technique (f) Original Depth Map (Unprocessed)
Figure 4.3: Comparison of different pre-processing techniques with the original depth 
map
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Parameter Value
GOP Size 20
GOP Structure IPPP...I
Number of Frames 100
Entropy Coding CABAC
Table 4.3; Experimental Conditions for R-D Analysis
(P) frames. Intra (I) frames are quantized with a QP of 10 for the points. Fore each sequence, 
the proposed filtering technique is compared against the unprocessed depth maps as well as with 
the bilateral filter at two distinct edge thresholds.
The depth maps of ‘Interview’ and ‘Orbi’ sequences in Figure 4.4 are captured with a depth 
range camera. There is a significant amount of high texture frequencies in these depth maps. 
These high frequencies usually correspond to either perceptually unnoticeable depth differences 
or optical noise that is inherent with such depth range capture technologies. The proposed spatial 
filter is suitable for pre-processing such kind of depth maps, which contains significant amounts 
of optical noise as well as unperceived depth variations. For the ‘Interview’ sequence, an average 
of 62% (calculated according to [19]) of the depth map coding rate is saved at high bit rates. 
Similarly, an average depth map coding bit rate saving of 79% is observed for the ‘Orbi’ sequence 
compared to the unprocessed depth maps. Figure 4.6 (a) and (b) provides a visual examples for 
original and pre-processed depth maps of the ‘Orbi’ Sequence.
The depth maps for ‘Ballet’ and ‘Breakdancers’ in Figure 4.5are estimated with computer vision 
techniques [108] that take in to account the relative disparity in texture viewpoints captured 
with multiview camera arrays. These depth maps consist of piecewise smooth frames and contain 
less amount of optical noise, compared to the depth maps captured with depth range cameras. 
Average savings in the bit rate of 22%-24% are observed, by utilizing the pre-processed depth 
maps, for these video sequences. Figure 4.6 (c) and (d) provides visual examples for original and 
pre-processed depth maps of the ‘Ballet’ Sequence.
Other than the optical noise, the difference in the bit rate gains for Microsoft sequences and 
ATTEST sequences could also be explained with the difference in the quantization process of 
the depth maps from floating point real values (as captured by the depth estimation mechanism) 
in to 8-bit range values. Microsoft sequences are piecewise smooth images, which are uniformly 
quantized. ATTEST sequences on the other hand are non-uniformly quantized and therefore, 
have more spatial details at the near end. This leaves more depth details that are not visible 
to humans at the near end. Therefore, the pre-processing filter has more effect on such depth
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Figure 4.4: Rate-Distortion analysis for unprocessed (original) and pre-processed depth 
maps for ’Interview’ and ’Orbi’ sequences
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Figure 4.5: Rate-Distortion analysis for unprocessed (original) and pre-processed depth 
maps for ’Ballet’ and ’Breakdancers’ sequences
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(a) ‘Orbi’ original unprocessed depth map (b) ‘Orbi’ pre-processed depth map
(c) ‘Ballet’ original depth map (d) ‘Ballet’ pre-processed depth map
Figure 4.6; Examples for the depth maps pre-processed with the proposed method. 
Note that the high frequency texture areas of the original depth maps are smoothed
out in the pre-processed ones.
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maps, since they contain more visually unperceived depth details that could be suppressed.
As illustrated in the Figure 4.5, the rate distortion performance of the bilateral filter improves 
with the increasing edge threshold (Sigma). However, as discussed in the previous subsection, the 
increase in the edge threshold would lead to distortions in depth perception in certain regions. It is 
because humans have different levels of sensitivity at different simulated depth levels. Therefore, 
it is not acceptable to opt for bilateral filters with high edge thresholds considering only its rate 
distortion performance. Thus, it is justified to adaptively select the edge threshold as in the 
proposed technique to maximize the R-D performance without affecting the depth perception in 
3D video.
4 .3 .3  V isu a l A nalysis o f G enerated  S tereoscop ic V iew s
The depth maps are used to generate stereoscopic views in 3D video applications. To analyze the 
quality of the stereoscopic view generation, an uncompressed color texture image was rendered 
with the corresponding depth map (all compressed with QP = 10), according to the MPEG 
informative recommendations [11].
Visual examples are provided for two of the sequences in Figures 4.7 to 4.11. These figures 
correspond to either the left eye view or the right eye view, as displayed on a stereoscopic 
display. The dotted rendering artifacts in Figures 4.7 and 4.10 are due to the optical noise in the 
original depth map. The rendering consistency is improved by eliminating optical noise using a 
bilateral filter as shown in the Figure 4.8 (a) and (b). Further, the bit rate required to transmit 
depth maps can also be reduced by using such a denoising filter. However, the level of rendering 
consistency and the bit rate gain depends upon the edge threshold as illustrated in Figure 4.8(a) 
and 4.8(b). The proposed technique adaptively selects the edge threshold to maximize the bit 
rate gain and the rendering consistency, while not affecting the perceived depth in a 3D video 
scene. Thus, the proposed pre-processing technique reduces the rendering artifacts originated 
especially from the optical noise that is inherent in depth maps, while reducing the bit rate 
required for encoding the depth maps.
4 .3 .4  S u bjective  analysis o f pre-processed  3D  v id eo
A subjective evaluation is carried out to asses the suitability of the proposed pre-processing 
algorithm. The evaluation is carried out according to the Double Stimulus Continuous Quality 
Scale (DSCQS) method, as described in ITU-Recommendation BT.500-11 [15]. However, a few 
changes are done in the methodology, for a better adaptation to 3D evaluation. The experimental 
conditions, for this analysis, are listed in Table 4.4.
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Figure 4.7: ‘Interview’ left eye view rendered with the unprocessed depth map com­
pressed at 691kbits.
Parameter Value
Viewing Distance 3m
Environmental Illumination 200 lux
Number of Subjects 15
Simultaneous Subjects I
Display Phillips WoWvx 
Multiview 
auto-stereoscopic display
Screen Resolution 1920x1080
Table 4.4: Subjective Evaluation Conditions
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(a) Bilateral filter Sigrna=0.02: compressed at 397kbits.
(b) Bilateral filter Sigma=0.1 compressed at 507kbits.
Figure 4.8: ‘Interview’ left eye view rendered with the depth map pre-processed by the 
bilateral filter
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Figure 4.9: Interview’ left eye view rendered with the pre-processed depth map com­
pressed at 410kbits.
Figure 4.10: ‘Orbi’ left eye view rendered with the unprocessed depth map compressed 
at 947kbits.
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•f' ' j
Figure 4.11; ‘Orbi’ left eye view rendered with the pre-processed depth map compressed 
at 429kbits.
The reference signal is the 3D scene rendered with the original, i.e. unprocessed, depth maps. 
Subjects are asked to rate the image quality, as well as the perceived depth of the 3D scene 
rendered with the pre-processed depth maps, with respect to the reference signal. The subjects 
are asked to rate the 3D sequences on a scale as shovm in Figure 4.12.
In the subjective evaluations, 18 subjects are used consisting of 6 experts and 12 non-expert 
viewers. This is in accordance with the ITU-Recommendation BT. 1663-4 [16], which recommends 
conducting the experiments with at least 5 expert subjects. This recommendation lists certain 
advantages of using expert subjects, such as the reduction in the duration of the experiments 
and to the better identification of ceri,ain salient differences and artifacts.
According to the results in Table 4.5, it is clear that neither the image quality nor the depth 
perception of the 3D scenes is affected by the proposed pre-processing algorithm. The ‘Ballet’ 
sequence contains significant amounts of temporal inconsistencies in the depth maps originally, 
which cause flickering. The pre-processing algorithm was able to reduce some of these artifacts, 
owing to the smoothing effect of the filter. It is the reason for the small increase in the subjective 
image quality, with the utilization of the proposed pre-processing algorithm.
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Sequence
Expert Viewers Non-Expert Viewers Average
Image
Quality
Depth
Percep­
tion
Image
Quality
Depth
Percep­
tion
Image
Quality
Depth
Percep­
tion
Ballet 0.6 0 0.5 0.3 0.53 0.17
Breakdance 0 0 0.2 0.4 0.13 0.23
Interview 0 0 0.5 0.6 0.33 0.40
Orbi 0.2 0 0.1 0.8 0.13 0.53
Table 4.5: Results of the Subjective Experiments
-5 -4 -3 -2 -1 ^ +1 +2 +3 +4 +5
worse Better
Figure 4.12: Scale for subjective evaluation
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Akko Newspaper
Bit Rate
Quality
Bit Rate
Quality
PSNR PSPNR PSNR PSPNR
Symmetric Gaussian 119 29.1 30.78 237 28.97 31.26
Asymmetric Gaussian 117.5 27.7 28.93 233.5 28.55 30.65
Bilateral Sigma=0.02 861 32.59 35.84 3532.5 32.33 37.66
Bilateral Sigma=0.1 589 32.75 36.02 1667 32.38 37.67
Proposed filter 762.5 32.72 35.91 2209 32.38 37.66
Original Depth maps 885 32.58 35.85 3924 32.31 37.66
Table 4.6: View Synthesis Quality at Depth maps coded at QP=20 [31]
4.3 .5  V iew  S ynthesis R esu lts  w ith  P re-processed  D ep th  m aps
P.S. For the following experiment the view synthesis experiments and rendering quality evaluation 
in this subsection were performed by the second author of the relevant publication in Ref. [31] 
due to the request of the author. However, for the sake of completeness and due to the relevant 
contribution of the author him self the following text is included in this thesis.
“ To illustrate the performance of the proposed filter on the view synthesis based free-viewpoint 
video scenario, the multiview test videos called Akko and Kayo (provided by the Nagoya Uni­
versity, Japan) and News (provided GIST, Korea) are utilized. Two viewpoints are used for the 
coding experiments and for the rate-distortion performance evaluation. The JM version 15.1 
is used with the same encoder configurations as in the previous subsection for this experiment. 
For evaluating the depth map coding performance, the quality of the rendered virtual viewpoint 
in between the two real camera viewpoints is considered. Peak Signal to Perceived Noise Ratio 
(PSPNR) [107], as adopted by the MPEG F T V  group, as well as the classic PSNR is utilized to 
measure the quality of the synthesized views.
It is clear from the comparison of the performance curves of two schemes (with and without the 
proposed pre-processing method), given in Table f.6 , that the proposed pre-processing scheme can 
achieve the same view synthesis quality at a low bit rate to encode the depth map. Both the 
PSPNR and the PSNR based comparisons show similar gains.
The performance of symmetric and asymmetric Gaussian filters is not acceptable for view syn­
thesis, even though the bit rate required to encode such depth maps is minimal. Non adaptive 
bilateral filtering with a high edge threshold (Sigma=0.1) seems to achieve the same view syn­
thesis quality at a lower bit rate than the proposed method. However, such filtering is suitable
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only in scenarios such as Free View point Video (FVV), which does not provide 3D perception. 
Therefore, for application scenarios that requires depth perception as well as arbitrary viewpoint 
synthesis, the proposed adaptive filter is comparatively suitable than the compared pre-processing 
techniques.^'
4.4 3D V ideo A ssessm ent w ith  JN D D  Evaluation
Quality assessment is a key component of any video related service system. While subjective 
test results still remain the ‘Gold Standard’ of quality measurement in video research, objective 
metrics are of utmost importance for the timely development of 3D video related technologies. 
Quality assessment of 3D video is posing new challenges to the 3DTV research community. 
Among these, assessment of the perception of depth remains an unanswered problem. This 
section addresses this issue to a certain extent in the context of color plus depth representation 
of 3D video.
The subjective results for 3D video sequences presented in section 4.4.1 is based the experiments 
described in Ref. [29], which were carried out by a colleague of the author. However, for the 
sake of completeness the subjective results are briefly introduced in the next subsection.
4 .4 .1  E valuation  o f  d ep th  p erception  in degraded 3D  v id eo  sequences
“The subjective experiment is performed according to the ITU -T BT.500-11 and 16 observers 
(6 experts and 10 non experts) participate for all tests. The results are presented for sequences 
“Breakdancers” (high m otion/ high depth variation with static camera), “Chess” (low m otion/ high 
depth variation and parallel camera motion), “World Cup” (medium m otion/ low depth varia­
tion and Static Camera) and “Interview” (low m otion/ low depth variation with static camera), 
considering their different characteristics.
In each subjective evaluation test, observers are asked to assess the perceived depth in the impaired 
video sequence with respect to the one without any impairment. The Double Stimulus Continu­
ous Quality Scale (DSCQS) method, which has a scale ranging from one to five, is used in the 
experiments. H.264 reference Joint Model software (JM Version 15.1) is utilized to encode the 
depth map sequence at 5 different Quantization Parameter (QP) settings (QP =  22, 27, 32, 37, 
42). The color images are not compressed. ”[29j
The results of the subjective experiments are presented in Figure 4.13. As illustrated in Figure 
4.13, the curves representing the QP versus Mean Opinion Scores (MOSs) for the 3D video 
sequences show a Figure 4.13. Mean Opinion Score for depth perception of 3D video sequences
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Figure 4.13: Mean Opinion Score for depth perception of 3D video sequences with im­
paired depth maps at différent QP settings [29]
with impaired depth maps at different QP settings, consistent and a very slight decreasing trend 
with increasing QP. Since the decrease in the MGS is so small, it can be concluded that depth 
perception does not change even if the depth images are highly compressed.
4.4.2 A nalysis o f th e  Perceived D epth  D istortion
This section proposes a simple method to assess how depth impairments would affect the per­
ception of depth in a 3D video scene. Based on the sensitivity analysis reported in chapter 3, the 
following text explains the reason for the depth perception results that were presented in section 
4.4.1.
During the encoding and decoding process, the pixel values of the depth image change from its 
original, causing distortions on the stereoscopic views that are rendered with it. These distortions 
trigger changes in the perceived depth. However, the sensitivity analysis presented for the auto- 
stereoscopic display in chapter 3 suggests that observers do not perceive a change of depth until 
the depth level is increased or decreased by at least 16 levels (~7%). Thus, pixel changes in 
the depth image do not cause distortions to the perceived depth, unless those changes exceed a 
particular threshold. This threshold corresponds to the JNDD value, measured in units of depth 
levels.
4.5. Summary
In analyzing the effect of pixel errors on the depth perception, it is important to identify the 
regions in which there is perceivable distortion. For this purpose, we produce a ‘Distortion Map’ 
that highlights the pixel positions with a perceivable distortion. For the following explanation, 
let X  and Y  denote the original and the distorted depth images, respectively. The perceivable 
distortion (E) caused by a change of pixel value located at position (i,j) is calculated as given 
in the Eq. 4.4.
In Eq. (4.4), Djj^r, is the just noticeable difference in depth or the number of unnoticed depth 
levels corresponding to the depth at ( ij) , denoted by X {i,j). The D jmd  is calculated as given 
in Eq. (4.3). The Distortion Maps given in Figure 4.14 illustrate the locations in which there is 
a perceivable distortion of depth. In other words, the Distortion Map indicates the pixels where 
E{i,j) > 0. This distortion map is useful to identify the regions of perceivable depth distortions.
All the Distortion Maps shown in the Figure 4.14, which correspond to the highest impairment 
level considered in the experiments, indicate that the perceivable distortions occur only on the 
object boundaries. There are almost no perceivable distortions within the objects of interest. 
Even the existing distortions on the object boundaries are at most only 2-3 pixels in width. Depth 
differences of these few pixels are of very low significance to the overall perception of depth, since 
the depth of the objects of interest have not changed at all. Thus, the overall perception of 
depth, in general, is not affected by the compression process.
However, the slight decrease in depth perception can also be explained using the Distortion 
maps. The slight distortion on the object boundaries, as seen in Figure 4.14, would cause some 
rendering distortions that may be visible to the human eye. This leads to slight flickering on 
object boundaries. Furthermore, this inconsistency of the depth and rendering distortions would 
cause eye strain. This could well be the reason for some subjects to rate a slightly lower depth 
perception at higher quantization levels.
Thus, the compression artifacts introduced by the codec used in this experiment do not cause 
significant perceptual depth changes. However, for different types of depth image impairments 
and different viewing conditions, this observation may not hold.
4.5 Sum m ary
While depth maps are pre-processed for different requirements, the objective of this chapter is to 
pre-process them to reduce the bandwidth required to transmit them. Based on the sensitivity
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(a) ‘Interview’ at QP=42 (b) ‘Breakdaneers’ at QP=42
(e) ‘World Cup’ at QP=42 (b) ‘Chess’ at QP=42
Figure 4.14; Distortion Maps: Images that indicate pixel positions with perceptually 
noticeable depth changes
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models derived in the previous chapter, a depth adaptive pre-processing filter is designed to 
suppress unperceived depth details in a depth map. Certain high frequency texture areas that 
correspond to either unperceived depth details or optical noise in the depth maps are smoothed 
by the proposed pre-processing filter, while the object edges are preserved.
The proposed filter, which is ideally an edge preserving bilateral filter, is compared against non 
adaptive bilateral filtering as well as several other methods of pre-processing depth maps. It is 
seen that pre-processing methods that were primarily aimed to reduce dis-occluded regions (vi­
sual holes) in DIBR applications cause distortions to perception of depth in such scenes. Thus, 
it is important to fill the dis-occluded regions in ways that does not affect perception of depth. 
Bilateral filtering is suitable to pre-process depth maps so that the rendering consistency is im­
proved and the bit rate required for the transmission of depth maps is reduced. However, the 
performance of the bilateral filtering solely depends on the smoothing strength {arange ) or the 
edge threshold that is used. At a low edge threshold, they do not yield much bit rate reductions 
and at high thresholds it would affect the perception of depth. Therefore, it is important to adap­
tively change the edge threshold based on the depth. The proposed filtering method adaptively 
selects the edge threshold based on the JNDD model.
Results of the conducted subjective tests suggest that the proposed depth map pre-processing 
technique preserves the originally perceived depth and the visual quality of 3D video scenes. 
The rendering artifacts that arise due to the inaccuracies in the depth map are reduced and the 
arbitrary view synthesis quality, as applicable to free-viewpoint video, is also improved with the 
pre-processed depth maps. Most importantly, the bit rate for depth map coding can be reduced 
by 24% to 78% compared to the coding rate of the original (unprocessed) depth maps, depending 
on the content, by pre-processing them. Thus, the proposed filtering method reduces the bit rate 
required to transmit depth maps by pre-processing them in such a way that it does not affect 
the depth perception or the arbitrary view synthesis quality.
Furthermore, based on the JNDD analysis, this chapter also proposed a method of assessing 
the effect of depth impairments with the aid of Distortion maps and discussed why the depth 
perception does not change significantly with the quantization level. Based on the analysis, it 
could be concluded that for the conditions described in this chapter, the perception of depth will 
not be affected by compression of the depth map.
Chapter 5
Object Based Coding of the  
D epth Maps
5.1 Introduction
Depth Image Based Rendering is a key element in advanced 3D display systems. DIBR has 
several advantages over multiview representation of 3D video. DIBR overcame the requirement 
for encoding of chrominance components for the depth map, since it can be represented only as 
a luminance image. Furthermore, the depth maps facilitate the rendering of multiple viewpoints 
in a 3D scene with the aid of limited number of captured viewpoints. The chapter 4 presented 
a perceptually optimized technique for pre-processing depth maps for improved view generation 
at low encoding bit rates. This chapter focuses on the issue of compression of depth maps.
Although, depth maps are represented as gray scale images, state-of-the-art video codecs are not 
particularly suitable for compression of depth maps. This is because, the existing codecs are 
optimized to encode images/videos that are finally viewed by end users, whereas depth maps are 
not viewed by end users, but aid the view generation process in a DIBR system. As described in 
section 2.5.3, there are two types of solutions that could be identified for compression of depth 
maps. That is to develop novel compression techniques suitable specifically for depth maps or to 
optimize existing video codecs to encode depth maps. This chapter presents a novel technique 
that falls in to the first category of solutions. An object based coding technique is proposed for 
encoding of depth maps based on 3D motion estimation.
Contributions of this chapter are identified as follows,
• Edge similarities that exist between the objects in the color image and its correspond-
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ing depth map is exploited by segmenting the color image in to foreground objects and 
background.
• The correlations between motion vectors of the color image and motion vectors of the 
depth frames, especially at the object edges, are exploited by sharing the motion vectors 
between the color image and the depth map.
• A 3D-Motion Estimation [58] scheme that exploits the above correlations is proposed to 
encode depth maps. Furthermore, the proposed 3DME scheme is computationally less 
intensive than the scheme in Ref. [58].
Rest of the chapter is organized as follows. Section 5.2 describes the concept of 3D motion 
estimation and compares it to the traditional 2D motion estimation. Section 5.3 illustrates the 
proposed technique based on 3D motion estimation and section 5.4 presents some simulation 
results with the proposed technique. Finally section 5.5 summarizes the chapter with some 
thoughts for future work.
5.2 2D M otion estim ation  Vs. 3D m otion estim ation
2D motion estimation (2DME) technique can be briefly described as below. First partition the 
current video frame into small non-overlapped blocks called macro-blocks (MB). Then for each 
block, within a search window, find the motion vector (displacement) that minimizes a predefined 
mismatch error such as Mean Squared Error (MSE) or Sum of Absolute Difference (SAD). This 
motion vector search is done only in X and Y directions or in other words only in 2 dimensions. 
The search space in this method is a 2D window.
Thereafter for each block, motion vector and prediction error (residual) are encoded and transmit­
ted to the decoder. This is the technique used in traditional video codecs, including H.264/AVC. 
For a particular block in the current frame the best match is searched in the reference frame, 
this process is illustrated in figure 5.1.
In comparison to this the 3D Motion Estimation (3DME), estimates the motion in the 3’’^  ^dimen­
sion (known also as Z direction) in the depth map. In successive depth maps the displacement 
is not only in 2 dimensions but also in the 3’’^  ^ dimension or the Z-Direction. The illumination 
change in successive depth maps is referred to as the motion in the Z-Direction. When an object 
comes forward its illumination is increased whereas when the object goes backwards, the illu­
mination is reduced. Consider the two hands in figure 5.2. The right hand (from readers view) 
comes forward and left hand goes backwards and that is clear by the illumination change.
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Figure 5.2: Illustration of the Z-Direction motion, between two frames
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Figure 5.3: Illustration of the 3D motion estimation
Therefore motion estimation in a depth map sequence is suitable to be done in 3 dimensions 
and now the search space is a 3D cube as shown in figure 5.3. The original method for 3DME 
proposed in [58] involves an exhaustive search within the 3D cube volume, to minimize the error.
Motion search in the Z Direction involves incrementing or decrementing the luminance values of 
all the pixels within a MB, in addition to the search in X and Y directions, until we minimize a 
predefined error metric. This can also be summarized mathematically as below, where motion 
vector V, is estimated such that the sum of squared error between the current block and the block 
from the reference frame is minimized [58, 59].
iV N
= arg m i n ^ ^ (C(u, 5) -  (R(a + x, b + y) + z)Y (5.1)
Where (x, y) are the spatial motion vectors and z is the Z-Direction motion. C{a, b) and R{a, b) 
are the values of pixels at position (a, b) of block size N  x N  pixels in the current block and a 
block in the reference frame respectively[58, 59].
5.3 Proposed technique
The objective of the proposed techniciue is to predict the depth map that is required at the decoder 
side for rendering, with the aid of the available information from the color stream and motion 
vectors in the Z-direction, thereby reducing the amount of motion information transmitted, with 
the depth stream. Finally the predicted depth map will be residual coded to get the decoded 
depth map. For this we assume that the boundaries of foreground objects of both color image 
and depth maps are equal.
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Figure 5.4: Sequences of decoder operations
5.3.1 The P roposed  decoding algorithm
Sequence of operations that are required at the decoder is illustrated as shown below in figure 
5.4. Once the color image is decoded the foreground objects (FO) are segmented. Thereafter 
for each block of the segmentation mask we find the best match from the previous depth map 
frame and color motion vectors that are transmitted with the color bit stream. Next each block 
is Z-Directioii motion compensated. Z-Direction motion compensation involves adjusting the 
illumination level of an entire macroblock with an amount known as the Z-Direction motion. 
Luminance value of all the pixels within a MB is either increased or decreased by a specific value. 
Once the foreground objects are ready, they are superimposed on the background image and 
then the residual signal is added to get the decoded depth map.
5.3.2 T he P roposed  encoding algorithm
In order for the decoder to operate as described above, the encoder should calculate and transmit 
the Z-Direction motion vectors and the residual signal. Operations that are reciuired at the 
encoder are shown in the figure 5.5. First the foreground objects are segmented from the color 
image to get the segmentation masks. Next with the aid of the segmentation masks FOs are 
masked from the depth image. Next for each macroblock Z-Direction motion is estimated as 
described next,, and transmitted along with the residual signal..
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Figure 5.5: Sequences of encoder operations
The main difference of the proposed technique with the JM encoder is in the distortion mea­
surement at the mode selection stage. In the proposed system when the depth map is encoded, 
instead of taking the SSE between the original and the predicted pixels, the error is calculated as 
described in section 6.3.1.2. As shown in Fig. 5.5, the predicted pixel values, the uncompressed 
depth map, the uncompressed color image and a virtual view that is rendered with the original 
color image and the depth map are required to calculate the proposed distortion measure. Since 
the distortion model is changed, the existing Lagrange multiplier estimation method in JM [90] 
cannot be used with the proposed method. Therefore, for the experiments described in the next 
section, a set of A values were empirically selected.
5.3.3 Z-D irect ion m otion  estim ation
Z-Direction motion estimation as described in section 5.2 is an exhaustive search and requires 
transmitting 3 components of motion vectors, namely x, y, and z. For this technique we have 
adapted a variant of this Z-Direction Motion Search [59], in which the spatial motion vector 
components X c  and Y c are borrowed from the color image, and Z-direction motion search is 
performed only at the position {Xc,Yc),  this is shown in figure 5.6. It involves two steps. First, 
for a particular MB find the best matching block for the current frame from the reference frame 
situated at (Ac, Fc), which is the color motion vector for the corresponding MB. Next increment 
or decrement the luminance value of all the pixels in the MB with the same integer value within
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Xc/Yc)
Figure 5.6; The derivation of 3D motion estimation technique
a i)articular interval until MSE is niininiized. For example, Z-direction search range could be -16 
to 4-16, which means, the best position in the Z-direction is searched at 33 positions. That is 
the luminance value of all the pixels in a MB are incremented 16 times, every time by one and 
decremented 16 times to find the level at which MSE is a minimum.
The proposed teclmique is summarized in figure 5.7. As shown. The encoder and the decoder 
are symmetrical, that is a decoder is implemented on the encoder to simulate the decoded color 
image that should be used for segmentation. Arrows that cross from tlie encoder to the decoder 
show the information that is transmitted. Certain video sequences may be there for which, 
background extraction is not possible, in such situations all the objects in the scene need to be 
considered only as foreground objects.
5.4 Experim ents and results
5.4 .1  Experim ental setup
Proposed algorithms are implemented on the Matlab based video codec used in [76] and sim­
ulations are performed for different test sequences with different characteristics. Results are 
presented for two test sequences. Simulation settings are as follows. GIF (352x288) resolution is 
used for both the test sequences. GOP structure of IPPP ... is used. Results for the Interview 
sequence are at 25 fps and for Ballet they are at 15 fps. The block size is restricted to 16x16 and 
search range is 32.
The proposed segmentation and 3DME based technique is used for Inter frame Coding, in which 
Z-direction motion vectors and residual signal are transmitted for each macroblock. The results
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obtained with the proposed technique are compared against 2D motion estimation (2DME) 
technique for Inter frame coding, that is used in conventional video codecs including H.264/AVC. 
2DME method transmits spatial motion vectors (x and y directions) and the residual signal 2DME 
technique is described in section III. The technique described in [58] also deals with inter frame 
coding, in which 3 motion components are transmitted namely X, Y and Z direction motion. 
The method achieves good results at high bit rates and high qualities, but 2DME technique is 
much better at the lower bit rates. Since the proposed method concentrates at low bit rates, the 
proposed method is compared against the 2DME technique.
For each sequence two sets of rate distortion (RD) graphs are presented, i.e. the traditional 
Peak signal-to-noise ratio (PSNR) vs. bit rate graph and SSIM (Structural Similarity) [99] vs. 
bit rate graph. Though the conventional PSNR is a computationally straight forward method 
of comparison, it does not give a good idea of the depth image quality. The SSIM index [99] 
considers three aspects of an image; they are the luminance, contrast and the structure of the 
image. Since the proposed method tries to preserve the edges and the depth details of the depth 
map, SSIM is a good quality metric to evaluate the performance of the proposed technique.
5.4 .2  R ate-Distortion analysis
The proposed method works well for the ballet sequence, which is a sequence with considerably 
high motion. Proposed technique shows better results in terms of both PSNR and SSIM as shown 
in figure 5.8. This is due to the fact that at low bit rates bandwidth allotted for the residual 
signal is very low. The high gains at low bit rates are due to the fact that this is a sequence 
with considerably high amount of motion, and the proposed method works well for sequences 
with high motion, due to the reduction of motion information that is sent in comparison to the 
reference method.
For this very low motion sequence, significant gain at low bit rates are seen in figure 5.9. At high 
bit rates the gains are not as much as at low bit rates, since this sequence having more texture 
variations within foreground object than Ballet, and at high bit rates residual energy is high. 
SSIM is very high even at low bit rates, because this method preserves the structure of the depth 
image even without residual, because the structure is derived from the color image.
In general, the proposed method for Inter Frame Coding achieves better rate distortion charac­
teristics mainly due to two reasons. First, the proposed method reduces the amount of motion 
vectors that is needed. In the conventional method two motion vectors (X & Y) are transmitted 
for each block. In the proposed method only the Z-Direction motion is transmitted. And it takes 
fewer bits to transmit Z-direction motion especially when there are less depth changes in the 
scene.
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Figure 5.10: ‘Interview’ Sequence Original Image
Next reason is that the proposed method reduces total bits required for residual coding. Edges 
in an image correspond to high spatial frequencies and might be filtered in quantization at 
the encoder. But in this method since edge information is derived from the color image, that 
information is preserved.
5.4.2.1 Visual examples for the proposed m ethod
Comparison of visual results are provided for the ‘Interview’ sequence in figures 5.10 and 5.11. 
It clearly shows that the proposed technique preserves the edges which are of utmost importance 
for the rendering of left and right views. The images from the 2DME method are blurred.
5.4 .3  Complexity analysis
The Z-Direction motion estimation in the proposed method is less complex than in [58], because 
this method doesn’t perform an exhaustive search in all X, Y and Z directions.
Due to the inclusion of the segmentation, this method is comparatively a bit complex. However, 
there is no motion estimation done in 2D for the depth map, which is responsible for high time 
consumption, therefore, encoder complexity is reduced and thus the computational requirement 
for segmentation at the encoder can be justified. There is significant amount of research done
5.4. Experiments and results 103
(a) ‘Interview’ sequence encoded by the proposed method. 
PSNR=32.96dB and SSIM =94.79%  at 36.5kbps
(b) ‘Interview’ sequence encoded by the reference method (2DME). 
PSNR=33.85dB and SSIM =72.26%  at 104kbps
Figure 5.11: Visual comparison of the proposed method and the reference method
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in the areas of image segmentation, and with the usage of a method that is computationally 
inexpensive even at the decoder, this technique should not add much complexity. It is also 
possible to make use of the chrominance information to enable segmentation. Especially with 
Field Programmable Gate Array (FPGA) technologies, such image processing tasks could be 
done at significantly high speeds.
5.5 Sum m ary
In this chapter, an object based depth map encoding scheme is proposed. The proposed tech­
nique exploits the spatial and temporal correlations that exist between the color image and its 
corresponding depth maps. The foreground objects are segmented from the background image, 
and the background image is intra coded and transmitted. The depth of each foreground ob­
ject is estimated by temporal approximation and Z-Direction motion estimation. The residual 
is transform coded and transmitted. The proposed method performs well especially at low bit 
rates, when compared with the traditional 2D motion estimation method. The algorithm is 
particularly useful in sequences with high amount of motion.
The proposed technique is suitable for Video on demand applications, where the more empha­
sis is given to maximizing video quality, subject to certain application limitations. For such 
applications the transmission bandwidth requirements play a very important role to maximize 
the revenue and provide a good quality of service. The proposed algorithm is suitable for these 
applications since it reduces both the storage capacity and the transmission bandwidth for a 
given video stream at the same video quality.
This algorithm can be adapted for existing codecs, which are based on the block based motion 
estimation and transform based video coding architectures, by introducing Z-Direction motion 
compensation as an additional step. However, as it stands, the low level operations of the 
H.264/AVC video coding standard need to be modified to accommodate Z-Direction motion 
compensation. Therefore, in the next chapter a depth map encoding method that is totally 
compatible with the H.264/AVG standard is proposed.
Chapter 6
Encoding M ode Selection  
Techniques for D epth Map 
Compression
6.1 Introduction
The depth maps used in DIBR applications is an aid for rendering virtual views in multiview 
video systems. Although depth maps can be represented as a sequence of gray scale images, 
the use of existing video or image codecs to compress depth maps will introduce distortions 
into the virtual views that are rendered [33]. This is because the existing video codecs are not 
optimized to compress the depth map in a way that is suitable for its purpose, which is virtual 
view generation. A novel object based encoder that is specifically designed to compress depth 
maps is proposed in Chapter 5. The proposed method in chapter 5 is not compliant with the 
existing standards, and can be used only in proprietary services. In an attempt to cater to 
existing standards, this chapter is dedicated to develop standard compliant encoding techniques 
for depth maps.
As described in section 2.5.3, there have been various attempts in the recent past to encode 
depth maps efficiently. However, none of those techniques have considered the problem of di­
rectly reducing rendering distortions, while compressing depth maps. This chapter presents two 
techniques to optimize existing video codecs to compress depth maps, in a way that is suitable 
for view rendering. By doing so, it is possible to improve the quality of rendered views. Both 
the techniques try to optimize the encoding mode selection strategy of the depth map encoder,
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to suit the view generation process.
Contributions of this chapter are identified as follows,
• Propose a encoding mode selection technique based on Cenetic Algorithms, which try to 
select encoding mode decisions for intra coding, while reducing rendering distortions. This 
method is suitable for offline compression of depth maps, with very high rate-distortion 
gains.
• An analytical distortion model that approximates rendering distortions in virtual views, 
which are caused by pixel errors in the depth map, is proposed.
• The rendering distortion approximated by the proposed model is used while making the 
encoding mode decisions based on Lagrange Optimization.
The rest of this chapter is organized as follows. The section 6.2 describes the CA based technique 
for encoding mode selection and present results obtained by that method. In section 6.3, an 
analytical model to approximate the rendering errors caused by pixel errors in the depth map is 
described and is used for encoding mode selection. The section 6.4 compare the results obtained 
by the two encoding techniques presented, and section 6.5 summarizes and concludes the chapter.
6.2 A n encoding m ode selection  technique based on G e­
netic A lgorithm s
6.2.1 B ackground T heory
This section covers the background theory behind the design of the proposed technique. First, 
Genetic Algorithms are introduced as an optimization technique. Thereafter, block wise mode 
selection method based Lagrange optimization, which is the technique used in the H.264/AVC 
reference software, is introduced.
6.2.1.1 Genetic Algorithm (GA) based optim ization
Optimization deals to find a global maximum or a minimum within a search space. Genetic 
Algorithms are one method of optimization that is modeled upon natural selection and evolution 
that happens on earth. These find a global maximum or a minimum based on the statistical 
survival of an element in a search space. Genetic Algorithms are being widely used for problem 
solving in various engineering disciplines [55], and are particularly effective in finding global 
maxima or minima in a very large search space, in a near optimal manner [55].
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Figure 6.1: A basic flow chart of a genetic algorithm
Genetic Algorithms operate on a group of trial solutions, known as a Population. Each solution 
within a population, known as an individual, is identified by a Chromosome, which is a string of 
binary digits. A Chromosome is made up of a number of Cenes, which represent parameters of 
the particular solution. Each individual will have a Fitness value, which signals the measure of 
goodness of that solution.
A G A is composed of three main steps as shown in Figure 6.1. First, the population is initialized 
and fitness values are assigned. Then in the reproduction stage new individuals are produced. 
Finally individuals in the population are replaced by new ones generated in the reproduction 
stage. These steps are iterated until a specific termination criterion is met. An example termi­
nation criterion is to reach a specific fitness value. Successively created populations are known 
as Cenerations.
In the reproduction stage three operators, known as selection, crossover and mutation are used.
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Figure 6.2: Genetic Algorithm Operators
Selection is the process of selecting two parents to reproduce a new individual. Individuals with 
a higher fitness value have a better chance of being selected as parents. Once two parents are 
selected, crossover and mutation operations are performed on their chromosomes, when producing 
their children.
The crossover operator redistributes the characteristics of parents and produces a pair of children. 
Crossover is performed by selecting a random gene along the length of the chromosomes and 
swapping all the genes after that point with the other chromosome. The crossover rate defines 
the probability that two parent chromosomes swap their bits. The crossover operator is illustrated 
in Figure 6.2 (a).
The mutation operator modifies chromosomes in a random manner and is followed by crossover. 
Generally the probability of mutation (mutation rate) is very low. This operation is performed 
by flipping the bits of a chromosome. The mutation operation is illustrated in figure 3 (b). For
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more information on Genetic Algorithms readers are referred to [55].
6.2.1.2 Encoding mode selection method based on Lagrange Optimization
in H.264 video coding
Lagrange optimization (LO) is an optimization technique, which is effective for problems with a 
relatively smaller search space. In a video codec such as H.264/AVC (Advanced Video Coding), 
there is a large number of encoding modes that need to be considered, in order to make an 
optimal encoding decision. LO has been adapted efficiently in making encoding mode decisions 
in H.264/AVC implementations. This sub section briefly introduces the mode selection method 
frased on LO, which is implemented on H.264/AVC reference Joint Model (JM) software [100].
Consider a block that is to be intra coded in JM. There are two main encoding modes (Intra 
16x16 and Intra 4x4) and one optional mode (Transform 8x8) that need to be considered. A 
Lagrange cost is calculated for each encoding mode as shown in Eq. (6.1). Once the block 
is predicted with the particular mode. Sum of Squared Error (SSE) is calculated between the 
original block and the predicted mode. SSE value denotes the distortion (D) of the encoding 
mode in Eq. (6.1). Number of bits that is necessary to represent the relevant information (R) is 
also calculated. The A,node iu Eq. (6.1) is the Lagrange Multiplier. The mode with the minimum 
Lagrange Cost (J) is selected as the encoding mode. This is further illustrated in Figure 6.3.
Jmodc — U T i^iiode ' A (6 .1)
The selection of A,norfe in Eq. (6.1), has a considerable effect upon finding an optimal solution. 
An efficient model to estimate this Xmode for H.263 video coding was experimentally found in
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[91]. According to the model in [91], Xmode is a function of the quantization step size. A similar 
model was experimentally found for H.264 in [100]. This model as given in Eq. (6.2) is adapted 
in JM reference software. QP in Eq. (6.2) is the quantization parameter in H.264.
Amode = 0.85 . (6.2)
6.2.1.3 Effect of per-pixel depth errors on virtual view generation
A depth map signals the per-pixel depth of a color image to the rendering system. According 
to Eq. (2.3), per-pixel depth value determines how much the corresponding color pixel needs to 
be shifted horizontally when the virtual views are rendered. This subsection describes the effect 
that depth changes have on view generation process based on DIBR.
The significance of the depth map in terms of rendering is illustrated in Figure 6.4. For the 
purpose of illustration, we define the Original Rendered View (ORV) (Fig. 6.4(d)) to be the 
view rendered with the color image (Fig. 6.4(a)) and the uncompressed depth map (Fig. 6.4(b)) 
and the Distorted Rendered View (DRV) (Fig. 6.4(e)) to be the view rendered with the color 
image and the compressed depth map (Fig. 6.4(c)).
As shown in the figure, the luminance value of a given pixel in the depth map corresponds to how 
much the corresponding color pixel is shifted in the rendered views (e.g. X), see Figure 6.4(d). If 
during compression the luminance value of the particular depth pixel changes (e.g. Figure 6.4(b) 
to 6.4(c)), it results in a change of shift (e.g. X to Y in Figure 6.4(e)) of the corresponding color 
pixel. This causes two color pixels in one row of a rendered view to be in error. The disparity 
or the relative shift generated by the DIBR algorithm is only in the horizontal direction, hence 
there is no effect on the vertical direction.
As illustrated in Figure 6.4, pixel errors in a particular macroblock in the depth map, will 
not affect only the corresponding macroblock in the rendered image, but also, the neighboring 
macroblocks. Therefore, it is impossible to measure the distortion in the rendered image caused 
by depth changes, on a block (macroblock or sub macroblock) basis.
6.2 .2  T he proposed  m ode selection  techn ique based  on G A s
The GA based technique for mode selection for intra coding depth maps is presented in this 
section. The main concept of the proposed techniques is illustrated in Figure 6.5. Encoding 
mode decisions are taken in a way that it minimizes the errors in the images rendered by the 
depth map, in contrast to minimizing errors in the depth map it self. While there are different
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Figure 6.4: Effect of depth changes on rendering
optiniization techniques that could be used to solve the same problem, GAs are selected in the 
present approach, as it was shovm to be successfully applied in similar video coding problems[102, 
21, 92].
There are two main macroblock (MB) modes for intra coding in H.264, which are Intra4x4 and 
Intral6xl6. Optionally, there is also a MB mode known as Transformsx 8, which is almost 
similar to Intra4x4 but applied only on 8x8 sub macroblocks. For Intra4x4 and Transformsx8 
modes, there are nine different types of intra prediction modes that can be used to predict pixel 
values of sub MBs. For Intral6xl6 there are four types of intra prediction modes.
The first algorithm deals to find the optimum MB mode for each MB in a row, as well as the 
associated intra prediction modes. Although, this algorithm performs well to find a good set 
of encoding modes, it is highly time consuming. The second algorithm presents a suboptimal 
approach of the first algorithm. In this algorithm only the MB mode is selected with a Genetic 
Algorithm (GA), and the intra prediction modes are selected by Lagrange Optimization (LO).
As described in section 6.2.1.3, it is impossible to measure the distortion in the rendered image 
caused by depth changes, on a block basis. Therefore, this algorithm aims to find a collective set 
of encoding mode decisions for a row of MBs. This collective set of mode decisions to intra predict 
each MB in a row need to be taken in a rate distortion optimal sense. However, the search space 
for such rate distortion optimum set of collective mode decisions is extremely large, when all the 
MB modes and intra prediction modes of one row of MBs are considered. Therefore, a GA which 
is considered very effective in solving complex optimization problems is used for this search. The 
basic steps of this GA based algorithm are described in the pseudo code 1. Specific terms used in 
the pseudo code are described underneath. Other terms mean the same as introduced in section 
6 .2 .1 . 1 .
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Figure 6.5: Main concept of the proposed methodology
An individual is identified by a chromosome, which is a random binary bit sequence. A chro­
mosome is interpreted as intra prediction modes (Intral6xl6 or Intra4x4 or Transformsx 8) 
for each MB in a row. A Chromosome is implemented as an array of binary bits and a fit­
ness value is attributed to each of them. The structure of the Chromosome is shown in Figure 
6.6. A population is a specific group of individuals, implemented as an array of Chromosomes. 
AlLtime^best^population contains the set of Chromosomes, which had the best ever fiiness val­
ues throughout the run time of the G A. In each generation (or iteration of the algorithm), we 
generate a new population as in step 4-c, based on AlLtime^besi-poptdation and the current popu­
lation with the G A operators, selection, mutation and crossovers. Number^of^Generations is the 
number of times the individuals are let to evolve. Number_of-Generations together with fitness 
value determine the termination criteria as in step 4. The fitness value required in the GA (step 
4-a-iii) is computed as in Eq. (6.3).
fitness — 1D + XE. (6.3)
Here, D is the distortion of the encoded row of MBs and is computed as shown in Figure 6.8. A is 
the Lagrange parameter in Lagrange optimization problem, and this value is selected manually in 
om- experiments. R is the amount of bits that are recpiired to transmit the encoded information
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Algorithm 6.1 Genetic algorithm based search
START
1. FOR each row of MBs in a frame DO
2. Initialize the first population of individuals
3. Initialize the AlLtime-best-population
4. WHILE fitness < target OR Number-of-Generations < Max DO
a. FOR (n =  0; n <  Number of individuals in Population; n + + ) DO
i. Decode the Chromosome
ii. Encode each MB in the row with the MB mode and sub MB modes
iii. Compute fitness 
END FOR
b. Update AlLtime-best-population
c. Generate the population of the next generation
d. Number-of-Generations +  +
END WHILE
5. Select the Best-individual in AlLtime-best-population
6. Decode Best-individual
7. Encode each MB in the row with the MB mode and sub MB modes according to 
the decoded Best-individual.
8. Write encoded information of each MB in to the bit stream 
END FOR
END
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Figure 6.6: Chromosome structure signaling MB modes and intra prediction modes for 
each MB in a row
to the decoder.
Decoding the Chromosome that is required in steps 4-a-i and 6 in the Algorithm 6.1 is illustrated 
in figure 6.7.
A Chromosome takes at most 50 bits to signal the prediction modes for one MB, out of which 2 
bits signal the MB mode as Intral6xl6, Intra4x4 or Transformsx8 and the remaining 48 bits 
signal additional intra prediction modes. In Intral6xl6 mode only 2 bits are necessary because 
there are only 4 intra prediction modes. In Intra4x4 mode, there are 16 sub MBs and each 
sub MB can be predicted in 9 different intra prediction modes. However in our experiments we 
used only 8 different intra prediction modes (Horizontal up Prediction was disabled in both the 
proposed method and the reference method), and hence we need only 3 bits to signal prediction 
mode of each sub MB. For Transform8x8 mode, there are 4 sub AIBs and each sub MB can 
be intra predicted in all the prediction modes in Intra4x4, in which case 12 bits (4x3bits) are 
necessary to signal prediction modes.
The other main difference in this algorithm and JM Intra coder is the distortion measurement 
used at the mode selection stage. SSE between the original and the predicted MB in the depth 
map is used in JM as the distortion measure in mode selection [90]. But in the proposed method, 
error is quantified as the error between stereoscopic views rendered with the original depth map 
and stereoscopic views rendered with the predicted depth map. One row of MBs are considered 
at a time as described earlier since the effect each MB has on the rendering quality is not 
independent of other MB in the row. Sum of Absolute Differences (SAD) is taken instead of SSE 
in our experiment. This process is also illustrated in figure 6.8.
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6.2 .3  E xp erim en ta l resu lts ob ta ined  for th e  G A  based  techn ique
This subsection presents results obtained for the GA based mode selection technique. Firstly the 
experimental conditions are outlined and secondly the rate-distortion performance is analyzed. 
Finally, some visual examples are given to illustrate the performance of the method.
6.2.3.1 Experimental setup
The proposed technique is implemented on H.264/AVC reference software JM version 15.1 [95]. 
All Intra modes (IntralGx 16, Intra4x4 and Transforms x 8) in H.264 Intra prediction is turned on. 
To evaluate the performance of the proposed algorithm two widely used test sequences are used, 
which are the ones used in similar attempts [75][71] [28]. They are ‘Ballet’ and ‘Breakdancers’ 
sequences from Microsoft Research [108]. The results presented are at 15fps. CAB AC Entropy 
coding is used. GIF resolution (352x288) is used for both sequences. The results are compared 
against original block wise JM Intra mode selection method based on sum of squared errors 
(SSE) and Lagrange optimization [90]. Rendering was done according to the MPEG informative 
recommendations [11] and PSNR of rendered views were calculated according to the approach 
suggested in MPEG, with holes filled and masked [10]. Five frames from each sequence are 
encoded by the proposed method and the reference for better proof of concept.
6.2.3.2 Rate-Distortion Analysis
The proposed algorithm significantly out performs the reference technique by 0.8-ldB in term 
of average PSNR of the rendered views throughout all the bit rates (low to high). These results 
are shown in figures 6.9 and 6.10, where the x-axis represents the bit rate required to encode the 
depth map and the y-axis represents the average PSNR of the rendered left and right views. In 
these sequences depth maps are generated by computer vision algorithms. Objects in these depth 
maps have very low texture variation and majority of the area of the depth maps are smooth or 
linearly changing gray levels. These gains in the rendered views are mainly due to the fact that 
we try to optimize the quality of rendered views while encoding the depth map. Since we do not 
try to optimize the PSNR of the depth map it self, but of the rendered views, the PSNR of the 
depth maps are reduced by this method.
The results can be increased even more, if we had a good Lagrange parameter estimation method 
to obtain A as in the reference method [90]. The A which is needed in Eq. (6.3) in the proposed 
method is very vital for performance, and in our experiments A values were chosen only manually.
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Sequence Reference technique GA based technique
Ballet 2917 5
Breakdancers 2418 4.6
Table 6.1: Average time taken (s) to encode a frame with the GA based technique 
6.2.3.3 Visual examples for the proposed method
It is often discussed in literature the importance of the preservation of edges in depth maps. As 
noted earlier, in [75] authors presented a way of encoding the depth map while preserving the 
edges. When edges of the depth map are quantized, due to the variation of depth at the edges, 
corresponding object edges in the rendered views are distorted. We also noticed that with the 
proposed method edges in the depth map tend to be better preserved in most parts of the image 
as well. This effect is further illustrated in Fig. 6.11. Therefore, it can be said that the proposed 
method improves the subjective quality of the rendered views as well. Looking at the overall 
results it would be justifiable to improve the existing method to encode depth maps at real time 
especially piecewise smooth depth maps as ‘Ballet’ and ‘Breakdancers.
6.2.3.4 Complexity analysis
A complexity analysis is performed based on the average time in seconds it takes to encode a 
frame. This is done on a personal computer with an Intel Core2Duo processor of 2.1GHz speed 
with a 3GB of RAM running Windows XR The Table 6.1 shows these times. The GA based 
algorithm, in which a near optimal solution is searched for both encoding modes and prediction 
modes, is of considerable complexity than the reference method.
As illustrated in the table 6.1, the GA based technique is highly time consuming than the reference 
technique. However, the GA based technique will have important use cases in offline video 
compression schemes which will immensely benefit from the bit rate savings that is achievable 
by the method.
When bit rate savings and subjective quality improvements are considered, the GA based al­
gorithm is suitable for applications that require one off compression cycles. These applications 
include movie recordings on VGD/DVDs and video on demand. Since these applications work on 
storage or bandwidth limited situations and need to do the compression only once, the proposed 
method is a good way of 3D video compression in such situations.
This subsection presented a novel approach for compression of depth maps in 3D video, by 
concentrating on the quality of the rendered stereoscopic views. Here we considered depth map
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Figure 6.11: Visual Examples: ‘Ballet’ Sequence.
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as an aid for rendering rather than an image that is for viewing by an end user, and showed that
H.264 Intra mode selection can be optimized to encode depth maps. There are two key differences 
done to the H.264 reference JM Intra coding framework. Firstly, all of MBs in one row are encoded 
together. Next, a new distortion criterion is introduced to track rendering distortions, in to the 
mode selection stage of JM Intra coder. The obtained results by the proposed method are very 
encouraging. Due to the considerably large search space the proposed technique as it stands is 
somewhat computationally expensive and can be applied to offline compression scenarios. In the 
next section a method to reduce the complexity of the GA based technique is proposed to enable 
online depth map coding.
6.3 R endering D istortion  M odeling for M ode Selection
An initial effort to minimize rendering distortions while compressing depth maps is presented in 
the previous section, where the depth map compression is optimized to suit view rendering. In 
section 6.2, the distortion of rendered views, measured in terms of the Sum of Squared Error 
(SSE) between the views rendered with the original and distorted depth map, is used at the 
Lagrange Optimization based encoding mode selection stage. However, the method in section
6.2, which is based on a Genetic Algorithms (GAs), is computationally intensive and is suitable 
mainly for offline compression applications.
In contrast to the GA based method proposed in the previous section, the technique described 
in this section uses an approximation of rendering distortions in virtual views, which are caused 
by pixel errors in the depth map. The proposed approximation of the rendering distortions is 
used while making the encoding mode decisions based on Lagrange Optimization. Since signif­
icant coding efficiency is achieved, along with improved visual quality, it is believed that the 
proposed method has important use cases in real time 3D video coding applications such as live 
broadcasting and video conferencing.
6.3.1 T he R endering  D istortion  M od el
The error models commonly used in video encoding systems, measure the distortion of an encoded 
image as pixel errors. This is acceptable in situations for which this image is finally viewed by 
users. However, since the depth map is used for virtual view generation, end users will not 
perceive pixel errors on the depth map. Instead they will perceive the rendering errors that are 
caused by those pixel errors. This subsection investigates how pixel errors in the depth map will 
affect the virtual view generation process and proposes a distortion model to measure the effect 
of these errors.
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Pi= Location in the rendered view, to where the color pixel (C) is ideally shifted 
P2= Loeation in the rendered view, to where the color pixel (C) is erroneously 
shifted due to the horizontal disparity error
Figure 6.12: Measuring the rendering error caused by a single depth change
6.3.1.1 R en d e rin g  E rro r  caused  by  a  D e p th  C hange
The effect of per-pixel depth errors on virtual view generation is discussed in section 6.2.1.3. 
According to section 6.2.1.3, a single depth pixel error causes two pixel positions in one row of 
a rendered view to be in error. This is illustrated further in Fig. 6.12, where tfie pixel position 
Pi, corresponds to the location in the rendered view where the color pixel (C) should ideally 
be. The pixel position P-2 in Fig. 6.12, corresponds to the new location in the rendered view to 
wliere C is now shifted due to tlie horizontal disparity error.
Thus, the errors in pixel positions Pi and p^are caused by the change of the depth pixel value, 
or tlie depth cliange. The total error on the rendered virtual view or the Rendering Error { E r ) 
is the sum of errors at positions Pi and Pg. The E r  is given as in Eq. (6.4), in wfiich, Ei (wliere 
i 6 (1,2)) denotes the error at pixel position p  in the rendered view. E-i is calculated as the 
absolute luminance difference at position p ,  between the ORV and the DRV. This E r  needs to 
be minimized, while encoding the depth map, for improved virtual view generation.
E r  =  E l  +  E 2 (6.4)
As illustrated in Fig. 6.4, the pixel errors in a particular macroblock (MB) in the depth map 
will not only affect the corresponding MB in the rendered virtual view, but also, the neighboring 
MBs. This makes it impossible to measure the rendering error, on a block (MB or sub MB) 
basis, and necessitates to measure the E r  and to select a collective set of encoding modes for an 
entire row of MBs. Therefore, it is necessary to measure E r  on a block basis, to incorporate it in 
a video encoding system that takes block wise encoding mode decisions and caters to real time 
applications. In other words, it should be possible to calculate tlie E r  as in Eq. (6.4) without
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the need for encoding and rendering an entire row of MBs. To facilitate such block wise encoding 
mode selection while encoding depth maps, an approximation of the rendering error E r  on a 
pixel basis is proposed in the next subsection.
6.3.1.2 Approximation of the D istortion M odel
The following text forms arguments to approximate Ei and E2 in Eq. (6.4) to calculate the E r . 
As described earlier, Ei and E2 correspond to the errors at locations P\ and P2 in Fig. 6.12. Let 
l\ and I2 denote the luminance values at pixel positions Pi and P2 in the ORV, respectively. Let 
Ic denote the luminance value of the corresponding pixel ( C) in the color image as illustrated in 
the Fig. 6.4(a).
If the li is equal to L, there is a high probability that that the corresponding color pixel (C) 
was originally located at position P\. In this case, it is assumed that due to the depth change, 
this color pixel is shifted to P2, leaving a dis-occluded pixel (hole) at Pi. This hole at Pi will be 
filled with value Ih, which is determined by the hole filling method that is utilized (In our work 
we use “Background color extrapolation” [40] as the method of hole filling due to its simplicity 
and ease of implementation). However, if h  is not equal to L, it means the particular color pixel 
was occluded by another pixel in the ORV. Hence, there is considered to be no error at pixel 
position Pi, due to the depth change. Accordingly, Ei can be calculated as follows.
{abs{lc — lh) i f  h  = lc : A hole created at Pi (6.5)0 i f  h ^ l c  '■ No hole created at Pi
When the color pixel (C) is shifted by error to position P2 , the pixel value at position Pz, i.e. I2 
in the ORV is replaced by Ic- Based on this assumption, E 2 can be calculated as in Eq. (6.6).
E 2 = abs{lc -  h )  (6.6)
Finally, substituting Eq. (6.5) and Eq. (6.6) in Eq. (6.4), the corresponding E r  of the depth 
change can be approximated. As described in this section, E r  for an error in the depth map 
is the sum of the errors at Pi and P2 , considering the corresponding color pixel C. However, a 
neighboring color pixel in the same row could overwrite the pixel positions Pi and P2 . Therefore, 
the Eqs. (6.5) and (6.6) hold only on a pixel basis, but, would not be valid when considering a 
complete row. Thus, it should be noted that, Eqs. (6.5) and (6.6) provides only an approximation 
of the E r , to facilitate block wise encoding mode selection. Also, since h , Z2 , Ic and Ih are all 
equal, if a depth distortion occurs in an area where the color pixel values are identical, both Ei 
and E 2 would reduce to zero, resulting in zero E r .
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Figure 6.13: Mode selection method with the proposed rendering distortion model
6.3.2 M ode selection  m ethod  w ith  th e  proposed d istortion  m odel
Encoding mode decisions in JM encoder are taken macroblock wise, based on a rate distortion 
optimization model[90]. Lagrange optimization based mode decision making process is described 
in subsection 6.2.1.2.
The main difference of the proposed technique with the JM encoder is in the distortion mea­
surement at the mode selection stage. In the proposed system when the depth map is encoded, 
instead of taking the SSE between the original and the predicted pixels, the error is calculated as 
described in section 6.3.1.2. As shown in Fig. 6.13, the predicted pixel values, the uncompressed 
depth map, the uncompressed color image and a virtual view that is rendered with the original 
color image and the depth map are required to calculate the proposed distortion measure. Since 
the distortion model is changed, the existing Lagrange multiplier estimation method in JM [90] 
cannot be used with the proposed method. Therefore, for the experiments described in the next 
section, a set of A values were empirically selected.
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6.3 .3  E xp erim en ta l resu lts ob ta in ed  for th e  d istortion  m od eling  based  
techn ique
6.3.3.1 Experimental setup
Experimental conditions are same as the ones that are described in section 6.2.3.1, except that for 
this experiment, simulations are performed on four test sequences at their original resolution. The 
results are presented for the ‘Ballet’ and ‘Breakdancers’ sequences (1024x768) from Microsoft 
Research [108], the ‘Horse’ (480x270) [6]and the ‘Akko’ (640x480) [93] sequences. Furthermore, 
to illustrate that the errors in the depth map will cause structural distortions in the rendered 
views, especially at depth discontinuities a structural similarity measure is used to evaluate the 
performance of the proposed technique, in addition to the PSNR of the rendered views.
6.3.3.2 R ate-Distortion analysis
The RD curves, shown in Figs. 6.14 to 6.17, illustrate the quality of the rendered virtual views, 
against the bit rate required to transmit the depth map. Two quality measures, namely, the 
PSNR and the Structural Similarity Index (SSIM) [99] of the rendered views are used for anal­
ysis. SSIM index provides a measure of the distortion of the structure of the rendered views in 
comparison to the PSNR, which deals with pixel errors. The average bit rate savings, which is 
calculated according to the method described in [19], and the average bit rate savings according 
to SSIM measurements is summarized in Table I.
According to the experimental results, the proposed method saves 19%-32% average bit rate 
for all of the sequences, except for the ‘Akko’ Sequence, which exhibit a large bit rate saving 
of 76%. The bit rate savings achieved with the proposed method according to SSIM is almost 
same as the gains according to PSNR. This fact suggests that the proposed method, which is 
based on minimizing rendering distortions on a pixel basis, significantly improves the perceived 
visual quality. High gains achieved for ‘Akko’ sequence can be explained by considering the scene 
complexity. The SSIM error maps shown in the figure 6.18 suggest that most of the noticeable 
errors are condensed near edges. The ‘Akko’ sequence contains a large amount of distinguishable 
edges in comparison to other sequences.
6.3.3.3 Visual examples for the proposed m ethod
As shown in figure 6.18 the proposed method is able to reduce the distortions in edge areas, more 
than the reference method. Similarly, in the ‘Horse’ sequence as well, there are large amount 
of edges in the color image. However, in contrary to ‘Akko’, the edge areas in ‘Horse’ are not
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Sequence Based on PSNR Based on SSIM
Ballet 19.10 25.98
Breakdancers 31.50 31.94
Horse 25.90 19.16
Akko 61.80 76.25
Table 6.2: Summary of overall bit rate savings
Sequence Reference technique DM based technique
Ballet 25 40.5
Breakdancers 24.2 39
Akko 10.2 6.4
Horse 3.8 15.9
Table 6.3: Average time taken (s) to encode a frame with the G A based technique
associated with a variation of depth. Thus, the proposed method yields more gains when the 
color image has a high density of edges and the areas that contain edges has a corresponding 
variation of depth. Since the proposed technique does not try to optimize the PSNR of the depth 
maps against the bit rate, but the PSNR of the rendered virtual views, the PSNR of the depth 
maps is reduced by l-1.4dB on average for all the sequences with the proposed method. Further, 
visual results in Fig. 6.19 suggest that the proposed method reduces unnecessary artifacts in 
virtual views that are generated with compressed depth maps.
6.3.3.4 Complexity analysis
A Complexity analysis was done based on the time taken to encode a frame, to show the suitability 
of the proposed system for online applications. The results shown in Table I is the encoding time 
for the frames that is used in this experiment. Experiments are performed on a computer with 
an Intel@ Core2Duo processor (T6400/2.13GHz) and 3GB Random Access Memory (RAM).
Intra coding with the proposed technique is 60% more time consuming than the reference. How­
ever, Intra coding with the proposed technique requires only around 20% of the time taken for 
inter frame coding with a full motion search.
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(a)
Rendered image with the 
original depth map
(b)
Rendered image with the 
depth map encoded with 
the proposed technique: 
PSNR of rendered view 
39.75dB and SSIM: 
0.9923 with depth coded 
at 1470kbps
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map: PSNR of rendered 
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0.9905 with depth coded 
at 1470kbps
Figure 6.19: Visual Results for ‘Ballet’ Sequence.
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Sequence CA based technique Distortion Modeling 
based technique
Ballet 33.6% 19%
Breakdancers 47.4% 31.5%
Table 6.4: Comparison of overall bit rate savings achieved by the two techniques
Sequence Reference
technique
CA based 
technique
DM based 
technique
Ballet 1 583.4 1.62
Breakdancers 1 525.6 1.61
Table 6.5: Comparison of overall bit rate savings achieved by the two techniques
6.4 Com parison of the G A  based technique and d istortion  
m odeling based technique
A comparative analysis is performed in this section to highlight the differences between the two 
techniques proposed in this chapter. The two common sequences used in both simulations are 
used for this analysis.
6.4.1 R ate-D isto r tio n  perform ance com parison
The table 6.4 provides the average bit rate savings achieved by the above two techniques. The 
average bit rate savings are calculated by the method described in Ref. [19] and are based on 
the average PSNR of the rendered views.
6.4 .2  C om pu tation al com p lex ity  com parison
As the experiments in section 6.2.3 and 6.3.3 are performed with video files of different resolutions, 
the complexity is measured as the ratio of encoding time between the concerned technique and 
reference method. The average complexity of the two proposed techniques are illustrated in table
6.5.
It is seen from the above results that the while the GA based technique is far more superior than 
DM based technique in terms of rate distortion performance, the DM based technique is far less 
computationally complex.
6.5. Summary 133
6.5 Sum m ary
In this chapter, two encoding mode selection techniques are proposed to optimize existing video 
codecs to suit depth map compression. The first technique is based on Genetic algorithms and 
the second technique is based on an analytical model that approximates rendering distortions. 
The GA based technique achieves bit rate savings of up to 47% and the distortion modeling based 
technique achieves average bit rates savings of up to 31%. However, the GA based technique 
is far more computationally complex than distortion modeling techniques, and hence it is more 
suitable for offline video coding applications where as the DM based technique is suitable for 
online video coding applications.
As the proposed algorithms does not change any syntax associated with the H.264/AVG coding 
standard, the H.264/AVC decoder can be used to decode the bit stream generated by the proposed 
encoding method. Therefore, the methods proposed in this chapter are H.264/AVC standard 
compliant and can be utilized to adapt existing video encoders to encode depth maps.
Chapter 7
3D TV  Transmission Over Error 
Prone Channels
7.1 Introduction
Transmission of 3D video content over heterogeneous networks is an important element in the 
3DTV distribution chain. As described in chapter 2, transmission of 3D video content over error 
prone channels poses two new challenges. Firstly, due to inter-view disparity compensation in 
MVC, the packet loss errors are propagated in to dependent views in a multiview video stream. 
Secondly, in the case of color plus depth represented 3D video the losses in depth map will affect 
the view generation process. This chapter is dedicated for analysis of 3D video transmission in 
error prone channels. Specifically, the two main problems identified above are analyzed by way 
of extensive simulations.
Contributions of this chapter are identified as follows,
• The error propagation characteristics of MVC under error prone environments is analyzed. 
The performance of inter-view predicted and intra-view predicted stereoscopic 3D video is 
compared under different packet loss rates.
• The effect of channel errors upon view generation process in a color plus depth represented 
3D video system is compared against a stereoscopic 3D video system. Specifically, the per­
formance of stereoscopic 3D video and color plus depth represented 3D video is compared 
under various packet loss rates.
Rest of the chapter is organized as follows. Section 7.2 presents an experimental analysis of
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error propagation characteristics of MVC in error prone environments and compare the perfor­
mance against independently encoded stereoscopic video. Section 7.3 investigates reciever end 
3D quality variation with detrimental channel effects for color plus depth represented 3D video 
and stereoscopic 3D video. Finally, section 7.4 summarizes and concludes this chapter.
7.2 A nalysis o f error propagation characteristics o f M VC
This section presents an experimental analysis of error propagation characteristics of MVC in 
error prone environments. Specifically, we compare the performance of inter-view predicted 
stereoscopic videos and intra-view predicted stereo content.
7.2.1 E xp erim en ta l setup
To show the influence of wireless transmission errors on the perception of 3D video, a number of 
coding and transmission simulations are carried out. This section describes the conditions used 
in the experimental setup.
7.2.1.1 Stimuli
In the experiments, four different stereoscopic video sequences, in the form of Left-Right video 
pair are used. Specifically, a camera pair from Ballroom (640x480), Exit (640x480), Newspaper 
(1024x768) and Lovebird 1 (1024x768) multiview test sequences are used. Each of the video 
sequences is encoded at a constant quality with the encoder parameters discussed below.
7.2.1.2 Video encoder settings
For each sequence, the camera pair is encoded in two different ways to generate two video bit 
streams, however at roughly the same bit rate. One encoded bit stream corresponds to the MVC 
coded pair, in which inter-view disparity compensation is utilized. The other stream corresponds 
to the case where each camera view is independently encoded, which is known as simulcast 
coding. Table 7.1 gives the source coding conditions.
7.2.1.3 Transmission simulation setup
Each slice is encapsulated in a single network abstraction layer (NAL) unit, which is transmit­
ted to the decoder. A random packet loss simulator, which is provided with the JM reference
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Parameter Value
Video Codec The MVC open source codec 
provided by Nokia (based on a 
previous JM)
Entropy Coding Context Adaptive Binary 
Arithmetic Coding (CABAC)
Number of Frames 200
GOP Size 30
Rate Control Disabled, constant QP=24
Slice Parameters 1320 bytes/slice
Table 7.1: Encoder parameters
software, is modified to simulate random packet losses. During packet loss simulation, all the 
Instantaneous Decoder Refresh (IDR) frames and the parameter sets of the video sequences are 
received uncorrupted. The experiments are performed at 4 different packet loss rates, 0.5%,
1.5%, 2.5% and 3.5%. Random packet loss simulations were repeated for 15 times, i.e. for 3000 
frames for each sequence, and the results are averaged.
7.2 .2  P erform ance evaluation  o f M V C  under various packet loss rates
This section describes the experimental results obtained by the packet loss experiments per­
formed.
As noted earlier, for a given sequence, the MVC and SC coded stereo camera pair is encoded at 
the same bit rate. However, the percentage of interview predicted MBs in the MVC coded pair, is 
very content specific. The percentage of intra predicted MBs, interview predicted MBs, temporal 
predicted MBs for each video stream is given in table 7.2, as 1%, V% and T% respectively.
The percentage of interview predicted MBs depend on the displacement between adjacent cam­
eras, illumination differences between cameras, color imbalance between cameras and geometry 
of objects in a scene. Further, despite of these differences in the percentage of interview predicted 
MBs, rate distortion gain of any of these sequences did not exceed 5% in bit rate savings at any 
bit rate.
Despite of minute rate-distortion performance differences, the performance of MVC coded bit 
streams under different packet loss rates illustrate significant differences among tested sequences.
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Sequence
MVC SC
1% V% T% PSNR 1% V% T% PSNR
Ballroom 11 10 79 2&8 11.5 0 8&5 2&8
Exit 11 1 88 31.7 10 0 90 30.4
Flamenco 6 0.1 9&9 29.1 6 0 94 27.7
Newspaper 4.5 1 94.5 31 11.5 0 8&5 3L3
Lovebird 4 4.5 91.5 34.7 11 0 89 3&3
Table 7.2: Statistics of encoding modes and error performance at 1.5% PLR
as shown in figure 7.1. For certain sequences, MVC coded streams perform better under packet 
loss conditions and for certain other sequences MVC performs worse than SC. This difference 
in performance can be attributed to the encoding mode distribution as illustrated in table 7.2. 
The MVC coded sequences in which the Intra coded MB percentage is not affected due to inter­
view prediction process, perform better than SC coded sequences. In these sequences, interview 
predicted MBs seems to improve the error robustness of encoded video. In contrast, when the 
interview prediction process effects the Intra coded MB percentage to drop, it adversely affects 
the error robustness of encoded multiview video. Thus, under constant intra prediction rates, 
interview prediction is inherently robust.
The inherent robustness of interview prediction could be understood as follows. As illustrated 
in figure 7.2, in the base view the errors are temporally propagated until it is refreshed by an 
Intra coded macroblock. However, when the non-base view is considered, the temporal error 
propagation will stop either when the frame is Intra coded or when it is interview predicted from 
a temporally unaffected area in the base view. Thus the duration of temporal error propagation in 
the non-base view is theoretically less than in the base view. However, when the intra prediction 
rate is reduced, temporally unaffected areas in the base view will decrease, due to temporal error 
propagation, and in turn will adversely affect the non-base view.
7.3 Com parison of transm ission perform ance o f stereoscopic  
and color plus depth represented 3D video
This section presents an experimental study that is carried out to evaluate the performance of 
3D-TV transmission over error prone wireless channels. Experiments are performed for both 
stereoscopic (left and right) and color plus depth represented 3D video, to investigate how the
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Vp= interview error propagated macroblock 
Tp= temporally error propagated macroblock 
I = intra predicted macroblock 
L = lost macroblock 
Tc= temporally unaffected (correct) macroblock 
Vc= correctly predicted interview macroblock
Figure 7.2; Illustration of error propagation in MVC 
user end 3D quality is affected by different channel conditions in the two types of 3D video.
7.3.1 E xp erim en ta l setu p
To show the influence of wireless transmission errors on the perception of 3D video, a number of 
coding and transmission simulations are carried out. This section describes the conditions used 
in the experimental setup.
7.3.1.1 S tim uli
In the experiments, four different stereoscopic video sequences, in the form of Left-Right video 
pair, as well as in the form of 2D-plus-depth (or color-plus-depth), are used. Specifically, a camera 
pair and a camera along with its depth map from Kendo (1280x720), Beergarden (1280x720), 
Newspaper (1024x768) and Lovebird 1 (1024x768) multiview test sequences are used. Both 
of these 3D video formats are considered in this experiment. However, Multiview plus Depth 
(MVD) 3D video formats such as MVD2 and MVD4 demand much higher bandwidth than the 
two formats that are considered (around 19 Mbps and 43 Mbps, respectively according to [24]). 
Therefore, the WiMAX wireless channel is not capable of transmitting them with acceptable 
delay and quality.
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Parameter Value
Video Codec H.264 Reference Joint Model (JM) 
Software Version 15.1
Entropy Coding Context Adaptive Binary 
Arithmetic Coding (CABAC)
Number of Frames 400
GOP Size 20
Rate Control Enabled, 6Mbps divided as 
described
Slice Parameters 960 bytes/slice
Table 7.3: Encoder parameters 
7.3.1.2 Video encoder settings
In the experiments, the target video transmission rate is selected as 6 Mbps for all the video 
sequences used, with a distribution of 4.8 Mbps for color channel and 1.2 Mbps for depth channel 
(2D-plus-depth video) and 3 Mbps for each of the Left and the Right channels (L-R video). Table
7.3 gives the source coding conditions.
7.3.1.3 Transmission simulation setup
The 3D video quality in this experiment is evaluated under various levels of received signal quality 
at the Subscriber Station (SS), i.e., different values of Signal-to-Noise Ratio (SNR) (Es/No) for 
different modulation and coding schemes. The transmission error patterns related to WiMAX 
wireless transmission channel are utilized for 3D video distortion characterization task. The error 
trace files related to different Modulation and Coding Schemes (MCS) and channel conditions 
have been generated in the WiMAX simulation environment that is described in [66]. The Base 
Station (BS) and Mobile Station (MS) physical layers (e.g., PEC coding, interleaving, repetition, 
modulation, etc.) and the radio channel model, i.e., the air transmission perturbations between 
the BS and the MS, were simulated using a set of error pattern traces with their corresponding 
Bit Error Rate (BER) and Block Error Rate (BLER) statistics that were generated in [66] for 
different propagation environments, signal-to-noise ratio (SNR) values, and MS speeds. The 
radio channel model considered is for an ITU Vehicular A environment for a user traveling at 
a speed of 60 km/h. The length of each trace is 15 seconds (3000 frames of 5 ms each). The 
raw bit-error trace files are handled in a way to convert the bit-error traces to video packet error
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Figure 7.3: Packet loss rates corresponding to various channel conditions in the WiMAX 
simulation setup
traces, taking into account the target video packet size. Among different MCS modes used are 
16 Quadrature Amplitude Modulation (QAM) 1/2, 16QAM 3/4, 64QAM 1/2, 64QAM 2/3 and 
64QAM 3/4. The first part specifies the modulation scheme, whereas the fractional number 
represents the convolutional turbo code (CTC) rate. CTC is used as the channel coding method. 
The Figure 7.3 illustrates how the packet loss rates change with different channel conditions and 
MCS modes that are used. For more information about the simulation setup readers are referred 
to [66].
The WiMAX simulator uses a Time Division Duplex (TDD) frame that contains 390 data slots 
in a downlink subframe (30 sub-channels x 13 time symbols) excluding the preamble. This TDD 
frame corresponds to 5ms. Different MCS modes enable different number of bits per data slot. 
16QAM 1/2 modulation allows 96 bits to be put in each slot, whereas 64QAM 3/4 modulation 
allows 216 bits to be put in each slot. Accordingly, 16QAM 1/2 modulation can provide a 
maximum of 7.49 Mbps transmission speed, while 64QAM 3/4 modulation can reach up to 16.85 
Mbps transmission speed.
As we initially had the raw slot-error trace files for WIMAX, we have converted the error-traces 
to packet error traces. For that purpose, the average number of required slots is computed for 
each video packet, according to each tested modulation scheme. The bandwidth was allocated
7.3, Comparison o f transmission performance o f stereoscopic and color plus depth
represented 3D video 142
as follows: the minimum reserved traffic rate (or equivalently, the number of data slots allocated 
per 5 ms frame) QoS parameter of the Real-Time Variable Rate (RT-VR) data delivery service 
was set to a value such that any Media Access Control (MAC) payload (or an IP packet) is 
delivered within a maximum latency of 500 ms.
7.3 .2  P erform ance evaluation  o f 3D  v id eo  over W iM A X  channels
This section describes the performance evaluation experiments and results for 3D video trans­
mission over WiMAX channels. Color plus Depth and Left and Right representation techniques 
of 3D video are considered during these experiments.
The selected video sequences are compressed using the JM reference software and then the 
transmission is simulated over the WiMAX setup described in section III. The lost frames are then 
concealed using the motion copy method [96]. Thereafter, the perceptual 3D quality is measured. 
The perceptual quality is considered as the average Peak Signal-to-Noise Ratio (PSNR) of the 
stereoscopic views (left and the right eye view). It is reported in [41][7], that perceive 3D video 
quality is the average of the qualities of the individual stereoscopic views.
7.3.2.1 Performance evaluation of left-and-right 3D video
The Figure 7.4 illustrates the average perceived quality with respect to the channel SIR for a 
fixed total bit-rate of 6 Mbps for Left and Right 3D video transmission. The channel SIR range 
is considered in the range of 10 dB to 30 dB for the experiments, where each modulation scheme 
is effective in a specific operation range.
7.3.2.2 Performance evaluation of color plus depth 3D video
The stereoscopic views in the case of 2D-plus-depth are rendered with the color video and the 
corresponding depth map, according to the MPEG informative recommendations [11]. In this 
process, i.e. in DIBR, the original image points at locations {x, y) are transferred to new locations 
{x l , v) and (xR,y) for the virtual left and right viewpoints, respectively. The Figure 7.5 shows 
the average perceived quality with respect to the channel SIR for color plus depth 3D video 
transmission at 6 Mbps (color at 4.8 Mbps and depth at 1.2 Mbps).
7 .3 .3  C om parative analysis o f perform ance evaluation  resu lts
It should be noted that for each tested video sequence, the patterns of the performance graphs 
are identical, regardless of the utilized 3D video format. It is clear that for a particular channel
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condition (identified by SIR), which is affected by factors such as the transmitted power level, 
the encountered attenuation, and the level of interference, the selection of the modulation scheme 
along with the channel coding rate affects the perceived 3D video quality. The higher perceived 
3D video quality comes at the expense of under-utilized bandwidth resources, i.e. lower modula­
tion scheme, such as 16 QAM. The general conclusion can be drawn, such that it is important to 
select 64 QAM 3/4 at very good channel conditions (above 24 -  25 dB) to serve more clients at 
the highest perceived quality. As the channel conditions become worse, it is important to select 
the modulation scheme and the channel coding rate, such that reasonable perceived quality is 
achieved with more bandwidth saved for the transmission of other data (video, audio, meta data, 
etc.) or to serve more clients. It will be another step to specify the range of acceptable video 
quality based on the subjective tests. Another important conclusion is that left and right based 
video format is superior to color plus depth video format at the same transmission bit rate and 
under identical transmission channel conditions, as the range of average perceived video quality 
is around 1 to 5 dB higher in the case of left and right. One of the reasons for this difference 
is the distortions introduced in the synthesized Left and Right channels during the depth image 
based rendering process. The generated dis-occlusion areas are filled with heuristic hole-filling 
techniques. Hence, left and right based 3D video transmission is more robust and can yield 
higher perceived quality under the tested conditions than the color plus depth video format.
7.4 Sum m ary
This chapter presented experiments and results that investigated two transmission related as­
pects of 3D video. Firstly, the effect of error propagation in MVC coded stereoscopic 3D video is 
compared against the simulcast coded stereoscopic video. Stereoscopic video sequences are en­
coded utilizing interview prediction and with out interview prediction. The encoded bit streams 
are corrupted using a random packet loss simulator. Simulation experiments performed with 
several test sequences suggest that for certain sequences, interview prediction mode in MVC 
affects favorably towards its error robustness. However, for MVC to affect favorably towards 
error robustness, MVC should be performed in a way that it does not affect the percentage of 
intra predicted macroblocks. Thus, interview prediction is favorable towards error robustness 
than temporal prediction, but it intra prediction is more favorable than interview prediction.
Secondly this chapter performed a comparative experimental analysis of two different 3D video 
representation schemes under detrimental channel effects. Experiments are performed for both 
color plus depth represented 3D video and stereoscopic 3D video, and packet losses are simulated 
in a WiMAX simulation framework. The quality at the receiver end of the two representation 
schemes is evaluated by taking the average quality of stereoscopic views that are received or of
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the views that are rendered with DIBR. Results indicate that considering the detrimental effects 
of wireless channels for a given bit rate, the Left and Right Representation of 3D video performs 
better than the Color plus Depth Representation technique, in terms of the received quality of 
stereoscopic views.
Chapter 8
Decoder Based Post-Processing of 
Compressed D epth Maps
8.1 Introduction
The preceding chapters of this thesis presented models and techniques to improve various ele­
ments of the 3D video distribution chain. Processing and encoding methods of color plus depth 
represented 3D video were presented in the previous chapters with a special emphasis on depth 
maps. While encoding and processing techniques of depth maps can be optimized to suite the 
virtual view generation process in a DIBR system, the quantization of transform coefficients in 
an encoder inevitably causes undesirable artifacts in encoded depth maps. This chapter proposes 
a post-processing scheme that is aimed at reducing the effects of compression artifacts of depth 
maps upon the virtual view generation process. Specifically, this chapter presents an image de- 
noising technique based on bilateral filtering that could be implemented as an out of the loop 
filter of a video decoder. Similar eflforts of image denoising techniques that are proposed recently 
to be applied on depth maps are reviewed in section 2.5.3.
This chapter starts with an analysis of the effects of compression artifacts upon the virtual view 
generation process. Based on the analysis, a depth map post-processing framework is proposed 
to minimize the effects of compression artifacts at the decoder, which utilizes certain non-linear 
spatial filtering techniques. Specifically, we propose a Bilateral Sharpening Filter (BSF) that 
adaptively filters out compression artifacts in depth maps by assuming that depth maps are 
piecewise smooth images with sharp depth discontinuities. The BSF analyzes the dominant 
peaks in the image histogram and determine the global depth value bins to rearrange the depth 
pixels. To improve the identification of depth value bins an Edge Adaptive Joint Trilateral Filter
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(EA-JTF) is proposed as a pre-filtering stage. The EA-JTF has an inherent capability to align 
the edges of the depth map with its corresponding color image, and its edge thresholds are 
selected to filter out any insignificant depth discontinuities.
Contributions of this chapter could be identified as follows,
• Theoretically analyze the effects of compression artifacts upon the quality of the rendered 
views both in terms of pixel fidelity and perceptual quality
• A Bilateral Sharpening Filter (BSF), coupled with an Edge adaptive Joint Trilateral filter 
(EA-JTF) implemented as a pre-filtering stage, is proposed to adaptively filter out com­
pression artifacts in depth maps that cause undesirable artifacts in rendered virtual views. 
The proposed filtering technique is based on the assumption that depth maps are piecewise 
smooth images with sharp depth discontinuities.
• Propose an EA-JTF at the pre-filtering stage, which overcomes the limitations of both the 
JBF [45] and the JTF [68].
• Propose a strategy to reduce the computational complexity of the proposed post-processing 
filter
The rest of this chapter is organized as follows. The section 8.2 presents an analysis of compression 
artifacts in depth maps upon the virtual view generation process. In section 8.3 we introduce 
the background theory related to the method proposed in this chapter. The section 8.4 describes 
the proposed depth map filtering technique based on bilateral filtering. The section 8.5 presents 
the experimental results and discussions and section 8.6 summarizes and concludes this chapter.
8.2 A nalysis Of Com pression A rtifacts in D ep th  M aps
The aim of this chapter is to present a framework for post-processing of depth maps to minimize 
the effects of compression artifacts upon the virtual view generation process. In this section we 
analyze the effects of compression artifacts upon the view generation process. In this chapter we 
are specifically interested in the rendering of stereoscopic views with a monoscopic color image 
and a per-pixel depth map. Firstly, the depth image based novel view generation process is 
introduced. Thereafter, we theoretically derive the thresholds for maximum possible distortions 
in depth map that does not cause perceptual rendering distortions. Furthermore, we illustrate 
the effects compression artifacts in the frequency domain. Finally, based on the analysis, we 
discuss the requirements of a candidate post-processing filter that could be used for compression 
artifact removal in depth maps.
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8 .2 .1  A nalysis o f com pression  artifacts in d ep th  m aps on v iew  render­
ing
Due to bandwidth constraints, it is a common practice to compress depth maps before storage 
or transmission in bandwidth limited channels. Traditional block based video codecs, such as 
H.264/AVC, are based on motion estimation, transform coding, quantization and entropy coding. 
During quantization process, high spatial frequencies in individual images are eliminated. This 
is done mainly due to the fact that the human visual system is more sensitive to the low spatial 
frequencies in images.
When traditional video codecs are used to compress depth maps, which are not viewed by hu­
mans but used to aid the view rendering process, the compression artifacts will have adverse 
consequences upon the quality of the rendered views. It is highly important to preserve the 
sharp depth discontinuities present in depth maps for high quality virtual view generation. In 
this subsection we analyze the effects of compression artifacts upon the view generation process.
The Eq.(2.3) provides the relationship between the value of the depth pixel (m) and the corre­
sponding pixel parallax (ppix)- Suppose there is a change of Am in the value of the depth pixel, 
there would be a corresponding change of Ap  in the pixel parallax.
Ppia; +  A p =  - X B  • ( f e n e a r  + k f a r )  ~  k f a r ^  (8.1)
From Eqs. (2.3) and (8.1) it could be deduced that,
A p  =  X B -  ^  { k n e a r  +  & / o r )  ( 8  2 )
In terms of the rendering algorithm used, the change of depth pixel value (Am) will not have 
any significance unless it is large enough to cause a parallax change of at least 1 pixel. According 
to Eqs. (2.1) and (2.2), the maximum value Ap in Eq. (8.2) could be is 2 pixels. Using this 
information, the maximum change {Arumax) of the value of a depth pixel could be derived as 
follows,
^ = + (8.3)
2 . D  :255 /o
Arrimax — J.T /, , , \ (8.4)
X b  ' J^pix ' \ k n e a r  " T  i^far )
The Arrimax in Eq. (8.4) provides a theoretical threshold, which indicates the maximum change
a depth pixel value could undergo without causing a rendering error. It should be noted that
the above derivation does not take in to account the rounding errors, in which case a minimum
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parallax of 0.2 could bring about change in the warped pixel position. However, the above 
derivation is valid when the rendering quality does not consider positional errors of one pixel as 
given in Ref. [107]. The derived threshold will be the basis for calculating most of the parameters 
for design of the filters. Next, we do a frequency domain analysis of the artifacts introduced 
during the compression of depth maps.
For the analysis purposes, we obtain the 2-Dimensional Discrete Fourier Transform (DFT) F{u, v) 
of a digital image f {x ,y )  of size M  x N  defined as,
Af—1 W—1
F i u , v ) = Y , y ^  /(Z, v) ■ (8,5)
z=0 y = 0
where, u =  0 ,1 , . . . ,M and u =  0,1,. . .  ,77.
The power spectrum (PS) P{u,v)  of a considered image segment f {x , y)  is obtained using the 
DFT as,
f(ii,u ) =  |F(i/,u)|=^ (8.6)
The Fig. 8.1 illustrate the effect of compression artifacts in areas with homogenous depth. During 
compression small depth variations, which present spatially high frequencies, are removed. This 
fact is further illustrated by the power spectrum difference between Fig. 8.1(e) and 8.1 (g), where
the energy in 8.1(g) is much lower (dark blue) than 8.1(e). The periodic nature of the power
spectrum in Fig. 8.1(g), is due to the blocking artifacts present in Fig. 8.1(c). The effect of this 
upon rendered views is illustrated in Fig. 8.1(b) and 8.1(d). The corresponding power spectrums 
illustrated respectively in Fig. 8.1(f) and 8.1(h) does not show significant change. The Fig. 
8.2(a-d) illustrate the effect of compression artifacts in an area with a sharp depth discontinuity. 
The corresponding power spectrum of the image rendered with the compressed depth map in 
Fig. 8.2(h) illustrates increased energy concentration in high spatial frequencies, as compared 
to the power spectrum of the image rendered with the uncompressed depth map. Fig. 8.2(f). 
This is mainly due to the uneven blurring at the depth discontinuity. Further analysis of the 
compression artifacts in this particular scenario is illustrated in Fig. 8.3. For the purpose of 
the following analysis we define the following terms,
Depth Noise:  difference in the pixel values between the original depth map and the compressed 
depth map
R endering Noise:  difference in pixel values between the view rendered with the original depth 
map and the view rendered with the compressed depth map
Perceived Noise:  Perceivable difference between the view rendered with the original depth map 
and the view rendered with the compressed depth map. This measure will neglect tiny position
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errors due to warping and pixel value differences below a certain threshold. The perceivable 
difference is obtained as in the PSPNR [107].
In Fig. 8.3(a), the depth noise in depth map is characterized. The power spectrum of the depth 
noise in the depth map suggests that the due to compression of sharp depth discontinuities, the 
depth noise introduced is of high spatial frequencies. The histogram of the depth noise illustrates 
a zero mean with a Gaussian spread. Accordingly, there is uneven noise present in compressed 
depth maps, which cause rendering noise as characterized in Fig. 8.3(c). The perceived noise is 
characterized in Fig. 8.3(b). Fig. 8.3(b) suggests that due to the compression artifacts in depth 
maps, most of the perceived noise will be present in the edge areas in the rendered views. The 
dominant horizontal line in the power spectrum of the perceived noise corresponds to the nearly 
vertical perceived noise as illustrated in the per-pixel noise diagram in Fig. 8.3(b).
8.2 .2  D esign  requirem ents o f a p ost-p rocessing  filter to  m in im ize th e  
effects o f com pression  artifacts
Based on the analysis of compression artifacts upon view rendering in section 8.2.1, the compres­
sion artifacts appear as non-uniform noise in the depth maps. The non-uniform noise (uneven 
noise) due to compression artifacts could be approximated as a zero-mean normal distribution. 
Therefore, a candidate post-processing filter should be able to minimize the spread of the noise. 
However, when smoothing, it is important not to increase the threshold derived in Eq. (8.4). If 
the depth map is smoothed above the threshold derived in Eq. (8.4), it will cause perceivable 
rendering artifacts. Furthermore, the above analysis illustrated that the artifacts along the depth 
discontinuities cause significant distortion in terms of the quality of rendered views. Compression 
artifacts that are present in smooth (homogenous) depth areas, generally, cause less distortion.
Considering the design requirements outlined above, in section 8.4we propose a depth map post­
processing framework to minimize the effect of compression artifacts upon view rendering. The 
proposed depth map post processing framework is designed based on the principles of bilateral 
filtering [94]. In the next section we discuss the theory related to the method proposed in this 
chapter.
8.3 Background Theory
Based on the analysis of compression artifacts presented in section 8.2, we propose a decoder 
based post processing framework in section 8.4, to minimize the effects of compression artifacts 
in depth maps. The proposed framework is inspired by two applications of bilateral filtering [94],
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namely, joint (cross) bilateral filtering [36, 86] and adaptive bilateral filtering [105]. For the sake 
of completeness and readability of this chapter, we briefly introduce these two concepts in this 
section .
8.3.1 T he b ilateral filter
The bilateral filter proposed in Ref. [94] uses both a closeness filter kernel as well as a similarity 
filter kernel evaluated on the pixel values. More formally, for some pixel position p the filtered 
result Bp is given as in the Eq. (8.7),
Bp = Zg«n p^Q (8-7)
In Eq. (8.7), Iq is the value at pixel position q in the kernel neighborhood fi. The filter weight 
Wpq at pixel position q is calculated as,
Wpq = c{p,q)-s(p,q) (8.8)
Where c is the closeness filter kernel and s is the similarity filter kernel. Both c and s are 
popularly implemented as a Gaussian centered at p and Ip {Ip is the value at pixel position p) 
with standard deviations ac and <7g, respectively as,
c{p, q) =  exp • (p-gf^/cr^ (8.9)
s(p,ç) =  exp (8.10)
Since its introduction in 1998, bilateral filter has evolved significantly and has been applied to 
various image processing applications. In the following two subsections we introduce two of the 
advanced derivations of the bilateral filter.
8 .3 .2  T he jo in t b ilateral and trilateral filter
When similarity filter kernel of the bilateral filter is derived from a second guided image, the 
process is known as a joint (cross) bilateral filter (JBF). The concept of joint bilateral filtering 
was first proposed as a means of removing adverse effects of flash photography in Refs. [36, 86].
Accordingly, the similarity filter kernel (sj) in the case of a joint bilateral filter is implemented 
as.
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Sj(p, q) = exp • Pp-hf/a'^^  (8.11)
When there are two similarity filter kernels used along with a closeness filter, the filter is known 
as a Trilateral filter[23]. The basis for the similarity filters need to be judicially selected. For 
example, a trilateral filter is designed as an in-loop deblocking filter in Ref. [68], in which two 
similarity filter kernels are derived each from the color image and the depth map. The similarity 
filter kernel st of the filter proposed in Ref. [68] is given as.
S t { p , Q )  =  s { p , q )  ■ S j { p , q )  (8.12)
st{p,Q) =  exp • (4-4)^/or^ • exp
8.3 .3  T he ad ap tive b ilateral filter
In Ref. [105] authors define the Adaptive Bilateral Filter (ABF) as a image sharpening technique. 
In ABF proposed in Ref. [105] the similarity filter kernel Sa is defined as,
Sa{p, q) =  exp (8.13)
Where, Ap and ap are adaptation parameters dependent on p  and they are used to control the 
center and the standard deviation of the Gaussian kernel that implements Sq. As opposed to the 
similarity filter kernel s  in Eq. (8.10), which is centered around Ip, the similarity filter kernel of
the ABF is is centered at Ip — Ap. The ABF has very good sharpening ability if the adaptation
parameters Ap and ap are calculated appropriately. In [105], the adaption parameters Ap and 
ap are found empirically for digital images by a least mean square error training method.
8.4 The Proposed  M ethod
In this section we describe in detail a decoder based depth map post-processing framework that 
meets the design requirements in section 8.2.2. The proposed method is designed based on the 
principles of bilateral filtering introduced in 8.3 to minimize the effects of compression artifacts 
upon the virtual view generation process. Specifically, we propose a Bilateral Sharpening filter 
(BSF) to post-process compressed depth maps by analyzing global image histograms. The Fig.
8.4 illustrates the block diagram of the proposed post-processing framework.
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Figure 8.4: Block diagram of the proposed depth map post-processing technique
The compressed bit stream is decoded to obtain the depth map with compression artifacts. 
The BSF operates by adjusting the histogram of the compressed depth map by identifying the 
dominant depth value bins present in the depth map. Thus, the identification of correct depth 
value bins is crucial for the correct operation of the BSF. If the histograms are analyzed directly 
from the compressed depth map the identified depth value bins will not be very appropriate 
due to the effect of noisy pixels. These noisy pixels could be a result of either the compression 
algorithm or of the depth map generation process. The identification of the depth value bins 
could be improved by filtering the compressed depth maps to reduce these noisy pixels. For this 
purpose we propose an Edge Adaptive Joint Trilateral Filter (EA-JTF), whose filter coefficients 
are theoretically derived to enable maximum possible filtering of the noisy pixels. Furthermore, 
in areas where the color image and the corresponding depth map are aligned, the EA-JTF is 
designed to utilize the edges in the color image to reconstruct the depth map. The out put of 
the EA-JTF is then given as the input to BSF.
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8.4 .1  D ep th  d iscon tin u ity  analysis
The purpose of the depth discontinuity analysis step is two fold. Firstly, the areas that have 
aligned edges in the color image and the corresponding depth map are identified. The filter kernels 
of the EA-JTF are adaptively selected based on this information about edge alignment between 
the color image and the depth map. Secondly, all depth discontinuities that are significant in 
terms of rendering are identified. This information about significant depth discontinuities are 
used to reduce the complexity of the bilateral sharpening filter.
8.4.1.1 Identification of significant depth discontinuities
Theoretically, a depth discontinuity, or an edge in the depth map, is considered to be significant 
if the neighborhood of the corresponding color pixels in the warped image is different from the 
original color image. In the context of depth map based stereo view rendering, a significant depth 
discontinuity will cause the corresponding color pixels on either side of the edge to be shifted 
by different magnitudes. For the analysis in this chapter, a depth discontinuity that cause a 
difference in shifts of at least one pixel is considered to be significant.
As it is only the vertical edges that affect the rendering algorithm, in this analysis we consider 
only the depth discontinuities in the horizontal direction. Firstly, the depth map is convolved 
with a vertical sobel filter as given in Eq. (8.14). In Eq.(8.14), I  represents the depth map, and 
^represents the 2 dimensional convolution operation.
Gx =
- 1  0 1
- 2  0 2
- 1  0 1
* I  (8.14)
An edge mask Ed is then derived as in Eq. (8.15), which correspond to pixel locations of 
significant depth discontinuities. Note, however, this derivation neglects round-off errors in the 
rendering algorithm.
B d f e s ) = l   ^ (8.15)
I 0 i f  |Ga;(p, 9)1 ^ Avflmax
8.4.1.2 Identifying of aligned color and depth edges
Once the edge mask E^is obtained as in Eq. (8.15), it is necessary to identify the regions in 
which the color edges and depth discontinuities are aligned. For this purpose an edge mask E^of
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A t : .
(a) Significant depth discontinuities in the 
compressed depth map {Ed )
(b) Edges of the color image {Ec )
(c)Edges in which there is 
correspondence between color and depth
(d) Binary mask used in the EA-JTF
Figure 8.5: Illustration of depth discontinuity analysis
the color image is generated by the canny edge detection algorithm. Using E^and the binary 
mask Es signifying the aligned edge areas is obtained as follows,
Eg =  {{Ed 0  Si) n Ec) 0  Si (8 .16)
where, 0  represents the morphological dilation and 5iand % represent flat square structuring 
elements of size 2 and 7 respectively.
An example of outputs at each step of the depth discontinuity analysis is given in Fig. 8.5.
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8.4 .2  P re-filtering  o f th e  d ep th  m aps to  im prove d ep th  b in  identifica­
tion
The correct depth value bin identification from the histogram analysis is very important for 
the operation of the proposed post-processing filter. As noisy depth pixels affect the depth bin 
identification process, smoothing the compressed depth map to filter out any insignificant depth 
discontinuities will improve the correctness of the bins that are identified. A bilateral filter whose 
edge threshold is selected to preserve only the significant discontinuities, is a good candidate for 
this purpose. Furthermore, this stage of filtering also makes use of the corresponding color image 
to realign the discontinuities in the depth map with the edges in the color image.
Considering both the above requirements, the Joint Trilateral Filter as described in section 8.3.2 
could be used for our purpose. However, the JTF is suitable only in areas in which the color and 
depth edges are aligned. If the color edges and depth discontinuities are not aligned, the JTF 
will generate depth maps different from the original depth maps. Therefore, in this chapter the 
similarity filter kernel St of the joint trilateral filter is adaptively selected as given in Eq. (8.17). 
For the areas where the edges between the color image and the corresponding depth map are 
aligned, there will be two similarity filter kernels used, each derived from the compressed depth 
map and the color image. For the remaining area, only the similarity filter kernel derived from 
the compressed depth map is used.
, . f s(p,g)-sj(p,g) i f  Es{p,g) = l
[  s{p,q) t f  Es{p,q) = 0
The aim of this pre-filtering step is to filter the compressed depth map to filter out any insignifi­
cant depth discontinuities. Therefore, the edge threshold used for the similarity filter kernel s in 
Eq. (8.17) is made equal to Arrimax, which is derived in section8.2.1. While the closeness filter 
and the similarity filter kernel derived from the color image Sj is implemented as a Gaussian 
kernel, the similarity filter kernel derived from depth map s is implemented as a binary filter.
As the proposed filter kernels are adaptively selected, based on the edge information derived in 
section 8.4.1, we term it as an Edge Adaptive Joint Trilateral Filter (EA-JTF). While JBF [45]
could recover edge information from its corresponding texture image to a certain extent, it lacks
the capability to do so in areas where there are depth discontinuities, but inadequate gradient 
in the color image to support it. While the JTF proposed in Ref. [68] overcomes this problem, 
it fails to perform in areas of the depth map that are not perfectly aligned with the color image. 
Thus, the EA-JTF is designed to overcome drawbacks of both the JBF and the JTF.
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8.4.3 G lobal H istogram  A nalysis
The aim of this step is to identify the significant depth value bins by analyzing the global 
liistogTams of the depth map. A depth value bin in the histogram is cliaracterized by a peak 
enclosed by two immediate minimums (valleys) on either side, except when the peak is at 0 or 
255 gray levels. Once the particular depth value bins are identified, they are represented as a 
non-syminetric Gaussian distribution centered at the peak value of a particular bin. The distance 
to the enclosing valleys from the peak is used to calculate the standard deviation on each side of 
the Gaussian curve representing the particular depth value cluster.
For this purpose, the output of the EA-.JTF is segmented in to equal size blocks of 64x64 (For 
some sequences it is 72x72, to divide tlie image in to equal size blocks). The histogram analysis is 
performed on each segmented block to find all the dominant depth value bins within that block. 
The decision to perform the histogram analysis on 64x64 blocks, rather than on a pixel by pixel 
basis is made for two reasons. Firstly, this will make the proposed reconstruction method to 
be consistent among all the pixels witliin the block. Secondly, it minimizes the chances of some 
noisy depth pixel values to be identified as a significant depth value bin.
The steps of the histogram analysis algorithm are elaborated below.
Step I. Segment the output of the EA -JTF 
into equal size segments of 64x64 pixels
In the example segment shown, there are two main 
depth value clusters. However, due to compression 
and smoothing effect of the EA-JTF the edge has 
blurred. The histograms are not analyzed on a pixel 
by pixel basis to mitigate chances of incorrect depth 
bin identification. It is assumed that due to com­
pression, relatively a small percentage of pixels are 
affected.
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Step II. Obtain the histogram for each seg­
ment
The histogram of the selected segment mainly con­
tains two lobes, corresponding to the two depth value 
clusters. However, there are some noise signals beside 
each lobe. The aim of the ABF is to reduce the noisy 
spread besides the main lobes and to regroup the pix­
els in to the identified dominant depth value clusters. 
A depth value cluster is represented in the histogram 
is identified as a peak enclosed by two valleys
C orrespondng 
Depth Segm ent
i X .
100 120 140
S t e p  III .  Smooth the histogram using an aver­
aging filter
To find the dominant peaks and valleys of the his­
togram, it is necessary to eliminate the effect of local 
peaks and valleys. The averaging filter kernel used is 
[11111]. After averaging all the peaks and enclosing 
valleys are identified, subject to a minimum distance 
of 9 (calculated according to Eq. (8.4)) between two 
neighboring peaks. If there is more than one peak 
within the minimum peak distance, the highest peak 
is selected to represent the cluster.
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Step IV. Identify dominant peaks and their 
enclosing valleys
As illustrated in the figure, dominant peaks and val­
leys are identified. Thereafter, the identified peaks 
and valleys used to derive a Gaussian approxima­
tion of the particular depth value cluster. For each 
identified dominant peak, the distance from the loca­
tion of the peak to the enclosing valleys is calculated.
The distance to an enclosing valley from the peak is 
equaled to 2 times the standard deviation of the de­
rived Gaussian approximation.
The depth value bins identified and characterized by the Gaussian curves are used in the next 
subsection to find the adaptation parameters of the proposed Bilateral Sharpening Filter. Once 
all the depth value bins are identified in an image, each of them is adjusted slightly, to be the 
median of the corresponding bins in the neighboring blocks. This makes the identified bins to 
be consistent on a global scale.
In Fig. 8.6we illustrate the purpose of the pre-filtering stage described in section 8.4.2. Note the 
depth value bins identified directly from the compressed depth map and the depth map filtered 
by the EA-JTF. The depth value bins identified from the depth map filtered with the EA-JTF 
appears very similar to the depth value bins identified from the original depth map.
8.4.4 B ilateral Sharpening Filter
In this subsection we describe in detail the proposed bilateral sharpening technique to minimize 
the effects of artifacts in compressed depth map. The proposed method is inspired by the 
Adaptive Bilateral Filter (ABF) [105] described in section 8.3.3. The ABF in Ref.[105] is able 
to adjust the histogram of an image in a desired way by selecting the adaptation parameters in 
Eq. (8.13) appropriately. The method proposed in Ref.[105] is optimized for sharpening natural 
images and the adaptation parameters are found by a training method based on Least Mean 
Squared Error (LMSE) minimization.
Unlike natmal images, depth maps are mostly piecewise smooth images with sharp depth discon­
tinuities (edges). Fig. 8.7(a) illustrates the piecewise smooth nature of the uncompressed depth 
map segment. According to the histogram, it is clear that only a few specific gray scale values 
are present locally. However, as shown in Fig. 8.7(b), when the depth map is compressed, this
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nature of piecewise smoothness is reduced due to uneven blur/noise and the histogram displays 
more spread of gray scale values. By appropriate selection of the adaptation parameters in Eq. 
(8.13) it is possible to adjust the histograms of the compressed depth maps, to a similar form 
that it was before compression..
The Depth maps are captured by various techniques such as depth range cameras and computer 
vision techniques based on disparity estimation. Thus, a training method as proposed in Ref. [105] 
cannot be successfully adapted for sharpening of depth maps, to accommodate varying types of 
depth maps. We use the piecewise smooth property of depth maps to propose a non-training 
based method to find adaptation parameters of Sq in Eq. (8.13). Specifically, the depth value bins 
identified by the global histogram analysis and characterized by Gaussian curves as described in 
section 8.4.3 are used to derive the appropriate adaptation parameters of the proposed Bilateral 
Sharpening Filter (BSF).
The EA-JTF successfully filters out insignificant depth discontinuities present in the compressed 
depth maps, and the output is provided in to the BSF. At this stage of filtering, each pixel of 
the depth map is replaced by a value determined by the following bilateral sharpening process. 
During the bilateral sharpening process, all the pixels in a 64x64 block are processed with respect 
to the identified depth value bins of the particular block. Once a pixel {Ip) is taken for filtering, 
the nearest depth value bin in the histogram of the corresponding 64x64 block is identified. 
Thereafter, the bilateral filter weights {wpq'm Eq. (7)) are derived as described below. To reduce 
the spread beside the peaks in the histogram of the compressed image, the similarity filter kernel 
of the proposed bilateral sharpening filter is implemented as a Gaussian centered at the nearest 
peak (Np) to Ip, given as,
Sa{p,q) =  exp (8.18)
where, CTp is defined as half the distance (since 2<7p corresponds to a 95% confidence interval in 
a Gaussian distribution) to valleys enclosing Np,
I {Vhish-Np)/2 i f  I q>Np
(7p =  < (8.19)
In Eq. (8.19), Vhigh and Vjotu represent the enclosing valley greater than and lower than Np, 
respectively. The bilateral filter weights are then derived as follows.
Wpq =  c{p, q) • Ss (P, q) (8.20)
Finally, the filtered result {Bp) is calculated as in Eq. (8.7).
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An example of the output of each step identified in Fig. 8.4 (a-d) along with the corresponding 
histogram is illustrated in Fig. 9. Note the histogram of the final output is similar to the one of 
the original depth map. The bilateral sharpening filter has been able to successfully reduce the 
spread beside depth value bins in the histogram.
8.4 .5  R ed ucin g  th e  com p lex ity  o f th e  b ilateral sharpen ing filter
The proposed bilateral sharpening filter in section 8.4.4 tries to rearrange the histograms of the 
compressed depth maps to reduce the artifacts due to compression. It should be noted that due 
to the selection of adaptation parameters in Eqs. (8.13) and (8.19), the proposed method is 
relatively complex in terms of the usage of computational resources. However, as concluded in 
section 8.2.1, the compression artifacts that occur along the edges in the depth map cause the 
most significant distortions in rendered views. Therefore, it is possible to reduce the complexity 
of the proposed bilateral sharpening filter by applying it only on selected areas in the depth map 
filtered by the EA-JTF. The areas to apply the bilateral sharpening filter is identified by a binary 
mask Ere as given in Eq. (8.21). The Ercis obtained by performing morphological dilation on the 
significant depth discontinuity map Ed (as in Eq. (8.15)) with a fiat square structuring element 
5'sof width 7.
==jSd(D #3 (8.21)
8.5 Experim ental R esults
This section describes the experiments that are performed to evaluate the performance of the 
proposed filtering technique as an efficient depth map post-processing technique.
8.5.1 T he exp erim en t and th e  exp erim en ta l cond itions
To evaluate the performance of the proposed technique, the depth maps are compressed with 
the H.264/AVC reference Joint Model (JM) software version 15.1 [95] at 4 different Quantization 
Parameters (QPs) (22, 27, 32, 37). Thereafter, the considered filtering techniques are utilized 
for post-processing the decoded depth maps. The virtual stereoscopic views (left and right eye 
views) are rendered using the depth maps post-processed by different techniques. Stereoscopic 
views are rendered according to the MPEG informative recommendations [11].
To evaluate the improvements of different post-processing techniques, two metrics are utilized 
to measure the quality between the views rendered with a depth map processed by a particular
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Table 8.1: List of test sequences
Sequence Resolution Capturing Technique
Mobile 640 x480
Depth maps generated by 
computer graphics
Ballet & 
Break- 
dancers
1024x768
Segmentation based depth 
estimation followed by significant 
post processing for improved 
consistency among views
Interview 720 x576 Depth range camera
Newspaper 1024x768
Segmentation based depth 
estimation with the MPEG depth 
estimation reference software 
(DERS)
method and the corresponding views rendered with the uncompressed depth map. The PSPNR 
as adapted by the MPEG for evaluate the view synthesis quality [107] and the PSNR calculated 
as suggested in Ref. [10], are the two quality metrics utilized. While the PSPNR indicate a 
perceptual measure of the quality of the rendered views, the PSNR provides a measure of the 
pixel fidelity in the rendered views.
The experiments are performed on several depth map sequences, and the results are presented for 
five sequences listed in Table 8.1 to represent various types of depth map estimation techniques. 
Context Adaptive Binary Arithmetic Coding (CABAC) entropy coding is used with a COP 
structure of IPP. . .I  of size 15. The filter parameters for EA-JTF and the BSF are given in 
Table 8.2.
The performance of the proposed method is compared with the Joint Trilateral Filter [68] and 
with the Bilateral Sharpening Filter applied directly on the compressed depth map without any 
pre-filtering as described in section 8.4.2 [30].
8.5 .2  E xp erim en ta l resu lts
The rate distortion performance graphs for the proposed method are presented in the Fig. 8.8 
and Fig. 8.9. The average improvement of the rendering quality achieved by different methods 
considered in this chapter are summarized in Tables 8.3 and 8.4. Average improvement is calcu-
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Table 8.2: The filter parameters of EA-JTF and ABF
D epth Adaptive Joint Bilateral Filter
- Kernel size: 15x15 pixels
- Standard deviation of the color similarity filter (tJs): 
0.025 (in a normalized range of 0-1)
- Standard deviation of the depth similarity filter (ctj): 
0.036 (in a normalized range of 0-1)
- Standard deviation of the closeness filter (cTc) : 21
Adaptive Bilateral Filter
- Kernel size: 5x5 pixels
- Standard deviation of the closeness filter (ctc): 12
lated according to Ref. [19]. Furthermore, the average rendering quality improvement obtained 
by the proposed method over the reference techniques are summarized in Table 8.5. The gains 
are equally prominent at all the tested bit rates. Visual comparison of different filtering methods 
is provided for further illustration in the Fig. 8.10. All images in Fig. 8.10 are rendered with 
the corresponding depth maps compressed at QP of 32.
Furthermore, in Fig. ?? we compare the rate-distortion performance of the proposed method 
and the reduced complexity version of the proposed method as described in section 8.4.5. We 
discuss the obtained results in detail in the next section.
8.5 .3  D iscu ssion
The depth maps of ‘Ballet’ and ‘Breakdancers’ sequence are generated using segmentation based 
depth estimation followed by post processing to improve the consistency. The depth maps of these 
sequences are by far the best depth maps estimated with computer vision algorithms in terms of 
view synthesis capability. Although not perfect, the depth maps of these two sequences are well 
aligned with the corresponding color image. For such sequences, average rendering quality gains 
(as measured by the PSPNR) of up to 3.1 dB can be achieved by post-processing compressed depth 
maps with the proposed technique. The ‘Ballet’ sequence illustrates slightly higher rendering 
quality gain than for ‘Breakdancers’ sequence. This observation can be attributed to the fact 
that the luminance variation of the corresponding color image in ‘Ballet’ sequence is much higher 
than for the ‘Breakdancers’ (Most of the objects in Breakdancers are dark colors). This makes 
the quality of rendered views of the ‘Ballet’ sequence more sensitive to depth pixel errors than
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Table 8.3: Summary of the Average PSPNR gains achieved by different methods com­
pared to depth maps without any post processing
Sequence Joint 
Trilateral 
Filter [68] 
(dB)
Bilateral 
Sharpening 
Filter [30] 
(dB)
The
Proposed
Method
(dB)
Ballet 0.71 2.08 3.13
Breakdancers 0.01 1.62 2.86
Mobile 0.26 1.36 3.02
Interview 1.50 1.50 1.96
Newspaper -4^8 0.13 0.64
Table 8.4: Summary of the Average PSNR gains achieved by different methods compared 
to depth maps without any post processing
Sequence Joint 
Trilateral 
Filter [68] 
(dB)
Bilateral 
Sharpening 
Filter [30] 
(dB)
The
Proposed
Method
(dB)
Ballet 0.57 1.32 1.88
Breakdancers 0.67 0.89 1.40
Mobile -0.2 1.16 2.27
Interview 0.21 0.12 0.15
Newspaper -2.20 -0.06 -0.28
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Table 8.5: Summary of the performance comparison of the proposed method with exist­
ing methods; Average PSPNR improvements
Sequence over No post 
processing
over JTF [68] 
(dB)
over B SF[30] 
(dB)
Ballet 3.13 2J2 1.04
Breakdancers 2.86 2.85 1.23
Mobile 3.02 2.76 1.66
Interview 1.96 1.41 0.47
Newspaper 0.64 1.25 0.51
‘Breakdancers’. Average PSNR gains of up to 1.9dB could be achieved over depth maps that are 
not processed.
Similarly, the ‘Mobile’ sequence, in which the depth maps are generated using computer graph­
ics techniques, show a significant improvement of 3dB in the average rendering quality of the 
generated views. The depth maps of the type of ‘Mobile’ sequence can be thought of as accu­
rate depth maps as they are perfectly aligned with the corresponding color image and provides 
spatially consistent depth information. However, depth maps with this level of accuracy cannot 
be generated for natural sequences, due to the current limitations of segmentation algorithms.
The depth maps of the ‘Interview’ sequence are captured using a depth range camera. This 
sequence contain a significant amount of ‘optical noise’ (high spatial frequencies that are not 
significant in terms of depth perception) in the depth maps. While the rendering quality gain in 
terms of PSPNR is around 2dB for this sequence, improvement in terms of PSNR for this sequence 
are not as significant as for the other sequences that are yet considered. The main reason for this 
disagreement between the PSNR and PSPNR is due to the fact that PSPNR does not consider 
tiny position errors in the rendered views. As the EA-JTF used in our algorithm removes some 
optical noise that is insignificant in terms of rendering, due to rounding errors during warping 
pixel positions are adjusted by a maximum of 1 pixel. However, this tiny position error of one 
pixel is not refiected in the PSPNR calculation, but in the PSNR calculation.
The depth map estimation techniques are yet to mature. There is significant effort within the 
research communities to improve the depth map generation process. The ‘Newspaper’ sequence 
presents an example of a situation in which the depth estimation process is not very perfect. The 
depth maps in ‘Newspaper’ sequences are not processed enough to yield high quality virtual views. 
The objects in the depth maps and the corresponding color image are not aligned properly and
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the depth values are not consistent within the image. Furthermore, in this particular sequence, 
the piecewise smooth nature is less significant. Due to these reasons, the improvements for 
‘Newspaper’ sequence is not as significant for other sequences.
In the next two subsections we discuss and compare between the different reference techniques 
used in this chapter. In general the propose method significantly outperforms the reference 
techniques, and the proposed method is the only technique that improves the rendering quality 
(in terms of PSPNR) of imperfect depth map sequences such as ‘Newspaper’.
8.5.3.1 Comparison w ith the Bilateral Sharpening Filter w ithout a pre­
filtering stage
Considering the sequences ‘Ballet’, ‘Breakdancers’ and ‘Mobile’, there is a clear improvement 
of in the rendering quality with the proposed technique over the BSF technique without any 
pre-filtering stage. These sequences contain sharp depth discontinuities, and the original depth 
maps are very well aligned with the corresponding color image. Thus, the proposed method 
is able to preserve the orientation of depth discontinuities, whereas the BSF alone lacks this 
ability. Therefore, it is evident that the pre-filtering stage improves the reconstruction capability 
of the BSF. For such sequences, the proposed method significantly outperforms the BSF without 
pre-filtering by perceptual quality margins in the range of ldB-1.7dB.
As discussed earlier, the depth maps of the ‘Interview’ sequence contains optical noise. Due to 
this reason, the EA-JTF stage of the proposed technique does not yield good results in terms 
of rendering pixel fidelity, as it filters most of the insignificant discontinuities in the depth map. 
While there is a considerable gain in terms of PSPNR, in terms of PSNR of the rendered views 
the bilateral sharpening filter without pre-filtering performs slightly better than the proposed 
technique at high bit rates, since at high bit rates the compression noise does not cause significant 
blurring of the depth map edges. Furthermore, the depth maps of ‘Interview’ sequence has very 
sharp depth discontinuities, which makes it easier to identify the depth value clusters using the 
global histogram analysis. This is another reason why the bilateral sharpening filter without the 
pre-filtering operation performs well. However, at low bit rates, due to high quantization, the 
edges are blurred significantly. Thus, at low bit rates, the proposed method performs better than 
the BSF without a pre-filtering stage.
As the piecewise smoothness assumption does not hold for sequences such as ‘Newspaper’, the 
BSF alone does not perform well. The ‘Newspaper’ sequence is an example where the global 
histogram analysis stage identifies insignificant depth value bins to rearrange the depth pixels, 
which cause the BSF to yield incorrect reconstructed depth maps. However, the pre-filtering stage 
of the proposed post-processing framework filters out these insignificant depth discontinuities to
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improve the identification of the depth value bins. As the thresholds of the EA-JTF are selected 
to optimize the filtering of insignificant depth discontinuities, the proposed filter performs better 
in terms of PSPNR.
8.5.3.2 Comparison w ith the Joint Trilateral Filter [68]
The joint trilateral filter proposed in Ref. [68] uses a fixed threshold in both the color similarity 
kernel and for the depth similarity kernel. The edge threshold used for the derivation of the 
depth similarity kernel is key for the correct reconstruction of the compressed depth maps. As the 
authors in Ref. [68] does not provide any details about the threshold selected, for the simulations 
we used a threshold of 0.015 (on a luminance scale of 0-1). For the rendering algorithm used 
in this chapter the theoretical maximum threshold is equal to 0.036, derived according to Eq. 
(8.4). The Fig. 8.12 illustrates the effect of using different edge thresholds below and above 
the maximum threshold of 0.036. The pixels errors analyzed is Fig. 8.12 is obtained from a 
depth map quantized at QP=22. It could be noticed in Fig. 8.12, that the noise introduced 
by compression artifacts are mainly of very low magnitude. If a threshold greater than 0.036 is 
used (E.g. 0.06 in Fig. 8.12), the number of erroneous pixels that cause perceivable rendering 
errors are increased. If a threshold smaller than 0.036 is used, number of erroneous pixels that 
does not cause perceivable rendering errors are decreased. This reduction in the number of 
erroneous pixels, will improve the PSNR of the rendered views, but would not significantly affect 
the PSPNR, as the PSPNR is not affected by pixel position errors less than 2 pixels.
Even when a edge threshold less than 0.036 is used, it could be seen that there is an increase in the 
number of erroneous pixels at certain magnitudes. For e.g. number of pixels of error magnitude 
of 14 has increased when both 0.015 and 0.025 is used as the threshold. The reason for this is 
that the threshold selection in the JTF implementation is not spatially adaptive. Technically, 
the main advantage of the proposed post-processing framework compared to the JTF is that it 
is spatially adaptive. The edge thresholds used in the bilateral sharpening filter of the proposed 
framework are selected based on the global histogram analysis on a block basis. However, with 
JTF it is not possible to derive one particular threshold that could be applied on the entire 
image. For this reason the proposed filtering framework as well as the bilateral sharpening filter 
without a pre-filtering stage [30], significantly outperforms the JTF.
The Joint Trilateral Filter proposed in Ref. [68] is suitable in cases where the color image and the 
corresponding depth map are perfectly aligned. This problem is overcome by the edge adaptive 
joint trilateral filter proposed as a pre-filtering stage by adjusting the similarity filter kernel 
accordingly, as described in section 8.4.1.2.
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Figure 8.12: The analysis of the usage of different edge thresholds in the JTF
8,5.3.3 Performance of the reduced complexity version of the proposed 
method
While the post processing framework proposed in this chapter achieves considerable gains over 
existing techniques, the computational complexity of this method is somewhat high. To reduce 
the complexity we proposed in section 8.4.5 to apply the bilateral sharpening filter only beside 
depth discontinuities. The results presented in Fig. ?? suggest that the proposed mechanism 
for complexity reduction does not significantly reduce the performance of the proposed filtering 
method. The percentage of complexity reduction is dependent upon the amount of significant 
depth discontinuities present in the depth map.
It was also tried to reduce the complexity of the EA-JTF by applying the filter only on the 
significant depth discontinuities, but it did not yield satisfactory results. This is understandable, 
since the purpose of the EA-JTF is to filter the entire depth map to improve the depth bin 
identification, whereas the bilateral sharpening filter is used for compression artifact removal. If 
the EA-JTF is applied only on selected areas, the areas which are not filtered will increase the 
chance of incorrect depth bin identification.
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8.6 Sum m ary
This chapter proposed a non-linear spatial filtering framework to post-process compressed depth 
maps to improve the quality of rendered views. A compression artifact analysis is performed to 
analyze the efiects of those artifacts in depth maps upon the virtual view generation process. 
This analysis suggests that compression artifacts appear as a zero mean Gaussian distribution, 
which causes uneven blurring in compressed depth maps. These compression artifacts in depth 
maps cause distortions of high spatial frequencies in the rendered images. Based on this analysis 
a depth map post-processing framework is proposed, which is capable of minimizing the effects 
compression artifacts, while preserving the sharp depth discontinuities.
The proposed framework is based on a spatially adaptive bilateral sharpening filter, which could 
successfully manipulate the image histograms. The adaptation parameters of the bilateral sharp­
ening filter are selected based on a global histogram analysis. To improve the histogram analysis, 
which is crucial for the operation of the bilateral sharpening filter, an edge adaptive joint trilat­
eral filter is proposed to filter out all the depth discontinuities that are insignificant in terms of 
the quality of rendered views. The outputs of the global histogram analysis are used as a basis 
to adjust the histograms of the compressed depth maps, to a similar form that it was before 
compression.
The proposed post-processing framework significantly improves the quality of rendered view by 
up to S.ldB in terms of perceptual quality. Furthermore, the proposed method outperforms 
state-of-the-art techniques by 0.5-1.7dB of average quality. The proposed framework improves 
the rendering quality of all the types of depth maps considered in this chapter, including the 
depth maps that are not perfectly aligned with its corresponding color images.
Chapter 9
Conclusions And Future Work
9.1 Introduction
This thesis presented various models, techniques and experimental investigations to improve 
the perceptual quality of 3DTV systems. The first part of this chapter presents an account of 
achievements of the work presented in this thesis and contributions to the knowledge. The second 
part of this chapter is dedicated to describe future work that could be carried out to further the 
conclusions of this thesis.
9.2 Conclusions
Depending on the contributions of this thesis 4 major conclusions can be derived. .
3D Video is a technology based on exploiting the binocular visual system of humans. While 
humans use different cues to perceive depth in a 3D scene, binocular disparity is the most 
important additional depth cue provided by 3D displays besides cues like motion parallax and 
retinal blur. Due to the artificial nature of the provided depth cues, psycho-physical models that 
explain the depth perception in a natural scene are not applicable for 3D viewing. Therefore, the 
sensitivity of the HVS to the artificial depth cues provided by a 3D display was not known. A 
set of theoretical models are derived in this thesis to explain the sensitivity of the HVS for three 
different depth cues that a 3D display is capable of providing. These models are experimentally 
verified by a series of subjective experiments. The derived models indicate that the viewers are 
most sensitive to the binocular disparity cue at the screen level. That is, they perceive depth 
changes quickly when the depth change occurs at the screen level. As the disparity increases, i.e. 
the objects are constituted in front or behind the screen level, the sensitivity for depth changes
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decrease. In other words, it is relatively more difficult for viewers to perceive a depth change 
occurring in front or behind the screen level, and this difficulty increases with the initial disparity. 
Artificial image blur can be used to stimulate retinal blur and the object size can be changed to 
simulate the relative size cue. As for the retinal blur and relative size, the sensitivity does not 
change with the disparity level. The subjects tend to identify blur as depth cue especially at 
low rates of change of blur, and in general around 70% of viewers perceive a change of blur as 
depth cue. Almost all the viewers perceived a change of size of an object as an indication of that 
objects movement. When the object size is changed by about 4-5% the subjects perceive that 
the object moves forwards or backwards depending on whether the size is increased or decreased. 
The models derived in this chapter are useful for 3D content production schemes to maximize the 
3D viewing experience. Depth levels constituted beyond the depth of field that are simulated by 
binocular disparity causes visual discomfort. Thus, image blur and relative size change provides 
alternative techniques to simulate objects beyond the depth of field. Furthermore, the proposed 
models find applications in 3D video processing and 3D video quality assessment.
DIBR enables generation of multiple viewpoints with the aid of only a subset of views and their 
associated depth maps. The quality of the depth maps hold the key for the quality of the virtual 
views that are rendered. However, generation of depth maps is still not a success story, with 
most of the estimated depth maps containing significant amount of production artifacts. The 
production artifacts known as ’optical noise’, and is also a reason for the high bit rates required 
to encode depth maps. Chapter 4 of the thesis presented a novel filtering technique to reduce the 
undesirable production artifacts. The proposed filter is a bilateral filter whose edge thresholds 
are derived from the sensitivity models presented in Chapter 3. Furthermore, in this chapter 
a simple technique is proposed to measure the effects of depth map compression upon depth 
perception in a color plus depth represented 3D video scene, which is also influenced by the 
sensitivity models proposed in chapter 3. The experimental results suggest that the proposed 
filtering technique could achieve bit rate savings of up to 80% and at the same time improve 
the rendering consistency of the generated virtual views. By using the edge thresholds derived 
from Chapter 3, it is made sure that the proposed filtering technique does not affect the depth 
perception of the scene. The bit rate savings are very high for depth maps generated by a 
depth range camera that contain high amounts of optical noise. For depth maps generated by 
computer vision techniques, the proposed filter achieves average bit rate savings of around 22%. 
Subjective experiments carried out, further confirmed that the proposed technique does not affect 
the depth perception. Thus, it is concluded that pre-processing of depth maps could improve the 
rendering consistency of the DIBR systems and at the same time reduces the bit rate required 
to encode depth maps. The analysis results for depth perception of 3D video suggest, that due 
to quantization, the majority of a depth map frame is not affected beyond the just noticeable
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difference of depth as perceived by humans. Thus, the users do not rate the depth perception of 
a 3D video considerably low, when the depth maps are compressed at different QPs.
In color plus depth represented 3D video, depth maps aid the virtual view generation process. 
Unlike natural images, the edges of the depth maps need to be preserved during compression. 
Therefore, novel codecs need to be developed to encode depth maps. To this end chapter 5 
proposes a novel object based encoding scheme for depth map compression. The proposed tech­
nique exploits the spatial and temporal correlations that exist between the color image and its 
corresponding depth maps to develop an object based depth map codec. The proposed object 
based encoding method performs well especially at low bit rates, when compared with the tradi­
tional 2D motion estimation method. The algorithm is particularly useful in sequences with high 
amount of motion. It should be noted, however, the proposed method in this chapter is not stan­
dard compliant and requires a new kind of decoder to operate. Therefore, it is suitable only in 
proprietary services with dedicated set-top boxes. The proposed technique is suitable for offline 
video coding applications such as video on demand, where more emphasis is given to maximiz­
ing video quality, subject to certain application limitations. For these applications transmission 
bandwidth play a very important role to maximize the revenue and provide a good quality of 
service. The proposed algorithm is suited for these applications since it reduces transmission 
bandwidth required for a given video stream at the same video quality.
Depth maps used in DIBR systems are represented as gray scale images. Therefore, although not 
optimal, depth maps can be compressed using existing image/video codecs. However, in contrast 
to digital images that are ultimately viewed by end users, depth maps are a different kind of 
2-dimensional digital signal, which aid virtual view rendering process. Thus, when existing 
encoders are used to compress depth maps, they need to be modified to be suitable for the view 
rendering process. Chapter 6 proposes two techniques to adapt existing video encoders so that 
they are suitable for compression of depth maps. Both the methods proposed in the chapter 
is aimed at improving the encoding mode selection technique to suit the view rendering. The 
first technique is based on Genetic Algorithms, which selects a set of encoding modes for a row 
of MBs when encoding the depth map. The second technique is relatively a low complexity 
encoding mode selection technique that is facilitated by an analytical model that approximates 
the rendering errors due to depth pixel errors. The experimental results suggest that GA based 
technique could achieve average bit rate savings of up to 47%, where as the distortion modeling 
based technique achieves up to 31% average savings for the same test sequences. However, 
the GA based technique is significantly complex than the distortion modeling based technique. 
When bit rate savings and visual quality improvements are considered, the GA based technique 
is suitable for applications that require one off compression cycles. These applications include 
movie recordings on VGD/DVDs and video on demand. Since these applications work on storage
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or bandwidth limited situations and need to do the compression only once, the proposed GA 
based method is a good way of 3D video compression in such situations. The distortion modeling 
based method is suitable for online video coding applications such as live video streaming.
Due to the practical novelties of 3DTV distribution over traditional video distribution, such as 
interview prediction and depth based representation, characteristics of transmission of 3D video 
content over error prone channels is different from existing video transmission scenarios. The 
effects of packet losses in 3D video distribution systems are not fully investigated. In this chap­
ter two sets of performance evaluation experiments are performed to investigate two different 
aspects of 3D video transmission. The first set of experiments investigated the error propaga­
tion characteristics of MVC coded stereoscopic video and compared it against independent view 
coding. The second experiment analyzed the effects of packet loss errors in the view genera­
tion process when color plus depth represented 3D video streams are subjected to detrimental 
channel conditions. The results of the first experiment suggest, that despite of the tendency of 
interview predicted multiview video streams to propagate errors in to the non-base views, MVC 
coded video are more robust to errors in certain encoding circumstances. Specifically, when the 
percentage of Intra predicted MBs is not reduced due to utilizing of interview prediction, MVC 
coded bit streams are more robust in error prone channels. The results of the second experiment 
indicate that stereoscopic video tends to provide higher end-to-end quality than color plus depth 
represented 3D video, when subjected to detrimental channel conditions.
When lossy compression techniques are used to encode depth maps quantization noise will cause 
undesirable artifacts in rendered views. This chapter proposed a novel filtering technique to 
reduce the undesirable artifacts caused due to compression artifacts in depth maps. An adaptive 
bilateral filter coupled with an edge adaptive joint trilateral filter is proposed to be implemented 
as an out of the loop filter after the decoder. Thus, the filter could be regarded as a post­
processing filter. This filter is developed by assuming that depth maps are piecewise smooth 
images with sharp depth discontinuities. The histograms of the decoded depth maps are analyzed 
and used as a basis to derive the adaptation parameters of the bilateral filter to rearrange the 
pixels of the compressed depth map. The experimental results suggest that the proposed filtering 
technique is capable of improving the quality of rendered views by up to 3.1 dB as compared to 
depth maps that are not filtered to reduce quantization artifacts.
9.3 Future Work
This section lists certain future work that arose due to the developments introduced in this thesis, 
as well as from the work that was carried out during the PhD of the author, but which did not 
cultivated as a contribution.
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9.3.1 P sych o-p h ysica l exp erim en ts to  understand  fundam ental issues  
o f 3D  view ing
More psycho-physical experiments as the ones described in this thesis can be performed to un­
derstand the user experience while watching 3D video. Ideas for some of these experiments are 
listed below,
• Analysis of visual discomfort caused by different spatial and temporal depth variation of 
a 3D scene.
• Analysis of customer preference towards different spatial depth distribution in a 3D scene 
and types of depth variations during extended viewing times.
• The effect of age towards the overall experience of 3D viewing.
• The effect of various eye sight deficiencies towards 3D viewing experience.
• Analysis of binocular suppression limits the case of asymmetric stereoscopic video content.
9 .3 .2  D evelop m en t o f a Q oE m etric  to  m easure 3D  v iew in g  exp erien ce
The ultimate consumer acceptance of 3D video systems will depend very much on the overall 
experience of the users while watching 3D video. Furthermore, this experience of 3D viewing 
and acceptance of it would be very subjective and will be different from one user to another. 
Therefore, 3D video content, display systems and distribution systems may need to be optimized 
to suit different customer needs. A quality metric to measure the experience of 3D viewing is of 
utmost importance under these circumstances.
A QoE metric could take in to account the individual sensitivity to depth changes, visual dis­
comfort caused by stereo content, spatial and temporal depth variation preferences of the users, 
ambient illumination conditions and visual attention variations during 3D viewing and effects of 
packet loss artifacts.
9 .3 .3  A sym m etric  m u ltiv iew  v id eo  cod in g  and error robust tran sm is­
sion
While depth map based representation techniques of multiview video could overcome the bit 
rate requirements in the medium term, the compression efficiency of multiview video will be a 
crucial concern when advanced 3D video systems are developed that require multitude of view 
points. Neither existing video codecs nor envisaged High Efficiency Video Coding could cater to
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such applications that would be deployed in bandwidth limited environments. If this problem 
is not addressed promptly, it will cause a significant delay in deployment of advanced multiview 
applications.
Asymmetric coding of multiple view points would be a good alternative to this problem. It has 
been illustrated that the 3D viewing perception will not be affected by asymmetric coding, when 
performed in controlled manner. The effect of asymmetric coding on depth based view synthesis 
need to be investigated as well as its effect on free view point navigation.
Theoretical distortion models need to be developed to explain the error propagation characteris­
tics of MVC coding 3D video streams. These distortion models will pave way for the development 
of novel error concealment techniques and error resilient multiview video coding techniques.
9.3 .4  D ep th  m ap com pression
As depth maps are an integral part of current and future DIBR systems, handling of them would 
be a crucial step in 3D distribution schemes. While this thesis presented several novel techniques 
to handle depth maps, they could be further improved.
Adaptive quantization of the depth maps to suit view rendering by prioritizing edge areas in the 
depth map is a potential improvement. The depth map post-processing filter that was used to 
reduce the effect of compression artifacts, would be useful also to reduce the effects of packet loss 
artifacts. Furthermore, the post-processing filter could used as an in-loop filter as an alternative 
to deblocking filter of the H.264/AVC standard.
9.4 Sum m ary
In this chapter the main contributions of this thesis are summarized and several future research 
directions have been identified. In summary, this thesis presented mathematical models to explain 
the depth perception sensitivity of the humans when watching 3D video, and these models were 
effectively used in pre-processing of 3D video content and in 3D video assessment techniques. 
Another major contribution of this thesis is in the area of depth map compression. A novel depth 
map encoder is proposed as well as two techniques to optimize existing codecs to suit depth map 
compression is presented. Furthermore, a novel denoising filter is proposed to reduce the effects 
of compression artifacts in decoded depth maps, which has the capability to significantly improve 
the quality of the rendered views. Several issues related to 3D video transmission over error prone 
channels are also investigated and analyzed in this thesis, which provide useful insights. It is
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expected that the advancements made in this thesis will have important use cases in future 3D 
video distribution systems.
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