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FLAT CONNECTIONS AND WIGNER-YANASE-DYSON
METRICS
ANNA JENCˇOVA´
Abstract. On the manifold of positive definite matrices, we investigate the existence
of pairs of flat affine connections, dual with respect to a given monotone metric. The
connections are defined either using the α-embeddings and finding the duals with respect
to the metric, or by means of contrast functionals. We show that in both cases, the
existence of such a pair of connections is possible if and only if the metric is given by the
Wigner-Yanase-Dyson skew information.
Keywords: monotone metrics, flat affine connections, duality, generalized relative
entropies, WYD metrics
1. Introduction.
An important feature of the classical information geometry is the uniqueness
of its structures, the Fisher metric and the family of affine α-connections on a
manifold P of probability distributions, [5, 1]. In case of finite quantum systems,
this uniqueness does not take place: it was shown by Chentsov and Morozova [6]
and later by Petz [22] that there are infinitely many Riemannian metrics, that are
monotone with respect to stochastic maps. As for the affine connections, there were
several definitions of the α-connections, [16, 19, 12, 14].
In commutative case, two equivalent definitions of the connections were used by
Amari [1]. First, the connections can be defined using α-embeddings (α-representations)
given by the family of functions
(1) fα(x) =
{
2
1−αx
1−α
2 , α 6= 1
log(x), α = 1
On the other hand, the connections can be defined as mixtures of the exponential
and the mixture connections,
(2) ∇(α) = 1 + α
2
∇(e) + 1− α
2
∇(m)
Such connections are torsion-free and the α and −α connections are dual with
respect to the Fisher metric. Moreover, in case of a finite system, that is on the
manifold of all (non-normalized) multinomial distributions, the α-connections are
flat for all α.
The definition involving α-representations can be easily generalized to non-
commutative case to obtain a family of flat connections ∇(α) on the manifold of
positive definite matrices. This definition was treated also by the present author
in [16] and [17]. The dual of such α-connection with respect to a given monotone
metric is in general different from the −α-connection. The duals have vanishing
Riemannian curvature, but are not always torsion-free and hence not flat. The
condition that the dual of the α-connection with respect to a monotone metric is
torsion-free restricts α to the interval [−3, 3] and, for such α, singles out a monotone
1
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metric λα, which belongs to the family of Wigner-Yanase-Dyson (WYD) metrics.
This is also equivalent to the condition that the dual of ∇(α) is ∇(−α), see also [10].
A brief description of these results is given in sections 2 and 3.
For α = ±1, we get the BKM metric, with respect to which the mixture ∇(m)
and exponential ∇(e) connections are dual. As in the classical case, we may use
mixtures of ∇(e) and ∇(m) to define a family of torsion-free connections, having
the required duality properties with respect to the BKM metric. In our approach,
however, the value of α in (2) will be restricted to the interval [−1, 1], but the proofs
in Section 5 suggest that our results hold more generally. Convex mixtures were
considered also by Grasselli and Streater, see the Discussion in [11]. We will answer
the questions discussed there in proving that, for α ∈ (−1, 1), affine connections
defined by (2) are different from the α-connections and are not flat. A simple direct
proof of this fact can be found at the end of Section 5.
Another way to define an affine connection was proposed by Eguchi in [9], by
means of a contrast functional on P . A functional φ : P × P → R is a contrast
functional if it satisfies φ(p, q) ≥ 0 for all p, q and φ(p, q) = 0 if and only if p = q.
Using such a functional, a metric tensor and affine connection can be defined:
Let θ1, . . . , θp be a smooth parametrization of P and let ∂i, i = 1, . . . , p be the
corresponding vector fields, then the metric tensor is given by
gφij = −∂i∂′jφ(p(θ), p(θ′))|θ=θ′
An affine connection ∇φ is defined by
Γφijk = g
φ(∇φ∂i∂j , ∂k) = −∂i∂j∂′kφ(p(θ), p(θ′))|θ=θ′
Consider a special class of contrast functionals φg, related to convex functions g
satisfying g(1) = 0 by
φg(p, q) =
∫
g(
q
p
)dp
In this case, it was shown [1] that the corresponding metric is the Fisher metric
(multiplied by g′′(1)) and the affine connection is the α-connection, α = 2g′′′(1)+3.
As the quantum counterpart of such functionals, we will use the relative g-entropies
Hg defined by Petz [20]
Hg(ρ, σ) = Tr ρ
1/2g(Lσ/Rρ)(ρ
1/2)
where g is an operator convex function and g(1) = 0. It was shown that
(a) In the normalized case (or if Tr ρ = Trσ), Hg(ρ, σ) ≥ 0 and Hg(ρ, σ) = 0 if
and only if ρ = σ
(b) Hg(λρ, λσ) = λHg(ρ, σ) for each λ > 0,
(c) Hg is jointly convex in ρ and σ.
(d) Hg is monotone, that is, it decreases under stochastic maps,
(e) Hg is differentiable.
We see that Hg is a contrast functional on the manifold of quantum states, and
we will show that we can use it to define the geometrical structures as above even
in the non-normalized case. The relative g-entropies were used by Lesniewski and
Ruskai [18], who proved that the Riemannian structure, given by Hg is monotone
for each g and, conversely, each monotone metric is obtained in this way. A short
account on some of their results is in section 4.
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In section 5, we will use Hg to define an affine connection and show that this
definition contains both the α-connections, defined from α-embeddings, and the
convex mixtures of ∇(m) and ∇(e). We will show that for each monotone metric,
there is a family of such connections (the p-connections), parametrized by p ∈ [0, 1],
such that these are torsion-free and the p- and (1 − p)- connections are dual. We
will then use the theory of statistical manifolds by Lauritzen [2] to investigate the
Riemannian curvature of the connections.
Finally, in the last section we will show that a pair of dual flat connections exists
if and only if the metric is one of the WYD metrics λα. The flat connections are
then the ±α-connections. This result holds for the connections given by the relative
g-entropies. It is known from [1] that dual flat connections give rise to divergence
functionals on the manifold, it is therefore reasonable to consider connections de-
fined from functionals having the properties (a)-(e). The class of g-entropies seems
to be large enough, although it does not contain all such functionals (see [18]). The
main results of the present paper can be summarized as follows: If a pair of dual
flat connections is required, the structures of information geometry are unique even
in the quantum case, at least if we consider only connections defined by the relative
g-entropies. These structures are provided by the family of Wigner-Yanase-Dyson
metrics and the α-connections.
2. The manifold and monotone metrics.
Let Mn(C) be the space of n × n complex matrices, Mh be the real linear
subspace of hermitian matrices and letM⊂Mh denote the set of positive definite
matrices. As an open subset in a finite dimensional real vector space, M inherits
the structure of a differentiable manifold. The tangent space Tρ of M at ρ is the
linear space of directional (Fre`chet) derivatives in the direction of smooth curves
in M and it can be identified with Mh in an obvious way. In the present paper,
the elements of the tangent space, seen as directional derivative operators, will
be denoted by X ,Y, etc., while the corresponding capital letters will mean their
representations X = X (ρ) etc. in Mh. The map X 7→ X is the same as Amari’s
-1-representation of the tangent space in the classical case [1], see also the next
Section. The vector fields onM are represented byMh-valued functions onM. If
X ,Y are vector fields, then the bracket [X ,Y] is unrelated to the usual commutator
of the representing matrices and these two should not be confused. In the present
paper, we will use [·, ·] only in the first (vector fields) meaning.
A Riemannian structure is introduced in M by
λρ(X,Y ) = TrXJρ(Y ), X, Y ∈ Tρ
where Jρ is a suitable operator on matrices. We say that the metric λ is monotone
if it is monotone with respect to stochastic maps, that is, we have
λT (ρ)(T (X), T (X)) ≤ λρ(X,X), ρ ∈M, X ∈ Tρ
for a stochastic map T . It is an important result of Petz [22], that this is equivalent
to
Jρ = R
−1/2
ρ F (Lρ/Rρ)
−1R−1/2ρ
where F : R+ → R is an operator monotone function, which is symmetric, F (x) =
xF (x−1), and normalized, F (1) = 1. The operators Lρ and Rρ are the left and
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right multiplication operators. Clearly, Jρ(X) = ρ
−1X if X and ρ commute, so
that the restriction of λ to commutative submanifolds is the Fisher metric.
Example 2.1. Let Jρ be the symmetric logarithmic derivative, given by Jρ(X) =
Y , Y ρ+ ρY = 2X , then the metric λ is monotone, with F (x) = 1+x2 . This metric
is sometimes called the Bures metric and it is the smallest monotone Riemannian
metric.
Example 2.2. The largest monotone metric is given by the operator monotone
function F (x) = 2x1+x . In this case, Jρ(X) =
1
2 (ρ
−1X +Xρ−1) is the right logarith-
mic derivative (RLD).
Example 2.3. An important example of a monotone metric is the Kubo-Mori-
Bogoljubov (BKM) metric, obtained from
∂2
∂s∂t
Tr (ρ+ sX) log(ρ+ tY )|s,t=0 = λρ(X,Y )
In this case, F (x) = x−1log(x) .
3. The α-representation and α-connections.
Let f : R→ R be a monotone function and let ρ ∈M. Let us define the operator
Lf [ρ] : Mh →Mh by
Lf [ρ](X) =
d
ds
f(ρ+ sX)|s=0
This operator has the following properties [16]:
(i) The chain rule: Lf◦g[ρ] = Lf [g(ρ)]Lg[ρ]. In particular, if f is invertible
then Lf [ρ] is invertible and Lf [ρ]
−1 = Lf−1 [f(ρ)].
(ii) Lf [ρ] is a self adjoint operator inMh, with respect to the Hilbert-Schmidt
inner product 〈X,Y 〉 = TrX∗Y .
(iii) If Xρ = ρX , then Lf [ρ](X) = f
′(ρ)X , f ′(x) = ddxf(x).
Let now fα be given by (1). The map
ℓα :M ∋ ρ 7→ fα(ρ) ∈Mh
will be called the α-embedding of M. The α-embedding induces the map
Tρ ∋ X 7→ X (fα(ρ)) = Lα[ρ](X) ∈Mh
where Lα[ρ] := Lfα [ρ], it will be called the α-representation of the tangent vector
X . We will often omit the indication of the point in the square brackets, if no
confusion is possible.
Let λ be a monotone metric and let Y1 = Lα(X1) and Y2 = Lα(X2) be the
α-representations of the tangent vectors X1 and X2, then
(3) λρ(X1, X2) = Tr Y1Kα(Y2)
where Kα = L
−1
α JρL
−1
α .
Example 3.1. The family of Wigner-Yanase-Dyson (WYD) metrics λα is defined
by Jρ = L−αLα. In [15], it was shown that such metrics are monotone for α ∈ [−3, 3]
and that there are no other monotone metrics, satisfying
λρ(X,Y ) =
∂2
∂s∂t
Tr f(ρ+ sX)f∗(ρ+ tY )|s,t=0
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for some functions f and f∗. The corresponding operator monotone function is
Fα(x) =
1− α2
4
(x − 1)2
(x
1+α
2 − 1)(x 1−α2 − 1)
As special cases, we obtain the BKMmetric for α = ±1 and RLD metric for α = ±3.
The smallest metric in this class is the Wigner-Yanase (WY) metric, corresponding
to α = 0, here F0(x) =
1
4 (1 +
√
(x))2, the Bures metric is not included. For the
metric λα, α ∈ [−3, 3], we have Kα = L−αL−1α . It can be shown that K−1α = K−α
if and only if λ = λα.
The connection ∇(α) is defined by
Lα((∇(α)X Y)(ρ)) = XYfα(ρ)
for smooth vector fields X ,Y. Clearly, a vector field is parallel with respect to this
connection if and only if its α-representation is a constant hermitian matrix valued
function on M. For α = −1 and α = 1, we get the mixture and exponential con-
nections, sometimes denoted by ∇(m) and ∇(e). The mixture connection coincides
with the natural flat affine structure inherited from Mh.
For each α, there is a coordinate system ξ1, . . . , ξN , such that fα(ρ(ξ)) =
∑
i ξiZi,
where Zi ∈ Mh, i = 1, . . . , N form a basis of Mh. Clearly, such coordinate
system is ∇(α)-affine. The existence of an affine coordinate system is equivalent
to flatness of the connection ∇(α), that is, the connections are torsion-free and the
Riemannian curvature tensor vanishes. Thus we have a one-parameter family of
flat α-connections, just as in the classical case. But, contrary to the classical case,
the ∇(α) and ∇(−α) are not dual for a general monotone metric.
Let us define the connection ∇(α)∗ by
L−1α Jρ((∇(α)∗X Y)(ρ)) = XL−1α Jρ(Y ) = XKαLα(Y )
It can be easily seen from (3) that the connections ∇(α) and ∇(α)∗ are dual with
respect to λ. It follows that ∇(α)∗ is also curvature free and it is torsion-free if and
only if [16]
(4) XL−1α Jρ(Y ) = YL−1α Jρ(X)
for all vector fields satisfying [X ,Y] = 0.
Theorem 3.1. [17] Let α ∈ [−3, 3]. The following are equivalent.
(i) (∇(α))∗ is torsion-free
(ii) Jρ = LαL−α
(iii) (∇(α))∗ = ∇(−α)
Proof. (i) =⇒ (ii): Let θ 7→ ρ(θ) be a smooth parametrization of M and let ∂i =
∂
∂θi
, i = 1, . . . , N . Let us denote Xi(θ) = ∂i(ρ(θ)). Let ∇(α)∗ be torsion-free and
let Fi(θ) = L
−1
α Jρ(θ)(Xi(θ)), i = 1, . . . , N . Then we get from (4) that ∂jFi = ∂iFj
for all i, j.
Let A1, . . . , AN be a basis of Mh and let Fi(θ) =
∑
k fik(θ)Ak, then ∂ifjk(θ) =
∂jfik(θ) for all k, i and j. This implies the existence of functions φ1, . . . , φN , such
that fik(θ) = ∂iφk(θ). Let φ(θ) =
∑
k φk(θ)Ak, then Fi = ∂iφ. Moreover, if
ρt = ρ(θ(t)) is a curve in M, then
d
dt
φ(θ(t)) =
∑
i
d
dt
θi(t)Fi(θ(t)) = L
−1
α [ρt]Jρt(
d
dt
ρt)
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Let now ρ ∈ M and let us consider the curve ρt = ρ(θ(t)) = tρ+(1− t). Using the
fact that ddtρt = ρ− 1 and ρt commute for all t, we have
φ(θ(1))− φ(θ(0)) =
∫ 1
0
d
dt
φ(θ(t))dt =
∫ 1
0
L−1α [ρt]Jρt(ρ− 1)dt =
=
∫ 1
0
(1 + t(ρ− 1))α−12 (ρ− 1)dt = f−α(ρ)− f−α(I)
Therefore, φ(θ) = f−α(ρ(θ)) + c. It follows that
L−1α Jρ(θ)(Xi(θ)) = Fi(θ) = ∂if−α(ρ(θ)) = L−α(Xi(θ))
and Jρ = LαL−α.
(ii) =⇒ (iii) and (iii) =⇒ (i) are quite clear. 
The statement for α = ±1 was already proved in [3]. The equivalence (ii) ⇐⇒
(iii) was proved (by a different method) in [11] for α = ±1 and [10] for α ∈ (−1, 1).
Remark 3.1. Let D = {ρ ∈M : Tr ρ = 1} be the submanifold of quantum states.
The connections induced on D are orthogonal projections of the above connections.
The Riemannian curvature is given by [16]
Rαρ (X,Y, Z,W ) =
1− α2
4
{TrY Jα(Z)TrXJρ(W )− TrXJα(Z)TrY Jρ(W )}
where ρ ∈ D, X,Y, Z,W ∈ Tρ(D), and thus Rα = 0 if and only if α = ±1.
Therefore, the α-connections are not flat on D, unless α = ±1, which corresponds
to the classical results.
4. Relative g-entropies and monotone metrics.
Let G be the set of all operator convex functions (0,∞)→ R, satisfying g(1) = 0
and g′′(1) = 1. For g ∈ G, we define the relative g-entropy Hg : M×M→ R by
[20]
Hg(ρ, σ) = Tr ρ
1/2g(Lσ/Rρ)(ρ
1/2)
The set G is the set of functions of the form
(5) g(u) = a(u− 1) +
∫
[0,∞]
(u− 1)2 1 + s
u+ s
dµ(s)
where µ is a positive finite measure on [0,∞] satisfying ∫[0,∞] dµ(s) = 1/2 and
a = g′(1) is a real number. We will denote b = µ({∞}) and c = µ({0}) the possible
atoms in 0 and ∞, then
g(u) = a(u− 1) + b(u− 1)2 + c (u− 1)
2
u
+
∫ ∞
0
(u− 1)2 1 + s
u+ s
dµ(s)
For an operator convex function g we define its transpose gˆ(u) = ug(u−1).
Clearly, g ∈ G implies gˆ ∈ G, with the positive measure µˆ satisfying dµˆ(s) =
dµ(s−1) and aˆ = −a. We say that g is symmetric if g = gˆ. For each symmetric
function h ∈ G, we denote by Gh ⊂ G the convex subset of functions such that
g + gˆ = 2h. If g ∈ Gh, then clearly gˆ ∈ Gh and Hgˆ(ρ, σ) = Hg(σ, ρ).
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Theorem 4.1. [18] For each ρ, σ ∈M,
Hg(ρ, σ) = aTr (σ − ρ) +
+ Tr (σ − ρ){bρ−1 + cσ−1 +
∫ ∞
0
1 + s
Lσ + sRρ
dµ(s)}(σ − ρ)
= aTr (σ − ρ) + Tr (σ − ρ)R−1ρ k(Lσ/Rρ)(σ − ρ)
where
(6) k(u) =
∫
[0,∞]
1 + s
u+ s
dµ(s) =
g(u)− a(u− 1)
(u− 1)2
The above Theorem implies that if a = 0, Hg is a contrast functional on M.
The value of g′(1) = a does not influence the Riemannian structure and connections
defined by Hg, so that we may also use functions with g
′(1) 6= 0, as it is sometimes
more convenient, for example, g(u) = − logu.
Let us consider the mixture connection ∇(m) on M. A vector field on M is
parallel with respect to ∇(m) if and only if its -1-representation is a constant Mh-
valued function overM. In the rest of the paper, we will deal only with such vector
fields. The symbol X will denote the vector field such that the constant value of
the -1-representation is X , similarly Y, etc. Note that for such vector fields, we
have [X ,Y] = 0.
Let us define the Riemannian metric λg on M by
(7) λgρ(X,Y ) = −
∂2
∂s∂t
Hg(ρ+ sX, ρ+ tY )|s,t=0, ∀X,Y ∈ Tρ
Then [18]
λgρ(X,Y ) = TrXR
−1
ρ ksym(Lρ/Rρ)(Y )
with
ksym(u) = k(u) + u
−1k(u−1) =
g(u) + gˆ(u)
(u− 1)2
Moreover, the function ksym is operator monotone decreasing, hence λ
g is a mono-
tone metric, with F = 1/ksym the corresponding operator monotone function. Note
also that if h is a fixed symmetric function in G, then λg defines the same monotone
metric for each g ∈ Gh.
Conversely, if λ is a monotone metric with the operator monotone function F ,
then
(8) h(u) =
1
2
(u− 1)2
F (u)
is a symmetric operator convex function with h(1) = 0, so that λ = λh. The
condition h′′(1) = 1 is equivalent to the normalization condition F (1) = 1. This
gives a one-to-one correspondence between the monotone metrics and the convex
sets Gh, with symmetric h ∈ G.
5. The p-connections.
Let us fix a monotone metric λ and let h be given by (8). Let us choose some
g ∈ Gh, then λ = λg. We define the affine connection ∇(g) by
λρ(∇(g)X Y,Z) = −
∂3
∂s∂t∂u
Hg(ρ+ sX + tY, ρ+ uZ)|s,t,u=0
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just as in the classical case. It is clear that the restriction of ∇(g) to submanifolds
of mutually commuting elements coincides with the classical α-connection, with
α = 2g′′′(1) + 3. In contrast with the classical case, the condition g ∈ G leads to a
restriction on α. Indeed, we have
g′′′(1) = −6
∫
[0,∞]
1
1 + s
dµ(s)
From this, 0 ≥ g′′′(1) ≥ −3 and therefore α ∈ [−3, 3] for each g ∈ G.
Proposition 5.1. The connections ∇(g) and ∇(gˆ) are dual with respect to λ. More-
over, the connections are torsion-free.
Proof. We have
Xλρ(Y,Z) = − d
du
∂2
∂t∂s
Hg(ρ+ uX + sY, ρ+ uX + tZ)|s,t,u=0
= − ∂
3
∂s∂t∂u
Hg(ρ+ uX + sY, ρ+ tZ)|s,t,u=0 −
− ∂
3
∂s∂t∂u
Hgˆ(ρ+ uX + tZ, ρ+ sY )|s,t,u=0 =
= λρ(∇(g)X Y,Z) + λρ(Y,∇(gˆ)X Z)
so that duality is proved. Moreover, as [X ,Y] = 0, the connection is torsion-free if
∇(g)X Y −∇(g)Y X = 0, which is obvious. 
If the function g is symmetric, then from the previous Proposition, ∇(g) is self-
dual and torsion-free, hence it is the metric connection ∇¯. For g 6= gˆ, let us define
gp = pg + (1 − p)gˆ, then gp ∈ Gh for p ∈ [0, 1] and gˆp = g1−p. For λ and g fixed,
the connection given by gp will be called the p-connection and denoted by ∇(p).
Clearly, ∇(p) is a convex mixture of ∇(g) and ∇(gˆ),
∇(p) = p∇(g) + (1− p)∇(gˆ)
Thus we have a one-parameter family of torsion-free p-connections, satisfying (∇(p))∗ =
∇(1−p). We have ∇(1/2) = ∇¯ for all g ∈ Gh. In the rest of this Secion, we will
investigate the Riemannian curvature of the p-connections.
Example 5.1. We see from (5) that the extreme boundary of G consists of func-
tions
gs(u) =
1 + s
2
(u− 1)2
u+ s
for s ≥ 0
g∞(u) =
1
2
(u− 1)2
We have gˆs = gs−1 for s > 0 and gˆ0 = g∞. In this case
Ghs = {gp = pgs + (1− p)gˆs, p ∈ [0, 1]}
where hs =
1
2 (gs + gˆs). For the corresponding metric we obtain a unique family
of p-connections. In particular, if s = 1, g1 = h1 is symmetric and Gh1 = {h1}.
The corresponding metric is the Bures metric. Hence we see that for the Bures
metric, we obtain only the metric connection, which is known to be not flat, see for
example [7].
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Example 5.2. Let
gα(u) =


4
1−α2 (
1+u
2 − u
1+α
2 ) α 6= ±1
− log u α = −1
u log u α = +1
Then gα ∈ G for α ∈ [−3, 3] and gˆα = g−α. The relative entropies Hgα are (up to
a linear term) the α-divergences defined by Hasegawa in [13]. It was also proved
that λgα = λα, the WYD metric, and ∇gα = ∇(α), the α-connection from Section
3, see also [14]. Hence, ∇(gα) is flat. In particular, for α = ±1 we get the BKM
metric and the mixture and exponential connection. The family of p-connection for
g(u) = − log(u) is
∇(p) = p∇(m) + (1− p)∇(e)
In the classical case, this is an equivalent definition of the α-connection, p = (1 −
α)/2. In our case however, these connections are different from the α-connections,
which, by Theorem 3.1, have torsion-free duals with respect to the BKM metric if
and only if α = ±1.
To compute the Riemannian curvature tensor of ∇(p), we use the theory of sta-
tistical manifolds due to Lauritzen, [2]. A statistical manifold is a triple (M,λ, D˜),
where M is a differentiable manifold, λ is the metric tensor and D˜ is a symmetric
covariant 3-tensor called the skewness.
On M , a class of connections is introduced by
(9) ∇(p)X Y = ∇¯XY −
1− 2p
2
D(X,Y ),
where X,Y are smooth vector fields, ∇¯ is the metric connection and the tensor D
is given by D˜(X,Y, Z) = λ(D(X,Y ), Z). Such connections are torsion-free, this is
equivalent to symmetry of D˜ resp. D. Moreover, (∇(p))∗ = ∇(1−p). Let Rp be the
corresponding Riemannian curvature. The manifolds satisfying Rp = R1−p for all p
are called conjugate symmetric. It was proved in [2] that the manifold is conjugate
symmetric if and only if the tensor F = ∇¯D˜ is symmetric. From symmetry of D˜,
it follows that F is symmetric if (and only if) it is symmetric in X and Y . We
also have that if there is some p 6= 1/2, such that Rp = R1−p, then the manifold is
conjugate symmetric.
Let g ∈ G, then (M, λg, D˜), where D(X ,Y) = ∇(g)X Y − ∇(gˆ)X Y, is a statistical
manifold. The connections defined by (9) coincide with the p-connections if p ∈
[0, 1]. For simplicity, we denote this manifold by (M, g). If g is symmetric, then
D˜ ≡ 0 and ∇(p) = ∇¯ for all p, in this case, the manifold is trivially conjugate
symmetric.
Proposition 5.2. Let R¯ = R1/2. Then
Rp(X ,Y,Z,W) = R¯(X ,Y,Z,W) + 1− 2p
2
{F (Y,X ,Z,W)− F (X ,Y,Z,W)}
+
(1− 2p)2
4
{λ(D(X ,W), D(Y,Z)) − λ(D(X ,Z), D(Y,W))}
Proof. We have [X ,Y] = 0 and therefore
Rp(X ,Y,Z,W) = λ(∇(p)X ∇(p)Y Z −∇(p)Y ∇(p)X Z,W).
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Let us now recall that
F (X ,Y,Z,W) = X D˜(Y,Z,W)−D˜(∇¯XY,Z,W)−D˜(Y, ∇¯XZ,W)−D˜(Y,Z, ∇¯XW)
From (9) we get
∇(p)X ∇(p)Y Z = ∇¯X ∇¯YZ −
1− 2p
2
{∇¯XD(Y,Z) +D(X , ∇¯YZ)}+
+
(1− 2p)2
4
D(X , D(Y,Z))
Moreover, from self-duality of ∇¯,
λ(∇¯XD(Y,Z)+D(X , ∇¯YZ),W) = X D˜(Y,Z,W)−D˜(Y,Z, ∇¯XW)+D˜(X , ∇¯YZ,W)
and
λ(D(X , D(Y,Z)),W) = D˜(X , D(Y,Z),W) = λ(D(X ,W), D(Y,Z)),
this follows from symmetry of the tensor D˜. Subtracting the expression with inter-
changed X and Y and using symmetry of ∇¯ completes the proof. 
Corollary 5.1. Let g 6= gˆ and let the connection ∇(g) be flat. Then the manifold
(M, g) is conjugate symmetric. Moreover, if Rp0 = 0 for some p0 ∈ (0, 1) then
Rp = 0 for all p ∈ [0, 1].
Proof. If ∇(g) is flat, then also its dual ∇(gˆ) is flat, therefore 0 = R1 = R0 and the
manifold is conjugate symmetric. From Proposition 5.2, we see that
0 = R¯(X ,Y,Z,W) + 1
4
{λ(D(X ,W), D(Y,Z)) − λ(D(X ,Z), D(Y,W))}
and therefore
Rp(X ,Y,Z,W) = p(p− 1){λ(D(X ,W), D(Y,Z)) − λ(D(X ,Z), D(Y,W))}
If this vanishes for some p0 6= 0, 1, then the term in brackets must be zero. 
Let λ be the BKM metric and g(u) = − log(u), then ∇(g) = ∇(m) is flat. It is
known [21] that in this case, the metric connection is not flat, hence R¯ = R1/2 6= 0.
It follows that p∇(m) + (1 − p)∇(e) is flat if and only if p = 0 or p = 1.
6. Operator calculus.
In the following sections, we are going to prove that the connection ∇(g) is flat if
and only if ∇(g) = ∇(α) for some α ∈ [−3, 3]. To do this, we will need to compute
the derivatives of functions of the form c(Lρ, Rρ). We use the same method as in
[8].
Let c be a function, defined and complex analytic in a neighborhood of (R+)2
in C2. As the operators Lρ and Rρ commute and have the same spectrum as ρ, we
have by the operator calculus
c(Lρ, Rρ) =
1
(2πi)2
∫ ∫
c(ξ, η)
1
ξ − Lρ
1
η −Rρ dξdη
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where we integrate twice around the spectrum of ρ. We have
d
dt
c(Lρ+tX , Rρ)|t=0 = 1
(2πi)2
∫ ∫
c(ξ, η)
1
ξ − LρLX
1
ξ − Lρ
1
η −Rρ dξdη
∂2
∂s∂t
c(Lρ+sX+tY , Rρ)|s,t=0 = 1
(2πi)2
∫ ∫
c(ξ, η){ 1
ξ − LρLY
1
ξ − LρLX
1
ξ − Lρ +
+
1
ξ − LρLX
1
ξ − LρLY
1
ξ − Lρ }
1
η −Rρ dξdη
∂2
∂s∂t
c(Lρ+sX , Rρ+tY )|s,t=0 = 1
(2πi)2
∫ ∫
c(ξ, η)
1
ξ − LρLX
1
ξ − Lρ
1
η −RρRY
1
η −Rρ dξdη
We express the derivatives in form of divided differences, [4]. Let us denote
T (x, y|z) = c(x,z)−c(y,z)x−y(10)
T (z|x, y) = c(z,x)−c(z,y)x−y(11)
T (x, y, z|w) = T (x,y|w)−T (y,z|w)x−z(12)
T (x, y|z, w) = T (x,y|z)−T (x,y|w)z−w = T (x|z,w)−T (y|z,w)x−y(13)
Then we have
(i) T (x, y|z), T (z|x, y), T (x, y|z, w) are symmetric in x, y and z, w. T (x, y, z|w)
is symmetric in x, y, z.
(ii) T (x, x|z) = ∂∂xc(x, z) and T (z|x, x) = ∂∂xc(z, x),
(iii) T (x, x, z|w) = ∂∂xT (x, z|w),
(iv) T (x, x, x|w) = 12 ∂
2
∂x2 c(x,w).
Let ρ =
∑
i λi|ψi〉〈ψi| be the spectral decomposition of ρ. Let eij = |ψi〉〈ψj |,
then {eij | i, j = 1, . . . , n} is a basis of Mn(C). Let uij = Leij , vij = Reji . Then
uijekl = δjkeil and vijekl = δjleki. We also have
Lρ =
∑
i
λiuii, Rρ =
∑
i
λivii, c(Lρ, Rρ) =
∑
i,j
c(λi, λj)uiivjj
Let X =
∑
i,j xijeij . Inserting this into the expressions for derivatives, we get
(14)
d
dt
c(Lρ+tX , Rρ)|t=0 =
∑
i,j,k
T (λi, λj |λk)xijuijvkk
Similarly,
∂2
∂s∂t
c(Lρ+sX+tY , Rρ)|s,t=0 =
∑
i,j,k,l
T (λi, λjλk|λl)(xijyjk + yijxjk)uikvll(15)
∂2
∂s∂t
c(Lρ+sX , Rρ+tY )|s,t=0 =
∑
i,j,k,l
T (λi, λj |λk, λl)xijylkuijvkl(16)
7. Conjugate symmetry.
Let g ∈ G and let k be given by (6). Let us define the function c : R+×R+ → R
by c(x, y) = 1/yk(x/y). As we see from the integral representation, the function
k is operator monotone decreasing, therefore it has an analytic extension to the
right halfplane in C. It follows that c is complex analytic in a neighborhood of
(R+)2 and we may use the results of the previous section. Note also that for gˆ,
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kˆ(u) = u−1k(u−1) and cˆ(x, y) = c(y, x). Moreover, c¯(x, y) = c(x, y) + cˆ(x, y) =
1/yksym(x/y) is the Chentsov– Morozova function. As follows from (6), k(1) =∫
[0,∞] dµ = 1/2, therefore c(x, x) =
1
2x for all g.
Lemma 7.1. Let c and cˆ be as above. Then
λρ(∇(g)X Y,Z) = 2Re
d
ds
Tr {Xcˆ(Lρ+sY , Rρ)(Z) + Y cˆ(Lρ+sX , Rρ)(Z)−
−Xc(Lρ+sZ , Rρ)(Y )}|s=0
Proof. From Theorem 4.1 we compute
λρ(∇(g)X Y,Z) = −
∂3
∂s∂t∂u
(uZ − sX − tY )c(Lρ+uZ , Rρ+sX+tY )(uZ − sX − tY )|s,t,u=0 =
= − d
ds
Tr {Xc(Lρ+sZ, Rρ)(Y ) + Y c(Lρ+sZ , Rρ)(X)−
− Xc(Lρ, Rρ+sY )(Z)− Zc(Lρ, Rρ+sY )(X)−
− Y c(Lρ, Rρ+sX)(Z)− Zc(Lρ, Rρ+sX)(Y )}|s=0
For σ, ρ ∈ M, c(Lσ, Rρ) is a positive operator onMn(C) endowed with the inner
product 〈A,B〉 = TrA∗B. For hermitian X and Y , we have
TrXc(Lσ, Rρ)(Y ) + TrY c(Lσ, Rρ)(X) = 2ReTrXc(Lσ, Rρ)(Y )
Clearly, for all X ∈Mh and sufficiently small s, ρ+ sX ∈ M. Moreover,
Re TrXc(Lρ, Rρ+sY )(Z) = Re Tr (Xc(Lρ, Rρ+sY )(Z))
∗ = Re TrXcˆ(Lρ+sY , Rρ)(Z)

Lemma 7.2. Let D(X ,Y) = ∇(g)X Y −∇(gˆ)X Y and let D˜(X ,Y,Z) = λ(D(X ,Y),Z).
Let us denote cr(x, y) = cˆ(x, y)− c(x, y) = c(y, x)− c(x, y) and let
Q(X,Y, Z) =
d
ds
TrXcr(Lρ+sY , Rρ)(Z)
Then
D˜(X ,Y,Z) = 2Re{Q(X,Y, Z) +Q(Y,X,Z) +Q(X,Z, Y )} = 6Qsym(X,Y, Z)
where Qsym is the symmetrization of Q over X, Y , Z.
Proof. Straightforward from previous Lemma. 
Let us now denote by T¯ (x, y|z) resp. R(x, y|z), etc. the expressions (10)...(13)
for c = c¯ resp. c = cr. Using the previous section, we find
(17) Q(X,Y, Z) =
∑
i,j,k
R(λi, λj |λk)xkiyijzjk
Further,
XQ(Y, Z,W ) =
∑
i,j,k,l
R(λi, λj , λk|λl)(xijzjk + zijxjk)wklyli +(18)
+
∑
i,j,k,l
R(λi, λj |λk, λl)zijwjlxlkyki
Clearly, X D˜(Y,Z,W) is the symmetrization of (18) over Y, Z,W .
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Proposition 7.1. Let
S(x, y|z) = 1
2c¯(x, y)
{T¯ (x, z|y) + T¯ (y, z|x)− T¯ (x, y|z)}
Then the -1-representation ∇¯XY(ρ) =
∑
α,β dαβeαβ where
dαβ =
∑
i
S(λα, λβ |λi)(xαiyiβ + yαixiβ)
Proof. Let h = 12 (g + gˆ), then ∇¯ = ∇(h). In this case, c = 12 c¯ = cˆ. From Lemma
7.1 and (14), we see that
(19) λρ(∇¯XY(ρ), Z) = Re
∑
i,j,k
T¯ (λi, λj |λk){xkiyijzjk + ykixijzjk − xkizijyjk}
Let us denote f1αα = eαα, for α = 1, . . . n, f
2
αβ = eαβ + eβα, α 6= β and f3αβ =
i(eαβ−eβα), α 6= β. Then {f1αα, α = 1, . . . , n, fkαβ , k = 2, 3, α < β = 2, . . . , n} forms
a basis of Tρ with elements mutually orthogonal with respect to each monotone
metric λ. Moreover,
λ(fkαβ , f
k
αβ) =
{
c¯(λα, λα) k = 1
2c¯(λα, λβ) k 6= 1
Suppose that
∇¯XY(ρ) =
∑
k,α≤β
akαβf
k
αβ ,
then ∇¯XY(ρ) =
∑
α,β dαβeαβ , where dαα = a
1
αα, dαβ = a
2
αβ + ia
3
αβ, if α < β and
dαβ = a
2
αβ − ia3αβ, if α > β. From (19) we compute
a1αα = 2Re
∑
j
S(λα, λα|λj)xαjyjα
a2αβ = Re
∑
j
S(λα, λβ |λj){xαjyjβ + yαjxjβ}
a3αβ = Im
∑
j
S(λα, λβ |λj){xαjyjβ + yαjxjβ}

As we know from section 5, (M, g) is conjugate symmetric if and only if
X D˜(Y,Z,W)− YD˜(X ,Z,W) + D˜(X , ∇¯YZ,W) + D˜(X ,Z, ∇¯YW)(20)
−D˜(Y, ∇¯XZ,W)− D˜(Y,Z, ∇¯XW) = 0
Using Lemma 7.2, (17), (18) and Proposition 7.1, we express the above equality
in terms of the divided differences and then insert the basis elements fkαβ . This, and
other further lengthy computations, is best performed using some software suitable
for symbolic calculations, like Maple or Mathematica.
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The equalities c¯(x, y) = c¯(y, x), cr(x, y) = −cr(y, x) and the definition and
properties of divided differences imply that
R(x, y|x) = 1
x− y cr(x, y) = R(x, y|y)(21)
R(x, x|x) = − α
6x2
, where α = 2g′′′(1) + 3(22)
R(x, y|z, w) = −R(z, w|x, y)(23)
T¯ (x, y|z, w) = T¯ (z, w|x, y)(24)
S(x, y|x) = 1
2
∂
∂x
log c¯(x, y)(25)
S(x, x|y) = 1
2
{21− xc¯(x, y)
x− y − x
∂
∂x
c¯(x, y)}(26)
S(x, x|x) = − 1
4x
(27)
for all x, y, z, w > 0.
Theorem 7.1. Let g 6= gˆ and let g¯ = g + gˆ, gr = gˆ − g. If (M, g) is conjugate
symmetric, then
(28) −αg¯(u) = 2ug′r(u)− gr(u) + 2au+ 2a
for all u > 0, here a = g′(1) and α = 2g′′′(1) + 3.
Proof. Let us write the equality (20) for the basis elements fkαβ with α, β ∈ {1, 2},
in this case, the resulting expression depends only from eigenvalues λ1 and λ2 of ρ.
Let us put X = Z = e11 and Y =W = e12 + e21 and let λ1 = x, λ2 = y. We get
R(x, x, x|y)−R(x, x, y|x) +R(x, y|x, x)−R(x, x|x, y) + 3R(x, x|x)S(x, x|y) −
S(x, x|x)(2R(x, y|x) +R(x, x|y)) = 0
We have
cr(x, y) =
ygr(x/y)
(x− y)2 +
2a
x− y ,
c¯(x, y) =
yg¯(x/y)
(x− y)2
From this and from (i)...(iv), (21)...(27), we get the equation
2g′′r (
x
y
)
x
y
+ 2a+ αg¯′(
x
y
) + g′r(
x
y
) = 0
Putting u = x/y and integrating this, taking into account that g¯(1) = 0, gr(1) = 0
and g′r(1) = −2a, we get (28).

Remark 7.1. Let g 6= gˆ, α and a be as above. Then according to the previous
theorem, if (M, g) is conjugate symmetric, then
(29)
1 + α
2
g¯(u) = g′(u−1) + ug′(u)− au− a
If h is symmetric, then (M, h) is, of course, conjugate symmetric. In such a case,
α = a = 0 and the equation (29) reads
h(u) = h′(u−1) + uh′(u)
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which is fulfilled for all symmetric h ∈ G.
Example 7.1. It is easily checked that (29) is satisfied for all pgα + (1 − p)g−α,
p ∈ [0, 1], α ∈ [−3, 3] (as it should be). On the other hand, it is not true for gs from
the extreme boundary of G, unless s = 1, which is symmetric (the Bures case), or
s = 0, which corresponds to gα, α = 3.
8. Flat connections.
As we know from Corollary 5.1 and Proposition 5.2, the connection ∇(g) is flat
if and only if
(a) (M, g) is conjugate symmetric
(b) R¯(X ,Y,Z,W) + 14{λ(D(X ,W), D(Y,Z)) − λ(D(X ,Z), D(Y,W))} = 0
This holds also for symmetric g, in that case (a) is satisfied and D = 0.
Lemma 8.1.
R¯(X ,Y,Z,W) = Xλ(∇¯YZ,W)−Yλ(∇¯XZ,W)+λ(∇¯XZ, ∇¯YW)−λ(∇¯YZ, ∇¯XW)
Proof. The statement is proved similarly as Proposition 5.2, using self-duality and
symmetry of ∇¯. 
As before, we compute
Xλ(∇¯YZ,W) = Re{X Q¯(Y, Z,W ) + X Q¯(Z, Y,W )−X Q¯(Y,W,Z)}
where
X Q¯(Y, Z,W ) =
∑
i,j,k,l
T¯ (λi, λj , λk|λl)(xijzjk + zijxjk)wklyli +(30)
+
∑
i,j,k,l
T¯ (λi, λj |λk, λl)zijwjlxlkyki
Moreover,
(31) λ(X,Y ) = TrXc¯(Lρ, Rρ)(Y ) =
∑
i,j
c¯(λi, λj)xjiyij
The second term in (b) can be written in a form using D˜: let {bj, j = 1, . . .N}
be the orthonormal basis obtained by normalization of {fkαβ, k = 1, 2, 3, α ≤ β =
1, . . . , n}, then
λ(D(X ,W), D(Y,Z)) − λ(D(X ,Z), D(Y,W)) =(32) ∑
j{D˜(X,W, bj)D˜(Y, Z, bj)− D˜(X,Z, bj)D˜(Y,W, bj)}
Using Lemma 8.1, (30), (31), (32) and Proposition 7.1, we get from (b) an
equation involving divided differences, and we may proceed the same way as in the
last section.
Proposition 8.1. Let g ∈ G. If the connection ∇(g) is flat, then
(33) (α2 − 1)g¯(u) + g¯′(u)(u− 1)− 2g¯′′(u)u(1 + u) + α(g′r(u) + 2a)(u− 1) + 8 = 0
for all u > 0.
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Proof. Let X = Z = e11 and Y =W = e12 + e21. From (b), we get the equation
2T¯ (x, x, x|y) − 2T¯ (x, x|x, y) − 2c¯(x, y)S(x, y|x)2 + 4c¯(x, x)S(x, x|x)S¯(x, x|y) −
−3R(x,x|x)c¯(x,x) (2R(x, y|x) +R(x, x|y)) + 1c¯(x,y)(2R(x, y|x) +R(x, x|y))2 = 0
For X = Z = e12 + e21, Y =W = i(e12 − e21), the equation (b) reads
4T¯ (y, y, x|x) + 4T¯ (x, x, y|y)− 8T¯ (x, y|x, y) + 4c¯(x, x)S(x, x|y)2 + 4c¯(y, y)S(y, y|x)2 −
−(2R(x, y|x) +R(x, x|y))2 − (2R(x, y|y) +R(y, y|x))2 = 0
As in the proof of Theorem 7.1, we get after some rearrangements
u
[
(g′r(u) + 2a)
2 − (g¯′(u))2]+ g¯(u){2ug¯′′(u) + g¯′(u) + α(g′r(u) + 2a)} = 0
from the first equation and
u
[
(g′r(u) + 2a)
2 − (g¯′(u))2]+{g′r(u)u−gr(u)+2a}2−{g¯′(u)u− g¯(u)}2+8g¯(u) = 0
from the second equation.
If g is symmetric, then in the above two equations α = a = 0 and gr = 0. From
this we get
g¯(u){−g¯(u) + g¯′(u)(u− 1)− 2g¯′′(u)u(1 + u) + 8} = 0
which is (33).
Let now g 6= gˆ. From (a), (M, g) is conjugate symmetric, and therefore (28)
holds. From this
g′r(u)u− gr(u) + 2a = −αg¯(u)− u{g′r(u) + 2a}
Inserting this into the second equation and after some further computation, we get
(33).

We are now in position to prove our main theorem.
Theorem 8.1. Let g ∈ G and α = 2g′′′(1)+3. Then α ∈ [−3, 3] and the connection
∇(g) is flat if and only if ∇(g) = ∇(α).
Proof. Let g be symmetric and suppose that ∇(g) is flat. Then g¯ = 2g and we get
from (33) that g is the solution of
−g(u) + g′(u)(u− 1)− 2g′′(u)u(1 + u) + 4 = 0
with initial conditions g(1) = 0, g′(1) = 0. The unique solution of this equation is
g(u) = 2(1−√u)2 = g0
If g 6= gˆ, then from (28) and (33) we get that gr is the solution of
(α2 − 1)gr(u)− (α2 − 1)(1 + u)g′r(u) + 4u(u+ 2)g′′r (u) +
+4u2(u+ 1)g′′′r (u)− 4a(α2 − 1) + 8α = 0
with gr(1) = 0, g
′
r(1) = −2a and g′′r (1) = 0. If α 6= ±1, the unique solution is
gr(u) =
4
1− α2 (u
1+α
2 − u 1−α2 )− ( 4α
1− α2 + 2a)(u− 1) =
= g−α(u)− gα(u)− 2(a− g′α(1))(u − 1)
and from (28), we get g¯ = gα + g−α.
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If α = −1, then the solution of the above equation is
gr(u) = log(u)(u + 1)− 2(a− g′−1(1))(u− 1)
and from (28) we get
g¯(u) = log(u)(u− 1)
It follows that g = gα, up to an additional linear term (g
′(1)− g′α(1))(u− 1). 
Corollary 8.1. Let λ be a monotone Riemannian metric and let ∇¯ be the metric
connection. Then ∇¯ is flat if and only if λ is the WY metric (α = 0).
Proof. Let Gh be the convex subset of G, corresponding to λ. Then ∇¯ = ∇(h) and
h = hˆ implies that h′′′(1) = − 32 . The proof now follows from Theorem 8.1. 
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