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Abstract
In this paper, we consider how to use discrete-time state feedback to stabilize hybrid stochastic dierential delay equations. The
coecients of these stochastic dierential delay equations do not satisfy the conventional linear growth conditions, but are highly
nonlinear. Using the Lyapunov functional method, we show that a discrete feedback controller u(x([t=]); r(t); t) can be designed to
make the solutions of such controlled hybrid stochastic dierential delay equations asymptotically stable and exponentially stable.
The upper bound of the discrete observation interval  is also given in the article. Finally, a numerical examples are given to
illustrate our theory.
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1. Introduction
In power system, economic system and ecosystem, because
of its structure and parameters are prone to change suddenly,
people always use discrete-time Markov chain-driven stochas-
tic dierential equation (also known as hybrid SDEs) to model
it. The hybrid SDEs can be described by
dx(t) = f (x(t); r(t); t)dt + g(x(t); r(t); t)dw(t): (1.1)
Here the state x(t) takes values in Rn and the mode r(t) is a
Markov chain taking values in a finite space S = f1; 2;    ;Ng,
w(t) is a Brownian motion and f and g are referred to as the drift
and diusion coecients, respectively. The important issues
in the study of hybrid SDEs are the analysis of stability and
stabilization (see, e.g., Ji, and Chizeck (1990); Mao (1999,
2002); Mariton (1990); Shaikhet (1996); Shi, Mahmoud, Yi,
and Ismail (2006); Sun, Lam, Xu, and Zou (2007)).
If the given hybrid SDE (1.1) is unstable, then Mao
(2013) first proposed that we can design a feedback control
u(x([t=]); r(t); t), based on the discrete-time observations of
the state x(t) at times 0; ; 2;    , so that the controlled system
dx(t) =
 
f (x(t); r(t); t) + u(x([t=]); r(t); t)

dt
+ g(x(t); r(t); t)dw(t) (1.2)
becomes stable. Here  > 0 is a constant which stands for the
duration between two consecutive state observations, and [t=]
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is the integer part of t=. Compared with continuous-time feed-
back control, discrete-time observation feedback control has
great advantages (lower cost and more practical etc.). Subse-
quently, many scholars began to study the feedback control of
discrete-time observations (see, e.g., You, Liu, Lu, Mao, and
Qiu (2015); Mao (2016); Shao (2017); Fei, Fei, Mao, Xia,
and Yan (2019)).
On the other hand, the evolution process of a stochastic sys-
tem is not only related to the current state, but also to a certain
period of history before the system. Therefore, hybrid stochas-
tic delay systems have received considerable attention (see, e.g.,
Mao, Matasov, and Piunovskiy (2000); Mao, and Yuan (2006);
Wei, Wang, Shu, and Fang (2006); Yue, and Han (2005)).
Recently, many papers have taken into account the stability of
hybrid stochastic delay systems with highly nonlinear (see, e.g.,
Fei, Shen, Fei, Mao, and Yan (2019); Fei, Hu, Mao, and Shen
(2017, 2018); Hu, Mao, and Shen (2013); Shen, Fei, Mao, and
Liang (2018)). In the real world, there are many hybrid s-
tochastic systems with high nonlinearity and delay (see, e.g.,
Lewis (2000); Yuan, Mao, and Lygeros (2009)). For example,
the following scalar hybrid SDDE
dx(t) = f (x(t); x(t   0); r(t); t)dt
+ g(x(t); x(t   0); r(t); t)dw(t); (1.3)
where the coecients f and g are defined by
f (x; y; 1; t) =  2x5 + y3; g(x; y; 1; t) = 0:5y2;
f (x; y; 2; t) =  3x5 + 2y3; g(x; y; 2; t) = y2; (1.4)
w(t) is a scalar Brownian motion, 0 is time lag of the system,
r(t) is a Markov chain on the state space S = f1; 2g with its
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This article attempts to design the feedback controls based on
the discrete-time state observations in order to stabilize highly
nonlinear hybrid SDDEs. In comparison with Fei, Fei, Mao,
Xia, and Yan (2019), the key contributions in this paper are
highlighted below:
 We can observe that the controlled system (2.8) itself has a
delay of 0, and the time interval of discrete observation 
is also the upper bound of variable delay '(t). Unlike Fei,
Fei, Mao, Xia, and Yan (2019), the controlled system (2.8)
is actually a hybrid stochastic dierential multiple-delay
equation (2.13). In general these two delays should not
be equal. Dierent from the general stochastic dierential
delay equation, the variable delay in our equation (2.13) is
piecewise dierentiable and the derivative '˙(t) is equal to
1 in t 2 (k; (k+1)), thus the previous stability results will
no longer apply here.
 Moreover, the system (2.8) itself has time lag, and many
methods in Fei, Fei, Mao, Xia, and Yan (2019) will
no longer be applicable. In fact, we need not only new
theories to illustrate various kinds of stability, but also
some new techniques to solve the existence, uniqueness
and asymptotic boundedness of solutions .
 Compared with Fei, Fei, Mao, Xia, and Yan (2019), be-
sides the results of moment stability and exponential sta-
bility of controlled system (2.8), the almost sure stability
of the system is also investigated in this paper.
2. Standing Hypotheses and Boundedness
Throughout this article, unless otherwise specified, we use
the following notation. If both a; b are real numbers, then a ^
b = minfa; bg and a _ b = maxfa; bg. Let R+ = [0;1). For
x 2 Rn, jxj denotes its Euclidean norm. If A is a vector or matrix,
its transpose is denoted by AT . For A 2 Rnm , we let jAj =p
trace(ATA) be its trace norm. If A is a symmetric real-valued
matrix (A = AT ), denote by max(A)and min(A) its largest and
smallest eigenvalue, respectively. By A  0 and A < 0, we
mean A is non-positive and negative definite, respectively.
Let (
;F ; fFtgt0;P) be a complete probability space with
a natural filtration fFtgt0 satisfying the usual conditions (i.e.,
it is increasing and right continuous while F0 contains all P-
null sets). If A is a subset of 
, denote by IA its indicator
function; that is, IA(!) = 1 if ! 2 A and 0 otherwise. Let
w(t) = (w1(t);    ;wm(t))T be an m-dimensional Brownian mo-
tion defined on the probability space. Let r(t), t  0, be a
right-continuous Markov chain on the probability space taking
values in a finite state space S = f1; 2;    ;Ng with generator
  = (i j)NN given by
Pfr(t + ) = jjr(t) = ig =
8>><>>:i j + o() if i , j;1 + ii + o() if i = j;
where  > 0. Here i j  0 is the transition rate from i to j if
i , j while
ii =  
X
j,i
i j:
We always assume that the Markov chain r() is independent of
the Brownian motion w().
For h > 0, denote by C([ h; 0];Rn) the family of contin-
uous functions  from [ h; 0] ! Rn with the norm kk =
sup hu0 j(u)j. Let CbF0 ([ h; 0];Rn) be the family of all F0-
measurable bounded C([ h; 0];Rn)-valued random variables
 = f() 2  h    0g.
Consider a nonlinear hybrid SDDE
dx(t) = f (x(t); x(t   0); r(t); t)dt
+ g(x(t); x(t   0); r(t); t)dw(t) (2.1)
on t  0 with the initial value x() = fx :  0    0g =
 2 C([ 0; 0];Rn), where x(t) 2 Rn is the state vector; positive
scalar constant 0 is time lag of the system; and
f : Rn  Rn  S  R+ ! Rn and g : Rn  Rn  S  R+ ! Rnm
are Borel measurable functions. In this paper, we maintain the
local Lipschitz condition. But as mentioned in the preceding
section, we will not confine the coecient f or g to the linear
growth condition, but to a condition similar to the polynomial
growth condition. For this reason, we give the following hy-
pothesis.
Assumption 2.1. For each integer k > 0, there is a constant
Lk > 0 such that
j f (x; y; i; t)   f (x¯; y¯; i; t)j _ jg(x; y; i; t)   g(x¯; y¯; i; t)j
Lk(jx   x¯j + (y   y¯)) (2.2)
for all x; x¯; y; y¯ 2 Rn with jxj _ jx¯j _ jyj _ jy¯j  k and all (i; t) 2
S  R+.
Assumption 2.2. Assume that there are three constants L > 0,
p1 > 1 and p2  1 such that
j f (x; y; i; t)j  L(jxjp1 + jxj + jyjp1 + jyj)
and jg(x; y; i; t)j  L(jxjp2 + jxj + jyjp2 + jyj) (2.3)
for all (x; y; i; t) 2 Rn  Rn  S  R+.
Considering highly nonlinear hybrid SDDEs, we always as-
sume p1 > 1 in condition (2.3). For the hybrid SDDE (1.4),
it is easy to see that p1 = 5 and p2 = 3. We also observe
condition (2.3) implies that f (0; 0; i; t)  0 and g(0; 0; i; t)  0,
which are required for the stability purpose of this paper. Ob-
viously, the Assumption 2.2 may cause the hybrid SDDE (2.1)
to explode in finite random time. In order to guarantee on the
existence of the global unique solution of the SDDE (2.1), we
need to impose another Khasminskii-type condition.
Assumption 2.3. Assume that there are some nonnegative con-
stants p; 1; 2; 3; 4 , q1; q2 such that
p > (p1 + 1) _ (2p2); q1  (p1 + 1) _ (2p2   p1 + 1)
2
and q1 > q2  2 (2.4)
(where p1 and p2 are the same as in Assumption 2.2) while
xT f (x; y; i; t) +
p   1
2
jg(x; y; i; t)j2
   1jxjq1 + 2jxj2 + 3jyjq2 + 4jyj2 (2.5)
for all (x; y; i; t) 2 Rn  Rn  S  R+.
It is useful to point out that the range of q and p in Assump-
tion 2.3 is very wide in many hybrid SDDEs, and sometimes p
can even be arbitrarily large. For example, consider the hybrid
SDDE (1.4) and let p be arbitrarily large. Then
xT f (x; y; i; t) +
p   1
2
jg(x; y; i; t)j2
=
(  2x6 + xy3 + 0:125(p   1)y4 if i = 1;
 3x6 + 2xy3 + 0:5(p   1)y4 if i = 2: (2.6)
By inequalities
xy3  0:25x4 + 0:75y4 and x4  0:5x2 + 0:5x6:
Hence
xT f (x; y; i; t) +
p   1
2
jg(x; y; i; t)j2
  1:875x6 + 0:25x2 +

1:5 + 0:5(p   1)

y4 + y2: (2.7)
That is, the hybrid SDDE (1.4) satisfies Assumption 2.3 with
any large p and q1 = 6, q2 = 4, 1 = 1:875, 2 = 0:25, 3 =
1:5 + 0:5(p   1), 4 = 1.
Under Assumptions 2.1, 2.2 and 2.3, the hybrid SDDE (2.1)
has a unique global solution such that sup 0t<1 Ejx(t; )jp < 1
with any initial value  (see, e.g., Hu, Mao, and Shen (2013)).
But boundedness does not mean stability. When the given S-
DDE (2.1) is unstable, we are required to design a feedback
control u(x([t=]); r(t); t), based on the discrete-time observa-
tions of the state x(t) at times 0; ; 2;    , in the drift part so that
the controlled system
dx(t) =[ f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)]dt
+ g(x(t); x(t   0); r(t); t)dw(t); t  0; (2.8)
becomes stable, where t = [t=] and the control function u :
Rn  S  R+ ! Rn is a Borel measurable. In this paper, we will
design the control functions to satisfy the following assumption.
Assumption 2.4. Assume that there is a nonnegative number
$ such that
ju(x; i; t)   u(y; i; t)j  $jx   yj (2.9)
for all x; y 2 Rn, i 2 S and t  0. Moreover, assume that
u(0; i; t)  0 for all (i; t) 2 S  R+.
Obviously this assumption implies
ju(x; i; t)j  $jxj; 8(x; i; t) 2 Rn  S  R+: (2.10)
As pointed out above, the pth moment of the solution of the
given SDDE (2.1) is bounded. The following theorem shows
that the controlled SDDE (2.8) preserves this good property.
Theorem 2.5. Let Assumptions 2.1, 2.2, 2.3 and 2.4 hold. The
controlled system (2.8) with any initial value  2 C([ 0; 0];Rn)
has a unique global solution x(t) on t   0. Moreover, the
solution x(t) obeys
sup
 0t<1
Ejx(t; )jp < 1: (2.11)
Proof. To make the proof more understandable, we divide it
into three steps.
Step 1. Let’s define a bounded function ' : R+ ! [0; ] by
'(t) = t   k for k  t < (k + 1); k = 0; 1; 2;    : (2.12)
Thus the controlled system (2.8) can be rewritten as
dx(t) =
 
f (x(t); x(t   0); r(t); t) + u(x(t   '(t)); r(t); t)dt
+ g(x(t); x(t   0); r(t); t)dw(t) (2.13)
on t  0 with the initial value . We observe that '(t) is a bound-
ed variable delay, and the controlled system (2.8) is actually a
hybrid stochastic dierential multiple-delay equation.
Let U¯(x) = jxjp. Using the Itoˆ formula,
dU¯(x(t)) = L¯U¯(x(t); x(t   0); x(t   '(t)); r(t); t)dt
+ pjxjp 2xT (t)g(x(t); x(t   0); r(t); t)dw(t); (2.14)
where the operator L¯U¯ : Rn  Rn  Rn  S  R+ ! R is defined
by
L¯U¯(x; y; z; i; t)
= pjxjp 2xT [ f (x; y; i; t) + u(z; i; t)]
+
p
2
jxjp 2jg(x; y; i; t)j2 + p(p   2)
2
jxjp 4jxTg(x; y; i; t)j2
 pjxjp 2
h
xT [ f (x; y; i; t) + u(z; i; t)] +
p   1
2
jg(x; y; i; t)j2
i
:
By Assumptions 2.3 and 2.4, we derive that
L¯U¯(x; y; z; i; t)    p1jxjq1+p 2 + p2jxjp + p3jxjp 2jyjq2
+ p4jxjp 2jyj2 + p$jxjp 1jzj:
Choosing a constant " 2 (0; 1=2) suciently small for
" < (0:5 + 0:5e )k¯e ; (2.15)
where
k¯ :=
h0

i
+ 1:
From the Young inequality, we get
p3jxjp 2jyjq2 Cjxjq2+p 2 + "jyjq2+p 2;
p4jxjp 2jyj2 Cjxjp + "jyjp;
p$jxjp 1jzj Cjxjp + "jzjp
where, here and in the remaining part of this paper, C denotes
a positive constant that may change from line to line but its
special form is of no use. Hence
L¯U¯(x; y; z; i; t)
3
C1   jxjq2+p 2 + "jyjq2+p 2   2jxjp + "jyjp + "jzjp; (2.16)
where
C1 := sup
x0
h
  p1xq1+p 2 + (C   1)xq2+p 2 + (C   2)xp
i
:
Step 2. Next we will show the existence and uniqueness of
the solution of the hybrid SDDE (2.13) on t   0. Under the
local Lipschitz condition (2.2), there exists a unique maximal
local solution x(t) to Equation (2.13) on t 2 [0; e) with any
initial value , where e is the explosion time (see, e.g., Mao,
and Yuan (2006), Theorem 7.12 on page 278). Let k0 > 0 be
a suciently large integer such that kk < k0. For each integer
k  k0, define the stopping time
k = infft 2 [0; e) : jx(t)j  kg;
where throughout this paper we set inf ; = 1 (as usual ; de-
notes the empty set). Clearly, k increases as k ! 1 and
k ! 1  e a.s. If we can get that 1 = 1 a.s., then
e = 1 a.s. That is, the maximal local solution x(t) is the u-
nique global solution.
By the standard stopping time technique to (2.14), then using
(2.16), we obtain
EU¯(x(t ^ k))
 jx0jp + E
Z t^k
0
(C1   jx(s)jq2+p 2 + "jx(s   0)jq2+p 2
  2jx(s)jp + "jx(s   0)jp + "jx(s   '(s))jp)ds; (2.17)
which shows
Ejx(t ^ k)jp
K(t)   (1   ")E
Z t^k
0
jx(s)jq2+p 2ds
  (2   ")E
Z t^k
0
jx(s)jpds + "E
Z t^k
0
jx(s   '(s))jpds
K(t) + "E
Z t
0
jx(s   '(s))jpI[0;k](s)ds
=K(t) + "
Z t
0
E

jx(s   '(s))jpI[0;k](s)

ds;
where
K(t) = jx0jp +C1t + "E
Z 0
 0
jx(s)jq2+p 2ds + "E
Z 0
 0
jx(s)jpds:
But, from (2.12), we observe that 0  s  '(s)  s for all s  0.
Then
E

jx(s   '(s))jpI[0;k](s)

 sup
0vs
E

jx(v)jpI[0;k](s)

 sup
0vs
Ejx(v ^ k)jp:
We therefore get
Ejx(t ^ k)jp  K(t) + "
Z t
0
sup
0vs
Ejx(v ^ k)jpds:
Noting the sum of the right hand-side terms is increasing in t,
we obtain
sup
0vt
Ejx(v ^ k)jp  K(t) + "
Z t
0
sup
0vs
Ejx(v ^ k)jpds:
By the Gronwall inequality, we have
sup
0vt
Ejx(v ^ k)jp  K(t)e"t:
Consequently
P(k  t)kp  Ejx(t ^ k)jp  sup
0vt
Ejx(v ^ k)jp  K(t)e"t:
Let k ! 1, we can see P(k  t) ! 0, this implies 1 = 1
a.s.. With the previous analysis, we can obtain that SDDE (2.8)
with any initial value has a unique global solution x(t) on t 
 0.
Step 3. Finally, we will illustrate the asymptotic boundedness
of the pth moment of the solution. Set tk = k for k = 0; 1; 2    .
For t 2 [tk; tk+1], by the Itoˆ formula
etEU¯(x(t)) =etkEU¯(x(tk)) + E
Z t
tk
es[U¯(x(s))
+ L¯U¯(x(s); x(s   0); x(s   '(s)); r(s); s)]ds:
Appling (2.16), we can compute
etEU¯(x(t))
etkEU¯(x(tk)) + E
Z t
tk
es[C1   jx(s)jq2+p 2
+ "jx(s   0)jq2+p 2   jx(s)jp + "jx(s   0)jp + "jx(s   '(s))jp]ds
=etkEU¯(x(tk)) + (et   etk )(C1 + "EU¯(x(tk)))
  E
Z t
tk
es	(x(s))ds + "e0E
Z t 0
tk 0
es	(x(s))ds; (2.18)
where
	(x(s)) := jx(s)jq2+p 2 + jx(s)jp:
In particular,
etk+1EU¯(x(tk+1))  etkEU¯(x(tk)) + (etk+1   etk )[C1 + "EU¯(x(tk))]
  E
Z tk+1
tk
es	(x(s))ds + "e0E
Z tk+1 0
tk 0
es	(x(s))ds:
This implies
EU¯(x(tk+1))
 e EU¯(x(tk)) + (1   e )[C1 + "EU¯(x(tk))]
  e E
Z tk+1
tk
	(x(s))ds + "E
Z tk+1 0
tk 0
	(x(s))ds
 C1 + aEU¯(x(tk))   e E
Z tk+1
tk
	(x(s))ds
+ "E
Z tk+1 0
tk 0
	(x(s))ds; (2.19)
4
where a := e  + "(1   e ) < 0:5(1 + e ) < 1.
Furthermore, by t 2 [tk; tk+1], it follows from (2.18) that
EU¯(x(t))
 etk tEU¯(x(tk)) + (1   etk t)(C1 + "U¯(x(tk)))
  e tE
Z t
tk
es	(x(s))ds + "e0 tE
Z t 0
tk 0
es	(x(s))ds
 C1(1   e ) + (" + (1   ")etk t)EU¯(x(tk))
  e E
Z t
tk
	(x(s))ds + "E
Z t 0
tk 0
	(x(s))ds
 C1 + EU¯(x(tk))   e E
Z t
tk
	(x(s))ds + "E
Z t
tk 0
	(x(s))ds:
Combining this with (2.19), we deduce that
EU¯(x(t))
 C1 +
h
C1 + aEU¯(x(tk 1))   e E
Z tk
tk 1
	(x(s))ds
+ "E
Z tk 0
tk 1 0
	(x(s))ds
i
  e E
Z t
tk
	(x(s))ds
+ "E
Z t
tk 0
	(x(s))ds
 2C1 + a
h
C1 + aEU¯(x(tk 2))   e E
Z tk 1
tk 2
	(x(s))ds
+ "E
Z tk 1 0
tk 2 0
	(x(s))ds
i
  e E
Z t
tk 1
	(x(s))ds
+ "E
Z t
tk 1 0
	(x(s))ds
 2C1 +C1a + a2EU¯(x(tk 2))   ae E
Z t
tk 2
	(x(s))ds
+ "E
Z t
tk 1 0
	(x(s))ds + a"E
Z tk 1 0
tk 2 0
	(x(s))ds:
Then
EU¯(x(t))
 C1 +C1(1 + a + a2 +    + ak¯) + ak¯+1EU¯(x(tk k¯ 1))
  ak¯e E
Z t
tk k¯ 1
	(x(s))ds + "E
Z t
tk 1 0
	(x(s))ds
+ a"E
Z tk 1 0
tk 2 0
	(x(s))ds +    + ak¯"E
Z tk k¯ 0
tk k¯ 1 0
	(x(s))ds:
(2.20)
Noting tk 2   0  tk k¯ 1 < tk 1   0 from (k¯   1)  0 < k¯,
we have
"E
Z t
tk 1 0
	(x(s))ds + a"E
Z tk 1 0
tk 2 0
	(x(s))ds
+    + ak¯"E
Z tk k¯ 1 0
tk k¯ 1 0
	(x(s))ds
"E
Z t
tk 1 0
	(x(s))ds + a"E
Z tk 1 0
tk k¯ 1
	(x(s))ds
+ a"E
Z tk k¯ 1
tk 2 0
	(x(s))ds +    + ak¯"E
Z tk k¯ 0
tk 2k¯
	(x(s))ds
+ ak¯"E
Z tk 2k¯
tk k¯ 1 0
	(x(s))ds
"E
Z t
tk k¯ 1
	(x(s))ds + a"E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds +   
+ ak¯ 1"E
Z tk k¯ 0
tk 2k¯
	(x(s))ds + ak¯"E
Z tk 2k¯
tk k¯ 1 0
	(x(s))ds:
Substituting this into (2.20), then using (2.15) and (2.19) , we
obtain that
EU¯(x(t))
 C1 +C1(1 + a + a2 +    + ak¯) + ak¯+1EU¯(x(tk k¯ 1))
  (ak¯e    ")e E
Z t
tk k¯ 1
	(x(s))ds + a"E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds
+    + ak¯"E
Z tk 2k¯
tk k¯ 1 0
	(x(s))ds
 C1 +C1(1 + a + a2 +    + ak¯) + ak¯+1EU¯(x(tk k¯ 1))
+ a"E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds +    + ak¯"E
Z tk 2k¯
tk k¯ 1 0
	(x(s))ds
 C1 +C1(1 + a + a2 +    + ak¯) + ak¯+1
h
C1 + aEU¯(x(tk k¯ 2))
  e E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds + "E
Z tk k¯ 1 0
tk k¯ 2 0
	(x(s))ds
i
+ a"E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds +    + ak¯"E
Z tk 2k¯
tk k¯ 1 0
	(x(s))ds
 C1 +C1(1 + a + a2 +    + ak¯+1) + ak¯+2EU¯(x(tk k¯ 2))
  a(ak¯e    ")E
Z tk k¯ 1
tk k¯ 2
	(x(s))ds + a2"E
Z tk k¯ 2
tk k¯ 3
	(x(s))ds
+    + ak¯+1"E
Z tk 2k¯ 1
tk k¯ 2 0
	(x(s))ds
 C1 +C1(1 + a + a2 +    + ak¯+1) + ak¯+2EU¯(x(tk k¯ 2))
+ a2"E
Z tk k¯ 2
tk k¯ 3
	(x(s))ds +    + ak¯+1"E
Z tk 2k¯ 1
tk k¯ 2 0
	(x(s))ds:
It is straightforward to see that
sup
tkttk+1
EU¯(x(t))  C1 +C1(1 + a +    + ak 1)
+ akEU¯(x(0)) + "ak 1E
Z 0
 0
	(x(s)))ds
 C1 + C11   a + jx(0)j
p +
Z 0
 0
(kkq2+p 2 + kkp)ds: (2.21)
As this holds for any k  0, we hence get the required assertion
(2.11). The proof is therefore complete. 2
Assumptions 2.1, 2.2, 2.3 and 2.4 will form our standing hy-
potheses in this paper. Let us emphasise that we will NOT ex-
plicitly mention Assumptions 2.1, 2.2, 2.3 and 2.4 in the next
section in order for us to concentrate on our new assumptions
to be imposed.
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3. Asymptotic Stabilization
In the previous section, we showed that the controlled system
(2.8) is bounded, but the system may still be unstable. Next, we
will illustrate how to design the control function to ensure the
asymptotic stability of the controlled system (2.8) under some
conditions. Let’s start with the first condition.
Assumption 3.1. For each i 2 S , design the control function
u : Rn  S  R+ ! Rn so that we can find constants i j > 0,
¯i j > 0; j = 1; 3; 4 and i2; ¯i2 2 R for both
xT [ f (x; y; i; t) + u(x; i; t)] +
1
2
jg(x; y; i; t)j2
   i1jxjq1 + i2jxj2 + i3jyjq1 + i4jyj2 (3.1)
and
xT [ f (x; y; i; t) + u(x; i; t)] +
p1
2
jg(x; y; i; t)j2
   ¯i1jxjq1 + ¯i2jxj2 + ¯i3jyjq1 + ¯i4jyj2 (3.2)
to hold for all (x; y; i; t) 2 Rn  Rn  S  R+ (where q1 has been
specified in condition (2.4)). In addition, both
A1 :=  2diag(12;    ; N2)    ;
A2 :=  (p1 + 1)diag(¯12;    ; ¯N2)     (3.3)
are nonsingular M-matrices.
For the theory ofM-matrix please refer to (see, e.g., Mao, and
Yuan (2006), section 2.6). In fact, many control functions u can
meet both Assumption 2.4 and Assumption 3.1. For example, if
the state x(t) of the given SDDE (2.1) is observable in any mode
i 2 S , we could give the linear control function u(x; i; t) = Ax
(obviously satisfies Assumption 2.4), where A is a symmetric
n  n real-valued matrix such that max(A)   22. Then
xTu(x; i; t)   22jxj2; 8(x; i; t) 2 Rn  S  R+:
By inequality
jvjb  jvja + jvjc; 80 < a  b  c: (3.4)
Recalling (2.4), we have
jyjq2  jyj2 + jyjq1 :
It then follow from (2.5) that
xT [ f (x; y; i; t) + u(x; i; t)] +
1
2
jg(x; y; i; t)j2
   1jxjq1   2jxj2 + 3jyjq1 + (3 + 4)jyj2
as well as
xT [ f (x; y; i; t) + u(x; i; t)] +
p1
2
jg(x; y; i; t)j2
   1jxjq1   2jxj2 + 3jyjq1 + (3 + 4)jyj2
while
A1 = 2diag(2;    ; 2)    
and A2 = (p1 + 1)diag(2;    ; 2)    
which are nonsingular M-matrices (see, e.g., Mao, and Yuan
(2006), Theorem 2.10 on page 68). That is, the control function
u(x; i; t) = Ax meets Assumption 3.1.
In order to lead second condition, we set
(1;    ; N)T := A 11 (1;    ; 1)T ;
(¯1;    ; ¯N)T := A 12 (1;    ; 1)T : (3.5)
As A1 and A2 are nonsingular M-matrices, all i and ¯i are
positive. Define a function U : Rn  S ! R+ by
U(x; i) = ijxj2 + ¯ijxjp1+1; (x; i) 2 Rn  S (3.6)
while define a operator LU : Rn  Rn  S  R+ ! R by
LU(x; y; i; t) = 2i
h
xT [ f (x; y; i; t) + u(x; i; t)] +
1
2
jg(x; y; i; t)j2
i
+ (p1 + 1)¯ijxjp1 1
h
xT [ f (x; y; i; t) + u(x; i; t)]
+
p1
2
jg(x; y; i; t)j2
i
+
NX
j=1
i j( jjxj2 + ¯ jjxjp1+1): (3.7)
By (3.1), (3.2) and the Young inequality, we can calculate
LU(x; y; i; t)
 2i( i1jxjq1 + i2jxj2 + i3jyjq1 + i4jyj2)
+ (p1 + 1)¯ijxjp1 1( ¯i1jxjq1 + ¯i2jxj2 + ¯i3jyjq1 + ¯i4jyj2)
+
NX
j=1
i j( jjxj2 + ¯ jjxjp1+1)
  jxj2 + 2ii4jyj2   (1   (p1   1)¯i¯i4)jxjp1+1
+ 2¯i¯i4jyjp1+1   2ii1jxjq1 + 2ii3jyjq1  

(p1 + 1)¯i¯i1
  (p
2
1   1)¯i¯i3
q1 + p1   1

jxjq1+p1 1 + q1(p1 + 1)¯i¯i3
q1 + p1   1 jyj
q1+p1 1: (3.8)
This observation makes the following assumption possible.
Assumption 3.2. Assume that there exists a function H(x) 2
C(Rn  [ h;1);R+), as well as nonnegative numbers 1, 2, 3,
1; 2; 3; 4; 5 and , such that
1 > 2; 3jxjq1+p1 1  H(x)  4 + 5jxjq1+p1 1;  < 1 (3.9)
and
LU(x; y; i; t) + 1 2ijxj + (p1 + 1)¯ijxjp12
+ 2j f (x; y; i; t)j2 + 3jg(x; y; i; t)j2
  1jxj2 + 2jyj2   H(x) + H(y) (3.10)
for all (x; y; i; t) 2 Rn  Rn  S  R+.
Let’s go on to show that Assumption 3.2 can always be met.
In fact, by Assumption 2.2 and (3.8), we then derive
LU(x; y; i; t) + 1 2ijxj + (p1 + 1)¯ijxjp12
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+ 2j f (x; y; i; t)j2 + 3jg(x; y; i; t)j2
  jxj2 + 2ii4jyj2   (1   (p1   1)¯i¯i4)jxjp1+1
+ 2¯i¯i4jyjp1+1   2ii1jxjq1 + 2ii3jyjq1  

(p1 + 1)¯i¯i1
  (p
2
1   1)¯i¯i3
q1 + p1   1

jxjq1+p1 1 + q1(p1 + 1)¯i¯i3
q1 + p1   1 jyj
q1+p1 1
+ 412i jxj2 + 41i¯i(p1 + 1)jxjp1+1
+ 1(p1 + 1)2¯2i jxj2p1 + 42L2(jxj2 + jxj2p1 + jyj2 + jyj2p1 )
+ 43L2(jxj2 + jxj2p2 + jyj2 + jyj2p2 ): (3.11)
Recalling (2.4), then using inequality (3.4) again, we get
jvj2p1 _ jvj2p2  jvj2 + jvjq1+p1 1:
Substituting this into (3.11) yields
LU(x; y; i; t) + 1 2ijxj + (p1 + 1)¯ijxjp12
+ 2j f (x; y; i; t)j2 + 3jg(x; y; i; t)j2
  ¯1jxj2 + ¯2jyj2   ¯3jxjp1+1 + ¯4jyjp1+1
  ¯5jxjq1 + ¯6jyjq1   ¯7jxjq1+p1 1 + ¯8jyjq1+p1 1; (3.12)
where
¯1 = 1   41 min
i2S 
2
i   1(p1 + 1)2 mini2S ¯
2
i   8L2(2 + 3);
¯2 = 2max
i2S
ii4 + 8L2(2 + 3);
¯3 = 1   (p1   1)min
i2S ¯i¯i4   41 mini2S i mini2S ¯i(p1 + 1)
¯4 = 2max
i2S
¯i¯i4; ¯5 = 2i min
i2S i1; ¯6 = 2i maxi2S
i3;
¯7 = (p1 + 1)min
i2S ¯i¯i1  
(p21   1)mini2S ¯i¯i3
q1 + p1   1
  1(p1 + 1)2 min
i2S ¯
2
i   4L2(2 + 3);
¯8 =
q1(p1 + 1)maxi2S ¯i¯i3
q1 + p1   1 + 4L
2(2 + 3):
If we can choose nonnegative constants 1-3 suciently small
for
¯1 > ¯2; ¯3 > ¯4; ¯5 > ¯6; ¯7 > ¯8:
Set
H(x) := ¯3jxjp1+1 + ¯5jxjq1 + ¯7jxjq1+p1 1
and
 :=
¯4
¯3
_ ¯6
¯5
_ ¯8
¯7
:
It is easy to see that H(x) and  is meet condition (3.9). Then,
LU(x; y; i; t) + 1 2ijxj + (p1 + 1)¯ijxjp12
+ 2j f (x; y; i; t)j2 + 3jg(x; y; i; t)j2
  ¯1jxj2 + ¯2jyj2   H(x) + H(y): (3.13)
For the asymptotic stability of the controlled system (2.8), we
will use the Lyapunov functional method. Define two segments
xˆt := fx(t + s) :  2h  s  0g and rˆt := fr(t + s) :  2h  s  0g
for t  0 . For xˆt and rˆt to be well defined for 0  t < 2h, we set
x(s) = x( 0) for s 2 [ 2h; 0) and r(s) = r0 for s 2 [ 2h; 0).
The Lyapunov functional used in this paper will be of the form
V(xˆt; rˆt; t) = U(x(t); r(t))
+ %
Z 0
 
Z t
t+s
h
j f (x(v); y(v); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); y(v); r(v); v)j2
i
dvds (3.14)
for t  0, where U has been defined by (3.6) and % is a positive
constant to be determined later while we set
f (x; y; i; v) = f (x; y; i; 0); g(x; y; i; v) = g(x; y; i; 0);
u(x; i; v) = u(x; i; 0)
for (x; y; i; v) 2 Rn  Rn  S  [ 2h; 0). By the generalized Itoˆ
formula (see, e.g., Mao, and Yuan (2006), Lemma 1.9 on page
49), we get
dU(x(t); r(t)) = LU(x(t); x(t   0); x(t); r(t); t)dt + dM(t)
(3.15)
for t  0, where M(t) is a continuous local martingale with
M(0) = 0 (see e.g., Mao, and Yuan (2006), Theorem 1.45 on
page 48) and LU : Rn  Rn  Rn  S  R+ ! R is defined by
LU(x; y; z; i; t)
= 2i
h
xT [ f (x; y; i; t) + u(z; i; t)] +
1
2
jg(x; y; i; t)j2
i
+ (p1 + 1)¯ijxjp1 1
h
xT [ f (x; y; i; t) + u(z; i; t)] +
1
2
jg(x; y; i; t)j2
i
+
(p21   1)
2
¯ijxjp1 3jxTg(x; y; i; t)j2 +
NX
j=1
i j( jjxj2 + ¯ jjxjp1+1):
On the other hand, by the basic dierential calculation
d

%
Z 0
 
Z t
t+s
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0)r(v); v)j2
i
dvds

=

%
h
j f (x(t); x(t   0); r(t); t) + u(x(v); r(v); v)j2
+ jg(x(t); x(t   0); r(t); t)j2
i
  %
Z t
t 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv

dt: (3.16)
Combining (3.15) with (3.16), we get
dV(xˆt; rˆt; t) = LU(x(t); x(t   0); x(t); r(t); t)dt + dM(t)
+

%
h
j f (x(t); x(t   0); r(t); t) + u(x(v); r(v); v)j2
+ jg(x(t); x(t   0); r(t); t)j2
i
  %
Z t
t 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv

dt: (3.17)
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Furthermore, by Assumption 2.4, we can compute
LU(x; y; z; i; t)
 LU(x; y; z; i; t)   [2i + (pi + 1)¯ijxjp1 1]xT [u(x; i; t)   u(z; i; t)]
 LU(x; y; z; i; t) + 12ijxj + (p1 + 1)¯ijxjp12 + $241 jx   zj2;
where the function LU has been defined by (3.7). It then fol-
lows from (3.17) that
dV(xˆt; rˆt; t)  LV(xˆt; rˆt; t)dt + dM(t); (3.18)
where
LV(xˆt; rˆt; t) = LU(x(t); x(t   0); x(t); r(t); t)
+ 1

2ijx(t)j + (p1 + 1)¯ijx(t)jp12 + $241 jx(t)   x(t)j2
+ %
h
j f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)j2
+ jg(x(t); x(t   0); r(t); t)j2
i
  %
Z t
t 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv: (3.19)
We can now state our first stabilization result.
Theorem 3.3. Let Assumption 3.1 and Assumption 3.2 hold.
Assume also that exist a positive constant  is suciently small
for
 <
p
1(1   2)
2$2
and  
p
12p
2$
^ 13
$2
^ 1
4$
; (3.20)
then the solution of the controlled system (2.8) obeysZ 1
0
Ejx(t; )jp˜dt < 1 (3.21)
for any p˜ 2 [2; q1 + p1   1] and any initial value .
Proof. Fix the initial value  arbitrarily. Use the same stopping
time k as Theorem 2.5. It is easy to show that k is increasing
to infinity with probability 1 as k ! 1. Using the generalized
Itoˆ formula and theory of stopping time, we then derive from
(3.18) that
0  EV(xˆt^k ; rˆt^k ; t ^ k)
 V(xˆ0; rˆ0; 0) + E
Z t^k
0
LV(xˆs; rˆs; s)ds (3.22)
for any t  0 and k  k0.
Let % = $2=1. (Please recall that % is a free parameter in the
definition of the Lyapunov functional). Using condition (3.20),
it is easy to show that
2%2  2 and %  3: (3.23)
Substituting (3.23) into (3.19), then using condition (2.10) and
(3.10), we obtain that
LV(xˆs; rˆs; s)
 LU(x(s); x(s   0); r(s); s) + 12ijx(s)j + (p1 + 1)¯ijx(s)jp1 2
+ 2j f (x(s); x(s   0); r(s); s)j2 + 3jg(x(s); x(s   0); r(s); s)j2
+
22$2
1
ju(x(v); r(v); v)j2 + $
2
41
jx(s)   x(s)j2
  $
2
1
Z s
s 
h
j f (x(v); x(v   0); ; r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); ; r(v); v)j2
i
dv
  1jx(s)2 + 2jx(s   0)j2   H(x(s)) + H(x(s   0))
+
22$4
1
jx(s)j2 + $
2
41
jx(s)   x(s)j2
  $
2
1
Z s
s 
h
j f (x(v); x(s   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(s   0); r(v); v)j2
i
dv:
We note from condition (3.20) that $  1=4, consequently
22$4
1
jx(s)j2  4
2$4
1
jx(s)j2 + $
2
41
jx(s)   x(s)j2:
It is easy to see that
LV(xˆs; rˆs; s)   

1   4
2$4
1

jx(s)j2 + 2jx(s   0)j2
  H(x(s)) + H(x(s   0)) + $
2
21
jx(s)   x(s)j2
  $
2
1
Z s
s 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv: (3.24)
Substituting (3.24) into (3.22) yields
0  EV(xˆt^k ; rˆt^k ; t ^ k)
 V(xˆ0; rˆ0; 0) + I1 + I2 + I3   I4; (3.25)
where
I1 =E
Z t^k
0
    1   42$4
1
jx(s)j2 + 2jx(s   0)j2ds;
I2 =E
Z t^k
0
   H(x(s)) + H(x(s   0))ds;
I3 =
$2
21
E
Z t^k
0
jx(s)   x(s)j2ds;
I4 =
$2
1
E
Z t^k
0
 Z s
s 

j f (x(v); x(v   0); r(v); v)
+ u(x(v); r(v); v)j2 + jg(x(v); x(v   0); r(v); v)j2dvds:
By the substitution technique, we deduce thatZ t^k
0
jx(s   0)j2ds 
Z t^k 0
 0
jx(s)j2ds 
Z t^k
 0
jx(s)j2ds;
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then
I1  2
Z 0
 0
jx(s)j2ds   bE
Z t^k
0
jx(s)j2ds; (3.26)
where b = 1   42$41   2 > 0 by condition (3.20). Similarly,
we can show
I2  
Z 0
 0
H(x(s))ds   (1   )E
Z t^k
0
H(x(s))ds
 4 + 5
Z 0
 0
jx(s)jq1+p1 1ds
  3(1   )E
Z t^k
0
jx(s)jq1+p1 1ds: (3.27)
Plugging (3.26) and (3.27) into (3.25), we have
EV(xˆt^k ; rˆt^k ; t ^ k)  C2 + I3   I4   bE
Z t^k
0
jx(s)j2ds
  3(1   )E
Z t^k
0
jx(s)jq1+p1 1ds; (3.28)
where C2 is a constant defined by
C2 =V(xˆ0; rˆ0; 0) + 2
Z 0
 0
Ejx(s)j2ds
+ 4 + 5
Z 0
 0
jx(s)jq1+p1 1ds:
We can let k ! 1 and apply the Fatou lemma to get
bE
Z t
0
jx(s)j2ds + 3(1   )E
Z t
0
jx(s)jq1+p1 1ds  C2 + I¯3   I¯4;
(3.29)
where
I¯3 =
$2
21
E
Z t
0
jx(s)   x(s)j2ds;
I¯4 =
$2
1
E
Z t
0
 Z s
s 

j f (x(v); x(v   0); r(v); v)
+ u(x(v); r(v); v)j2 + jg(x(v); x(v   0); r(v); v)j2dvds:
On the other hand, by the Fubini theorem,
I¯3 =
$2
21
Z t
0
Ejx(s)   x(s)j2ds: (3.30)
Using the Ho¨lder inequality and the Itoˆ isometry, we derive that
Ejx(s)   x(s)j2
2E
Z s
s

j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2

dv
2E
Z s
s 

j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2

dv: (3.31)
This implies
I¯3  I¯4: (3.32)
Substituting (3.32) into (3.29), we have
bE
Z t
0
jx(s)j2ds + 3(1   )E
Z t
0
jx(s)jq1+p1 1ds  C2: (3.33)
It is straightforward to show thatZ 1
0
E(jx(t)j2 + jx(t)jq1+p1 1)dt < 1:
Using the inequality (3.4), we can derive that
jx(t)j p˜  jx(t)j2 + jx(t)jq1+p1 1
for any p˜ 2 [2; q1 + p1  1]. We hence get the required assertion
(3.37). The proof is therefore complete. 2
The theorem 3.3 shows that it is possible to design the con-
trol function for the controlled system (2.8) is H1-stable in L p˜
for any p˜ 2 [2; q1 + p1   1]. In general, it does not follow
from H1-stable in L p˜ that limt!1 Ejx(t)j2 = 0. But, in our
case, this is possible. In fact, we can show a stronger result that
limt!1 Ejx(t)jp¯ = 0 for any p¯ 2 [2; p). Let’s state the second
theorem in this section.
Theorem 3.4. Under the same Assumptions of Theorem 3.3,
the solution of the controlled hybrid SDDE (2.8) satisfies
lim
t!1Ejx(t; )j
p¯ = 0 (3.34)
for any p¯ 2 [2; p) and any initial value .
Proof. Fix the initial value  arbitrarily. Using the Itoˆ formula,
we derive that
Ejx(t2)j2   Ejx(t1)j2
=E
Z t2
t1

2xT (t)[ f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)]
+ jg(x(t); x(t   0); r(t); t)j2

dt
for any 0  t1 < t2 < 1. Combining (2.3), (2.4) and (2.10), we
further getEjx(t2)j2   Ejx(t1)j2
 E
Z t2
t1

2jx(t)jL(jx(t)j + jx(t)jp1 + jx(t   0)j + jx(t   0)jp1)
+$jx(t)j + L2jx(t)j + jx(t)jp2 + jx(t   0)j + jx(t   0)jp2 2dt

Z t2
t1
C
 
1 + Ejx(t)jp + Ejx(t   0)jp + Ejx(t)jpdt:
It then follows from the Theorem 2.5 that,Ejx(t2)j2   Ejx(t1)j2  C(1 + 3C3)(t2   t1);
where
C3 := sup
0t<1
Ejx(t)jp < 1:
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Thus, Ejx(t)j2 is uniformly continuous in t on R+. Recalling
(3.21), we therefore obtain
lim
t!1Ejx(t)j
2 = 0: (3.35)
That is, the assertion (3.34) holds when p¯ = 2. Let us now fix
any p¯ 2 (2; p). By the Ho¨lder inequality, because of (p  p¯)=(p 
2) 2 (0; 1), we can calculate
Ejx(t)jp¯   Ejx(t)j2(p  p¯)=(p 2) Ejx(t)jp(p¯ 2)=(p 2)
 C(p¯ 2)=(p 2)3
 
Ejx(t)j2(p p¯)=(p 2): (3.36)
It follows for (3.35) and (3.36) that implies the required asser-
tion (3.34). 2
At the end of this section, we will show that it is almost sure-
ly stable (limt!1 jx(t)j = 0 a.s.). In fact, we can get theorem 3.3
directly without stopping time. However, in order to obtain al-
most surely stability and better estimate of p in condition (2.4),
we still use stopping time method to prove it. Let’s state with
the third result.
Theorem 3.5. Under the same assumptions of Theorem 3.3,
then the solution of the controlled system (2.8) satisfies
lim
t!1 x(t; ) = 0 a:s: (3.37)
for any initial value .
Proof. Again fix the initial value  arbitrarily. It follows from
(3.33) in Theorem 3.3 and the well-known Fubini theorem that
E
Z 1
0
jx(t)j2ds  C2=b < 1;
which implies
lim inf
t!1 jx(t)j = 0 a:s: (3.38)
We now claim that (3.37). If this is false, we can find a positive
number " suciently small, such that
P
 jx(t)j2  2"  4": (3.39)
For each k > kk, we use the same stopping time k as in the
proof of Theorem 3.3. Recalling (3.28), we further obtain
k2P(k < t)  C2 + I3   I4:
Combining this and (3.32), we get
lim sup
k!1
k2P(k < t)  C2:
As this holds for any t  0, we must have
k2P(k < 1)  C2 + 1:
Choosing a suciently large positive integer k1, for
P(k1 < 1)  (C2 + 1)=k21 < ":
This means
P(jx(t)j < k1)  1   " for all t   0: (3.40)
Set 
1 = fjx(t)j2  2"g \ fjx(t)j < k1g. Summing (3.39) and
(3.40) yields
P(
1) > 3": (3.41)
Let’s define a boundedness process x˜(t) = x(t ^ k1 ), then
dx˜(t) = F˜(t)dt + G˜(t)dw(t); (3.42)
where
F˜(t) = [ f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)]I[0;k1 )(t)
and G˜(t) = g(x(t); x(t   0); r(t); t)I[0;k1 )(t):
Clearly, x˜(t) is an Itoˆ process. By Assumption 2.2 and Assump-
tion 2.4, we get
jF˜(t)j _ jG˜(t)j  Lk1 a:s: (3.43)
Define a sequence of stopping times:
1 = infft > 0; jx(t)j2  2"g;
2n = infft > 2n 1; jx(t)j2  "g;
2n+1 = infft > 2n; jx(t)j2  2"g:
By (3.38) and the definition of 
1, we have ! 2 
1, then n 
1; n = 1; 2;    ; n;    . This implies

1  fn < 1g: (3.44)
Set  = "=2k1. It is easy to see that
jjxj2   jyj2j  " whenever jx   yj  ; jxj ^ jyj  k1: (3.45)
Choose a suciently small constant  > 0 and a suciently
large positive integer N such that
2Lk1( + 4)=
2 < " and C2=b  "2N: (3.46)
Using (3.41) and (3.44), there exists a suciently large constant
T , we have
Pf2N < T g  2": (3.47)
In particular, if 2N < T , then x˜(2N) = ", 2N < k1 (otherwise
x˜(2N) = x˜(k1) = k1, a contradiction). Namely,
x˜(t; !) = x(t; !) for ! 2 f2N < T g and t 2 [0; 2N]: (3.48)
Applying the Ho¨lder inequality and the Doob martingale in-
equality, we then derive from (3.43) that, for any  > 0 and
n < N,
E

sup
0t
jx˜(2n 1 ^ T + t)   x˜(2n 1 ^ T )j2

= E

sup
0t
 Z 2n 1^T+t
2n 1^T
F˜(s)ds +
Z 2n 1^T+t
2n 1^T
G˜(s)ds
2
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 2E

sup
0t
Z 2n 1^T+t
2n 1^T
jF˜(s)j2ds

+ 8E
 Z 2n 1^T+
2n 1^T
jG˜(s)j2ds

 2Lk1 ( + 4):
By (3.46) and Markov inequality, we deduce that
P

sup
0t
jx˜(2n 1 ^ T + t)   x˜(2n 1 ^ T )j  

 ":
This, together with (3.48), we obtain
P

f2N < T g \
n
sup
0t
jx(2n 1 + t)   x(2n 1)j < 
o
=P(f2N < T g)   P(f2N < T g \
n
sup
0t
jx˜(2n 1 + t)   x˜(2n 1)j  
o
)
P(f2N < T g)   P(
n
sup
0t
jx˜(2n 1 ^ T + t)   x˜(2n 1 ^ T )j  
o
)
":
It then follows from (3.45) immediately that
P

f2N < T g \
n
sup
0t
jx2(2n 1 + t)   x2(2n 1)j < "
o
P

f2N < T g \
n
sup
0t
jx(2n 1 + t)   x(2n 1)j < 
o
":
It is easy to show that
2n   2n 1 > 
for ! 2 f2N < T g \
n
sup
0t
jx2(2n 1 + t)   x2(2n 1)j < "
o
:
Combining this with (3.44), we finally derive that
C2=b  E
Z 1
0
jx(t)j2dt

NX
n=1
E

fI2NT g
Z 2n
2n 1
jx(t)j2dtg

 "
NX
n=1
E

fI2NT g(2n   2n 1)g

 "
NX
n=1
P

f2N < T g \
n
sup
0t
jx2(2n 1 + t)   x2(2n 1)j < "
o
 "2N:
But this contradicts the second inequality in (3.46). Therefore
the required assertion must hold. The proof is therefore com-
plete. 2
4. Exponential Stabilization
In the previous part, we introduced how to design a feed-
back control based on discrete-time state observation step by
step to make the controlled system (2.8) become H1-stable in
L p˜ (p˜ 2 [2; q1 + p1   1] , asymptotic stable in L p¯ ( p¯ 2 [2; p))
and almost surely stable. Consequently, we will illustrate how
to design a feedback control based on the discrete-time state
observations to make the controlled system (2.8) become expo-
nentially stable either in L p¯ ( p¯ 2 [2; p)) or almost surely.
For the purpose of the exponentially stable, we need to re-
place condition (3.20) by stronger condition.
Assumption 4.1. Make sure the duration between the two con-
secutive state observations satisfies
 <
p
1(1   2)
2$2
and  
p
12p
2$
^ 13
$2
^ 1
4
p
2$
: (4.1)
We should point out that the last term   1=4$ in (3.20) is
now replaced by   1=4p2$ in (4.1) so the bound on  here
could be smaller than before.
Theorem 4.2. Let Assumption 3.1 and Assumption 3.2 hold. If
we can choose  > 0 suciently small for Assumption 4.1 to
hold, then the solution of the controlled system (2.8) satisfies
lim sup
t!1
1
t
log(Ejx(t; )jp¯) < 0 (4.2)
for any p¯ 2 [2; p) and any initial value .
Proof. We will use the same Lyapunov functional V(xˆt; rˆt; t) as
defined by (3.14) with the same % = $2=1. Similar to Step 3
of the proof of Theorem 3.3, by the generalized Itoˆ formula, we
can compute
e"1tEV(xˆt; rˆt; t)  V(xˆ0; rˆ0; 0)
+
Z t
0
e"1 sE

"V(xˆs; rˆs; s) + LV(xˆs; rˆs; s)

ds (4.3)
for all t  0, where "1 is a suciently small positive number to
be determined later. Recalling the structure of V , we then have
b1e"1tEjx(t)j2 V(xˆ0; rˆ0; 0) + "1$
2
1
1(t) +
Z t
0
e"1 s

"1b2Ejx(s)j2
+ "1b3Ejx(s)jp1+1 + ELV(xˆs; rˆs; s)

ds; (4.4)
where b1 = mini2S i; b2 = maxi2S i; b3 = maxi2S ¯i; and
1(t) = E
Z t
0
e"1 s
 Z 0
 
Z s
s+u
h
j f (x(v); x(v   0); r(v); v)
+ u(x(v); r(v); v)j2 + jg(x(v); x(v   0); r(v); v)j2
i
dvdu

ds:
Noting 4
p
2$  1 , we can rewrite (3.24) as
LV(xˆs; rˆs; s)   

1   4
2$4
1

jx(s)j2 + 2jx(s   0)j2
  H(x(s)) + H(x(s   0)) + 3$
2
81
jx(s)   x(s)j2
  $
2
1
Z s
s 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv: (4.5)
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By (3.31), we then derive
ELV(xˆs; rˆs; s)
  

1   4
2$4
1

Ejx(s)j2 + 2Ejx(s   0)j2   H(x(s))
+ H(x(s   0))   $
2
41
E
Z s
s 
h
j f (x(v); x(v   0); r(v); v)
+ u(x(v); r(v); v)j2 + jg(x(v); x(v   0); r(v); v)j2
i
dv: (4.6)
Recalling (3.4), we get Ejx(s)jp1+1  Ejx(s)j2 + Ejx(s)jq1+p1 1:
Substituting this and (4.6) into (4.4), by similar techniques in
(3.26) yields
b1e"1tEjx(t)j2  C + "1$
2
1
1(t)   $
2
41
2(t)
 

1   2   4
2$4
1
  "1b2   "1b3
 Z t
0
e"1 sEjx(s)j2ds
  [3(1   )   "1b3]
Z t
0
e"1 sEjx(s)jq1+p1 1ds; (4.7)
where
2(t) = E
Z t
0
e"1 s
Z s
s 
h
j f (x(v); x(v   0); r(v); v)
+ u(x(v); r(v); v)j2 + jg(x(v); x(v   0); r(v); v)j2
i
dv:
On the other hand, it is straightforward to show that
1(t)
E
Z t
0
e"1 s


Z s
s 
h
j f (x(v); x(v   0); r(v); v) + u(x(v); r(v); v)j2
+ jg(x(v); x(v   0); r(v); v)j2
i
dv

ds = 2(t):
We further make sure "1 > 0 to be suciently small for
"1  14 ; "1(b2 + b3)  1   2  
42$4
1
; "1b3  3(1   ):
It then follows from (4.7) immediately that
Ejx(t)j2  C
b1
e "1t; 8t  0: (4.8)
Finally, by (3.36) and (4.8), and applying the Ho¨lder inequality,
we obtain
Ejx(t)j p¯  C(p¯ 2)=(p 2)3
 
C=b1
(p  p¯)=(p 2)e "1t(p  p¯)=(p 2) (4.9)
for any p¯ 2 [2; p). This implies the required assertion (4.2). 2
In general, it is not possible to imply the almost surely ex-
ponential stability from the p¯th moment exponential stability.
However, in our situation, this is possible as described in the
following theorem.
Theorem 4.3. Under the same Assumptions of Theorem 4.2 .
Then the solution of the controlled system (2.8) satisfies
lim sup
t!1
1
t
log(jx(t; )j) < 0 a:s: (4.10)
for any initial value .
Proof. Fix the initial value  arbitrarily. Applying the Itoˆ formu-
la and the Burkholder-Davis-Gundy inequality (see, e.g., Mao,
and Yuan (2006), Theorem 2.13 on page 70), we have
E

sup
tkttk+1
jx(t)j2

 Ejx(tk)j2 + E
Z tk+1
tk

2jx(t)jj f (x(t); x(t   0); r(t); t)
+ u(x(t); r(t); t)j + jg(x(t); x(t   0); r(t); t)j2

dt
+ 8
p
2E
 Z tk+1
tk
jx(t)j2jg(x(t); x(t   0); r(t); t)j2dt
1=2
:
By the Young inequality
8
p
2E
 Z tk+1
tk
jx(t)j2jg(x(t); x(t   0); r(t); t)j2dt
1=2
8p2E
h
sup
tkttk+1
jx(t)j
 Z tk+1
tk
jg(x(t); x(t   0); r(t); t)j2dt
1=2i
0:5E

sup
tkttk+1
jx(t)j2

+ 64E
Z tk+1
tk
jg(x(t); x(t   0); r(t); t)j2dt:
Hence
E

sup
tkttk+1
jx(t)j2

 2Ejx(tk)j2
+ E
Z tk+1
tk

4jx(t)jj f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)j
+ 130jg(x(t); x(t   0); r(t); t)j2

dt: (4.11)
Using Assumption 2.1, we then derive from (4.11) that
E

sup
tkttk+1
jx(t)j2

 2Ejx(tk)j2 +C
Z tk+1
tk

Ejx(t)j2
+ Ejx(t   0)j2 + Ejx(t)j2 + Ejx(t))jpˆ + Ejx(t   0)j pˆ

dt;
where pˆ = (p1 + 1)_ (2p2). From (2.4) and p1 > 1, it is easy to
show that pˆ 2 [2; p). Consequently, combining (4.8) with (4.9)
yields
E

sup
tkttk+1
jx(t)j2

 Ce "ˆtk ;
where "ˆ = "1(p   pˆ)=(p   2). We can then easily show that
1X
k=0
P

sup
tkttk+1
jx(t)j > e 0:25"ˆtk


1X
k=0
Ce 0:5"ˆtk < 1:
In view of the well-known Borel-Cantelli lemma (see, e.g.,
Mao, and Yuan (2006), Lemma 1.2 on page 10), we see that
for almost all ! 2 
, there is positive integer k0 = k0(!) such
that
sup
tkttk+1
jx(t)j  e 0:25"ˆtk ;8 k  k0:
Hence, for almost all ! 2 
,
1
t
log(jx(t)j)   0:25"ˆk
t
  0:25"ˆk
(k + 1)
; t 2 [tk; tk+1]; k  k0:
Let k ! 1, we get
lim sup
t!1
1
t
log(jx(t)j)   0:25"ˆ < 0 a:s:
which is the assertion. Thus the proof is complete. 2
12
5. Examples
We will illustrate our results with an example. In order to
maintain the coherence of the article, we will take the hybrid
SDDE (1.3) as an example. Let’s recall that the coecients f
and g in SDDE (1.3) are defined by (1.4), where w(t) is a scalar
Brownian motion and r(t) is a Markov chain on S = f1; 2g with
the generator   defined by (1.5). Through computer numerical
simulation (we set 0 = 0:05 and the initial value x(t) = 2 +
sin(t) on t 2 [ 0:05; 0] and r(0) = 1), we can find that hybrid
SDDE (1.3) is unstable. This result can be referred to in Fig.
5.1.
0 2 4 6 8 10
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2
0 2 4 6 8 10
0
0.5
1
1.5
2
t
x(t
)
Figure 5.1: The computer simulation of the sample paths of the
Markov chain and the SDDE (1.3) with 0 = 0:05 using the
Euler–Maruyama method with step size 10 4.
We will choose the control function u : R  S  R+ ! R
define by
u(x; 1; t) =  2x; u(x; 2; t) =  3x: (5.1)
We see easily that Assumption 2.4 hold with $ = 3. It follows
from Theorem 2.5 immediately that the controlled system
dx(t) = [ f (x(t); x(t   0); r(t); t) + u(x(t); r(t); t)]dt
+ g(x(t); x(t   0); r(t); t)dw(t) (5.2)
has a unique global solution on t  0 for any initial value  2
C([ h; 0];Rn) and the solution satisfies that
sup
0t<1
Ejx(t; )jp < 1 8p > 2: (5.3)
By simple calculation, for (x; y; i; t) 2 RR S R+, we get
x[ f (x; y; i; t) + u(x; t; i)] +
1
2
jg(x; y; t; i)j2

(  2x6   x2 + 0:3125y6 + 0:0625y2 if i = 1,
 3x6   x2 + 0:75y6 + 0:25y2 if i = 2,
and
x[ f (x; y; i; t) + u(x; t; i)] +
p1
2
jg(x; y; t; i)j2

(  2x6   x2 + 0:5625y6 + 0:3125y2 if i = 1,
 3x6   x2 + 1:75y6 + 1:25y2 if i = 2.
It is easy to see that
12 = 22 = ¯12 = ¯22 =  1:
Hence,
A1 =
 
3  1
 1 3
!
and A2 =
 
7  1
 1 7
!
are both M-matrices. By (3.5), we then have
1 = 2 = 0:5;
¯1 = ¯2 = 0:1666667;
and while the Assumption 3.1 is satisfied. The function U de-
fined by (3.6) becomes
U(x; i) =
(
0:5x2 + 0:1666667x6 if i = 1,
0:5x2 + 0:1666667x6 if i = 2.
Recalling (3.8), we can compute that
LU(x; i; t) 
8>>>>>><>>>>>>:
 x2 + 0:0625y2   2:7916667x6
+0:4166667y6   1:775x10 + 0:3375y10 if i = 1,
 x2 + 0:25y2   3:1666667x6
+1:1666667y6   2:3x10 + 1:05y10 if i = 2.
To verify Assumption 3.2, we let 1 = 0:2, 2 = 0:04 and 3 =
0:8. Noting
LU(x; i; t) + 1
 
2ijxj + (p1 + 1)¯ijxjp12
+ 2j f (x; i; t)j2 + 3jg(x; i; t)j2
  0:8x2 + 0:45y2   H(x) + H(y); (5.4)
where H(x) = 2:3916667x6 + 1:255x10 and  = 0:9561. That
is, condition (3.10) is also met. After calculation, Assumption
4.1 becomes  < 0:0146986. By Theorems 4.2 and 4.3, we
can therefore conclude that the controlled system (5.2) with the
control function (5.1) is not only exponentially stable in L p¯ for
any p¯  2 but also almost surely provided  < 0:0146986.
To perform a computer simulation, we set  = 0:01; 0 =
0:05 and the initial value x(t) = 2 + sin(t) on t 2 [ 0:05; 0] and
r(0) = 1. The sample paths of the Markov chain and the solu-
tion of the SDDE (5.2) are plotted in Fig. 5.2. The simulation
supports our theoretical results clearly.
6. Conclusion
In this paper we have discussed the stabilization of highly
nonlinear hybrid SDDEs by the feedback controls based on the
discrete-time observations of the states. It should be noted that
the results of stabilization of existing nonlinear stochastic sys-
tems mainly depend on linear growth conditions, and do not
take into account the existence of delay in the system itself.
There is hence a need to develop a new theory on the stabiliza-
tion for the highly nonlinear SDDE models. In this paper we
13
0 2 4 6 8 10
1
1.2
1.4
1.6
1.8
2
0 2 4 6 8 10
0
0.5
1
1.5
2
t
x(t
)
Figure 5.2: The computer simulation of the sample paths of the
Markov chain and the SDDE (5.2) with the control function (5.1) and
 = 0:01; 0 = 0:05 using the Euler–Maruyama method with step size
10 4.
consider a class of hybrid SDDEs which are not stable but their
solutions are bounded in pth moment. We use a new technique
to show that the controlled SDDE can maintain moment bound-
edness as long as the control function satisfies Lipschitz condi-
tion. We then show how to design the control functions more
wisely so that the controlled SDDEs become stable. The stabil-
ity discussed in this paper include the H1-stable in p˜, asymptot-
ic stability in p¯th moment,almost surely stability, pth momen-
t exponential stability and almost surely exponential stability.
The key technique used is this paper is the method of Lyapunov
functionals. An examples and two computer simulations have
been used to illustrate our theory.
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