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Abstract— The first-order-plus-dead-time model (FOPDT) is
a popular simplified representation of higher order dynamics.
However, a well known drawback is the rapid decrease of the
frequency response accuracy with increasing process order. This
especially applies to the higher frequency range. Literature
offers solutions by extending this three parameter model with
more parameters. Here, a fractional dead time is proposed.
As such, a Frequency-Dependent Delay (FDD) is introduced,
which offers a better approximation. As the fractional-order
term introduces nonlinear coupling between the phase and the
magnitude of the process, the fitting of the function becomes
an iterative process, so a constrained multi-objective optimiza-
tion is needed. This novel model, first-order-plus-frequency-
dependent-delay or FOPFDD is fitted on a real electrical ladder
network of resistors and capacitors of four and eight parts. The
classic model, which is clearly a special case of the new model,
is outperformed in the entire bandwidth.
Index Terms— First-order-plus-frequency-dependent-delay,
Frequency-Dependent Delay, Modeling, RC Ladder network
I. INTRODUCTION
Fractional order calculus has been developed as the theory
of integration and differentiation of arbitrary real order which
is not necessarily integer [1], [2]. It has become a powerful
tool to increase model fitting in many fields of engineering
such as bio-engineering [3], control engineering [4], [5] and
electrical engineering [6]. The fractional order, denoted by
α, is then chosen in the interval (0, 2). The integer order
case, where α = 1, is a particular case of the more general
fractional-order calculus.
In electrical engineering, many ladder circuits are used
which are basically chains of RC-circuits. These networks
are the basis of batteries and thus important in the new
research lines of electrical cars, smart grids, etc. [7], [8]. The
complexity of ladder networks increases as more electrical
components are added to the circuit. This results in higher
order transfer function models which are difficult to model
and control. A first-order-plus-dead-time (FOPDT) model
is commonly used to model higher order systems [9]. It
has the advantage of being simple and easy to calculate.
However, this technique has its limitations when the order
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of the process increases. For higher order processes, the
FOPDT technique yields decreased fitting. Possible solutions
include using higher order fits, such as second order plus
dead time (SOPDT) models which have the disadvantage of
an increased complexity for a small improvement [10], [11].
In literature, research has been done to improve the model
fitting of the FOPDT method [12], [13]. Srinivasan and
Chidambaram used the Laplace transform approach and the
modified relay feedback method to improve the FOPDT
method by introducing an extra modeling parameter [14].
Fractional calculus also provided a possible improvement of
the FOPDT by adding a fractional-order term in the first
order model, yielding to a fractional-order first-order plus
dead time (FO2PDT) [15].
In this research, the concept of introducing an extra
modeling parameter to the FOPDT method is combined
with the knowledge of fractional calculus. The developed
method uses non-parametric system identification to obtain
a Bode plot of the higher order process [16]. Based on the
obtained Bode plot, minimization techniques are used in
frequency domain to fit the model [17]. The model which
is used, consists of a first order process plus frequency
dependent delay (FOPFDD). The classical integer-order dead
time term e−Ls is replaced by the term e−Ls
α
where s is the
Laplace operator, α is the fractional order and L is the dead
time of the process. This new term is called the Frequency
Dependent Delay (FDD).
This paper is structured as follows: the next section pro-
vides a description of the proposed method. The new model
is compared to existing models and the fitting procedure is
explained. Section III presents the benchmark that is used.
The results are presented for two systems of different order.
The forth section provides a discussion of the results and
section V states a conclusion.
II. PROPOSED METHODOLOGY
In this section, the fitting of the new model is discussed.
For comparison, some of the classical models are given and
discussed. To advocate the additional parameter, an analysis
on the FDD term is done. To find the model parameters,
an optimization problem is solved: the error between the
model’s Frequency Response Function (FRF) H(s) and the
actual system’s FRF G(s) is minimized. Therefore, the FRF
of the system is crucial. It can be obtained theoretically or
with experimental tools, e.g. PRBS analysis. Only if the FRF
has sufficient bandwidth it can be used for the proposed
method.
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A. Model choice
Three models are observed for fitting. The first model is
the standard FOPDT model:
H1(s) =
K
τs+ 1
e−Ls (1)
The static gain K, time constant τ and delay L of the system
are the parameters that need to be optimized to find a fit.
The second model is a fractional-order version of the first
model, i.e. fractional-order first-order-plus-dead-time model
(FO2PDT):
H2(s) =
K
τsα + 1
e−Ls (2)
The third model is the novel model of first-order-plus-
frequency-dependent-delay (FOPFDD), which is based on
the FOPDT model but incorporates the fractional component
in the dead time term:
H3(s) =
K
τs+ 1
e−Ls
α
(3)
This extra degree of freedom is promising as it simultane-
ously influences the magnitude and the phase of the system,
as proven below.
To better understand the influence of the additional pa-
rameter α the frequency response is examined. The integer
order delay term exp(−Ls) can be written as follows with
s = jω and Euler’s formula:
exp(−Ls)|s=jω= cos(Lω)− j sin(Lω) (4)
The modulus and the phase of this system are:
M1 = 1 (5)
φ1 = −Lω (6)
Consequently, there is no coupling between the magnitude
and phase for the design parameter L: the delay can vary the
phase, but the magnitude stays invariable as the independent
variable ω changes.
The analysis of the FDD is more challenging with regard
to calculations:
exp(−L∗sα)|s=jω=
exp
(
−L∗ωα cos
(αpi
2
))
·[
cos
(
L∗ωα sin
(αpi
2
))
− j sin
(
L∗ωα sin
(αpi
2
))]
(7)
This gives a modulus and phase:
M2 = exp
(
−L∗ωα cos
(αpi
2
))
(8)
φ2 = −L∗ωα sin
(αpi
2
)
(9)
This shows that the choice of L∗ changes both the magnitude
and phase. From equation (9), it is clear that this additional
parameter adds a broad range of possibilities. The equivalent
delay of the equation (6) is given by:
Leq = L
∗ωα−1 sin
(αpi
2
)
(10)
Notice that Leq = f(ω) and, moreover, Leq is inversely
proportional to ω for α < 1 and proportional to ω for α >
1. This means that from a modeling point-of-view one has
the ability to model Frequency Dependent Delay (FDD) by
adding a fractional-order delay term to the model.
B. Optimization
As the parameter α adds nonlinear coupling between the
magnitude and the phase, an iterative approach is needed
to find the optimal solution for the fit on the higher order
transfer function. Therefore, the fmincon function with the
option ’interior-point’ is used in MATLAB c© to minimize a
multi-objective cost function:
x∗ = min
x,q1
[f(x, q1) = q1 · f1(x) + (1− q1) · f2(x)] (11)
with xl ≤ x ≤ xu
The cost function consist of a weighted sum, with q1 ∈ R
the weighing factor, of two functions, f1, f2 : Rk → R[0,1],
the normalized mean-squared error of the magnitude and the
phase, respectively, between the theoretical transfer function
G(s) and the model Hi(s) with i = 1, 2, 3. The vector x ∈
Rk×1 represents the parameter vector with k = 3 of k = 4
for the FOPDT, FO2PDT and FOPFDD respectively:
FOPDT → x = [K, τ, L]
FO2PDT → x = [K, τ, L, α]
FOPFDD → x = [K, τ, L, α]
The boundaries, xl and xu, are used to limit the problem
to a physical context. This means that solutions which are
not possible in reality should not be considered as feasible
solutions. The parameter α ∈ (0, 1) is a predefined boundary
that does not depend on the process and its boundaries
are chosen based on the work of Wright [18]. A decent
normalization of f1 and f2 is crucial. Each objective has an
order of magnitude that is inherent to its unit. Disproportional
differences in order of magnitudes between the multiple
objectives can lead to ill-posed optimization problems, as
one objective can become dominant unintentionally. To avoid
this problem a normalization is necessary. The parameter q1
allows the user to intentionally allow asymmetry between
the objectives. As q1 increases the optimization will tend
to give a better fit on objective f1 and vice versa. For
this problem, it is of minor importance which objective is
dominant, so the optimization problem is solved for various
values of q1 ∈ [0, 1]. A proper normalization will lead to
a strictly decreasing objective f1 and a strictly increasing
objective f2 for increasing q1. Consequently, the Pareto
front f(x∗(q1), q1) will have a minimal value. The weighing
parameter q∗1 , for which the minimal value is reached is
chosen.
III. EXPERIMENTAL VALIDATION
To validate the methodology, as described in section II-B,
a benchmark is chosen. In this paper, an ladder network of
parallel RC circuits is observed. A passive electronic circuit
can be modeled using physical relations between currents
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and voltages. It is also easy to build on a breadboard, which
allows rapid prototyping, and a lot of technology exists to
measure the circuit. In this paper, it is chosen to obtain the
system’s model G(s) using the physical relations, i.e. Ohm’s
law. It is also possible to obtain an estimate of the model’s
FRF by using non-parametric identifications techniques [16].
However, in this paper, the focus lies on the fitting method.
To avoid influence of identification errors on the method’s
outcome, the theoretical model is chosen as benchmark. To
evaluate the quality of the method two circuits are tested:
the circuit with four and eight parallel RC circuits.
A. Benchmark: RC circuit
The system considered is a chain of RC-circuits, also
known as a ladder circuit, depicted on Fig.1. The applied
voltage is Vin and the output voltage is Vn
R1 i1
C1V1Vin
R2 i2
C2V2
i3 · · ·
· · ·
Rn in
CnVn
Fig. 1. RC-circuit
The current and voltages in the ladder network are related
by Kirchoff’s current and voltage laws:
KCL→
{
ip = ip+1 + CpV˙p p ∈ [1, n− 1]
in = CnV˙n
KVL→
{
Vp−1 = Rpip + Vp p ∈ [2, n]
Vin = R1i1 + V1
(12)
Combining both yields the dynamics in the Vp’s:
Vp−1 = Rp
n∑
j=p
CiV˙i + Vp p ∈ [2, n]
Vin = R1
n∑
j=1
CiV˙i + V1
(13)
By defining the state x =
[
V1 V2 . . . Vn
]T ∈ Rn×1,
input u = Vin and output y = Vn, equation (13) can be
written in the implicit state space model:
Ex˙ = Ax +Bu
y = Cx
(14)
with B =
[
1 0 . . . 0
]T ∈ Rn×1, C =[
0 0 . . . 1
] ∈ R1×n and E and A∈ Rn×n:
E =

R1C1 R1C2 R1C3 . . . R1Cn
0 R2C2 R2C2 . . . R2Cn
0 0 R3C2 . . . R3Cn
...
...
...
. . .
...
0 0 . . . 0 RnCn

A =

−1 0 0 0 . . . 0
1 −1 0 0 . . . 0
0 1 −1 0 . . . 0
...
...
...
...
. . .
...
0 0 0 . . . 1 −1

E is a non-singular, upper-triangular matrix because of the
non-zero product of all diagonal elements. The implicit state
space can be rewritten in the standard form:
x˙ =
Aˆ︷ ︸︸ ︷
E−1Ax +
Bˆ︷ ︸︸ ︷
E−1B u
y = Cx
(15)
with the transfer function found as:
G(s) = C(sI − Aˆ)−1Bˆ (16)
As mentioned before, the case for n = 4 and n = 8 are
considered with Rp = 162 kΩ and Cp = 3.8 µF having the
same values for all p ∈ [1, n]. The poles of G(s) are given
in Hz for both cases:
p4 = 0.03, 0.26, 0.61, 0.92
p8 = 0.01, 0.08, 0.21, 0.38, 0.57, 0.76, 0.91, 1.00
The region of interest is in the frequency band f =
[10−2, 100] Hz. The Bode plots of both systems are given
in Fig. 3 and 4. Notice the difference in order of magnitude
between the modulus and the phase, which could be a prob-
lem for the optimization problem. Here, the normalization
is necessary to avoid unintentional bias in the optimization
definition.
B. Model fitting for n = 4
In this case, the circuit with four ladders is observed.
The transfer function consists of four poles in the frequency
region of interest. This means that the magnitude drop will
vary from 0 dB/dec to −80 dB/dec and the phase shifts
from 0 deg to −360 deg (see Fig. 3 - black, long dash),
which is a challenging system to approximate with a FOPDT
model. The delay of the system becomes significant. The
features of the system justify the use of the new model.
As explained in section II-B, the optimization is performed
for a variety of q1 values, i.e. the weight given to magnitude
error. As described in section II-B, it is expected that the nor-
malized magnitude error function f1 is a strictly decreasing
function of q1, as in Fig. 2 (top). For the normalized phase
error, a strictly increasing function is expected, as depicted
in Fig. 2 (middle). From this, it can be concluded that the
normalization of both objective functions f1 and f2 is done
properly. From Fig. 2 (bottom), it is clear that f(x∗(q1), q1)
reaches a minimal overall error for q∗1 = 0.6 for n = 4 with
H3(s) as the model.
The procedure is also repeated for H1(s) and H2(s),
which leads to the optimal parameters given in Tab. I. This
results in three Bode plots represented in Fig. 3.
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Fig. 2. For the model with FDD the normalized error on magnitude
f1(x∗(q1)) and phase f2(x∗(q1)) are plotted in the top and middle figure.
In the bottom figure the multi-objective function f is plotted in function of
q1. From this Pareto front, the optimal solution is found for q1 = 0.6.
The classic FOPDT (H1) model is able to follow the
theoretical system for low frequencies. For higher frequen-
cies, both the magnitude and the phase become worse.
The FO2PDT (H2) improves the frequency response fitting
marginally, but again it has trouble to give a good fit for the
higher frequencies. The proposed model, FOPFDD (H3) is
able to follow both the magnitude and the phase much better
than the other models, even for the higher frequencies, but
also in the lower frequency range.
TABLE I
THE OPTIMAL PARAMETERS FOR H1(s), H2(s), AND H3(s) IN THE
CASE OF n = 4.
Model K [-] τ [s] L [s] α [-]
H1(s) 0.85 7.15 0.64 -
H2(s) 0.80 6.74 0.52 1.26
H3(s) 1.18 2.26 1.69 0.53
C. Model fitting for n = 8
To test the proposed model even further, a more chal-
lenging situation is proposed. For eight ladders n = 8, the
magnitude drop varies from 0 dB/dec to −160 dB/dec
and the phase shifts from 0 deg to −720 deg. An ever
larger dead-time is present in the original system. The
same methodology is used as described in section II-B. The
optimization results in the fitting parameters in Tab. II.
TABLE II
THE OPTIMAL PARAMETERS FOR H1(s), H2(s), AND H3(s) IN THE
CASE OF n = 8.
Model K [-] τ [s] L [s] α [-]
H1(s) 1.00 91,70 2.36 -
H2(s) 1.00 89,96 1.31 1.71
H3(s) 1.00 3,19 4.54 0.50
In Fig. 4 the optimal Bode plots are given. As expected
and described in literature, the FOPDT (H1) model has even
more difficulties to follow the fast decreasing magnitude
and phase. For both high and low frequencies the fit is
not following the original system. Again, the FO2PDT (H2)
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Fig. 3. The optimized fit of the Bode plot for n = 4 with (FO) and without
(IO) the FDD. For comparison the model’s transfer is given as well.
improves the FOPDT model’s fit, but only marginally. It
allows more complex frequency response behavior, espe-
cially for the phase, so a better fit is obtained. However,
the new FOPFDD (H3) model is again able to fit nicely the
system’s frequency response. Both magnitude and phase are
comparable for low and high frequencies.
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Fig. 4. The optimized fit of the Bode plot for n = 8 with (FO) and without
(IO) the FDD. For comparison the model’s transfer is given as well.
IV. DISCUSSION
The FDD method manages to approximate higher order
systems with a first order model with dead time which is
frequency dependent.
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The main advantage of the presented modeling method is
the addition of nonlinear properties in phase shaping while
adapting also the modulus of the system. The FOPDT and
FO2PDT methods both have linear phase shaping capabilities
in the frequency domain. As the delay in the FOPFDD model
is frequency dependent, the nonlinear relationship provides
more model fitting possibilities resulting in improved models.
The results show also the advantage of the FOPFDD
method in the higher frequency bands. The classical FOPDT
has good fitting for the lower frequencies, but the model
error increases with higher frequencies. The new FOPFDD
provides good fits in the higher frequency range as well.
Moreover, for the lower frequencies the fit is improved.
From the obtained optimal values in Tab. I and II, it is
clear that time constantτ and delay L are in the same order
of magnitude for H1(s) and H2(s), while a significantly
different value is obtained for H3(s) for both cases. The
parameter α remains very close to 1/2. The well known
graphical method, based on the maximum slope of the step
response [19], gives the parameters in Tab. III:
TABLE III
THE FOPDT PARAMETERS OBTAINED WITH THE GRAPHICAL METHOD.
System K [-] τ [s] L [s]
n = 4 1.00 5.36 0.78
n = 8 1.00 18.87 3.21
For the system with n = 4 the optimization seems to
approximate the parameters obtained from the graphical
method for all three models. For the system with n = 8
the time constant τ of model H1(s) and H2(s) is much
larger than the time constant obtained with the graphical
method. As the system is not able to give a decent fit for
the magnitude it finds an optimal situation by putting the
time constant of the fitted model close to the slowest pole of
the system. An option is to update the constraints, based on
the graphical method’s outcome, such that a local optimum
can be found, which better fits the graphical method. For
the model H3(s) there is no need to do this as the method
automatically finds a reasonable solution. Due to the different
approach of the graphical method and the optimization
method, only the order of magnitude is relevant, not the
actual numerical values.
This topic finds a good connection with fractional-order
research in the control community. FOPFDD modeling is
complementary to the current research line on fractional-
order control for dead time processes [20]. This encourages
the use of the proposed model.
However, the proposed model has a disadvantage, namely
that it is cumbersome to convert the transfer function to a
differential equation to obtain the time response. Mathemat-
ical transformations exist to transform a fractional derivative
from frequency to time domain. However, in practice these
methods tend to approximate the actual fractional derivative,
which can lead to poor results. The authors believe that more
research is needed on this topic.
Another question rises: what is the physical meaning of
the fractional order in the dead time term?
Literature has shown physical meaning of fractional mod-
els with respect to memory effects, viscoelasticity, diffusion
and fractal structures. All these effects could be related to
fractional order expressions of poles and zeros in general
transfer functions.
The hypotheses posed in this research is that the physical
meaning of the fractional order in the dead time term can be
found in several fields. Firstly, the authors believed FDD
can be linked to the study of materials. For instance in
the study of viscoelastic materials that are stressed under
different temperature conditions. This phenomenon is linked
to temperature dependent creep [21]. In [22] the glucose
concentration in an aqueous solution is estimated by fitting a
fractional-order transfer model on measured data. However,
Copot et al. concluded that the model needs to improve, as it
fails to represent the measured frequency response for higher
frequencies. Here, viscosity of a material could be possibly
linked to FDD. Secondly, there is a possible link in the field
of electro-mechanical systems. For instance, load frequency
control relies on a frequency characteristic to tune governors
and controllers in a power line, while compensating for
load changes in the power line [23]. Thirdly, in the field
of nonlinear optics, there exist optical materials with a
refractive index which depends on the frequency of the
electromechanical wave [24]. Fourthly, in the field of sound,
Daubechies wavelets are used as a technique to transform
time-based sound signals to a representation in a different
base which is linked to frequency. The time resolution is
inversely proportional to the frequency content of the wavelet
[25]. The nonlinear frequency content of the wavelets can
be modeled with FDD. These are just a few examples of
physical systems that could be related to FDD. The next
step is to research the influence of the FDD on these physical
systems.
The special case of α = 0.5 is often discussed in literature
as the impulse response can be written in closed-form. In
[26], some physical distributed parameter systems are anal-
ysed. Particularly for the diffusion type systems similarities
with FDD can be found as the term exp(−L√s) occurs.
The closed-form impulse response and its well-established
examples can help to understand the cases for other α’s.
Notice that in the diffusive systems L has the unit of distance,
whilst in the proposed FDD L has the unit of time.
V. CONCLUSION
In this paper, a new model, first order plus frequency
dependent delay or FOPFDD, is proposed. This model adds
a parameter to the classical FOPDT model, namely in the
dead time term. The dead time is generalized by allowing any
real power α ∈ (0, 1). This concept allows nonlinear phase
shaping and creates a coupling between the amplitude and the
phase of the frequency response of a system. As this demands
an iterative way of fitting a constrained multi-objective opti-
mization is needed to find the optimal parameters such that
the error between the magnitude and phase is minimized. The
new model is validated on a high order system, an electric
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ladder network of resistors and capacitors with four and eight
ladders. These networks introduce enormous phase and mag-
nitude shift, which are difficult to model with FOPDT. For
comparison, the optimization is done for three models that
are slightly different: the FOPDT, FO2PDT, and FOPFDD. In
both cases, the FOPFDD outperforms the other models in the
lower frequency band, but especially for higher frequencies.
The authors start from a mathematical concept, but propose
some links with physical systems. These concepts show to
be in need for a nonlinear phase component, which can be
found in FDD.
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