Combining the embedding process with the requirements of the real watermark applications, a novel image watermarking with optimum capacity is presented in this paper and an implementation approach in Discrete Wavelet Transform (DWT) is given. An optimum capacity analysis is presented, forming theoretical basis for design of optimum systems. Watermark was generated randomly and embedded by modifying DWT coefficients of original image. In some applications, not the more information embedding is, the more performance is. The watermark embedded capacity is computed from the requirements of real watermarking applications, which are utilized false alarm probability and/or detection probability. Computation of detection probability and false alarm probability is given with both fixed and variable detection threshold. Robustness of this watermarking may be not the best, but the watermarking can meet requirements of real watermarking applications. Relationship between watermarking capacity and visual evaluation is deduced. Independent Component Analysis (ICA) is utilized to extract the watermark blindly. Experimental results have demonstrated that the proposed watermarking technique with optimum capacity can meet requirements of different real watermarking applications. It is indicated that this new watermarking technique has superior advantages over the existing ones in many aspects according to the real watermarking applications requirements.
Introduction
Digital watermarking technique is an effective means to resolve copyright protection and information security problems by embedding watermark information into digital protected media. In order for a watermark to be useful, it must have robustness against image processing operations and various possible attacks by pirates [1, 2] . There are several issues to be considered when studying watermarking systems. One among the key performance measures used to compare different message embedding algorithms is watermarking capacity. Image watermarking capacity is a complex problem. It may be influenced by many factors. Capacity is defined as the number of bits that can be embedded in an image under the constraints of detection probability, false alarm probability and fidelity between the original image and the watermarked image. Fidelity refers to the distortion introduced in the image due to the watermark. In a general sense, it is the maximum message size that can be embedded subject to certain constraints. A number of ways to compute the watermarking capacity using information theory and detection theory have been proposed previously [3] . With the invisibility measure, it can be observed that the capacity of watermarking channel is neither a monotonically decreasing function with the respect to detection probability nor a monotonically increasing function with respect to false alarm probability. The watermarking capacity must rely on the real applications. In some applications, not the more information embedding is, the more performance of the system is. In some real applications, the information is not need to be embedded with the highest capacity, while the watermarking system can still meet requirements of watermarking applications. The rest bits, which can be embedded information, can be used to transmit other information. One wish to determine how much information can be sent over a watermarking channel. This is similar to the related information-theoretic studies of covert channels. Shannon's pioneering work provides bounds on the amount of information that can be transmitted over a noisy channel. His results show that capacity in an intrinsic property of the channel itself. This work takes a similar viewpoint in seeking to find the amount of information that may be transferred over a watermarking channel. The watermark channel is quite different from the covert channel. There are two important differences between the covert channel and watermarking channel. (a) When studying covert channels no consideration is given to hiding their existence. In contrast, a watermarking channel only exists if its existence is hidden. (b) No consideration is given to how long a covert channel may transmit data. In fact, the channel is tacitly assumed to transmit forever. On the other hand, a watermarking channel's transmission time is limited to the type of cover channel/cover medium that is used. For example, if a message is hidden in an image, the type and size of the image limits the number of transmissions of the watermarking channel. Therefore, a watermarking channel is very different from a covert channel. This is in part because the capacity of watermarking channels must take detection into account, something that is not generally considered when it comes to covert channels. In general, the more data that are hidden, the easier it is to detect it. The watermarking channel is equivalent to the classic channel with the addition of the detection function, for the classic channel, a transmission is considered successful if the decoder properly determines which message the encoder has sent. In the watermarking channel a transmission is successful not only if the decoder properly determines the sent message, but if the detection function is not triggered as well. This additional constraint on the channel use leads to the fundamental view that the capacity of a watermarking channel is an intrinsic property of both the channel and the detection function. Watermarking capacity is defined as the maximum number of bits that can be embedded into a JPEG compressed image [4] . In this scheme, embedding process is done in DCT domain. Just Noticeable Differences were considered as the fidelity measure in this approach. Capacity of watermarking channel is defined as number of bits which can be hidden in an image, by modeling watermarking channel as an AWGN channel [5] . Fan Z [6] proposed am adaptive watermarking capacity analysis method in wavelet domain combined Waston quantization matrix and Noise Visibility Function with assuming image is an AWGN channel. This work differs form previous work in a number of aspects. Most notable is the consideration of requirements of real watermarking applications. The proposed watermarking capacity methods are all try to find the largest capacity of the watermarking [7] . The capacity in this paper is not only depending on embedding process, host data, detection function, but also rely on requirements of real applications. This eliminates the need to restrict interest to detection algorithms that operate on sample averages or behave consistently. The capacity is determined by requirements of applications and requirements of fidelity. Another substantial difference is the use of false alarm probability and detection probability as requirements of real applications. In some applications, information may be embedded with lower capacity with meeting of requirements of applications and the rest bits can be used to transmit other information. The third substantial difference is consideration of distortions constraints in watermarking embedding process is omitted. This is due to the view that watermarking capacity is a property of channel, covert signal, detection function and requirements of applications. Capacity is determined by requirements first. Different watermark capacity can be embedded invisible for different image. The determination of detection threshold will affect detection probability and false alarm probability. The most existing watermark detectors [8, 9] determine detection threshold will experimental value. Finally, the relationship between peak signal noise ratio (PSNR) and watermark capacity is deduced. We have proposed an watermarking detector based on ICA [10] . The organization of the rest of the paper is as follows. Section 2 discusses computation of optimum watermarking capacity. Section 3 proposes a watermarking method in DWT domain with optimum watermarking capacity. Section 4 presents and explains experimental results. Finally, our conclusion was drawn in Section 5.
Computation of Optimum Watermarking Capacity
Performance of watermarking includes fidelity, robustness and correct detection, which are measured in this paper by PSNR, detection probability and false alarm probability. Traditionally, watermark detectors correlate test image with the known watermark. Alternatively, the detection problem can be formulated as a binary hypothesis test [11] . Although the test image possibly contains a watermark, the actual test is performed without knowledge of the original, unwatermarked data. In order to combine the watermarking with the requirements of applications, hypothesis test is used to analyze detector performance. The detector includes two aspects: one is test process, which decides whether test data contains the watermark or not. The other is extracting process to extract the perfect watermark. In order to analyze the performance of the watermarking in DWT domain, mathematical models for the DWT coefficients are needed firstly. Secondly, the detection probability and false alarm probability need to be calculated to determine the performance of the watermarking under the requirements of real watermarking applications.
Mathematical Model of Discrete Wavelet Coefficients
For most images, wavelet coefficients of low passes are modeled as random variables with uniform distribution, and that of band passes are modeled as random variables with generalized Laplacian density functions [12] expressed as:
s and r can be computed from the original image [13] , and
is variance.
Computation of False Alarm Probability and Detection Probability
The analysis that follows can be applied to any kind of data, but we focus on image DWT coefficients. In order to combine watermarking with applications requirements, hypothesis test is used to analyze detector performance formulated as follows:
watermark is present (2b) Where, , W X and are watermark, original image and watermarked image respectively. In this detection problem, watermark is the desired signal or information, while DWT coefficients , play the role of unknown additive noise with known statistical properties. The goal of watermark detector is to verify whether or not a watermark exists in given data, based on statistical properties of watermarked signal that is received and known watermark. A basic assumption is that statistical distribution of DWT coefficients is not significantly altered after insertion of a watermark. The assumption is intuitively justified by the fact that watermarked image may follow a statistical distribution similar to that of the original.
Assume that data has been modelled by an appropriate statistical distribution, so probability density functions(pdfs) of host signal and its watermark are known or can be very accurately approximated from given data. In order to compute false alarm probability and detection probability , likelihood function, , is constructed as below:
can be rewritten as:
It is known that under ,
. and can be computed as [10] :
With quantities known and since follows a Gaussian distribution, the probabilities of detection and false alarm for the are also given by:
Where, is defined as:
given , required threshold for a watermark to be detected can be computed by:
By utilizing this known threshold, the relation between the given and can be found, which gives the receiver operating characteristic(ROC) curves, which give a measure of the performance of the proposed watermarking.:
Another way to examine the detector performance is through the evaluation of the error probability. The error probability is defined as the probability of detecting a nonexistent watermark , known as the probability of false alarm plus the probability of "missing" a watermark, multiplied by the respective a priori probabilities for and . In the case examined here, both hypotheses have equal a priori probabilities 1/2, so the error probability is:
Computation of Watermarking Capacity from Detection Probability with a Fixed Threshold
Only a detection probability requirement will be presented in this condition. For a fixed threshold, watermark capacity can be computed by lookup the standard normalized distributed table for the given detection probability. Suppose the given detection probability is . By lookup the standard normalized distributed table, it can be obtain that:
Where, A is computed by lookup the standard normalized distributed table with the given detection probability. From the relationship of the and , which is deduced above, it can be deduced that:
Since our purpose is to compute the optimum capacity according to the given detection probability to control the watermark embedding process, the original image, , the embedded watermark, , the parameter
. It can be deduced that:
α can be computed by numerical analysis. Set
Once α satisfies ε < Δ , the optimum watermark capacity will be obtained with a fixed threshold. Where ε is a small enough positive value and it is set in our experiments. So the watermark capacity for each DWT block can be computed for fixed detection threshold 
Computation of Watermarking Capacity from False Alarm Probability with a Fixed Threshold
Only a false alarm probability requirement will be presented in this condition. For a fixed threshold, the capacity can be computed by lookup the standard normalized distributed table for the given false alarm probability. Suppose the given false alarm probability is . By lookup the standard normalized distributed table, it can be obtain that:
Where, B is computed by lookup the standard normalized distributed table with the given false alarm probability. 
Computation of Watermarking Capacity from Detection Probability and False Alarm Probability with a Fixed Threshold
In some watermarking applications, both detection probability and false alarm probability requirement will be presented in this condition. For a fixed threshold, capacity can be computed by lookup the standard normalized distributed table for the given probabilities. Suppose the given probabilities are and . By lookup standard normalized distributed table,
it can be obtain that:
Where, A and B can be computed by lookup the standard normalized distributed table with the given detection probability and false alarm probability. For fixed detection thresholdη , two watermark capacities can be computed by:
Watermark was embedded with the larger capacity first. If this capacity can meet requirements of visual evaluation, this is the optimum embedded capacity. Otherwise, watermark was embedded with the smaller capacity with one probability will not meet the requirements.
Computation of Watermarking Capacity from Detection Probability and False Alarm Probability with a Variable Threshold
In some watermarking applications, detection threshold can be determined by watermarking algorithm. Determination of detection threshold will affect detection probability and false alarm probability. The most existing watermark detectors determine detection threshold by experimental value. In this paper, for a variable detection threshold, both watermark capacity and detection threshold can be computed, that is:
Relation between Watermarking Capacity and Visual Evaluation
Both subjective evaluation and objective evaluation can be used to estimate quality of watermark embedded. Since subjective valuation can not be accomplished by computer automatically, objective evaluation, PSNR, is utilized to describe the difference between watermarked image and original image which is defined as: is maximum luminance of original image
is DWT of original image. Suppose transformation of DWT is expressed as T . That is, 
is defined as: 
. That is watermark satisfies Gaussian normalization distribution. It can be deduced that: From the above deduce, it can be seen that watermark capacity is related to given PSNR value. PSNR is utilized to measure the visibility of the watermarking in this paper.
Adaptive Watermarking with Optimum Capacity
In this section, the proposed watermarking scheme with optimum capacity will be described in detail. The robustness of this watermarking may not be the best, but watermarking technique can meet the requirements of real applications.
Watermark Embedding Process
Watermark is embedded with optimum capacity, which is computed from the requirements of different applications. Visual evaluation is done after watermark is embedded with optimum capacity. Watermarking embedding process proposed in this paper is shown in Fig. 1 for fixed detection threshold with one probability. The watermarking embedding process proposed is shown in Fig.2 for fixed detection threshold with two probabilities. Two different watermark capacity values will be computed from the false alarm probability and detection probability. In some watermarking applications, the detection threshold will be determined by watermarking algorithm. Fig.3 shows watermarking embedding process with variable detection threshold for two given probabilities. Both detection threshold and embedded intensity can be computed from the probabilities. The process of watermark embedding process is as follows:
Step 1: To create and preprocess watermark. Watermark is created randomly and expressed by W , that is, W is independent to original image. W used in this paper is an image having the same size as original image. It is beneficial to preprocessW before embedding to enhance the security. In this paper the watermark is rearranged by Cat map, which can be expressed as follows: Step 2: Compute watermark embedded capacity by false alarm probability and/or detection probability in different real applications. If detection threshold is fixed, there will be computed two embedded intensity values from given two probabilities. The larger intensity value will be selected first. Watermarking embedded with this value will satisfy false alarm probability and detection probability. After watermark Fig.1 : watermark embedding processing with one given probability for a fixed detection threshold Fig.2 : watermark embedding processing with two given probabilities for a fixed detection threshold Fig.3 : watermark embedding processing with two given probabilities with a variable detection threshold embedded, visual evaluation will be measured. If visual evaluation can satisfy the requirements, this value is the optimum embedded intensity. If visual evaluation can not meet requirement, the smaller intensity will be selected. If this smaller intensity still can not meet visual evaluation requirement, no optimum watermarking will exist for this case. In some watermarking applications, there may be only one requirement, for example, only detection probability is concerned or only false alarm probability is concerned. One capacity will be computed from given probability. The watermark will be embedded with this value. If the visual evaluation after embedded with this capacity can meet the requirements, the computed capacity is the optimum watermark capacity. If detection threshold is not fixed, both detection threshold and embedded capacity will be computed by two given probabilities.
Step 3: Watermark embedding process with the computed embedded capacity. Both original and watermark images are decomposed into 4 levels using DWT. The approximation components in each level are not chosen as any change on approximation details will seriously degrade image quality. The watermark embedding process can be expressed as: Step 4: Whether the embedded watermark renders visible artifact is detected. According to the relationship of the PSNR and watermarking capacity deduced above, whether the watermark embedded is invisible or not is detected. If embedded watermark is visible, that is, embedded watermark renders visible artifact. Go to(2), until both the visual evaluation and embedded intensity can meet the requirements.
Step 5: Perform the inverse DWT (IDWT) to retrieve the watermarked image.
Watermark Detection Process
Many existing watermark detectors assume a portion of the watermark is known in advance. In this paper, detector is assumed not be informed any information of watermark and attacks. ICA is utilized to extract watermark blindly not just merely to detect it [10] .
Experimental results
The theoretical analysis of the previous sections can be utilized to examine algorithm with optimum embedded capacity to meet the requirements of real watermarking applications. The normalized correlation function NC between embedded and extracted watermark ) (n w ) (n w′ quantitatively. It is observed that the higher NC, the more similarity between and . The definition of NC is given below: . That is, for this real watermark application, watermark is not need to be embedded with the largest capacity. JPEG compression causes high frequency components of an image to be attenuated. Experiments were performed to examine the robustness of the proposed watermarking technique to the JPEG compression produced by Stirmark with different qualify factor Q from 90 to 10 with the computed optimum capacity and the maximum capacity and the experimental results are listed in Table 1 . From the experimental results it can be seen that the watermarking with optimum capacity does not have the robustness as good as the watermarking embedded with the maximum capacity. But this kind of watermarking technique can meet the requirements of the real applications. And the rest bits can be used to transmit the other useful information.
Experiments are also done to all kinds of attacks by Stirmark to test the robustness of the proposed watermarking in this paper. Table2 listed some experimental results by the Stirmark attacks. 
5．Conclusions
Watermark capacity is a complex problem in watermarking systems. Most proposed watermarking capacity methods are all try to search the largest capacity to enhance the robustness. But in some real applications, watermark may be embedded with lower capacity to meet lower requirements. The rest bits that can be used to embed watermark can be used to transmit other information. In this paper, a new watermarking technique with optimum watermark capacity is proposed based on wavelet domain. The optimal capacity is computed by false alarm probability and/or detection probability under condition of imperceptivity. Computation of optimum embedded capacity from detection probability and false alarm probability are deduced. Relationship between watermark capacity and PSNR is also deduced. Conclusions are approved by experimental results proposed watermarking is superior to traditional watermarking with real applications.
