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Abstract--We review some of the most important results in the area of fast parallel algorithms for the 
solution of linear systems and related problems, such as matrix inversion, computation of the determinant 
and of the adjoint matrix. We analyze both direct and iterative methods implemented in various models 
of parallel computation. 
1. INTRODUCTION AND NOTATIONS 
Solving a set of linear equations is one of the major problems in computational nd applied 
mathematics. This and other related problems, such as matrix inversion and computation of the 
determinant, have been widely analyzed, also from the viewpoint of parallelism. In this paper we 
develop a framework for analyzing a number of parallel methods for the solution of linear systems, 
and review some of the most important results in the field. 
We begin describing the primitive endeavours, dating from the late sixties, to develop parallel 
algorithms for the solution of linear systems. The common feature of these early works was the 
attempt o derive parallel methods from existing sequential algorithms. The best performance 
attained resulted in a linear number of parallel steps to solve a system of linear equations. As a 
consequence of these results, it was conjectured that linear bounds were optimal. However, in 1975 
Csanky proved that conjecture to be false by presenting an algorithm running in polylogarithmic 
time. We will describe Csanky's algorithm as well as several other results that followed and/or were 
based upon it. All of them are direct methods for solving either a system of linear equations or 
some related problems. There have also been a number of efforts directed towards the synthesis 
of iterative parallel algorithms for the same class of problems. We will first discuss the Newton's 
method, that attains imilar resource bounds (i.e. polylogarithmic time and polynomial number of 
processors) as the Csanky's method. Finally we will analyze some parallel iterative methods derived 
from classical sequential ones. 
As far as the complexity analysis is concerned it is necessary to introduce measures of parallel 
performance, independent of specific architectures. This argument will be discussed in Section 2, 
with the goal of providing a tool to understand the results of the other sections. We will pay 
attention to two alternative ways which can be followed towards the analysis and synthesis of 
parallel algorithms: 
(i) starting from existing efficient sequential algorithms, try to adapt them to run 
on parallel machines; 
(ii) using an unbounded number of processing elements, try to develop parallel 
algorithms with the goal of minimizing the number of (parallel) steps. 
The rest of this paper is organized as follows: in the next section, we describe the most 
important models of parallel computation. In Section 3, we summarize the most important direct 
methods for the parallel solution of linear systems (and also for the computation of the inverse 
matrix, the adjoint matrix, the determinant, and the rank). We will give our attention to some 
of the first results in the field as well as to the most recent improvements. Finally, in 
Section 4, we analyze some iterative methods and their implementations in different models of 
computation. 
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Throughout the paper, we will use the following notations: 
- -  log x denotes the logarithm to the base 2 of a positive number x; 
- -  the standard O-notation is used for asymptotic analysis; 
- -  II II denotes a vector or matrix norm; 
- -  p(A) denotes the spectral radius of a matrix A; 
- -  I-x-] denotes the minimum integer greater than or equal to x. 
2. MODELS OF PARALLEL COMPUTATION 
In this section we introduce the fundamental concepts and notations that will be later used for 
evaluating resource bounds of algorithms. It is impossible here to give a thorough account of all 
the theoretical results which concern parallel models of computation for the solution of algebraic 
and numerical problems. There is an increasing body of literature on this subject and we suggest 
the fundamental works [1-4] to the interested reader. 
Basically, two alternative ways can be followed towards the analysis and synthesis of fast parallel 
algorithms [5]. Starting from existing efficient sequential algorithms one can try to adapt them to 
run on the (today available) parallel machines. In this case the models of computation according 
to which performance values are to be assessed are rather concrete ones, i.e. just the real machine 
or a slightly simplified version of it. We will call this the bounded parallelism approach. In the second 
approach one tries to devise fast algorithms, allowing them to use an almost unlimited number of 
processing elements, where the almost refers to the fact that such a number has to be a reasonable 
function (i.e. a polynomial) of problem size. Thus we will see that the models of computation used 
here are rather abstract ones. The rationale behind this approach is for the most part the study 
of the inherent complexity of problems. However it is to be expected that in a "not too remote" 
future such algorithms will be also of practical interest. Moreover the results obtained according 
to this unbounded parallelism approach can often be translated into ones suited for implementation 
in a bounded parallel environment. 
Bounded parallelism 
For the case of bounded parallelism the most commonly used parallel performance measures of 
an algorithm are the speedup and the efficiency. 
The speedup is defined as the ratio between the cost (i.e. execution time or number of operations) 
of the best known sequential algorithm and the cost of the parallel algorithm under investigation 
with p processors: 
Tt(n) 
Sp(n) = Tp(n)' 
where n is the problem size. The optimal condition occurs when Sp(n)=p, but this is hardly 
achieved. Consider, for example, the computation of x n over the real field. It is known that the 
sequential cost of computing x n is [-log n-] + O(log n/log log n) multiplications [2]. In parallel the 
cost is f~([-log n-I) and such lower bound can be attained by a parallel algorithm using only two 
processors. Thus the speedup is upper bounded by $2 (n) < 1 + n', for any ,  > 0. 
A measure of the efficiency of a parallel algorithm is given by the ratio between speedup and 
number of processors: 
E,(n) = Sp(n). 
P Of course, Ep (n) ~< 1. 
Unbounded parallelism 
The desire to deal only with the inherent computational complexity of problems led in the first 
place to the adoption of a very abstract model of computation. Such a model can be described 
according to the following rules: 
(i) any number of processors can be used at any time; 
(ii) each processor can perform any arithmetic operation and test in the ground field 
at any time; 
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(iii) any operation takes a time unit; 
(iv) there is no data access penalty (e.g. contention on a shared memory); 
(v) there is no overhead for interprocessor communications. 
Most of the early results in parallel numerical linear algebra re expressed in terms of such a model; 
the resource bounds of algorithms are here the number of parallel steps (i.e. number of time units) 
and the number of processors used. 
Another widely used parallel model of computation is the parallel random access machine 
(PRAM, see Ref. [4]). A PRAM consists of an unbounded number of synchronized processors 
which have access to an unbounded shared memory. All the active processors execute syn- 
chronously a single program. However, the instructions executed by one processor may depend on 
the processor number (that every processor has stored in a local register), and thus different 
processors can actually perform different actions during the same time step. Every time step consists 
of three phases, namely read, compute and write. In the read phase a processor may load into its 
local registers the content of an arbitrary shared memory cell. In the compute phase a processor 
may perform any local computation. Finally, in the write phase, a processor may store a value in 
an arbitrary shared memory cell. With respect o the previous model of computation, the PRAM 
attempts to account for some of the synchronization a d conflict resolution problems that affect 
the peformance of algorithms on real computers. In general, simultaneous reads from one cell are 
allowed while many different write--conflict resolution strategies have been proposed (see Ref. [6]). 
We remind here some of the most popular ones: 
Common PRAM. According to this strategy two or more processors are allowed to simulta- 
neously write into the same cell provided that the value to be written is the same. 
Priority PRAM. If several processors want to simultaneously write, then the actual value written 
is that of the lowest numbered processor. 
Arbitrary PRAM. The eventual value written in the contended cell is unpredictable (though 
certainly one of the values presented by the contending processors). 
As was for the previous, also for the PRAM model of computation the cost of an algorithm 
is given in terms of parallel steps and number of processors used; and this model too has been 
widely used in the literature for presenting a number of results. 
For our purposes the above introduced models would be enough. However, complexity theorists 
did not find them adequate to account for all the aspects of assessing the cost of algorithm 
implementations. We can well suppose that further advancements in VLSI technology will make 
us able, in principle, to build electronic ircuits with "polynomial number" of processing elements 
that implement asymptotically fast algorithms. In view of this, the model of computation should 
also give information such as resource bounds needed to generate a complete circuit description, 
and exactly specify those computational spects which we neglect in an idealized asymptotic setting, 
namely the constants used by the algorithm. As an example, consider the Fast Fourier Transform 
(FFT) algorithm (see, for example, Ref. [2]). A complete account of the cost of such algorithm must 
consider the computation of the nth roots of the unity in the ground field, which are usually given 
for granted. Thus the model of computation used should be useful from both a theoretical and 
practical point of view. The arithmetic ircuit (and network) model satisfies uch expectations. 
An arithmetic ircuit over a field F is a labelled acyclic, directed graph. Nodes in the circuit are 
logically divided into input, interior and output nodes. Input nodes have in-degree = 0, and are 
associated to (i.e. labelled with) indeterminates Xl . . . . .  xn or constants from F. Output nodes have 
out-degree = 0, and are associated to elements of F(x~ . . . .  , x,), the set of rational functions with 
coefficients in F. All the noninput nodes are also called interior nodes; each one is labelled with 
one of the four arithmetic operation symbols, +,  - ,  • and/ .  An example of arithmetic ircuit 
computing the rational function E = ((al * a2) + (a3 * a4)) * ((as * a6) + (av * as)), where al . . . . .  a8 
are indeterminates over a field F, is shown in Fig. 1. An arithmetic network differs from an 
arithmetic ircuit in that it uses Boolean as well as arithmetic inputs, constants and operations. 
Since we will not deal with combinatorial functions, apart from a mention of a result concerning 
the rank of matrices, we restrict our discussion to arithmetic ircuits. 
There are two fundamental notions in arithmetic ircuit complexity: the size of a circuit and its 
depth. The size of a circuit C, that we will denote by Sc, or simply S, if there is not ambiguity, 
is the number of nodes in the circuit. The depth De, or simply D, of a circuit C is the length of 
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Fig. 1. An arithmetic ircuit. 
the longest directed path from input nodes to output nodes. Depth is also referred to as parallel 
time. If a circuit has size O(s) and depth O(d). we will write SD(s, d). The size and depth of the 
circuit of Fig. 1 are 15 and 3, respectively. 
Since a circuit has a fixed number of input and output nodes, we must actually consider 
"families" of arithmetic ircuits. An algorithm that solves a given problem is said to compute a
function f from the set of possible data to the set of possible results. Such a function is indeed an 
oblivious function, i.e. 
f: F* ~F*, 
and for a given size n of the problem the actual function computed is
f, : F" --" F ~"), 
with a number of outputs that is a function (here a polynomial) v of n. Therefore, an oblivious 
function f is computed by a family {C,},~u of circuits if and only if the circuit C, computes the 
function f,. 
Getting back to the original question, we would like to know, for a given problem and problem 
size, the depth and the size of a completely specified circuit that solves it and the cost of 
"constructing" such a circuit. In other words, given a positive integer n (coded in some way, e.g. 
as a sequence of n ls), we want to know the cost of running a generator of the circuit C, for that 
problem, and then the size and depth of the generated circuit. Since an arithmetic circuit is allowed 
to use constants from the ground field F, the generator must either compute and store those needed 
by C, or generate subcircuits for them. The former case is not suitable in general. Consider again 
the case of a circuit that computes the FFT. What should be computed and placed directly into 
the circuit (i.e. put directly into hardware) is the following Vandermonde matrix 
V= 
1 1 1 1 . . .  1 
1 ~ co2 ~3 . . .  ~n 
l ~2 co4 co6 ... ~ 
l con co~ co3n . . .  con 2 
where co is an (n + 1)th primitive root of the unity. The second solution (namely, having the circuit 
generator to realize subcircuits that compute the constants) has then been found both more 
practical and theoretically nearer. In this case, only a few constants can be used explicitly, while 
the others are specified implicitly, e.g. by means of equations that in turn use explicitly only the 
constants allowed. In this case circuits for solving such equations provide a mean of computing 
all the constants needed. Of course, such circuits affect he overall size and depth. 
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We say that a circuit family C is L(n)-space uniform if Dc~ (n) = O(L(n)) and, moreover, the 
encoding of both the structure and the constants needed by Cn can be computed by a circuit 
generator (e.g. a Turing machine) using at most O(L(n)) space. If the circuit generator is allowed 
to run in T(n) time, then the circuit family is said to be T(n)-time uniform. 
In practice, given a polynomial number of processing elements, many problems in numerical 
linear algebra show an exponential degree of speedup. For this reason, we are mainly interested 
in circuit families that are log-space uniform [i.e. L(n)= logkn, for some constant k]. It is also 
reasonable to have circuits of polylogarithmic depth, but for which a generator is allowed to run 
in polynomial time; after all, as well pointed out in Ref. [7], once a circuit has been constructed 
it will be used many times. 
All the fundamental problems in numerical linear algebra that we will discuss in the next section 
are in fact in the class NC 2, the class of problems olvable by a log-space uniform circuit family 
of depth log2n (and polynomial size). However, no formal proof will be given of the uniformity. 
Moreover, we will report the size of circuits as the maximum number of processing elements used 
at any time (instead of the overall number of them in the circuit); this is because most of the original 
results were presented according to this measure. By knowing the depth of the circuit, a simple 
upper bound to the global number of processing elements can be immediately found (in many cases 
the actual size is within a small constant factor of the maximum number of elements used at any 
time). 
3. DIRECT METHODS 
One of the first attempts to investigate the possibility of applying parallel capabilities to problems 
of numerical linear algebra dates as early as 1967, with the work of Pease [8]. He analyzed the 
classical Gauss method and the bordering method (see Ref. [9]) for matrix inversion. While the 
former was (and is) considered a good serial algorithm, the latter had not found useful (in Pease's 
words) for serial processing. Pease's analysis resulted in two algorithms of parallel cost SD(n, n2). 
The chief merit of this work was just the search of parallel algorithms derived from sequential ones, 
either efficient or not. This fact has characterized (as will be clearer in the following) the whole 
area of parallel numerical linear algebra. 
On the side of the methods derived from efficient sequential algorithms, we discuss the parallel 
version of Gauss (or Gauss-Jordan) elimination and of Givens' factorization. 
The Gauss-Jordan algorithm for solving a system of linear equations can be implemented by 
an arithmetic network whose cost is SD(n 2, n). In fact, consider the execution of the kth step; the 
modified coefficient matrix A (k), and the modified right-hand vector b (*) have the structure depicted 
below. 
k- th  column ( all bu~ the k- th  el.ernen~ 
are tending to zero ) 
k-  ~h now (unchanged) 
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Let -Ok) and b~ *), 1 ~< i, j <~ n, denote the (i,j)th element of A <k) and the ith element of b <k), uq 
respectively. Then the kth step of the Gauss-Jordan elimination is 
(k) 
a~k + 0 -(k) _ "~ 
a (k) 
hCk+O=b(k)--"ikblk) i= l  . . . .  k - l , k+ l ,  .,n, j=k+l  . . . . .  n. 
This can be done in three substeps, the first of which requires n -  1 divisions, the second 
(n -  1 ) (n -  k + 1) products, and the third (n -  1 ) (n -  k + 1) subtractions. Thus, since the 
previous tep has to be executed for k = 1 , . . . ,  n - 1, the method has the parallel performance 
outlined above. Like the sequential one, the parallel Gauss fails if, for a given k, a~,~ results to be 
zero, i.e. if one of the leading principal submatrices ofA is singular. If partial pivoting is introduced, 
in order to avoid this problem and to improve stability, the cost of the algorithm increases by the 
cost of finding the element whose absolute value is maximum among a~,kk ) . . . . .  a~,  that means ome 
other [-log(n - k + 1)] steps. The overall cost of the so modified method is then SD(n 2, n • log n). 
Thus, differently from the sequential case, pivoting makes the asymptotic ost of the parallel 
Gauss-Jordan algorithm worse. 
The loss of performance due to pivoting of the Gauss method pushed researchers to try to adapt 
to the parallel regime some of the classical stable matrix factorization methods, such as the 
Householder's and Givens' QR. Sameh and Kuck [10] presented a parallelization technique of the 
latter that attains the time performance of O(n) steps, still containing the size in O(n2). Consider 
the standard Givens' process 
QA = R, 
Q= Q. - IQ2QI ,  
Qy=e~)+l...e~)._,.n, j= l  . . . . .  n - l ,  
where the P~+t are elementary Givens' matrices. Each matrix P~+~ is obtained from the identity 
matrix I by a rank 2 correction (see Fig. 2), and represents a plan rotation. 
The values c and s can be chosen so as is zero the element in the position ( /+ 1,j) of the matrix 
product 
P~+tA i  O, 
where 
._ .. p~) rl "'" Q2QIA, A~)= P~! t . i "  . - l , .~ j -1  
still preserving the previously generated zeros. Since any product modifies only the jth and the 
(i + l)th rows of the matrix A 0~, it is possible to conceive a parallel annihilation scheme (actually 
more than one) in which the matrix being triangularized is multiplied by the direct sum of more 
than one Givens' matrix (each one affecting disjoint rows). Sameh and Kuck present one such 
scheme that can be implemented in 2n - 3 steps; the process annihilates the elements of A ad 
depicted in the Fig. 3 (see Ref. [10]), where the positions denoted by k are dealt with at the kth 
step. 
Note that, all the results presented so far lead to linear-depth algorithms, in the best case. By 
a simple fan-in argument, if follows that a lower bound to the depth of a circuit for n x n matrix 
inversion (or linear system solution) is 2 log n. Therefore, the gap between such a value and the 
actual depth corresponding to the described algorithms is huge. 
A conjecture of Munro that the linear-depth would have been optimal, was proven false by 
Csanky [11], who first demonstrated that a number of strictly related problems in linear algebra 
(e.g. matrix inversion, linear system solution, computation of the determinant and the characteristic 
polynomial of a matrix) could be solved by circuits with quadratic logarithmic depth and 
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p( l )  _ 
i , [+1- -  
1 
c . - s  
1 
1 
S c 
1 
1 
t 
i i+t  
Fig. 2. Givens' elementary matrix. 
--- j 
i+1  
o 
6 • 
5 7 • 
4 6 8 • 
3 5 7 9 • 
2 I 4 6 8 10 I • 
1 3 5 7 9 1 • 
Fig. 3. Sameh and Kuck's annihilation scheme. 
polynomial size. This result greatly reduced the gap between the best then known lower and upper 
bounds [f~(log n) and O(n), respectively] on circuit depth. The upper bound found by Csanky still 
lasts, and it is also an open question if there can be a circuit of depth between f~(log n) and 
O(log 2 n). In spite of this, a lot of work has been made off of the Csanky's, which led, from one 
side, to lessen the circuit size and, from the other, to realize circuits that solve the same problems 
over arbitrary commutative rings (i.e. avoiding divisions). We will deal with some of these questions 
later. 
Csanky's contribution was also important because it helped to realize that, in order to achieve 
better and better esults in parallel performance, it was necessary to find other ways to think of 
parallel algorithms, different from the simple parallel view of the sequential (though efficient) ones. 
Actually, Csanky assembled in an efficient algorithm some already known results of linear algebra 
and parallel computation. More precisely, he made use of: 
(i) the Leverrier's method [9] for finding the coefficients ct, c2 . . . . .  c. of the 
characteristic polynomial of a matrix A, 
-1 
Sl 2 
S2 SI 
Sn - I Sn - 2 S I  
Ii 1 
C2 
C3 =__  
n Eli $2 $3 n (1) 
and 
where s~ = tr(A ~); 
(ii) one of the O (log2n) depth algorithms for inverting a triangular matrix (to be 
reviewed in the following) 
(iii) the Cayley-Hamilton theorem (see Refs [9, 12, 13]), from which immediately 
follows that, if cn # 0, 
A n-I + c lAn-2+""  + cn_tI 
A - '  = - (2 )  
¢n 
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The problem reduced then to that of finding the powers A 2, A 3 . . . . .  A". By using the available 
algorithm in SD(na, logn) for matrix multiplication, these could be computed in at most 
SD(n 4, log 2 n) by an algorithm with a structure like the one depicted below: 
The O (log 2 n) in circuit depth is of course an important achievement. However, it is worth noting 
that such an asymptotic cost is still much greater than the theoretical lower bound 2 log n, and this 
justifies the efforts for either finding better performance algorithms or proving that log 2 n is optimal. 
Such a value depends (in Csanky's and all the algorithms that make use of the Cayley-Hamilton 
theorem) only on the performance of the algorithms for matrix multiplication. In fact, the solution 
of system (1) above can be obtained by computing the inverse of the coefficient matrix (call it S) 
with the use of the same formula 
S "-1 +diSh-2-[  - ' ' "  +d~_,I 
S -j -- (3) d. 
where the coefficients dr of the characteristic polynomial g(2) of S can be computed in O(log n) 
from the roots of g(2) (these roots are the diagonal elements 1, 2 . . . . .  n of S) (see Ref. [11]). Thus, 
if l(n) is the depth of a circuit that inverts an n x n real matrix, and PWR(n) denotes the depth 
of a circuit that computes the matrix powers A 2, A 3 . . . . .  A ~, then 
l(n) <~ 2PWR(n) + O(log n). 
Before summarizing the Csanky's algorithm, we briefly describe three formulas leading to three 
parallel algorithms for the solution of triangular linear systems (see Refs [14, 15]). 
Let A, = (au) be an n x n (lower) triangular matrix, with ai~ # 0, i = 1, 2 , . . . ,  n. 
Formula a 
Assume, w.l.o.g., that ai~ = 1. Then A, can be written as A, = I -  L, with L"= 0. 
Then 
A~ t = I + L + L2 + . ' .+  L ' - t .D  (4) 
Formula b 
A, can be written as 
_Bn/2 2 
where A',a and A"/2 are (n/2) x (n/2) lower triangular matrices. 
Then 
_ [  0 
An-I - - /  An- I  I~- IA  - ,t-I 
L--~n/2 Un/2.'~/21 An/2 d 
(5) 
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Formula c 
A, can be written as 
so that 
n- I  
A. = 1-I (I + v,e~), 
i~ l  
n-- l /  1 \ 
A, -I = 1-I [ I  + ~v,e~/ . l -q  (6) 
i= l \  l+eiv  / 
It is easy to see that the parallel cost of the algorithms which can be derived from the above 
formulas (see Refs [14, 15]) is 
SD(n 3, log 2 n), (*) 
SD(n 3, log 2 n), (**) 
SD(n 3, log 2 n). (***) 
We can now summarize the Csanky algorithm. 
(i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
Compute the matrix powers A 2, A3, . . . ,  A n and their traces; 
form the lower triangular matrix S; 
compute the matrix powers S 2, S 3 . . . . .  S'; 
compute the coefficients d r , . . . ,  d, of the characteristic polynomial g(2) of S 
from the roots 1 . . . . .  n; 
compute S-I  using formula (3) above; 
compute the coefficients c~, . . . ,  c, of the characteristic polynomial p(2) of A 
by [Cl . . . . .  c.] r = S-~[s~ . . . . .  s,]T; 
compute A-  l by formula (2) above. 
A similar idea can be found in Ref. [16], where a sum of matrix powers is used to precondition 
a linear system. 
The major drawback of the Csanky's method, and one that makes it impractical for solving real 
problems, is its numerical instability, chiefly due to the computation of the matrix powers. 
Moreover, the circuit size of O(n 4) is far from being optimal. The size is strictly related to the size 
of the subcircuit (of the circuit for computing the matrix powers) for matrix multiplication. Here, 
the value n 3 can be easily reduced to that of n3/log n; although more substantial results do exist, 
they are far from being simple to understand. In general it is possible to refer to the best currently 
known method for the product of two n x n matrix as to an SD(n~/log n, log n) circuit, where 
satisfies the bounds 2 ~< • ~< 3. At present he value of a is not greater than 2.38. 
For some time it was not known whether the exponent a that appears in the size of matrix 
multiplication circuits could be less than 3. However, in a work of 1976, Chandra first showed that 
such a barrier could be broken [17]. Starting from the sequential Strassen's algorithm, that uses 
O(n I°s7) arithmetic operations (see the original work [18], but also see Refs [1, 2]), and adopting 
a SIMD model of parallel computation (with some restrictions concerning the memory accesses), 
he found an optimal speedup arallel version that runs in O(nl°g7/p) time on p processors, for 
p ~< nl°g7/log n. Hence, for p = nl°g7/log n, the algorithm has cost SD(nl°g7/log n, log n), and 
~t = log 7. Such a result turns out quite immediate once the recursive formulation of the Strassen's 
method has been translated into an iterative one. Note, in fact, that the number of recursive calls 
before a scalar operation can be joined (i.e. the depth of the computation) in Strassen's i  just 
[log n-I, while the frontier of the computation stack (i.e. the number of leafs ~ size) at the kth call 
is 7 k. So with 0(7 ~°~) = O(n I°gT) processors every level of the computation can be completed in 
constant time. Chandra's chief merit was thus that of formalizing this intuition and presenting an 
iterative algorithm that conforms to a concrete model of parallel computation (i.e. data paths, 
shared memory, etc.). 
Preparata nd Sarwate [19] used the above result and presented an algorithm that computed 
the inverse of an n x n real matrix in SD(2n~+O/:)/log2n, log2n), i.e. doing at most n ~/2 
matrix multiplications. Their improvement over the Csanky's method is due to the use of two facts: 
(1) that only the diagonal elements of the matrix powers A 2 . . . . .  A" are needed in order to 
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implement the Leverrier's method and (2) that it is possible to compute the matrix 
A" - 1 + c1A "- 2 +. . .  + C,_ ~ I by a recurrence relation that requires at most n ~/~ matrix multiplica- 
tions at a time, still maintaining the depth of the circuit within O(log 2 n). In turn, both (1) and 
(2) require the availability of approx. 2n I/2 matrix powers, i.e. A, A 2 . . . . .  A p, A 2p . . . . .  A ~, where 
p = [-nl/2 7. The Preparata nd Sarwate's algorithm is as follows. 
(i) Compute the matrix powers A 2 . . . .  ,A  p. This can be done in SD(pn=/ 
(log n • log p), log n • log p) = SD (2n" + <~/2)/log 2 n, log s n), where the additional 
improvement of a factor log p in the size is due to algorithm organization. 
(ii) Using the same subcircuit, compute the matrix powers B2 , . . . ,B  p, where 
B =A p 
(iii) Let A), ° and A~, j  = 1 . . . . .  n, denote the j th  row and the j th  column of the 
matrix A ~, respectively. Form n p x n matrices Rj, and n n × p matrices Tj, where 
A5 o) 
R+ = A/) , and Tj = [A~'A~ "}. . .  A~:)]. 
A~- 1> 
This can be done in S • D ~< n "+CI/2). 
(iv) Compute the n products U/= RjTj. The elements of U/are the {j,j)th elements 
of the matrices A k, k =p,p  + 1, . . .  ,p2 +p _ 1. Thus with only n products of 
p × n matrices by n x p matrices it is possible to compute the traces of all the 
matrix powers. Any of such products corresponds to p products of two p x p 
matrices, and therefore all the products can be computed by a circuit of 
SD (npp'/log p, log n ) = SD (2n ,/2)0 + ")/log n, log n ). 
(v) From the coefficients computed in step (iv) and the matrices L A . . . . .  A", form 
the p matrices 
Bo=Cn_I I  + C,,_2A +" " + c,_pA p-I, 
B1 = c,_p_ 11 + Cn_p_zA + ' • " + Cn-zpA p- 1, 
Bp_  I = cn_p2+p_lI+Cn_fl+p_lA + " " • + cn_~A a - l ,  
where Co = 1 and ck = 0 if k < 0. By observing that the j th  row of B~_ i is the ith 
row of the matrix product CRj, where 
Cn - I Cn - 2 
Cn-p -  I Cn -p -2  
C ~ . . . . . .  
Cn -p2+p- -  I Cn -p2+p-2  
• . . C n - p 
• • • Cn - 2p 
• . • C n _ p2 
it is possible to compute the Bis in SD(npp' / logp,  logn)=SD(2n"/2)<3+')/ 
log n, log n). 
(vi) Set h = [.log p J and l = [-p/h-] and compute the recurrence relation 
i l - -  I 
Di= Di_t + ~_, BrA ?,, i=1  . . . . .  h, 
r = (i - I ) I  
p - I  
Dh+l=Dh+ ~ BrA p'. 
r= Ih 
This requires O (log p) stages of O (p/log p) matrix multiplications and additions 
each. Thus the parallel cost results to be SD ((p/log p)n'/ log n, log p • 2 log n) = 
SD (2n" +"/2)/logz n, log 2 n). 
(vii) Compute the inverse matrix by A -~= --Dh+l/c,.  
Because ~ >1 2 the overall parallel cost is SD(2n'+~l/Z)/log 2 n, log 2 n). 
With respect o the Csanky work, the chief merit of Preparata nd Sarwate's i the improvement 
of the size complexity• However, such a reduction is paid at the price of a much more complicated 
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algorithm; this is particularly true if the method makes use of the best algorithms that compute 
the matrix product in SD(n~/ logn,  logn) .  Finally, like the Csanky's algorithm, also that of 
Preparata nd Sarwate suffers of the same problem of numerical instability due to the computation 
of the matrix powers. 
We have seen that the methods based on the Cayley-Hamilton theorem can be used to solve 
a number of problems of basic linear algebra: characteristic polynomial, matrix inversion, as well 
as solution of linear systems, the determinant and the adjoint matrix. However, for all such 
problems, they require that at least one division be executed, namely l ids, where dn is the coefficient 
of the zeroth degree term of the characteristic polynomial of the matrix S. Thus these methods can 
only be applied to problems defined over fields that contain the integers. Moreover, since d~ is equal 
to n!, they are not useful for finite fields. As it happens, there is instead a great interest, both 
theoretical nd practical, in conceiving algorithms that solve the same problems when defined over 
more general algebraic structures, e.g. rings with unity. In a work published in 1984 [20] Berkowitz 
has shown that the characteristic polynomial, determinant and adjoint of an n x n matrix A, whose 
elements belong to an arbitrary ring, can be computed with D = O(log 2 n) by using the additional 
constants -1 ,  0 and 1 only. The fundamental result that allows to avoid nonclosed operations i
the Samuelson's method for relating the characteristic polynomial p(2) of A to the characteristic 
polynomial q(2) of its (n - 1) x (n - I) principal submatrix M, where 
and R', Z and M have size 
Samuelson results say that 
A= M'  
1 x (n -1 ) ,  (n -1 )  x 1 and (n -1 )  x (n -1 ) ,  respectively. The 
p(2) = (a l l  - -  2)det(M - 21) - R t (qo Mk-2  + ' "  "1- qk_2l),~, n-k Z,  
or, in matrix form: 
[i ° 
Pl ----" 
n 
-1  
all -- 1 
- R 'Z  all -- 1 
- R tMZ - R 'Z  all -- 1 
-R tnn-aZ  -RtM" -sZ  . . . . . .  all 
_Rtgn-3Z _R IM, -3Z  . . . . . .  -R tZ  
Ii ° ql 
- -1  n- - I  
a l l  
where the coefficient matrix C is an n x (n - 1) Toeplitz matrix. By recursively applying the formula 
to the matrix M we ultimately obtain that the coefficients of p(2) result to be the product of n 
Toeplitz matrices C = Co, C1 . . . .  , Cn_ ~, where Ci has size (n - 1) x (n - 1 - 1) (a matrix of size 
1 x 0 is assumed to be a scalar): 
n- I  
(PoP , ' "P . )  '=  H C . - i .  
i=0  
Thus the computation of the characteristic polynomial of A can be done by using additions and 
multiplications only. Since two n x n Toeplitz matrices can be multiplied in SD(n  2, log n) (see, for 
example, Ref. [1]), the parallel cost of the above formula using a balanced binary tree schema is 
SD(n  3, log: n). However, before this, we must compute the elements of the Toeplitz matrices. This 
amounts to computing the following sets of values 
nm~.~, t k m {Rr,,M,,,Z,,,}k.o, m = 1 . . . . .  n - 1, 
where R~, Mm and Z,, have size 1 x m, m x m and m x 1, respectively. Berkowitz has shown that 
such a computation can be done in SD(n  ~ +~+', log: n), where E > 0, and thus the parallel cost of 
the algorithm for finding the characteristic polynomial is SD (n l÷~ ÷% log 2 n). The proof given by 
Berkowitz is presented below, where we assume that the notation n x stands for VnX']. 
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Lemma 3. I 
Let R t be an 1 × m vector, and M an m x m matrix, with m < n. The set of vectors 
= {R'M' }:=0, 
where fl < 1, can be computed in SD (n ~ +', log2n). 
Proof. By induction on the number of elements of Xa. The assert rivially holds for X_~ = {R'}. 
Suppose now that the hypothesis is true for X#_, and consider the matrix 
W#_, = 'M , 
t_ "R 'M"-' 
whose rows are the vectors of X#_,. Let 
Y# = {I, M "~, M 2"~ . . . . .  M"#+'}. 
By multiplying I4:#_, by the matrices of Y# we obtain all the vectors of X#. This can be done in 
SD(n '+ ' , log2n)  (n' products of n~-~× n by n × n matrices, and f l -e  < l). Moreover, the 
computation of the set Y# demands for SD(n'+¢, log 2n).K] 
The previous lemma also applies to the computation of the set 
Vz = {M"¢Z}7~0 . 
We can then state the following proposition. 
Proposition 3.2 
The sets Hm, m = 1 . . . . .  n - l, can be computed in SD(n I +'+',log2 n). 
Proof. For m = 1 . . . .  , n - 1 compute the sets 
X,,0s so,  A,~i~,o.5 and U,,o5 {M¢sZm}~°:50. , . ~ ]Z , tm~VZmSi=O~ , . ~-  
This can be done in SD(n~+'+' , log2n)  by the previous lemma. Any element of H,,, 
m = 1 . . . . .  n - 1, can then be computed as inner product of vectors from X,,,o.5 and Um,o.5. In fact, 
all the exponents of the M,, term in H,, can be expressed in the form i + jn  °5, 0 <~ i , j  <~ n °5. Since 
all the inner products can be computed in SD(n3,10gn),  the overall parallel cost is 
SD(n l+'+', log 2 n).[-'] 
Having the characteristic polynomial of A, we can then obtain the determinant by simply letting 
2 be 0 in p(2). The adjoint matrix can be computed by 
adj(A) = A "-t + PlA n-2 + . • ' + p,_ it. 
It is also worth reporting a result concerning the computation of the rank of a matrix over an 
arbitrary field [21]• The result consists of an SD(n 4"~, log 2 n) algorithm based on the reduction of 
the problem to that of computing the characteristic polynomial of a matrix closely related to the 
original one. 
4. ITERATIVE METHODS 
The rationale behind the study of efficient parallel iterative methods is much the same as for the 
sequential setting• In our discussion of the parallel direct methods we saw that all the high 
performance algorithms (those in polylogarithmic depth) paid a severe price in terms of numerical 
stability. For the iterative case, one can hope to develop fast parallel algorithms much less sensitive 
to roundoff errors• Moreover iterative methods can better exploit such properties of the coefficient 
matrix as the sparsity. 
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In this section we will deal with three different parallel iterative algorithms and discuss their 
implementations on three different models. The first is a parallel rendition of Newton's method; 
actually, it is an abstract implementation a d its cost is studied according to the arithmetic ircuit 
model of computation used for all the direct methods of the previous ection. We will then focus 
on "asynchronous" parallel implementations of iterative methods; as one can guess, a major goal 
is here that to avoid problems of synchronization that arise in the actual implementations of
parallel (synchronous) algorithms, and that prevent them to achieve the devised theoretical 
performances. In this case the natural setting for analyzing resource bounds is a concrete 
multiprocessor environment. Finally, we will deal with the implementation f an iterative method 
(namely, the conjugate gradient) on hypercubes, which are distributed-memory and message-pass- 
ing architectures. We will see that for systems of linear equations whose coefficient matrix is large 
and sparse, such implementations can achieve a nearly optimal speedup. 
Let F be an operator from a space S into itself. (In the following we will only faced with the 
spaces R" and R" × ", for some n in N). An iterative method corresponding to the operator F is a 
sequence 
S (O),s (1) , . . . ,S  (k),... 
of points of S, in which s (k+ i)= F(s(k)), and s (°) is chosen arbitrarily. The iterative method is said 
to converge to a fixed-point ¢ of F if 
lim s (° = ~ < + ~.  
i~ot~ 
[Here ~ < + ~ is to be intended that a norm of the vector (or matrix) ~ is finite.] 
Parallel implementation o f  Newton's method 
The problem of finding the inverse of an n x n real matrix (and solving related systems of 
equations) can be solved by means of iterative methods. In particular, Newton's iterations can be 
used to produce iterative methods that are both fast and numerically stable (see Refs [22, 23]). To 
find the inverse of an n x n real matrix A, Newton's method can be applied to the matrix equation 
which gives rise to 
AX- I=O,  
Xk + l = Xk -- Xk Rk, k = O, 1 . . . . .  
Rk = AXk - L 
or, observing that Rk+l = -R  2 and by letting Pk = --Rk, to 
Xk+l=Xk+XkP k, k=0,1  . . . . .  
Pk+J =P~,. 
With the latter formulation each step requires two matrix multiplications and one matrix 
addition. Thus, by the results of the previous section, the parallel cost is SD(n~/logn, logn).  
Obviously, to estimate the overall parallel cost of the method it is necessary to determine the 
number of iterations, and in turn this requires a careful error analysis. In Ref. [22] is shown that 
the relative rror (E+ (i) + ER (i))/llA -'11, where E+(i) and E R (i) denote the truncation error and the 
roundoff error at the ith step, respectively, can be bounded by a given constant e if the number 
of iterations is either O(log d)B(p)  or O(log d + log n)B(p),  where d = - log  e (i.e. dis the number 
of exact digits of the result), p is precision of the arithmetic used, and B(p) is the bit cost of the 
arithmetic as a function of p. The former case occurs if the spectral radius p of the matrix P0 is 
bounded by a constant P0 less than one. The latter case occurs if a polynomial bound can be found 
to the grow of 1/(1 - p), i.e. if 1/(1 - p) = O(nP), where fl is a constant independent ofn. Of course 
the desired precision d induces a constraint on the minimum number of digits p of the arithmetic. 
It turns out that p = O ((log d)(log log d) + (log n log log n)). In case only the truncation error is 
taken into account, the number of iterations results to be O(log d) or O(log d + log n). 
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Thus, according to the two forementioned possible behaviors of p, the overall cost of Newton's 
method for computing the inverse of an n x n real matrix A is 
or  
SD(n~/log n, (log n • log d)B(p)), i fp  ~<po< 1, 
if 1/(1 - p) = O(n#). SD(n~/log n, (log e n + log n • log d)B(p)), 
Asynchronous iterative methods 
A completely different class of iterative methods is the so called chaotic relaxation scheme. Such 
methods were first introduced in 1969 by Chazan and Miranker and subsequently investigated by 
several authors (see Refs [24, 25]). In Ref. [24] the asynchronous iterative methods are defined in 
a way that subsumes the chaotic scheme. Therefore we will concentrate on the last named and point 
to the difference with the former. 
The chief benefit of asynchronous regimes of computation is that the processing elements do not 
spend time on interacting to each other. In this review we are for the most part interested in 
computational methods that exploit the inherent parallelism of the problems to which they are 
applied; this justifies a model of computation that does not take into account of the time spent 
for synchronization. However, in most practical cases, such an overhead might even overcome the 
active work (i.e. arithmetic omputation) done by processing elements. Thus, from this point of 
view, the theoretical cost of solving a problem using an asynchronous method (e.g. inverting a 
square matrix) may be better close to the figures one obtain in actual experiments on the today 
available parallel architectures. 
Generally speaking, an asynchronous method is one in which processors carry out their job only 
using the available pieces of information without demanding (nor waiting for) specific data. This 
frees them to work at their own speed. In order to make these points perfectly clear, we must 
introduce a degree of formality. 
Let F be an operator from R" to R n. Here we limit the discussion to linear operators; thus F 
can be represented as 
F(x) = A x + b. 
Starting from a vector x ~°), an asynchronous iterative method is a sequence 
X(0),X (I),..., 
of vectors of R" defined in the following way. 
Consider a sequence J = J i , J2 . . . . .  of nonempty subsets of {1, 2 . . . . .  n}, and a sequence 
S = Sl, $2 . . . . .  of elements in N". Each S/is defined by means of the vector [sl (j), s2(]) . . . . .  s,(])], 
where the functions i: N~N,  i = 1 . . . . .  n, are subject o the following constraints: 
(i) si(]) ~<j - 1, for all admissible i and j ;  
(ii) si(/)--*+~ as j - - ,+~.  
Moreover, the sequence J is subject o the constraint that: 
(iii) each index i, i = 1 . . . . .  n, occurs infinitely many often in the sequence. 
The ith component x~ ~ of the j th approximation x ~ of an asynchronous iterative method can 
then be defined as follows: 
x,.0 ~ = J" x~-l) if i ~ J1 
~ fi(x~ stO~) . . . . .  X~ ~)) if i ~ Jj" 
In words, the ith component x7 ~ of the j th approximation can be either as in the previous 
approximation orgenerated by applyingf to a "choice" (represented bySj) of previously computed 
components x~ s~°~), x~2~, •• . ,~  ,.~s, 0~. The constraint (i) appears thus self-explaining. Constraint (ii) 
means that a given component cannot be used indefinitely for generating other components; indeed 
any components must be recomputed infinitely many times [constraint (iii)]. 
Apart from the constraints (i)-(iii) the choice is free, and this opens the way up to many possible 
schemes. All of them can achieve complete independence from synchronization concerns, The most 
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obvious criterion is to pick up the most recently generated components that are available. Also 
from the side of the scheduling policy (how to assign tasks to processing elements) there are many 
possibilities, e.g. on approximation basis (a processing element generates all the components of one 
approximation) or component basis (a processing element generates the same component in all the 
approximations). 
A sufficient condition for the convergence of an asynchronous iterative method is that the 
function F be a contracting (Lipschitzian) operator from a closed subset D of R" to F(D) [and 
D ~F(D)]. In this case, for any initial vector x (°), the method converges to the unique fixed point 
of F in D. For contracting linear operators 
F(x) = A x + b, 
the matrix A verifies the condition p(A) < 1; it is worth noting that this represents the necessary 
and sufficient condition of convergence given by Chazan and Miranker for their chaotic relaxation 
scheme. 
The cost of an asynchronous iterative method can be studied in much the same way as was done 
for the Newton's method (and, in general, for any iterative method); it is necessary to study the 
rate of convergence in order to estimate the number of approximations to be performed. We remind 
that, for classical iterative methods (for solving linear systems), the number of steps needed to 
obtain an approximation of the solution with truncation error not greater than 2 -t is 
O(-t/logp(A)). The constraints (i)--(iii) assure us that there exists a sequence of indexes 
jp,p = 0, 1, 2 . . . . .  such that for a l l j  ~>jp all the components have been updated at least p times. 
Thus, possibly, not all the steps contribute to make the truncation error smaller. It is therefore not 
surprising that the number of steps needed to reduce the truncation error to approx. 2-' is lower 
bounded by the following expression 
-F l im in f (  J)] t 
L j-~ ~ log p(A)' 
where pj is the maximum number of times that all the components have been computed for k ~<j. 
The inverse of the expression within the square brackets (which is 1 in classical iterative methods) 
accounts for the percentage of "active" approximations. 
As a final remark, we point out at the chief difference between the Baudet's formulation of 
asynchronous iterative method and the chaotic relaxation method [25]. While the former does not 
impose any restriction on the choice of previously generated components [provided that 
s~(/') ~<j -  1], the latter requires that s i ( j )~>j-  s, where s is a fixed positive integer. From a 
theoretical point of view, it seems that such an additional constraint ends to improve the 
asymptotic percentage of active approximations; however, it makes unavoidable a degree of 
synchronization, because a processing element must be sure that the components it uses have been 
updated not earlier than s approximations back. 
Iterative algorithms on hypercubes 
Solving a system of linear equations whose coefficient matrix is large and sparse is a case well 
suited for iterative methods. In these circumstances an iteration matrix can be easily produced 
which is still sparse. This greatly reduces the number of operations that must be carried out at each 
iteration. If, in addition to being sparse, the matrix is also banded, hypercube implementations of 
iterative algorithms can result to be very efficient. Matrices with these characteristics arise, for 
example, from the finite element discretization ofmany science and engineering problems involving 
partial differential equations. 
A four-dimensional hypercube is shown in Fig. 4. In general, a k-dimensional hypercube ismade 
up of 2 k processors, each one directly connected to k other processors. More precisely, the n th 
processor is directly connected to the m th processor, n, m = 0 . . . . .  2 k - 1, if the binary encodings 
of n and m differ in one bit only. However, all the processors can communicate o each other by 
means of routers (either hardware or software), and the maximum distance between two processors 
is k. 
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Fig. 4. Four-dimensional hypercube. 
The cost of an interprocessor communication can be viewed as the sum of a setup cost S (that 
we consider independent of the size of the message) and a transmission cost T (which we take as 
a linear function of the size of the message sent). Thus the cost of communicating a message of 
size l will be indicated by S + TI. The channels over which processors exchange data are considered 
bidirectional and "full duplex"; this means that in time S + TI a processor can send to another 
directly connected processor and receive from it a maximum amount l of data. 
Since hypercubes are distributed-memory, message-passing architectures, the central question 
here is to devise a mapping of the data (e.g. coefficient matrix) onto the hypercube processors, in 
such a way that interprocessor communication be minimized (possibly in terms of both number 
of messages and amount of data sent). In the following we illustrate the main issues by using the 
conjugate gradient method as an example (the chief reference for what follows is Ref. [26]). 
Consider the following expression of the conjugate gradient method for solving the system of 
linear equations A x = b. 
Set i = 0 and r0 = b -  A x0 (where x0 is chosen arbitrarily). 
Repeat 
1. Compute qi = A p~. 
2. Compute P~qi and ct~ = r~r~/p~q~. 
3. Compute ri+ ~ = ri - ~t~q~. 
4. Compute x~+ ~ = xi + ~t~pr 
5. Compute r/r+ tri+ l and fli = r~+ 1 ri+ i/r/Tri. 
6. Compute Pi+ ~ = ri+ t + fl~P~. 
7. Set i= i+1.  
until ri is small enough. 
lo] ill .o., . . . .  
oo ,, o1 
Fig. 5. Two-dimensional hypercube. 
Portion of dc~a aLLocated to 
processor PO 
Portion of dat.a aLLocated to 
processor P I 
Portion of data aLLocated to 
processor P3 
Portion of data attocated to 
processor P2 
Fig. 6. Mapping data onto processors. 
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In the following we will assume A to be a sparse banded matrix. Suppose we have a 
two-dimensional hypercube (Fig. 5), and that data are mapped onto the four processors according 
to the scheme shown in Fig. 6. Our goal here is to analyze the cost of one iterations of the algorithm 
in terms of arithmetic omputations and interprocessor communications. 
Suppose the order n of the matrix is a multiple of four, let m = n/4  and let v <~), k = 0, 1, 2, 3, 
denote the vector [Vks + ~, Vk,, + 2 . . . . .  Vtk + ,m]. Moreover, let z denote the average number of nonzero 
entries per row of the matrix A. 
- -  In step 1 processor k needs to receive data [i.e. elements of the vector p~k-1) and/or 
of the vector pCk + 1)] from one or two of its neighbors in order to compute q~k). 
Thus step 1 costs (2z - 1)m arithmetic operations plus the cost of at most two 
communications. Because of synchronization arguments the overall cost Cl of 
step 1 is 
C~ = max(T lk )  + 2S + (2z - 1)mTop, 
k 
where lk is the amount of data exchanged by processor k and Top is the cost (in 
time units) of one arithmetic operation. 
- -  In step 2 processor k computes the inner product p~k)Tq~k) and this costs 2m - 1 
arithmetic operations. However, without any communication, it is unable to 
compute global constant ct~. It is not hard to see that, following the pattern of 
communication depicted in Fig. 7, each processor can compute the full inner 
product p~q~ in time 
T, xc = 2(S + Tw + 1), 
where w is the word size used in the computations. Thus the cost of step 2 is 
(72 = (2m - 1)Top + T,x¢ + Top. 
- -  Steps 3 and 4 cost 
(73 = 6"4 = 2m Top. 
- -  Step 5 costs the same as step 2, thus 
C5 = (2m - 1)Top + T~x¢ + Top. 
- -  Finally, step 6 costs the same as steps 3 and 4, 
(?6 = 2m Top. 
The global cost of one step of the conjugate gradient method on a two-dimensional hypercube is
then 
C °) = max(T/~) + 
k 
It is easy to see that the sequential cost of 
C(O = 
and this gives a speedup of 
(2z + 9)mTop + 2S + 2T, xc. 
one step is 
(8z + 36)mTop, 
(2z + 9)nTop 
S, (n)  = 
(z/2 + 9/4)nTop + maxk(Tlk) + 2S + 2Tex¢" 
Of course, to evaluate how good (i.e. close to the value 4) is the above quantity we need an estimate 
of T, Texc, S and lk. However, it is interesting to see that, as far as the arithmetic is concerned, 
o 1 o[ i 
O0 - =101 O0 01 
Stage 1 Staqe 2 
Fig. 7. Communication pattern for computing the inner product in steps 2 and 5. 
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the speedup is optimal. In Ref. [24] the results of several experiments on a iPSC/2 hypercube are 
reported (carried with a more efficient formulation of the conjugate gradient algorithm), which 
showed an efficiency (speedup/number of processors) of the implementation ot less than 0.75. 
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