In a two-way cross-classified experiment, one is almost always interested in whether the two factors interact or not. When there are no independent replications, there are no traditional tests for interaction. This research considers the problem of analyzing a two-way cross-classified experiment using multiplicative interaction models when there are no independent replications and interaction between the two factors may exist. The purpose of this research is to develop SAS ® macros to provide user-friendly statistical software for the analysis of interaction in two-way experiments. The macros also provide many useful graphical displays including displays to help one determine the pattern of interaction when a pattern exists and to help one interpret the results of the analyses.
INTRODUCTION
In a two-way cross-classified experiment, one is almost always interested in whether the two factors interact or not. When there are no independent replications, there are no traditional tests for interaction. This research considers the problem of analyzing a two-way cross-classified experiment when there are no independent replications and interaction between the two factors may exist.
There are some experiments that are impossible to replicate because of their own attributes. In examining human genotype-by-environmental interaction in an analysis of individual differences in human populations, one can only assess the performance of any given array of human genotypes within a single culture, at a single point in time. Also, genotype-by-environmental interactions can occur when various plant genotypes are grown across diverse environments as in a plant breeding study, but it is not possible to replicate environments, such as specific years and/or specific locations, in this kind of an experiment. The additive nature of the ordinary ANOVA technique allows us to describe main effects, but the interaction between genotypes and environments is completely confounded with the experimental error since the residuals from an additive model contain information about both interaction and the experimental error. If interaction exists only in a part of a two-way cross-classified layout and one can determine the pattern of interaction, then it would be possible to partition the residual sum of squares from the additive model into a portion that is free from interaction (i.e. estimates the experimental error variance) and a portion that estimates interaction effects.
Rating scales are one of the most popular judgmental measures used by one group of individuals to judge one or more aspects of other individuals, such as job performance appraisal, personnel selection based on interviews, teachers' ratings of their students' behavior, and judges' ratings of participants in events like figure skating, diving, and gymnastics in Olympic games. Rating scales are widely used in business, behavioral science, and sports as a useful assessment technique. One can view the data from the above situations as two-way cross-classified experiments without replication.
Many experiments are very expensive to conduct so that researchers are often forced to limit the number of treatment combinations that can be studied in order to be able to replicate the treatment combinations so as to get an independent estimate of the experimental error variance. If the major objective of the experiment is exploratory rather than confirmatory, it may be more desirable to study many different treatment combinations, each performed once, rather than a few treatment combinations each replicated many times.
Clearly, there exist needs to analyze data from these types of experiments and methods based on multiplicative interaction models to solve these kinds of problems have been proposed during the last few decades. However, using these methods requires complex matrix calculation and no generalized software is readily available to experimenters to make use of these methods easily. Currently, the models are usable only by a small number of researchers who can write their own programs using SAS/IML ® , S-PLUS ® , or MATLAB ® for each analysis. The purpose of the research described in this paper is to develop SAS ® macros that will provide user-friendly statistical software for the analysis of interaction in two-way nonreplicated experiments. In addition to performing the complex calculations required to fit multiplicative interaction models, the software provides many useful graphical displays that will enable large numbers of researchers to easily interpret the results of their statistical analyses. The macros also output the analyses in a user-friendly format.
ANALYSES OF TWO-WAY NONREPLICATED EXPERIMENTS
The AMMI (Additive Main-effects and Multiplicative Interaction) models allow one to analyze twoway data with interaction along with a traditional additive main effects framework even if there are no independent replications. Multiplicative interaction models are non-traditional nonlinear models that allow one to analyze many nonreplicated experiments. Gollob (1968) and Mandel (1969) independently considered a multiplicative interaction model of the form 
The above assumptions are made only to provide parameter identifiability in model (2.1). Gollob assumed a replicated experiment and, thus had an independent estimate of the error variance, whereas Mandel assumed one observation per treatment combination. The main difference between Gollob's and Mandel's approach is the number of degrees of freedom that are assigned to each of the multiplicative interaction terms. Tukey (1949) was the first to propose a test for interaction in the two-way treatment structure experiment with one observation per treatment combination. Tukey did not specify any particular form of interaction in the model when he proposed the test. Hegemann and Johnson (1976) showed that his test has relatively good power when the interaction term is a scalar multiple of the product of the two main effects, i.e., when λτ β , but this does not rule out existence of other forms of interaction. In addition, Hegemann and Johnson (1976) showed that Tukey's test is not an unbiased test, i.e., the probability of rejecting 0 : 0 H λ = when interaction exists could be less than the probability of rejecting when there is no interaction. Mandel (1961) . When an experimenter wishes to use a multiplicative interaction model, it is necessary to determine how many multiplicative interaction terms are required to adequately model the data. It is desirable to choose a model having as few terms as possible while adequately modeling the two-way data. Yochmowitz and Cornell (1978) gave a stepwise procedure for determining the number of terms necessary to explain the interaction. However, Milliken and Johnson (1989) noted that "... in real data situations, an experiment requiring more than two terms has never been encountered, and in most cases only one term has been required."
Type I and Type II Interaction Plots
Two different types of interaction plots called a Type I interaction plot and a Type II interaction plot for a set of two-way cell mean parameters are illustrated by Milliken and Johnson (1989) .
When the cell mean parameters are from an additive two-way model, a Type I interaction plot always consists of line segments which are parallel to one another and a Type II interaction plot always consists of parallel lines rather than parallel line segments. Figure 1 shows a Type I and Type II interaction plot for cell mean parameters from an additive model. Figure 2 shows a set of cell mean parameters satisfying Tukey's model (2.2) and their Type I and Type II interaction plots. An examination of Type I interaction plot reveals little more other than the two factors interact. However, the Type II interaction plot from Tukey's model reveals a plot consisting of several straight lines all intersecting in a single point. This always holds for data that can be modeled exactly by Tukey's model. Figure 3 shows a set of cell mean parameters satisfying Mandel's model (2.3) and Type I and Type II interaction plots for these cell means. Again, an examination of the Type I interaction plot does not provide much information other than these cell mean parameters are from a nonadditive model. The Type II interaction plot is much more informative when the cell means are from Mandel's model. An examination of the Type II interaction plot in Figure 3 Figure 3 does not guarantee that ij µ can also be expressed as a linear function of ˆj β for each level of i T . An appropriate form of the model should be carefully chosen when selecting one of Mandel's models.
The cell means given in Figure . The Type I and Type II interaction plots for these cell means are also given in Figure 4 . Neither the Type I nor Type II interaction plot reveals any interesting characteristics of the cell means in this case. Johnson and Graybill (1972) 
Maximum Likelihood Estimators
are the non-zero characteristic roots of Mandel (1969) proposed an approximate size α test for interaction in the AMMI model when : 0 H λ = by Johnson and Graybill (1972) . The SAS ® macros developed in this paper simulate values for 1 ν for various choices of t and b .
Testing Interaction Hypotheses
In the case where Mandel (1969) proposed an ANOVA table of the form in Table 1 . To test If two treatments interact, experimenters also want to know where the interaction exists in the data. Marasinghe and Johnson (1982) l is the largest characteristic root of This test can be used to test for the equality of subsets of the α 's and the γ 's individually or simultaneously which implies that the corresponding sub-tables in the data are additive. Hence, the test can be used to identify such sub-tables. If there is no significant interaction within selected sub-tables of the data, then the experimenter may use this information to obtain a more reliable estimate of the experimental error variance. Johnson and Graybill (1972) showed that the non-zero characteristic roots of Johnson (1974) found the mean and variance of the characteristic roots of a noncentral Wishart matrix. Other than this special case, the moments of the characteristic roots of a Wishart matrix are not explicitly known.
AMMI MACROS FOR ANALYZING MULTIPLICATIVE INTERACTION MODELS

This section introduces SAS
® macros to help analyze two-way cross-classified experiments with no independent replications developed under the SAS ® system release 8.2 (TS2MO) on a windows environment. This developed set of macros is called the AMMI macros. The AMMI macros consist of six independently executable macros and 22 sub-macros that are called by the six main macros. The AMMI macros provide three stages of analytic tools; pre-analysis for diagnosing interaction, model fitting for selecting a suitable model, and testing interaction contrasts for finding patterns of interaction in the data.
All plots produced by the AMMI macros are generated in an Adobe ® Portable Document Format (PDF) file before they are shown in the SAS ® graph window. Each page of a PDF file may be exported to another type of image file using Adobe ® Acrobat ® . Exporting graphic output as image files with Adobe ® Acrobat ® gives high quality graphs needed for publication purposes. Most of the SAS ® graphic output loses its original quality when exported to other types of image files. The PDF graphic output has the unique property that one gets the same quality of graphic output as seen in the SAS ® graph window. The following sections explain the methods employed to build the AMMI macros by their functions.
Pre-analysis
The macro %PreviewAMMI is designed to explore and diagnose interactions between the two factors. After a data set is ready for analysis, the user has options to display the data graphically for diagnostic purposes. Type I interaction plots and Type II interaction plots for a set of two-way cell responses as described in Milliken and Johnson (1989) are available. Another way to think about the AMMI model is that it provides a singular value decomposition of the matrix of residuals, or equivalently, it provides a principal component analysis of the matrix . When the points on the graph tend to level off, these characteristic roots are usually close enough to zero that the corresponding multiplicative interaction terms can be ignored. The %PreviewAMMI macro provides a scree plot of the non-zero characteristic roots of the matrix T Z Z and/or T ZZ where Z is the residual matrix obtained after fitting an additive model to the two-way data. This helps to determine the number of multiplicative interaction terms required to adequately model the data. In addition to diagnostic graphics, a table of all 2 2 × interaction contrasts calculated from all possible pairwise row and pairwise column contrasts is provided to help one identify the pattern of interaction, should a pattern exist.
Fitting Models
The macro %FitAMMImodel is designed to fit two-way data in one or more of several different models. Four different models can be fitted, individually or simultaneously; these are an additive model, Tukey's model, Mandel's bundle-of-straight-lines models, and an AMMI model. When Tukey's or Mandel's model is chosen, a fitted line plot with data points will be provided along with ANOVA tables. As shown in Section 2, Tukey's model can be viewed as a special case of Mandel's model when the lines intersect in a common point. The sum of squares for Mandel's interaction term can be divided into two parts; the sum of squares for Tukey's interaction term and the remainder. When the remainder is small then Mandel's model provides no better fit to the data than that given by Tukey's model. In this case, one says that lines are 'concurrent'. That is, the lines intersect in a single point. When a Mandel's model is chosen for fitting, a test for concurrency is provided prior to fitting Mandel's model. The test for concurrency is a test that the lines intersect in a common point. Additional functions of the AMMI macros related to Tukey's and Mandel's models are discussed later. After fitting each model, an output dataset is created with predicted values and residuals appended to the original input data.
Pseudo F-tests are provided for each multiplicative interaction term in the AMMI models as illustrated by Table 1 . When an AMMI model is fit, the expected values of the characteristic roots of and then dividing by the mean of the 999 residual sums of squares of the simulated moments from an additive model. Whether the original estimates are biased upwards or downwards, estimates become less biased after the bias correction.
A previously simulated set of estimates for
is provided as a SAS ® dataset named AMMI.EX_L with the AMMI macros. The dataset AMMI.EX_L is referenced, updated, and expanded by the macro %FitAMMImodel to assign degrees of freedom to each of the multiplicative interaction terms in AMMI models. When an AMMI model is chosen, one can specify the number of multiplicative interaction terms required to adequately model the data. There are four options to choose the method to calculate a set of degrees of freedom associated with multiplicative interaction terms: (1) find a set of values from a previously simulated table, (2) run a simulation to get a set of degrees of freedom for the case under considerations, (3) run a simulation and store the simulated values in the table described in (1), or (4) use Gollob's method, which assigns ( 1 2 ) b t m + − − degrees of freedom to the mth multiplicative interaction term. This paper recommends that analysts use simulated moments as Gollob's method gives highly biased estimates of the degrees of freedom associated with each interaction term.
Testing Interaction Contrasts
Once it has been determined, that there is interaction in the data, one may want to find combinations of the two factors that are responsible for the interaction and to know whether a few selected treatment combinations are responsible for all or most of the interaction in the two-way data.
The macro %IC2by2T is designed to test all 2 2 × interaction contrasts calculated from all possible pairwise row and pairwise column contrasts and based on a given error variance along with its corresponding degrees of freedom. This is a model-free method to check if certain combinations of treatment effects are not responsible for the interaction. This module is built to provide tests based on information from the selected model in addition to calculating all 2 2 × interaction contrasts provided by the macro %PreviewAMMI. This %IC2by2T macro should only be used after one has determined that interaction is present in the data by the %FitAMMImodel macro, in order to provide some control over the experimentwise multiple comparison error rate.
The macro %ContrastAMMI is designed to test user specified interaction contrasts in the AMMI model with only one interaction term. Users are able to specify interaction contrasts of the form = Hα 0 and/or = Gγ 0 as described in Section 2.3. For specified contrast matrices, H and G , a simulated pvalue and two simulated critical points, 90% and 95%, are provided with the test statistic. The built-in simulation module generates 4999 random matrices to calculate Λ which is defined in Section 2.3. The simulation method can be viewed as a parametric bootstrap technique providing a simulated null distribution of Λ corresponding to the values of b , t , p , q , and 1 δ λ σ = .
Least Squares Means
Least squares means for Tukey's model when τ is equal to some known value τ when viewed as regressing on the τ 's are defined as
The macro %LSMTukey is designed to calculate least squares means for Tukey's model at a specified location along the factor 1 axis.
Least squares means for Mandel's model when τ is equal to some known value τ when viewed as regressing on the τ 's are defined as
and an approximate standard error of each of the least squares means at τ is given by 
The macro %LSMandel is designed to calculate and compare least squares means for Mandel's bundle-ofstraight-lines model at a specified location along the factor 1 (factor 2) axis.
EXAMPLES
To illustrate results from the AMMI macros, data on the growth rate of sorghum plants is used: See Milliken and Johnson (1989) . The experimenter has 20 growth chambers and conducts an experiment to study the effects of five temperature levels combined with each of four humidity levels on the growth rate of sorghum plants. Ten sorghum plants of the same species are placed in each of the 20 growth chambers and temperature by humidity treatment combinations are randomly assigned to the 20 chambers. Heights were measured after growing for a month. The mean heights in centimeters of ten plants from each growth chamber are given in Table 2 . According to the Type I interaction plots and the Type II interaction plots shown in Figure 5 and Figure 6 , there is interaction between humidity and temperature. The scree plot shown in Figure 7 suggests that one interaction term in the AMMI model would be sufficient to model these two-way data.
Tukey's single-degree-of-freedom test for nonadditivity is provided in Table 3 ( 28.40, .0002 F p = = ) and it shows that there is significant interaction in these data. Figure 8 shows the fit of Tukey's model to the data. This is a Type II interaction plot along with the estimated regression lines given by Tukey's model with a line for each temperature. The estimated regression equations are also shown for each temperature level at the bottom of the plot. The concurrency test between Tukey's and Mandel's model is given in Table 4 ) reveals that there is significant interaction in these data. Figure 9 shows the fit of Mandel's model to the data. Estimation of the estimated regression lines in Figure 9 would seem to indicate that there is very little interaction between temperature levels 50, 60, and 70 and all humidity levels because the three lines associated with these temperature levels are nearly parallel to each other. The estimate of the experimental error variance from Mandel's model is 5.007969 with 8 degrees of freedom. Table 6 shows the results of testing all possible pairwise row and pairwise column interaction contrasts based on the estimate of 2 σ given by Mandel's model where one * indicates significance at the 10% level, two ** indicates significance at the 5% level, and three *** indicates significance at the 1% level. There are no *'s in the rows of Table 6 identified by 1,2; 1,3; and 2,3 where 1≡50˚, 2≡60˚, and 3≡70˚. This also indicates there is no statistically significant interaction between the lower three temperature levels and humidity.
CONCLUSION
Software for analyzing interaction in two-way experiments is not currently available for wide-spread use. This research involves developing user-friendly statistical software for the analysis of interaction in two-way experiments. A set of SAS ® macros, called the AMMI macros, are developed. The AMMI macros provide three stages of analytic tools; pre-analysis for diagnosing interaction, model fitting for selecting a suitable model, and testing interaction contrasts for finding patterns of interaction in the data. The macros also provide many useful graphical displays to help one determine those combinations of the two treatment factors that interact and to help one interpret the results of the analyses. The developed software will soon be available at the author's web-site along with a user's manual. These will allow many researchers to use multiplicative interaction models to describe real-life phenomena. Examples were given to illustrate the use of the macros and how one might interpret the output.
In conclusion, it is hoped that the SAS ® macros developed in this research will provide a data analysis tool to researchers needing to analyze two-way nonreplicated experiments. These methods might accelerate development of new methods related to this area of research. 
