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ABSTRACT
It has become a promising direction to measure similar-
ity of Web search queries by mining the increasing amount
of click-through data logged by Web search engines, which
record the interactions between users and the search engines.
Most of existing approaches employ the click-through data
for similarity measure of queries with little consideration
of the temporal factor, while the click-through data is of-
ten dynamic and contains rich temporal information. In
this paper we present a new framework of time-dependent
query semantic similarity model on exploiting the tempo-
ral characteristics of historical click-through data. The in-
tuition is that more accurate semantic similarity values be-
tween queries can be obtained by taking into account the
timestamps of the log data. With a set of user-deﬁned cal-
endar schema and calendar patterns, our time-dependent
query similarity model is constructed using the marginalized
kernel technique, which can exploit both explicit similarity
and implicit semantics from the click-through data eﬀec-
tively. Experimental results on a large set of click-through
data acquired from a commercial search engine show that
our time-dependent query similarity model is more accurate
than the existing approaches. Moreover, we observe that
our time-dependent query similarity model can, to some ex-
tent, reﬂect real-world semantics such as real-world events
that are happening over time.
Categories and Subject Descriptors
H.2.8 [Database Management]: Database Applications—
data mining ; H.3.3 [Information System]: Information
Storage and Retrieval—clustering, information filtering
General Terms
Measurement, Performance, Experimentation
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click-through data, semantic similarity measure, marginal-
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ized kernel, event detection, evolution pattern
1. INTRODUCTION
A real dilemma for most of the existing Web search en-
gines is that users request for accurate search results while
they only provide queries of limited length, which is usually
less than two on average according to [19]. Recently, a lot
of work has been done in the Web search community to ex-
pand the query terms with similar keywords for reﬁning the
search results [3, 6, 19, 20, 21]. The basic idea is to use the
click-through data, which record the interactions between
users and a search engine, as the feedback to learn the sim-
ilarity between the query keywords. The existing work can
be generally classiﬁed into two categories: document term
based query expansion and query term based query expan-
sion. The document term based query expansion, which
was ﬁrstly introduced in [6] by Cui et al., is to measure sim-
ilarity between search queries and document terms based on
the query log data of search engines. The basic idea is that
if a set of documents is often selected for the same queries,
then the terms in these documents are strongly related to
the queries. Thus the probabilistic similarity between query
terms and document terms can be calculated based on the
query log data. The query term based query expansion [3,
21] is to measure similarity between query terms using the
similarity propagation of Web pages being clicked. The intu-
ition behind is that Web pages are similar if they are visited
by users issuing similar queries, and queries are similar if
the corresponding users visit similar Web pages.
1.1 Motivation
Although click-through data has been received consider-
able attention on measuring similarity between query terms
in the Web research community, most of existing work ig-
nored an important fact, i.e., the similarity between query
terms often evolves over time. Here the similarities between
query terms are usually obtained by the similarity propaga-
tion between queries, pages, and their co-occurrences [21].
The dynamic nature of query terms similarity over time can
be attributed to many factors, such as seasons, holidays,
and special events, etc. This dynamic nature of query terms
similarity is usually embedded in the click-through data im-
plicitly. Traditional methods without temporal considera-
tion have limitations to measure such underlying semantic
similarity of query terms accurately.
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Figure 1: Incremented and interval-based methods
for similarity measure
Therefore, it becomes a challenging and important task to
develop an eﬀective model for similarity measure from the
click-through data that can take advantage of the dynamic
nature of queries and pages over time. In particular, two
challenging issues are needed to be solved as follows:
• How to exploit the click-through data for semantic sim-
ilarity measure of queries in terms of temporal consid-
eration?
• How to develop an eﬀective model that can reﬂect both
explicit content similarity and implicit semantics be-
tween queries?
To address the challenging issues, let us ﬁrst illustrate an
example to compare two diﬀerent approaches of measuring
similarity between two queries over time in Figure 1. In
the ﬁgure, the dotted line represents the ﬁrst method that
measures the similarity value at each time point based on
all the click-through data available at that time. We refer
to this method as the incremented approach. Diﬀerent from
the incremented approach, the other approach, as shown
in the solid line, measures the similarity only by the click-
through data given at that time interval. We refer to this
method as the interval-based approach.
From the comparison, we see that the interval-based ap-
proach can better reﬂect the temporal factor than the in-
cremented approach. For instance, in the interval-based ap-
proach, the similarity values of the second and third month
are as high as 0.8, while the similarity values in the fourth
and ﬁfth month are as low as 0.2. But in the incremented
approach, the similarity values from the second month to
the ﬁfth month are respectively 0.6, 0.68, 0.55, and 0.48.
This shows that the similarity values in the incremented ap-
proach are relatively ﬁxed, which usually cannot evidently
reﬂect the dynamic nature of similarities between the query
terms.
Hence, it is important to develop a similarity model that
exploits the click-through data eﬀectively in a time-dependent
way. To this end, we propose a novel time-dependent frame-
work to exploit the click-through data for semantic similar-
ity measure between queries. An overview of our proposed
framework is given in the following.
1.2 Overview
In this paper we suggest a time-dependent framework to
measure the semantic similarity between Web search queries
from the click-through data. More speciﬁcally, we propose a
novel time-dependent query term semantic similarity model,
which can exploit the click-through data more eﬀectively
than traditional approaches such as the incremented ap-
proach shown in Figure 1. Our time-dependent model mon-
itors the terms’ similarity over the temporal dimension and
attempts to discover the evolution pattern with the click-
through data. Note that in this paper, the term evolution
pattern of the query terms’ similarity refers to how the sim-
ilarity values vary over time.
The basic idea of our solution is to construct a model from
the click-through data by partitioning the click-through data
into sequences of sub-groups with respect to certain prede-
ﬁned calendar schema and calendar patterns. For exam-
ple, to monitor query similarity that may change on a daily
basis, the click-through data is partitioned into sequences
of subgroups, where each sequence consists of click-through
data of an individual day. Then, using proposed semantic
similarity measure methodology based on the marginalized
kernel function, a daily based temporal similarity model can
be constructed. As a result, the time-dependent model can
accurately reﬂect the daily based patterns such as large or
small values of query similarities during the speciﬁc days.
Our proposed model can be used for more accurate and
eﬃcient query expansion for Web search engines. Our empir-
ical results with the real-world click-through data collected
from a commercial search engine show that our proposed
model can model the evolution of query terms similarity ac-
curately. In summary, the contributions of our work in this
paper can be summarized as follows:
• To the best of our knowledge, we proposed the ﬁrst
time-dependent model to calculate the query terms
similarity by exploiting the dynamic nature of click-
through data.
• A probabilistic framework for constructing the time-
dependent query term similarity model is proposed
with the marginalized kernel, which measures both ex-
plicit content similarity and implicit semantics from
the click-through data.
• Extensive experiments have been done to evaluate the
proposed similarity model using a large collection of
click-through data collected from a commercial search
engine.
The rest of the paper is organized as follows. In Section
2, we review related work of calculating the query terms
similarity from the click-through data and temporal analy-
sis of the click-through data. Section 3 presents our time-
dependent framework for semantic similarity measure of query
terms in the context of query expansion, in which the time-
dependent model is formulated by a marginalized kernel.
Section 4 provides our empirical evaluation, in which some
empirical examples are shown from real-world click-through
data and extensive experiments are conducted to evaluate
the performance of our model. Section 5 discusses limita-
tions and future work. Section 6 concludes this work.
2. RELATED WORK
In this section, we review related work mainly in the fol-
lowing two aspects: query expansion with click-through data
and temporal analysis of click-through data.
Query expansion with click-through data is motivated by
the well-known relevance feedback techniques, which modify
the queries based on users’ relevance judgments of the re-
trieved documents [1, 7, 10]. Typically, expansion terms are
extracted based on the frequencies or co-occurrences of the
terms from the relevant documents. However, it is diﬃcult
to obtain suﬃcient feedbacks since users are usually reluc-
tant to provide such feedback information. Even though the
pseudo-relevance feedback approach can partially alleviate
the lack of feedbacks, it still suﬀers from the failure of the
assumption that a frequent term from the top-ranked rele-
vant documents will tend to co-occur with all query terms,
which may not always hold [2, 20].
The click-through data has been studied for query expan-
sion in the past [3, 6, 19, 21]. The existing work can be
categorized into two groups. The ﬁrst group is to expand
queries with similar queries based on the assumption that
similarity between queries may be deduced from the com-
mon documents the users visited by issuing those queries [3,
19, 21]. The second group is to expand queries with similar
terms in the corresponding documents being visited in the
history [6]. In addition to query expansion, click-through
data has been used to learn the rank function as well [9, 12].
More recently, several eﬀorts began to analyze the tempo-
ral and dynamic nature of the click-through data [4, 5, 13,
16]. In [4], Beitzel et al. proposed the ﬁrst approach to show
the changes of popularities on an hourly basis. With the cat-
egorization information of the Web queries, the results show
that query traﬃc from particular topical categories diﬀers
from both the query stream as a whole and queries in other
categories. Moreover, Shen et al. [13] proposed to investi-
gate the transitions among the topics of pages visited by
a sample of Web search users. They constructed a model
to predict the transitions in the topics for individual users
and groups of users. Vlachos et al. [16] suggested to iden-
tify similar queries based on the historical demand patterns,
which are represented as time series using the best Fourier
coeﬃcients and the energy of the omitted components. Sim-
ilarly, Chien and Immorlica [5] proposed to ﬁnd semantically
similar queries using the temporal correlation.
However, compared with the existing approaches above,
our approach diﬀers from them in the following important
aspects. Instead of only discovering Web queries that have
speciﬁc characteristics, such as burst and periodic queries
in [16], our scheme models the similarity of queries based
on the predeﬁned calendar schema and calendar patterns.
This makes our scheme more general in modelling the tem-
poral feature of queries, which is diﬃcult to be achieved by
existing techniques. Further, our scheme also critically dif-
fers from the approach in [5], which attempts to ﬁgure out a
uniﬁed similarity or correlation between two terms that may
not exist for every case and may change rapidly in diﬀerent
situations of real-world environment. Moreover, diﬀerent
from other previous work on categorized Web queries [4,
13], which monitor the diﬀerences and transitions between
queries from diﬀerent categories in terms of the frequency of
being issued, we focus on exploring queries in terms of their
semantic similarity over time. Finally and importantly, in
both [16, 5] and [4], only the frequency of the queries are con-
sidered, while in our approach both the queries and the cor-
responding pages being clicked are engaged, together with
the relationships between queries and pages. Diﬀerent from
previous approaches, we propose a new time-dependent se-
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mantic similarity model formulated by the marginalized ker-
nels in a probabilistic framework to explore explicit content
similarity and implicit semantics from the click-through data
very eﬀectively.
3. THE TIME-DEPENDENT FRAMEWORK
In this section, we propose a probabilistic framework to
construct the time-dependent query similarity model. By
exploiting the click-through data over time, a semantic sim-
ilarity measure model is proposed based on the marginalized
kernel technique [15]. Figure 2 illustrates the framework of
our proposed semantic similarity model. The details of our
framework will be discussed as the following. First, some
preliminary deﬁnitions are given to describe click-through
data and calendar pattern formally. Following these def-
initions, a probabilistic approach is proposed to measure
content similarity between query terms. Then, we study an
eﬃcient clustering technique on the click-through data to
acquire the implicit cluster semantics of the data. Lastly,
the time-dependent semantic similarity model is formulated
by the marginalized kernel function, which measures both
explicit content similarity and implicit cluster semantics ef-
fectively from the click-through data.
3.1 Click-Through Data & Calendar Pattern
Click-through data, representing query log of Web search
engines, keep the records of interactions between Web users
and the searching engines. Similar to the transaction data
in the supermarket, the click-through data consist of a se-
quence of users sessions in some format like <IP address,
query, clicked page, time>. In the literature, there are two
diﬀerent ways to represent the click-through data. One way
is to represent the click-through data as session databases
where each session represents a pair of a query and a page
that the user issued and clicked (hereafter, we call such pairs
as query-page pairs) as shown in Table 1 [6, 19]. Note that
the IP addresses are not shown in the table due to the pri-
vacy issue. Recently, some variants of this representation
have been proposed by taking into account the rank of the
IP address Query Page Time
xxx.xxx.xxx BMW http://www.bmw.com 14:02 02112005
xxx.xxx.xxx SVM http://svm.first.gmd.de 15:31 03252005
xxx.xxx.xxx MSN http://www.MSN.com 21:14 02142005
Table 1: Transaction representation of click-through data.
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Figure 3: Bipartite graph representation of click-
through data.
page and the ID of the corresponding users [9, 14]. The
other representation method is to use a bipartite graph, like
the example in Figure 3, where the queries and pages are
represented as two sets of nodes and the query-page pair
co-occurrence relationships are represented as the edges be-
tween the corresponding nodes [3, 21].
We use the session database approach to represent the
click-through data. Each session is represented as a triple
< q, p,t >, where q represents the query being issued, p rep-
resents the pages being clicked, and t represents the times-
tamp. Note that we use the vector representation for both
the queries and timestamps. The reason is that, in this pa-
per, the queries will be represented as a vector of related
web pages that are led to by the queries. For the times-
tamps, with a ﬁx calendar schema, they are represented as
vectors as well. The key distinguishing feature of our query
similarity measure is that rather than only using the query-
page pairs, the corresponding timestamps are used as well.
From the real query log data obtained from a commercial
Web search engine, we observe that the granularity of the
timestamps can be in mini-second. However, to analyze the
temporal patterns of queries, the time granularity can be
application dependent and query dependent. To make our
framework ﬂexible, we allow users to specify any types of
calendar-based patterns they are interested in depending on
their domain knowledge and application requirements. For-
mally, the calendar schema and calendar-based pattern are
deﬁned as follows:
Definition 1. Calendar Schema: A calendar schema,
S = (R,C), is a relational schema R with a constraint C,
where R = (fn : Dn, fn−1 : Dn−1, · · · , f1 : D1), C is a
Boolean valid constraint on Dn×Dn−1×· · ·×D1 that spec-
ifies which combinations of the values in Dn×Dn−1×· · ·×D1
are valid. 
Here each attribute fi in the relation schema is a cal-
endar unit name such as year, month, week, day, hour,
etc. Each domain Di is a ﬁnite subset of positive inte-
gers. C is a Boolean function specifying which combinations
of the values in Dn × Dn−1 × · · · × D1 are valid. For ex-
ample, we may have calendar schema (year: {2000, 2001,
2002}, month: {1, 2, 3, · · · ,12}, day: {1, 2, 3, · · · , 31})
with the constraint that evaluate < y,m, d > to be “true”
only if the combination gives a valid date. For instance,
< 2000, 2, 15 > is valid while < 2000, 2, 30 > is invalid.
The reason to use the calendar schema here is to exclude in-
valid time interval due to the combinations of calendar units.
Moreover, by modifying the constraint, users can further
narrow down valid time intervals for application and query
dependent reasons. Hereafter, we use ∗ to represent any inte-
ger value that is valid based on the constraint. For instance,
if we use ∗ to represent months in with the above mentioned
calendar schema, then ∗ refers to any integer value from 1
to 12.
Definition 2. Calendar Pattern: Given a calendar
schema S = (R,C), a calendar pattern, denoted as CAP ,
is a tuple on R of the form < dn, dn−1, · · · , d1 > where
di ∈ Di ∪ {∗}. 
For example, given the calendar schema < year,month, day >,
the calendar pattern < ∗, 1, 1 > refers to the time intervals
“the ﬁrst day of the ﬁrst month of every year”. Similarly, the
calendar pattern < 2002, ∗, 1 > represents the time intervals
“the ﬁrst day of every month in year 2002.”
3.2 Probabilistic Similarity Measure
Diﬀerent from the previous query expansion approaches
that use the query log and the actual Web pages to extract
similarity between terms in the query space and terms in
the document space [6, 13], we only employ the query log.
We propose a dual approach of the existing information re-
trieval model by representing each query term as a vector of
documents, namely q =< w1, w2, · · · , wn > in which wi rep-
resents the projection weight on the ith page. In our paper,
this weight is calculated from the Page Frequency (PF) and
Inverted Query Frequency (IQF), which are formally deﬁned
as follows:
Definition 3. PF.IQF: Given a query q and a Web
page pi that has been clicked by users who issued q via the
search engine. Then, the Page Frequency (PF) and the In-
verted Query Frequency (IQF) are defined as:
PF (q, pi) =
f(q, pi)
 
j f(q, pj)
, IQF (pi) = log
|q|
| < q, pi > |

Here f(q, pi) is the number of times that page pi has been
clicked by users who issued the query q.
 
j f(q, pj) refers to
the total number of times that the pages have been clicked by
users who issued the query q. |q| refers to the total number
of times that the query q has been issued and | < q, pi > |
refers to the times that the page pi has been clicked by users
who issued q. As a result, the weight of page pi is calculated
as wi = PF (q, pi)× IQF (pi).
Based on the document weight vector representation, the
similarity between two queries in content can be deﬁned by
a cosine kernel function as follows.
Definition 4. Content Similarity Measure: Given
two queries q1 and q2, their probabilistic similarity in con-
tent, denoted as Kcos(q1, q2), is defined as:
Kcos(q1, q2) =
qT1 q2
||q1|| · ||q2||

Note that, in the above similarity measure, all occurrences
of queries and Web pages are considered to be equally im-
portant and the timestamps are not used.
3.3 Time-Dependent Semantic Similarity Model
Based on the content similarity measure and the calendar
patterns proposed in the previous section, we now present
the framework of the time-dependent query semantic simi-
larity model. Before going into the details of our framework,
let us ﬁrst deﬁne the relationship between the timestamp
and the calendar pattern to facilitate our following discus-
sions as follows:
Definition 5. Contained: Given a calendar pattern
< dn, dn−1, · · · , d1 > denoted as CAPi with the correspond-
ing calendar schema S = (R,C). A timestamp t is rep-
resented as < d′n, d
′
n−1, · · · , d′1 > according to R. t is
contained in CAPi, denoted as t ≺ CAPi, if and only if ∀
1 ≤ l ≤ n, d′l ∈ dl. 
For example, given a calendar pattern < ∗, 2, 12 > with
the calendar schema < week, day of the week, hour >, then
the timestamp 2005-09-30 12:28 is not contained in this
calendar pattern as it is not the second day of the week,
while the timestamp 2005-09-26 12:08 is.
Definition 6. Click-Through Subgroup (CTS):
Given a calendar schema S and a set of calendar patterns
{CAP1, CAP2, · · · , CAPm}, the click-through data can be
segmented into a sequence of click-through subgroups (CTSs)
< CTS1, CTS2, · · · , CTSm >, where all query-page pairs
< q, pi, ti > ∈ CTSl, ti ≺ CAPl, 1 ≤ l ≤ m. 
With the above deﬁnitions, in general, given a collection
of click-through data, we can ﬁrst partition the data into
sequences of CTSs based on the user-deﬁned calendar pat-
tern and the corresponding timestamps. For example, given
a weekly based calendar schema < week, day > and a list of
calendar patterns < ∗, 1 >, < ∗, 2 >, · · · , < ∗, 7 >, the click-
through data will be partitioned into sequences of 7 CTSs
< CTS1, CTS2, · · · , CTS7 > , where CTSi represents the
group of click-through data whose timestamps are contained
in the ith day of the week.
After that, the query similarities are computed within
each subgroup and are aligned into a sequence to show the
patterns of historical change. At the same time, a model is
generated, with which we can obtain the query similarities
by inputting queries and timestamps. Given the above ex-
ample, we can obtain the query similarity on each day of the
week. Moreover, we can monitor how the query similarity
changes over time within each week in a daily basis. Also,
given two queries and the day of a week, the query similarity
can be returned. Then, the process iterates for presenting
the results and collecting the click-through data with users
interactions. Hereafter, we focus on how to construct the
time-dependent query similarity model based on sequences
of click-through subgroups.
In order to learn the implicit semantics embedded in the
click-through data, we ﬁrst apply clustering techniques on
the data to ﬁnd the cluster information in each click-through
subgroup. When the cluster results are obtained, we then
formulate our semantic similarity model by the marginalized
kernel technique that can unify both the explicit content
similarity and the implicit cluster semantics very eﬀectively.
Before the discussion of our semantic similarity model, we
ﬁrst discuss how to cluster the click-through data eﬃciently.
Let us ﬁrst give a preliminary deﬁnition.
Definition 7. Clusters of Click-Through Pages:
Given a click-through subgroup, we can obtain clusters of
click-through pages Ω={c1, c2, · · · , ck} by grouping the pages
that are similar in semantics, where k is determined by some
clustering algorithm. 
In the literature, some clustering methods have been pro-
posed to cluster Web pages in the click-through data us-
ing the query-page relation and propagation of similarities
between queries and pages [3, 21]. In [3], an agglomera-
tive clustering method is proposed. The basic idea is to
merge the most similar Web pages and queries iteratively.
Originally, the similarity is deﬁned based on the overlaps of
neighbors in the bipartite graph representation of the click-
through data as shown in Figure 3.
For the eﬃciency reason, we adopt the agglomerative clus-
tering method in [3]. In our clustering approach, neighbors
in the bipartite graph are assigned with diﬀerent weights
instead of being taken as equal. The intuition is that the
strength of the correlation between two query-page pairs
may be quite diﬀerent. For example, the strength of a query-
page pair that co-occurs once should not be as equal as a
query-page pair that co-occurs thousands of times. Hence,
we represent the weights of the neighbors based on the num-
ber of times the corresponding query-page pairs co-occur.
That is, the weight of a page for a given query is the num-
ber of times that page was accessed against the total number
of times the corresponding query was issued. Similarly, the
weight of a query for a given page is the number of times the
query was issued against the total number of times the cor-
responding page was visited. Then each query is represented
as a vector of weighted pages, and each page is represented
as a vector of weighted queries. As a result, similarities be-
tween pages or queries are calculated based on the cosine
similarity measure.
More details about the clustering algorithm can be found
in [3]. Note that the clustering algorithm is applied on each
of the click-through subgroups. Based on the clustering re-
sults, we now introduce the marginalized kernel technique,
which can eﬀectively explore the hidden information for sim-
ilarity measure in a probabilistic framework [11, 15].
Definition 8. Marginalized Kernel: Assume that a
visible variable x is described as x ∈ X, where the domain
X is a finite set. Suppose a hidden variable h is described
as h ∈ H, where H is a finite set. A joint kernel KZ(z, z′)
is defined between the two combined variables z = (x, h) and
z′ = (x′, h′). The marginalized kernel in X is defined by
taking the expectation with respect to the hidden variables as
follows:
K(x, x′) =

h∈H

h′∈H
p(h|x)p(h′|x′)KZ(z, z′)

In the above deﬁnition, the terms p(h|x) and p(h′|x′) are em-
ployed to describe the uncertainty of the hidden variables h
and h′ related to the visible variables x and x′, respectively.
The marginalized kernel models the probability of similar-
ity between two objects by exploiting the information with
the hidden representations. Given the above deﬁnition of
the marginalized kernel function, we employ it to formulate
our time-dependent kernel function for semantic similarity
measure of queries as follows.
Definition 9. Time-Dependent Query Semantic
Similarity Measure: Given two queries q and q′, together
with a specific timestamp t, the time-dependent semantic
similarity between the two queries is measured by a time-
dependent marginalized kernel function KT (q, q
′|t) as fol-
lows:
KT (q, q
′|t)
=
 
∀c
 
∀c′
KQ

Qc|t, Q
′
c′|t

p(c|q, t)p(c′|q′, t)
= Kcos (q, q
′|t)

 
∀c
 
∀c′
ϕ(c, c′|t)p(c|q, t)p(c′|q′, t)

= Kcos (q, q
′|t)

 
c∈Ω(t)
p(c|q, t)p(c|q′, t)

=
qt•q′t
||qt||×||q′t||

 
c∈Ω(t)
p(c|q, t)p(c|q′, t)

where c and c′ are the guessed clusters given the queries,
Qc|t = (q, c|t) and Q′c′|t = (q′, c′|t). KQ is a joint kernel,
ϕ(c, c′|t) is a function whose value is equivalent to 1 if c and
c′ are the same and 0 otherwise, and qt and q′t are time-
dependent query vectors. 
In the above formulation, the joint kernel KQ

Qc|t, Q′c′|t

is deﬁned on the two combined query variables as follows:
KQ

Qc|t, Q
′
c′|t

= ϕ(c, c′|t)Kcos(q, q′|t),
where ϕ(c, c′|t) is a function to indicate whether c and c′
are the same cluster of click-through data, and Kcos(q, q
′|t)
is a time-dependent joint cosine kernel on the two time-
dependent query vectors Kcos(q, q
′|t) = qt•q′t||qt||×||q′t|| . Note
that the query vectors are only computed on the subgroup
CTSi, to which the given timestamp t belongs.
From the deﬁnition of time-dependent marginalized ker-
nel, we can observe that the semantic similarity between
two queries given the timestamp t is determined by two fac-
tors. One is the time-dependent content similarity measure
between queries using the cosine kernel function; another is
the likelihood for two queries to be grouped in a same cluster
from the click-through data given the timestamp.
4. EMPIRICAL EVALUATION
In this section we conduct a set of empirical studies to
extensively evaluate the performance of our time-dependent
query semantic similarity model. In the rest of this sec-
tion, we ﬁrst describe the dataset used in our evaluation
and the experimental setup in our experiments. Then, we
show several empirical examples to illustrate the real-world
results using our time-dependent framework. After that, we
discuss the quality measure metric used in our performance
evaluation. Finally, the quality of the time-dependent query
similarity model is evaluated under diﬀerent scenarios.
4.1 Dataset
A real click-through dataset collected from Microsoft MSN
search engine is used in our experiments. The click-through
data contains 15 million records of query-page pairs over 32
days from June 16, 2005 to July 17, 2005. The size of the
raw data is more than 22 GB. Note that the timestamps
for each transaction is converted to the local time using
the information about the IP address. In the following ex-
periments, the entire click-through data is partitioned into
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Figure 4: Daily-based query similarity evolution
subgroups based on the user-deﬁned calendar schema and
calendar patterns. For instance, given the calendar schema
< hour, day, month > with the calendar pattern < 1, ∗, ∗ >,
< 2, ∗, ∗ >, · · · , < 24, ∗, ∗ >, the click-through data is par-
titioned into a sequence of 24 subgroups, where each group
consists of the query-page pairs occurred during a speciﬁc
hour of everyday. Then, the average number of query-page
pairs in each group is around 59,400,000.
4.2 Empirical Examples
In this subsection, we present a set of examples of query
term similarity evolution over time extracted from the real
click-through data collected from MSN search engine. As
there are many diﬀerent types of evolution patterns, here
we present some of the representatives.
Figure 4 shows the similarities for two query pairs (“kid”,
“toy”) and (“map”, “route”) on a daily basis in the 32 days.
We observe that the similarities changed periodically in a
weekly basis. That is, the similarities changed repeatedly:
starting low in the ﬁrst few days of the week and ending high
in the weekend. To reﬂect such time-dependent pattern, we
apply our time-dependent query similarity model to the two
query pairs. Here the calendar schema and calendar pat-
terns used are < day, week > and < 1, ∗ >, < 2, ∗ >, · · · ,
< 7, ∗ >. Figure 5 shows the time-dependent query similar-
ity measurement for the two query pairs in Figure 4. We can
see that the time-dependent query similarity model can eﬃ-
ciently summarize the dynamics of the similarity over time
on a weekly basis. However, as shown in Figure 6, the in-
cremented approach cannot accurately reﬂect the highs and
lows of the similarity values. Note that the calendar schema
and calendar patterns used in the model are use-deﬁned
with related domain knowledge. With inappropriate cal-
endar schema and calendar patterns, we may not be able to
construct accurate time-dependent query similarity models.
For instance, for the same query pairs, if we use < hour, day
> and < 1, ∗ >, < 2, ∗ >, · · · , < 24, ∗ > as calendar schema
and calendar patterns (shown in Figure 7). We can see that
there are no predictable change patterns, hence there is no
hour of the day based time-dependent model that can accu-
rately model the similarity.
Figure 8 shows the similarity measurement for two query
pairs (“weather”, “forecast”) and (“fox”, “news”) over one
and a half day on hourly basis. We can see that box query
pairs have two peak values in every day and this pattern
repeatedly occur in the dataset. Based on this observa-
tion, we propose to model their similarity using the time-
dependent query similarity model with a hourly based cal-
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Figure 5: Weekly-based time dependent query sim-
ilarity model
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Figure 6: Query similarity with incremented ap-
proach
endar patterns. That is, the calendar schema and calendar
patterns used are < hour, day > with < 1, ∗ >, < 2, ∗ >,
· · · , < 24, ∗ >. Figure 9 shows the time-dependent query
similarity model. Similarly, Figure 10 shows the similarity
values calculated using the incremented approach, which is
clearly not accurate compare to the time-dependent similar-
ity model.
Figure 11 shows the similarity measurement of two query
pairs (“father”, “gift”) and (“ﬁrework”, “show”) on a daily
basis. The corresponding similarity values extracted using
the incremented approach are shown in Figure 12. We can
see that the time-dependent model cannot be constructed
for the two sets of query pairs from the data available in our
collection. The reason is that to track event-based query
pairs’ similarity, e.g., the “father’s day” based query pairs’
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Figure 9: Hourly-based time dependent query sim-
ilarity model
similarity, we need at least years’ of click-through data since
such events happen only once every year. Note that the
previous examples, which can be modeled using the time-
dependent model, are within a time interval of 32 days such
as weekly based and hour of the day based (our click-through
dataset only contains data for 32 days).
4.3 Quality Measure
To evaluate the quality of the time-dependent query sim-
ilarity model, the dataset is partitioned into two parts. The
ﬁrst part consists of a collection of click-through data in the
ﬁrst few days, while the second part consists of the click-
through data in the rest of 32 days. Note that the times-
tamps of click-through data in the ﬁrst part must be earlier
than the timestamps of the click-through data in the sec-
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Figure 12: Query similarity with incremented ap-
proach
ond part. The reason is that we will use the ﬁrst part as
training data to construct the time-dependent query simi-
larity model, while the second part is used to evaluate the
model. Moreover, partitioning of the click-through dataset
also depends on the user-deﬁned calendar schema and calen-
dar patterns. For example, to build a weekly based model,
the training data should at least cover a time duration of
one week; a yearly based time-dependent model cannot be
constructed using click-through data of a few days.
Once the time-dependent query similarity model is con-
structed, given a query pair, the similarity can be obtained
by matching the corresponding calendar patterns in the model.
For example, with the weekly based query similarity model
as shown in Figure 5, the query similarity between “kid” and
“toy” can be derived based on the day of the week. We call
the similarity derived from the model as predicted similarity.
Then, the predicted similarity value is compared with the
exact similarity value calculated using the actual dataset.
For example, with a weekly based similarity model con-
structed using the dataset in the ﬁrst two weeks, the query
similarity on the third Monday can be predicted, denoted as
S′. Then, the exact similarity is calculated with the dataset
in the third Monday. Given the predicted similarity value S′
and the exact similarity value S, the accuracy of the model
is deﬁned as |S−S
′|
S
, where |S−S′| is the absolute diﬀerence
between the two values. Similarly, for the incremented ap-
proach, the same deﬁnition of accuracy is used so that we
can compare the two approaches.
In the following experiments, a set of 1000 representative
query pairs is selected from the query page pairs that have
similarities larger than 0.3 in the entire click-through data.
Some of them are the top queries in the week or month, some
|Trainingdata| |Testingdata| Accuracy
10 22 0.784
15 17 0.873
20 12 0.892
25 7 0.921
30 2 0.968
Table 2: Quality of the Time-dependent model (1)
are randomly selected, while others are selected manually
based on the related real world events such as “father’s day”
and “hurricane”. Note that the accuracy values shown below
are the average accuracy values of all the testing query pairs.
4.4 Performance Evaluation
To evaluate the accuracy of the time-dependant query
similarity model, three sets of experiments have been done.
Firstly, the sizes of the data collections that is used to con-
structing and testing the time-dependant query term simi-
larity model are varied. For example, we use the ﬁrst twenty
days as training data and use the 11 days left as testing data
or we use the ﬁrst thirty days as training data and use the
last day left as testing data, etc. Note that as the size of
the testing data increases, the distance between the train-
ing data and test data increases as well. Secondly, only the
size of the data collection that is used to constructing the
time-dependent model is varied. Whereas the testing data
is always the other day followed the dataset being used. For
example, we use the ﬁrst twenty days as training data and
use data in the 21st day as testing data. Thirdly, the dis-
tance between the training data and testing data is varied
while the sizes of the training data and testing data are ﬁxed.
Note that the distance between the two data collections is
the distance between the latest query-page pairs in the two
collections. For instance, we can use the ﬁrst twenty days as
training data and use data in the 21st day as testing data for
the case where distance is 1. If the distance is 2, then data
in the 22nd is used for testing. Note that all possible combi-
nations of training and testing data that satisfy the distance
constraint are used and the average accuracy values are pre-
sented. In the following experiments, if not speciﬁed, the
calendar schema < hour, day, month > is used with the
calendar pattern < 1, ∗, ∗ >, < 1, ∗, ∗ >, · · · , < 24, ∗, ∗ >.
Table 2 shows the quality of the time-dependent query
similarity model by varying the sizes of data that are used
for constructing the model and testing the model. We can
see that when the size of the training data increases and
size of the testing data decreases, the accuracy of the time-
dependent model increases as well. When the size of the
training and testing data are similar, the accuracy can be
as high as 87.3%. Note that here all the click-through data
in the 32 days are used. We use the ﬁrst part of the data
as training data and the rest as testing data. The reason
behind may be that when the training is not large enough
to cover all the possible patterns, then the time-dependent
model may not be able to produce accurate results.
Figure 13 shows the quality of the time-dependent query
similarity model by varying the size of data that is used for
construction the model and ﬁxing the size of data that is
used for testing to 1. Three diﬀerent calendar schemas and
calendar patterns are used as well. We can see that when
the size of the training data increases, the accuracy of the
time-dependent model increases as well. This fact is just
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as we expected: as the size of the training data increases,
performance of the model is expected to increase.
Figure 14 shows how the quality of the time-dependent
query similarity model changes by varying the time distance
between the data collection that is used for testing and the
data collection used for constructing the model. For ex-
ample, when the distance is 1 and the training data size
is 10, we summarize all the accuracy values that use the i
to 10+i days as training and use the 10+1+i as testing.
We can see that when the distance increases, the accuracy
of the time-dependent model decreases. At the same time,
when the size of the training data increases, with the same
distance, the accuracy value may increase. The reason be-
hind this set of data shows that the time-dependent model
is more accurate if the most recent data is incorporated as
the time-dependent model may be modiﬁed.
Moreover, we implemented an incremented query simi-
larity model and compare the prediction accuracy with the
time-dependant approach. Note that for the two approaches
both the data that are used for building the model and the
data that are used for testing are the same (The ﬁrst part of
the data is used for training and the rest is used for testing).
In the following experiments, three calendar schema and cal-
endar pattern pairs are used. The calendar schema and cal-
endar patterns are < hour, day,month > with < 1, ∗, ∗ >,
< 2, ∗, ∗ >, · · · , < 24, ∗, ∗ >; < hour, day,month > with
< ∗, 1, ∗ >, < ∗, 2, ∗ >, · · · , < ∗, 31, ∗ >; and < day,week >
with < 1, ∗ >, < 2, ∗ >, · · · , < 7, ∗ >. We use the 1000
sampled query pairs for performance evaluation.
Figure 15 shows the comparison of quality about the sim-
ilarity values obtained using the incremented approach and
the time-dependent model. Note that, the size of the train-
ing data is varied from 1/4 of the dataset to 7/8 of the
dataset as well, while the rest is used for testing. We can
see that when the intervals in the calendar schema become
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larger, the quality of the time-dependant model decreases.
This is because we only use a click-through data of 32 days,
which can produce satisfactory results with the hourly and
daily based calendar patterns. Yet, the quality of the time-
dependent model is generally better than the incremented
approach. Moreover, we observe that for some calendar
schema based time-dependent query similarity model, the
accuracy of the model decreases dramatically when the size
of the training data decreases, especially for the daily based
calendar schema. The reason is that the size of our data
collection is not large enough, thus when the size of the
training data decreases it cannot cover every possible day in
one month (requires at least 31 days of training data).
5. DISCUSSIONS AND FUTURE WORK
The experiments show that for most query pairs, the sim-
ilarities are time-dependent and the time-dependent model
can produce more accurate similarity values compared to
the incremented approach. Besides the time dimension that
aﬀects the similarities between queries, there are other fac-
tors such as user groups, locations, and topic context, etc.
In this paper, we have focused on incorporating the time
dimension. In the future work, we will incorporate other
factors mentioned above into the query similarity model.
Two extended models are presented as follows.
Personalized time-dependent query similarity model: Be-
side the time dimension, user groups play an important
role in determining the similarities between queries. This is
based on the observation that diﬀerent users have diﬀerent
search habits and have diﬀerent query vocabularies [8]. For
example, some users search about news and business infor-
mation in the morning and entertainment information in the
night, while others may have the reverse habits. Also, to de-
scribe the same object or event, people come from diﬀerent
background usually use diﬀerent query terms. The person-
alized time-dependent query similarity model is to combine
the user information together with the temporal informa-
tion to build an accurate query similarity model that can be
used for improving the personalized search experience.
Spatial-temporal-dependent query similarity model: Sim-
ilar to the user groups, the spatial location [17, 18] of the
queries and Web pages may aﬀect the similarities between
queries. For example, for the same object, users in the
United States may have diﬀerent information need com-
pared to users in Asia. Also, contents of Web pages that
are created by people in the United States may use dif-
ferent vocabularies compared to those created by people
from Asia. By combining the spatial and temporal informa-
tion, a spatial-temporal-dependent query similarity model
can be constructed. As mentioned in [17], there are diﬀerent
types of locations such as provider location, content location,
serving location, and user location. With such information,
we believe, the spatial-temporal-dependent query similarity
model can be used to improve the search experience.
6. CONCLUSIONS
With the availability of massive amount of click-through
data in current commercial search engines, it becomes more
and more important to exploit the click-through data for im-
proving the performance of the search engines. This paper
attempts to extract the semantic similarity information be-
tween queries by exploring the historical click-through data
collected from the search engine. We realize that the cor-
relation between query terms evolves from time to time in
the click-through data, which is ignored in the existing ap-
proaches. Diﬀerent from the previous work, we proposed a
time-dependent semantic similarity model by studying the
temporal information associated with the query terms in the
click-through data. We formulated the time-dependent se-
mantic similarity model into the format of kernel functions
using the marginalized kernel technique, which can discover
the explicit and implicit semantic similarities eﬀectively. We
conducted the experiments on the click-through data from
a real-world commercial search engine in which promising
results show that term similarity does evolve from time to
time and our semantic similarity model is eﬀective in mod-
elling the similarity information between queries. Finally, we
observed an interesting ﬁnding that the evolution of query
similarity from time to time may reﬂect the evolution pat-
terns and events happening in diﬀerent time periods.
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