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Abstract
Routing messages between pairs of nodes is one of the most fundamental tasks in any
distributed computing system. An Interval Routing Scheme (IRS) is a well-known,
space-eÆcient routing strategy for routing messages in a network. In this scheme,
each node of the network is assigned an integer label and each link at each node is
labeled with an interval. The interval assigned to a link l at a node v indicates the
set of destination addresses of the messages which should be forwarded through l at v.
When studying interval routing schemes, there are two main problems to be considered:
a) Which classes of networks do support a specic routing scheme? b) Assuming that
a given network supports IRS, how good are the paths traversed by messages? The
rst problem is known as the characterization problem and has been studied for several
types of IRS. In this thesis, we study the characterization problem for various schemes
in which the labels assigned to the vertices are d-ary integer tuples (d-dimensional IRS)
and the label assigned to each link of the network is a list of d 1-dimensional intervals.
This is known as Multi-dimensional IRS (MIRS) and is an extension of the the original
IRS. We completely characterize the class of network which support MIRS for linear
(which has no cyclic intervals) and strict (which has no intervals assigned to a link at
a node v containing the label of v) MIRS. In real networks usually the costs of links
may vary over time (dynamic cost links). We also give a complete characterization for
the class of networks which support a certain type of MIRS which routes all messages
on shortest paths in a network with dynamic cost links. The main criterion used to
measure the quality of routing (the second problem) is the length of routing paths.
In this thesis we also investigate this problem for MIRS and prove two lower bounds
on the length of the longest routing path. These are the only known general results
for MIRS. Finally, we study the relationship between various types of MIRS and the
problem of drawing a hypergraph. Using some of our results we prove a tight bound
on the number of dimensions of the space needed to draw a hypergraph.
Key words: Computer networks, interval routing schemes, graph theory, multi-
dimensional, characterization, shortest path, dynamic, bounds.
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One of the most fundamental tasks in any network of parallel or distributed systems
is routing messages between pairs of nodes [Tan95, Tan96]. When sending a message
from a source to a destination, a decision has to be made as to which neighbor (i.e.
through which incident link) the message must be sent. The routing problem is the
problem of choosing such a neighbor.
A routing scheme is a strategy that determines which path a message, originating from a
known source and going to a known destination, should take in the network. Routing
schemes can be classied into explicit and implicit ones [SK85]. In explicit routing
schemes each node of the network has an arbitrary label (name) and some detailed
routing information for all destinations is maintained at each node of the network.
The classic method for routing messages in a network is to store a routing table at each
node of the network; this is an explicit routing scheme. A routing table has one entry
for each destination node that indicates which outgoing link should be used to forward
a message going to that destination (Figure 1.1).
In implicit routing schemes, no detailed information is maintained; instead, labels are
assigned according to a scheme so that the information implicit in the labeling can
be used to choose the neighbor to which a message should be sent. It is usually
easy to develop implicit routing schemes when the network has a regular topology. For
example, if the underlying graph of the network is ring, we can easily label the nodes of
the network clockwise with consecutive integers. The node labeled i will send a message
with destination address j clockwise if and only if [j i](mod n) < [i j](mod n), where
1













Routing Table for Node 2
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Figure 1.1: A routing table.
n is the number of nodes in the network. Clearly, this routing scheme always routes
messages on the shortest path around the ring.
An explicit routing scheme requires (n) space at each node of an n-node network,
which is not eÆcient (or maybe even feasible) for large networks of computers. In
other words, using explicit routing schemes we cannot scale the communication network
because the amount of space available at each node of the network is limited.
Techniques to decrease the amount of space needed at each node of the network have
been studied intensively [FJ86, ABNLP90, FGS93]. The general idea is to group the
destination addresses that correspond to the same outgoing link (at a node), and to
encode the group so that it is easy to verify if a given destination address is in the
group or not. In these routing schemes routing information is succinctly stored at each
node of the network in a preprocessing phase. Later, when a node needs to route a
message, it uses this preprocessed information to determine the link through which
the message should be forwarded. These routing schemes are called compact routing
schemes in general and usually are dynamically adjustable with the expansion of the
network.
In an interval labeling scheme, which was originally introduced by Santoro and Khatib
[SK85], each node of the network is assigned an integer label and integer intervals are
used to group destination addresses. Each link of the network at each node is assigned
an interval which encodes the information to route the messages in the network [vLT87].
Routing messages is completed in a distributed way. At each intermediate node v, if
the label of the node equals the destination address, dest, the routing process ends.
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Otherwise, the message is forwarded through a link labeled by an interval I, such that
dest 2 I.
An interval labeling scheme is said to be valid if for any pair of nodes s and t, a message
originating from s eventually reaches t. A valid interval labeling scheme is also called
an Interval Routing Scheme (IRS). Clearly, this method requires O(l) space at each
node of the network (where l is the number of links at the node), which is an eÆcient
allocation of memory compared to explicit routing schemes. Throughout this thesis,
we consider only valid interval labeling schemes.
It has been shown that an IRS can route messages on shortest paths on particular
network topologies, such as trees, rings, hyper-cubes, and others [SK85, vLT87, FJ89].
Unfortunately, this is not true in general networks; there are classes of networks which
do not have any IRS which routes messages on shortest paths. Many schemes have been
introduced in order to overcome this problem and to expand the classes of networks
which support IRS with the desired properties [BvLT91, FGNT98]. In designing such
schemes, the aim is to keep the memory eÆciency property and to gain other properties
(e.g. routing on shortest paths, bounds on the length of the routing paths, and so on).
A very interesting IRS is a Multi-dimensional Interval Routing Scheme (MIRS) in
which the labels assigned to the nodes are elements from INd (in the d-dimensional





2 IN, for 1 6 i 6 d [FGNT98]. Messages are routed in a manner similar to that in
IRS.
The only known results about MIRS are for specic classes of networks like hypercubes,
grids, tori or for the one-dimensional case. In this thesis, we investigate dierent aspects
of MIRS. More precisely, we characterize the class of networks which support various
types of MIRS. We also prove some lower and upper bounds on the length of routing
paths using any MIRS. These bounds can be used as a criteria for comparing this
routing scheme with other known routing schemes.
1.1 Overview
In this thesis we investigate dierent characteristics of MIRS. Chapter 2 is devoted to
providing the concepts and denitions that the reader will require. In this chapter,
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we introduce some graph theoretic denitions and concepts and also give formal def-
initions of routing schemes, IRS, and some variants of IRS. We conclude this chapter
by reviewing some known results about IRS and briey sketching the results in the
rest of this thesis. In Chapter 3 we focus on the problem of characterizing the class
of networks which support MIRS. We give complete characterization of the networks
which support three variants of MIRS and show that in all these cases, increasing the
number of dimensions causes the class of networks supporting that specic variant of
MIRS to be strictly expanded.
Assuming that a given network supports a specic variant of MIRS, the most important
question is the quality of routing. We may have dierent criteria to evaluate a routing
scheme such as the length of the routing paths, the time needed to route messages in
the intermediate nodes, and so on. In Chapter 4 we consider the quality of routing
problem and give some lower and upper bounds on the length of routing paths in some
variants of MIRS.
There is a strong relationship between the problem of nding a MIRS for a given
network and the problem of drawing hypergraphs in multi-dimensional spaces. This
relationship is studied in Chapter 5. We use some of the results from the previous
sections to prove a tight bound on the number of dimensions of the space needed to
draw a hypergraph. Finally, we conclude this thesis in Chapter 6 which also contains
a list of open problems and some directions for future research.
Chapter 2
Preliminaries
2.1 Graph theoretic preliminaries
In this section we introduce graph theoretic denitions and mention several known
results which will be used later. Throughout this thesis, a network is modeled by a
graph G = (V;E). The set V of vertices of the graph represents nodes in the network
and the set E of edges represents the links between nodes in the network. For basic
graph theoretic denitions the reader is referred to standard texts [BM76, Wes96].
In any communication network each link connects two distinct nodes of the network
and there is usually at most one link connecting a pair of nodes. In graph theory, if
both endpoints of an edge e are the same the edge is said to be a self-loop. If there is
at most one edge between each pair of vertices in the graph, the graph is simple. The
underlying graph of any network in this thesis is assumed to be simple and without
any self-loops. If the edges of a graph are unordered pairs of vertices the graph is
undirected. If the underlying graph of a network is undirected the nodes incident to a
link of the network can exchange messages in both directions. We usually deal with
networks in which any node of the network can send (receive) a message to (from) any
other node in the network. If there is a path connecting each pair of vertices in the
graph G, G is connected and so is any network for which G is an underlying graph.
A vertex v of the graph G is called a cut-vertex if removing v disconnects G. A cut-
vertex in the graph G is sometimes called an articulation point of G. A graph having
5
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no cut-vertex is called a block. A block of a graph is a maximal subgraph that is a
block. Any graph is the union of its blocks. It is easy to verify that any two blocks of
the graph can share at most one vertex which is an articulation point. A vertex which
is not an articulation point is a non-articulation point. In any communication network,
articulation points are of higher importance than other nodes of the network. They
connect dierent parts of the network and route messages between those parts.
Example 1. The graph depicted in Figure 2.1 (a) has a self-loop, is not connected and
since there are two edges connecting the same pair of vertices, is not simple. Graph G,
depicted in Figure 2.1 (b), is a simple, connected graph with no self-loops, the vertices
v3 and v4 are cut-vertices. The subgraph induced on vertices v1; v2 and v3 is a block
of G. Figure 2.1 (c) illustrates the blocks of G. In this gure the vertices v1; v2; v5; v6,
and v7 are non-articulation points of G.
Similarly, we call an edge e of a graph G a cut-edge if removing e disconnects G. In a
communication network, a cut-edge corresponds to a link which connects two disjoint
parts of the network. A network with a cut-edge has a very low tolerance for any fault
at that cut-edge; therefore, networks are usually designed so that for any two disjoint
parts of the network there are at least two links connecting those parts. In graph
theoretic language, the underlying graph of such a network is called edge-biconnected;
a graph that has no cut-edges. If a maximal induced subgraph G0 of a graph G is
edge-biconnected, G0 is an edge-biconnected component of G. An edge connecting two
edge-biconnected components of a graph is called a bridge.
Example 2. In the graph G depicted in Figure 2.2 the subgraph G1 induced on ver-















Figure 2.1: a) A graph with a self-loop which is neither connected or simple b) A simple
connected graph G c) Blocks of G.











Figure 2.2: Edge-biconnected components of a graph.
composed of two blocks (one consisting of the vertices v1; v2, and v3 and the other con-
sisting of the vertices v3; v4; v5 and v6). The subgraph G2 induced on vertices v7; v8 and
v9 is also an edge-biconnected component. The edge (v6; v7) which connects the two
edge-biconnected components G1 and G2 is a bridge.
Observation 1. If G1 and G2 are two edge-biconnected components of a graph G, then
any path P connecting G1 and G2 goes through a unique bridge connected to G1.
In real communication networks, we usually have two type of nodes. One group of
nodes are those which operate as routers in the network. Each of these nodes is
usually connected to more than one other router in the network. Another type of node
is connected to just one node in the network and has to route any message through
that unique node. These are usually user terminals. Each router in the network may
be connected to zero or more such terminals. As we will see later, if we do not consider
terminals as parts of the network we may have dierent properties than the case in
which terminals are considered as parts of the network.
(a) (b)
Figure 2.3: a) A graph G b) G-star.
Denition 1. Given a graph G, a G-star graph is the graph G with zero or more
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leaves (nodes of degree 1 or terminals in a communication network) attached to each
of the nodes of G (see Figure 2.3).













specied by putting the vertex
(u; v) adjacent to the vertex (u0; v0) if and only if (1) u = u0 and the edge (v; v0) 2 E
H
,
or (2) v = v0 and the edge (u; u0) 2 E
G
.
Figure 2.4 depicts an example of a product graph.
Figure 2.4: An example of a product graph.
2.2 Routing schemes
As mentioned earlier, throughout this thesis we assume that the underlying graph of any
network is simple, connected, and does not have any self-loops. For any edge (u; v) 2 E
we will use both (u; v) and (v; u) in order to assign two unidirectional labels to the
edge (as we will see later in this chapter), but the graph is assumed to be undirected.
It is also reasonable to assume that the networks and their underlying graph are nite.
From now on, we will use a network and its underlying graph interchangeably, wherever
there is no ambiguity.
In a network with underlying graph G = (V;E), for any vertex x 2 V , we denote by
N(x) the set of vertices which are adjacent to x (the set of neighbors of x), that is
N(x) = fyjy 2 V and (x; y) 2 Eg. The number of vertices in this set is denoted by
deg(x). At each node of the network we can dene a routing function that determines
how to route messages at that node. In other words, if there is a message heading
towards a prespecied destination address, the function species through which of the
neighbors the message should be forwarded. A routing function for the whole network
is the union of routing functions at each node of the network. More precisely, a routing
function is dened as follows.
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: V ! (fxg [N(x))g
such that for any pair of vertices x; y 2 V there exists a sequence of vertices x =
x0; x1; :::; xk = y such that 8i; 0 6 i < k;Rxi(y) = xi+1 and Ry(y) = y.
Denition 4. An optimum routing function is a routing function which routes mes-
sages on shortest paths.
A routing scheme in general is a strategy which determines how to route messages
using a specied routing function in a network. It determines the information needed
to be stored at each node of the network and the preprocessing needed to generate
that information. The routing scheme also indicates what happens at each node when
it needs to route a message towards a specic destination.
The routing scheme and the routing function are two separate concepts. We may have
two dierent routing schemes which use the same routing function on a network and
therefore the paths a message traverses using each of these routing schemes are the
same. On the other hand, for a given routing scheme, we may be able to implement
dierent routing functions. For example, using a routing table at each node of a network
is a routing scheme. In this routing scheme the information needed to route messages,
or the routing function, is stored at each node of the network in the form of a table.
Therefore, we can have many dierent routing functions by assigning dierent routing
tables to the nodes of the network, although the routing scheme is the same.
2.2.1 Properties of routing schemes
When routing messages in a network, there are several properties which are desirable
e.g. correctness, simplicity, low delay at intermediate nodes, short routing paths, high
throughput and low memory requirements. In this thesis we consider routing schemes in
which any message eventually reaches its destination. In other words, we are interested
only in the routing schemes which route messages correctly.
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In any routing scheme, we assume that the delay at each intermediate node is pro-
portional to the running time of the algorithm which determines through which link a
message should be forwarded. When using a routing table, for example, the running
time of this algorithm is O(log n) using a simple binary search. Obviously, we are
interested in algorithms which are fast.
The routing scheme may also have dierent properties based on the characteristics of
the underlying network. For example, the cost of all links in the network can be the
same (uniform cost links) or may have dierent costs (weighted links). The cost of
the links may be xed, or may vary over time (dynamic cost links). A routing scheme
which works on a network with xed cost links is called static and a routing scheme
used on a network with dynamic cost links is called a dynamic routing scheme.
Some of the characteristics of a routing scheme is based on the properties of the routing
function which is implemented in that routing scheme. For example, a routing scheme
which implements an optimum routing function is called an optimum routing scheme.
In the next section we introduce some routing schemes which have an eÆcient memory
usage and study their properties.
2.3 Compact routing schemes
Each routing scheme consists of some preprocessed information which is stored in the
nodes of the network and an algorithm which determines how to use this information
to route the messages in the network. There is a trade-o between the complexity of
the algorithm and the amount of space needed to store the preprocessed information.
At one extreme, we can have a routing scheme which implements a very simple algo-
rithm but requires a lot of space. For example, we can have a routing table at each
node of the network and an algorithm which nds an entry of the routing table which
corresponds to a specied destination address and forwards the message to the node
mentioned in that entry of the routing table. This scheme uses a simple algorithm and,
assuming that we are given the routing function, it does not require a lot of prepro-
cessing. This method requires (n) space at each node of the network, which is not
feasible for large networks of computers.
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At the other extreme, for some graphs like grids and hypercubes we can have an
algorithmwhich computes the routing path by using the address of the current node and
the destination address. Ideally, for general networks, we would like to have algorithms
which are simple and which use a small amount of space to store the preprocessed
information [TvL95, FGS93, NO99, Fre96]. Such routing schemes are called compact
routing schemes and have been studied extensively [FJ86, FJ88, FJ89, Cow99, KK96].
One example of such a routing scheme is a prex routing scheme [TvL95]. In this
scheme, we label each node of the network with a string, over some alphabet , which
serves as a name. We also label each link at a node with a unique string, possibly by
, the empty string. When a message arrives at a node u it is forwarded through the
link e such that the label of e is the maximum length prex of the destination address.
For example, if the destination address is abs and the link labels available are ; a; ab















Figure 2.5: An example of prex routing.
Example 3. Figure 2.5 illustrates an example of prex routing. In this example  =
f0; 1g. The label of each node and each outgoing link at each node is shown in the
gure. If there is a message at the node labeled 00 with destination address 11, it is
forwarded through e1, which is labeled by 1, since it is the link leaving 00 with the
maximum length prex of 11. From node 10 the message is then forwarded through the
link e2.
Clearly, each link must be properly labeled so that for any pair of nodes s and t the
message originating from s eventually reaches t. Bakker et al. have shown the feasibility
of such a scheme in a dynamically growing network; a network which results from a
single node by adding new nodes and inserting new links. In this result, the adaption
cost is the time needed to change the labels of nodes and links after each insertion.
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Theorem 1. [BvLT93] There is a prex routing scheme for any dynamically growing
network. Insertions of the links and nodes require an adaption cost of O(1).
It has been proved that trees, rings of size less than four, complete graphs, complete
bipartite graphs, hypercubes and d-dimensional grids have optimum prex routing
schemes [BvLT93]. Unfortunately, the complete class of networks which have optimum
prex routing schemes has not yet been characterized.
Another example of a compact routing scheme is the boolean routing scheme which
was originally introduced by Flammini et al. [FGS93]. In this method, destinations
in the network are grouped together to share the same link at a node if they satisfy a
certain boolean predicate on their name labels. Each node of the network is assigned
a string of bits, and boolean predicates are assigned to the links based on the labels











Figure 2.6: An example of boolean routing.
Example 4. Figure 2.6 shows an example of a boolean routing scheme, where 0 is the
predicate bit1(v) = 0, 1 is the predicate bit2(v) = 1, and so on. Here, biti(v) denotes
the ith bit of v counting from left to right. If a destination label satises more than one
predicate, any satised predicate can be used to forward the message.
It has been shown that with no more than (2 log n)-bit strings as labels of the nodes,
one can design predicates such that there are optimum boolean routing schemes for
rings, trees, hypercubes, d-dimensional grids, complete graphs and complete bipartite
graphs [FGS93].
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In the following section we will continue the study of the trade-o between the amount
of information needed at each node of the network and the complexity of the routing
algorithm. We will introduce another compact routing scheme and investigate its
properties.
2.4 Interval routing scheme
If the labels of the nodes in a network are integers, a natural method for encoding
the routing information at each node of the network is to use intervals as groups of
destination addresses. This method, which is known as Interval Routing Scheme (IRS),
is a well-known compact routing scheme and was originally introduced by Khatib and
Santoro [SK85]. It has been implemented in the C104 Router Chip which is used in
the INMOS T9000 Transputer design [INM91, WMT93].
Denition 5. An interval I = [a; b] of f1; 2; :::; ng, where a; b 2 f1; 2; :::; ng, is the set
of integers i such that:
8<
:
a 6 i 6 b if a 6 b (linear interval); or
a 6 i 6 n or 1 6 i 6 b if a > b (cyclic interval)
Denition 6. [SK85, FG98] We let G = (V;E) be a graph, such that jV j = n. An
interval routing function on G is a routing function R = fR
x
jx 2 V g on G dened by:
i) a one-to-one function L : V ! f1; 2; :::; ng which labels the vertices of G;
ii) a set of intervals I = fI
x;e




e=(x;y)Ix;e) [ fL(x)g = f1; 2; :::; ng;
 Disjunction property:







(y) = z , L(y) 2 I
x;e
, where e = (x; z).
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We denote an interval routing function with a pair (L;I) that satises the conditions
of Denition 6. A routing scheme which uses an interval routing function is called an
Interval Routing Scheme or an IRS for short. In this routing scheme when a node v
has a message with destination address dest, if dest is not the same as the label of v
the message is forwarded through the link e whose label contains dest. If dest equals



















Figure 2.7: An example of interval routing.
Example 5. In the network depicted in Figure 2.7 if there is a message originating
from node B which is labeled by 2 and with destination address 4, since the label of the
destination is in the interval [3::4] the message will rst be forwarded to node C. At
node C, since 4 belongs to the interval [4; 1] the message is forwarded to node D, which
is the destination address, and routing is completed.
An IRS requires (deg(v) log n) space at a node v, where n is the number of nodes
in the network (2  log n bits for each of the deg(v) intervals). This is more eÆcient
memory allocation than required by explicit routing methods e.g. using routing tables.
2.5 Variants of IRS
When studying characteristics of IRS, a natural question is: can we slightly change
IRS to improve various properties, e.g. the length of the routing paths? There are also
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cases in which due to a practical restriction we need to restrict the denition of IRS.
If we are able to nd a scheme of type R on a specic network, the network is said to
support R, have R, or belong to the class of networks supporting R.
2.5.1 Linear, strict and optimum schemes
In designing very small and fast routing chips, testing whether an integer is in a linear
(not cyclic) interval is much easier than the same test for cyclic intervals. Therefore,
it might be interesting to consider an IRS in which the intervals assigned to the links
of the network are linear. This variation of IRS is called a Linear IRS or LIRS. The
IRS illustrated in Figure 2.7 is not an LIRS since some edges have cyclic intervals, e.g
the interval assigned to the link (C;D) is [4; 1], which is cyclic.
A Strict IRS or SIRS is an IRS in which the label assigned to a link l at a node v does
not contain the label of v. For example, the IRS illustrated in Figure 2.7 is strict.
Like any other routing scheme, an IRS is said to be an optimum IRS if it routes
messages on shortest paths.
2.5.2 Multi-label schemes
One way to make schemes more exible and the routing more eÆcient is to assign more
than one label to each link of the network. Instead of assigning just one interval to each
outgoing link we may assign k intervals to each link. This scheme is known as k-IRS.
Obviously, the scheme introduced in Denition 6 is a 1-IRS. Since we can replace each
cyclic interval with at most two linear intervals, any network which supports a cyclic
IRS has a 2-LIRS. Bakker, Leeuwen and Tan have proved that the class of graphs
supporting LIRS with k (k > 1) intervals assigned to each link is a strict subset of the
class of graphs supporting LIRS with k + 1 intervals at each link [vLT87, BvLT91].
Clearly, the amount of information needed in a multi-label IRS is more than that of a
regular IRS. The following theorem states this fact more precisely.
Theorem 2. [Gav00] Every k-interval scheme on an n-node graph can be imple-




) + (K   d) log d + O(log n) bits, which
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is in O(dk log(n=k)) bits, where K is the total number of intervals for the node x, and
d the number of links incident to x that have non-empty labels.
This theorem implies that every 1-interval scheme can be encoded with n + O(log n)
bits per node. It has been shown that for specic graphs we can reduce the number of
bits needed to route messages.
Theorem 3. [Gav00] Every n-node tree has a 1-SIRS which can be implemented with
O(
p
n) bits in each node.
2.5.3 Multi-dimensional schemes
A very interesting extension of an IRS is a Multi-dimensional Interval Routing Scheme
(MIRS) in which we assign multi-dimensional labels to the nodes and multi-dimensional
interval labels to the links of the network. This scheme was originally proposed by
Flammini et al. [FGNT98]. Before giving the formal denition of a MIRS let us dene
a multi-dimensional interval.
Denition 7. A d-dimensional interval I = [a1::b1; a2::b2; :::; ad::bd] (ai; bi 2 1; 2; :::; n
for 1 6 i 6 d) is the set of all d-ary tuples, p = (p1; p2; :::; pd), such that ai 6 pi 6 bi,
for every i, 1 6 i 6 d.
Denition 8. A d-dimensional interval routing scheme in an n-node network is an
IRS in which the labels assigned to the links are d-ary tuples of the form (p1; p2; :::; pd),
1 6 p
i
6 n, for 1 6 i 6 d. The labels assigned to links (at each node) are also d-
dimensional intervals. If k intervals are assigned to each link of the network (at each
node) we have a hk; di-MIRS.
By this denition, a 1-IRS is the same as a h1; 1i-MIRS. Any d-dimensional label asso-
ciated with a node of a network denotes a point in d-dimensional Cartesian space with
integer coordinates. We will use this point and the label interchangeably throughout
this thesis.
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If we omit the disjunction property from the denition of an IRS, we are able to
represent more than one (and maybe all) shortest paths between any pair of nodes
with an MIRS, which is called a multi-path MIRS. A multi-path MIRS is useful for
fault-tolerance and traÆc distribution in a network. Ruzicka and Stefankovic have
studied the trade-o between the congestion and the space complexity of a multi-path
MIRS [RS00].
It is easy to verify that the amount of space needed at each node of the network in a d-
dimensional MIRS is d times the amount of space needed in a 1-dimensional IRS. Since
usually d is much smaller than n, the number of nodes in the network, this amount
of space is still considered eÆcient compared to explicit routing schemes (e.g. routing
tables). In Chapter 3 we will show that by increasing d the class of networks which
support various multi-dimensional schemes is strictly expanded.
2.5.4 Dynamic versus static schemes
If the costs of the links are xed over time we have an IRS with static cost links. In
real communication networks, the cost of the link may vary over time due to dierent
reasons such as congestion in the network and overloaded links. Hence, it is natural
to assume that the costs of the links may vary over time but the labels of the nodes
are xed. Like any other routing scheme, an IRS dened on such a network is said to
be an IRS with dynamic cost links. After each change in the costs of links we may or
may not be allowed to recompute the labels of the links. When the costs of the links
changes in the network, we can assume either that the labels of nodes remain the same
(static node names) or that nodes can be relabeled (dynamic node names).
2.5.5 Hybrid schemes
Any set of properties mentioned above can be combined into an IRS to form a hybrid
IRS. For example, we may have a multi-label, multi-dimensional and linear IRS with
dynamic cost links which is denoted by hk; di-MLIRS with dynamic cost links; here, k
is the number of intervals at each link and d is the number of dimensions.
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2.6 Evaluation of schemes
Considering a specic routing scheme, R, there are two important problems which
solving them determines if R is a suitable routing scheme for a given network or not.
The rst problem is determining the class of networks which support R. This problem
is known as the characterization problem. Naturally, if a type of scheme is supported
by a large class of networks, it might be quite useful.
The second problem arises after nding out the class of networks which support R.
Assuming that a given network belongs to the class of networks supporting R, the
important problem is guring out how well the messages are routed by R. We may
have dierent measures such as the length of the routing paths, the congestion of the
network (which is proportional to the number of messages which are routed through
each link), the delay of each message, and so on. This is known as the quality of routing
problem.
In this section we briey review some of the known results related to these problems.
2.6.1 Characterization Problem
The rst important question in studying a scheme is: which class of networks support
this routing scheme? Santoro and Khatib have shown that every acyclic digraph has
a 1-SIRS [SK85]. For specic cases we have much better results. For example, it has
been shown that every graph which is a tree or a ring has an optimum 1-IRS [SK85].
For general graphs, van Leeuwen and Tan have proved the following theorem.
Theorem 4. [vLT87] All graphs support 1-SIRS and hence 1-IRS.
Proof. For a given graph G, we let T be a spanning tree of G, rooted at an arbitrary
node r. We let L be a depth rst labeling from the root, where L(r) = 1 is the smallest
label.
For each vertex u of T we let M
u
be the maximum value of L(v) for all the vertices
v that belong to the subtree of T which is rooted at u. Any edge of G which is not
in T is assigned an empty interval in both directions. For an edge e = (u; v) in T ,
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assuming that u is the parent of v, we assign the label [L(v);M
v
] to e at node u. We
assign the interval ]M
v
+ 1;L(v)[ to the edge e at node v. It is a trivial task to verify
the correctness of this SIRS. 
Any path constructed by the routing function dened as in the proof of Theorem 4 is
embedded in a tree. Therefore, the length of any routing path is at most two times
the depth of the tree. If we choose T as a spanning tree of G which consists of the
shortest paths from the root to all other nodes in the network, it is easy to verify that
the length of the longest routing path is less than two times the diameter of the graph
G. This is not a shortest path between a pair of source and destination nodes, unless
G is a tree.
It is usually desirable to have an IRS which uses all links of the network. This may
reduce congestion in the links. It has been proved that every graph has a 1-SIRS such
that all links have non-empty labels [vLT87].
Ruzicka has showed that not every network has an optimum IRS [Ruz88]). On the
bright side, we know some specic classes of networks support optimum schemes. For
example, it has been shown that any graph which is a path, 2D-grid, or a complete
graph supports an optimum 1-SLIRS. Any graph which is a 2D-grid with column-wrap-
around, or a complete bipartite graph belongs to the class of networks supporting an
optimum 1-SIRS [vLT87].
Figure 2.8: The Y -graph.
As mentioned before, an LIRS is a scheme which does not have any cyclic intervals.
The following classes of graphs are known to support an optimum LIRS: complete
graphs, hypercubes, n-dimensional grids, rings of size at most four, n-dimensional tori
n
i=1di with di 6 4 for each i, trees which do not contain the Y -graph (Figure 2.8) as
a subgraph [BvLT91], complete r-partite graphs K
n1;n2 ;:::;nr




i=1Gi if the graph Gi has an optimum LIRS for each i [KKR94], unit interval
graphs [FG98].
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(a) (b)
KernelElectrons
Figure 2.9: a) A lithium graph b) A weak lithium graph
Denition 9. [FG94] A lithium graph is a connected graph with four connected sub-
graphs E1; E2; E3 and K such that
(i) each component E
i
, i = 1; 2; 3 has at least 2 vertices;




for i; j = 1; 2; 3 and i 6= j;
(iii) each component E
i
, i = 1; 2; 3 is connected with K by exactly one bridge.
Fraigniaud and Gavoille have completely characterized the class of networks which
support an LIRS.
Theorem 5. [FG94] A graph G supports an LIRS if and only if it is not a lithium
graph.
We can verify that an interval graph cannot be a lithium graph. Therefore, based on
the previous theorem, every interval graph supports an LIRS. The class of networks
supporting an SLIRS has also been characterized by Fraigniaud and Gavoille.
Denition 10. [FG94] A weak lithium graph is a graph with at least three bridges
that connect a connected component (the kernel) with three other distinct connected
components (the electrons).
In contrast to a lithium graph, in a weak lithium graph the cardinality of the electrons
does not matter.
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Theorem 6. [FG94] A graph G supports an SLIRS if and only if G is not a weak
lithium graph.
It is easy to show that if G and H are two graphs each with at least 2 vertices, then the
graph G H cannot be a weak lithium graph. Therefore, G H supports an SLIRS.
In Chapter 3 we generalize Theorem 5 to multi-dimensional schemes. We dene k-
windmill graphs as a generalization of lithium graphs (where a lithium graph is a
3-windmill graph) and show that a similar result holds for higher dimensions. More
precisely, a graph supports a h1; di-MLIRS if and only if it is not a (2d + 1)-windmill
graph. We also generalize the denition of weak lithium graphs to weak windmill
graphs and show that a graph supports a h1; di-MSLIRS if and only if it is not a weak
(2d+1)-windmill graph. The only characterization results for MIRS which were already
known are for specic regular graphs.
Theorem 7. [FGNT98] Any graph which is a d-grid, d-tori or a d-hypercube has an
optimum h1; di-MSIRS.
Fredrickson and Janardan have proved that a graph G with dynamic cost links has an
optimum SIRS if and only if G is an outer-planar graph [FJ86]. Tan and van Leeuwen
have shown that a graph G with dynamic cost links supports an optimum IRS if and
only if G is an outer-planar graph or a K4 [TvL95]. They also show that a graph G
with dynamic cost links has an optimum SIRS with dynamic node names if and only
if its biconnected components are either outer-planar or K4. Bakker et al. have shown
that a graph with dynamic cost links and dynamic node names has an optimum SLIRS
if and only if it is a line or a ring of size three or four [TvL95].
In a very restricted scheme we assume that the costs of the links are dynamic, but the
edge labels must be the same for any set of link costs.
Denition 11. [BvLT91] A segment is either a C3-star graph with leaves attached to
only two of the cycle nodes or a C2-star graph (Figure 2.10). The two nodes of the
segment with leaves attached to them are called the head and the tail of the segment
respectively.




Figure 2.10: a) C3-star graph b) C2-star graph.
Denition 12. [BvLT91] A centipede is either a segment or a centipede joined with
a segment. By joining we mean that the head of the centipede is identied with the tail
of the segment that is \attached" to it i.e. all the neighbors of these two nodes now
become neighbors of the one new node. The head of the joined segment becomes the
head of the new centipede (Figure 2.11).
head tail
Figure 2.11: A centipede graph.
Bakker et al. have also shown that a graph with dynamic cost links and xed link
labels has an optimum LIRS if and only if it is a centipede [BvLT91]. They also have
proved that a graph with dynamic cost links and dynamic node names has an optimum
LIRS if and only if it is a centipede, a K3-star or a K4-star.
In Chapter 3 we also consider the problem of characterizing the class of networks which
support an optimum h1; di-MSLIRS. We give a complete characterization of this class
of networks there and show that by increasing the number of dimensions, d, the class
of networks which support this scheme is also strictly expanded.
2.6.2 Quality of routing
The main quantity used to measure the quality of a routing scheme in this thesis is
the length of the routing paths. We usually consider the length of the longest routing
paths in the network, since it is a critical value for many applications.
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Denition 13. [Gav00] Let R be an IRS on a graph G. The dilation of R, denoted by
dilation(R), is the length of the longest routing path which a message traverses. The
k-dilation of G, denoted by k-dilation(G), is the minimum over all the k-IRS R on G,
of the dilation of R.
For 1-IRS, Tse and Lau has shown that for every even D, there is a graph G of
diameter D and girth 2D such that 1-dilation(G) > 2D   3 [TL97b]. Therefore, the
1-IRS proposed in the proof of Theorem 4 is close to the optimal. Unfortunately,
no upper bound is known for this value for LIRS. Eilam et al. have proved that for
every xed D, there exists a graph G of diameter at least D such that every 1-LIRS
has a dilation at least D2=16. Moreover, G is planar and of maximum degree four
[EMZ96, EMZ99].
Clearly, if we allow more than one interval at each edge, it is possible to decrease the
dilation. Tse and Lau have proved a series of lower bounds for dierent numbers of
intervals at each link. They have shown that there is a graph G with diameter D such
that for any 2-IRS the longest routing path is at least 5D=4 1 [TL95]. More generally,




longest routing path is not shorter than 2k+1
2k
D   1 and for k = 
( 3pn); :::;
(pn), the
longest routing path is not shorter than 6k+1
6k
D   1. Kralovic et al. have proved an
upper bound and shown that for every n-node graph G of diameter D, there exists a
k 6 d
p
n lnne+ 1 such that k-dilation(G) 6 d3D=2e [KRS00].
In Chapter 4 we investigate the quality of routing in MIRS. Similar to the characteri-
zation problem, the only previously known results in this case were for regular graphs
or for the 1-dimensional case. We show that for any integer values k and d, there is a
graph G which for any hk; di-MLIRS the length of the longest routing path is at least
3
2
D, where D is the diameter of the graph G. This bound is better than the 5
4
D   1
lower bound of Tse and Lau, even though they just consider the 1-dimensional case
and here we consider the d-dimensional case. We also prove a lower bound of 
(D2=d)
for h1; di-MIRS and an upper bound for interval graphs.
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2.7 Interval routing and hypergraph drawing
A hypergraph can be viewed as a generalization of classical notion of a graph in which
each hyperedge represents a relationship between two or more vertices. In other words,
a hypergraph is an ordered pair (V;E), where V = fv1; v2; :::; vng is a set of vertices
and E = fe1; e2; :::; emg is a set of hyperedges, where each hyperedge ei, 1 6 i 6 m,
is a subset of V . We usually assume that each hyperedge has at least two vertices.
Figure 2.12 represents a possible graphical representation of a hypergraph in which













Figure 2.12: A hypergraph H with 9 vertices and 4 hyperedges.
The problem of drawing graphs in the plane and in spaces with higher dimensions has
been studied for several years. In Chapter 5 we will introduce a specic drawing for
hypergraphs which we call a box representation of hypergraphs. We will show a strong
relationship between the problem of nding a box representation for a hypergraph and
the problem of nding a certain type of MIRS for graphs. We also prove a tight bound
on the number of dimensions of the space needed to draw a hypergraph, based on the
results we have for MIRS.
Chapter 3
Characterization results
When studying the characteristics of a scheme R one of the main problems is charac-
terizing the class of networks which support R. The solution to this problem is used to
determine if R can be used to route messages in a given network. The class of networks
supporting IRS have been characterized [SK85]. The class of networks which support
an LIRS or a SLIRS, which excludes a large class of networks, have been characterized
by Fraigniaud and Gavoille [FG94]. Fraigniaud and Gavoille dene a class of graphs
called lithium graphs (Section 2.6.1) and show that a network supports an LIRS if and
only if its underlying graph is not a lithium graph. They also dene a class of networks
called weak lithium graphs and show that a network supports an SLIRS if and only if
its underlying graph is not a weak lithium graph.
The only known classes of networks which support dierent types of multi-dimensional
schemes are specic interconnection networks such as rings, grids, tori, hypercubes
and chordal rings [FGNT98]. In this chapter we investigate the problem of charac-
terizing classes of networks which support MIRS. We give a complete characterization
of the class of networks supporting h1; di-MLIRS (Section 3.1) and h1; di-MSLIRS
(Section 3.2). We also consider networks with dynamic cost link and completely char-
acterize the class of networks which support an optimum h1; di-MSLIRS with dynamic
cost links(Section 3.3).
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3.1 Characterization of networks supporting h1; di-
MLIRS
In order to give a complete characterization for the class of networks which support an
h1; di-MLIRS we start with examples of graphs which do not support h1; di-MLIRS.
Then, using the idea behind these examples, we introduce a class of graphs which do
not supporth1; di-MLIRS. Finally, we show that for any graph that is not in this class,
one can always construct a h1; di-MLIRS.
Bakker et al. [BvLT91] have shown that the graph shown in Figure 3.1 (a) (known
as the Y graph) does not have an LIRS (which is a h1; 1i-MLIRS). Here, we prove a
similar result in the d-dimensional case. First, let us start by generalizing the denition













Figure 3.1: (a) The Y graph (b) The Y5 graph (c) A 5-windmill graph.
Denition 14. The Y
k
graph is a graph having 2k+1 vertices u1; u2; :::; uk, v1; v2; :::; vk




, for every i, 1 6 i 6 k, and another edge
connecting each v
i





the ith wing of the graph.
The Y graph of Figure 3.1 (a) is a Y3 graph by our new denition. To prove that the
Y3 graph does not have an LIRS let us assume it has an LIRS and the vertices of the
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graph are assigned integer labels taken from f1; 2; :::; 7g. Since we have three wings,
there is a wing, say the ith wing, which does not contain 1 or 7 (the minimum or the
maximum label). Now, the interval assigned to the edge (v
i
; z) at v
i
must contain both
1 and 7. Therefore, this interval contains the label of u
i
which is not possible.
We can prove a similar result for d-dimensional LIRS and for the Y2d+1 graph. In fact,
we can immediately observe that if each wing of the Y2d+1 graph had more than just
two vertices, as long as those vertices where not directly connected to the vertex z or
to the vertices in other wings, the graph cannot support a d-dimensional MLIRS. In
order to prove this more general statement, we dene a k-windmill graph as follows.
Denition 15. A k-windmill graph is a connected graph with k + 1 connected com-
ponents A1; A2; :::; Ak (arms of the k-windmill graph) and R (center of the k-windmill
graph) such that:
(i) each component A
i
; 1 6 i 6 k, has at least two vertices;




for 1 6 i; j 6 k and i 6= j; and
(iii) each component A
i
; 1 6 i 6 k, is connected with R by exactly one bridge.
Figure 3.1 (c) illustrates a 5-windmill graph. Obviously, by this denition, a Y
k
graph
is also a k-windmill graph. Also, as Figure 3.1 (c) indicates, a k-windmill graph is an
i-windmill graph for any i, 1 6 i 6 k  1. This can easily be shown by expanding R to
include A
i+1; :::; Ak.
Lemma 1. Any (2d + 1)-windmill graph does not support a h1; di-MLIRS.
Before giving the proof of this lemma, let us start with a new denition which will
be used in the proof and in other sections. Let us consider a set of points P in d-
dimensional space. If for any dimension i, 1 6 i 6 d, the ith coordinate of a point b
in P is less than or equal to the ith coordinate of every other point in P , b is called
a minimum point for the ith dimension. A maximum point is dened similarly. A
boundary set B of P is a minimal set of points in P containing a minimum and a
maximum point for each dimension i; 1 6 i 6 d, where one point can be both the
minimum and the maximum point for the same or dierent dimensions.
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Example 6. Figure 3.2 illustrates an example of a boundary set in 2-dimensional
space. Here, P = f1; : : : ; 7g and f1; 5; 7g is a boundary set of P . The set f2; 5; 7g is
also a boundary set of P . We note that point 7 is the maximum point for one dimension








Figure 3.2: An example of a boundary set in 2-dimensional space.
For any set of points in d-dimensional space, the number of points in any boundary
set is at most 2d. It is easy to show that if an interval contains the points in the
boundary set B of a set of points P , it contains all points in P . Now we can easily
prove Lemma 1.
Proof. (Lemma 1) Let us assume, by way of contradiction, that there is a h1; di-
MLIRS for a given (2d + 1)-windmill graph (d > 1) and consider the boundary set B
of the vertices of the graph. We have at most 2d vertices in the boundary set B. Since
a (2d+1)-windmill graph has 2d+1 arms, there is an arm, say the jth arm, that does
not contain any vertex in the boundary set B. Every d-dimensional interval containing
all of the vertices in B contains all vertices of the (2d + 1)-windmill graph as well.
Thus, the interval assigned to the bridge connecting the jth arm to the center of the
(2d+ 1)-windmill graph, say (u; v) (u is in the jth arm and v is a vertex in the center
of the graph) contains all vertices in the (2d + 1)-windmill graph. The jth wing has
at least another vertex other than u, say u0. Thus, the interval assigned to the edge
(u; v) includes u0. Obviously, there is no path going through (u; v) to reach u0, which
is a contradiction. 
Lemma 1 introduces a class of graphs which do not support h1; di-MLIRS. In other
words, it states a necessary condition for a graph to support a h1; di-MLIRS. In the
following sections we will show that this is also a suÆcient condition.
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Fraigniaud and Gavoille have proved that a graph supports LIRS if and only if it is
not a lithium graph [FG94] (which is exactly the 3-windmill graph). We will use this
result as the basis for an inductive construction of a h1; di-MLIRS for a given graph





Figure 3.3: The dashed curves indicate edge-biconnected components in this gure.
The edge-biconnected components G1; G2; :::; G4 form a chain. The edge-biconnected
components G1; G2 and G3 form a perfect chain.
Denition 16. In a graph G, a chain of edge-biconnected components, or a chain
for short, is a set of edge-biconnected components of G with a special ordering of these
edge-biconnected components, say G1; G2; :::; Gk, such that for each i; 1 6 i 6 k   1,
there is a bridge connecting G
i
to G
i+1. A chain is said to be perfect if:
(i) G1 is connected to exactly one bridge in G.
(ii) Each edge-biconnected component G
i
, 2 6 i 6 k is connected to exactly two bridges
in G.
(iii) If G0 is the edge-biconnected component in the graph G which is connected to G
k
and G0 6= G
k 1, then G
0 is connected to at least three bridges.
We call G1 the head and Gk the tail of the chain. Trivially if k = 1 then G1 is both
the head and the tail of the chain.
3.1.1 Properties of chains and k-windmill graphs
In this section we review properties of chains and k-windmill graphs. The rst obser-
vation follows directly from the denition of a chain.
CHAPTER 3. CHARACTERIZATION RESULTS 30
Observation 2. A perfect chain in a graph G is a proper induced subgraph of G, and
the tail of a perfect chain (which is an edge-biconnected component) is connected to the
rest of the graph by a bridge.
The edge-biconnected components G1; G2; :::; G4 in the graph depicted in Figure 3.3
and the bridges connecting them form a chain. G1 and G4 are the head and the tail
of this chain, respectively. In this graph, if we consider the subgraph containing the
edge-biconnected components G1; G2 and G3 and the bridges connecting them, then
we have a perfect chain. The head of this perfect chain is G1 and the tail is G3. As
mentioned in Observation 2, G3 (which is the tail of the perfect chain) is connected to
G4 by a bridge and G4 is connected to more than two bridges. Since, G3 is connected




Figure 3.4: Edge-biconnected components in a 3-windmill graph.
Lemma 2. If a graph G is a k-windmill graph for k > 3, then it is not a chain.
Proof. We consider each edge-biconnected component of G as a super-node. Clearly,
the resulting graph is a tree. Since G is a k-windmill graph (k > 3), there is a node v
in this tree such that the degree of v is at least 3 (the super-node G
r
in Figure 3.4).
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In any chain, each edge-biconnected component is connected to at most two other
edge-biconnected components. Therefore, G is not a chain. 
Lemma 3. Any non-trivial (having at least one vertex) graph G which is not a chain
contains a perfect chain as a proper induced subgraph.
Proof. SinceG is not a chain and is non-trivial, it has more than one edge-biconnected
component. It also has an edge-biconnected component which is connected to exactly
one bridge (otherwise the edge-biconnected components would form a cycle and this
would force the bridges connecting edge-biconnected components to be contained in
a cycle, a contradiction to the denition of a bridge). We denote this component by
G1, which is a chain consisting of one edge-biconnected component. Let us denote this
chain by C1. G1 is both the head and the tail of C1. In the ith iteration, we expand Ci
by adding to it a new edge-biconnected component. If G
i





6= G (G is not a chain) and G is connected, G
i
is connected to an edge-biconnected
component, say G
i+1, which is not in Ci. If Gi+1 is connected to more than two bridges,
then C
i
is a perfect chain and is a proper induced subgraph of G. This completes the
proof. Otherwise, we expand C
i
to C




i+1. The tail of the new chain Ci+1 is now Gi+1. If we repeat this step, the
algorithm will eventually terminate since G is nite and not a chain. 
For example, in the graph depicted in Figure 3.3 we start with the edge-biconnected
component G1, which is connected to exactly one bridge (C1 = G1). G1 is connected
to the edge-biconnected component G2 which has exactly two bridges, so we let C2 be
the chain consisting of G1 and G2. Similarly, we add G3 to C2 to obtain C3. Now, G3
is connected to the edge-biconnected component G4, which is connected to more than
two bridges. This terminates our algorithm and the chain C3, which is the subgraph
consisting of G1; G2 and G3 and the bridges connecting them, is a perfect chain.
In constructing a h1; di-MLIRS, we will use this lemma in the induction step to reduce
the size of the graph. This reduction has a very nice property that is the heart of the
main proof, which is stated in the following lemma.
Lemma 4. If a graph G is not a chain and is not a k-windmill graph (k > 3), we
can remove any perfect chain from G and the resulting graph is not a (k  1)-windmill
graph.












Figure 3.5: C and D will become arms in the k-windmill graph.
Proof. Since G is not a chain, by Lemma 3, there is a perfect chain C which is a
proper induced subgraph of G. We let G0 denote the graph G C. We assume, to the
contrary, that G0 is a (k   1)-windmill graph. By the denition of a (k   1)-windmill
graph, G0 has k disjoint sets of vertices A1; A2; :::; Ak 1 and R. Since C is a perfect
chain, by Observation 2 its tail is connected to G0 by a bridge. C cannot be connected
to R, otherwise G would be a k-windmill graph. Let us assume that C is connected to
an edge-biconnected component, B, which is in the arm A
i
for some i, 1 6 i 6 k   1
(Figure 3.5).
By part (iii) of the denition of a perfect chain, the edge-biconnected component B is
connected to at least three bridges, one connectingB to C and at least two other bridges
connecting B to some other edge-biconnected components in G0. By Observation 1 all
the paths connecting B and R go through one of the bridges connected to B, say e. We
let D be the edge-biconnected component which is connected to B and is not connected
to e.
Now, we expand R to contain B and all the edge-biconnected components in the arm
A
i
except D (and any edge-biconnected component which is attached to D). Since G
is a (k 1)-windmill graph it has k 2 arms other than A
i
. We can also consider C and
D as two new arms. Hence, G has k arms and is a k-windmill graph, a contradiction.

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3.1.2 Assigning Labels
In this section we will prove one of the main results of this chapter. First, we need to
show how to convert a d-dimensional IRS into a (d + 1)-dimensional IRS.
If a graphG supports a h1; di-MLIRS (h1; di-MSLIRS), we can convert the d-dimensional
scheme to a (d + 1)-dimensional one by adding a new coordinate to the labels of ver-
tices. The label of this coordinate is set to zero for all vertices. We also set the newly
added coordinate of each interval to be [0::0]. It is a trivial task to verify that this IRS
routes the messages exactly like the d-dimensional IRS. In other words, we can expand
a d-dimensional IRS to a (d+ 1)-dimensional IRS.
Lemma 5. If a graph G supports a h1; di-MLIRS (h1; di-MSLIRS) it also supports a
h1; d + 1i-MLIRS (h1; d + 1i-MSLIRS).
Now, we have all the tools we need to prove the main theorem of this section.
Theorem 8. A graph G has a h1; di-MLIRS if and only if it is not a (2d+1)-windmill
graph.
Proof. First, we show that if a graph is not in the class of (2d+ 1)-windmill graphs,
then it has a h1; di-MLIRS. We use induction on d, the number of dimensions. Fraig-
niaud and Gavoille [FG94] have proved that if a graph G is not a lithium graph, which
is exactly a 3-windmill graph, then there is a 1-LIRS for G (a h1; 1i-MLIRS). This is
the basis of our induction.
Let us suppose that for any i 6 d   1, if a graph is not a (2i + 1)-windmill graph, it
has a h1; ii-MLIRS. Now, we want to show that if a graph G is not a (2d+1)-windmill
graph, d > 1, then it has a h1; di-MLIRS. We rst show how to label the vertices of G.
Then, we describe how we can update intervals in each step of the induction. Finally,
we prove the correctness of this vertex and link labeling.
Labeling vertices:
Although G is not a (2d+1)-windmill graph it can be a (2d  1)-windmill graph. If G
is not a (2d 1)-windmill graph, by the induction hypothesis it has a h1; d 1i-MLIRS
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and by Lemma 5, G also has a h1; di-MLIRS, completing the proof. Hence, we can
assume that G is a (2d  1)-windmill graph and by recalling Lemma 2, we can assume
that G is not a chain. Therefore, by Lemma 3, G has a perfect chain, say C1, as a
proper induced subgraph. Since G is not a (2d + 1)-windmill graph and d > 1, by
applying Lemma 4 we can remove C1 and the resulting graph will not be a 2d-windmill
graph. Since 2d > 3, we can repeat these steps and remove another perfect chain, C2,
so that the resulting graph, G0, is not a (2d   1)-windmill graph.
By the induction hypothesis, G0 has a h1; d 1i-MLIRS. We need to expand this labeling













Figure 3.6: Expanding the labels of vertices in G0 to labels for vertices in G.
C1 and C2 are chains and therefore, by Lemma 2, they are not 3-windmill graphs.
Thus, by the induction hypothesis, there is a h1; 1i-MLIRS for each of them. In fact,
Fraigniaud and Gavoille have proved that if a given graph is not a 3-windmill (lithium)
graph, we can specify a vertex and nd a labeling for the vertices such that the label
of the specied vertex is 1 [FG94]. We nd such a h1; 1i-MLIRS for C1 (C2) such that
the label for the vertex in C1 (C2) joining C1 (C2) to the rest of the graph G, say u1
(u2), is 1 (Figure 3.6).
To construct the new labeling for G, each vertex in G0 is assigned a d-dimensional
label in which the rst d   1 coordinates are the same as the labels in the linear
h1; d  1i-MIRS corresponding to G0 and the dth coordinate is 0. Figure 3.6 illustrates
an example in which d = 3. The third coordinates of the labels assigned to the vertices
of G0 are all 0, so G0 lies in the plane passing through the rst and the second axes.
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For now, we assume that the labels assigned to the vertices can have any integer values
(including 0 and negative integers) as their dth coordinates. We can later shift all the
labels such that the dth coordinates of all labels becomes positive.
Let (v1; u1) and (v2; u2) respectively denote the bridges connecting G
0 to C1 and C2 and
let v1 and v2 be vertices of G
0. We will set the rst d  1 coordinates of each vertex in
C1 to be equal to the rst d  1 coordinates of v1. The dth coordinates of vertex labels
in C1 are the labels assigned to vertices in the previously mentioned h1; 1i-MLIRS. In
Figure 3.6 the vertices in C1 all lie on the line passing through v1 and parallel to the
dth axis.
For the vertices in C2, we will similarly set the rst d  1 coordinates of each vertex to
be equal to the rst d  1 coordinates of v. If the label of a vertex v in the previously
mentioned h1; 1i-MLIRS is l(v), we assign  l(v) as the dth coordinates of the new
labeling (Figure 3.6). Now as mentioned before, we can shift the dth coordinate of all
the labels such that the dth coordinate of the vertex with minimum value becomes 1.
We let s denote the amount of this shifting and M denote the maximum value in the
























Figure 3.7: (a) Updating an interval in G0 (b) Updating an interval, which includes u1,
in C1 (I is the old interval, I
0 is the new one in both (a) and (b))
Updating Intervals:
We update intervals as follows: the rst d   1 coordinates of each interval assigned
to a link in G0 are the same as the (d   1)-dimensional interval associated with that
edge in the h1; d   1i-MLIRS dened on G0. The dth coordinates of all intervals are
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set to be [1::M ]. Any (d  1)-dimensional interval in G0 that does not contain v1 or v2
will still contain the same set of vertices and any interval containing v1 (respectively
v2) will also contain all the vertices in C1 (C2). For example, the two dimensional
interval I, shown in Figure 3.7 (a), contains v1, so the new three-dimensional interval
I 0 contains all the vertices in C1. Since I does not contain v2, I
0 does not contain any
of the vertices in C2.
For the intervals associated with the links in C1 or C2, the rst d   1 coordinates are
set to [1::n]. To set the dth coordinate of each interval we will use the previously
mentioned h1; 1i-MLIRS. Let us assume that in the h1; 1i-MLIRS dened on C1 the
interval assigned to a link e is I
e
= [a::b]. If I
e
does not contain u1, the dth coordinate
of the newly assigned d-dimensional interval will be [a + s::b + s] (we shift the dth
coordinate by s units because we have already shifted the vertices in this dimension).
If I
e
contains u1, i.e. Ie = [1::b] for some b, the dth coordinate of the newly assigned
interval will be I
e
= [1::b+s]. This means that any 1-dimensional interval dened in C1
will be transformed into a d-dimensional interval containing the same set of vertices in
C1 and if it contains u1, it will also contain all the vertices in G
0 and C2. The interval I
depicted in Figure 3.7 (b) contains u1, so the new interval I
0 contains the set of vertices
in C1 that where in I and also all the vertices in C2 and G
0. We will analogously assign
intervals to the links in C2.
The only remaining labels to update are labels of the links (v1; u1); (u1; v1); (v2; u2) and
(u2; v2). The rst d 1 coordinates of intervals associated with (v1; u1); (u1; v1); (v2; u2)
and (u2; v2) are set to [1::n] and the dth coordinates will respectively be [s+1::n]; [1::s];
[1::s  1] and [s::n].
Correctness:
Now, let us consider a message originating from vertex w
s







are in C1 (similarly C2 or G
0) one can easily check that the newly
dened h1; di-MLIRS will route the messages on the same path as the h1; 1i-MLIRS
dened on C1 (C2 or the h1; d 1i-MLIRS dened on G0). This is because if we consider
the set of vertices in C1 (C2 or G
0) each interval assigned to a link contains the same
set of vertices as it contained before expanding the labels to d dimensions. If w
s
is
in C1 and wt in G
0, the message must go through the link (u1; v1) because this is the
only link connecting C1 to G
0. The intervals in C1 which contain wt are exactly the
intervals containing u1. Therefore, this message will be forwarded through the same
links as the links through which a message towards u1 would be forwarded. When the
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message reaches u1, the bridge (u1; v1) forwards the message to v1, because the interval
assigned to (u1; v1) contains all the vertices in G
0 and C2. The rest of the routing will
be the same as in the h1; d   1i-MLIRS dened on G0.
We can show that if there is a message at node x (x = u2; v1 or v2) which is supposed




= (u2; v2); (v1; u1) or
(v2; u2) respectively), it will be sent to the other end of ex. Verifying the cases in which
w
s
is in C2 or G
0 is similar. Hence, a message originating at any vertex and going to
an arbitrary destination will eventually reach the destination, and the h1; di-MLIRS
routes messages on G properly.
We now have shown that if a graph is not in the class of (2d+1)-windmill graphs it has a
h1; di-MLIRS. Lemma 1 shows that no graph in this class can support a h1; di-MLIRS.
Combining these two results completes the proof of the theorem. 
Since for each d > 1, we have a (2d+1)-windmill graph which is not a (2d+3)-windmill
graph (for example the Y2d+1 graph), we can state the following corollary:
Corollary 1. The class of graphs supporting a h1; di-MLIRS is a strict subset of the
class of graphs supporting a h1; d + 1i-MLIRS.
In other words, increasing the number of dimensions increases the power of the routing
scheme.
3.2 Characterization of networks supporting h1; di-
MSLIRS
In this section we will give a characterization of the class of graphs supporting h1; di-
MSLIRS. We present new denitions and show that with slight changes in some steps
in proofs, we can use the same ideas used to characterize the class of graphs supporting
h1; di-MLIRS.
In proving Lemma 1, we needed to have at least two vertices in each arm of a (2d+1)-
windmill graph. Otherwise, if the arm which did not have any vertex in the boundary
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set, say A
i
, had just one vertex, say x, the interval assigned to the edge connecting A
i
to R could contain x and this was not a contradiction. If instead the intervals assigned
to the links are supposed to be strict, we could prove a similar lemma, even if we had
an arm having just one vertex. This is the main dierence between the proofs of this
section and the previous one. More formally, let us start with a new denition.
Figure 3.8: A weak 5-windmill graph.
Denition 17. A weak k-windmill graph is a connected graph G with k+1 connected
components A1; A2; :::; Ak (arms) and R such that:




for 1 6 i; j 6 k and i 6= j;
(ii) each component A
i
; 1 6 i 6 k is connected to R by exactly one bridge (Figure 3.8).
Lemma 6. Any weak (2d + 1)-windmill graph does not have a h1; di-MLIRS.
Proof. The proof is similar to the proof of Lemma 1. We assume there is a h1; di-
MSLIRS for a given weak (2d+1)-windmill graph (d > 1) and dene the boundary set
as in the proof of Lemma 1. Since a weak (2d + 1)-windmill graph has 2d + 1 arms,
there is an arm, say the jth arm, that does not contain any vertex in the boundary set
B. Every d-dimensional interval containing all of the vertices in B contains all vertices
of the weak (2d + 1)-windmill graph as well. Thus, the interval assigned to the bridge
connecting the jth arm to the center of the (2d + 1)-windmill graph, say (u; v) (u is
in the jth arm and v is a vertex in the center of the graph) contains all vertices in the
weak (2d + 1)-windmill graph. In other words, the interval assigned to the link (u; v)
contains the label of u which is a contradiction to the fact that the routing scheme is
strict. 
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We can also verify, with the same argument as the proof of Lemma 4, that removing
any perfect chain from a graph G which is not a weak k-windmill graph will produce
a graph which is not a weak (k   1)-windmill graph.
The only remaining step is to show that the induction basis and step are also valid in
constructing a h1; di-MSLIRS for any graph that is not a weak (2d+1)-windmill graph.
We already know that any graph which is not weak 3-windmill graph (a weak lithium
graph as dened in [FG94]) has a h1; 1i-MSLIRS, so the induction basis is true. Since
Lemmas 3 and 4 also work for weak windmill graphs and strict MIRS, the induction
step holds as well. This gives us the complete characterization of graph supporting
h1; di-MSLIRS as follows:
Theorem 9. A graph G has a h1; di-MSLIRS if and only if it is not a weak (2d+ 1)-
windmill graph.
Corollary 2. The class of graphs supporting a h1; di-MSLIRS is a strict subset of the
class of graphs supporting a h1; d + 1i-MSLIRS.
3.3 Optimum multi-dimensional schemes with dy-
namic cost links
The characterization problem for graphs supporting SIRS has been studied by Fredrick-
son and Janardan [FJ86] who characterized the class of graphs supporting optimum
SIRS with dynamic cost links. Bakker et al. give a complete characterization for the
class of networks supporting optimum LIRS [BvLT91]. They assume that the labels as-
signed to the links of the graph remain xed, even if the costs of the links change. This
makes the class of graphs supporting optimum LIRS very restricted. Tan and Leeuwen
have also studied the problem of characterizing networks supporting optimum IRS with
dynamic cost links and have a characterization for this class of networks [TvL95].
In this section, we completely characterize the class of networks supporting an opti-
mum h1; di-MSLIRS with dynamic cost links. This is a natural generalization of the
characterization results (for the 1-dimensional case) mentioned above.
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3.3.1 Dividing d-dimensional space
In the following sections we will need a way to divide d-dimensional space and represent
the resulting subspaces. In this section, we introduce concepts and notation which
simplify this task.
The axes in d-dimensional space are denoted by x1; x2; :::; xd. Let us consider a point
p = (p1; p2; :::; pd) in d-dimensional space. A region in d-dimensional space having p as
the origin is a set of points in that space, such that for every point q = (q1; q2; :::; qd) in






holds for each dimension i, where C
i
is one of 6;=;> or
a null constraint meaning that there is no constraint on the ith coordinate of the points
in the region. We will use  ; ;!;$ to denote each of the four constraints 6;=;>
and the null constraint, respectively. To denote a region we use the coordinates of the
origin and add these symbols on top of each coordinate to show the type of constraint
in that dimension. If there is no constraint for the ith dimension of the region, the ith
coordinate of the origin can have any value. We use 0 for this coordinate for simplicity.
Example 7. The region R containing all the points in the second quadrant in the







Figure 3.9: The region R with two open directions in 2-dimensional space.
For a region R, if R contains points with innitely large positive (negative) values in
the ith dimension, the region is said to be open in the positive (negative) side of the ith
axis and the positive (negative) direction of the ith axis is said to be an open direction




). It is worth mentioning that a region is dened
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by the origin and the set of open directions. The negative direction of the rst axis
and the positive direction for the second axis are open in the region shown in example
7, so this region has two open directions. We can consider the d-dimensional space as a
region with origin (0; 0; :::; 0) and call it the universal region. This region has 2d open
directions (one positive and one negative direction for each of the d axes) and can be
denoted by ($0 ;$0 ; :::;$0 ).
A region S is said to be a subregion of a region R if the origin of S is in R and the set of
open directions of S is a subset of the open directions of R. We also say that two regions
R and S are disjoint if they have disjoint sets of open directions and neither origin is
inside the other region. The generalization to more than two regions is analogous. The
complement of a region R is a region, denoted by R, such that the origin of R is the
same as the origin of R and the set of of open directions of R is the complement of the
set of open directions of R relative to the set of open directions of the universal region.
Example 8. The complement of the region R = (
   1; !1 ) is the region ( ! 1;  1 ).
There are points in the universal region that belong to neither R nor R. For example,
the point (0; 2) is not in R or R in the previous example.
For a point p = (p1; p2; :::; pd) and a subset U of the set of open directions of the










if U does not contain
either the positive direction or the negative direction of the ith axis or if U contains




+1 and if it contains





3.3.2 Constructing an optimum MIRS
In this section we characterize graphs supporting an optimum h1; di-MSLIRS with
dynamic cost links. We can consider the assignment of d-dimensional labels to the
vertices of a graph as assigning corresponding points in d-dimensional space to each
vertex. We will use a vertex and its corresponding point interchangeably.
We start with an observation about boundary sets.
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Observation 3. For a set of points Q in d-dimensional space and a boundary set B
of Q, any d-dimensional interval I containing all points in B contains all points of
Q. This is true because if p = (p1; p2; :::; pd) is an arbitrary point in Q, then for each
dimension i, 1 6 i 6 d, there is a minimum point m
i













. Since I contains these minimum
and maximum points, the ith dimension of I covers the ith dimension of p and so I
contains p. Therefore, I contains all of the points in Q.
In the following lemma, we use this observation to prove a restriction on the number of
non-articulation points in a graph supporting an optimum h1; di-MSLIRS with dynamic
cost links.
Lemma 7. Any connected non-trivial graph G with more than 2d non-articulation
points cannot support an optimum h1; di-MSLIRS with dynamic cost links.
Proof. If G has an optimum h1; di-MSLIRS with dynamic cost links, the points cor-
responding to the labels of the vertices in G will have a boundary set B of at most
2d points. Since G has more than 2d non-articulation points, we have at least one
non-articulation point, say v, such that the point corresponding to v is not in B.
G is a connected and non-trivial graph, so v has at least two adjacent vertices. We
let u be an arbitrarily chosen neighbor of v. Recalling that the links have dynamic
costs, and there must be a labeling of the links of G for any assignment of costs. We
can consider a case in which the cost of the link (v; u) is 1 and the cost of any other
link adjacent to v is arbitrarily large, say M (where M is at least n2). The cost of any
other link of the graph is set to be 1 (Figure 3.10).
Since v is a non-articulation point, the shortest path from v to any other vertex in G
must go through the link (v; u). To prove this, let us assume that the shortest path
from v to some other vertex t in G goes through a neighbor z of v such that z 6= u.
Since v is not an articulation point, if we remove v there exists a path connecting u
and z. The cost of this path is fewer than M because we have fewer than n2 links of
cost 1, and we know M > n2. Therefore, the path going from v to u, to z, and then
z to t, has a smaller cost than the path going from v to t through the edge (v; z).
This is a contradiction because the path from v to t passing through z is a shortest
path. If v instead were an articulation point, this argument would not work, because
by removing v the graph becomes disconnected.
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This argument together with Observation 3 shows that the interval I assigned to (v; u)
contains all other points including the points in the boundary set B. Therefore, I










u and z t
Figure 3.10: Costs assigned to the links of the graph G. Here, we consider a case in
which M is at least n2.
In the following sections, we will show that the necessary condition stated in Lemma
7 is also a suÆcient condition for a graph to support an optimum h1; di-MSLIRS with
dynamic cost links. We will rst give an algorithm to assign labels to the vertices of
the graph. Then, we will show that with those labels assigned to the vertices, and for
assignment of any costs to the links, one can always nd a suitable set of labels for the
links so that the graph supports an optimum h1; di-MSLIRS.
Labels of Vertices
We consider a graph G supporting an optimum h1; di-MSLIRS with dynamic cost links.
There is a labeling of the vertices of G such that for any set of costs assigned to the
links of the graph, one can always nd a suitable set of labels for the links. By Lemma
7, G has at most 2d non-articulation points. In this section we show how to nd such
a labeling for the vertices of any graph having at most 2d non-articulation points.
We will use a structure, which we call the block tree of a graph, in order to nd such
a labeling of vertices. This structure denes an ordering of the vertices of the graph,
based on which we will assign the labels to the vertices. By using this ordering we will
assign labels of vertices such that all the non-articulation points will be in a boundary
set and articulation points are placed so that they are not contained in any boundary
set. In other words, when we assign a point in d-dimensional space, this assignment
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is done in a way that in some direction (one of the 2d directions of the d-dimensional
space) this point is a minimum or a maximum point and we will not place any other
point beyond this one in that specic direction.
The block tree of a graph G, which is denoted by BT (G), is a structure in which each
block of the graph G is represented by a vertex. BT (G) also has one vertex for each
articulation point in G. Whenever there is no ambiguity, we will use the same name
for a block in G and its corresponding vertex in BT (G) and also for any articulation
point in G and its corresponding vertex in BT (G). If and only if an articulation point
v is in a block B of G, the corresponding vertices in BT (G) will be joined by an edge.
Figure 3.11 depicts an example of a block tree. The graph indicated in this example,
has four blocks B0; B1; B2; B3 and two articulation points u1 and u2. The vertex u1 is
connects B0; B1 and B2 in G, so in the block tree BT (G) the vertex representing u is




















Figure 3.11: (a) A graph G (b) blocks of G and (c) the block tree of G.
It is a trivial task to verify that the block tree of a graph G is a tree (otherwise the
blocks of the graph form a cycle, which is impossible).
As mentioned earlier, we will use this tree (the block tree BT (G)) to assign labels to
the vertices of the graph G. We can consider BT (G) as a tree rooted at an arbitrary
block B0. To assign labels in d-dimensional space to the vertices of a graph G, we will
assign each vertex v a region in d-dimensional space. The label of a vertex v will then
be the origin of the region assigned to v.
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Intuitively, we will initially assign the whole d-dimensional space to the root B0 of the
block tree. Then we subdivide the regions assigned to the root of each subtree among
the vertices in that subtree. For a node v which is the root of more than one subtrees
the regions assigned to dierent subtrees will be disjoint. This property will allow us
to assign intervals to the links of the graph without any conicts, as we will see later.
Formally, starting at the root B0 (an arbitrary block) of the block tree, we letB0; B1; B2;
::: be a topological sort of the blocks in BT (G). We denote by v1; v2; :::; v ( 6 2d) the
list of all non-articulation points in B0 followed by the set of non-articulation points
in B1 and so on. For each non-articulation vertex, vi, (1 6 i 6 minf; dg) we assign an
open direction OD(v
i
) which is the positive direction of the ith axis. If  > d, for each
v
i
, (d < i 6 ) we also assign an open direction OD(v
i
) which is the negative direction
of the (i  d)-th axis.
Example 9. The graph depicted in Figure 3.11 has 7 non-articulation points, so if we
want this graph to have an optimum h1; di-MSLIRS with dynamic cost links, d must be
at least 4. Recalling that the axes are denoted by x1; x2; x3; x4 then OD(v1); OD(v2); :::;
OD(v7) will be
 !x1; !x2; !x3; !x4;  x1;  x2 and   x3, respectively.
Now that each non-articulation point has an open direction, we assign a set of open
directions to each articulation point and each block in BT (G) as follows: the set of
open directions assigned to an articulation point v is the union of the open directions
of all non-articulation points in a subtree of BT (G) rooted at v. We denote this set by
OD(v).
Similarly, the set of open directions assigned to a vertex B in BT (G) representing
a block, which is denoted by OD(B), is the union of the open directions of all non-
articulation points in a subtree of BT (G) rooted at B. Obviously, this subtree includes
all non-articulation points in the block B.
Example 10. For the graph G denoted in Figure 3.11 (a), the block tree is depicted
in Figure 3.11 (b). Here, B0 is the root of the block tree. In this graph, OD(u1) =
OD(B2) = f  x2;  x3g which is the same as OD(v6)[OD(v7) (the non-articulation points
in the subtree rooted at B2 or u1).
The next step is to assign an origin to each set of open directions associated with a
vertex in BT (G). The origin of the region assigned to v (any vertex in BT (G)) will be



























Figure 3.12: (a) A graph G (b) The block tree of G rooted at B0 (c) The origin of each
region assigned to each block and each vertex in G.
denoted by X(v). This will be used for calculating the origin of each non-articulation
point later.
We start with block B0 and let X(B0) = (0; 0; :::; 0). If G has 2d non-articulation
points, recalling that we have already assigned all 2d open directions to B0, the region






0 ). To compute the origin
of the region assigned to u, a child of a vertex v with a known origin, we let X 0(v; u) =
move(X(v); OD(v)). Then we let X(u) = move(X 0(v; u); OD(u)). This is the origin
of the region associated with u. Since the root of the tree BT (G) has a known origin,
by repeating this step every vertex in BT (G) will eventually have an origin.
If v is a non-articulation point in a block B of G, the origin of the region assigned to
v (which has exactly one open direction), X(v), is computed as follows: we rst let
X 0(B; v) = move(X(B); OD(B)). Then we let X(v) = move(X 0(B; v); OD(v)) which
is the origin of the region assigned to v.
Example 11. In the graph G depicted in Figure 3.12 the region associated with B0 is
($0 ;$0 ). To nd X(v1) we move X(B0) = (0; 0) in the direction of OD(B0) (which
includes all four directions) and obtain (0; 0). Then this point is moved in the direction
of OD(v1) which is  !x1. Therefore, X(v1) = (1; 0).
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In the optimum h1; di-MLIRS dened on G, we let the label assigned to each vertex
v, denoted by L(v), be the same as the origin of the region assigned to that vertex
(L(v) = X(v)). Figure 3.13 is the pseudo code for labeling the vertices of a graph G
(the Vertex Labeling algorithm or VL algorithm for short). We can verify that this
algorithm can be executed in O(n +m) time (where m is the number of edges in the
graph).
Before showing how to nd the labels of links for a given set of link costs, we review
properties of the labels assigned to the vertices.
Observation 4. For a block B in G, we let X 0(B) = (a1; a2; :::; ad) be the point
resulting from moving X(B) in the direction of OD(B). If v is a non-articulation
point in B, then L(v) = (b1; b2; :::; bd) where bi = ai for all i, 1 6 i 6 d except for one
dimension j such that OD(v) =  x
j
or OD(v) =  !x
j









  1 based on the direction of OD(v).
Lemma 8. If v is a vertex in a block B or in the subtree of BT (G) rooted at B, the
region R
v




Proof. First, let us consider a point p in a region R. We let S be a subset of open
directions of R. The point p0 = move(p; S) is a point in R. We can repeat this with
another subset of open directions of R as many times as we want. The nal point will
still be in R. This is exactly what happens to the origin of R
B
in the VL algorithm,
so X(v) is in R
B
.
The set of open directions assigned to any vertex in the subtree rooted at B (a non-
articulation vertex as well as an articulation vertex or a block) is a subset of open




and the set of open directions of
R
v










is the region assigned to a vertex v in BT (G), the previous lemma shows that all
vertices in the subtree of BT (G) rooted at v are in R
v
. With an argument similar to
that of the proof of Lemma 8 we can verify the following lemma.
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Lemma 9. Any vertex not in the subtree of BT (G) rooted at v is in the region R
v
.
Lemma 10. For e = (u; v) an edge in block B and z a vertex contained in a block
B0 6= B which is in the subtree of BT (G) rooted at B, if the shortest path from u to z
goes through e, then there is a shortest path from u to any other vertex t in the subtree
of BT (G) rooted at B which goes through e.
Proof. To verify this lemma, we notice that any shortest path going from u to any
vertex in the subtree of BT (G) rooted at B not including the node representing B
must go through the articulation point w connecting B to the rest of that subtree.
Since the shortest path from u to z (which is one of those shortest paths) goes through
e, there is a shortest path from u to w going through e. This path can be expanded to
a shortest path for any other vertex t by just adding the shortest path from w to t. 
In the following section, we show how to assign intervals to the links for any set of link
costs.
Labels of Links
In this section we show that for a given graph G and the labels assigned to the vertices
of G using the VL algorithm, introduced in Section 3.3.2, we can always nd labels for
the links of G for any set of link costs. By this labeling of links, a message from any
source vertex to any destination vertex in G will be routed on a shortest path.
First, we show that if we consider the non-articulation vertices in one block, we can
always nd labels for the links for any set of costs assigned to the links, so that the
messages are routed on shortest paths.
Lemma 11. With the labels assigned by the VL algorithm, for any subset C of the
non-articulation vertices in a block B, we can always nd a d-dimensional interval
containing the vertices in C and no other non-articulation vertex in B.
Proof. We assume that X 0(B) is the point resulting from moving X(B) in the direc-
tion of OD(B). Without loss of generality, we can assume that X 0(B) = (0; 0; :::; 0)
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(otherwise we can shift every label by  X 0(B)). By Observation 4 one can verify
that the label of each non-articulation vertex v in B is of the form (0; 0; :::; 1; :::; 0) or




be  1 if there is a vertex in C having  1 as its ith coordinate and 0 otherwise.
Similarly, M
i
will be set to 1 if there is a vertex in C having 1 as the ith coordinate





For any non-articulation point v in C (with L(v) = (b1; b2; :::; bd)) and for any dimension






. As a consequence, the d-dimensional interval
I = [m1::M1;m2::M2; :::;md::Md] contains all the vertices in C.
We dene OD
C
= [OD(v) for all v 2 C. For any non-articulation vertex u in B   C,
OD(u) 62 OD
C









(this is the direction which belongs to OD(u) but not to OD
C
).
Hence, u is not in I and thus I contains exactly the vertices of B which are in C. 
The next step is to generalize this argument to the case in which C contains articulation
points of B, not including the parent of B in BT (G) (if it has any).
Lemma 12. With the labels assigned by the VL algorithm, for any subset C of the
vertices in a block B which does not include the parent of B in BT(G), we can always
nd a d-dimensional interval containing exactly the vertices in C and no other vertex.
Proof. For any articulation point z, we let t(z) denote the number of non-articulation
points in the subtree(s) of BT (G) rooted at z. We also let B0 be the set resulting from
replacing each articulation point z in B with the a set of t(z) new non-articulation
points z1; z2; :::; zt (B
0 = B   fzg [ fz1; z2; :::; ztg for any articulation point z in B).
These new vertices (fz1; z2; :::; ztg) all together represent the articulation point z in
B. We run the VL algorithm one more time on the vertices in B0 assuming that
the vertices z1, z2, ..., zt are considered consecutively in the order of non-articulation
points and they get the same open directions as the open directions assigned to the
non-articulation points in the subtree(s) of BT (G) rooted at z.
Lemma 11 shows that for any subset C 0 of B0 there is an interval containing exactly the
vertices in C 0. If C contains the articulation point z, we let C 0 = C fzg[fz1; z2; :::; ztg.
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By Lemma 11 there is an interval I containing exactly the vertices in C 0. If I contains
all of the points z1; z2; :::; zt, it is easy to show that it will also contain z. Hence, this
interval contains all the vertices in C. On the other hand, any vertex v in B   C is
in B0   C 0. It means if I contains a vertex v in B   C, it also contains a point from
B0   C 0 which is impossible by Lemma 11. 
Example 12. In graph G shown in Figure 3.12, the origin of the region associated
with B2 is ( 4; 4) and moving this point in the direction of OD(B2) results in the
point ( 5; 5), because OD(B2) contains the negative direction of both axes. If we
consider this point as the origin, the coordinates of X(v3) and X(v4) (v3 and v4 are
non-articulation points in B2) are ( 1; 0) and (0; 1) respectively. If C = fv3; v4g then
the interval covering C would be I = [ 1::0; 1::0].
In the VL algorithm, each block has at most one articulation point as its parent in
BT (G). For a block B and v the vertex in BT (G) which is the parent of B, Lemma 8
shows that all the vertices in the subtree of BT (G) rooted at B are contained in the
region R
B
. Lemma 9 states that any other vertex is in R
B
.
Lemma 13. If I is an interval in the region R
B
containing the articulation point v, we
can nd another interval I 0 such that I 0 contains all the vertices in the subtree rooted
at v and the same set of points in R
B
as I. Also, if I is an interval in R
B
containing
v, we can nd another interval I 0 such that I 0 contains all the vertices which are not
in the subtree rooted at v and the same set of points in R
B
as I.
Proof. If we repeatedly move L(v) (which is X(v)) in the direction of OD(B) and if
I 0 denotes the interval that contains the resulting point, we can verify that I 0 contains
the same set of points in R
B
as I. By moving L(v) suÆciently often in the direction
of OD(B), the new interval I 0 will also contain all points in R
B
(any point with nite
coordinates which is in R
B
), which completes the proof. The other claim can be proved
similarly. 
Now, let us assume that we are given the costs of the links in a graph G and want
to nd the labels for the links based on the labels given by the VL algorithm to the
vertices of G. The following lemma illustrates how to do this.
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Lemma 14. For any assignment of costs to the edges of a graph G, and with labels
assigned to the vertices of the graph by the VL algorithm, we can always nd suitable
intervals for the links so that the result is an optimum h1; di-MSLIRS.
Proof. First, we will consider a link e = (u; v) and the set of vertices S
e
reachable (by
shortest paths) through e. The link e is in a block, say B, of G. We let Q1 = B \ Se,
that is, Q1 is the subset of vertices in B that are contained in Se. Let us consider a
vertex z which is a vertex in the subtree of BT (G) rooted at B. If z is not in B but
is contained in S
e
, by Lemma 10, S
e
also contains all the vertices in the subtree of
BT (G) containing z (we denote the vertices in this subtree by the set Q2). Finally, if
z is not in a child block of B, S
e
must contain all the vertices that are not children of
B (we denote the set containing all these vertices by Q3).
Lemma 12 shows that we can always nd an interval covering exactly the vertices in
Q1. If there is any point in Q2 (or Q3) then the articulation point joining B to the
vertices in Q2 (Q3 respectively) must also be in Q1. This is because this articulation
point is the only vertex connecting B to the child subtree (or the vertices of G that
are not contained in the subtree rooted at B) and hence the only way to reach those
vertices. Lemma 13 shows that we can always nd an interval containing the same set
of points in Q1 at the previously assigned interval, and covering all the points in Q2
(Q3). This completes the proof. 
Example 13. In the graph G of Figure 3.12, let us assume that the cost of the
edge (v1; v2) is extremely large and the cost of any other edge is 1. The interval as-
signed to the edge e = (v1; u1) should contain all the vertices, except v1. The interval
[ 1::0; 1::1] contains Q1 = fv2; u1g. Therefore we can nd another interval which
contains all vertices in the subtree of BT (G) rooted at u1 (Lemma 13). This interval
is [ 6::0; 6::1].
Now we can easily prove the main result of this section.
Theorem 10. A graph G has an optimum h1; di-MSLIRS with dynamic cost links, if
and only if G has at most 2d non-articulation vertices.
Proof. Lemma 7 states that any graph having more than 2d non-articulation points
can not support an optimum h1; di-MSLIRS with dynamic cost links. By Lemma 14 if
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a graph G has at most 2d non-articulation points we can always nd a xed labeling
for the vertices such that for any costs assigned to the links, we can nd intervals for
each link to support an optimum h1; di-MSLIRS. 
Corollary 3. The class of graphs supporting an optimum h1; di-MSLIRS with dynamic
cost links is a strict subset of the class of graphs supporting an optimum h1; d + 1i-
MSLIRS with dynamic cost links.
In this chapter we completely characterized the class of networks supporting three
variants of MIRS: h1; di-MLIRS, h1; di-MSLIRS and optimum h1; di-MSLIRS with dy-
namic cost links. We showed that increasing the number of dimensions in all these
routing schemes makes the routing scheme more powerful. These are the only known
general results for MIRS (for more than one dimension). In the following chapter, we
will study the quality of routing problem for MIRS.
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Algorithm VertexLabeling(G, BT );
Input: G (a simple connected and undirected graph).
BT (the block tree of G).
Output: L (an array containing a d-dimensional label for each vertex of G).
begin
let k  number of non-articulation points in G;
let d dk=2e;
let B0; B1; ::: be the DFS order of blocks in BT ;
let v1, v2, ..., vk be the order of non-articulation vertices
in B0; B1; ::: respectively;
for each v
i













for each vertex v of BT
let OD(v) empty set;
for each non-articulation vertex u in the subtree of BT rooted at v
let OD(v) OD(v) [ fOD(u)g ;
let X(B0) (0; 0; :::; 0);
for each vertex v in BT such that X(v) is already known
for each child c of v
let Y  move(X(v); OD(v));
let X(c) move(Y;OD(c));
for each block B in G
for each non-articulation point v in B
let Y  move(X(B); OD(B));
let X(v) move(Y;OD(v));
for each vertex v in G
let L(v) X(v);
end;
Figure 3.13: Algorithm for labeling the vertices of a given graph G.
Chapter 4
Bounds on the length of routing
paths
A commonway to measure the eÆciency of a routing scheme is in terms of the maximum
length of a path which a message traverses. We will say that a routing scheme has
upper bound B
u





if there exists a graph G for which the maximum path length is at least B
l
.
For interval routing, there is a trivial upper bound of 2D on the maximum length of the
routing path, where D is the diameter of the underlying graph [SK82]. The problem of
nding a lower bound for routing schemes has been studied for several years and there
have been many improvements for this bound. Tse and Lau have proved a 2D   3
lower bound which is very close to the best known upper bound [TL97a].
This quantity has also been studied for LIRS by Eilam et al. [EMZ99]. They construct
a graph and prove that using any LIRS the length of the longest path traversed by
a message in this graph is in 
(D2). They also present a family of graphs for which
this lower bound is tight, but the problem of nding an upper bound for this quantity
remains open even for most known classes of graphs.
In this chapter, we introduce some upper and lower bounds for dierent multi-dimensio-
nal schemes. In Section 4.1 we prove a lower bound of 3
2
D on the length of the longest
routing path under any hk; di-MLIRS. Then, in Section 4.2 we illustrate a lower bound
of 
(D2=d) for h1; di-MSLIRS and h1; di-MLIRS. Finally, in Section 4.3 we prove an
upper bound of O(D) for h1; di-MLIRS on interval graphs.
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4.1 A lower bound for hk; di-MLIRS
Tse and Lau have proved a 3
2
D lower bound on the length of the longest routing path
for h2; 1i-MLIRS where D is the diameter of the network [TL95]. We generalize their





The labels assigned to the nodes of a network in a d-dimensional MIRS can be consid-
ered as points in d-dimensional space. Recalling this fact, in this section we show that
for any k 2 IN, there is a set of points P in d-dimensional space, such that a subset S
of P cannot be covered with k intervals without covering some point in P   S. In the
next section, we will use this result to construct a graph G and show that, no matter
how we assign d-dimensional labels to the vertices of this graph, if the longest routing
path is shorter than 3
2
D in G, there is an edge which requires more than k intervals.




Let us consider a set of points x1; x2; :::; x2k+1 in one-dimensional space such that xi <
x
i+1, for 1 6 i 6 2k. Clearly, in order to cover exactly the points x1; x3; :::; x2k+1 in this
set we need to have at least k+1 intervals. The following denition illustrates how we
can generalize this technique to two dimensions.
Denition 18. A set M of disjoint points in the plane is called nonincreasing (non-
decreasing), if for any two points p1 = (x1; y1) and p2 = (x2; y2) in M , x1 < x2 implies
y1 > y2 (y1 6 y2). If we sort these points in increasing order of their rst coordinates,
we will have a nonincreasing (nondecreasing) path. The length of a path is the size of
the corresponding set of points. The point p with the largest rst coordinate is called
the endpoint of a path W and we say that the path W ends at the point p.
Denition 19. A set M of points in the plane is called monotone, if M is nonin-
creasing or nondecreasing. Similarly, a nonincreasing or nondecreasing path is called
a monotone path.
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We are looking for a set of points in the plane which have a subset that cannot be
covered by k intervals. More precisely, we dene a k-coverable subset S of a set of
points P as follows.
Denition 20. A subset S of a set of points P in the d-dimensional space is called
k-coverable if there exist k intervals covering the points in S without containing any
other point in P   S. Let us consider a graph G = (V;E), a d-dimensional MIRS
dened on G and, a subset U of the vertices of G. We denote by P (V ) the set of points
corresponding to the vertices in V and by P (U) the set of points which corresponds to
the vertices in U . The set of vertices U is called k-coverable if P (U), which is a subset
of P (V ), is k-coverable.
Let us consider a monotone path Q dened by the points p1; p2; : : : ; p2k+1. Clearly, any




(1 6 i < j 6 2k+1) will contain
all points p
m
, i 6 m 6 j). Therefore, in order to cover the points p1; p3; : : : ; p2k+1
without covering p2; p4; : : : ; p2k, we will need at least k + 1 intervals (one interval for
each point). Thus, we have proved the following lemma.
Lemma 15. A monotone path of length 2k + 1 has a subset which is not k-coverable.
The next step is to show that for any k 2 IN we can nd a set of points P in the plane
which contains a monotone path of length at least k. The following lemma shows that
such a set of points always exists (for signicantly large jP j). This lemma was originally
proved by Eros and Szekeres [ES35] but since we are going to generalize it, we give the
proof.
Lemma 16. For any set P consisting of at least (k   1)2 + 1 disjoint points in the
plane, there exists a subset M of P such that jM j > k and M is monotone.
Proof. Each monotone path in the plane is either nondecreasing or nonincreasing or
both. For any point p 2 P , we let L+(p), (L (p)) denote the length of the longest
nondecreasing (nonincreasing) path ending at point p. We consider two points p1 =
(x1; y1) and p2 = (x2; y2) and without loss of generality assume that x1 6 x2. Obviously
we have either L+(p2) > L+(p1) or L (p2) > L (p1). This means that if we assign
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each point p an ordered pair (L+(p); L (p)), then for any two distinct points p1 and p2
we cannot have (L+(p1); L (p1)) = (L+(p2); L (p2)).
On the other hand, there exist at most (k   1)2 pairs (a; b) such a; b 2 IN, 1 6 a < k
and 1 6 b < k. If we have (k   1)2 + 1 or more disjoint points in the plane, since the
pair (L+(p); L (p)) assigned to each point p is unique, we will have at least one point
p with L+(p) > k or L (p) > k. This means p is the endpoint of a monotone path of











Figure 4.1: A set of ve points in the plane and a nondecreasing path of length three.
For example in the set of points illustrated in Figure 4.1 the pair incident to each point
p indicates (L+(p); L (p)). This example is in two-dimensional space, so if we have ve
points, we will have a monotone path of length three. The point p5 is the endpoint of
a nondecreasing path of length three in this example.
We have now shown that for any k 2 IN, there is a set of points P in the plane with a
subset S which is not k-coverable. To extend this result to higher dimensions we rst
need to dene monotonicity in higher dimensions.
Denition 21. In d-dimensional space, we let 
i
be the plane passing through the rst
axis and the ith axis (2 6 i 6 d). A set M is called monotone in d-dimensional space
if the projection of all points in M on any 
i
; 2 6 i 6 d, produces a monotone set in
that plane. If we sort these points in M in increasing order of rst coordinates we will
have a monotone path in d-dimensional space.
Observation 5. It is easy to verify that if M is a monotone set, then projecting points
in M to the plane passing through any two axes produces a monotone set in that plane.
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Now we can extend Lemma 16 to higher dimensions (this result has been independently
proved by Heinrich-Litan [HL00]).
Lemma 17. For any set P consisting of F(k; d) = (k   1)2d 1 + 1 disjoint points
in d-dimensional space, there exists a subset M of P such that jM j > k and M is
monotone.
Proof. The proof is a trivial extension of the idea used in the proof of Lemma 16. Let
us consider a monotone path in d-dimensional space. By the denition of a monotone
path, the rst coordinates of the points in M are in increasing order. For each other
coordinate i, 2 6 i 6 d, the order of points can be either nonincreasing or nondecreasing.
Since we have d   1 coordinates other than the rst one, and the points can be in a
nonincreasing or nondecreasing order in each of these d   1 coordinates, we can have
2d 1 types of monotone paths.
Now let us consider a point p in P . For each of the 2d 1 dierent monotone path
types, we can assign a number to p indicating the length of the longest monotone
path of that type ending at p. We let L0(p); L1(p); : : : ; L2(d 1) 1(p) denote these num-
bers and assign a tuple (L0(p); L1(p); : : : ; L2(d 1) 1(p)) to each point p in P . For
any two points p1 and p2 in P we cannot have (L0(p1); L1(p1); : : : ; L2(d 1) 1(p1)) =
(L0(p2); L1(p2); : : : ; L2(d 1) 1(p2)).
There are at most (k   1)2d 1 tuples of the form (a0; a1; : : : ; a2d 1 1) such that ai < k
(0 6 i 6 2d 1   1). Since each point in P has a unique tuple, any set consisting of at
least (k   1)2d 1 + 1 points has a point p such that L
i
(p) > k for some i; 0 6 i 6 2d 1.
This point is the endpoint of a monotone path of length at least k. 
4.1.2 Constructing the graph
In this section we construct a graph G which for any hk; di-MLIRS has a longest routing
path of length at least 3
2
D, where D is the diameter of G. The graph we are going to
construct is such that a subset U of its vertices (using the result of previous section) is
not k-coverable. We will show that there is an edge in the graph which must cover all
the vertices in U so that the length of the routing path is less than 3
2
D, which is not
feasible.
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We construct graphs G(r; w; t) for integer values r and w, 1 6 r < w, and for a non-
negative integer t which determines the diameter of the graph. The vertices of G(r; w; t)
include a set of verticesX = fu1; u2; :::; uwg. We can partition the set X into two parts
such that the rst part has exactly r elements in  = (wr ) dierent ways. We let Yl,
1 6 l 6  be the set of elements in the rst part and Z
l
be the set of elements in the
second part in the lth way of partitioning the set X.
The graph G(r; w; t) also has a vertex a
l
, 1 6 l 6 , for each way of partitioning X into
two parts as described above. Each vertex a
l







, 1 6 l 6 , is connected to each vertex in Y
l
by a path of length t+ 1. Also,
the vertex c
l
, 1 6 l 6 , is connected to each vertex in Z
l
through a path of length
t+ 1.
We consider the messages originating from a
l
, 1 6 l 6 , and going to the vertices u
i
,




since these are the only
neighbors of a
l
. If a message originating from a
l
and going towards a node in Y
l
is
not routed through b
l
it is easy to verify that the length of the routing path is greater
than 3
2
D. Now, if we can nd a subset Y
i
of X which is not k-coverable (we will see
later in proof of Theorem 11 that by choosing suitable values for r and w based on
the values of k and d, such a subset Y
i





) cannot cover all the vertices in Y
i
. Therefore, for some node in Y
i
the
message must be routed through c
i
, which results in a path of length at least 3
2
D.
Intuitively, the graph G(r; w; t) consists of three parts: (i) A set of w disjoint subgraphs,
called forks, where each fork G
f
, 1 6 f 6 w consisting of  parallel paths of length
t  1 and a vertex u
f
which is connected to one endpoint of all these paths; (ii) a set






; and (iii) a set of edges connecting
forks to the vertices in part (ii). We can consider partitioning X as partitioning forks
since each G
f
has exactly one element from X. For each way of partitioning X, b
l
is
connected to any fork which contains u
f
, an element from the rst partition, and c
l
is
connected to all other forks (Figure 4.2).











j 1 6 l 6 g
[ fv
f;c;l
j 1 6 f 6 w; 1 6 c 6 t; 1 6 l 6 g
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The edges of G(r; w; t) are composed of






, 1 6 l 6 ;
ii) edges of the path (of length t+ 1) connecting b
l
to the vertices in Y
l
(1 6 l 6 );
iii) edges of the path (of length t+ 1) connecting c
l
to the vertices in Z
l























)j i 2 Y
l





)j i 2 Z
l
; 1 6 l 6 g
Figure 4.2 illustrates parts of the graph G(2; 5; 2) as an example.
Proposition 1. The diameter D of the graph G(r; w; t) is 2t+ 4.
Proof. Let us consider the fork G
f
. There is a path of length at most t+2 from any
vertex in G
f
to a vertex a
l
for some l, 1 6 l 6 . Therefore, the distance between any




, 1 6 i; j 6 w is at most 2t + 4. This is also true for the
vertices in fb
l
j 1 6 l 6 g or fc
l
j 1 6 l 6 g. Hence, D is at most 2t+4. We can verify




is 2t + 4 (simply
going from a
i
to any vertex u
k
, 1 6 k 6 , and then going to a
j
), so the diameter of
the graph G(r; w; t) is 2t+ 4. 
Now we can state the main theorem of this section.
Theorem 11. There is a graph G such that for any hk; di-MLIRS the length of the
longest routing path is at least 3
2
D, where D is the diameter of the graph G.
























Figure 4.2: Parts of the graph G(2; 5; 2).
Proof. Let us consider the graph G(r; w; t) where r = k + 1, w = F(2k + 1; d) (F is
the function dened in Lemma 17). For a given diameter D, we can choose the value
of t based on Proposition 1 to construct a graph with diameter D. We will show that
there is a vertex a
l





cannot cover all the vertices in Y
l
, and hence the message for some vertex in Y
l
is




) which resulting in a path of length at least 3t+ 6.
Suppose that there is a hk; di-MLIRS for this graph such that the length of the longest
routing path is less than 3
2
D. The d-dimensional label assigned to each vertex can be
considered as a point in d-dimensional space (with integer coordinates). We will use
these two representations interchangeably.
The set U = fu
f
j 1 6 f 6 wg has F(2k + 1; d) points. By Lemma 17, there is a
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subset M of these points which forms a monotone path and consists of at least 2k + 1
points. Lemma 15 indicates that M has a subset S containing k + 1 vertices which is
not k-coverable.
Since r = k + 1, there is an integer l, 1 6 l 6 , such that Y
l
= S and therefore, Y
l





intervals cannot cover exactly the vertices in Y
l
, so either there is a vertex in Z
l
that is




) or there is a vertex in Y
l





). In either case, the length of the routing path is at least 3t+ 6 or 3
2
D and
the proof is complete. 
In the next section we will prove a better bound for h1; di-MLIRS and h1; di-MSLIRS.
4.2 Lower bounds for h1; di-MLIRS and h1; di-MSLIRS
Eilam et al. have proved a lower bound of 
(D2) on the length of the longest path
traversed by a message using one-dimensional LIRS and SLIRS [EMZ99]. In this section
we generalize their result and show that for any d > 1, there is a graph which for any
h1; di-MSLIRS or h1; di-MLIRS the length of the longest routing path is 
(D2=d).
4.2.1 Bound for h1; di-MSLIRS
To prove this bound, rst we construct a graph G
l;r
for a positive even integer l and an
odd integer r > 3. The graph G
l;r
consists of a r isomorphic subgraphs, called wings,





2 for the ith wing. In the ith wing, each
vertex vi
j
is connected to the vertex vi
j+1, for 0 6 j < l
2, and the vertex vi
cl
is connected





1 6 i 6 r (Figure 4.3).
We will show that there is a wing W of the graph G
l;r
such that d paths originating
from W , cover all edges in the W . Since each wing has (D2) edges, there is a path
of length 
(D2=d).
Proposition 2. The diameter D of the graph G
l;r
is 3l   2 + (r   1)=2.





























15 is 12 in this graph).
Proof. In each wing, the length of the shortest path from any vertex vi
j
to vi0 is at
most 3l=2   1. The vertices vi0, 1 6 i 6 r, form a cycle of length r, so the longest
distance between two vertices vi0 and v
j
0, 1 6 i; j 6 r, is at most (r   1)=2. Thus, the
distance between any two vertices is at most 3l   2 + (r   1)=2. It is easy to verify







 l=2+1 is 3l   2 + (r   1)=2, and the
proposition follows (Figure 4.3). 
Each wing of the G
l;r
graph has 
(l2) edges. We will show that there is a path which
goes through at least 1
d
of these edges. Clearly, the length of this path is 
(l2=d).
Proposition 2 shows that the diameter of the graph is in (l), so the length of this
path is in 
(D2=d).
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Theorem 12. For any d > 1 there is a graph G such that in any h1; ki-MSLIRS the
length of the longest routing path is in 
(D2=d).
Proof. For a given diameter, D > 1, let us consider the graph G
l;r
where l = 1
3
(D +
d+2) and r = 2d+1. These values are chosen so that the diameter of the graph is D.
This graph is not a weak (2d + 1)-windmill graph, thus by Theorem 9 in Section 3.2
there is a h1; di-MSLIRS dened on this graph. The labels assigned to the vertices of
the graph can be considered as points in d-dimensional space. We denote this set of
points by P .
We let B be an arbitrary boundary set for P (Section 3.1). Clearly, B has at most 2d
points. Since G
l;2d+1 has 2d+1 wings, there is a wing j which does not contain any of
the points in B. We claim that the length of the routing path from vj
l
2 to one of the
points in B is at least 
(D2=d).
Any interval containing all of the points in B will contain every other vertex in the
graph. Since the routing scheme is strict, any interval assigned to the edge (u; v) cannot
contain u. Therefore, the interval assigned an edge (u; v) cannot contain all the points
in B.
Removing any edges in the rst wing creates a bridge in the graph. Thus, if there exists
an edge e whose label does not contain any points in B, there must be another edge (a
bridge resulting from removing e) having all those points which, as we just mentioned,
is not possible. Therefore, any edge in the rst wing is part of at least one path going
from v1
l
2 to some point in B. Since we have l2 + l edges in the rst wing and at most
2d paths, there is a path, say W , which has at least (l2 + l)=2d edges. Recalling that
l = 1
3
(D + d+ 2), we can immediately check the following.




(D + d + 2)2=9 +D + d+ 2
2d
In other words, the length of the path is in 
(D2=d). 
In this proof, we use the fact that the routing scheme is strict. In the next section, we
will show that even if the routing scheme is not strict, we have the same lower bound
of 
(D2=d).
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4.2.2 Bound for h1; di-MLIRS
It might seem that not requiring the interval routing scheme to be strict would give us
more exibility. In this section, we will show that even in this case, there is a 
(D2=d)
lower bound on the length of the longest routing path.
u u0
Figure 4.4: A piece of the graph G0
l;r
.
Here, we use the graph G0
l;r
which is constructed from the graph G
l;r
in the following
way: For each node u in G
l;r
we add a neighbor u0 which is connected only to u via an
edge (u; u0) (Figure 4.4).
Theorem 13. For any d > 1 there is a graph G such that in any h1; ki-MLIRS dened
on G, the length of the longest routing path is in 
(D2=d).
Proof. The graph G0
l;r
is not a (2d + 1)-windmill graph, hence, by Theorem 8 in
Section 3.1.2 it has a h1; di-MLIRS.
The diameter of G0
l;r
is two greater than the diameter of G
l;r
. Hence, the diameter of
G0
l;r
is 3l + (r   1)=2. If (u; v) is an edge in the underlying G
l;r
graph, the interval
assigned to (u; v) cannot contain u0 because the only way to reach u0 from u is through
the edge (u; u0). Therefore, with an argument similar to the proof of Theorem 12 we
can prove a lower bound of 
(D2=d) in this case. 
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4.3 An upper bound for interval graphs
Narayanan and Shende have shown that for any interval graph we can always nd
an optimum IRS [NS98]. An interval graph is not a 3-windmill graph and therefore
supports LIRS. There is not a known upper bound for the length of the routing paths
induced by LIRS (one dimensional case) in interval graphs. In this section we will prove
an upper bound of 2D   2 for this quantity where D is the diameter of the graph.
We consider an interval graph G. Each vertex in G has a corresponding interval,
say (s; t), in the interval representation of the graph. We let u
l
be the vertex with
the smallest s value, and u
r
be the vertex with the largest t value. We also denote




by P = (u
l
= v1; v2; :::; vk = ur) and the interval








), 1 6 i 6 k. The label of a vertex u is
denoted by l(u).

















, the interval I
j









). By the denition of the interval graphs, any
neighbor of v
j
is also a neighbor of v
i
. Now it is easy to see that by removing v
j
the length of the shortest path is decreased, a contradiction to the minimality of the
shortest path. 
Theorem 14. For any interval graph G there is a 1-LIRS such that the length of any
routing path is in O(D).
Proof. We will proceed inductively: at step i (1 6 i 6 k) we consider an induced
subgraph of G, G
i
, whose vertex set consists of v
i
and any vertex u in G whose corre-
sponding interval lies completely to the left of the point t
i
.
Proposition 3 shows that the intervals corresponding to v1; v2; :::; vk have an ordering
that makes this iteration feasible. At each step i, the aim is to show that there is an
LIRS for G
i
such that the length of any routing path is at most 2(i  1). We also show
that in this LIRS the label of v
i
is the maximum label among the vertices which have
been labeled so far.
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The statement is obvious for G1 and the length of the longest routing path is 0 in
this graph. Suppose that for i   1 (2 6 i < k + 1) we have found an LIRS with the
stated properties. Any vertex u in G
i
that is not a vertex in G
i 1 is a neighbor of vi
(otherwise the graph would be disconnected). If the number of such vertices is n
i
, we














Figure 4.5: Labeling the vertices and edges in an interval graph (Numbers indicate
sample labels).
We update the labels assigned to the edges in G
i 1 so that any message with both
origin and destination in G
i 1 will traverse the same path as it did before updating
the labels. The vertex v
i
routes messages between any vertex in G








i 1 will be forwarded to vi via vi 1 and then will be forwarded to the destination
(if v
i
is not the destination). Also, any message from a neighbor of v
i














Figure 4.6: Routing messages between the vertices in G





More formally we update the intervals as follows. First, for the intervals in G
i 1, if
any interval I = [s; t] containing l(v
i 1) (we know each vertex in Gi 1 is connected to
an edge with such an interval) we change I to [s; l(v
i
)]. This is feasible because the
label of v
i 1 is the largest label in Gi 1. This causes any message from a node in Gi 1
toward a node in G
i
n G
i 1 be forwarded to vi 1 (messages take the same route as a
message directed to v
i 1). Any label in Gi 1 not containing l(vi 1) is not changed.
Therefore routing within the vertices in G
i 1 does not change. Now we assign intervals
to the edges in G
i
nG
i 1. For each neighbor z of vi the label of the edge (z; vi) is set
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to [1::l(v
i
)] and the label of the edge (v
i




sends messages with destination z to z). Finally, the edge (v
i 1; vi) is labeled
with [l(v
i 1)+ 1; l(vi)] and the edge (vi; vi 1) is labeled with [1; l(vi 1)]. Therefore vi 1
will forward any message to v
i
or one of its neighbors to v
i
and vice versa.
In the new routing scheme dened on G
i
, the length of routing paths in G
i 1 is not
increased and the length of the longest routing path in G
i
is at most two units more
than the length of the longest routing path in G
i 1. Using the induction hypothesis,
we can easily verify that the length of the longest routing path in G
i
is at most 2(i 1).
Obviously, v
i




satises the desired properties.




is at most D (k 6 D), the
length of any routing path in G is at most 2D   2. 
Any upper bound for a h1; 1i-MLIRS is also an upper bound for any h1; di-MLIRS
(d > 2). Thus, the O(D) upper bound stated in this section hold for any h1; di-MLIRS.
Chapter 5
Interval routing and hypergraph
drawing
It is always nice to nd out the relationship between two (or more) dierent problems
and to extend the results in one area to the other. In this chapter we illustrate a strong
relationship between dierent interval routing schemes and the problem of hypergraph
drawing. We use results from the previous chapters to prove a tight bound on the
number of dimensions of the space needed to draw a hypergraph.
In Section 5.1 we briey review known results and denitions of hypergraph drawings.
Then, in Section 5.1.1 we consider a specic graph drawing problem which is known
as the rectangle of inuence drawing. We generalize this idea to hypergraphs in Sec-
tion 5.1.2 and introduce a representation for hypergraphs in d-dimensional space which
is called box representation of hypergraphs. In Section 5.2 we study the relationship
between the problem of nding a box representation for a hypergraph and results from
previous chapters. We show that any hypergraph with at most 2d vertices can be
drawn in d-dimensional space. We also show that there is a hypergraph with 2d + 1
vertices which cannot be drawn in d-dimensional space, and therefore 2d is an optimal
bound.
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5.1 Hypergraph drawing
The problem of drawing graphs in the plane and even in spaces of higher dimension
has been extensively studied [DBETT99]. The objective is to nd a representation for
the graph in a specic space such that a pre-specied measure is optimized. Here, the
pre-specied measure can be the number of edge-crossings, the number of bends in the
edges, the area needed, the degree of symmetry, and so on. The existing algorithms
use one or more of these measures and try to optimize the drawing with respect to
the criterion or criteria selected. For example, in the well-known problem of nding
a planar drawing of a (planar) graph, the measure to optimize is the number of edge-
crossings. Here, each vertex of the graph is represented by a point in the plane, each
edge is represented by an arc, and the goal is to nd a representation of the graph
such that the number of edge-crossings is zero. The graph drawing problem has been
completely solved only for some special cases of graphs, and most algorithmic problems
in this area are NP-complete or even more diÆcult [DBETT99].
Since hypergraphs are generalization of graphs, it is natural to generalize the graph
drawing concepts into similar ones for hypergraphs. Johnson and Pollad introduced
two notions of planarity of hypergraphs, which was inspired by the Venn diagram
representations of sets, and presented some NP-completeness results [JP87].
Makinen introduced two distinct kinds of hypergraph drawing [M90]. In both cases,
vertices are represented by points in the plane. In the edge standard representation
of a hypergraph a hyperedge e is represented by connecting the points that represent
the vertices which are in e by smooth curved lines. Two vertices belong to the same
hyperedge if there is a smooth curve between the points that represent these vertices
(Figure 5.1 (a)). In the subset standard representation of a hypergraph, a hyperedge is
represented by a closed curve that contains exclusively the points that represent the
vertices in that hyperedge (Figure 5.1 (b)).
Hypergraph drawing has various applications. For example, in the theory of relational
databases there is a correspondence between database schemes and hypergraphs. A
database scheme consists of a set of relation schemes. Each relation scheme is a col-
lection of attributes. We can consider database schemes as hypergraphs, attributes
as the vertices, and relation schemes as hyperedges in those hypergraphs. Drawing of
these hypergraphs is used in the study of the cyclicity of database schemes. There are
other applications of hypergraph drawings e.g. representing functional dependency in
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(a) (b)
Figure 5.1: a) Edge standard representation of a hypergraph H b) Subset standard
representation of H.
database systems, and-or graphs in problem solving, Horn clauses in logic programming
and also specication of concurrent systems.
5.1.1 Box representation of a graph
Let us consider a representation of a graph G in which each vertex is represented by a
point in the plane, and each edge e = (u; v) is represented by an axis-aligned rectangle
such that the points representing u and v are opposite corners of the rectangle and
there is no other point corresponding to a vertex of G inside the rectangle. This
representation of a graph is known as the rectangle of inuence drawing of the graph
[LLMW98]. If the rectangles representing edges of the graph are closed (open) sets this
representation is known as a closed (open) rectangle of inuence drawing. Figure 5.2 (a)
illustrates an example of a rectangle of inuence drawing. In this example, there is no
other point inside the rectangle dened by any two points. Hence, in the open model
we have a complete graph. On the other hand, in Figure 5.2 (b) the point w is on
the boundary of rectangle dened by u and v and therefore we cannot have an edge
connecting u and v in the closed model.
Liotta et al. have studied the problem of characterizing the class of graphs that admit
rectangle of inuence drawings for several classes of graphs like cycles, trees, and wheels
[LLMW98]. They show that for these classes testing whether a graph with n nodes
has a rectangle of inuence drawing can be done in O(n) time and that it is possible
to construct such a drawing if one exists.




Figure 5.2: Example of rectangle of inuence drawing for (a) the open model and (b)
the closed model for the same set of vertices as in part (a).
With only a few slight changes in the denition of the rectangle of inuence drawing
we can generalize the idea of rectangle of inuence representation to d dimensions
(d > 2). Vertices of the graph are still represented by points in d-dimensional space.
We can have an edge between two vertices u and v if there is no other point in the
d-dimensional (for now let us assume that no coordinates of the points representing u
and v have the same value) axis-aligned box dened by the points representing u and
v. We call this a d-dimensional box representation of a graph. In the next section we
show how to generalize this idea to hypergraphs.
5.1.2 Box representation of a hypergraph
In the previous section we considered a representation for a graph in which each edge
was represented by a box in d-dimensional space. We can easily use this idea to dene
a box representation for hypergraphs.
Denition 22. A box representation of a hypergraph H = (V;E) in d-dimensional
space is a representation of the hypergraph such that:
i) Each vertex in V is represented by a unique point in d-dimensional space.






for any i, 1 6 i 6 d; and
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b) for any point p = (p1; p2; :::; pd) corresponding to a vertex v in V , ai 6 pi 6 bi,












Figure 5.3: Box representation for a hypergraph H.
In this denition, the points in a hyperedge e of the hypergraph do not necessarily lie
on the boundaries of the box representing e, but it is easy to verify that if H is a graph
the box representation of H is equivalent to the d-dimensional box representation of
graphs in the closed model.
Example 14. Let us consider the hypergraph H = (V;E), where V = fv1; v2; :::; v9g
and E = fe1; e2; e3; e4g such that e1 = fv1; v2; :::; v9g, e2 = fv3; v4; :::; v7g, e3 =
fv6; v7; v8g and e4 = fv7; v8; v9g (the hypergraph depicted in Figure 2.12). Figure 5.3
depicts a box representation for this hypergraph. For increased readability the rectangles
representing the hyperedges are replaced by rounded rectilinear shapes.
In the following section we will show the relationship between the problem of nding
a box representation of a hypergraph and routing schemes.
5.2 Hypergraph drawing and IRS
Let us consider the problem of nding an MIRS for a graph G = (V;E). We denote
by F(v;e) the set of destination addresses of the messages which should be forwarded
through the link e at node v. Now, let us consider a hypergraph H = (V 0; E0) such
that V 0 = V and the set of hyperedges of H is fF(v;e)jv 2 V; e 2 Eg. To be consistent
with the denition of a hypergraph, we consider hyperedges which contain at least two
vertices. We will call H the routing hypergraph of G.
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The problem of nding a d-dimensional MIRS for G is equivalent to the problem of
nding a d-dimensional box representation for H. To verify this claim, let us assume
that we have a d-dimensional MIRS for G. We can consider the labels of vertices in
G as coordinates of the vertices in d-dimensional space. For each hyperedge e in E0,
the interval assigned to the corresponding edge in E contains exactly the vertices in e.
Therefore, we have a box representation for H. On the other hand, we can similarly
show that if we can nd a box representation for H, we will have an MIRS for G. In
the rest of this section, we will show some examples of the relation between the concept
of hypergraph drawing and nding an MIRS on a graph.
5.2.1 Every hypergraph has a box representation
Lemma 11 in Section 3.3.2 shows how to nd a labeling for the vertices of a graph such
that in any edge-biconnected component of the graph and for any subset of the vertices
there is a interval containing exactly those vertices. Similarly, if we have a hypergraph
with at most 2d vertices we can assign the vertices to the points (1; 0; :::; 0), (0; 1; :::; 0),
..., (0; 0; :::; 1), ( 1; 0; :::; 0), (0; 1; :::; 0), ..., (0; 0; :::; 1) in d-dimensional space. We
can use a proof similar to that of Lemma 11 in Section 3.3.2 to show that for any subset
of vertices there is a box that contains exactly those vertices. Therefore, we have the
following theorem.
Theorem 15. For any hypergraph H with at most 2d vertices, there is a box represen-
tation in d-dimensional space.
Is it possible to nd a box representation in a space with fewer dimensions? Clearly, if
we have a box representation for a hypergraph H we also have a box representation for
any hypergraph H 0 resulting from removing a number of hyperedges in H. We will use
this fact to show how we might be able to reduce the number of dimensions needed.
Let us consider a hypergraph H = (V;E) such that V = fv1; v2; :::; vng and E =
fe1; e2; :::; emg. We construct a graph G as follows. For each vertex vi, 1 6 i 6 n, G
has a corresponding vertex w
i
. For each hyperedge e
i
in E, 1 6 i 6 m, G also has a
vertex called u
i




) in G if v
j
is a vertex of e
i
in H. Also, all the
vertices u
i
, 1 6 i 6 m, are connected to a vertex in G called z (Figure 5.4). We assume
that G is the underlying graph of a network in which all links have arbitrary costs.













Figure 5.4: Constructing a graph based on a hypergraph.
Theorem 10 in Section 3.3.2 shows that if G has k non-articulation points, then there
is an optimum dk=2e-dimensional MLIRS for G. The shortest path going from z to
the vertices in e
i
goes through the edge (z; u
i
). Hence, the interval assigned to the link
(z; u
i
) in G corresponds to the box which represents the edge e
i
in H and therefore we
have box representation for H. Since k 6 n, we need at most dn=2e dimensions which
might be better than the previous result for some cases.
5.2.2 Not every hypergraph has a d-dimensional box repre-
sentation
In this section we show that for every d > 2 there is a hypergraph which does not have
a box representation in d-dimensional space. To prove this we will use the notion of
boundary sets introduced in Section 3.1. Let us consider a hypergraph H = (V;E)
where V = fv1; v2; :::; v2d+1g and E is the set of all subset of V which have exactly 2d
elements. Let us assume that H has a box representation in d-dimensional space and
denote the boundary set of the vertices of H by B. In Section 3.1 we showed that B
has at most 2d vertices. Since H has 2d+1 vertices there is a vertex in H, say v, such
that v is not in B. Since H has a hyperedge for every subset of V with 2d elements,
there is a hyperedge, say e, which contains exactly V n fvg. We already know that any
box containing all the vertices in B contains all vertices in V and therefore the box
assigned to e covers v, which is not allowed.
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Theorem 16. For every d > 2 there is a hypergraph H with 2d+1 vertices which does
not have a box representation.
Comparing this result with the result of the previous section, we can see that d is
a tight bound for the number of dimensions of the space needed to draw a general
hypergraph with 2d vertices.
Chapter 6
Conclusions and future work
Characterizing the class of networks which support MIRS and measuring the quality of
routing in such networks were the two main problems studied in this thesis. We proved
that a network supports a h1; di-MLIRS if and only if it is not a (2d + 1)-windmill
graph. This is a generalization of a result by Fraigniaud and Gavoille in which they
characterize the class of networks supporting 1-LIRS [FG94]. We also considered the
class of networks which support a h1; di-MSLIRS and showed that a network supports
such a routing scheme if and only if its underlying network is not a weak (2d + 1)-
windmill graph. Based on the structure of windmill graphs and weak windmill graphs,
it is intuitively obvious that if a graph is highly connected (has a few bridges) then
we can easily nd a h1; di-MLIRS or a h1; di-MSLIRS for the graph, for small values
of d, which can be consider a constant. Since the amount of space needed to store
a d-dimensional MLIRS (MSLIRS) is d times the amount of space needed to store a
1-dimensional LIRS (SLIRS) and since the value of d can be considered a constant for
highly connected graphs, this shows multi-dimensional schemes are still better than
explicit routing schemes.
Another characterization problem which we considered in this thesis was the problem
of characterizing the class of networks which support optimum h1; di-MSLIRS with
dynamic cost links. Since in real networks the cost of links may vary over time, this
multi-dimensional scheme might be useful for real applications. We proved that a
network supports such a routing scheme if and only if its underlying graph has at
most 2d non-articulation points. Therefore, a network in which most of the nodes are
articulation points and has just a few non-articulation points may be more suitable
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for this scheme. So far there are no other known characterization results for MIRS
except for specic graphs like hypercubes, rings, and grids. This also emphasizes the
importance of these results and is a very interesting area for future research.
The second problem we considered in this thesis is the quality of routing problem. To
quantify the quality of routing we used the length of routing paths as the main measure.
We proved a 3
2
D lower bound for this quantity for any hk; di-MLIRS (where D is the
diameter of the graph). If the number of intervals at each link is one we have a better
bound of 
(D2=d) for h1; di-MSLIRS and h1; di-MLIRS. These lower bounds suggest
that by having more than one interval we might be able to dramatically decrease the
length of routing paths. There is not a known upper bound for these routing schemes
except for specic networks like interval graphs. For these graphs we have proved an
upper bound of 2D   2 on the length of the longest routing path.
When studying IRS, there is a problem which is of a higher importance compared to
the characterization and the quality of routing problems for a specic scheme. This is
the problem of designing a scheme. There has been a lot of eort in designing variants
which are more compact (need less space) and have good routing qualities (i.e. are
supported by a large class of networks and the routing paths are short). Here is a new
idea which seems to be very useful.
When implementing an IRS, there is usually a table in each node of the network which
has one entry (or k entries for k-IRS) for each incident link. The processor in the node
reads these entries one by one, checks if the destination address belongs to the interval
in that entry and if so routes the message through the link indicated in that entry.
A very interesting idea is to use this intrinsic order of entries in the table. In other
words, we dene an ordering for the intervals assigned to links and always check the
intervals in this pre-specied ordering. Here, even if two intervals intersect, since the
order in which the intervals are checked is specied there is no ambiguity in routing
the message. We call this IRS an Ordered Interval Routing Scheme or OIRS for short.
The OIRS seems to be more useful in higher dimensions. In fact, in a d-dimensional
MIRS it is easy to show that if we have two intervals A and B such that A is completely
contained in B then in the original MIRS covering the nodes which are in B but not in
A requires 2d intervals. In an OIRS this can be achieved using one interval, assuming
that in the specied order B is placed after A. This idea can be extended to more than
two intervals. For example in Figure 6.1 covering the vertices in B   A requires four












Figure 6.1: An example of an OIRS. The order in which interval should be processed
is A, B and C.
intervals B1, B2, B3 and B4 in an ordinary 2-dimensional IRS (part (a)) but just one
interval is suÆcient in an OIRS (part (b)). The same statement is true for covering
the vertices in C  B.
Finally, in this thesis we showed a strong relationship between dierent variants of
MIRS and hypergraph drawing. The idea of hypergraph drawing and the specic
variant introduced in Chapter 5 (called the box representation of hypergraphs) seems
to be very natural. We have proved that for any hypergraph with at most 2d vertices
there is a box representation in d-dimensional space. We also have shown that there
is a hypergraph with 2d + 1 vertices which does not have a box representation in d-
dimensional space. There are still interesting open problems in this area such as nding
the class of graphs or hypergraphs which have box representations in a d-dimensional
space. Finding this class of hypergraphs can help in solving some of the interesting
MIRS characterization problems.
Bibliography
[ABNLP90] Baruch Awerbuch, Amotz Bar-Noy, Nathan Linial, and David Peleg. Im-
proved routing strategies with succinct tables. J. Algorithms, 11(3):307{
341, 1990.
[BM76] John A. Bondy and U. S. R. Murty. Graph Theory with Applications.
American Elsevier Publishing Co., Inc., New York, 1976.
[BvLT91] Erwin M. Bakker, Jan van Leeuwen, and Richard Tan. Linear interval
routing. ALCOM: Algorithms Review, Newsletter of the ESPRIT II Basic
Research Actions Program Project no. 3075 (ALCOM), 2, 1991.
[BvLT93] Erwin M. Bakker, Jan van Leeuwen, and Richard B. Tan. Prex routing
schemes in dynamic networks. Computer Networks and ISDN Systems,
26(4):403{421, December 1993.
[Cow99] Lenore J. Cowen. Compact routing with minimum stretch. In Proceed-
ings of the Tenth Annual ACM-SIAM Symposium on Discrete Algorithms
(Baltimore, MD, 1999), pages 255{260, New York, 1999. ACM.
[DBETT99] Giuseppe Di Battista, Peter Eades, Roberto Tamassia, and Ioannis G.
Tollis. Graph Drawing. Prentice Hall Inc., Upper Saddle River, NJ, 1999.
[EMZ96] Tamar Eilam, Shlomo Moran, and Shmuel Zaks. A lower bound for
linear interval routing. In K. Marullo O. Babaoglu, editor, 10th Inter-
national Workshop on Distributed Algorithms (WDAG), volume 1151 of
Lecture Notes in Computer Science, pages 191{205, Berlin, October 1996.
Springer-Verlag.
[EMZ99] Tamar Eilam, Shlomo Moran, and Shmuel Zaks. Lower bounds for linear
interval routing. Networks, 34(1):37{46, 1999.
80
BIBLIOGRAPHY 81
[ES35] Paul Erdos and George Szekeres. A combinatorial problem in geometry.
Compositio Mathematica, 2:463{470, 1935.
[FG94] Pierre Fraigniaud and Cyril Gavoille. A characterization of networks sup-
porting linear interval routing. In 13th Annual ACM Symposium on Prin-
ciples of Distributed Computing (PODC), pages 216{224. ACM PRESS,
August 1994.
[FG98] Pierre Fraigniaud and Cyril Gavoille. Interval routing schemes. Algorith-
mica, 21(2):155{182, 1998.
[FGNT98] Michele Flammini, Giorgio Gambosi, Umberto Nanni, and Richard B.
Tan. Multidimensional interval routing schemes. Theoret. Comput. Sci.,
205(1-2):115{133, 1998.
[FGS93] Michele Flammini,Giorgio Gambosi, and Sandro Salomone. Boolean rout-
ing. In Distributed algorithms (Lausanne, 1993), pages 219{233. Springer,
Berlin, 1993.
[FJ86] Greg N. Frederickson and Ravi Janardan. Optimal message routing with-
out complete routing tables. In Joseph Halpern, editor, Proceedings of
the 5th Annual ACM Symposium on Principles of Distributed Computing,
pages 88{97, Calgary, AB, Canada, August 1986. ACM Press.
[FJ88] Greg N. Frederickson and Ravi Janardan. Designing networks with com-
pact routing tables. Algorithmica, 3(1):171{190, 1988.
[FJ89] Greg N. Frederickson and Ravi Janardan. EÆcient message routing in
planar networks. SIAM J. Comput., 18(4):843{857, 1989.
[Fre96] Greg N. Frederickson. Searching among intervals and compact routing
tables. Algorithmica, 15(5):448{466, 1996.
[Gav00] Cyril Gavoille. A survey on interval routing. Theoret. Comput. Sci.,
245(2):217{253, 2000. Algorithms for future technologies (Saarbrucken,
1997).
[HL00] Laura Heinrich-Litan. Monotone subsequences in rd. Technical Report B
00-19, Freie Universitat Berlin, Fachbereich Mathematik und Informatik,
2000.
[INM91] INMOS. The T9000 Transputer Overview Manual. 1991.
BIBLIOGRAPHY 82
[JP87] David S. Johnson and Henry O. Pollak. Hypergraph planarity and the
complexity of drawing Venn diagrams. J. Graph Theory, 11(3):309{325,
1987.
[KK96] Evangelos Kranakis and Danny Krizanc. Lower bounds for compact rout-
ing (extended abstract). In 17th International Symposium on Theoretical
Aspects of Computer Science (Grenoble, 1996), pages 529{540. Springer,
Berlin, 1996.
[KKR94] Evangelos Kranakis, Danny Krizanc, and S. S. Ravi. On multi-label
linear interval routing schemes (extended abstract). In Graph-theoretic
concepts in computer science (Utrecht, 1993), pages 338{349. Springer,
Berlin, 1994.
[KRS00] Rastislav Kralovic, Peter Ruzicka, and Daniel Stefankovic. The com-
plexity of shortest path and dilation bounded interval routing. Theoret.
Comput. Sci., 234(1-2):85{107, 2000.
[LLMW98] Giuseppe Liotta, Anna Lubiw, Henk Meijer, and Sue H. Whitesides. The
rectangle of inuence drawability problem. Comput. Geom., 10(1):1{22,
1998.
[M90] Erkki Makinen. How to draw a hypergraph. International Journal of
Computer Mathematics, 34:177{185, 1990.
[NO99] Lata Narayanan and Jaroslav Opatrny. Compact routing on chordal rings
of degree 4. Algorithmica, 23(1):72{96, 1999.
[NS98] Lata Narayanan and Sunil Shende. Partial characterizations of networks
supporting shortest path interval labeling schemes. Networks, 32(2):103{
113, 1998.
[RS00] Peter Ruzicka and Daniel Stefankovic. On the complexity of multi-
dimensional interval routing schemes. Theoret. Comput. Sci., 245(2):255{
280, 2000. Algorithms for future technologies (Saarbrucken, 1997).
[Ruz88] Peter Ruzicka. On eÆciency of interval routing algorithms. In V. Koubek
M. P. Chytil, L. Janiga, editor, Mathematical Foundations of Computer
Science, volume 324 of Lecture Notes in Computer Science, pages 492{500.
Springer-Verlag, 1988.
BIBLIOGRAPHY 83
[SK82] Nicola Santoro and Ramez Khatib. Routing without routing tables. Tech-
nical Report SCS-TR-6 School of Computer Science, Carleton University,
Ottawa, 1982.
[SK85] Nicola Santoro and Ramez Khatib. Labelling and implicit routing in
networks. The Comput. J., 28(1):5{8, 1985.
[Tan95] Andrew S. Tanenbaum. Distributed Operating Systems. Prentice Hall Inc.,
Upper Saddle River, NJ, 1995.
[Tan96] Andrew S. Tanenbaum. Computer Networks. Prentice Hall Inc., Upper
Saddle River, NJ, 3rd edition, 1996.
[TL95] Savio S. H. Tse and Francis C. M. Lau. Lower bounds for multi-label inter-
val routing. In Proceedings of 2nd Colloquium on Structural Information
& Communication Complexity (SIRROCO'95), pages 123{134, 1995.
[TL97a] Savio S. H. Tse and Francis C. M. Lau. A lower bound for interval routing
in general networks. Networks, 29(1):49{53, 1997.
[TL97b] Savio S. H. Tse and Francis C. M. Lau. An optimal lower bound for inter-
val routing in general networks. In Proceedings of 4th International Col-
loquium on Structural Information & Communication Complexity (SIR-
ROCO'95), pages 112{124. Carleton Scientic, July 1997.
[TvL95] Richard B. Tan and Jan van Leeuwen. Compact routing methods: A sur-
vey. In Proceedings of Colloquium on Structural Information and Commu-
nication Complexity (SICC'94), SCS, Carleton University, Ottawa, pages
99{109, 1995.
[vLT87] Jan van Leeuwen and Richard B. Tan. Interval routing. Comput. J.,
30(4):298{307, 1987.
[Wes96] Douglas B. West. Introduction to Graph Theory. Prentice Hall Inc., Upper
Saddle River, NJ, 1996.
[WMT93] Peter H. Welch, David May, and Peter W. Thompson. Networks, Routers
and Transputers: Function, Performance and Application. IOS Press,
Netherlands, February 1993. ISBN 90-5199-129-0.
