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Abstract
In this paper we give an algorithm that calculates a skeleton of a tame covering of curves over a
complete discretely valued field. The algorithm mainly relies on the tame simultaneous semistable
reduction theorem, for which we give a short proof based on first principles. To use this theorem in
practice, we show that we can find extensions of prime ideals in normalizations using power series. We
also prove that these power series can be used to find extensions of chains of prime ideals. This then
allows us to reconstruct a skeleton of a tame covering. In studying the connections between power
series and extensions of prime ideals, we furthermore obtain generalizations of classical theorems
from number theory such as the Kummer-Dedekind theorem and Dedekind’s theorem for cycles in
Galois groups.
1 Introduction
For an irreducible polynomial f(x, y) over the field of complex numbers C, the classical Newton-Puiseux
algorithm calculates local parametrizations of the branches of the curve defined by f(x, y) = 0 as a set of
Puiseux series. The goal of this paper is to give a generalization of this algorithm for semistable models.
The input of the algorithm is again a curve defined by an irreducible polynomial f(x, y), but it is now
defined over a complete discretely valued field K. The final output of the algorithm is a skeleton of a
tame covering X → P1K associated to f(x, y), which means in terms of schemes that we calculate the
covering of dual intersection graphs Σ(X )→ Σ(Y) associated to a covering of semistable models X → Y.
In the intermediate steps we calculate the local branches of X → Y using a technique similar to the one
in the original Newton-Puiseux algorithm, so it seems appropriate to call this algorithm a generalization
of the Newton-Puiseux algorithm.
The main theoretical tool behind the algorithm is a generalization of the tame simultaneous semistable
reduction theorem as given in [LL99, Theorem 2.3], for which we give a short proof. The result is
Theorem 1.1. [Tame simultaneous semistable reduction theorem] Let φ : X → Y be a finite
morphism of smooth proper curves with K-rational branch locus B and let Y/R be a semistable model for
(Y,B). Suppose that the normalization X of Y in K(X) has reduced special fiber and that the morphism
X → Y is tame in codimension one. Then X is semistable. If Y is strongly semistable, then X is also
strongly semistable.
This theorem is a generalization of the one in [LL99] in two ways. First, the covering is not assumed
to be Galois. Moreover, the tameness assumption is less strict than p - |G|, where G is the Galois group
of the covering. A closer analogue of Theorem 1.1 can be found in [Hel18a, Theorem 3.1], which proves
the same result but in the context of Berkovich spaces. To see the resemblance, we invite the reader to
compare the notion of residual tameness used in [Hel18a] to the tameness condition imposed here.
As a first step towards proving Theorem 1.1, we establish a semistable generalization of the classical
Newton-Puiseux theorem, which says that the field of Puiseux series P over C is algebraically closed.
Our generalization works with the completed coordinate ring R[[u, v]]/(uv−pin) of a closed annulus over
a complete discrete valuation ring R with uniformizer pi and n ≥ 1. We consider the (tame) Kummer
field W tame obtained by adding all m-th roots of u and v, for all m coprime to the residue characteristic
of R. This field is our analogue of the field of Puiseux series. We then prove
1
ar
X
iv
:2
00
7.
09
44
9v
1 
 [m
ath
.A
G]
  1
8 J
ul 
20
20
Theorem 1.2. [Semistable Newton-Puiseux theorem] Let W tame be the tame Kummer field over
K(A), where A := R[[u, v]]/(uv − pin) and K(A) is its field of fractions. Then W tame is the composite
of all extensions of K(A) that are at most tamely ramified over the special fiber and étale over all the
generic primes.
We thus have a convenient geometric description of the tame Kummer field. By combining this with
an analogous theorem for R[[u]], we then quickly obtain a proof for Theorem 1.1. We invite the reader
to compare this with [GR71, Page 316, Corollaire 5.3] and [Abh59, Page 76, Theorem 2]. In the second
part of this paper, we put Theorems 1.1 and 1.2 into practice in the form of an algorithm that calculates
a skeleton of a tame covering φ : X → P1K . To do this, we write K(x) ⊂ K(x)[y]/(f) = K(X) for
the extension of function fields associated to the covering. If we take a strongly semistable model Y of
(P1K , B) where B is the branch locus of φ, then by Theorem 1.1 the morphism φ lifts to a morphism
of semistable models X → Y after a finite extension of K. For explicit local versions of models Y of
(P1K , B), we refer the reader to Section 1.3.1. The dual intersection graph Σ(Y) of this model Y consists
of a set of vertices and edges and our goal is to reconstruct the intersection graph Σ(X ) from Σ(Y). To
do this, we calculate the following:
[Main procedures to calculate the skeleton]
• Calculate the pv-adic power series expansions of the roots of f over the prime ideals pv corresponding
to the vertices v ∈ Σ(Y).
• Calculate the me-adic power series expansions of the roots of f over the prime ideals me corre-
sponding to the edges e ∈ Σ(Y).
• Connect the pv-adic power series expansions for vertices v ∈ Σ(Y) to the me-adic power series
expansions for adjacent edges e.
We will see that if we compute sufficiently precise expansions, then we can deduce the skeleton Σ(X )
from the above data. To calculate the pv-adic power series, we give a generalization of the classical
discrete Newton-Puiseux algorithm. We then apply this algorithm to suitable lifts of the coefficients in
the pv-adic power series to calculate the me-adic power series of the roots. We call this algorithm the
mixed Newton-Puiseux algorithm.
We now give a short overview of the results in this paper. We begin the paper by reviewing power series
expansions for regular local rings in Section 2.1. We then study the following problem: let K(A) ⊂ K(B)
be a finite separable extension of fields given by an irreducible polynomial f ∈ K(A)[x]. For a normal
Noetherian domain A with normalization B in K(B), we are interested in the extensions of a prime
ideal mA in Spec(A) to prime ideals mB in Spec(B). We find in Section 2.3 that these are classified
by the orbits of the roots of f under the absolute decomposition group Dm. This is one of the main
facts used in the algorithm. In studying this problem, we are also naturally led to higher-dimensional
generalizations of classical theorems from number theory such as the Kummer-Dedekind theorem and
Dedekind’s theorem on Galois groups, see Sections 2.2 and 2.3.
In Section 3, we set out to prove Theorems 1.1 and 1.2. We start by giving a description of the spectra
of the complete local rings corresponding to ordinary double points and smooth points on a semistable
model, see Section 3.1. We then study tame Kummer extensions of these points, which leads to a proof
of Theorem 1.2. The main tools in proving this are Abhyankar’s Lemma and the Zariski-Nagata purity
theorem, also known as purity of the branch locus. In Section 3.3, we then show how these results can
be combined to give a proof of Theorem 1.1.
In Section 4, we give the algorithms that allow us to calculate the covering Σ(X ) → Σ(Y) of dual
intersection graphs for a covering of semistable models X → Y. As mentioned earlier, these algorithms
calculate pv-adic and me-adic power series expansions of f . For pv, we use a generalization of the original
discrete Newton-Puiseux method for tame polynomials over a discrete valuation ring Ap, this is given
in Section 4.2. Here we need some algorithm that can factorize polynomials over finite extensions of the
residue field k(p). For us, the most complicated residue fields will be finite extensions of Fp(x), Q(x)
or C(x), corresponding to the residue fields of the primes pv. After this, we show in Section 4.3 how to
calculate the me-adic power series expansions of the roots of f . To do this, we first consider the pv-adic
power series of the roots of f for a vertex v that is adjacent to e. We then construct me-integral lifts
of the coefficients in these power series and these lifts allow us to find the me-adic power series of the
roots. In residue characteristic zero there is a canonical way to lift these coefficients using a canonical
splitting of the reduction map R → k. In residue characteristic p > 0, we use a different approach that
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also gives the desired lifts. Using a comparison theorem for Galois actions (see Theorem 4.34), we then
show that we can combine these me-adic and pv-adic power series to deduce the global structure of the
covering Σ(X )→ Σ(Y).
1.1 Organization of the paper
This paper is subdivided into two main parts:
• A theoretic part on power series, the Kummer-Dedekind theorem, Dedekind’s theorem on cycles in
Galois groups, Kummer extensions and the tame simultaneous semistable reduction theorem. This
theoretic part is subdivided into two sections, namely Sections 2 and 3.
• An algorithmic part on generalizations of the Newton-Puiseux algorithm for discrete valuation rings
and ordinary double points. This part consists of only one section, namely Section 4.
The algorithmic part depends on the theoretic part in the following sense. The output of the Newton-
Puiseux algorithm is in terms of power-series expansions, a notion we generalize in the beginning of
Section 2 in the context of regular local rings. We also need to know that the Kummer extensions we
create in the algorithm are sufficient to give the splitting field of the polynomial in question. This is
studied in Section 3, where we prove that tame extensions of an ordinary double point with no generic
ramification are contained in a Kummer extension. These two facts allow us to conclude that the
generalized Newton-Puiseux algorithms are correct and terminate in finite time. To calculate a skeleton
of a covering of curves, we also need to be able to interpret extensions of prime ideals in terms of power
series. This problem is studied in detail in Section 2.
Figure 1: The tropicalization of the 4 : 1 covering in Example 1.3. The blue vertices in the top graph
are the ramification points and the blue vertices in the bottom graph are the branch points. The 1’s in
the top graph represent the genera of the corresponding vertices. For the integers next to the vertices in
the tree, see Example 1.25.
For the algorithmic part, we will focus on the following example which was communicated to us by
Prof. Bernd Sturmfels. This example illustrates many of the subtleties that go into the generalized
Newton-Puiseux algorithms we present in Section 4, and as a bonus it also illustrates our generalized
Dedekind theorem on Galois groups for finite extensions.
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Example 1.3. [Main Example] Let K = C((t)) be the field of formal Laurent series over C and
consider the projective curve X ⊂ P2K defined by the homogeneous degree four polynomial
f = t22X4 + t14X3Y + t8X3Z + t10X2Y 2 + t16X2Y Z
+ (1 + t6)X2Z2 + t4XY 3 + (t12 − 2)XY 2Z + t16XY Z2
+ t8XZ3 + (t2 + 1)Y 4 + t4Y 3Z + t10Y 2Z2 + t14Y Z3 + t22Z4.
By the Jacobi criterion we find that f defines a smooth plane quartic and thus g(X) = 3. We note that
this plane quartic specializes to a double conic, so we are in the situation described in [HM98, Page 133].
We are now interested in the intersection graph of a semistable model of X, together with the lengths
of the edges and the genera of the vertices. The answer turns out to be as in Figure 1. To find this
graph, we use the degree four map of smooth curves φ : X → P1K induced by the rational map
[X : Y : Z] 7→ [X : Z]. (1)
We start by calculating a separating tree for the branch locus D of φ. This determines a semistable
model Y for (P1K , D) and using Theorem 1.1, we obtain a lift of φ to a morphism of semistable models
X → Y. Using the Newton-Puiseux algorithms from Section 4, we then calculate the intersection graph
of X .
We also apply the algorithm to an example provided by Prof. Hannah Markwig. In this example we
find a degree four covering X → P1K such that the local covering data does not determine the global
graph-theoretical structure of the skeleton.
Example 1.4. Consider the plane quartic X/C((t)) given by the degree four homogeneous polynomial
f :=t24X4 −X2Y 2 + t8XY 3 + t18Y 4 − 2X2Y Z + t3XY 2 + t12Y 3Z − (t4 − 1)X2Z2+
XY Z2 + t8Y 2Z2 + t6XZ3 + t11Y Z3 + t18Z3.
Figure 2: The final graph for the curve in Example 1.4. This admits a degree four covering to a tree
(see Figure 6) and the blue vertices correspond to the ramification points for this covering.
As in Example 1.3, this defines a smooth plane quartic, so its genus is three. We again consider the
covering given by the rational map [X : Y : Z] 7→ [X : Z]. Applying the techniques in this paper, we
find that the dual intersection graph is as in Figure 2. Since the Betti number of the top graph (which is
3) is equal to the arithmetic genus of X, we see that X is a Mumford curve. The details are in Example
4.41.
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1.2 Connections to the existing literature
We now point out connections between this paper and the existing literature. The part on Kummer
extensions is most reminiscent of the work by Grothendieck, Murre and Abhyankar, see [GR71], [GM71]
and [Abh59]. Here they characterize the tame fundamental group pit1(U) of a strictly local regular
scheme X with normal crossings divisor D and complement X\D, see [GR71, Page 316, Corollaire 5.3]
and [Abh59, Page 76, Theorem 2]. The main difference with the first text is that our results are stated
for field extensions that satisfy certain conditions with respect to normalizations. This idea is more
closely related to the material in [Abh59], one difference being that we do not work with varieties over
a field, but with schemes over a complete discrete valuation ring R such as C[[t]] or Zp. This is in turn
closer to the material in [Moc95, Section 3B], where a slightly weaker version of Theorem 1.1 is proven.
In applying this field-theoretic approach, we find generalizations of results that are well-known in
the one-dimensional case, but seemingly unknown in higher dimensions. For instance, we are able to
generalize the Kummer-Dedekind theorem from algebraic number theory, which finds the factorization
of a prime number in a number field for primes that do not divide the discriminant of the number field.
Another well-known theorem we were able to generalize is Dedekind’s theorem on deducing elements of
Galois groups of monic irreducible f ∈ Z[x] using factorizations over Fp[x], again for primes p that do
not divide the discriminant. The original versions can be found in [Ste17, Theorem 3.1 and Corollary
8.11], [Neu99, Chapter 1, Proposition 8.3] and [Cox12, Theorem 13.4.5]. The generalized versions can
be found in Theorems 2.13, 2.24 and 2.30.
Using the theorems on Kummer extensions, we then deduce our main theorem: the tame simultane-
ous semistable reduction theorem, see Theorem 1.1. Various (tame) simultaneous semistable reduction
theorems can be found in the literature, but ours is most closely related to [LL99, Theorem 2.3], [Liu06b,
Theorem 4.5] in terms of semistable models, and [Hel18a, Theorem 3.1] and [ABBR15, Theorem 5.22] in
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terms of Berkovich spaces. In [Liu06b] and [ABBR15], they prove much stronger simultaneous semistable
reduction theorems that work without any tameness assumptions. This unfortunately doesn’t give a di-
rect way of determining semistable models using coverings, since the covering of semistable models
X ′ → X for X ′ → X is induced from a semistable model for X ′. A great deal of progress has been
made in the meantime on tropicalizations of wild coverings, see [CTT16] and [BMT19] for results in this
direction.
The discrete Newton-Puiseux algorithm we give here can be seen as a generalization of the one in
[Duv89]. The factorization problems encountered there will also be of importance in this paper when we
try to determine the vertices v ∈ Σ(X ) lying over a vertex w ∈ Σ(Y) for a covering Σ(X ) → Σ(Y), see
Remark 4.18. In [BRJ03] and [McD95] a multi-variate generalization of the Newton-Puiseux algorithm
is given. This method takes a polynomial f ∈ C[x1, ..., xr][y] of degree d and returns a set of d power
series over some generalized fractional power series ring C((CQ)), where CQ is a strongly convex rational
polyhedral cone in Rn, see [McD95] for the exact definition. It is at present not clear to the author if
there are any direct connections between this multi-variate algorithm and the one in our paper, since we
work with more general regular local rings which are not necessarily defined over a field.
Lastly, we mention that there are many algorithms in the literature that calculate semistable models
for curves in specific cases, for instance when the curve has a Galois morphism to the projective line or
when the curve is embedded in a torus in a suitable way. We refer the interested reader to the following
papers for examples of these algorithms: [Dok18], [Arz12], [BW15], [CM16], [Hel18b], [BH17] and [Hel17].
Remark 1.5. [Algorithms in this paper] Some of the steps in the algorithms we give in this paper
contain some intentional ambiguities and omissions in order to convey the idea of the algorithm in a more
conceptual way. For instance, in Algorithm 1 we will say that the power series have to be updated with
the data that was just calculated. To make this into a line of code, we would have to introduce markers
and containers to make sure that the data is transported to the right location. We think that this would
detract from the underlying idea, so we instead opt for this style, leaving some room for programmers
to transform the ideas into code in their own way.
1.3 Preliminaries
Throughout this paper, R will be a complete discrete valuation ring with field of fractions K, maximal
ideal m, residue field k and uniformizer pi. The (normalized) valuation will be denoted by v(·) : K∗ →
Z. We will assume that R is complete and that K is of characteristic zero (but we allow k to have
characteristic p). We will encounter the notion of an étale morphism often throughout the paper, the
set-up and results that we use can be found in [Sta19, Tag 02GH], but we also refer the reader to [Gro67,
Chapitre 17, Page 56] and [Liu06a]. A curve X/K is an algebraic variety over K (see [Liu06a, Chapter
3, Definition 3.47]) whose irreducible components are all of dimension one. Unless mentioned otherwise,
we will assume that curves are smooth and geometrically irreducible. We then have the following notion
of a model X/R for a curve X/K.
Definition 1.6. [Models of curves] Let X/K be a proper curve over a complete discretely valued field
K with valuation ring R. A model X for X is an integral scheme X with a flat and proper morphism
X → Spec(R) and an isomorphism Xη → X. Here Xη is the generic fiber of X .
Definition 1.7. [Smooth and ordinary double points] Let X be a model for a curve X. A smooth
closed point on the special fiber is a closed point x ∈ X such that
ÔX ,x ' R[[u]]. (2)
An ordinary double point is a closed point x ∈ X such that
ÔX ,x ' R[[u, v]]/(uv − pin) (3)
for some integer n. The integer n is called the thickness or length of the ordinary double point. It is
independent of the isomorphism chosen by [Liu06a, Chapter 10, Corollary 3.22(c)].
Remark 1.8. We note that the definition of a smooth point given here coincides with the usual one for
points in the special fiber. Indeed, this follows from [Gro67, Proposition 17.5.3] and the fact that the
residue field k is algebraically closed.
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Definition 1.9. [Semistable and permanent models] Let X → Spec(R) be a model for a proper
curve X/K. We say that X is semistable if the special fiber Xs is reduced and every closed point x ∈ X
is either a smooth point or an ordinary double point. It is strongly semistable if additionally every
irreducible component of the special fiber is smooth over k. Let X be a model for a proper curve X/K.
If the special fiber of X is reduced, then we say that X is a permanent model.
Remark 1.10. We first note that in the definition of a semistable model, the properness of X → Spec(R)
is equivalent to projectiveness. We will follow the proof in [Liu06a, Chapter 8, Theorem 3.16] and leave
some of the details to the reader. Let xi be a closed point of an irreducible component Γi in the special
fiber of X and suppose that xi is in the smooth locus. Viewing xi as a point of X , we then have
OˆX ,xi ' R[[u]] and using [Liu06a, Chapter 10, Proposition 1.40] we can find a point Pi in the generic
fiber reducing to xi. This gives an invertible sheaf Li on X and we consider the tensor product L of
these Li. As in [Liu06a, Chapter 8, Theorem 3.16], we then find that Ls is ample and consequently L is
ample by the fiberwise criterion for ampleness.
Remark 1.11. We now comment on an equivalent definition for ordinary double points. Let x be a
closed point. Note that it maps to the closed point s ∈ Spec(R) by the properness of the structure
morphism X → Spec(R). The corresponding point x˜ in the special fiber Xs is then again closed. A
necessary and sufficient condition for x to be an ordinary double point is that OˆXs,x˜ ' k[[u, v]]/(uv), see
[Liu06a, Chapter 10, Corollary 3.22].
Let X/R be a model for a curve X/K. We have a natural reduction map
redX : X(K)→ X (k). (4)
That is, starting with a point PK ∈ X(K) = X (K), we find using the valuative criterion of properness
that there is a unique morphism PR : Spec(R) → X such that the composition of PR with Spec(K) →
Spec(R) gives PK : Spec(K)→ X . By composing PR with the natural map Spec(k)→ Spec(R), we then
obtain the desired point redX (PK) in X (k).
Definition 1.12. [Semistable models for marked curves] Let D ⊂ X(K) be a finite set of closed
points on a curve. We call the pair (X,D) a marked curve. A semistable model for (X,D) is a semistable
model X for X such that the restriction of the reduction map redX (·) to D gives an injective map
redX|D : D → X sms (k) (5)
to the k-points of the smooth locus X sms ⊂ Xs of the special fiber. We similarly define a strongly
semistable model for a marked curve.
Definition 1.13. [Dual intersection graphs and skeleta] Let X/R be a strongly semistable model
for a curve X/K. Consider the set V (X ) of irreducible components in the special fiber Xs and the
set E(X ) of intersection points of these components. The dual intersection graph Σ(X ) of X is the
undirected graph with vertex set V (X ) and edge set E(X ), where the endpoints of the edges are the
vertices corresponding to the irreducible components the intersection point lies on. We will also call this
the skeleton of X .
For any vertex v ∈ V (X ) corresponding to a component Γv, we write g(Γv) for the genus of this curve
Γ over k. For any edge e ∈ E(X ) corresponding to an ordinary double point xe ∈ X , we write δe for the
thickness of xe. We now turn the dual intersection graph into a weighted metric graph (Σ(X ), `(·), w(·))
by defining the functions
` : E(X )→ Z≥0,
e 7→ δe,
w : V (X )→ Z≥0,
v 7→ g(Γv).
For a marked curve (X,D) and a strongly semistable model X for (X,D), we add extra leaves at the
vertices that the points in D reduce to.
Definition 1.14. [Tropicalization of a finite morphism] Let X and Y be strongly semistable models
for curves X and Y respectively and let φ : X → Y be a finite morphism. Suppose that there is a finite
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R-morphism φR : X → Y lifting φ such that every non-smooth point in Xs is sent to a non-smooth point
of Ys by φR. Then we have an induced morphism of intersection graphs
Σ(X )→ Σ(Y), (6)
which we call the tropicalization or skeleton of φR.
Remark 1.15. The condition on the non-smooth points ensures that we have maps E(Σ(X ))→ E(Σ(Y))
next to the canonical maps V (Σ(X )) → V (Σ(Y)). We will see in the proof of Theorem 1.1 that the
morphisms in this paper all satisfy this extra condition. For an example of a finite morphism of semistable
models that does not satisfy this condition, we take the semistable model X given locally by
y2 = x(x− pi)(x+ 1)(x+ 1− pi). (7)
The morphism (x, y) 7→ x then induces a finite morphism of semistable models X → P1R that sends the
non-smooth points (x, y, pi) and (x+ 1, y, pi) (written as prime ideals) to smooth points. The reason that
this happens is that there are branch points that reduce to the same point on the special fiber, e.g. (x)
and (x− pi).
1.3.1 Models of P1K
We now introduce the models for P1K that we will be using throughout this paper. We refer the reader
to [Hel18b, Section 6] for more details. We also introduce notation for various affine subsets in these
models. This notation resembles the "Berkovich" point of view of giving (formal) semistable models
through semistable vertex sets, see [ABBR15, Theorem 5.8]. We invite the reader to review the picture
of an infinite R-tree associated to the Berkovich analytification P1,anK , see [BR10, Section 2.3]. Since
these local charts form one of the basic building blocks of our algorithm in Section 4, we give a detailed
example that highlights most of the subtleties, see Example 1.23.
We start by introducing notation for certain discrete valuations of the function field K(P1K) = K(u).
Let x0 ∈ K and k ∈ Z≥0. Consider the set
Bk(x0) = {x ∈ K : v(x− x0) > k}. (8)
We refer to this as the closed disk of radius k centered around x0. We now consider the homomorphism
φ : R[u1]→ K(u) determined by
u1 7→ u− x0
pik
. (9)
We denote the image of this embedding in K(u) by ABk(x0). Note that φ is injective since it is an
isomorphism on the generic fiber. We will sometimes identify R[u1] with its image ABk(x0) ⊂ K(u). The
ideal (pi) is prime in ABk(u0) and regular of codimension one, so this ideal defines a discrete valuation of
K(u).
Definition 1.16. [Discrete valuation assigned to a closed disk] Consider the subring ABk(x0) of
K(u). We define the valuation of K(u) associated to Bk(x0) to be the discrete valuation corresponding
to (pi) in the algebra ABk(x0).
Remark 1.17. In terms of Berkovich spaces, the discrete valuation we introduced here corresponds to
the type-2 point associated to the closed disk Bk(x0).
Example 1.18. Even though pi is a uniformizer for all of these discrete valuations of K(u), they are
different in general. As an example, consider the valuations p1 and p2 corresponding to B0(0) and B1(0).
We have vp1(u) = 0, but vp2(u) = 1, since u = pi
u
pi
.
We now introduce notation for closed and open annuli. Consider the set
Sa,b(x0) = {x ∈ K : a 6 v(x− x0) 6 b}, (10)
where a and b are any two integers with a < b and x0 ∈ K. We refer to this as the closed annulus of
inner radius a and outer radius b around u0. Similarly, we have the open annulus of inner radius a and
outer radius b
S+a,b(x0) = {x ∈ K : a < v(x− x0) < b}. (11)
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We now attach an algebra to these two sets. Define c := b−a. Consider the algebra R[u1, v1]/(u1v1−
pic). We embed this ring into K(u) by sending
u1 7→ u− x0
pia
,
v1 7→ pi
b
u− x0 .
We write ASa,b(x0) for the image of R[u1, v1]/(u1v1 − pic) under this embedding. As before, we view
R[u1, v1]/(u1v1 − pic) as a subring of K(u).
Definition 1.19. [Maximal ideal corresponding to an open annulus] Let ASa,b(x0) be the algebra
associated to the annuli Sa,b(x0) and S+a,b(x0). Let m = (u1, v1, pi). We call m the maximal ideal
associated to the open annulus S+a,b(x0).
Remark 1.20. The algebra ASa,b(x0) has two codimension one primes in the special fiber: p1 = (u1, pi)
and p2 = (v1, pi). Their associated valuations are the same as the ones induced by Bb(x0) and Ba(x0)
respectively (note the change here), see Definition 1.16. We will also write these as the valuations
corresponding to the sets
∂1Sa,b(x0) = {x ∈ K : v(x− x0) = b}, (12)
∂2Sa,b(x0) = {x ∈ K : v(x− x0) = a}. (13)
We refer to these sets as the endpoints of Sa,b(x0).
Suppose now that we have two affines corresponding to two closed annuli which overlap only at one
of their endpoints as in Equation 12 and 13. We can glue the algebras together "along this boundary"
to obtain a new scheme. We show what we mean by this in an explicit example.
Example 1.21. Consider three positive integers a < b < c and let A1 := ASa,b(0) ' R[u1, v1]/(u1v1 −
pib−a) and A2 := ASb,c(0) be the algebras corresponding to the closed annuli Sa,b(0) and Sb,c(0). These
annuli overlap in ∂1Sa,b(0) = {x ∈ K : v(x) = b}, corresponding to the codimension one prime ideal
p1 = (u1, pi) in A1 and q2 = (v2, pi) in A2. We now consider the localizations A1[v−11 ] and A2[u
−1
2 ]
as subrings of K(u) using the embedding before Definition 1.19. These then define the same subrings.
Indeed, we have the identifications
v1 = u
−1
2 ,
u2 = v
−1
1
and
u1 = pi
b−au2,
v2 = pi
c−bv1,
where we omitted the maps defining the embeddings. Using this isomorphism D(v1) ' D(u2) of standard
open affines, we obtain a new scheme, which we call the gluing of these two closed annuli along their
boundary. Using the criterion in [Liu06a, Chapter 3, Proposition 3.6.(iii)] or the valuative criterion of
separatedness, one directly verifies that this defines a separated scheme. The dual intersection graph
of the special fiber of this scheme consists of three vertices {w1, w2, w3} and two edges e1 = w1w2 and
e2 = w2w3.
Remark 1.22. One has to be careful in gluing the spectra of these algebras: if two closed annuli or
disks overlap on larger portions than just the endpoints, then the scheme obtained by gluing the spectra
of these rings along some isomorphism will generally be non-separated. For instance, consider the sets
{x : v(x) > 0} and {x : v(x) > 1} with algebras R[x] and R[x/pi]. The inclusion R[x]→ R[x/pi] becomes
an isomorphism after inverting pi and if we glue along this isomorphism, then the resulting scheme is
non-separated. Indeed, the R-sections given locally by x/pi 7→ 1 and x 7→ pi agree generically in the sense
that their K-sections coincide, but their k-sections are different.
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We now consider the standard model of P1K given by X := P
1
R. This scheme is covered by two
affines Spec(R[u]) and Spec(R[u−1]) which are glued along the localization Spec(R[u, u−1]). The models
we are interested in are obtained as follows. We take the blow-up of X/R at a smooth k-rational point
to obtain a scheme X1/R. This scheme is again a strongly semistable model for P1K . Taking another
smooth k-rational point in X1, we can again take the blow-up of X1 along this point. By continuing
this process, we then obtain a whole assortment of models for the projective line P1K . The algebras
constructed in Definitions 1.16 and 1.19 are then natural local charts for these blow-ups, as the following
example illustrates.
Example 1.23. [Blow-ups] Let X = P1R, which we cover by U1 = Spec(R[u]) and U2 = Spec(R[u−1]).
We will consider three blow-ups of X at three k-rational points. We start with the blow-up at (u, pia),
which we denote by X1. For U1, there are two affine charts U1,1 = Spec(A1,1) and U1,2 = Spec(A1,2),
where the A1,i are given by
A1,1 = R[u][u/pi
a] = R[u/pia],
A1,2 = R[u][pi
a/u],
see [Liu06a, Lemmas 1.2 and 1.4, Chapter 8]. Note that A1,1 is just the algebra associated to the closed
disk Ba(0) and A1,2 is the algebra associated to the closed annulus S0,a(0).
We now consider the blow-up X2 of X1 at (v − 1, pib), where v = u/pia. Over A1,1, we find that the
blow-up is given by the two charts
B1 = A1,1[
v − 1
pib
] = R[v,
v − 1
pib
] = R[
v − 1
pib
].
B2 = A1,1[
pib
v − 1 ] = R[v,
pib
v − 1 ].
Writing
v − 1
pib
=
u− pia
pia+b
, we find that B1 is the algebra associated to Ba+b(pia). Similarly, we find that
B2 = R[v − 1, pib/(v − 1)] = R[u− pi
a
pia
,
pia+b
u− pia ], so B2 is the algebra associated to Sa,a+b(pi
a).
For our last blow-up X3, we consider the ideal (u − 1, pib) in the coordinates of the original scheme
X . Since the morphism X2 → X is an isomorphism outside (u, pi), we can calculate local charts of the
blow-up by working over the open affine R[u, u−1]. The blow-up at (u−1, pib) is then given over R[u, u−1]
by the two affine charts
C1 = R[u, u
−1][
u− 1
pib
]
C2 = R[u, u
−1][
pib
u− 1 ].
These algebras are, after a localization, the algebras associated to the closed disk Bb(1) and the closed
annulus S0,b(1). In general, to show that the algebras in Definitions 1.16 and 1.19 provide local charts we
can reduce to blow-ups at smooth k-rational points of algebras of the form R[u1] by taking a sufficiently
small neighborhood.
Definition 1.24. [Separating models and trees] Let Y be a strongly semistable model for P1K and
let S = {P1, ..., Pr} be a finite set of K-rational points of P1K . We say that Y is separating for S if
Y is a strongly semistable model for the marked curve (P1K , S) in the sense of Definition 1.12. If Y is
separating for S, then we call the dual intersection graph T of Y a separating tree for S. We highlight
the reductions of the points Pi ∈ S by adding leaves to T .
Using the charts and blow-ups we discussed earlier, we can now easily construct separating models
of P1K for a finite set S = {P1, ..., Pr} of K-rational points of P1K . Indeed, starting with P1R, we blow
up points in the special fiber until we have a model that is separating for S. To see that this is a finite
process, we refer the reader to [Hel18b, Section 6.2].
Example 1.25. [Main Example] We consider Example 1.3. The covering of smooth curves ψ : X →
P1K induced by the rational map [X : Y : Z] 7→ [X : Z] has a finite branch locus (since it is étale over
the generic point), which we denote by B. We determine a separating model Y for B. To do this, we
first calculate the discriminant of the covering. Over the affine chart Z 6= 0 with x = X/Z, this gives a
polynomial ∆(x) of degree 12. A Newton polygon calculation shows that the roots αi of the discriminant
∆ are distributed as in the following table.
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#{αi} v(αi)
2 11
3 8
1 4
1 −4
3 −8
2 −11
Further calculations then show that the t-adic coefficients of these roots only coincide up to these
orders. For instance, write α1 and α2 for the roots with v(αi) = 11. We then calculate 1/t54 ·∆(t11x),
which reduces to the separable polynomial −27x2 − 4 modulo (t). In other words, the power series
expansions of these roots (see Section 2.1) start with
α1 = δ1t
11 +O(t12),
α2 = δ2t
11 +O(t12),
where the δi are the two roots of −27x2 − 4 in C. Doing similar calculations for the other roots then
yields the separating tree as in Figure 3. This tree yields six closed annuli and their algebras from left
to right are
AS−11,−8(0), AS−8,−4(0), AS−4,0(0), AS0,4(0), AS4,8(0), AS8,11(0). (14)
Figure 3: The separating tree for the covering in Example 1.3. The integers under the vertices correspond to
the closed disks Bk(0), as in Definition 1.16.
In Section 3, we show that the normalization X of the model Y in K(X) is again a strongly semistable
model after a finite extension of K = C((t)). This then induces a morphism of intersection graphs
Σ(X ) → Σ(Y) and we show in Section 4 how we can calculate Σ(X ) using generalized power series
expansions.
2 Finite extensions and power series
In this section we discuss several generalities concerning power series expansions and finite extensions.
We will show that for a regular local ring, the adic expansions with respect to a monomial basis are
unique, and they behave as they do for power series over a field. This polynomial point of view for
regular local rings forms a natural context for the Newton-Puiseux algorithms in Sections 4.2 and 4.3,
and it gives a concrete way to compute with regular local rings and quotients thereof in terms of power
series.
After this, we consider finite normal extensions of normal domains and their Galois counterparts.
We prove an analogue of [Ste02, Theorem 3.8], which says that in a finite extension of number fields
one can find the primes lying above a prime p by factoring a certain polynomial over the completion or
the Henselization at p. This in turn is equivalent to finding the orbits of the roots under the absolute
decomposition group, a fact that lies at the basis of the algorithms we present here. We then generalize
a classical theorem by Dedekind on cycles in Galois groups, see [Cox12, Theorem 13.4.5] and [Ste17,
Corollary 8.11] for instance. Stated somewhat imprecisely, the generalized theorem tells us that we can
find shadows of Galois groups by doing computations over the completion or the Henselization of a local
ring. Although we will not need it for the computations in this paper, this generalization follows quite
easily from our other results regarding orbits, decomposition groups, Henselizations and completions, so
it seemed natural to include it.
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2.1 Expansions for regular local rings
Let (A,m) be a regular local Noetherian ring with residue field k := A/m. Suppose that we have a set of
elements x1, ..., xr ∈ m whose images in the k-vector space m/m2 are a basis of that vector space (we will
also say that the xi themselves form a basis of this vector space). Here r = dim(A) by regularity. This
basis can then be used to give an isomorphism of the graded ring grm(A) and the polynomial ring over k
in r variables, see [Sta19, Lemma 00NO] and [Kem11, Theorem 13.4]. We will interpret this result using
the concept of monomials.
Definition 2.1. [Monomials] Let (A,m) be a regular local Noetherian ring and let {x1, ..., xr} be a
set of generators for m. An element m ∈ A of the form
m = xi11 · · ·xirr (15)
for i1, ..., ir ∈ N is a monomial in the xi of total degree deg(m) := i1 + ... + ir. We will also think of
these monomials as being represented by vectors in Nr: every monomial xi11 · · ·xirr corresponds to the
vector (i1, ..., ir). In terms of this interpretation, we sometimes also write a monomial in vector notation:
m = xi, where i ∈ Nr. For any monomial m, we write im for the corresponding vector in Nr. We also
write deg(i) :=
∑r
j=1 ij for a vector i = (i1, ..., ir).
The set of all monomials in A is denoted byM . For every j, we can then consider the set of monomials
of total degree j: Mj = {m ∈M : deg(m) = j}. These monomials are elements of the ideal mj . In fact,
they form a basis:
Lemma 2.2. Consider the set Mj of all monomials in the xi of total degree j and let M j be the image
of this set in the k-vector space mj/mj+1. Then M j is a basis for this vector space.
Proof. First note that these elements span the vector space mj/mj+1 since they generate mj . By [Kem11,
Theorem 13.4] the graded ring grm(A) is isomorphic to the polynomial ring k[z1, ..., zr], where xi maps
to zi. Comparing the dimensions of the graded pieces of degree j, we see that M j forms a basis of
mj/mj+1.
For the upcoming proposition, let us recall that a set of representatives S for the residue field k := A/m
is a set of elements in A such that the restriction of the quotient map A→ A/m to S yields a bijection.
In other words, for every element of the residue field, we have chosen exactly one representative in A. We
will assume that 0 ∈ S, so that it represents 0. Recall furthermore that for any regular local Noetherian
ring (A,m), we have the natural m-adic topology at our disposal, which means that we can write down
m-adic power series as follows. Let us fix a set of generating monomials {x1, ..., xr} for A. We write
z =
∑
i∈Nr
ci · xi11 · · ·xirr (16)
for z ∈ A, i = (i1, ..., ir) ∈ Nr and ci ∈ S if the sequence (zn) defined by taking all terms of total degree
less than n converges to z. We now show that we can write down a unique power series expansion as in
Equation 16 for any element z ∈ A.
Proposition 2.3. Let (A,m) be a regular Noetherian local ring. Let x1, ..., xr ∈ m be elements that map
to a basis of the k-vector space m/m2 and let S ⊂ A be a set of representatives of the residue field A/m.
Then every element z ∈ A can be written in a unique way as
z =
∑
i∈Nr
ci · xi11 · · ·xirr , (17)
where i = (i1, ..., ir) and ci ∈ S. The convergence of the infinite sum is to be taken with respect to the
m-adic topology of A.
Proof. Consider the exact sequence
(0)→ m→ A→ A/m→ (0). (18)
Using S, we set-theoretically split this sequence to give the bijection A ' A/m ⊕ m. Let us explicitly
give this map. Taking any element z ∈ A, we can find a unique s ∈ S such that z − s ∈ m. The map
A→ A/m⊕m is then given by
z 7→ (z mod m, z − s) = (s mod m, z − s). (19)
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Similarly, we can now write mk = mk+1 ⊕ mk/mk+1 by splitting the surjection mk → mk/mk+1 using a
basis of the latter k-vector space and S. More explicitly, we choose the monomials of total degree j in
the xi, which form a basis by Lemma 2.2. For any element z ∈ mk, there are then unique ci ∈ S such
that
z′ := z −
∑
i : deg(i)=k
ci · xi ∈ mk+1. (20)
Let us write sk =
∑
i : deg(i)=k ci · xi. The map mk → mk/mk+1 ⊕mk+1 is then given by
z 7→ (z mod mk+1, z′) = (sk mod mk+1, z′). (21)
Applying these maps for all k < n, we obtain a bijection
A ' A/m⊕m/m2 ⊕m2/m3 ⊕ ...⊕mn. (22)
This map sends
z 7→ (s0, s1 mod m2, ..., sn−1 mod mn, z −
n−1∑
i=0
si). (23)
Here every sk is determined recursively by s0 = s and the residue class of z−
∑k−1
i=0 si in m
k+1. Identifying
the elements of every mk/mk+1 with elements of the form
∑
i:deg(i)=k ci · xi for ci ∈ S, we then also see
that the inverse is given by
(s0, s1, ..., sn−1, r) 7→ (
n−1∑
i=0
si) + r, (24)
where si denotes our choice of a lift of si ∈ mi/mi+1 to A. Let us write ψn for the bijection in Equation
22 and pin for the projection map onto mn. Now consider the element
zn =
n−1∑
i=0
si =
∑
i:deg(i)<n
ci · xi11 · · ·xirr . (25)
Applying the decomposition map ψn, we then obtain pin ◦ψn(z) = z− zn. Since z− zn ∈ mn, we see that
the sequence (zn) converges in the m-adic topology to z, which in turn proves the existence of the power
series expansion. Furthermore, the decomposition of A in Equation 22 for every n uniquely determines
the coefficients ci, so we see that the power series expansion is unique.
Remark 2.4. We note that Proposition 2.3 can be generalized to local Noetherian rings (A,m) as follows.
We fix a set of representatives S and lifts of bases of the k-vector spaces mk/mk+1 for every k ≥ 1. We
then again obtain power expansions in terms of lifts of these bases to A. For regular local Noetherian
rings, the monomials in the generators of the maximal ideal automatically give a set of generators of
mk/mk+1 by Lemma 2.2, so the theorem becomes more convenient in this case.
Even more generally, if we have an ideal I in a Noetherian ring A, then we can prove a similar
theorem if we have a good description of the quotients Ik/Ik+1 as A/I-modules. For instance, if all of
these quotients are free over A/I, then we fix a set of generators for every quotient Ik/Ik+1 and then
lift this structure using a set of representatives of A/I as in the proof of Proposition 2.3. For instance, if
A = Z[x] and I = (p) for some prime p, then the quotients Ik/Ik+1 are free of rank 1 over A/(p) ' Fp[x]
and we can uniquely write every element z in Z[x] as
z =
∑
i∈Z≥0
cip
i, (26)
where the ci are in a set S of lifts from Fp[x] to Z[x]. For instance, we can take S ⊂ Z[x] to be the
polynomials whose coefficients are in {0, ..., p− 1}.
Lemma 2.5. Let (A,m) be a regular Noetherian local ring and let φ : A → A/mn be the quotient map.
Let x1, ..., xr ∈ m be elements that map to a basis of the k-vector space m/m2 and let S ⊂ A be a set of
representatives of the residue field A/m. Then for every element z in A/mn, there is a unique element
z of the form
z =
∑
i : deg(i)<n
ci · xi11 · · ·xirr (27)
such that φ(z) = z.
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Proof. Recall the bijection
A ' A/m⊕m/m2 ⊕m2/m3 ⊕ ...⊕mn−1/mn ⊕mn (28)
from Proposition 2.3. We similarly have a bijection
A/mn = A/m⊕m/m2 ⊕ ...⊕mn−1/mn, (29)
which induces a natural section σ : A/mn → A of the map φ : A → A/mn with φ ◦ s = id. The image
of σ is exactly the set of expansions as in Equation 27 (see Equation 24 for an explicit version of this
map), so we obtain the statement of the Lemma.
Corollary 2.6. Let A := R[[x, y]]/(uv− pi), where R is a complete discrete valuation ring and S ⊂ R is
a set of representatives of the residue field k of R. Then every element z ∈ A can be written uniquely as
z =
∑
(i,j)∈N2
ci,ju
ivj , (30)
where ci,j ∈ S. Furthermore, z ∈ (un) if and only if ci,j = 0 for all (i, j) such that i < n. Similarly,
z ∈ (vn) if and only if ci,j = 0 for all (i, j) with j < n.
Proof. The maximal ideal of A is given by (u, v, pi) = (u, v). The statement on power series now imme-
diately follows from Proposition 2.3. For the divisibility statements, we note that if the residue class of
z in A/(un) is nonzero, then by Lemma 2.5 one of the coefficients ci,j for i < n has to be nonzero, which
gives a contradiction. Suppose now that z = unuz for some uz ∈ A. We then directly see that the power
series corresponding to z is obtained by shifting the expansion of uz. The divisibility statements for (vn)
now also follow by symmetry.
By Proposition 2.3, we see that after choosing a basis of m/m2 we have a natural injection of the
regular local ring A into the set SA of functions
Nr → S, (31)
where S is a set of representatives of the residue field and r = dim(A). This map is not necessarily
surjective, but we can consider the completion Aˆ of A with respect to its m-adic topology. This is again
a regular local ring of the same dimension and for this ring (and any basis of the cotangent space m/m2
of Aˆ) the map Aˆ→ SAˆ is automatically bijective.
Example 2.7. If we consider the ring A = Zp[u, v]/(uv − p) for any prime p, then its localization Am
at m = (u, v, p) = (u, v) is a local regular ring of dimension two. We consider the set of representatives
S = {0, 1, 2, ..., p− 1} and the corresponding power series as in Corollary 2.6. The element 1 + p is then
not in m, so it is invertible. The power series of 1/(1 + p) with respect to S is given by
1/(1 + p) =1 + (p− 1)p+ (p− 1)p3 + ...
=1 + (p− 1)uv + (p− 1)(uv)3 + ...
We can represent this element in terms of a N2-array: for every term ci,juivj , we consider the vector
(i, j) ⊂ N2and write the coefficient ci,j ∈ S there. Writing s for the sequence N2 → S corresponding to
1/(1 + p), we then have
s =

...
...
...
...
...
0 0 0 p− 1 · · ·
0 0 0 0 · · ·
0 p− 1 0 0 · · ·
1 0 0 0 · · ·
 . (32)
Definition 2.8. [Separating ideals] Let T be a finite set of pairwise distinct elements in A. An ideal
I is said to be separating for T if the restriction of the quotient map A→ A/I to T is injective.
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Remark 2.9. Let I = m with T as in Definition 2.8. Then some power of I is separating for T . Indeed,
this follows from Krull’s theorem for Noetherian local rings. If we consider the ring A = R[[u, v]]/(uv−pi),
then for m and n large enough the ideal Im,n = (um, vn) will also be separating for T . We will use this
ideal in the algorithms in Section 4.
Remark 2.10. [O-notation] Throughout this paper, we will use the notation
x = y +O(I)
to denote a congruence x− y ∈ I. Here I is an ideal in a ring A.
2.2 Finite extensions and the Kummer-Dedekind theorem
In this section we extensions of prime ideals in normal local Noetherian domains in terms of completions.
We prove a generalization of the Kummer-Dedekind theorem, which says that we can find extensions of
prime ideals by factoring polynomials over the completion. This fact lies at the basis of our algorithms
for calculating skeleta, as it implies that we can work with normalizations using power series, see Sections
2.3 and 2.4.
Proposition 2.11. Let (A,m) be a Noetherian local ring and let B be a finite A-algebra. Then every
maximal ideal of B lies over m and there are only finitely many of these. Denoting them by mi, we have
that
B ⊗A Aˆ '
∏
(Bmi)
ˆ, (33)
where every completion of a local ring is with respect to the natural maximal ideal of that local ring.
Proof. See [Sta19, Lemma 07N9].
Lemma 2.12. Let (A,m) be a local Noetherian domain with field of fractions K and let L be a finite
extension of K of degree n. Let B be a finite A-subalgebra of L such that the quotient field of B is equal
to L. Suppose furthermore that the completion of A with respect to m is a domain. Then the base change
K(Aˆ)⊗B has dimension n as a K(Aˆ)-vector space.
Proof. Since the fraction field of B is L, we can find a set of n elements xi in B that generate B⊗AK = L.
We write M for the A-module generated by the xi. We then have an exact sequence
0→ An → B → B/M → 0 (34)
of A-modules, where N := B/M is torsion in the sense that N ⊗ K(A) = 0. Since B is finite as an
A-module, we can find a finite set of generators yi of B. For every generator yi, there then exists an
si ∈ A\{0} such that siyi ∈M . We set s =
∏
si and we directly find that sN = 0.
The completion Aˆ is (faithfully) flat over A. Using [Liu06a, Corollary 3.14, page 21], we thus obtain
an exact sequence
0→ Aˆn → Bˆ → Nˆ → 0 (35)
of Aˆ-modules. Here Bˆ is the completion of B with respect to the induced m-adic topology. Since
localizations are flat, we also obtain an exact sequence
0→ (K(Aˆ))n → B ⊗Aˆ K(Aˆ)→ Nˆ ⊗Aˆ K(Aˆ)→ 0 (36)
of K(Aˆ)-vector spaces. We claim that the latter vector space is 0. In fact, the s we found earlier maps to
a nonzero element in Aˆ by Krull’s theorem, and it annihilates Nˆ = N ⊗A Aˆ, so indeed Nˆ ⊗A K(Aˆ) = 0.
This shows that the base change B ⊗Aˆ K(Aˆ) is isomorphic to (K(Aˆ))n, as desired.
Theorem 2.13. [Kummer-Dedekind] Let A be a Noetherian local normal domain with fraction field
K and consider a finite separable extension L of K with normalization B and maximal ideals mi lying
over m. We write Bi for the completions of B at the mi as in Proposition 2.11 and we suppose that
they are domains. Consider an integral element α ∈ B that generates L/K and let f be its minimal
polynomial over A. Let f =
∏
fi be its factorization into monic irreducibles in K(Aˆ)[x]. There is then
a bijection
{mi ⊃ m} → {fi} (37)
between the set of extensions of m to B and the set of irreducible factors of f inside K(Aˆ)[x]. This
bijection is determined by the K(Aˆ)-isomorphism
K(Bi) ' K(Aˆ)[x]/(fi). (38)
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Proof. Consider the ring C := A[x]/(f). Since α generates the extension L/K, we have that L =
C ⊗A K(A) = B ⊗A K(A). Let us write Bˆ and Cˆ for the completions of B and C with respect to m. If
we tensor this inclusion with the flat A-module Aˆ, then we obtain the injection
Cˆ = C ⊗A Aˆ→ Bˆ = B ⊗A Aˆ. (39)
Tensoring with K(Aˆ) over A (and using again that any localization is flat), we then obtain the injection
K(Aˆ) ⊗A Cˆ → K(Aˆ)⊗A Bˆ. By Lemma 2.12, the dimensions of these K(Aˆ)-modules are equal, so we
must have K(Aˆ)[x]/(f) = K(Aˆ) ⊗A B. We can give more explicit descriptions of these rings using
Proposition 2.11 and the Chinese Remainder Theorem. The Chinese Remainder Theorem gives us
K(Aˆ)[x]/(f) '
∏
K(Aˆ)[x]/(frii ), (40)
where the fi are the monic irreducible factors of f . On the other hand, by Proposition 2.11 we know
that Bˆ '∏Bi, so that
Bˆ ⊗A K(Aˆ) '
∏
(K(Aˆ)⊗A Bi). (41)
By assumption, the Bi are domains. Furthermore, they are finite over Aˆ, since the completion Bˆ
is finite over Aˆ. We then easily find that K(Bi) = K(Aˆ) ⊗A Bi. By comparing idempotent fac-
tors in
∏
K(Aˆ)[x]/(frii ) and
∏
(K(Aˆ)⊗A Bi) '
∏
K(Bi), we then find that ri = 1 for every i and
K(Aˆ)[x]/(fi) ' K(Bi) for some i, as desired. To show that this is a K(Aˆ)-isomorphism, we note that it
arises from the commutative diagram
Aˆ Cˆ
Bˆ
Tensoring this with K(Aˆ) then gives the desired commutativity.
Remark 2.14. We note that these local results can be used on global domains such as Z using the
following procedure. Suppose that we start with a normal Noetherian domain A with field of fractions
K, and a finite separable extension L of K. We denote the normalization of A inside L by B. Suppose
that we start with a prime ideal p of A and we are interested in the prime ideals q lying above p. We
localize both A and B with respect to the multiplicative set S = A\p. Using standard properties of
localizations, one then easily sees that the primes lying above p in B correspond bijectively to the primes
lying above pAp in S−1B.
Remark 2.15. If the primes mi in Theorem 2.13 are of height one, then the corresponding completed
rings are discrete valuation rings, which are always domains. Using this, we directly obtain [Ste02,
Theorem 3.8]. In this paper we will also be interested in finite extensions of the ring R[[u, v]]/(uv − pin)
for R a complete discrete valuation ring. These will be studied in Section 3.2. Since R is excellent, we
will see in Remark 2.18 that the conditions of Theorem 2.13 are always satisfied for us. In Section 2.4
we will give another version of this theorem over the Henselization of the local ring, which allows us to
remove the condition in 2.13.
2.3 Galois extensions and a generalization of Dedekind’s theorem
In this section, we compare the extensions from Section 2.2 to their Galois counterparts. In doing this,
we find that we can compute the extensions of a prime ideal using the orbits of the roots of a polynomial
under the corresponding absolute decomposition group Dps . A careful study of this action then also
gives a generalization of Dedekind’s theorem on cycles in Galois groups. We give several examples to
show how this generalization can be used in practice.
Suppose (A,m) is a local Noetherian domain with field of fractions K. For every finite separable
extension L of K, we can consider the normalization B of A inside L. By [Liu06a, Chapter 4, Proposition
1.25], B is a finite A-module.
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Definition 2.16. [Integrally closed finite extensions] Let A and B be as above. We say that B is
an integrally closed finite extension of A. If L is furthermore Galois, then we say that B is an integrally
closed finite Galois extension. If f ∈ K[x] is an irreducible polynomial with associated field extensions
K ⊂ L = K[x]/(f) ⊂ L and normalization N(A,L) = B, then we say that B ⊃ A is the integrally closed
finite Galois extension associated to f over A.
These extensions will play an important role throughout the paper, as they form the local models for
finite coverings of semistable models. We will be more specifically interested in the domains that satisfy
the following additional assumption.
Assumption 2.17. Throughout Section 2.3, we will assume that the m-adic completion of any local
ring (A,m) under consideration is again a domain.
Remark 2.18. As noted earlier, we have that any integrally closed extension B is finite over A since L/K
is separable. If A is excellent (see [Liu06a, Section 8.2.3]), then B is also excellent. For us, A will always
be excellent, since we’re working with algebras that are (locally) of finite type over the excellent ring
R. Here we use that complete local Noetherian rings are excellent, see [Liu06a, Chapter 8, Proposition
2.39]. We then find by [Liu06a, Chapter 8, Proposition 2.41] that the completion of B at any prime is
again normal and thus a domain. For any finite separable extension L ⊃ K, the normal closure L/K is
also separable, so this also directly implies that the integral closure of A in L is finite over A and thus
excellent if A is excellent. In other words, we find that the assumptions in 2.17 hold for a large class of
algebras.
Let (A,m) be a local Noetherian domain as above and consider an integrally closed finite extension
A ⊂ B with Galois closure B and Galois group G. The corresponding fields are denoted by K ⊂ L ⊂ L.
Let mi be a prime in Spec(B) lying above m, as in Proposition 2.11 and let mi be a prime in Spec(B)
lying over mi. Consider the decomposition group Dmi = {σ ∈ G : σ(mi) = mi}. This group acts on the
completed ring Bmi and we have the equality of completed rings (Bmi)
Dmi = Am, see [Liu06a, Chapter
4, Exercise 3.18]. This in turn follows from the fact that quotients commute with flat base change. Note
that for every σ ∈ Dmi , we have a commutative diagram
B B
Bmi Bmi ,
σ
σ
which arises from the corresponding diagram with B/mki .
By our assumption in 2.17, the completion of B at mi is again a domain. We can thus consider
its field of fractions, which we denote by Lmi . We similarly write Km for the field of fractions of the
completion of A at m. Note that Dm also acts on Lmi through its action on Bmi . Now let f be a monic
irreducible polynomial in K[x] that gives rise to the extension K ⊂ L and consider the splitting field
Lf,m of f over Km.
Lemma 2.19. Let Lf,m and Lmi be as above. Then we have a Km-isomorphism Lf,m ' Lmi , and these
fields are Galois over Km with Galois group Dmi .
Proof. By the aforementioned equality (Bmi)
Dmi = Am, we easily find that Lmi is Galois over Km with
Galois group Dmi . Since f splits in Lmi , there exists a Km-injection Lf,m → Lmi . We now show that this
is an isomorphism. To that end, consider the action of the decomposition group Dmi on the completed
ring Bmi . Suppose that σ ∈ Dmi acts trivially on the roots of f , that is, σ belongs to the subgroup
corresponding to Lf,m (since it is generated by the roots of f over Km). Then σ acts trivially on the
algebra B ⊂ Bmi , since L is generated by the roots of f over K. It then also acts trivially on the
localization of B at mi. We claim that the action on the completed ring is then also trivial. Suppose
that c := σ(x) − x 6= 0 for some σ and x. By Krull’s theorem, there exists a j such that c ∈ mj\mj+1.
We take a y in the localization of B at mi such that y − x ∈ mj+1. We then have
c = σ(x)− x = σ(x)− x− (σ(y)− y) = (σ(x)− σ(y))− (x− y) ∈ mj+1, (42)
a contradiction. This shows that σ is the identity morphism, which in turn shows that Lf,m ' Lmi , as
desired.
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This will be our main tool in studying decompositions and factorizations. Our first task is to interpret
the Kummer-Dedekind Theorem given in 2.13 in terms of Galois groups.
Lemma 2.20. Let A ⊂ B ⊂ B be the integrally closed finite Galois extension associated to an irreducible
monic polynomial f ∈ K[x] with Galois group G, see Definition 2.16. Let Dm be the decomposition group
of a prime m above m. Then the orbits of the roots under Dm correspond exactly to monic irreducible
factors fi of f over Km.
Proof. For any root αi of f , we consider
fαi :=
∏
αj∈Dm(αi)
(y − αj). (43)
By using Lemma 2.19 and Galois theory, we see that this is a monic irreducible factor in Km[y] of f .
Conversely, given a monic irreducible factor of f over Km, we can take one of its roots in Bm and consider
its orbit under Dm. It is then easy to see that these maps are inverses of each other.
Proposition 2.21. There is a natural bijection between the set of orbits Dm(αi) of the roots αi under
the action of Dm and the set of extensions m′ ⊃ m of m to B. More explicitly, this map takes a root αi
with corresponding embedding φi : L→ L and sets m′ := φ−1i (m).
Proof. Abstractly, we can use Theorem 2.13 and Lemma 2.20 to obtain a bijection between the set of
orbits of the αi under Dm and the set of of extensions of m to B. More explicitly, note that the field
K(Bmi) is uniquely determined by the minimal polynomial of the image of x in this field, since we have
a Km-isomorphism K(Bmi) ' Km[x]/(fi) by Theorem 2.13. Suppose that we have an extension m′ ⊃ m.
Then the minimal polynomial fm′ of x ∈ Bm′ splits in Lm. We choose a root αi ∈ Lm of fm′ and consider
the corresponding embedding φi : L → L. We then have m′ = φ−1i (m). Indeed, the embedding maps x
to αi and gives a commutative diagram
B Bφ−1i (m)
B Bm
by taking completions. The minimal polynomial of x ∈ Bφ−1i (m) over Km is then equal to the minimal
polynomial of φi(x) = αi under the embedding. This minimal polynomial is fm′ and we thus see that
m′ = φ−1i (m). This shows that the composite of the two maps is the identity and thus we have a bijection.
Remark 2.22. We will use this Proposition to detect extensions of a prime ideal m in the upcoming
algorithms. Our algorithms luckily will not have to work explicitly with a Galois action. For us, it
suffices to know that the Galois group of an irreducible polynomial acts transitively on the roots. This
will reduce the problem to calculating irreducible factorizations over certain fields.
We now work on a generalization of another well-known theorem: Dedekind’s theorem for cycles in
Galois groups. Roughly speaking, this theorem says that we can deduce the existence of cycles in Galois
groups for polynomials f ∈ Z[x] by factorizing f over finite fields Fp. We will give a version using
completions and finite approximations, which we then apply to polynomials over Z to obtain the original
version. We will also give a version over C[t], which allows us to deduce the existence of cycle patterns
using Puiseux-series expansions. We start with an elementary lemma from group theory:
Lemma 2.23. Let G be a finite group acting faithfully on a finite set V . Let H be a subgroup of G and
consider the orbits Vi ⊂ V under H. Then the injective homomorphism
H → Aut(V ) (44)
factors as
H →
∏
i
Aut(Vi)→ Aut(V ) (45)
by considering the action of H on each Vi.
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Combining Lemmas 2.20 and 2.23, we directly obtain the following version of Dedekind’s theorem
using completions.
Theorem 2.24. [Dedekind I] Let A ⊂ B ⊂ B be the integrally closed finite Galois extension associated
to an irreducible polynomial f ∈ K[x] with Galois group G and roots V , see Definition 2.16. Let Dm be
the decomposition group of a prime m above m and consider the factorization of the action Dm → Aut(V )
into Dm-orbits as in Lemma 2.23:
i1 : Dm →
∏
i
Aut(Vi). (46)
On the other hand, consider the monic irreducible factors fi of f over Km with roots Vfi . Then Dm
acts on the Vfi , giving the injective homomorphism
i2 : Dm →
∏
i
Aut(Vfi). (47)
There are then canonical bijections Vi ' Vfi such that the induced isomorphism j :
∏
i Aut(Vi) →∏
i Aut(Vfi) yields i2 = j ◦ i1.
Proof. Let Vi be an orbit under Dm. Using the embedding e : B → Bm, we then obtain the set
e(Vi) ⊂ Bm. Since the action of Dm commutes with the embedding e, we find that e(Vi) is an orbit
under Dm of roots of f . By Lemma 2.20, we find that e(Vi) corresponds to an irreducible factor fi of f
over Km, so that e(Vi) = Vfi . Using again the fact that the action of Dm commutes with the embedding
e(·), we directly find that the homomorphisms i1 and i2 commute with j :
∏
i Aut(Vi)→
∏
i Aut(Vfi).
Remark 2.25. To put Lemma 2.24 differently, if we can detect the action of Dm on the completion,
then we obtain information about the cycle patterns in the original Galois group. Indeed, if we know
the image i2(Dm), then we can push it forward through j, which gives j−1(i2(Dm)) = i1(Dm). Using the
map
∏
i Aut(Vi) → Aut(V ), we then directly obtain cycles in the original Galois group G through the
commutative diagram
Dm
∏
i Aut(Vi)
G Aut(V ).
(48)
We now work towards obtaining an analogue of Theorem 2.24 using quotients. For these quotients
we can use the truncated power series studied in Section 2.1 as representatives, so we also obtain an
action on these. We begin with a general set-up. Let (B,m) be a local ring and suppose that there is an
action of a finite group G on B:
G→ Aut(B). (49)
This action is automatically continuous with respect to the m-adic topology, since B is local. More
precisely, we have the following:
Lemma 2.26. Let G and B be as above. Then σ(mk) = mk for every σ ∈ G and every k ≥ 0.
Proof. We first show that σ(m) = m. This follows from the following observation: for every element
τ ∈ G, we have τ(m) ⊂ m. Using this on σ and σ−1, we obtain the desired statement. We now use the
equality (σ(m))k = σ(mk) to immediately obtain the statement of the lemma.
Definition 2.27. [Invariant ideals] Let G be a finite group acting on a local ring B. An ideal I is
said to be G-invariant if σ(I) = I for every σ ∈ G.
Example 2.28. By Lemma 2.26, we see that the mk are examples of invariant ideals. For an example
of a non-invariant ideal, let R[[x, y]]/(xy−pi) and consider the automorphism σ of order two determined
by x 7→ y and y 7→ x . Let I = (x2, xy). Then σ(I) = (y2, xy) 6= I, so I is not G-invariant for G = 〈σ〉.
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Suppose that we have an invariant ideal I inside a local ring B. Every automorphism σ now induces
a well-defined ring homomorphism
B/I → B/I (50)
which fits into a commutative diagram
B B
B/I B/I
σ
σ
. (51)
We thus have an induced action of G on B/I that commutes with the quotient map.
Lemma 2.29. Let B be a local ring with a finite group G acting on it and let I be an invariant ideal.
Let T ⊂ B be a finite G-invariant set and let T be the induced set in B/I. Then there is an induced
action of G on T . Write H = {g : gx = x for all x ∈ T} = ⋂x∈T Stab(x), so that there is an induced
action of G/H on T and T , which is faithful on T . If T → T is bijective (i.e., I is separating for T as
in Definition 2.8), then the action of G/H on T is faithful.
Proof. We first show that there is an induced action of G on T¯ . We denote the reduction map B → B/I
by φ. We have to show that if t ∈ T and σ ∈ G, then σ(t) ∈ T . Let t ∈ T map to t under φ. Then
σ(t) ∈ T . Since φ(σ(t)) = σ(φ(t)) = σ(t), we find that σ(t) ∈ T . We now similarly define the action of
G/H on T and T .
For the second part of the Lemma, suppose there exist σ1 and σ2 in G such that for every t ∈ T we
have σ1(t) = σ2(t). The bijectivity of T → T then directly implies that σ1(t) = σ2(t) for every t ∈ T ,
which implies that σ1σ−12 ∈ H and thus σ1H = σ2H. We conclude that the action of G/H on T is
faithful.
Theorem 2.30. [Dedekind II] Let A ⊂ B ⊂ B be an integrally closed finite Galois extension asso-
ciated to an irreducible polynomial f ∈ K[x]. Let A ⊂ C be an integrally closed finite Galois extension
containing B, with mC a prime lying over m. We write CmC for either the localization of C at mC or
the completion of the localization with respect to mC . Let I ⊂ CmC be a DmC -invariant ideal that is
separating for the roots of f . Let V be the set of roots of f in C and consider the factorization of the
action Dm → Aut(V ) into orbits
i1 : Dm → Aut(Vi). (52)
Let V be the image of V in CmC/I. There is then an action of Dm on V . Write V i for the orbits
under this action. This gives an injective homomorphism
i2 : Dm →
∏
i
Aut(V i). (53)
There are then bijections Vi ' V i such that the induced isomorphism j : Aut(Vi) ' Aut(V i) satisfies
i2 = j ◦ i1.
Proof. Viewing DmC and Dm as Galois groups over the completions as in Lemma 2.19, we obtain a
canonical surjective map
φ : DmC → Dm. (54)
Using that lemma we see that the kernel consists of all automorphisms in DmC that are the identity on
all the roots of f . In the notation of Lemma 2.29, we then have
⋂
α∈V Stab(α) = H = ker(φ). Since I is
separating, we find by Lemma 2.29 that we have a faithful action of Dm on V . We now repeat the proof of
Theorem 2.24: if Vi is an orbit in C, then e(Vi) is also an orbit in CmC since the Galois action commutes
with this embedding. This action furthermore commutes with the quotient map CmC → CmC/I, see
Equation 51. As before, this gives the desired commutativity of the morphisms Dm →
∏
i Aut(Vi) and
Dm →
∏
i Aut(V i).
We now indicate how this can be used to obtain the original version of Dedekind’s theorem.
Corollary 2.31. [Dedekind] Let f ∈ Z[x] be a monic irreducible polynomial and consider a prime
such that p - ∆(f). Suppose that the reduction f ∈ Fp[x] factors into irreducible factors as f =
∏k
i=1 f i,
where the f i have degree di. Then the Galois group G of f contains a product of k disjoint cycles of
length di.
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Proof. We apply Theorem 2.30 with B = C the integral closure of Z in the splitting field of f and m
a prime lying above (p). Here we take Cm to be the localization of B = C at m. Note that m is an
invariant ideal by Lemma 2.26. We claim that it is separating for the roots of f . Indeed, suppose that
it is not separating. Then there are at least two roots, say α1 and α2, such that α1 − α2 ∈ m. But then
∆ :=
∏
i<j(αi − αj)2 ∈ m ∩ Z = (p), a contradiction.
By Theorem 2.30 we see that we can calculate the action of Dm on V through V . Note that the inertia
group Im acts trivially on every element of V . We have Im ⊂ Dm ↪→ Aut(V ), so Im = (1). We thus
have an induced action of the cyclic group Dm/Im = Gal(Fq/Fp) =: Gk on V = unionsqV i, where q = #k(m).
Note that every V i is a Dm-orbit and thus a Gk-orbit. We now consider the action of a generator σ of
Gk on a factor V i with #(V i) = di. We claim that this defines a di-cycle. Indeed, otherwise Gk would
leave a subset of V i invariant, which means that V i is not a Gk-orbit. We thus see that the image of
σ in
∏
i Aut(V i) gives a product of di-cycles. As in Lemma 2.20, every Gk-orbit V i corresponds to an
irreducible factor f i of f over Fp. We thus have di = deg(f i), which gives the desired statement.
We now give some examples of Theorem 2.30.
Example 2.32. Consider the polynomial
f(x) = xp + t(x+ 1) (55)
over C(t), where p is a prime number. We are interested in the Galois group of this polynomial. Note
first that it is irreducible since it is Eisenstein at (t). The completion at this prime is the ring of Laurent
formal power series R = C[[t]]. We first extend this ring to R′ = C[[t]][t1/p]. We then calculate
f1(x) := 1/t · f(t1/px) = xp + t1/px+ 1. (56)
We reduce f1 modulo m′ = (t1/p) and obtain f1 = xp + 1. This has p distinct roots over C = R′/m′, so
we can use Hensel’s Lemma to lift these to R′. This means that f1 and f split over R′. We now find
that the Newton-Puiseux series of the p roots αi ∈ R′ start with
αi = ζ
i
pt
1/p +O(t2/p). (57)
Here ζp is a primitive p-th root of unity in C. We now consider a Galois extension L of C(t) that contains
the splitting field of f and C(t)(t1/p). We write C for the integral closure of C[t] in L and mC for a prime
extending (t). We then directly see that m2C is separating for the αi. We apply Theorem 2.30 with CmC
the completion of C at mC and see that we can calculate the Galois action on the approximations ζipt1/p
inside the completion CmC . The Galois group of C((t)) ⊂ C((t))(t1/p) (which is a quotient of DmC ) is
cyclic of order p, being generated by the automorphism σ with σ(t1/p) = ζpt1/p. This automorphism
acts as a p-cycle on the approximations for the αi. Using Theorem 2.30 we see that the Galois group of
f contains a p-cycle.
A quick calculation shows that the discriminant of f(x) contains another linear factor and the rami-
fication above this point is simple of degree 2. We then similarly deduce that the Galois group contains
a 2-cycle. Since Gal(f) contains an p-cycle and a 2-cycle, we deduce that the Galois group is Sp (here
we use that p is a prime number). The Galois group of this polynomial over Q(x) is then also Sp. By
Hilbert’s irreducibility theorem, we then find that for infinitely many values t0 ∈ Q of t, the Galois group
of the polynomial xp + t0x+ t0 over Q is Sp (one value for which this of course does not hold is t = 0).
Example 2.33. Consider the polynomial f(x) = x2(x2 + x+ 1) + 6x+ 10 over Z. Note that we cannot
apply Corollary 2.31 here with p = 2. We can still use Theorem 2.30 however. We consider the extension
L = Q(β), where β2 + β + 1 = 0. Note that this extension is unramified over (2). Writing Z2[β] for the
extension over the completion, we then find that we can lift two of the roots of f = x2(x2 + x+ 1) using
Hensel’s lemma. Now consider
f1(x) :=
1
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f(2x) = 4x4 + 2x3 + x2 + x+ 1. (58)
Reducing f1 modulo (2), we find that we can lift two more roots to Z2[β]. All in all, we find that
f(x) splits completely over Z2[β]. We now consider a Galois extension L that contains both L and the
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splitting field of f . We write C for the integral closure of Z in L and mC for a prime lying over (2). We
can then write
α1 = β +O(m2C)
α2 = σ(β) +O(m2C)
α3 = 2β +O(m3C)
α4 = 2σ(β) +O(m3C).
We thus see that m3C is separating for the roots. The Galois group of the extension Z2 ⊂ Z2[β]
is Z/2Z and its action on the roots αi is given by the cycle (12)(34). In particular we see that the
decomposition group is Z/2Z. We conclude using Theorem 2.30 that the original Galois group G of f
contains a disjoint product of two 2-cycles.
2.4 Henselizations
In this section, we will prove some of the results in Sections 2.2 and 2.3 in the context of Henselizations.
There are several advantages to working with Henselizations: if we start with a normal local domain,
then the (strict) Henselization of this ring is also a normal domain. Furthermore, the strict Henselization
of a local ring gives a natural context in which we can study étale extensions of a local ring and this will
play an important role in Algorithm 1.
For more background regarding Henselizations, we refer the reader to [Sta19, Section 0BSK] and
[Gro67, Section 18.6]. Let (R,m) be a local ring with residue field k. Consider the category of pairs
(S,mS), where S is an étale R-algebra and mS is a prime ideal mapping to m with residue field k(mS) = k.
Here a morphism between two pairs (S,mS) and (S′,mS′) is an R-algebra map φ : S → S′ such that
φ−1(mS′) = mS . This gives a filtered category I by [Sta19, Lemma 04GN] and we obtain a filtered
diagram Fh : I → (CRings) by sending
(S,mS) 7→ S. (59)
By [Sta19, Lemma 0032], for any filtered category I we can find a directed set I0 with corresponding
category I0 and a cofinal functor I0 → I. The colimit of any diagram I → C then exists if and only if
the diagram I0 → C exists. If C is cocomplete, then any diagram I0 → C has a colimit. In our case, we
have C = (CRings), which is cocomplete. We conclude that the colimit exists. We now use this to define
the Henselization of the local ring (R,m):
Definition 2.34. [Henselizations] The Henselization Rh of R is the colimit of the filtered diagram
Fh.
Similarly, let ksep be a separable closure of k. We consider the category of triplets (S,mS , α), where
S is an étale R-algebra, mS is a prime ideal lying over m and α is an embedding k(mS) → ksep. One
defines morphism of these triplets as in the previous case. This category is again filtered, giving a filtered
diagram Fsh : I → (CRings) as before. We define the strict Henselization using the colimit of this filtered
diagram:
Definition 2.35. [Strict Henselizations] The strict Henselization Rsh of R is the colimit of the filtered
diagram Fsh.
Both Rh and Rsh are local rings, with maximal ideals mRh and mRsh. By [Sta19, Lemma 06DI],
both Rh and Rsh are normal domains if and only if R is.
Remark 2.36. For the rest of Section 4.2, we suppose that R is a normal domain, so that Rh and Rsh
are normal domains.
Lemma 2.37. Let (S,mS , α) be a triplet as in the definition of the strict Henselization of R and suppose
S is a domain. Then the natural map S → Rsh is an injection.
Proof. Let f ∈ S. We can represent its image in the strict Henselization as an equivalence class
(S,mS , α, f). Suppose that f maps to zero in Rsh. We can then find a commutative diagram of triplets
(R,m, id) (S,mS , α)
(B,mB , β)
(60)
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such that f maps to zero in B. Note that B is étale over R, so the map S → B is also étale by [Sta19,
Lemma 00U7] and thus flat. We conclude that the map of localizations SmS → BmB is faithfully flat and
thus injective. We then have a commutative diagram
SmS BmB
S B
(61)
Since S is a domain, we have that the map S → SmS is injective and thus S → BmB is also injective.
We conclude that f = 0 and therefore S → Rsh is injective.
Remark 2.38. There is another construction of (strict) Henselizations for local normal domains which
uses the integral closure Rs of R in a separable closure Ks of K. One first chooses a prime ms lying
above m. We then consider the decomposition and inertia subgroups of ms in the absolute Galois group
GK :
Dms := {σ ∈ GK : σ(ms) = ms},
Ims := {σ ∈ Dms : σ(x)− x ∈ ms for all x ∈ Rs}.
Since the local ring Rsms is (strictly) Henselian, we have induced injections
R→ Rh → Rsh → Rsms , (62)
see [Sta19, Section 0BSD]. Under these embeddings, we have
(Rsms)
Dms = Rh,
(Rsms)
Ims = Rsh.
As we saw above, the (strict) Henselization of a ring can be constructed without choosing any embeddings,
so it is a more canonical object in this sense.
Lemma 2.39. Let (R,m) be a local Noetherian normal domain and let f ∈ R[x] be a monic, irreducible
and separable polynomial such that the integral closure R of R in the splitting field of f is étale at a
prime m lying over m. Then f splits completely in Rsh.
Proof. First note that if R ⊃ R is étale at a prime lying over m, then it is étale at every prime lying
over m since the action of the Galois group on the extensions is transitive. We conclude that R is an
étale R-algebra and by Lemma 2.37 we have an injection R → Rsh after choosing a prime m and an
embedding k(m)→ ksep. Since the roots αi of f are integral, we have that αi ∈ R ⊂ Rsh, as desired.
We now focus on a discrete valuation ring R with maximal ideal m, residue field k and uniformizer
pi. Then Rsh is a discrete valuation ring by [Sta19, Lemma 0AP3], where pi is again a uniformizer since
mRsh is the maximal ideal. We choose a set of representatives S in Rsh of the residue field ksep. By
Proposition 2.3, we can find unique ci ∈ S for every element z ∈ Rsh such that
z =
∞∑
i=0
cipi
i. (63)
If the equivalence class of z belongs to some étale algebra A, then all of the ci can be chosen in A. Instead
of fixing a set of representatives at the start, we will create larger sets SA using étale algebras and then
assume that SA ⊂ S.
Remark 2.40. We comment on the representation in Equation 63 for a specific class of discrete valuation
rings. In this paper we are mostly interested in algebras of the form A := R[u, v]/(uv − pin), where R
is a fixed discrete valuation ring. Consider the following two codimension one primes in A: (u, pi) and
(v, pi). For both of these primes, pi is a uniformizer and the residue fields are k(v) and k(u) respectively.
Elements in the strict Henselization can then be represented as in Equation 63, where the ci are in k(v)
sep
and k(u)sep.
We now suppose that R = C[[t]] and we fix the prime p = (v, t) in A = R[u, v]/(uv − tn) with
localization Ap. In this case, the residue field at p is C(u) and there is a natural injection of C(u) into
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Ap. By [Ser79, Theorem 2, Page 33], the completion of Ap is isomorphic to C(u)[[t]]. Furthermore, if we
take the completion of the strict Henselization of Ap, then it is isomorphic to C(u)[[t]]. In other words,
we can perform arithmetic in étale extensions of Ap by doing polynomial arithmetic over finite extensions
L ⊃ C(u) of the residue field C(u). This greatly simplifies computations in these localizations. If R
is of mixed characteristic then this won’t work, so we lift coefficients defined over finite extensions of k
to an étale algebra over R and do our computations there. Another option would be to use a suitable
generalization over non-perfect fields of the ring of Witt vectors.
Remark 2.41. Consider the discrete valuation ring R = Q[[t]] with quotient field K. Then the strict
Henselization of R is isomorphic to Q[[t]]. If we have a monic irreducible polynomial f ∈ R[x] whose
splitting field is étale in the sense of Lemma 2.39, then we can find a Galois extension L of Q such
that f splits completely over L[[t]]. Even if f is not étale, we can use Abhyankar’s Lemma to reduce to
this case, see Section 4.2. Finding the roots in L[[t]] was one of the main problems in [Duv89] and the
algorithm we give in Section 4.2 is a direct generalization of for tame extensions of arbitrary discrete
valuation rings.
Remark 2.42. We explain how to construct connected étale algebras from finite extensions of the
residue field k of R. This works for arbitrary local normal domains (R,m), but we will only be needing
it in the case of a discrete valuation ring. Consider an irreducible separable polynomial g ∈ k[x]. This
gives rise to a finite field extension
k ⊂ k[x]/(g). (64)
Let g ∈ R[x] be a lift of g of the same degree. The extension
R ⊂ R[x]/(g) =: A (65)
is étale because it is standard étale in the terminology of [Sta19, Section 00U0]. Note furthermore that
there is only one extension of m to A, namely mA. It is a normal domain since R is a normal domain.
If we now choose an embedding of k(mA) = k[x]/(g) → ksep, then we obtain an injection A → Rsh.
This choice will come up again when we discuss the algorithm, see Remark 4.13. If we have a set of
representatives S of R, then any set {xi} of elements in A that maps to a basis of k[x]/(g) gives a set of
representatives SA,xi := {sxi : s ∈ S}. One can for instance choose the standard basis {1, x, ..., xd−1},
where n = deg(g).
2.4.1 Finite extensions and Henselizations
We now generalize the theorems from Sections 2.2 and 2.3 in the context of (strict) Henselizations. We
start with Proposition 2.11.
Lemma 2.43. Let (R,m) be a local normal domain and consider a finite morphism R→ S, where S is
also a normal domain. Let ni ∈ Spec(S) be the finitely many maximal ideals lying over m. We then have
an isomorphism
Rh ⊗ S '
∏
Shni . (66)
Proof. See [Gro67, Proposition 18.6.8, Page 139]. We give a proof in the framework of filtered colimits.
We first define a set of pairwise distinct maximal ideals in the ring Rh⊗RS. Consider the map of residue
fields
S → k(ni) (67)
fitting into a commutative diagram
S k(ni)
R k(m).
(68)
Using the natural map Rh → k(m) and the universal property of the tensor product, we then obtain
morphisms
φi : R
h ⊗R S → k(ni). (69)
We can explicitly describe the prime ideals corresponding to these: define
nhi := m
h ⊗ (1) + (1)⊗ ni. (70)
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Then we easily see nhi ⊂ ker(φi). We then have the commutative diagram
(Rh ⊗R S)/nhi k(q)
S/ni
(71)
where the left morphism is an injection. A simple calculation shows that we can represent any element
in the quotient by
∑
1⊗ s with s ∈ S, so we see that we have an isomorphism (Rh⊗R S)/nhi ' S/ni and
thus an equality nhi = ker(φi).
Conversely, any maximal ideal of Rh ⊗R S would map to a prime ideal of S lying over m, which is
thus maximal by [AI69, Corollary 5.8]. We thus obtain that the maximal ideals of Rh⊗R S are given by
the nhi . We now consider the Henselization Shni of the local ring Sni . By [Sta19, Lemma 04GS], we have
an induced map of Henselizations
Rh → Shni . (72)
From the universal property of tensor products, we then obtain a commutative diagram
Rh ⊗R S Shni
S
. (73)
We would now like to consider the two rings on the top row of this diagram as filtered colimits of étale
S-algebras. For the first ring, this follows from the fact that colimits commute with tensor products:
Rh ⊗R S = colimI(R′)⊗R S = colimI(R′ ⊗R S). (74)
For Shni we use [Sta19, Lemma 04GV], which says that this Henselization can also be obtained as a
filtered colimit of étale S-algebras. We now conclude using [Sta19, Lemma 08HS] that Shni is a filtered
colimit of étale Rh ⊗R S-algebras. On the other hand, the localization (Rh ⊗R S)nhi is a filtered colimit
of étale Rh ⊗R S-algebras since localizations are étale. It is furthermore a Henselian ring. Indeed, S is
finite over R, so the base change Rh ⊗R S is finite over Rh, hence we can use Lemma [Sta19, Lemma
04GH, part 4].
We now have two Henselian local rings Shni and (R
h ⊗R S)nhi which are both filtered colimits of étale
Rh⊗RS-algebras. Furthermore, their residue fields are k(ni), so we conclude using [Sta19, Lemma 08HT]
that they are isomorphic. By [Sta19, Lemma 04GG, part 10], we have that Rh ⊗R S is isomorphic to a
finite product of local Rh-algebras. The maximal ideals of these local algebras are the maximal ideals
of Rh ⊗R S, so they coincide with the aforementioned nhi . By our previous results, we know that these
localizations are the Henselizations of S at the ni, so we obtain the statement of the Lemma.
Lemma 2.44. Let (R,m) be a local domain with field of fractions K(R) and let L(S) be a finite extension
of K of degree n. We write Rh for the Henselization and Kh(R) for its field of fractions. Let S be a
finite R-subalgebra of L such that the quotient field of S is L. Then the base change Kh(R) ⊗ S has
dimension n as a Kh(R)-vector space.
Proof. As in the proof of 2.12, we can find an exact sequence
0→ Rn → S → S/Rn → 0 (75)
where N := S/Rn is torsion in the sense that K(R)⊗N = 0. We then similarly find a single s ∈ R\{0}
such that sN = 0. Since Rh is faithfully flat over R and localization is flat, we obtain an exact sequence
0→ Kh(R)→ S ⊗Rh Kh(R)→ Nh ⊗Rh Kh(R), (76)
where Nh = N ⊗RRh. The element s ∈ R injects into Rh since R→ Rh is faithfully flat. It furthermore
annihilates Nh, so we see that S ⊗Rh Kh(R) is isomorphic to Kh(R)n, as desired.
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Theorem 2.45. [Kummer-Dedekind for Henselizations] Let (R,m) be a local normal domain with
fraction field K and consider a finite separable extension L of K with normalization S that is finite over
R. We write ni for the maximal ideals in S lying over m. We write Shi for the Henselizations of S at
the ni as in Proposition 2.43. Consider an integral element α ∈ S that generates L/K and let f be its
minimal polynomial over A. Let f =
∏
fi be its factorization into monic irreducibles in Kh(R)[x]. There
is then a bijection
{ni ⊃ m} → {fi} (77)
between the set of extensions of m to B and the set of irreducible factors of f inside Kh(R)[x]. This
bijection is determined by the Kh(R)-isomorphism
K(Shi ) ' Kh(R)[x]/(fi). (78)
Proof. The proof is similar to the one given for 2.13. That is, we start with the algebra R[x]/(f) injects
into S and has the same field of fractions. Tensoring with the Henselization Rh (which is faithfully
flat over R) and the field of fractions Kh(R) of the Henselization (which is flat over Rh) then gives an
isomorphism. Using the Chinese Remainder Theorem, we obtain a description in terms of the irreducible
factors of f and using Lemma 2.43 we obtain a description in terms of the extensions ofm to S. Comparing
idempotents then gives the desired isomorphism. We leave the details to the reader.
Lemma 2.46. Let (R,m) be a local normal domain with field of fractions K(R) and let L be a finite
Galois extension of K(R) with integral closure R. Let m be a prime lying over m and consider the induced
extension of Henselizations
Rh → Rh. (79)
This extension is Galois with Galois group Dm.
Proof. We first note that by the Henselization of R at m, we mean the Henselization of the localization
of R at m. Consider the invariant ring B := (R)Dm with mB = m ∩ B. We claim that the injection
R→ B is étale at mB with k(mB) = k(m). The fact that it is étale follows from [Sta19, Lemma 0BST].
To show the equality of residue fields, we first note that we have the inclusions
k(m) ⊂ k(m ∩B) ⊂ k(m)sep, (80)
where the last field is the largest separable subextension of k(m). For the last inclusion we used the
fact that B ⊃ R is étale at mB . By [Sta19, Lemma 0BRK], the extension k(m) ⊂ k(m) is normal with
automorphism group Dm/Im. The automorphism group of k(m) ⊂ k(m) then acts trivially on k(mB),
since Dm acts trivially on B. Since it is separable, we find the desired equality k(m) = k(mB).
We now note that the morphism of Henselizations Rh → Bh induced from the pairs (R,m) and
(B,mB) is an isomorphism. Indeed, we can describe the Henselization of the local ring BmB as a colimit
of étale B-algebras by [Sta19, Lemma 04GV]. The category of pairs (S,mS) of an étale morphism B → S
together with a prime ideal mS of S lying over mB with k(mS) = k(mB) is then easily seen to be cofinal
in the corresponding category over R, so their colimits are the same.
We now show that the morphism Rh → Rh of Henselizations is Galois with Galois group Dm, by
which we mean that the corresponding inclusion of fraction fields is Galois with that group. We will show
that Bh → Rh is Galois with Galois group Dm, which suffices by the above considerations. Note first
that B → R is Galois with Galois group Dm. We now use [Sta19, Lemma 04GS] and conclude that every
automorphism of R
h
corresponds uniquely to an automorphism of Rm. If we have an automorphism
σ of R
h
that fixes Bh, then the induced automorphism σ′ of Rm obtained by restriction fixes BmB .
Indeed, σ is the identity on Bh, so by [Sta19, Lemma 04GS] it is the identity on BmB . We thus have
a homomorphism AutBh(R
h
) → AutBmB (Rm) and this map is an isomorphism by the aforementioned
lemma. Note furthermore that AutBmB (Rm) = Dm. Since we are dealing with normal domains, we then
find that the corresponding extension of fields on the Henselizations has the same automorphism group.
Moreover, since R→ R is étale over (0) and R→ Rh is flat, we find that Rh → Rh ⊗R R is étale at any
point lying over (0) by [Sta19, Lemma 00U2, part 5]. By Lemma 2.43, we then find that Rh → Rh is
étale over (0) and thus the morphism of fraction fields is separable. This then gives that the extension
of fraction fields for Bh → Rh is separable, so it is Galois with Galois group Dm. We conclude that
Rh → Rh is Galois with Galois group Dm.
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Lemma 2.47. Let (R,m) be a local normal domain and let f ∈ K(R) be a monic, separable and
irreducible polynomial with splitting field L and Galois group G. Let Dm be the decomposition group of a
prime m above m. Then the orbits of the roots under Dm correspond exactly to monic irreducible factors
fi of f over Kh(R).
Proof. This follows exactly as in 2.20. We leave the details to the reader.
Remark 2.48. Using Henselizations, we can also give a new proof of Proposition 2.21 that works in
more general circumstances. Namely, we only have to assume that the normalization R and any normal
R-subalgebra is finite over R. This condition is satisfied for instance if R is Noetherian. The proof of
2.21 can then be replicated in the Henselization case using Theorem 2.45 and Lemma 2.46.
Remark 2.49. Suppose that f ∈ R[x] is a monic separable irreducible polynomial over a local normal
domain (R,m) that splits completely over Rsh. Equivalently, the integral closure R of R inside the
splitting field of K[x]/(f) is étale at every prime lying over m. As in the previous remark, we now
assume that R and any normal R-subalgebra of R is finite over R (which is satisfied for instance if
R is Noetherian), so we can use 2.21. To find the extensions of m to the integral closure Rf of R in
L = K[x]/(f), we have to know the orbits of the roots αi of f in L under the decomposition group Dm
for some prime m lying over m in R by Proposition 2.21. Let Dms be the absolute decomposition group
from Remark 2.38. One then easily sees that the action of this group on the roots coincides with that
of Dm, where m = ms ∩ R. To find the extensions of m to Rf in the sense of Proposition 2.21, it thus
suffices to find the orbits of the αi ∈ Rsh under the action of Dms . Note furthermore that the action of
Dms on Rsh factors through Dms/Ims since Rsh is invariant under Ims , see Remark 2.38. But we have
Dms/Ims ' Gal(ksep/k), (81)
so we see that this action is induced from the one on the residue field. We thus have to find the orbits of
the roots under the action of the absolute Galois group Gal(ksep/k) of the residue field of k. In Remark
4.18, we will see how we can deduce these orbits from a set of finite Newton-Puiseux series in the case
of étale extensions of discrete valuation rings. This will not require any explicit calculations of Galois
groups: it suffices to know that the Galois group of an irreducible separable polynomial is transitive on
the roots.
We finish this section by giving a convenient Galois-theoretic criterion for determining whether an
extension is étale.
Lemma 2.50. Let X be a normal integral scheme with function field K(X) and let K(X) ⊂ L be a
finite separable extension with normalization Y → X. Then Y → X is finite étale if and only if L
is invariant under HX , where HX is the normal subgroup of the separable closure of K(X) such that
GK(X)/HX ' pi(X). Here pi(X) is the étale fundamental group of X and GK(X) is the absolute Galois
group of K(X).
Proof. This follows from [Sta19, Proposition 0BQM], [Sta19, Lemma 0BQK] and Galois theory.
Example 2.51. Suppose that (R,m) is a local Henselian normal domain with field of fractions K and
let L be a finite separable extension. We write X = Spec(R). Then HX as in Lemma 2.50 is the absolute
inertia group Ims by the proof of [Sta19, Lemma 0BSW]. We thus see that the normalization S of R in
L is finite étale if and only if L is invariant under Ims .
We give a short application of this criterion: suppose that f is an irreducible separable polynomial
in K[x] with roots αi in a separable closure Ks. Then the extension of normalizations corresponding to
K ⊂ K[x]/(f) is étale if and only if Ims ⊂ Gal(Ks/K) acts trivially on one of the roots αi. This is then
equivalent to Ims acting trivially on all of the roots αi of f in Ks, since Ims is a normal subgroup of
Dms = Gal(K
s/K). We will use this in Lemma 3.22.
Remark 2.52. Suppose that (R,m) is a local normal domain and let L be a finite separable extension
of the field of fractions K with normalization S. By Lemma 2.43, we have that the base change of the
morphism R→ S over the Henselization Rh is isomorphic to the direct product of the Henselizations of
S at the maximal ideals ni lying over m. Suppose that one of the morphisms Rh → Shni is étale. Then
the morphism R → S is étale at ni. Indeed, the map R → Rh is (faithfully) flat, so we can use [Sta19,
Lemma 00U2, part 5]. The converse is also true by the same Lemma. We thus see that we can check
whether a morphism is étale by passing to the Henselization.
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3 The tame simultaneous semistable reduction theorem
In this section, we specialize to the case of finite extensions of smooth and ordinary double points on a
semistable model. We first determine the spectrum of the ring R[[x, y]]/(uv − pin) using the Weierstrass
preparation theorem. We then use this together with Abhyankar’s Lemma and purity of the branch locus
to prove Theorem 1.2 and an analogous theorem for R[[u]]. After this, we prove the tame simultaneous
semistable reduction theorem in Section 3.3.
3.1 Smooth and ordinary double points
We start by determining the spectra of smooth and ordinary double points in Lemmas 3.3 and 3.4. To do
this, we will need the Weierstrass preparation theorem, which we recall in Theorem 3.2 for the reader’s
convenience.
Definition 3.1. Let A be a complete local Noetherian ring with maximal ideal m. A polynomial
F ∈ A[u] is called distinguished if it is of the form
F = un + an−1un−1 + ...+ a0, (82)
with ai ∈ m.
For any element f ∈ A[[u]], we can consider its reduction f ∈ k[[u]], where k = A/m is the residue
field. Suppose that f 6= 0. The valuation of f along the maximal ideal (u) will be referred to as the
reduced order or degree of f .
Theorem 3.2. [Weierstrass preparation theorem] Let A be a Noetherian, complete local ring with
maximal ideal m and residue field k. Let A[[X]] be the formal power series ring over A and consider a
power series f ∈ A[[X]] such that f ∈ k[[x]] is non-zero of reduced order k. Then there exists a unique
unit u ∈ A[[X]] and distinguished polynomial F ∈ A[X] of degree k such that
f = u · F. (83)
Proof. See [Bou89, Proposition 8, Page 511] for a proof.
Lemma 3.3. Let A = R[[u]], where R is a complete discrete valuation ring with uniformizer pi. Then
the following hold:
1. A is a complete, Noetherian, local unique factorization domain of dimension two.
2. We have
Spec(A) = {(u, pi)} ∪ {(pi)} ∪ {(0)} ∪ S, (84)
where S is the set of ideals generated by irreducible monic polynomials f in R[u] whose roots α in
K satisfy 0 < v(α).
Proof. We have that A is the completion of R[u] with respect to the (u)-adic topology or the (u, pi)-
topology (see [Sta19, Lemma 05D9] or [Liu06a, Chapter 6, Exercise 2.1]), so it is a complete Noetherian
local ring by [Liu06a, Chapter 1, Proposition 3.2, Corollary 3.8 and Theorem 3.16]. For a proof that A
is a unique factorization domain, we refer the reader to [Bou89, Proposition 8, Page 511]. By [Mat86,
Theorem 15.4], we find that dim(A) = 2. This implies that any prime ideal p not equal to the maximal
ideal (u, v) or (0) must be given by the ideal generated by an irreducible element f .
There is only one irreducible element lying above the special fiber, namely (pi). So consider an
irreducible element f whose prime ideal (f) maps to the non-closed point of Spec(R) under Spec(R[[u]])→
Spec(R). By the preparation theorem, we can assume that
f = un + bn−1un−1 + ...+ b0. (85)
In other words, we can consider f as a monic irreducible polynomial in R[u] with bi ∈ (pi). We claim
that the roots of f in an algebraic closure of K all have strictly positive valuation. Indeed, let α be such
a root. Since α is integral, we have that v(α) ≥ 0 (here we again write v(·) for the unique extension of
the valuation to the algebraic closure). We can now write
αn = −(bn−1αn−1 + ...+ b0). (86)
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Since the valuations on the right-hand side are all strictly positive, we find that nv(α) > 0 and thus
v(α) > 0, as desired. Conversely, any monic irreducible polynomial f ∈ R[u] with roots in K satisfying
the above conditions gives an irreducible polynomial in R[[u]]. Indeed, suppose that f is irreducible over
R[u], but reducible over R[[u]], so that f = h1h2 for non-units hi. By [Bou89, Proposition 7, Page 510],
we can find a unit u such that uh1 and u−1h2 are distinguished polynomials. This implies that either uh1
or u−1h2 is a unit in R[u] and thus in R[[u]], a contradiction. From this we quickly obtain the desired
bijection: if f is a monic irreducible polynomial with roots v(α) > 0, then (f) is a prime ideal. If p is a
prime ideal lying over the non-closed point, then p = (f) for some monic irreducible polynomial f . The
composite of these maps first sends (f) to p = (f), and then sends p = (f) to (g), where g is a monic
irreducible generator of p. This implies that (f) = (g), so the composite is the identity.
Lemma 3.4. Let B = R[[u, v]]/(uv − pin) for some n ∈ Z>0, where R is a complete discrete valuation
ring with uniformizer pi. Then the following hold:
1. B is a complete, Noetherian, local normal domain of dimension two.
2. If n = 1, then B is regular and thus a unique factorization domain.
3. We have
Spec(B) = {(u, v, pi)} ∪ {(u, pi)} ∪ {(v, pi)} ∪ {(0)} ∪ S, (87)
where S is the set of ideals generated by monic irreducible polynomials f in R[u] whose roots α in
K satisfy 0 < v(α) < n.
Proof. Since uv−pin is a regular (irreducible) element insideR[[u, v]], we find that dim(B) = dim(R[[u, v]])−
1 = 2 by [Liu06a, Chapter 2, Theorem 5.15]. By [Liu06a, Chapter 8, Proposition 2.15(a)], we then also
find that B is Cohen-Macaulay. This implies that we can use Serre’s criterion for normality, see [Liu06a,
Chapter 8, Theorem 2.23]. The proof below of part (3) of the Lemma shows that the codimension one
primes become principal on an open subset of B, so they are regular. We thus conclude that B is normal.
We now determine the spectrum of B. We start with the primes in the special fiber. These lie over
(pi) and thus correspond to primes of B/(pi) ' k[[u, v]]/(uv). This ring has three primes, namely (u),
(v) and (u, v), which give the primes as in the statement of the Lemma. We now determine the generic
primes of B. That is, we consider the primes in Spec(B) that lie over the generic point (0) in Spec(R)
under the natural map
Spec(B)→ Spec(R). (88)
We write A1 = R[[u]] and A2 = R[[v]]. Let p be a generic prime as above and consider the multiplicative
set S generated by u, v and pi. Then S ∩ p = ∅, because otherwise p would be in the special fiber. By
the bijection for primes in S−1(B) and primes in B that do not meet S, we see that it is equivalent to
classify all primes in S−1(B). Consider the injections
ψ1 :A1 → R[[u, v]]/(uv − pin)
ψ2 :A2 → R[[u, v]]/(uv − pin)
arising from the natural injections R[u]→ R[u, v]/(uv − pin) and R[v]→ R[u, v]/(uv − pin). Write Si =
ψ−1i (S) for the mulitiplicative sets in R[[u]] and R[[v]]. We then obtain induced injective homomorphisms
S−11 (A1)→ S−1(B)
S−12 (A2)→ S−1(B).
We now claim that the ideal of every irreducible element f ∈ S−1(B) is prime (and thus S−1(B) is a
unique factorization domain). To prove this, we show that the ideal of every such element f is also
generated by an irreducible element f ′ in S−11 (A1) or S
−1
2 (A2). We can assume that f ∈ B, and we take
a lift of f to R[[u, v]], which we denote by fl. We can furthermore assume that fl is not a multiple of u
or v, since they are units in S−1(B). We then use the preparation theorem to write
fl = Fv · g, (89)
where Fv is a distinguished polynomial in R[[u]][v] and g is a unit in R[[u, v]]. In the ring S−1(R[[u, v]])
we can rewrite Fv as
Fv = F
′
u + (uv − pin) · h, (90)
29
where F ′u is an element of S
−1
1 (A1) and h is an element of S
−1(R[[u, v]]). Indeed, we can write
v − pi
k
u
=
1
u
(uv − pin) (91)
and similarly for the other powers of v. We can then assume that this element F ′u is irreducible in
S−11 (A1) as follows. It is not a unit since otherwise f would be a unit, so by Lemma 3.3 we can find a
distinguished irreducible polynomial that divides it: F ′u = F · h. But then F divides the irreducible f
in S−1(B), so h is a unit in S−1(B). We thus have F · U = f for a unit U ∈ S−1(B). In other words,
we now see that the ideal generated by f in S−1(B) is equal to the ideal generated by a distinguished
irreducible polynomial in u. By reversing the roles of u and v, it can also be generated by a distinguished
irreducible polynomial in v.
We now show that (f) is prime. By the above we can assume that f is a distinguished irreducible
polynomial in u. Suppose that there are two elements h1 and h2 in S−1(B) such that h1h2 ∈ (f).
Then, as explained before for f , we can find units ui,1 in S−1(B) and elements gi,1 ∈ S−11 (A1) such that
hi = ui,1 · gi,1. We then have that g1,1 · g2,1 ∈ (f) ∩ S−11 (A1). But the latter is the ideal generated by f
in S−11 (A1). Indeed, fS
−1
1 (A1) is contained in this ideal and it is maximal by Lemma 3.3. Furthermore,
(f)∩S−11 (A1) is not S−11 (A1) since otherwise f would be invertible in S−1(B). Using again that fS−11 (A1)
is maximal, we find that either g1,1 or g2,1 is in fS−11 (A1) and thus h1 or h2 is in (f), as desired.
Using the fact that dim(B) = 2 we find dim(S−1(B)) = 1, so the prime ideals of this ring are (0)
or (f), where f is irreducible. As mentioned before, this implies that S−1(B) is a unique factorization
domain. Furthermore, the image of the prime ideal (f) in Spec(S−1i (Ai)) under the map Spec(S
−1(B))→
Spec(S−1i (Ai)) is the ideal generated by an irreducible distinguished polynomial fi. Consider the maps
S−1i (Ai)/(fi)→ S−1(B)/(f). (92)
By Lemma 3.3, the extensions K → S−1i (Ai)/(fi) are finite field extensions. We write u0 := φ1(u) and
v0 := φ2(v) for the images of u and v under the quotient maps φi : S−1i (Ai)→ S−1(B)/(f). By Lemma
3.3, the valuations of u0 and v0 (with respect to the unique extensions) are strictly positive. But we
have the equalities uv = pin and u0v0 = pin, so we find that 0 < v(u0) < n. Conversely, suppose that f1
is an irreducible distinguished polynomial in R[u] with roots satisfying 0 < v(α) < n. We claim that f1
is irreducible in S−1(B). We first prove that f1 is not a unit in S−1(B). Consider the integral closure R¯
of R in a finite extension L of K such that f1 has a nonzero root u0 over L. By the universal property
of power series rings, there is then a unique continuous homomorphism
R[[u, v]]→ R¯ (93)
sending u to u0 and v to pin/u0. The polynomial uv−pin is in the kernel of this homomorphism, so there is
an induced homomorphism R[[u, v]]/(uv−pin)→ R¯. Furthermore, the elements u, v and pi are mapped to
nonzero elements under this morphism, so we have an induced morphism S−1(B)→ L. The polynomial
f1 is in the kernel of this homomorphism and the homomorphism is nonzero, so f1 is not a unit. We can
now find an irreducible element f that divides f1 since S−1(B) is a unique factorization domain. By our
previous considerations, we can even assume that f is a distinguished irreducible polynomial in R[u].
But then we have f = u · f1 for a unit in S−11 (A1) as before, which then implies that f1 is irreducible in
S−1(B). As in Lemma 3.3, it is then easy to see that this gives a bijection between the prime ideals of
S−1(B) and the ideals generated by monic irreducible polynomials whose zeros α satisfy 0 < v(α) < n.
3.2 Tame Kummer extensions
In this section, we consider two types of Kummer extensions: Kummer extensions of smooth points and
Kummer extensions of ordinary double points. We show that an extension of a smooth point that is
only ramified above one generic prime is Kummer. We also show that a tame extension of an ordinary
double point that is only ramified above the vertical primes is contained in a Kummer covering. Before
we treat Kummer extensions, we first recall the definition of a tame extension of discrete valuation rings,
Abhyankar’s Lemma and the Zariski-Nagata purity theorem, also known as purity of the branch locus.
Definition 3.5. [Tame extensions and weakly unramified extensions] Let K be a discretely
valued field with valuation v and let L be a finite extension of K. For any valuation w of L extending v,
let e(w/v) be the ramification index and let k(v) ⊂ k(w) be the extension of residue fields. We say that an
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extension w/v is tame if the ramification index e(w/v) is coprime to the characteristic and the extension
k(v) ⊂ k(w) is separable. We say that L is tame over K if all of the extensions w/v are tame. We say
that an extension w/v is weakly unramified if e(w/v) = 1 and it is unramified if furthermore k(v) ⊂ k(w)
is separable. We say that L is (weakly) unramified over K if every extension w/v is (weakly) unramified.
The notion of a tame extension will be important throughout this paper, since these are in a sense the
simplest among all ramified extensions. The weakly unramified extensions will appear at a later stage,
being relevant for Theorem 1.1. Using a result by Epp on eliminating ramification, we will see that we
can assume models to have reduced special fiber, see Section 3.3. We now state an easier version of this
theorem, which is known as Abhyankar’s Lemma.
Lemma 3.6. [Abhyankar’s Lemma] Let v be a discrete valuation on a field K and let L and E be
two finite extensions of K. Writing M for the composite field L · E, we arrive at the following diagram
of fields
M
L
E
K
Let w be an extension of v to M and let wE and wL be the restrictions of w to E and L respectively.
Suppose that wL/v is tamely ramified and that e(wL/v) divides e(wE/v). Then w is unramified over wE.
Proof. The current formulation is the additive version of [Ste02, Chapter IV, Exercise 3]. For a proof in
terms of discrete valuation rings, see [Sta19, Lemma 0BRM].
Theorem 3.7. [Purity of the branch locus] Let f : X → Y be a morphism of locally Noetherian
schemes. Let x ∈ X and set y = f(x). Suppose furthermore that the following hold: OX,x is normal,
OY,y is regular, f is quasi-finite at x and dim(OX,x) = dim(OY,y) ≥ 1. If f is étale at specializations
x′ ⊂ x, with dim(OX,x′) = 1, then f is étale at x.
Proof. See [Sta19, Lemma 0BMB] for the version as stated here. We will only need an easier, ring-
theoretic version as in [Sta19, Lemma 0BMA].
Example 3.8. We give an example where purity fails. Let A = R[u, v]/(uv − pi2), so that A is not
regular at (u, v, pi). Consider the normalization B of A in the field extension K(A) ⊂ K(A)[z]/(z2 − u).
To be explicit, this normalization is generated as an A-module by the elements z1 :=
z
1
and z2 :=
pi
z
,
where z2 satisfies
z22 = v. (94)
B is then regular over (u, v, pi) with maximal ideal (z1, z2, pi) = (z1, z2). An easy check now shows that B
is étale over every codimension one prime, but it is not étale over (u, v, pi). We conclude that the purity
theorem does not hold in this case. Note that we can now also conclude by [Sta19, Lemma 0BJH] that
A→ B is not flat.
3.2.1 Kummer extensions of smooth points
We now introduce Kummer extensions of smooth points. We show that any extension that is only
ramified over (u) is automatically Kummer. We start with the ring of formal power series A = R[[u]]
over a complete discrete valuation ring R, with field of fractions K(A).
Remark 3.9. For the remainder of the section, we fix a compatible set of n-th roots of u inside the
algebraic closure K(A)s. We denote these n-roots of u by u1/n. The compatibility means that for any
divisor k of n with kh = n, we have that (u1/n)k = u1/h.
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Definition 3.10. [Kummer extensions I] Let A := R[[u]] be the ring of formal power series over a
complete discrete valuation ring R with algebraically closed residue field k and field of fractions K(A).
The field K(W ) of all u-Kummer extensions is the composite of all extensions K(A)(u1/n), where n
varies over all positive integers. We say that a finite subextension of K(W ) is a u-Kummer extension
of K(A). We will omit the u when the parameter is clear from context. If the degree of the Kummer
extension L is coprime to the residue characteristic char(k), then we say that L is tame over K(A). We
denote the subfield of all tame Kummer extensions of K(W ) by K(W tame).
Example 3.11. We note that the field of all Kummer extensions K(W ) depends on the choice of
a parameter u of K(A). For instance, let α ∈ (pi)\{0} ⊂ R and consider the two extensions L1 =
K(A)(u1/n) and L2 = K(A)(β), where βn = u − α. By inspecting the ramification in both extensions,
we then see that there is then noK(A)-automorphism L1 → L2. If we allow more general automorphisms,
then these two extensions are isomorphic. Indeed, there is an automorphism of K(A) that sends
u 7→ u+ α (95)
and from this we obtain an induced automorphism L1 → L2.
We start with some preliminary remarks about these Kummer extensions. The normalization of A
inside the Kummer extension K(A) ⊂ K(A)(u1/n) =: L is isomorphic to B = A[y]/(yn−u). Indeed, the
latter ring is regular, since the maximal ideal (y, u, pi) is generated by y and pi. Since a regular Noetherian
ring is automatically normal, we find that B is isomorphic to the normalization of A inside L using the
embedding y 7→ u1/n. Moreover, for n coprime to the residue characteristic we have that the extension
K(A) ⊂ L is Galois with Galois group Z/nZ. Indeed, K is a complete local field and k is algebraically
closed, so K contains all primitive n-th roots of unity for n coprime to the residue characteristic by
Hensel’s lemma. We then easily see that the field of all tame Kummer extensions K(W tame) is Galois,
with profinite Galois group Zˆ′, which is the inverse limit of Z/nZ for n coprime to char(k). Even when
n is not coprime to the residue characteristic, we have some control over the subfields of a Kummer
extension.
Lemma 3.12. Let K be a field of characteristic zero and let u ∈ K be an element such that f := yn−u ∈
K[y] is irreducible and let L = K[y]/(f) with α := y+ (f). Then any subfield K ⊂M ⊂ L is of the form
K(αd) for d a divisor of n.
Proof. We first embed L into an algebraic closure Ks of K and we write L¯ for the Galois closure of L in
Ks. This Galois closure is obtained by adjoining a primitive n-th root of unity ζn to L: L¯ = L ·K(ζn).
We obtain an injection
ρ : G = Gal(L¯/K)→ (Z/nZ)o (Z/nZ)∗ (96)
by letting the Galois group act on α and ζn. More explicitly, a σ ∈ G acts as σ(α) = ζ`nα and σ(ζn) = ζkn
and we set ρ(σ) = (`, k). A calculation using the definition of semi-direct products shows that this
morphism is a homomorphism of groups . The normal subgroup GN corresponding to the field K(ζn) is
then (Z/nZ)o(0). We write H = (0)oH ′ for the image H ′ of the canonical injection G/GN → (Z/nZ)∗
and GH for the corresponding subgroup in G. The field L now corresponds to the non-normal GH under
the Galois correspondence. Indeed, it is invariant so we have L ⊂ L¯GH . Since the degree of L over K is
n, which is the index of GH in G, we find the desired equality. Let M be a field contained in L. There
is then a subgroup G1 ⊃ GH such that L¯G1 = M by Galois theory. This gives a subgroup H1 ⊃ H in
(Z/nZ)o (Z/nZ)∗. Let h1 ∈ G1\GH . We then have
h1(α) = ζ
`
nα
h1(ζn) = ζ
k
n,
where k lies in H ′ by definition. Let k′ be the inverse of k in (Z/nZ)∗. We can then find an element τ
in GH such that τ(α) = α and τ(ζn) = ζk
′
n . Indeed, we can take the element (0, k′) in the semi-direct
product. The automorphism h1τ then acts trivially on ζn and as α 7→ ζ`nα on α. We thus see that G1
contains (`, 0) and thus G1 contains 〈`〉 o (0). But then G1 also contains the subgroup 〈`〉 o (Z/nZ)∗.
Indeed, this follows from
(`, 0)× (0, h′) = (`, h′). (97)
By taking the largest divisor ` of n such that G1 contains an element of the form (`, h), we then
directly find that H1 = 〈`〉 o (Z/nZ)∗. The invariant field of the corresponding subgroup in G is
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K(αn/`). Indeed, a computation shows that αn/` is invariant under H1, so we have one inclusion. On
the other hand, the index of G1 in G is `, so [M : K] = `. But this is exactly the degree of αn/` over K,
so we have an equality. This finishes the proof.
.
Lemma 3.13. Let L be a finite separable extension of degree n of the quotient field K of A = R[[u]]
such that the normalization B of A inside L is étale over all primes of codimension one except p = (u).
Then
B ' A[y]/(yr − u) (98)
for some r ∈ Z+. In other words, B is a Kummer extension.
Proof. Write epi/p for the ramification indices of all primes pi lying over p and let m be their least
common multiple. Consider the Kummer extension
K(A) ⊂ K(A)(u1/m) =: K(W ) (99)
with normalization W . We take the composite field K(W ′) = K(W ) · K(B) and consider the nor-
malization N(A,K(W ′)) of A inside this field. Since B is normal, it is contained in N(A,K(W ′)).
Since char(K) = 0, B is tamely ramified over (u). By Abhyankar’s Lemma (Lemma 3.6), we find that
N(A,K(W ′)) is unramified over W in codimension one. By purity of the branch locus (Theorem 3.7),
we then also find that N(A,K(W ′)) is étale over W . Since W is a strictly Henselian ring, we have
N(A,K(W ′)) = W . We thus see that B injects into W and thus the quotient field of B is contained in
K(W ). Since all normal domains contained in Kummer extensions are again Kummer by Lemma 3.12,
we find that B is as in the statement of the lemma, as desired.
Example 3.14. If we allow B in Lemma 3.13 to be ramified over more generic primes, then B is non-
Kummer. Indeed, any Kummer extension is only ramified over one codimension one point, namely (u).
As a typical example, consider the finite extension given by
B := R[[u]][y]/(y2 − u(u− pi)(u− 2pi)(u+ 1)) (100)
for char(k) 6= 2. Then B is ramified over the primes (u), (u − pi) and (u − 2pi). Note that u + 1 is a
unit, so we can take a square root in R[[u]] if we want to remove it. The ring B is Cohen-Macaulay as
it is a quotient of a regular ring by a non-zero divisor (see [Liu06a, Chapter 8, Proposition 2.15(a)]). By
Serre’s criterion (see [Liu06a, Chapter 8, Theorem 2.23]), it is normal as it is regular in codimension one
and thus it is equal to the normalization of A inside the quotient field of B, which is L.
3.2.2 Kummer extensions of ordinary double points
We now move to Kummer extensions of ordinary double points, as defined in Definition 1.7. We charac-
terize the tame Kummer extensions in terms of the ramification on the generic fiber and we show that
the ones that are unramified in codimension one correspond to regularized Kummer extensions.
Remark 3.15. Let A = R[[u, v]]/(uv−pin), where R is a complete discrete valuation ring of characteristic
zero. As in Section 3.2.1, we fix a compatible set of m-th roots of u and v inside K(A) for all m > 0.
We write u1/m and v1/m for these. We will assume that u1/n and v1/n are chosen so that u1/nv1/n = pi.
Definition 3.16. [Kummer extensions II] Let A = R[[u, v]]/(uv − pin) be the completion of an
ordinary double point with field of fractions K(A). The field K(W ) of all Kummer extensions of A is
the composite of all extensions K(A)(u1/k) and K(A)(v1/k), where k varies over all positive integers. If
K(A) ⊂ L is a finite subextension of K(W ), then L is a Kummer extension. If the degree of L over K(A)
is coprime to the residue characteristic, then we say that L is tame. The subfield of all tame Kummer
extensions inside K(W ) is denoted by K(W tame).
Remark 3.17. Because of our assumption on the characteristic of K we find that these Kummer
extensions induce separable extensions. Using the fact that K contains all m-th roots of unity for m
coprime to the residue characteristic, we then easily see that any tame Kummer extension is Galois, with
abelian Galois group. We will say more about this Galois action later on.
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Example 3.18. Consider the composite L of the two extensions K(A)(u1/k) and K(A)(v1/k) for A =
R[[u, v]]/(uv − pi). Then L contains a k-th root of pi by (u1/k · v1/k)k = pi. We thus see that the field of
Kummer extensions W contains the field of k-th roots of the uniformizer pi of K. In particular, we see
that W contains all tame extensions of K since k is algebraically closed.
Lemma 3.19. Let A := R[[u, v]]/(uv−pi) and consider a finite extension K(A) ⊂ L with normalization
A ⊂ B. Suppose that B is étale over all generic primes of A and that it is at most tamely ramified above
the special fiber. Then K(B) is a subextension of K(W tame).
Proof. Consider the primes pu,i and pv,i of B lying above (u) and (v) respectively. We write eui and
evi for the ramification indices arising from the corresponding extensions of discrete valuation rings. Let
m = lcm(eui , evi) and consider the normalization W1 of A inside the field extension
K(A) ⊂ K(A)(u1/m, v1/m) = K(W1). (101)
We write w1 = u1/m and w2 = v1/m. Note that W1 is isomorphic to R′[[w1, w2]]/(w1w2 − pi1/m). Here
R′ is the unique tamely ramified extension of degree m of R, which we view as a subring of K(W tame)
through pi1/n = w1w2. In particular we now see that W1 is regular. Let L = K(W1) · K(B) be the
composite field of K(W1) and K(B) inside some algebraic closure and consider the normalization of A
inside L. We denote this ring by N(A,L). Since B and W1 are normal, they are subrings of N(A,L).
By [Liu06a, Chapter 4, Proposition 1.25], we find that N(A,L) is finite over A and thus over W1 and B.
By [Kem11, Corollary 8.14 and Theorem 8.17], we see that the heights of primes stay the same under
the maps on the spectra Spec(N(A,L)) → Spec(B) and Spec(N(A,L)) → W . Let q ∈ N(A,L) be any
prime lying above (w1) or (w2). By the previous considerations, it is again of codimension one and since
N(A,L) is normal, its localization is a discrete valuation ring. By Abhyankar’s Lemma, we find that
N(A,L) is étale at q and thus N(A,L) is étale over all codimension one primes ofW1. SinceW1 is regular,
we can now use the purity theorem to conclude that N(A,L) is étale over W1. But W1 is a complete
Noetherian local ring with algebraically closed residue field k, so it is strictly Henselian. This means that
its étale fundamental group is trivial and thus N(A,L) = W1. We conclude that B ⊂ N(A,L) = W1
and thus K(B) ⊂ K(W1) ⊂ K(W tame), as desired.
Remark 3.20. By Lemma 3.19 we see that the composite of all fields that are at most tamely ramified
above the special fiber and étale outside the special fiber is equal to K(W tame). This latter extension
is Galois, as we now point out. For any pair (k1, k2) of integers coprime to the residue characteristic,
consider the extension
K(A) ⊂ K(Wk1,k2) := K(A)(u1/k1 , v1/k2). (102)
This is Galois with Galois group Z/k1Z× Z/k2Z, where (i, j) acts on u1/k1 and v1/k2 by
u1/k1 7→ ζik1 · u1/k1
v1/k2 7→ ζjk2 · v1/k2 .
Here the ζki a primitive ki-th root of unity. These extensions K(Wk1,k2) form a natural direct system
with limit K(W tame). This then also yields an inverse system of Galois groups and the inverse limit is
given by (Zˆ′)2, where the prime indicates that the inverse limit is taken over all integers coprime to the
characteristic of k. We invite the reader to compare this to [GR71, Page 316, Corollaire 5.3].
Before we prove our generalized version of the Newton-Puiseux theorem, we first review how to go
from a non-regular ring to a regular ring. Let A = R[[u, v]]/(uv − pin). Consider the field extension
K(A) ⊂ K(A)(u1/n) =: K(Areg) of degree n. The normalization of A inside this field extension is
isomorphic to R[[u1, v1]]/(u1v1 − pi).
Definition 3.21. [Regularization of an ordinary double point] The normalization Areg of A inside
the field extension K(A) ⊂ K(Areg) is the regularization of A.
This extension K(A) ⊂ K(Areg) is not directly Galois, since n might not be coprime to the residue
characteristic, see Remark 3.17. By Lemma 3.12, we know that all subfields K(A) ⊂ M ⊂ K(Areg) are
given by M = K(A)(uk/n), where k is a divisor of n. We will use this in the proofs of Lemma 3.23 and
Theorem 1.2. Before we can prove these, we need a technical lemma on the stability of étale morphisms
under taking composites.
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Lemma 3.22. Let AL and AK′ be two finite normal separable extension of a normal Noetherian domain
A with corresponding extensions of fields K ⊂ L and K ⊂ K ′. Suppose that A → AL is étale at some
prime q of AL and let p be its image in A. Consider the composite field L′ := K ′ · L inside an algebraic
closure of K together with the normalization AL′ of A in L′. Let p′ be some prime in AK′ lying over p
and similarly, assume that q′ ∈ Spec(AL′) lies over both p′ and q. Then AK′ → AL′ is étale at q′.
Proof. See [Gro67, Corollaire 18.10.14, Page 162]. We give a field-theoretic proof using the material in
Section 2.4.1. Since L ⊃ K is finite separable, we can find an irreducible separable polynomial f ∈ K[x]
such that L = K[α] ' K[x]/(f), where α is a root of f . By scaling x, we can then assume that f ∈ A[x]
is a monic polynomial. Using 2.21, we see that the prime ideals that lie over p correspond to irreducible
factors fi ∈ Kh[x], where Kh is the field of fractions of the Henselization Ah. Similarly, let g be the
minimal polynomial of α ∈ L′ = LK ′ over K ′. Then g|f . Write Kp′ for the field of fractions of the
Henselization of AK′ at p′. Then we similarly have that the extensions of p′ to AL′ correspond to the
irreducible factors of g over Kp′ . Let gq′ be the irreducible factor corresponding to q′ and let fq be the
irreducible factor corresponding to p′. Then gq′ |fq. Indeed, the natural map AhL,q → AhL′,q′ induces a
map on fields of fractions
Kq → L′q′ . (103)
The minimal polynomial of α ∈ L′q′ over K ′p′ is gq′ , see Theorem 2.45. But we also have fq(α) = 0, so
we obtain gq′ |fq.
To show that AK′ → AL′ is étale at q′, we only have to show that the extension K ′p′ → L′q′ is
invariant under the absolute inertia group Ip′ of p′, see Example 2.51. To do this, we have to show that
a root (and thus all roots) of gq′ is invariant under Ip′ . But the roots of gq′ form a subset of the roots of
fq by the earlier divisibility, so it suffices to show that these are invariant under Ip′ . If we write Ip for
the absolute inertia group of p, then we have Ip′ = Dp′ ∩ Ip by a quick verification. But then Ip′ acts
trivially on the roots of fq. Indeed, for every σ ∈ Ip′ we have σ ∈ Ip. By the étaleness assumption on q,
the roots of fq are invariant under Ip as in Example 2.51, so the desired statement follows.
Lemma 3.23. Let A = R[[u, v]]/(uv−pin) ⊂ B be a finite extension of normal Noetherian domains that
is étale in codimension one. Then B ' R[[u, v]]/(uv − pik) with k|n. Furthermore, n/k is coprime to the
residue characteristic.
Proof. To prove that B is of the desired form, consider the Kummer extension A′ := R[[u1, v1]]/(u1v1−pi)
of A, where u 7→ un1 as before. The induced extension B′ ⊃ A′ by taking the normalization inside the
composite K(B) · K(A′) is then étale over all codimension one primes by Lemma 3.22 and is thus
trivial since A′ is regular and strictly Henselian by [Sta19, Lemma 04GM]. We thus see that we have
an inclusion B ⊂ A′. Using Lemma 3.12 we then see that the integral subextensions of A′ are given
by R[[u, v]]/(uv − pik) with k|n, so B is of the desired form. We now only have to prove that n/k is
coprime to the residue characteristic, so suppose that n/k is not coprime to the residue characteristic.
But then the extensions of residue fields above (u, pi) and (v, pi) are both inseparable, contradicting our
assumption that the extension is étale. This gives the desired coprimality.
Theorem 1.2. [Generalized Newton-Puiseux theorem] Let A := R[[u, v]]/(uv−pin). Consider the
composite L of all finite field extensions K(B) such that the normalization A ⊂ B is étale over all the
generic primes of A and at most tamely ramified over the special fiber. Then L = K(W tame).
Proof. Suppose that B is ramified over p1 = (u, pi) and p2 = (v, pi) of orders e1 and e2 respectively and
let m = lcm(e1, e2). Consider the tame Kummer extension given by K(A) ⊂ K(A)(pi1/m) =: K(A′).
Note that the normalization of A in K(A′) is isomorphic to R′[[u, v]]/(uv− (pi1/m)mn). By Abhyankar’s
Lemma we find that K(A′) ⊂ K(A′) ·K(B) =: K(B′) is étale in codimension one. By Lemma 3.23
K(B′) is contained in a tame Kummer extension of K(A′) and thus K(B′) is contained in a tame
Kummer extension of K(A), as desired.
Definition 3.24. [Disjointly branched polynomials] Let f ∈ K(A)[x] be a polynomial, where
A = R[[u, v]]/(uv− pin), and suppose that the splitting field of f is in K(W tame). We then say that f is
a disjointly branched polynomial.
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Remark 3.25. If char(k) = 0, then we only have to check the ramification on the generic fiber to see
whether f is disjointly branched. Since the generic primes of A correspond to points x ∈ K such that
0 < v(x) < n by Lemma 3.4, we only have to check whether these extensions are ramified over points of
this form. As a first step towards this problem, one can calculate the Newton-polygon of the discriminant
of f . If this has a zero α with the property 0 < v(α) < n, then one has to check whether it is actually
a branch point. This can be done using the discrete Newton-Puiseux method, which will be given in
Section 4.2.
3.3 A proof of the tame simultaneous semistable reduction theorem
In this section, we prove our main theorem, the tame simultaneous semistable reduction theorem. We
first define the notion of a tame covering of permanent models. After this, we prove the main theorem
using the results from Section 3.2. We note that the original theorem proved in [LL99] assumed that the
order of the Galois group was coprime to the residue characteristic, which is more restrictive than the
theorem we prove here.
Let X → Y be a finite morphism of curves over K and let Y be a semistable model for Y over R.
We can then consider the normalization X of Y inside the function field K(X), which induces a finite
morphism
φ : X → Y. (104)
We now state an important result by Epp, which generalizes Abhyankar’s Lemma, see Lemma 3.6.
Theorem 3.26. [Epp] Let X be a model over a complete discrete valuation ring R. Then there exists
a finite extension K ′ of K such that the normalized base change X ′ of X in K ′(X) has reduced special
fiber.
Proof. We deduce this from [Epp73, Theorem 2.0]. Consider the extension of discrete valuation rings
R → OX ,xi for every generic point xi of the special fiber Xs. Note that the map of residue fields
k ⊂ k(xi) is separated (see [Epp73, Section 0.4] for the terminology), since it is finitely generated.
Indeed, we obtain this by applying [Epp73, Examples 0.4(a),(b) and Remark 0.4(2)] in succession. This
then gives the theorem, since these maps are weakly unramified for every i if and only if the special fiber
is reduced.
In the case where the extensions of discrete valuation rings are all tame, we easily obtain this result
using Abhyankar’s Lemma: we just add n-th roots of pi to eliminate the ramification on the special
fiber. In this case, the extension over the special fiber even becomes étale, since the corresponding field
extensions are automatically separable. From now on, we will assume that these extensions have been
made, so that X has reduced special fiber, i.e., X is permanent (see Definition 1.9). We note that any
permanent model is automatically normal by [LL99, Lemma 1.1]. This directly implies that the local
rings corresponding to codimension one points are discrete valuation rings.
Definition 3.27. [Tame coverings] Let φ : X → Y be a finite morphism of permanent models with Y
semistable. We say that φ is tame if for every pair of points of codimension one x, y such that φ(x) = y,
we have that φ is tame in the sense of Definition 3.5.
Remark 3.28. In this definition, we only need to check codimension one primes that are in the special
fiber, since we assumed the characteristic of K to be zero.
Before we give the proof of Theorem 1.1, we first show a persistence of étaleness under taking m-adic
completions.
Lemma 3.29. Let φ : X → Y be a tame covering of permanent models, with Y strongly semistable. Let
Spec(A) be an open affine in Y and let Spec(B) be the corresponding affine in X . Let m ⊃ p be two
prime ideals in A corresponding to a vertex v with an adjacent edge e in Σ(Y). Write Am → Bm for
the localization with respect to A\m and Aˆm → Bˆm for the morphism of completions with respect to the
m-adic topology. Let pˆ ∈ Spec(Aˆ) be a prime mapping to p and suppose that A → B is étale at every
prime q over p. Then Aˆm → Bˆm is étale at any prime qˆ of Bˆ mapping to pˆ.
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Proof. We write A := Am, so that A is local with maximal ideal m. By tensoring A → B with the
completion Aˆ of A with respect to m, we obtain
A B
Aˆ Bˆ
. (105)
Here we used the equality Bˆ = B ⊗A Aˆ from [Liu06a, Chapter 1, Corollary 3.14]. We now tensor the
diagram in Equation 105 with S−1A over A for S = A\p and obtain
S−1A S−1B
S−1Aˆ S−1Bˆ
. (106)
Since A→ B is flat at any q over p, we find by [Liu06a, Chapter 1, Corollary 2.15] that the top horizontal
arrow is flat. Moreover, this diagram is again Cartesian since the diagram in Equation 105 is Cartesian
and Cartesian diagram are stable under base change. We conclude that S−1Aˆ → S−1Bˆ is flat. We
now take the tensor product of this morphism with Sˆ−1Aˆ over S−1Aˆ, where Sˆ = Aˆ\pˆ. This gives the
morphism
Sˆ−1Aˆ→ Sˆ−1Aˆ⊗S−1Aˆ S−1Bˆ ' Sˆ−1Bˆ. (107)
The last isomorphism can be directly verified using the universal properties of the rings in question.
At any rate, we now see that Sˆ−1Aˆ → Sˆ−1Bˆ is flat, since flatness is preserved by base change. We
thus see that we only have to show that this map is unramified (since Aˆ → Bˆ is automatically of finite
presentation).
We now show that the extension is unramified at qˆ. Since φ is étale over p, the extension q ⊃ p is in
particular unramified. If we write ΩB/A for the sheaf of Kähler differentials, then its localization at q is
zero by [Sta19, Lemma 02GF]. Since ΩB/A is finitely generated as a B-module, we can find an s ∈ B\q
such that s · ΩB/A = 0. Taking the base change A → Aˆ and applying [Liu06a, Chapter 6, Proposition
1.8], we then obtain the isomorphism
ΩB/A ⊗ Bˆ ' ΩBˆ/Aˆ. (108)
We then have that s /∈ qˆ by qˆ ∩ B = q. Since s annihilates ΩBˆ/Aˆ by the isomorphism in Equation 108,
we see that the localized module in the completions is again zero. We conclude that Aˆ → Bˆ is étale at
qˆ, as desired.
Lemma 3.29 allows us to conclude using the material in Section 3.2 that the maps on the completions
are all Kummer. This will allow us to show that X is semistable in the disjointly branched case, as
below.
Theorem 1.1. [Main Theorem] Let φ : X → Y be a finite morphism of smooth proper curves with
branch locus B ∈ Y (K) and let Y/R be a semistable model for (Y,B). Let X be the normalization of Y
inside the function field K(X) and suppose that the induced morphism X → Y is a tame morphism of
permanent models. Then X is semistable. If Y is strongly semistable, then X is also strongly semistable.
Proof. We consider two types of points in Y: smooth points and ordinary double points. We then
show that any point in the inverse image of that point is again a smooth or an ordinary double point
respectively. Consider a smooth point y ∈ Y and let x be any point in X lying above y. Consider the
map of completions
OˆY,y → OˆX ,x. (109)
Note that this is one of the factors as in Proposition 2.11 we obtain by completing the morphism of
normalizations
OY,y → N(OY,y,K(X)) (110)
along the maximal ideal my. We now show that OˆY,y → OˆX ,x is étale outside possibly a single codi-
mension one point. Let pˆ ∈ Spec(OˆY,y) be a nonzero point of the generic fiber, in the sense that it is
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not equal to (0) and maps to (0) under the map Spec(OˆY,y)→ Spec(R). Then the residue field of pˆ is a
finite extension of K by Lemma 3.3. Using [Liu06a, Chapter 10, Proposition 1.40] we find that there is a
bijection between the set of nonzero points in the generic fiber of Spec(OˆY,y) and the set of points in the
generic fiber of Y that reduce to y under the reduction map as given in Equation 4. We now take any
open affine neighborhood V of y. This contains the points of the generic fiber that reduce to y. There
is at most one branch point reducing to y by our assumption on the branch locus, so we conclude using
Lemma 3.29 that OˆY,y → OˆX ,x is not étale over at most one generic pˆ. Similarly, if pˆ is a codimension
one point in the special fiber of Spec(OˆY,y)→ Spec(R), then this gives a generic point of the special fiber
Ys of Y through the Spec(R)-morphism Spec(OˆY,y) → Spec(OY,y). But φ is étale over this point by
the imposed tameness conditions, so we find that OˆY,y → OˆX ,x is at most ramified over one K-rational
generic prime. We conclude using Lemma 3.13 that OˆX ,x is smooth over R, as desired.
Suppose now that y is an ordinary double point and let x ∈ X be any point mapping to y. We
again consider the corresponding map of completions and retain the notation introduced in the smooth
case. As before, we obtain from Lemma 3.29 that the map OˆY,y → OˆX ,x is étale in codimension one.
Indeed, there is no ramification on the special fiber by the tameness conditions and there is no generic
ramification by our assumption on the branch locus. We now apply Lemma 3.23 to conclude that x is
again an ordinary double point, as desired. Since every closed point x ∈ X is either an ordinary double
point or a smooth point and the special fiber is reduced by assumption, we conclude that X is semistable.
We now show that X is strongly semistable if Y is strongly semistable. Let x ∈ X be an ordinary
double point. We saw earlier that φ(x) is an ordinary double point. Suppose that there is only one
codimension one generization x′ ⊂ x in the special fiber. Then φ(x′) would also be the only codimension
one generization of φ(x), a contradiction. We conclude that X is strongly semistable.
Corollary 3.30. ([LL99, Theorem 2.3]) Let X → Y be a Galois cover of smooth proper curves over K,
where the order of the Galois group is coprime to the residue characteristic p of K. Let Y be a semistable
model for (Y,B) where B ⊂ Y (K) is the branch locus such that the branch locus consists of smooth,
disjoint sections over R and suppose that there is no vertical ramification. Then the normalization
N(Y,K(X)) is a semistable model for X.
Proof. The ramification indices and degrees of the field extensions on the codimension one primes have
to divide the order of the Galois group, so we see that these are all coprime to the residue characteristic
of k. But then N(Y,K(X))→ Y is tame and we obtain the desired statement using Theorem 1.1.
For future reference, we note that the notion of being disjointly branched is stable under Galois
closures:
Lemma 3.31. Let X → Y be a cover of smooth proper curves over K with branch locus B ⊂ Y (K) and
let B¯ be the branch locus for the Galois closure X¯ → Y . Then B = B¯. Let Y be a (strongly) semistable
model for (Y,B). If the morphism of normalizations X → Y corresponding to K(Y ) ⊂ K(X) is a tame
covering of permanent models, then the morphism X¯ → Y corresponding to K(Y ) ⊂ K(X¯) is also a
tame covering of permanent models and the models X and X¯ are (strongly) semistable.
Proof. This follows from Lemma 3.22 applied to the discrete valuation rings associated to the branch
locus and the generic points of the special fiber of Y. Indeed, the Galois closure is the composite of
all possible K(Y )-embeddings of K(X), so we see that we can use Lemma 3.22. The statement of the
lemma then follows from Theorem 1.1.
Definition 3.32. [Global disjointly branched polynomials] Let Y be a strongly semistable model
for a curve Y/K with function field K(Y ) and let f ∈ K(Y )[x] be a polynomial. Consider the irreducible
factors fi of f together with their induced morphisms of curves Xi → Y and branch loci Bi. We say
that f is disjointly branched with respect to Y if
1. The Xi are geometrically irreducible,
2. Y is a strongly semistable model for the marked curves (Y,Bi) and
3. the morphism of normalizations Xi → Y induced from the field extension K(Y ) ⊂ K(Xi) is a tame
covering of permanent models, see 3.27.
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Remark 3.33. For any disjointly branched polynomial we have that the normalizations Xi are again
strongly semistable by Theorem 1.1. This then induces a finite morphism of tropicalizations Σ(Xi) →
Σ(Y). Indeed, as was shown in the proof of Theorem 1.1 the inverse image of a smooth point consists
of smooth points, so there is a canonical tropicalization Σ(Xi) → Σ(Y) as in Remark 1.14 of the mor-
phism of strongly semistable models Xi → Y. For the remainder of this paper, we will be interested in
reconstructing Σ(Xi) from Σ(Y).
Remark 3.34. [Sufficient conditions for tameness] Suppose we are given a geometrically irreducible
(separable) polynomial f ∈ K(x)[y]. By geometrically irreducible, we mean that f stays irreducible over
K¯(x)[y]. Note that this polynomial is separable since char(K) = 0. This gives a finite separable extension
of function fields
K(x) ⊂ K(x)[y]/(f), (111)
which in turn corresponds to a finite morphism of smooth curves X → P1K . To find out whether this
morphism gives rise to a tame covering of permanent models, we can use the following two sufficient
conditions:
1. char(k) = 0 or
2. degy(f) < p, where p = char(k).
To see the second condition, we write n = degy(f). Then n! is not divisible by p so any extension of
discrete valuation rings for this covering is tame. Indeed, the ramification indices have to divide the
order of the Galois group. This order divides n!, so these indices are not divisible by p. Furthermore,
the residue field degrees are not divisible by p by the formula in [Ser79, Chapter 1, Section 7, Corollary
1], so we see that the covering we obtain for these polynomials is tame.
4 Generalizations of the Newton-Puiseux algorithm
In this section we describe two versions of the Newton-Puiseux algorithm: one for tame extensions
of a discrete valuation ring, and one for ordinary double points in tame semistable coverings. The
first one is a generalization of the Newton-Puiseux algorithm for calculating power series expansions of
polynomials overC[[t]]. This method will be presented in Section 4.2. The second one is an algorithm that
simultaneously calculates the me-adic and the pv-adic power series expansions of a disjointly branched
polynomial f for a pair (v, e) of a vertex and an adjacent edge in strongly semistable model Y. It first
uses the generalized discrete algorithm to calculate the pv-adic power series expansions, after which it
calculates the me-adic power series expansions using another application of the discrete algorithm to the
coefficients in the pv-adic power series. We show in Section 4.3.5 how this information can be used to
deduce the tropicalization Σ(X ) → Σ(Y) of a morphism of semistable models X → Y associated to f .
We start with a preliminary section that explains the main idea in both algorithms.
Remark 4.1. For any commutative ring A with a multiplicative set S, the spectrum of the localization
S−1(A) can be naturally identified with the set of prime ideals in A that do no meet S. Given such a
p ∈ Spec(A), we will sometimes also write p for the corresponding prime ideal in the localization S−1(A)
to ease notation.
4.1 Preliminaries for the algorithms
Let A be a normal Noetherian domain with field of fractions K(A) and suppose that we have a separable
polynomial f ∈ A[x]. Let K(B) be a field that contains a splitting field for f . We write γi for the
roots of f in K(B) and B for the normalization of A in K(B). Let q be a prime in B that maps to a
codimension one prime p ∈ Spec(A) under the natural map
Spec(B)→ Spec(A) (112)
of spectra. In other words, we have q ∩ A = p. This q automatically has codimension one (see the
references in the proof of Lemma 3.19) and we thus find that Bq is a discrete valuation ring. We write
piB for a uniformizer in Bq. For every root γi of f in K(B), we can now find a minimal ki ∈ Z≥0 such
that pikiB γi ∈ Bq (in particular, we have γi ∈ Bq if and only if ki = 0). We write αi := pikiB γi for this ki
and consider the polynomial
g :=
∏
(pikiB x− αi), (113)
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which is in Bq[x] by our definitions. Since f and g have the same roots, we find that
f = u · g (114)
for some u ∈ K(B). If we furthermore demand that f is primitive with respect to q, then we in fact
have vq(u) = 0, since g is also primitive with respect to q. For these polynomials, we have the following
elementary lemma:
Lemma 4.2. Suppose that f ∈ Bq[x] is a primitive separable polynomial with respect to q as above. Let
S = {ci} be a set of pairwise distinct elements in Bq with distinct reductions in k(q) such that
f = v ·
∏
(x− ci)ri ∈ k(q)[x] (115)
for some v ∈ k(q). Then for every αi with ki = 0, there is a unique ci such that
αi − ci ∈ q. (116)
Vice versa, for every ci ∈ S, there is a root γi = αi with ki = 0 such that the above holds.
Remark 4.3. Note that this reduced polynomial f can be a constant, for instance if f = piBx− 1. We
will not encounter these in our algorithms.
Definition 4.4. [Zeroth-order approximations] Let f be as in Lemma 4.2. We refer to the ci ∈ Bq
as zeroth-order approximations to the roots αi of f with respect to q. Given a set S as in Lemma 4.2 and
a specific root αi, we refer to the unique ci ∈ S such that αi − ci ∈ q as a zeroth-order approximation of
αi.
Remark 4.5. Theoretically, we can use one of the roots αi as a zeroth order approximation of the
roots of a separable primitive f . This is generally something we would like to avoid, since the splitting
field of a polynomial is quite expensive to compute. We will instead create some milder extensions to
obtain approximations of the roots. Our main way of creating these is as follows. Let p be a prime of
codimension one. As before, since A is normal this implies that Ap is a discrete valuation ring. We write
k(p) for its residue field and pi for a uniformizer. We now have the following elementary consequences of
Gauss’ Lemma, which can be found in any course on rings and fields:
Lemma 4.6. [Irreducibility criteria] Let A, K(A) and p be as above. We have the following irre-
ducibility criteria:
• Let f ∈ Ap[x] be a primitive polynomial. Then f is irreducible in Ap[x] if and only if it is irreducible
in K(A)[x].
• Suppose that the leading coefficient of f is a unit in Ap. If the image of f in k(p)[x] is irreducible,
then f is irreducible over Ap.
• Suppose that f ∈ Ap[x] is Eisenstein at p. Then f is irreducible.
These can be used to create zeroth order approximations of a polynomial f ∈ A[x] as follows. We
calculate an irreducible factorization f =
∏
gi of f over k(p). We then lift an irreducible factor gi to
gi ∈ K(A)[x], which gives a field extension K(A) ⊂ K(A)[x]/(gi). The element x mod (gi) gives a zeroth
order approximation of f by Lemma 4.2.
4.1.1 Higher-order approximations
We now want to obtain higher-order approximation of the roots of f . To do this, we first translate the
polynomial over a specific zeroth order-approximation ci,0 := ci so that the roots αi with αi−ci,0 ∈ q now
have positive valuation. We then scale over a certain power of piB to reduce the valuations of a subset
of the roots back to zero. After this, we find a zeroth-order approximation of the resulting polynomial,
which gives us higher-order approximations of the original roots of f by reversing the above operations.
Let f be as in Lemma 4.2 and assume that its reduction is non-constant. Let ci,0 := ci be a zeroth-
order approximation for the roots of f with respect to q as in Definition 4.4. There is then a natural
ring homomorphism φ : Bq[x]→ Bq[x] which sends x to x+ ci,0. We apply this homomorphism to f and
obtain f1 := φ(f). Note that we are effectively calculating f1 = f(x+ ci,0). The roots of this polynomial
are given by γ′i := γi − ci,0. We now consider the roots γi = αi that ci,0 approximates in the sense of
Lemma 4.2. For any such root, we find that vq(α′i) > 0, so these roots are divisible by pikB for some k.
To find these valuations in practice, we use the Newton polygon theorem, which is as follows:
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Theorem 4.7. [Newton polygons] Let K be a discretely valued field with valuation v and let w be an
extension of v to the splitting field of f . Let N (f) be the Newton polygon of f ∈ K[x]. For every line
segment e in N (f) of slope δe (from right to left) and length m, there are m roots of f of w-valuation
δe.
We now choose a root γ′i with ki = 0 and we write k := vq(αi), Note that this corresponds to a line
segment of slope k by Theorem 4.7. We then consider the polynomial
f ′2 := f1(pi
k
Bx). (117)
We have f ′2 = ψ(f1), where ψ : Bq[x] → Bq[x] is the ring homomorphism sending x to pikBx. Note that
the roots of f ′2 are given by
γ′′i :=
γ′i
pikB
. (118)
Recall that f = u·g for some unit u ∈ B∗q and g =
∏
(pikiB x−αi). We now write these two transformations
φ and ψ out in terms of g. Define hi := pikiB x− αi, so that g =
∏
hi. We then have φ(g) =
∏
φ(hi), so
we only have to calculate the φ(hi). These are given by φ(hi) = pikiB (x+ ci)− αi = pikiB x+ pikiB ci,0 − αi.
Similarly, if we apply the second transformation ψ(·) to φ(hi), we obtain
hi,1 := ψ(φ(hi)) = pi
ki+k
B x+ pi
ki
B ci,0 − αi. (119)
We now divide the resulting polynomial g′2 :=
∏
ψ(φ(hi)) by a suitable power of piB to make it primitive.
To that end, set
ri := min{k, vq(α′i)} (120)
for i with ki = 0 and ri = 0 for the other i. We then define the polynomial
hi,2 :=
1
piriB
· hi,1. (121)
Lemma 4.8. The polynomial hi,2 ∈ Bq[x] is primitive.
Proof. Suppose first that ki > 0. Then ri = 0 since it is primitive, so we find that hi,2 = piki+kB x +
pikiB ci,0 − αi. Since vq(αi) = 0 < ki, we find that hi,2 is primitive. Suppose now that ki = 0. Then
hi,2 = pi
k−ri
B x+ pi
−ri
B (ci,0 − αi). (122)
If ri < k, then vp(ci,0−αi) = vp(α′i) = ri, so vq(pi−riB (ci,0−αi)) = 0 and hi,2 is primitive. If ri ≥ k, then
ri = k, so vq(pik−riB ) = 0 and hi,2 is again primitive.
Using the above lemma, we see that hi,2 has content 1. Consequently, g2 :=
∏
hi,2 also has content
1 since the content is multiplicative. Note that f ′2 = ψ(φ(f)) = ψ(φ(u · g)) = u · ψ(φ(g)) = u · g′2, so if
we divide f ′2 by pimB for m =
∑
ri, then f2 is primitive and f2 = u · g2 with vq(u) = 0. Conversely, if we
divide f ′2 by a power m′ of piB to make it primitive (which is what we will do in the algorithms), then
we automatically have m′ = m since this integer is the content of f ′2.
To return to Lemma 4.2 again, we now set
k′′i :=ki + k − ri,
α′′i :=
1
piriB
(αi − cipikiB )
so that
g2 =
∏
(k′′i x− α′′i ) (123)
as in Equation 113. Let us identify the roots with k′′i = 0. If ki > 0, then ri = 0 and thus k′′i > 0. If
ki = 0, then k′′i = 0 if and only if ri = k, so these are the roots γ′i = α′i that satisfy vq(α′i) ≥ k. We
now write γ′′ := α′′i =
α′i
pikB
for the corresponding roots of g2 and f2 and we let {ci,k} ⊂ Bq be a set of
pairwise distinct elements that are zeroth order approximations for the roots of f2 and g2 as in Lemma
4.2 and Definition 4.4. For every α′′i with k′′i = 0, we can then find a unique ci,k such that
α′′i − c′i,k ∈ q. (124)
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Multiplying both sides by pikB , we then obtain
pikBα
′′
i − ci,kpikB = α′i − ci,kpikB ∈ qk+1. (125)
Replacing α′i by αi − ci and rearranging some terms, we finally obtain
αi = ci,0 + ci,kpi
k
B ∈ qk+1. (126)
In other words, we see that we obtain a power series approximation of αi of height k+ 1. If we continue
this process with f2, then we of course obtain higher order approximations of the αi. This is the main
idea that can be found in both of the upcoming Newton-Puiseux algorithms. For the algorithm in Section
4.3 we will have to make some adjustments to make the approximations integral over a larger portion of
Spec(A), but the reader can still keep this general idea in mind.
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4.2 The Newton-Puiseux algorithm for discrete valuation rings
In this section we give a Newton-Puiseux algorithm for tame extensions of discrete valuation rings. The
algorithm is a direct generalization of the one presented in [Duv89] and [Pui50], which calculates the
formal algebraic Puiseux expansions of a polynomial f(x, y) over a field K of characteristic zero. In
our generalization, we consider a polynomial F ∈ K[x], where K is now a discretely valued field with
uniformizer pi. The algorithm calculates the pi-adic expansions of the roots of F up to any desired
precision n. Throughout this section, we will assume that we have an auxiliary algorithm at our disposal
that can factorize polynomials over the residue field k of the discretely valued field K. In this paper, the
residue field will be of transcendence degree 0 or 1 over one of the following coefficients fields: Fp, Q or
C. For factoring polynomials over these fields we use the computer algebra package MAGMA. We will
view our calculations as calculations over the Henselization Rh of the ring of integers R of K. Using the
results in Section 2.2, we can then deduce information about the extensions of m = (pi). This fact will
be used this to calculate the vertices of a skeleton of a curve in Section 4.3.7.
Let f be an irreducible polynomial over a discretely valued field K of characteristic zero with maximal
ideal m and valuation ring R. This polynomial determines a field extension K ⊂ K[x]/(f) =: Lf with
splitting field Lf . We denote the integral closure of R in these fields by Rf and Rf respectively. We are
interested in the extensions of m to Rf . Equivalently, we have to know the orbits of the roots under the
decomposition group of a prime lying over m, see Lemma 2.21. It then suffices to calculate these orbits
over the Henselization of K, see 2.49. The algorithm we are about to present gives a way of calculating
these extensions for polynomials that are tame.
Definition 4.9. Let mf be a prime in Rf lying over m. We say that f is tame if the extension of discrete
valuation rings corresponding to mf ⊃ m is tame.
Note that this definition is independent of the choice of extension by applying the transitivity of the
Galois group on the set of extensions.
Remark 4.10. For the remaining of this section, we fix a compatible set of n-th roots of pi: {pi1/n} ⊂ K.
The compatibility means that if d|n with dh = n for some integer h, then (pi1/n)h = pi1/d. By comparing
field degrees, we easily see that if K(pi1/d) ⊂ K(pi1/n), then d|n. The converse also holds by definition.
For any finite K ′ extension of K, we take the unique valuation on K ′ that extends the valuation on K.
The value group of any such extension is thus a subgroup of Q containing Z. For a Kummer extension
K ⊂ K(pi1/n), the power series expansions of an element x with respect to pi are scaled by a factor n
when considered as power series with respect to pi1/n. That is, the i-th coefficient ci of x becomes the
ni-th coefficient with respect to pi1/n.
For any positive integer k, we consider the composite field Mf,k = Lf ·K(pi1/k). Using Abhyankar’s
Lemma, we obtain
Lemma 4.11. There is a k such that Mf,k is étale at any prime mf,k over the unique extension mk of
m to K(pi1/k).
Proof. Take any k that is divisible by d!, where d = deg(f). Then the ramification degrees of the primes
in R¯f lying over m all divide the field degree [Lf : K]. The Galois group G of Lf is a subgroup of Sd,
so [Lf : K] = |G| divides |Sd| = d!, which implies that the ramification degrees are all divisors of d!.
Abhyankar’s Lemma then directly implies that Mf,k is étale over K(pi1/k).
In the algorithm we will construct field extensions K ⊂ K(pi1/k) using data from Newton polygons
instead of using this k. We will comment on this during the proof of the correctness of the algorithm.
At any rate, we now fix a k with the above property and write K ′ = K(pi1/k) for the corresponding field
and R′ for the corresponding discrete valuation ring.
We write Mf for the splitting field of f over K ′ and R
′
f for the integral closure of R′ in Mf . By our
assumptions, R′ ⊂ R′f is étale at any prime lying over m′. By Lemma 2.39, f splits completely in the
strict Henselization R′sh of R′. Using Proposition 2.3 we see that we can uniquely write the roots αi as
αi =
∞∑
i=0
cipi
′i (127)
for coefficients ci ∈ S in a set of representatives of R′sh and uniformizer pi′ := pi1/k. The goal of the
algorithm is to find these ci up to any height. To do this, we use the technique in Section 4.1. Note that
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for any irreducible polynomial g over k(p) or a finite extension thereof, we can construct an extension of
K ′ that contains lifts of the roots of g using Remark 4.5. This gives the zeroth approximations at every
step. To find the valuations of the roots of a polynomial, we use the Newton-polygon Theorem 4.7.
Algorithm 1 The discrete Newton-Puiseux algorithm.
Input: A tame monic irreducible polynomial f ∈ R[x] over a discrete valuation ring R ⊂ K, a positive
integer h.
Output: The power series expansions of the roots of f up to height h in R′sh, where R′ = R[pi1/r] is a
finite Kummer extension of R.
1: Set a running height variable hrun := 0 and a ramification indicator jram := 1.
2: Calculate the Newton polygon N (f) of f with respect to the discrete valuation on K.
3: Choose a line segment e in N (f) with slope n = a
b
and gcd(a, b) = 1. If the slope is not in the value
group, then extend K to K := K(pi1/b). Adjust the power series with respect to pi to power series
with respect to pi1/b as in Remark 4.10. Set jram := b · jram, h := b · h and hrun := b · hrun.
4: Set he := hrun + n · jram. Update the power series expansions of the roots corresponding to e by
adding zeros for the coefficients of the powers below he.
5: If the running height he is greater than or equal to h, stop the algorithm for this e. Otherwise, find
the unique m such that fe = 1/pim · f(pinx) is primitive.
6: Calculate an irreducible factorization of the reduction fe ∈ k[x]:
fe =
∏
i
grii . (128)
7: For every irreducible factor gi, construct an étale extension Ai of R as in Remark 2.42 such that Ai
contains a root ci of gi. Let ci ∈ Ai be a representative of ci. For every ci set: hi := he.
8: Update the power series expansions of the roots of f using the ci.
9: For every irreducible factor gi found in Step 6, calculate fi := f(x+ ci) over Ai and return to Step
2 with hrun := hi and f := fi.
Remark 4.12. If the slope of one of the segments in Steps 3 and 4 is infinite, then we set he = ∞, so
that the algorithm stops at Step 5.
Remark 4.13. We explain Step 8 in more detail. We write K ′ for the discretely valued field K(pi1/d!),
so that f splits over K ′sh. Consider the roots of f in R′sh that reduce to roots of gi. The étale algebra
created in Section 2.4 is R′[x]/(gi), where gi is a lift of gi. Note however that this does not fix an
embedding into R′sh, since we can send x mod (gi) to any root of gi in Rsh. Consequently, we have
different options for the first coefficients of the roots of f reducing to roots of gi. We denote the different
roots of gi in R′sh by ci,j . Then the power series of the roots of f reducing to roots of gi are the
ci,j . Abstractly, we can update our power series expansions using these embeddings. This is what we
mean by updating the power series expansions in Step 8. Note however that this does not add any
additional computational complexity: for our calculations we only need the algebra R′[x]/(gi) and not
any embedding into R′sh. This then also implies that we can update the power series expansions of all
ci,j using only arithmetic in R′[x]/(gi). Indeed, the next steps of the algorithm only require this algebra,
and if we want specific power series expansions, then we embed x mod (gi) into R′sh. For an example of
this, see 4.17.
Remark 4.14. Instead of working with a specific height h, we can also stop the algorithm whenever
the reduction f has no double factors. At this point, we can use Hensel’s lemma and conclude that the
roots lift to the completion, so no more field extensions are needed after this point.
We now prove that Algorithm 1 is correct.
Theorem 4.15. Let f ∈ R[x] be a tame monic irreducible polynomial and consider the discrete Newton-
Puiseux algorithm given in 1. This algorithm correctly computes the power series expansions of the roots
of f .
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Proof. We first note that the splitting field of f over Ksh is contained in Ksh(pi1/d!) (see the Remark
after 4.11). We now claim that the calculations in the algorithm are all contained in this field. Indeed,
the only non-trivial thing to check is the part about the Newton-polygons. For any completely split
polynomial over Ksh(pi1/d!), we have that the slopes of the Newton-polygon are in the value group
1
d!
Z.
In Step 6 on the first iteration, we thus find
a
b
=
a′
d!
for some integer a′, meaning that ba′ = ad!. Since a
and b are coprime, we find that b divides d! and by Remark 4.10, we find that Ksh(pi1/b) ⊂ Ksh(pi1/d!).
Using induction on the iterations in the algorithm, we conclude that all Kummer extensions made in
Step 3 are in Ksh(pi1/d!).
In terms of Section 4.1, we can now takeK(B) = Ksh(pi1/d!) (the underlying fieldK(A) is not relevant
for the algorithm). The validity of the intermediate steps in the algorithm was shown in Section 4.1.
We conclude that the algorithm correctly calculates the power series expansions of the roots of f . Note
that the initial height only increases finitely many times in Step 3. Since the running heights increase
by integer amounts at every step, we see that they eventually surpass the initial height. In other words,
the algorithm terminates. This concludes the proof.
Example 4.16. We give an example where the Newton-Puiseux algorithm does not terminate. Consider
the extension of Z2 given by the polynomial f = x2 − 2x− 2. We first make the extension Q2(21/2) and
consider the scaled version
f1 := 1/2 · f(21/2x) = x2 − 21/2x− 1. (129)
The reduction of f1 has the double root 1 in F2, so we translate over a lift of this root to obtain the
polynomial
f2 := f1(x+ 1) = x
2 + (2− 21/2)x− 21/2. (130)
The Newton polygon has a line segment of slope 1/2 and the algorithm tells us to again take a square
root of 21/2. In fact, at every step we obtain the same Newton polygon, as one can easily see using
induction. Using this, we see that this process of extracting roots goes on indefinitely. Note that the
extension of Q2 induced by f is a wildly ramified extension of differential exponent 2. This exponent is
not equal to the differential exponent of Q2(21/2), which is 3.
Example 4.17. [Main Example] We apply Algorithm 1 to Example 1.3. We consider three discrete
valuations corresponding to generic points of the special fiber of a semistable model of P1K . We then
calculate the Newton-Puiseux expansions of the roots of f over these discrete valuation rings up to a
separating height, see Definition 2.8. The valuations are all valuations of the function field K(x), where
K = C((t)) or some finite Kummer extension of K.
Case 1: v(x) = 0
We start with the natural valuation of K(x) induced from the codimension-one prime ideal p1 = (t)
in R[x] with residue field C(x). In terms of Section 1.3.1, this valuation corresponds to the closed disk
B0(0). We denote the valuation ring corresponding to p1 by Ap1 .
We first transform f so that it becomes monic. That is, we set g = t2 + 1 and calculate
f1 := g
3f(y/g). (131)
Reducing f1 modulo (t) then gives
f1 = (y
2 − x)2. (132)
We therefore construct the étale algebra Ap1 [w]/(w2 − x). We write w := w mod (w2 − x). Note that
y2 − x has two zeros in Ashp1 , and in this case the algebra Ap1 [w]/(w2 − x) contains both, but we won’t
be needing this fact. We translate f1 over w: f2 := f1(y + w). We then find that the Newton polygon
with respect to t consists of a line segment of length 2 and slope 0 (corresponding to the other root of
y2−x), and a line segment of length 2 and slope 1. We thus calculate f2 := 1/t2f1(ty). This polynomial
reduces modulo (t) to
f2 = 4w
2y2 + w4. (133)
This polynomial splits completely and has the roots β1 = iw/2 and β2 = −β1 (where i is a square root
of −1). We can now stop the algorithm as the roots of this polynomial are separable. Note that we can
use Hensel’s lemma to conclude that these roots lift to the completion of Ap1 [w]/(w2 − x). There are
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two embeddings of w into the strict Henselization of Ap1 and we write wi for the two choices of w. This
then gives the following four approximations:
γ1 =(w1, iw1/2, · · · )
γ2 =(w1,−iw1/2, · · · ),
γ3 =(w2, iw2/2, · · · ),
γ4 =(w2,−iw2/2, · · · ).
LetKp1 be the field of fractions of the Henselization ofAp1 . Note that the Galois group ofKp1 [x]/(w2−
x) over Kp1 is Z/2Z. Using this action on the approximations, we find that {γ1, γ3} and {γ2, γ4} form
an orbit. There are thus two primes lying above p1 in the normalization of Ap1 in K(x)[y]/(f(y)) by
Proposition 2.48. Furthermore, using Theorem 2.30 we see that the Galois group of f over K(x) contains
a product of two 2-cycles. We will see in Remark 4.18 that we can deduce the structure of the extensions
without calculating any Galois groups.
Case 2: v(x) = 4
We now consider another discrete valuation, namely the one induced from the codimension one prime
ideal p2 = (t) in the algebra A = R[x1, x]/(x− x1t4). In terms of Section 1.3.1, this algebra corresponds
to the closed disk B4(0). We denote its localization by Ap2 . We denote the monic polynomial f1 from
the previous case by f . We then replace x by x1t4 in f . We calculate the Newton polygon of f with
respect to prime ideal (t) and we find that it contains a single line segment of slope 2. Consequently, we
calculate f1 := 1/t8f(t2y). The reduction of f1 modulo (t) is given by
(y2 − x1)2. (134)
We thus again consider the extension Ap2 ⊂ Ap2 [w]/(w2 − x1) =: A2,1. We write w := w mod (w2 − x1).
Translating over w gives us the polynomial f2 := f1(y + w), whose Newton polygon has a single line
segment of slope 1. We calculate f3 := 1/t2f2(ty), which reduces as
f3 = 4w
2y2 + w4 + w3. (135)
This polynomial is irreducible and thus squarefree over C(x1)(w), so we stop the algorithm, see Remark
4.14. Let us denote the corresponding algebra by A2,2 = A2,1[z]/(z2 + (w2 +w)/4). Unlike the previous
case, this algebra now has four embeddings into Kshp2 . We denote the choices for w and z by wi and zi.
We then have the approximations
γ1 = (w1, z1, · · · )
γ2 = (w1, z2, · · · )
γ3 = (w2, z3, · · · )
γ4 = (w2, z4, · · · ).
inside Kshp2 . The field K
h
p2(w, z) is of degree four over K
h
p2 and its Galois group acts transitively on the
zi. Indeed, the minimal polynomial of z over Kp2 is
fz(y) = y
4 − xy2 + x2/4− x/4, (136)
so its four roots {z1, z2, z3, z4} are all conjugate. Using Remark 2.48, we then see that there is only
one extension of p2 to the normalization of Ap2 inside C(x)[y]/(f(y)). Note that we didn’t need the
full Galois group of the extension induced by z over Khp2 , it was sufficient to know that the action is
transitive. We will comment on this again in Remark 4.18. We can also calculate the Galois group in
this case, which gives Gal(Khp2(z)/K
h
p2) = D4. Using a variant of Theorem 2.30 for Henselizations, we
conclude that D4 injects into the Galois group of f over C(x).
Case 3: v(x) = 8
We now consider one last valuation, namely the one induced by the codimension one prime p3 = (t)
in the algebra R[x2, t]/(x − t8x2). In terms of Section 1.3.1, this corresponds to the closed disk B8(0).
Replacing x by x2t8 as before and perform a scaling transformation we obtain the polynomial
f1 := 1/t
16 · f(t4y).
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The reduction of f1 modulo (t) is then given by
f1(y) = y
4 + y3 − 2x2y2 + x22 + x2. (137)
This polynomial is irreducible over C(x2) with Galois group S4. The approximations of the roots of f
in this completion we obtain from the method are thus
γ1 =(0, 0, 0, 0, α1, · · · ),
γ2 =(0, 0, 0, 0, α2, · · · ),
γ3 =(0, 0, 0, 0, α3, · · · ),
γ4 =(0, 0, 0, 0, α4, · · · ).
By Theorem 2.30, we thus see that the Galois group of f is S4 and there is only one extension of this
discrete valuation to the normalization by Theorem 2.13.
Remark 4.18. [From power series to extensions] Suppose that p corresponds to a codimension one
prime in the special fiber of a semistable model Y for P1. Let f be a disjointly branched polynomial over
the function field of Y, which is equal to the function field of P1 = K(x). In applying the discrete Newton-
Puiseux algorithm at these primes, we find a finite extension K ′ of K such that f splits completely over
the strict Henselization of K ′. We will work over this finite extension with K = K ′, so that the
normalization is étale over p. We are then in the scenario of Remark 2.49.
To calculate the extensions p′ ⊃ p, we have to find the orbits of the roots of f under the decomposition
group Dps , see Remark 2.49. Suppose that Algorithm 1 finds a polynomial h such that h is square-free
and let g be an irreducible factor of h. We then add a root γ of g as in 2.42, so that we are working
in the étale Rh-algebra A. We write Kh(A) for its field of fractions. Note that A is again Henselian by
[Sta19, Lemma 04GH]. By our assumption that h be square-free, we find that γ is a simple root of h
and thus lifts to a root of h ∈ A. Unraveling the construction that led us to h, we then also find a root
α ∈ A of the original polynomial f . The algorithm then returns a finite approximation
α =
r∑
i=0
cipi
i +O(pir+1). (138)
Now consider the field extension k ⊂ k(c1, ..., cr). Under the equivalence in [Sta19, Lemma 04GK],
this corresponds to a finite étale extension B of Rh with residue field k(c1, ..., cr) and we have α ∈ B by
the earlier lifting argument. We claim thatKh(B) is the smallest extension ofKh over which α is defined.
Indeed, suppose that α is defined over a smaller extension B′ with field of fractions by Kh(B′). This
corresponds to a finite k-subextension ` of k(c0, ..., cr) by [Sta19, Lemma 04GK]. Let j be the smallest
integer such that cj /∈ `. Note then that 1/pij(α −
∑j−1
i=0 cipi
i) = cj + O(pi) ∈ Rsh ∩Kh(B′) = B′, so
that cj ∈ `, a contradiction. Here we used that B′ and Rsh are normal domains, see [Sta19, Lemma
06DI] and [Sta19, Proposition 025P]. We conclude that Kh(α) = Kh(A). This directly implies that
the degree nα of the minimal polynomial of α over Kh is equal to the degree nc of k(c1, ..., cr) over k.
Indeed, the latter field extension is separable, so we can find a β¯ that generates it. By lifting its minimal
polynomial to Kh and choosing a root β in Kh we obtain a finite extension Kh ⊂ Kh(β) of degree nc.
Then Kh(β) ' Kh(A) by the equivalence in [Sta19, Lemma 04GK], so nc = nα. We now conclude that
there are exactly nα embeddings of Kh(α) into Ksh. The images of α under these embeddings give a
single Dps-orbit, which corresponds bijectively to an extension p′ ⊃ p, see Remark 2.49.
Remark 4.19. [Calculating the genus] Let p′ ⊃ p be an extension as in Remark 4.18 corresponding
to a finite morphism of strongly semistable models X → Y over R. This codimension one prime p′
corresponds to a curve Γ(p′) in the special fiber of X . We are interested in its arithmetic genus. Using
the notation from Remark 4.18, we find the equality
k(p′) = k(p)(c1, ..., cr). (139)
Indeed, the extensions p′ ⊃ p correspond to irreducible factors of f over Kh in the sense that the field
of fractions of the Henselization of Rf,p′ is Kh[x]/(fi), see Theorem 2.45. Under this identification, the
element x mod (fi) is sent to a root αi of fi in Rsh. But the smallest finite étale extension A of Rh
containing αi is the one corresponding to k(p)(c1, ..., cr) by the reasoning in Remark 4.18. We thus find
that A = Rhf,p′ and k(p
′) = k(p)(c1, ..., cr) since residue fields are preserved under Henselizations. This
residue field is equal to the function field of Γ(p′) and since the arithmetic genus is a birational invariant,
we can calculate it using k(p)(c1, ..., cr).
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4.3 The mixed Newton-Puiseux algorithm
In this section, we describe a mixed Newton-Puiseux algorithm for tame semistable coverings. This
algorithm starts with a disjointly branched polynomial f defined over a strongly semistable model Y
with intersection graph Σ(Y). For any pair (v, e) of a vertex and an edge in Σ(Y), it then calculates
two types of power series for the roots of f : pv-adic power series tpv and me-adic power series rme . Here
pv and me are the prime ideals corresponding to v and e in some local chart of Y as given in Section
1.3.1. These pairs of approximations (tpv , rme) for the roots of f furthermore satisfy a compatibility
condition, which loosely speaking says that tpv reduces to rme modulo a high enough power of me. This
compatibility allows us to glue together the power series obtained for pairs (v, e) of edges and vertices in
Σ(Y). We will see in Section 4.3.5 that this completely determines the tropicalization Σ(X )→ Σ(Y) of
the morphism of strongly semistable models X → Y. To find the tpv and rme , we modify the algorithm
given in Section 4.1 so that the approximations are now integral over me. By applying the discrete
algorithm to the pv-adic coefficients, we then obtain the me-adic coefficients.
4.3.1 Preliminaries
We start with an algebra of the form A = R[u, v]/(uv− pin) and a disjointly branched monic polynomial
f over A. We focus on p := (v, pi) and m := (u, v, pi). We recall from Remark 3.15 that we have a fixed
set of compatible m-th roots of u and v in the algebraic closure of K(A). The regularization K(Areg) of
K(A) is then generated as a field by the element u1 := u1/n. By definition we have v1 := pi/u1 so that
u1v1 = pi, see Definition 3.21. After another finite Kummer extension K(A1) ⊂ K(A′) the disjointly
branched polynomial f splits completely into linear factors over the completion at the prime m′ lying
over m. The extension induced by f is then étale over m′ and thus also at the prime p′ over p since the
étale locus is open. We again write A = R[u, v]/(uv−pi) for the normalization A′ of A in K(A′), so that
the extension induced by f ∈ A[x] is étale over m and p.
We now apply the discrete Newton-Puiseux algorithm over p = (v) with uniformizer v. We interpret
the output as lying in a finite extension K(B) of K(A) that is étale over p. For every root we obtain an
approximation
αi =
r−1∑
i=0
civ
i +O(vr). (140)
The elements on both sides of this equation are (at least) elements of the localization of BpB at a prime
pB lying over p. We would now like to find coefficients ci as above, but with the additional property that
ci ∈ BmB so that the domain of integrality has been extended. Once we have found these, we then have
αi −
r−1∑
i=0
civ
i ∈ prB (141)
and thus
αi −
r−1∑
i=0
civ
i ∈ mrB . (142)
In other words, we have an element that is simultaneously a pB-adic approximation and a mB-adic
approximation.
Definition 4.20. [m-integral p-adic approximations] Let K(A) ⊂ K(B) be a finite separable ex-
tension of K(A) that contains the roots of f and let B be the normalization of A in K(B). We write
pB ⊂ mB for a set of primes extending p ⊂ m. Let α ∈ B be a root of f . An element r ∈ BmB is said to
be an mB-integral pB-adic approximation of height h of α if
α− r ∈ phB . (143)
We similarly define a mB-adic approximation of height h. If the algebra B together with the primes mB
and pB are clear from context, we will call these m-integral p-adic approximations.
We now explain how to find thesemB-integral pB-adic approximations. We start withA = R[u, v]/(uv−
pi) and write
f =
∏
i
(x− αi) (144)
over a splitting field K(B) of K(A). Since f splits completely over the completion of Am by assumption,
we can also find ρi ∈ Aˆm such that f =
∏
i(x− ρi) over Aˆm.
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Remark 4.21. We will use the notation αi for the roots of f in some extension K(A) ⊂ K(B) with
normalization B. If we fix a maximal ideal mB in Spec(B) lying over m, then the set {αi} is identified with
the set {ρi} by the injective mB-adic completion map B → BˆmB . If we choose a different maximal ideal
lying over m, then this can change the labelling however, so we will use this notation ρi to distinguish
between the two. Another way to put it is that as soon as we choose a maximal ideal mB in the
normalization B, then we can define the roots αi as the unique elements that map to the ρi. This then
automatically preserves the labelling.
We now calculate an irreducible factorization of f over k(p) = k(u) as in the discrete Newton-Puiseux
algorithm:
f =
∏
i
grii . (145)
We choose an irreducible polynomial gi in this factorization. Over the Henselization of A at p, any lift
gi of gi of the same degree gives the same extension by the equivalence between finite étale extensions
of k(p) and finite étale extensions of Ahp . Over non-Henselian rings such as A however, different lifts
can give rise to different extensions, so we have to be specific about the lift we choose. The lifts we are
interested in satisfy an extra m-adic integrality condition, which is as follows:
Definition 4.22. [m-integral split lift] Let g be an irreducible polynomial over k(p). An m-integral
lift of g is an irreducible polynomial g ∈ Ap[x] with the following properties:
1. The reduction modulo p of g is g.
2. deg(g) = deg(g¯).
3. Let K(A) ⊂ K(A)[x]/(gi) =: K(A′) and write A′ for the normalization of A inside K(A′), and
c0 := x + (g) ∈ K(A′). There then is a maximal ideal m′ ⊂ A′ extending m such that c0 ∈ A′m′
and the image of c0 in the completion Aˆ′m′ coincides with a power series cˆ0 ∈ Aˆm under the natural
map
Aˆm → Aˆ′m′ . (146)
We similarly define m-integral split lifts for finite extensions K(A′) of K(A) together with a maximal
ideal m′ ⊂ A′ in the normalization such that A→ A′ is étale at m′.
Note that the third condition in Definition 4.22 implies that A→ A′ is étale at m′ by Theorem 2.13,
Example 2.51 and Remark 2.52. We will construct these lifts in Sections 4.3.2 and 4.3.3. We first show
that the condition c0 ∈ A′m′ is superfluous:
Lemma 4.23. Let K(A) ⊂ K(A′) be a finite extension with morphism of completions Aˆm → Aˆ′m′ for a
prime m′ lying over m in the corresponding normalization. Suppose that c0 ∈ K(A′) coincides with an
element cˆ0 ∈ Aˆm under the natural injections
Aˆ′m → K(Aˆ′m′)
K(A)′ → K(Aˆ′m′).
Then c0 ∈ A′m′ .
Proof. Suppose that c0 /∈ A′m′ . Since a normal Noetherian domain is the intersection of its localizations
at codimension one primes, there exists an n ⊂ m′ such that vn(c0) < 0, so that vn(1/c0) > 0. Let nˆ
be a prime in Aˆ′m′ lying over n (this exists since the completion map is faithfully flat). The injection
A′ → Aˆ′m′ then induces an injection
A′n → Aˆ′m′,nˆ (147)
of localizations. Over these localizations we have 1/(c0) ∈ n ⊂ nˆ. On the other hand, by the assumption
in the lemma there is a power series cˆ0 ∈ Aˆm such that the image of c0 in K(Aˆ′m′) coincides with cˆ0.
This then gives that c0 ∈ Aˆ′m′ and thus c0 ∈ Aˆ′m′,nˆ. Then c0 is a unit in the maximal ideal of the local
ring Aˆ′m′,nˆ, a contradiction. We thus obtain the desired integrality.
Using Lemma 4.23, we see that it suffices to show that gi has a linear factor over Aˆm to find split
lifts. We will show how to do this in the next two sections. Suppose now that we are given a lift as
in Definition 4.22. We again denote the residue class of x in the quotient K(A′) := K(A)[x]/(gi) by
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c0. We write K(B) for the splitting field of f over K(A′) and mB ⊃ pB for a set of prime ideals in the
normalization lying over m′ ⊃ p′. Note that A′ → B is étale at mB (and thus at pB) by Lemma 3.22.
We now calculate f1 = f(x+ c0) =
∏
(x+ c0 − αi), whose roots are
α′i := αi − c0. (148)
The α′i are again in BmB since c0 is in BmB . Furthermore, c0 ∈ BmB ∩K(A′) = A′m′ , so we find that f1
is defined over A′m′ . The Newton-polygon N (f1, v) of f1 with respect to p′ = (v) ⊂ A′ then tells us the
pB-adic orders of the roots of f1. Note that the extension of prime ideals p′ ⊂ pB is étale, so v is again
a uniformizer. We choose a segment in N (f1, v) of positive slope k (which is an integer by the previous
consideration) and calculate
f2(x) = 1/v
mf1(v
kx), (149)
where m is such that f2 is integral and primitive over p′. The roots of this polynomial are
α′′i :=
α′i
vk
. (150)
We define mi := vpB (α′i) and ki := min{mi, k}. We can then write
f2 =
∏
(vk−kix− α′i/vki). (151)
Indeed, the polynomial on the righthand-side is equal to f2 up to a power of v and a quick check shows
that it is primitive, so it is equal to f2. For i with ki = k (so mi ≥ k), we automatically have that
α′′i ∈ BpB . We can however prove something stronger. Namely, we have α′′i ∈ BmB . To prove this, we
first show that mi = vpˆ(α′i), where pˆ is the unique prime in Aˆm lying over p. Here we are identifying the
image of α′i in the completion BˆmB with the power series ρi ∈ Aˆm under the natural injection Aˆm → BˆmB ,
see Remark 4.21.
Lemma 4.24. Let K(A) ⊂ K(A′) be as above and let K(B) be the splitting field of f over K(A′) with
normalization B. We write α′i as in Equation 148 and mB ⊃ pB for a pair of prime ideals extending
m′ ⊃ p′ and vpB for the valuation associated to pB. Let Aˆm be the completion of A with respect to m and
let pˆ = (v). Then
vpB (α
′
i) = vpˆ(α
′
i). (152)
Proof. We write Bˆ := BˆmB . Let m = vpB (α′i), so that vpB (α′i/vm) = 0 (since q ⊃ p is unramified). We
have to show that the image of α′i/vm in Bˆ has valuation 0 with respect to vpˆ(·). Let pˆB be a prime
lying over pB in the completion (which exists since the completion is faithfully flat). Since pˆB ∩B = pB
and thus pˆB ∩A = p, we find that pˆB ∩ Aˆ = pˆ. We thus have an induced morphism of localizations
Aˆpˆ → BˆpˆB . (153)
We write α′′i := α′i/vm. Suppose first for a contradiction that vpˆ(α′′i ) < 0. Then vpˆ(1/α′′i ) > 0 and thus
1/α′′i ∈ pˆ, which gives 1/α′′i ∈ pˆB . On the other hand, we have α′′i ∈ B∗pB since vpB (α′′i ) = 0. Using the
natural inclusion
BpB → BˆpˆB , (154)
we then directly obtain that 1/α′′i is a unit of BˆpˆB and in the unique maximal ideal of BˆpˆB , a contradiction.
We conclude that vpˆ(α′′i ) ≥ 0. Suppose that vpˆ(α′′i ) is strictly greater than zero. Then α′′i ∈ qˆ ⊂ Bˆ. We
will shortly show that Bˆ ∩K(B) = Bm. Since pˆB ∩Bm = pB , we then have α′′i ∈ q, a contradiction with
vpB (α
′′
i ) = 0.
We now show that Bˆ ∩ K(B) = Bm. We automatically have one inclusion, so let z ∈ Bˆ ∩ K(B).
Suppose that z /∈ Bm. Since a normal Noetherian domain is the intersection of its localizations at
codimension one primes, we have that there exists at least one codimension one prime n ⊂ m such that
vn(z) < 0. We then have vn(1/z) > 0. Consider the diagram of localizations
BmB Bn
BˆmB (BˆmB )nˆ,
(155)
where nˆ is a prime lying over n. Since z ∈ Bˆ, we find that z ∈ (BˆmB )nˆ. But 1/z ∈ nBn ⊂ nˆ. Then z is a
unit in the maximal ideal of this local ring, a contradiction. We conclude that Bˆ ∩K(B) = Bm.
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Lemma 4.25. Suppose that ki = k. Then α′′i ∈ BmB .
Proof. As in Lemma 4.23, it suffices to show that the corresponding power series in the completed field
K(Aˆm) is in Aˆm. Note that this ring is a unique factorization domain and that v is an irreducible element
with prime ideal pˆ = (v). We then have that α′′i ∈ Aˆm if and only if the pˆ-adic valuation of α′′i is positive.
But this follows from Lemma 4.24, so we obtain the desired integrality.
Remark 4.26. Using Lemma 4.25 and the fact that BmB ∩K(A′) = A′m′ , we now also find that f2 is in
A′m′ [x].
We now indicate how we can obtain higher-order m-integral p-adic approximations. We take the
polynomial f2 and calculate an irreducible factorization of the reduction f¯2 over k(p′). Note that the
roots of this polynomial over k(pB) are the α′′i with ki = k. For every irreducible factor, say g2,i, we
take a lift g2,i as in Definition 4.22 and adjoin a root c1 to obtain a finite extension K(A′) ⊂ K(A′′). We
write K(B) for the splitting field of f over K(A′′), m′′ for the maximal ideal in the normalization A′′
given by the lifting construction and pB ⊂ mB for a pair of prime ideals in B lying over (v) = p′′ ⊂ m′′.
The root c1 corresponds to some α′′i in the sense that c1−α′′i ∈ pB ⊂ BmB . We multiply this congruence
by vk and obtain
vkα′′i − vkc1 = αi − c0 − vkc1 ∈ pk+1B . (156)
In other words, c0 + vkc1is an mB-integral pB-adic approximation of αi of height k + 1. By continuing
this process, we then obtain approximations up to an arbitrary precision.
We now only have to explain how we can find lifts as in Definition 4.22. For discrete valuation rings
R with char(k) = 0, we can use a splitting of the quotient map R → R/m = k to find the lifts. The
construction in this case is given in Section 4.3.2. The construction for char(k) = p is given in Section
4.3.3.
4.3.2 Lifts in residue characteristic zero
We now show how to obtain lifts of irreducible polynomials g¯ ∈ k(p)[x] in the sense of Definition 4.22
when char(k) = 0, for instance if R = C[[t]] or Q[[t]]. Since char(k) = 0, we can find a section s : k → R
of the morphism R → R/m ' k, see [Ser79, Chapter 2, Theorem 2]. This in turn gives a commutative
diagram of injective homomorphisms
k[u] R[u] A
k(u) K(u) K(A)
. (157)
We now use these morphisms to lift irreducible polynomials. Let g be an irreducible polynomial in k(u)[x].
We first show how to lift these under the assumption that g splits completely over k[[u]]. Afterwards, we
will show that this assumption always holds in our algorithm.
Using the maps in Equation 157, we obtain a polynomial g ∈ A[x] which is irreducible in K(A)[x]
(see Lemma 4.6). Let A′ be the normalization of A in the field extension given by g. Then there is only
one prime p′ over p and we have k(p′) ' k(p)[x]/(gi). Suppose now that g splits completely over k[[u]].
We write hi for the roots of g and write g = cuk
∏
(x− h¯i) for some unit u ∈ k[[u]]∗ and integer k. From
the continuity of the maps above, we then deduce a map of polynomial rings
k[[u]][x]→ R[[u]][x]→ Aˆm[x]. (158)
Writing s for either the map k[[u]][x]→ R[[u]][x] or k[[u]][x]→ Aˆm[x], we then have
s(cuk) ·
∏
(x− s(hi)) = s(cuk ·
∏
(x− hi)) = s(g) = g. (159)
In other words, the polynomial g splits completely over R[[u]] ⊂ Aˆm with roots hi := s(hi). By Theorem
2.13, we find that A′ is completely split over m, in the sense that there are deg(g) maximal ideals lying
over m. We then see that g is an m-integral lift in the sense of Definition 4.22 for any maximal ideal m′
lying over m. We now point out how to continue this process. The map
k(u)→ K(A) (160)
51
extends to
k(u)[x]/(g)→ K(A)[x]/(s(g)), (161)
which in turn gives a map on polynomial rings
k(u)[x]/(g)[x1]→ K(A)[x]/(s(g))[x1]. (162)
We denote the latter map by s(·) again. We now start over: suppose we have an irreducible polynomial
g1 in k(u)[x]/(g)[x1]. This again gives an irreducible polynomial g1 in K(A)[x]/(s(g))[x1]. If we suppose
that g1 splits completely over k[[u]], then we again obtain m-integral split lifts.
We now show that the polynomials we encounter in the algorithm are all completely split over Aˆm.
That is, we apply the procedure described in Section 4.1 and prove that the polynomials we encounter at
every step split completely over Aˆm. We start with a monic polynomial f ∈ A[x] that splits completely
over the completion Aˆm. We can thus find ρi ∈ Aˆm such that f =
∏
(x− ρi), see Remark 4.21. We now
factorize f over the residue field k(p) = k(u), which gives irreducible polynomials gi,0 ∈ k(u)[x] such
that f =
∏
i gi,0. On the other hand, over the completion Aˆm we have
f =
∏
(x− ρi). (163)
We can compare these two as follows. Consider the map
Am/p→ Aˆm/pˆ ' k[[u]]. (164)
Note that the only prime ideal lying over p is m and this prime ideal does not map to zero. In other
words, we find that this map is injective. We now take the field of fractions of k[[u]] and obtain an
injective map
k(p)→ k((u)) (165)
using the universal property of localizations. The corresponding map over polynomial rings then yields
the equality
f =
∏
i
gi,0 =
∏
(x− ρi). (166)
In other words, every gi,0 splits completely over k[[u]], so we can use the construction given earlier to
obtain an m-integral split lift gi,0 of gi,0 to an irreducible polynomial in K(A)[x]. We now show how we
can ensure that the polynomials in further steps of the algorithm also split completely. The irreducible
polynomial gi,0 gives a finite extension K(A) ⊂ K(A′) and we write K(B) for the splitting field of f
over K(A′). The polynomial gi,0 splits completely over the completion Aˆm, and by Theorem 2.13 every
factor corresponds to a maximal ideal in A′ lying over m. We choose one of these factors and write m′
for the corresponding maximal ideal in A′. The image of c0 := x mod (gi,0) in the completion at m′ is
then identified with a power series cˆ0 in Aˆ. There is furthermore a unique prime p′ ⊂ m′ that maps to p
and the corresponding extension of valuations is unramified.
We translate f over the element c0 as in Sections 4.1 and 4.3.1 using f1 := f(x + c0). The roots
of this new polynomial over a splitting field K(B) are given by α′i := αi − c0. We then choose a line
segment in the Newton polygon of f1 of slope k and calculate f2 =
1
vm
f1(v
kx), where m is chosen so
that f2 is primitive with respect to v. The roots of f2 are given by
α′′i :=
α′i
vk
(167)
and if we fix a set of prime ideals mB ⊃ pB lying over m′ ⊃ p′, then the roots of the reduction f¯2 modulo
pB are exactly the α′i with mi := vpB (α′i) = k (and thus ki = k).
We now consider the situation over the completion. The polynomial f2 is naturally defined over A′m′
(see Remark 4.26) and we can consider its reduction modulo p′. Consider the maps
A′m′ → Aˆ′m′ → Aˆ′m′/pˆ′ ' k[[u]], (168)
where pˆ′ is the unique prime ideal lying over p′ in Spec(Aˆ′m′). As before we find that p
′ is its kernel, so
we have an induced injective map
A′m′/p
′ → Aˆ′m′/pˆ′ ' k[[u]] (169)
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which gives an injective map of quotient fields
k(p′)→ k((u)), (170)
see Equation 165. Using the explicit form of f2 as in Equation 151 with the ρi instead of the αi, we
now directly find that f¯2 splits completely over k[[u]]: its roots are the reductions of the ρ′′i = ρ′i/vk =
(ρi − cˆ0)/vk for the i with ki = k. In other words, the next polynomial f2 in the algorithm also
has a completely split reduction over k[[u]], so we can again find m-integral split lifts. By repeating this
construction, we now similarly see that the polynomials we encounter in the algorithm all split completely
over k[[u]]. We can thus find the appropriate lifts at every step by the construction we introduced earlier.
4.3.3 Lifts in residue characteristic p
We now show how to obtain lifts in the sense of Definition 4.22 if R is of residue characteristic p > 0.
The problem we have to deal with now is that there is no canonical lift of the ci as in the previous
section. To that end, we do the following. We start with f ∈ A[x] for A = R[u, v]/(uv− pi) a monic and
irreducible polynomial that splits completely over the completion Aˆm of Am at m = (u, v, pi). We then
calculate an irreducible factorization of f over k(p) = k(u) for p = (v, pi) = (v):
f =
∏
grii . (171)
As in the previous section, we find that the roots of f over the completion Aˆm descend to roots of f
over k((u)), so every gi splits completely over k[[u]]. By applying the discrete Newton-Puiseux algorithm
to gi over k[[u]] up to a separating height, we can find a polynomial hi that induces the same extension
over k(p) as gi, but with a simple root modulo (u).
Example 4.27. Consider the polynomial g = x8 − u4(u + 1)x4 + u8(u + 1) over Fp(u) with p 6= 2, 3.
We have that g is irreducible since it is Eisenstein at (u+ 1). It does not have a simple root over Fp[u]
modulo (u) however. We scale g by setting g1 := 1/u8 ·g(ux) = x8−(u+1)x4+(u+1). The discriminant
of this polynomial modulo (u) is nonzero for p 6= 2, 3, so it has no double roots. This means that we can
lift the roots modulo (u) to the completion Fp[[u]] using Hensel’s lemma.
We now take any lift hi of hi to R[u] ⊂ A. By definition, hi has a simple root modulo m. Since Aˆm is
Henselian, we find that we can lift this root to Aˆm. We now extend A using the polynomial hi to obtain
a new field K(A′). Note that the root that lifts to Aˆm corresponds to a prime m′ in the normalization
A′ lying above m by Theorem 2.13. Furthermore, we have that the element c′0 := x mod (hi) is in the
localization A′m′ by Lemma 4.24. We now recall that hi is obtained from gi by a series of translations
and scalings using a polynomial ri ∈ k[u]. We lift this polynomial to an element of A and obtain ri. We
then set
c0 := ri + c
′
0. (172)
Note that c0 is by definition a root of the polynomial gi. We then use this integral element to continue
the algorithm.
Remark 4.28. To calculate the m-adic power series of c0, we use Hensel’s lemma as in [Sil09, Chapter
IV, Lemma 1.2] with I = m. That is, we have an approximate root γ with h(γ) = 0 mod m and
h′(γ) 6= 0 mod m. Write s ∈ R∗ for an element with s ≡ h′(γ) mod m. We then consider the recurrence
γn+1 = γn − h(γn)
s
(173)
with γ0 = γ. This converges to the unique root c′0 with c′0 ≡ γ mod m.
Remark 4.29. If the polynomial g¯i is irreducible over degree di, then it will have di different roots over
k[[u]]. To calculate the power series of every root of f , we then create an algebra A0,ij for every possible
root of g¯i. Note that these algebras are all étale at an ideal lying over m. To compare the different
power series, we embed these algebras into a common overalgebra that is again étale at a prime lying
over m. More concretely, if we write S and S′ for two étale algebras with maximal ideals n and n′, then
we consider the algebra S′′ := S ⊗R S′. This is again étale over R and we write n′′ = n⊗R S′ + S ⊗R n′.
As in the proof of Lemma 2.43, we then have S′′/n′′ ' k and n′′ pulls back to n and n′ under the natural
maps S → S′′ and S′ → S′′. The localization S′′n′′ is then a normal domain by [Sta19, Proposition 025P]
and [Sta19, Lemma 039L]), and it comes with natural injections Sn → S′′n′′ and S′n′ → S′′n′′ so we can
compare the power series in this algebra.
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4.3.4 The mixed Newton-Puiseux algorithm
We now give the mixed Newton-Puiseux algorithm. We will only write down a version for residue
characteristic zero here using the technique in Section 4.3.2. The algorithm using the lifts given in
Section 4.3.3 is similar, but we have to modify Steps 5 and 6 to find the correct lift.
Remark 4.30. [Notation] We retain the notation from the beginning of Section 4.3.1: we write A =
R[u, v]/(uv − pin) for the initial algebra, p := (v, pi) =: pv for the codimension one prime with vertex v
and m := (u, v, pi) =: me for the maximal ideal with corresponding edge e. We write K(Areg) for the
regularization with elements u1 and v1 such that u1v1 = pi. Furthermore, for any integer jram, we write
u2 and v2 for the jram-th roots of u1 and v1 in K(A) that belong to our compatible set of roots of u and
v. As in Algorithm 1, we call this integer jram the ramification indicator. The prime ideal over p = (v) in
the Kummer extension K(A2) generated by u2 and v2 over K(Areg) is denoted by p2. We will also write
p2 for a prime ideal lying over p2 in a finite extension of K(A2), and vp2 for a valuation that extends
the normalized valuation vp1 corresponding to p1. The output of the algorithm will lie in a finite normal
extension K(B) of K(A) and we will assume that K(B) is large enough so that it contains the roots of
f . We write mB and pB for prime ideals lying over m and p as in Definition 4.20.
Algorithm 2 The mixed Newton-Puiseux algorithm.
Input: A disjointly branched, monic and irreducible polynomial f ∈ A[x], a target height hp and a
reduced height hred.
Output: An mB-integral pB-adic approximation rpB of height hp for a root of f and an mB-adic
approximation tmB such that rpB − tmB ∈ (uhred2 , vhp2 ). Here u2 and v2 are m-th roots of u and v
respectively for some integer m.
1: Set a running height variable hrun := 0, a ramification indicator jram := 1 and replace A by its
regularization Areg.
2: Calculate the Newton polygon N (f) of f with respect to vp2 .
3: Choose a line segment e in N (f) of slope k := a
b
with gcd(a, b) = 1. If k is not in the value group,
then adjoin u1/b1 and v
1/b
1 . Set jram := b · jram, hp := b · hp, hred := b · hred and hrun := b · hrun.
4: Set he := hrun + k · jram and update the power series of the approximations rpB and tmB by adding
zeros up to height he. If he ≥ h, then stop the algorithm for this e and return the calculated
approximations. Otherwise calculate f1 = 1/vm1 f1(vk1x), where m is such that f1 is integral and
primitive with respect to vp2 .
5: Calculate an irreducible factorization
f1 =
l∏
i=1
grii (174)
of f1 over the residue field of p2.
6: Choose an irreducible factor gi and lift it to a polynomial gi using the methods in Section 4.3.2.
Adjoin a root γi of gi. Update rpB using the root γi.
7: If f1 does not split completely over k[[u2]], adjoin u
1/b
1 for a minimal b such that f1 splits completely.
Set jram := b ·jram, hp := b ·hp, hred := b ·hred and hrun := b ·hrun. Calculate a power series expansion
t′ :=
∑hp−1
i=0 diu
i
2 of a root of gi up to height hp using the discrete Newton-Puiseux algorithm. Update
tmB using the canonical lift of t′. Set he,i := he.
8: Calculate f2(x) := f(x+ γi) and return to Step 2 with hrun := he,i and f := f2.
Theorem 4.31. Let f ∈ A[x] be a disjointly branched monic polynomial and consider the mixed Newton-
Puiseux algorithm 2. This algorithm correctly computes an mB-integral pB-adic approximation rpB of
height hp of a root of f and an mB-adic approximation tmB such that rpB − tmB ∈ (uhred2 , vhp2 ).
Proof. We first note that f splits completely over the completion of the prime lying over mreg in the
finite Kummer extension K(A′) of K(Areg) generated by u
1/d!
1 and v
1/d!
1 . We now claim that all of the
Kummer extensions created by the algorithm are contained in K(A′). To that end, we recall that the
Newton polygon can be computed either over the completion or the original field by Lemma 4.24. We
start with the first iteration. Since f is completely split over Aˆ′m′ , we find that the w-valuations of the
roots (for w a valuation extending p in a finite extension K(B) that contains the roots) are in the value
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group of p′. As in Theorem 4.15, this implies that the Kummer extension made in Step 3 is contained
in K(A′). We now consider the possible Kummer extensions in Step 7. Note that the polynomials f¯1
split completely over k[[u′]]. As in the proof of Theorem 4.15 but applied to k[[u2]] and k[[u′]], Kummer
extensions are made whenever the discrete Newton-Puiseux algorithm for k[[u2]] encounters a rational
slope. These slopes are in the value group of k[[u′]] because f¯1 splits completely, so we again find that
the corresponding Kummer extensions are contained in K(A′). By continuing this process, we see that
all of the Kummer extensions made by the algorithm are contained in K(A′).
We can now assume that we are in the set-up at the beginning of Section 4.3, so that f splits
completely over the completion Aˆm for an algebra of the form R[u, v]/(uv − pi). This implies that no
additional Kummer extensions need to be made in Steps 3 and 7 and we thus have u2 = u and v2 = v.
We denote by K(B) the composite of the finite étale extensions made in the algorithm together with the
splitting field of f . As a generalization of the discrete algorithm, the algorithm now correctly calculates
ci of p-valuation zero such that
α−
hp−1∑
i=0
civ
i ∈ phpB . (175)
Here both sides are at least integral over pB . The construction of lifts shows that the ci chosen are in
fact mB-integral, so we see that both sides are contained in BmB . The material in Section 4.3.2 then
shows that tm − rp ∈ (uhred , vhp) for the final approximations. As in the proof of Theorem 4.15, we find
that the algorithm terminates because the target heights hp and hred both only increase finitely many
times. This concludes the proof.
Remark 4.32. As with Algorithm 1, instead of choosing two heights hp and hred, we can also stop when
the approximations are separating for the roots.
We now illustrate Algorithm 2 by applying it to our Main Example and an example with monodromy.
Example 4.33. [Main Example] We will study the covering Example 1.3 for the closed edges defined
by 0 6 v(x) 6 4 and 4 6 v(x) 6 8. We use Algorithm 2 to calculate the me-adic and pv-adic power series
of the roots of the defining polynomial f . Here e is an edge and v is one of the adjacent vertices of e. In
total, we calculate four sets of power series:
1. One for the pair (v1, e1), where v1 = {x : v(x) = 0} and e1 = {x : 0 < v(x) < 4}.
2. One for the pair (v2, e1), where v2 = {x : v(x) = 4} and e1 = {x : 0 < v(x) < 4}.
3. One for the pair (v2, e2), where v2 = {x : v(x) = 4} and e2 = {x : 4 < v(x) < 8}.
4. One for the pair (v3, e2), where v3 = {x : v(x) = 8} and e2 = {x : 4 < v(x) < 8}.
We denote these pairs by half-open, half-closed annuli. For instance, the pair (v1, e1) corresponds to
0 6 v(x) < 4.
Case I: 0 6 v(x) < 4
We start with the algebra R[x0, x1]/(x0x1 − t4), which is embedded into K(x) using
x0 7→ x, (176)
x1 7→ t4/x. (177)
The corresponding regular Kummer extension is then given by u4 = x0 and v4 = x1. We write p = (v)
and m = (u, v, t). Over this algebra, we have the following description of the polynomial f :
f =(u2v2 + 1)y4 + (u8v4 + u4v4)y3+
(u18v10 + u16v12 + u10v10 − 2u4)y2+
(u26v14 + u24v16 + u20v16 + u14v14)y+
u38v22 + u22v22 + u20v8 + u14v6 + u12v8 + u8.
Since this polynomial is not monic, we first set f := g3f(y/g), where g = u2v2 + 1. We now
apply the mixed Newton-Puiseux algorithm with p = (v). The reduction modulo (v) of f is given by
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(y2 − u4)2. This has the exact solutions y = ±u2, so we translate over each of these. We first calculate
f1,± := f(x ± u2). The p-Newton polygon of f1,± has a line segment of slope 1 and length 2, so we
calculate f2,± := 1/v2f1,±(vy). The reduction of f2,± is then given by
f¯2,± = 4u4y2 + u10 mod (v). (178)
The roots of this polynomial are y = ±iu3/2, so we obtain the following p-adic approximations of the
roots:
γ1 = u
2 + iu3v/2,
γ2 = u
2 − iu3v/2,
γ3 = −u2 + iu3v/2,
γ4 = −u2 − iu3v/2.
Note that we don’t have to calculate any additional k[[u]]-power series since these solutions are polyno-
mials in u. These thus also give the m-adic power series.
Case II: 0 < v(x) 6 4
We use the same algebra as before, but we now apply the algorithm with p = (u). We take the monic
variant of f as above and find that its (u)-Newton polygon contains a line segment of slope 2. We thus
calculate f1 = 1/u8f(u2y), which reduces to
f¯1 = (y
2 − 1)2. (179)
We first translate over 1 and calculate f2 := f1(y+1), whose Newton polygon has a line segment of slope
1. We calculate f3 = 1/u2f2(uy) and its reduction
f¯3 = 4y
2 + v4 + v2. (180)
This is an irreducible polynomial over k(p) = C(v). We take the natural lift of this polynomial to A[x]
and add a root to obtain the algebra A0. We write β1 and β2 for the two roots of 4y2 + v4 + v2 in A0.
Note that this algebra is completely split over me1 , since 4y2 + v4 + v2 has two roots over k[[v]] and thus
over Aˆ. These two choices give two maximal ideals in A0 lying above me1 , we choose one: m0. Over the
completion at m0 we then have, up to a permutation of the βi, the following approximations:
β1 = 1/2iv + 1/4iv
3 − 1/16iv5 +O(v6) (181)
β2 = −1/2iv − 1/4iv3 + 1/16iv5 +O(v6) (182)
We now translate over −1 with f2,1 := f1(y − 1). Repeating the same process as before then gives a
polynomial f3,1 whose reduction is
f¯3,1 = 4y
2 − v4 + v2. (183)
We write A1 for an extension of A0 that contains a root of the lift of this polynomial and we write
m1 for an extension of m0 (the extensions are étale over m0 since 4y2 − v4 + v2 splits completely over
k[[v]]). We denote the two roots of 4y2 − v4 + v2 in A1 by β3 and β4. We now take the composite of
the splitting field of f over K(A), and K(A1) to obtain the field K(B) with normalization B, and we
choose a maximal ideal mB lying over m1 ⊂ A1. In this extension we can compare the roots with the
calculated approximations. Over the completion of A1 at m1, up to a permutation of the βi, we find the
approximations
β3 = 1/2iv − 1/4iv3 − 1/16iv5 +O(v6) (184)
β4 = −1/2iv + 1/4iv3 + 1/16iv5 +O(v6). (185)
We now have the following p-adic approximations of the roots of f :
γ1 = u
2 + β1u
3, (186)
γ2 = u
2 + β2u
3, (187)
γ3 = −u2 + β3u3, (188)
γ4 = −u2 + β4u3. (189)
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These approximations are mB-integral, and by using the earlier approximations for the βi we obtain
the mB-adic approximations
γ1,mB = u
2 + (1/2iv + 1/4iv3 − 1/16iv5)u3, (190)
γ2,mB = u
2 + (−1/2iv − 1/4iv3 + 1/16iv5)u3, (191)
γ3,mB = −u2 + (1/2iv − 1/4iv3 − 1/16iv5)u3, (192)
γ4,mB = −u2 + (−1/2iv + 1/4iv3 + 1/16iv5)u3. (193)
We have γi−αi ∈ (u4) and γi,mB −αi ∈ (u4, v6). We invite the reader to compare these to the power
series calculated in Case I.
Case III: 4 6 v(x) < 8
Consider the algebra R[x2, x3]/(x2x3 − t4) embedded into K(x) using the map
x2 7→ x/t4, (194)
x3 7→ t8/x. (195)
The ideal corresponding to v(x) = 4 is then pv2 = (x3). We take the regular Kummer extension
given by u4 = x2 and v4 = x3. The (v)-Newton polygon contains a single line segment of slope 2, so we
calculate f1 := 1/v8f(v2y). This polynomial reduces to
f¯1 = (y
2 − u8)2, (196)
so we have to translate over u4 and −u4. We calculate f2 := f(y + u4), whose Newton polygon has a
line segment of slope 1. We therefore calculate f3 := 1/v2f2(vy), which reduces to
f¯3 = 4u
8y2 + u18 + u16. (197)
This polynomial is irreducible over k(pv2) = C(u), and we write β1 and β2 for the roots of the lift
4u8y2 + u18 + u16 over an extension of A. As in Case II, we have the approximations
β1 = 1/2iu
4 + 1/4iu6 +O(u6), (198)
β2 = −1/2iu4 − 1/4iu6 +O(u6) (199)
We now translate f over −u4 and obtain f2 := f1(y − u4). Its (v)-Newton polygon again has a line
segment of slope 1 and the reduction of f3 := 1/v2f2(vy) is as follows:
f¯3 = 4u
8y2 + u18 − u16. (200)
We write β3 and β4 for the roots of this polynomial, which we can approximate over k[[u]] as follows:
β3 = 1/2u
4 − 1/4u6 +O(u6), (201)
β4 = −1/2u4 + 1/4u6 +O(u6). (202)
All in all, we have the following p-adic approximations for the roots of f :
γ1 = u
4v2 + β1v
3,
γ2 = u
4v2 + β2v
3,
γ3 = −u4v2 + β3v3,
γ4 = −u4v2 + β4v3.
Using the approximations given earlier, we then obtain the m-adic approximations
γ1,mB = u
4v2 + (1/2iu4 + 1/4iu6)v3, (203)
γ2,mB = u
4v2 + (−1/2iu4 − 1/4iu6)v3, (204)
γ3,mB = −u4v2 + (1/2u4 − 1/4u6)v3, (205)
γ4,mB = −u4v2 + (−1/2u4 + 1/4u6)v3, (206)
(207)
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which are valid up to (u7, v4).
Case IV: 4 < v(x) 6 8
We now apply the mixed Newton-Puiseux algorithm with p = (u). We first calculate f1 := 1/u16f(u4y),
since the (u)-Newton polygon has a single line segment of slope 4. Its reduction is given by
f¯1 = y
4 + v4y3 − 2v4y2 + v12 + v8. (208)
This polynomial is irreducible, so it has four different roots βi over a finite extension of K(A). It splits
completely over k[[v]], and we have the following approximations
β1 = v
2 + 1/2iv3 − 1/4v4 + (9/64)iv5 +O(v6) (209)
β2 = v
2 − 1/2iv3 − 1/4v4 − (9/64)iv5 +O(v6), (210)
β3 = −v2 + 1/2iv3 − 1/4v4 − (9/64)iv5 +O(v6), (211)
β4 = −v2 − 1/2iv3 − 1/4v4 + (9/64)iv5 +O(v6). (212)
(213)
We conclude that we have p-adic approximations γi = u4βi, which give the m-adic approximations
γ1,mB = u
4(v2 + 1/2iv3 − 1/4v4 + (9/64)iv5) +O(u5, v6), (214)
γ2,mB = u
4(v2 − 1/2iv3 − 1/4v4 − (9/64)iv5) +O(u5, v6), (215)
γ3,mB = u
4(−v2 + 1/2iv3 − 1/4v4 − (9/64)iv5) +O(u5, v6), (216)
γ4,mB = u
4(−v2 − 1/2iv3 − 1/4v4 + (9/64)iv5) +O(u5, v6). (217)
(218)
In Example 4.37, we will interpret these power series in terms of extensions of the original primes pvi
and mei .
4.3.5 Extensions of chains
We now discuss how one can extract information about extensions of chains pv ⊂ me from the power series
data obtained in Algorithm 2. We start with an algebra of the form A = R[u, v]/(uv − pin) and a monic
disjointly branched polynomial f(x) ∈ A[x]. We now have two vertices corresponding to p1 = (u, pi) and
p2 = (v, pi), and one edge corresponding to m = (u, v, pi). Without loss of generality, we can focus on the
vertex p2 = (v, pi) and the edge m = (u, v, pi). Let us denote field of fractions of A by K and the field
of fractions of A[x]/(f(x)) by L. We consider the corresponding Galois closure L of L over K, with the
inclusions of normalizations A ⊂ B ⊂ B. We fix an m and p lying above m and p := p2 respectively. We
label the roots of f inside B by α1, ..., αd. Giving an embedding B → B is then the same as choosing a
root αi, since the natural morphism K[x]/(f) → L extends uniquely to a morphism of normalizations.
We now have the following two-dimensional version of Lemma 2.21:
Theorem 4.34. [Gluing vertices and edges] Let A→ B → B be the integrally closed Galois extension
corresponding to f , as above. The Dm-orbit of a root αi corresponds to an edge lying above m and the
Dp-orbit of a root corresponds to a vertex lying above p. An inclusion m′ ⊃ p′ then corresponds to an
inclusion of the Dm-orbit of a root into the Dp-orbit of that root.
Proof. We first note that if f is disjointly branched, then the Galois closure is also disjointly branched
by Lemma 3.31. By [Hel18b, Proposition 5.2.1], we have that Dm ⊂ Dp. Moreover, there is only one p
corresponding to an irreducible component of the special fiber with p ⊂ m and p∩A = p. Indeed, we are
dealing with a strongly semistable model, so there are two such primes that are contained in m. Note
however that there exists a q 6= p with m ⊃ q corresponding to an irreducible component of Ys. This
lifts to a prime q with q ⊂ m by the going-up theorem, so we have found the two codimension one primes
corresponding to irreducible components of the special fiber contained in m. We thus also find that p is
the unique extension of p.
We now give a map from the set of extensions m′ ⊃ p′ in B of m ⊃ p to the set of inclusions of
orbits Dm(αi) ⊂ Dp(αi). Let m′ ⊃ p′ be such an extension. By Proposition 2.21, m′ corresponds to an
embedding φi : B → B such that φ−1i (m) = m′. By the going-down theorem we can lift p′ to a prime
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under m, which consequently must be equal to p. We now assign the orbit of αi := φi(x) under Dm and
Dp to this set of extensions. Note that Dp(αi) indeed corresponds to p′.
We now describe a map the other way around. Let Dm(αi) ⊂ Dp(αi) be an inclusion of orbits. We
choose a root αj in Dm(αi) and consider the embedding φj : B → B. We then obtain a set m′ ⊃ p′ by
setting
m′ :=φ−1j (m),
p′ :=φ−1j (p).
We show that the composite of the two maps described above is the identity. We start with two
primes m′ ⊃ p′. The composite of the above two maps then gives φ−1j (m) ⊃ φ−1j (p) for an embedding
φj : B → B such that φi(x) = αi and φj(x) = αj where αi and αj are in the same Dm-orbit. We
have to show that φ−1j (m) = m
′ and φ−1j (p) = p
′. But this follows from Proposition 2.21: we have
that αi are in the same Dm-orbit (and thus also in the same Dp-orbit), so φ−1j (m) = m
′ = φ−1i (m) and
φ−1j (p) = p
′ = φ−1i (p).
We write Dm and Dp for the absolute decomposition groups above m and p. To find the extensions
of p ⊂ m to the normalization, we see by Theorem 4.34 that we have to know the action of both of
these groups Dm and Dp on the roots. We suppose now that the mixed Newton-Puiseux algorithm has
calculated approximations up to a separating height in the sense of Definition 2.8. We then have pairs
of elements (tp,i, rm,i) with tp,i, rm,i ∈ BmBand tp,i − rm,i ∈ (uhred , vhp). Furthermore, for every pair
(tp,i, rm,i) there is a unique root αi ∈ BmB of f such that αi − tp,i ∈ (uhred , vhp) and αi − rp,i ∈ phpB .
The Dp-orbit of αi can be calculated using the coefficients of the approximation tp,i, see Remark 4.18.
To calculate the Dm-orbit of αi, we use the rm,i. These rm,i are polynomials in a Kummer extension of
A = R[u, v]/(uv − pin), so we can calculate this action using the following Remark.
Remark 4.35. [Calculating Dm-orbits] Suppose that Algorithm 2 has found a finite Kummer exten-
sion A′ of A = R[u, v]/(uv − pin) such that f splits completely over the completion of A′ at the prime
lying over m = (u, v, pi). By taking a large enough extension of R, we can assume that A ⊂ A′ is étale
over the special fiber. By Lemma 3.23, this implies that K(A′) is a subextension of the regularization
K(Areg) of A. We write u1 and v1 for the elements such that un1 = u and vn1 = v. The Galois clo-
sure K(Areg) of K(Areg) over K(A) is obtained by adding a primitive n-th root of unity. Consider the
K(A)-automorphism σ that is trivial on K(A)(ζn) and acts on u1 and v1 as follows
u1 7→ ζnu1,
v1 7→ ζ−1n v1.
To find the orbit of a root αi under this action, we can calculate the action on the approximation
rm,i, which is a polynomial in the u1 and v1. Since the approximations are separating, this completely
determines the action on the αi, see the material in and after Lemma 2.29.
Remark 4.36. [Lengths of the edges]We can use the Dm-orbit calculated in Remark 4.35 to calculate
the length of an edge. Namely, the length of the edge is the length of the original edge `(e) divided by
the degree of the field extension corresponding to an orbit, see Lemma 3.23. This degree in turn is equal
to the number of roots in an orbit, so this gives a way to calculate the lengths of the edges lying above
an edge.
We now use the aforementioned techniques to calculate a skeleton of the covering of curves in Example
1.3. We do not need the full power of Theorem 4.34 in this case, so we also give an example that gives a
better demonstration of its uses in 4.38. For a more involved example using a covering of the projective
line, we refer the reader to Example 4.41.
Example 4.37. [Main Example] We calculate the action of the decomposition groups on the power
series given in Example 4.33 and glue the edges and vertices using this information.
Case I: 0 6 v(x) < 4
We first calculate the Dp-orbit using Remark 4.18. In terms of the uniformizer t = uv, we then find
that the roots are all minimally defined over C(x0)(u2), which is of degree 2 over C(x0). There are thus
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two vertices lying over v(x) = 0. To identify which roots are in the same Dp-orbit, we use the Dm-orbit,
which we now calculate. Note that this action sends u to iu and v to i3v. We then see that {γ1, γ4}
and {γ2, γ3} form the two orbits under Dm. We thus have two edges over e : 0 < v(x) < 4. Moreover,
Theorem 4.34 tells us that the vertex corresponding to {γ1, γ4} is connected to the edge defined by
{γ1, γ4} and likewise for {γ2, γ3}.
Case II: 0 < v(x) 6 4
In this case, the p-adic power series are not written in terms of t, but we can do this by using the
relation uv = t, so that u3 =
t3
v3
. We consider the coefficients {1/v2, β1/v3} of the first approximation
γ1. We have that the extension C(x1) ⊂ C(x1)(1/v2, β1/v3) is of degree 4, so there are four roots in
the Dp-orbit of γ1 and thus in the Dp-orbit of α1. In other words, there is only one vertex lying over
v(x) = 4. The curve corresponding to the field C(x1)(1/v2, β1/v3) is of genus 0. Indeed, the minimal
polynomial of β1 over C(x1) is given by
h¯ = 16y4 − 8x1y2 + x21 − x1, (219)
which describes a plane curve with genus 0. Using Remark 4.19, we see that the genus of the vertex is 0.
Note that the m-adic power series γi in Case I are identified with the γi,mB calculated in Case II.
There is now no need to calculate the Dm-orbit, since it coincides with the one calculated in Case I.
Case III: 4 6 v(x) < 8
We label the coordinates in Cases II and III using the following equations:
x0 = u
4
0,
x1 = v
4
1 ,
x2 = u
4
2,
x3 = v
4
3 .
In terms of these coordinates, we then have x0 = x22x3 and u0 = u22v3. By rewriting the equations in
Case II using these relations, we then see that the p-adic power series γi in Case II correspond exactly
to the γi given in Case III. This matter will be discussed in more detail in Section 4.3.6. At any rate,
we can now calculate the Dm-orbits of the roots. Since the term u42v33 is sent to iku42v33 , we see that they
form one orbit. There is thus only one edge over 4 < v(x) < 8.
Case IV: 4 < v(x) 6 8
The polynomial f¯1 is irreducible over C(x4), so the roots form one orbit. There is thus only one
vertex lying over v(x) = 8. The plane curve defined by f¯1 defines a curve of genus 1, so we see using
Remark 4.19 that the corresponding vertex has genus 1.
By applying the same techniques over the other segments in the separating tree, we find that the
situation is symmetric: there are two edges lying above the edge with −4 < v(x) < 0, there is one
vertex of genus 0 lying above v(x) = −4, one edge above −8 < v(x) < 4 and one vertex of genus 1 over
v(x) = −8. The final product is as in Figure 1. Here we also calculated the covering over the edges
8 < v(x) < 11 and −11 < v(x) < 8. We note that this information is not necessary for the minimal
skeleton of X. In practical implementations it would be useful to detect situations where the existing
information is enough to deduce the minimal skeleton. A way to do this is by checking whether the
calculated graph is connected and whether the genus of the weighted metric graph is equal to the genus
of the curve.
We now give an example that illustrates the need for Theorem 4.34 to find the full covering of
intersection graphs. We will find another example of this phenomenon in Section 4.3.6.
Example 4.38. Consider the elliptic curve E defined by y2 = x(x−pi)(x+1), where pi is a uniformizer of
a discrete valuation ring R with char(k) 6= 2. We can write down a semistable model of E by considering
the normalization of the algebra R[x, t]/(xt− pi) inside the function field of E. Explicitly, we have
(y/x)2 = (1− t)(x+ 1). (220)
We consider the 2 : 1 unramified covering of E induced by the 2-torsion point (−1, 0). In terms of
extensions of function fields, it is given by
z2 = x+ 1. (221)
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Figure 4: The covering of intersection graphs in Example 4.38.
We now consider the algebra A := R[x, t, y/x], so that z2 − (x + 1) defines a polynomial over A. The
two primes pi corresponding to the vertices are given by p1 := (x) and p2 := (t). There are two maximal
ideals that are of interest here: m+ = (x, t, y/x − 1) and m− = (x, t, y/x + 1). These correspond to the
edges of the skeleton of the semistable model. Above each of these edges and vertices, there are again
two edges and two vertices, so that we obtain a topological covering of the skeleton. Since there is only
one such covering of degree two for a circle, we already know the skeleton, see Figure 4. Using the mixed
Newton-Puiseux method, we can now explicitly link these edges and vertices.
We first calculate the codimension-one power series expansions. Over p1 we have
z1,p1 = 1 +O(p1),
z2,p1 = −1 +O(p1),
since the reduction of z2−(x+1) over p1 is z2−1. For p2 however, the reduction is z2−(x+1) = z2−(y/x)2,
so we have the approximations
z1,p2 = y/x+O(p2),
z2,p2 = −y/x+O(p2).
Note that the action of the absolute decomposition groups Dpi on these roots is trivial, so we find
two vertices lying above each of these vertices. By using the inclusions p2 ⊂ m±, we then obtain m±-adic
power series for the roots. For instance, if we consider m+ = (x, t, y/x − 1), then we see that the zi,p2
have the same reduction as the elements zi,m+ given by
z1,m+ = 1 +O(m+),
z2,m+ = −1 +O(m+).
On the other hand, if we consider the inclusion p2 ⊂ m− = (x, t, y/x+ 1), then we see that the zi,p2 have
the same reduction as the elements zi,m− given by
z1,m− = −1 +O(m−),
z2,m− = 1 +O(m−).
Using Theorem 4.34 we can now link the vertices and edges. For instance, the vertex given by the
approximation z1,p2 is linked to the edges corresponding to z1,m+ and z1,m+ . If we now consider the same
process for p1, then we see that z1,p1 is linked to z1,m+ , but not to z1,m− . If we do this for all of the
vertices and edges, then we obtain the covering of graphs as in Figure 4.
Remark 4.39. [Tropical monodromy] We now give an example of a covering of the projective line
X → P1K with a tropicalization that is not determined by local data. We will use the material on
metrized complexes in [ABBR15] to create these. Consider the coverings of metric graphs indicated in
Figure 5. We can make these into morphisms of metrized complexes as follows: we assign a degree three
covering ramified over three points on the outside vertices. Two of the nontrivial ramification indices
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Figure 5: An example of tropical monodromy of metrized complexes: these coverings are locally the
same, but not globally. The blue vertices in the graphs on top have ramification index 2, the red vertices
have ramification index 3 and the white vertices have ramification index 1.
here are 2 and the other is 3. We furthermore assign the standard Kummer covering of degree two to the
vertices in the middle. By [ABBR15, Theorem 7.4], these coverings can be lifted to coverings of curves. If
we apply Algorithm 2 to these, then we find in both cases that they are locally the same: there are three
edges lying above the middle edge and two over the outside edges. Note that this does not determine the
graph-theoretical structure of the skeleton, as the graphs in these two examples are non-isomorphic. We
call this phenomenon tropical monodromy. That is, we say that a covering of strongly semistable models
X → Y of curves has tropical monodromy if the local graph-theoretical structure of Σ(X ) → Σ(Y)
does not determine the global-theoretical structure. As an non-example, we can consider superelliptic
coverings X → P1, which are coverings whose Galois group is Z/nZ. By the results in [BH17] these
coverings do not have tropical monodromy. We will find an explicit example of tropical monodromy over
the projective line in Section 4.3.6.
4.3.6 Switching between local presentations
In this last part of this paper, we explain how to transfer various Newton-Puiseux data between two
local presentations as given in Section 1.3.1. We give an elaborate example using a genus three curve
that illustrates this transfer. Suppose that we start with a ring A1 = R[u1, v1]/(u1v1 − pin) and an
embedding of this ring into K(P1) = K(x), see Section 1.3.1. We start the mixed Newton-Puiseux
method by passing to its regular counterpart A′1 = R[u, v]/(uv−pi). If we fix the codimension one prime
p2 = (v1, pi), then this extension is étale above p2, being given by un = u1. This gives a finite Kummer
extension of degree n on the residue field of p2. Note however that if we have another ring A2 whose
spectrum is glued to that of A1 along some open affine containing p2, then these Kummer extensions
can be different, as the following Example shows.
Example 4.40. Consider the algebras AS0,2(0) and AS2,5(pi2), see Section 1.3.1 for the notation. These
algebras are obtained by embedding A1 = R[u1, v1]/(u1v1 − pi2) and A2 = R[u2, v2]/(u2v2 − pi3) into
K(x) as follows:
u1 7→ x
v1 7→ pi2/x
u2 7→ x− pi
2
pi2
v2 7→ pi
5
x− pi2
These algebras are glued over the opensD(u2) ⊂ Spec(A2) andD(1−v1) ⊂ Spec(A1) by the identification
u2 =
1− v1
v1
and v2 = pi3/u2 = pi3v1/(1− v1). By this, we mean that there is an isomorphism D(u2) '
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D(1− v1) that sends u2 to 1− v1
v1
and v2 to pi3/u2 = pi3v1/(1− v1) on the level of rings. Note that the
codimension one prime p2 = (v2, t) is identified with p1 = (u1, t) under this identification. To obtain
regular algebras, we now pass to a regularization on both algebras. For A1, this means that we take a
square root of u1 and v1, and for A2 this means that we take a third root of u2 and v2. The corresponding
extensions of K(A) are now visibly different.
To compare the corresponding power series expansions of f , we do the following. Suppose we start
with two affines V1 = Spec(A1) and V2 = Spec(A2) as in Section 1.3.1. We denote the fields of fractions of
the corresponding rings byK(A). On both affines, we start by taking a Kummer extensionK(A) ⊂ K(A′i)
(which might be different extensions as we saw above) that is étale over a common codimension one prime
p in order to obtain regular algebras. We denote the composite of these extensions by K(A1,2). The
mixed Newton-Puiseux method then gives a finite extension L such that f splits over the completions
at the primes lying over p and m ⊃ p in L, together with finite approximations of the roots. We assume
that these approximations are separating for the roots, in the sense of Definition 2.8 (this means that
pk is separating for the roots). Let us denote the p-adic approximations obtained over the first algebra
by γ1,i and similarly γ2,i for the second. We then express the γ1,i using the uniformizers in the second
algebra and connect the two lists of power series expansions. To illustrate the above, we now use the
algorithms on an example provided by Prof. Hannah Markwig.
Example 4.41. Consider the curve X/C((t)) given by
f := t242 x
4−x2y2+t82xy3+t182 y4−2x2y+t32xy2+t122 y3−(t42−1)x2+xy+t82y2+t62x+t112 y+t182 = 0, (222)
where t2 = t6.
Figure 6: The separating tree for the covering in Example 4.41. The integers next to the vertices
correspond to the boundaries of the algebras given in Equations 223 and 224.
As in our Main Example, this defines a smooth quartic in P2, so its genus is 3. We consider the
degree 4 covering given by (x, y) 7→ x, or in other words we consider f as a polynomial in K(x)[y], where
K = C((t)). The separating tree for this covering is given in Figure 6. The corresponding algebras in
terms of Section 1.3.1 are
AS66,75(−t66), AS30,66(0), AS30,33(−t30), AS24,27(0), AS24,27(−t24), (223)
AS18,24(0), AS18,24(t18), AS0,18(0), AS−72,0(0). (224)
Using the algorithms in this paper, we find that over each of the non-leaf edges, the covering is completely
split, in the sense that there are 4 edges lying above every edge. Over the vertices adjacent to leaves, we
find that there are 3 vertices, with two trivial coverings and one of degree 2. Thus the local picture is as
in Figure 7. We are now interested in connecting these local coverings to obtain the global covering.
We calculate the pv-adic and me-adic power series approximations of f for the vertices v and edges
e in the closed annuli given by 66 ≤ v(x+ t66) ≤ 75 and 30 ≤ v(x) ≤ 66. The algebras corresponding to
these two closed annuli areAS66,75(−t66) andAS30,66(0), see Section 1.3.1. The vertex v2 = {x : v(x) = 30}
gives a codimension one prime in both of these algebras and we obtain two different expressions of the
pv2-adic power series of the roots of f using these two local presentations. All in all, we apply the mixed
Newton-Puiseux algorithm to the following four pairs of vertices and edges (v, e):
1. (v1, e1), where v1 = {x : v(x+ t66) = 75} and e1 = {x : 66 < v(x+ t66) < 75},
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Figure 7: The local coverings calculated in Example 4.41.
2. (v2, e1), where v2 = {x : v(x+ t66) = 66} and e1 = {x : 66 < v(x+ t66) < 75},
3. (v2, e2), where v2 = {x : v(x+ t66) = 66} and e2 = {x : 30 < v(x) < 66},
4. (v3, e2), where v3 = {x : v(x) = 30} and e2 = {x : 30 < v(x) < 66}.
As in Example 4.33, we will denote these by half-open, half-closed annuli.
Case I: 66 < v(x+ t66)≤ 75
Writing A1 = R[u1, v1]/(u1v1 − t9) and A2 = R[u2, v2]/(u2v2 − t36), we have that AS66,75(−t66) and
AS30,66(0) are the images of the embeddings defined by
u1 7→ x+ t
66
t66
,
v1 7→ t
75
x+ t66
,
u2 7→ x
t30
,
v2 7→ t
66
x
.
These algebras are glued over D(u1 − 1) and D(v2) using the relations v2 = 1/(u1 − 1) and u2 =
t33(u1− 1). We first pass to the algebra R[u, v]/(uv− t), where u9 = u1 and v9 = v1. We now transform
the polynomial f as given in Equation 222 so that it becomes monic over AS66,75(−t66). Specifically, we
calculate f1 := t362 f(y/t362 ). We now calculate approximations of the roots of f1 using Algorithm 2. We
begin with the inclusion p = (u, t) ⊂ (u, v, t) = m with uniformizer u and obtain
γ1,1 = −1 +O(u),
γ2,1 = −v12u12 +O(u13),
γ3,1 = β1,1u
63 +O(u64),
γ4,1 = β1,2u
63 +O(u64).
Here β1,1 and β1,2 are roots of y2 + v52x − v126. We find that there are three vertices lying over
v(x+t66) = 75, with one giving a morphism of degree two. Their genera are all zero. We can approximate
the β1,i by
β1,1 = −v54 − v72 +O(v73),
β1,2 = v
72 − v90 +O(v91).
Case II: 66 ≤ v(x+ t66) < 75
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We now apply Algorithm 2 to the polynomial f1 with the pair p = (v, t) ⊂ (u, v, t) = m with
uniformizer v. This gives the approximations
γ1,2 = −1 +O(v),
γ2,2 = −u12v12 +O(v13),
γ3,2 = −u63v54 +O(v55),
γ4,2 = −(u72 + u63)v72 +O(v73).
We thus find that there are four vertices lying over v2. Using the approximations for the β1,i given
earlier, we find that the m-adic approximations of the γi,1 correspond to the m-adic approximations of
the γi,2.
Case III: 30 < v(x)≤ 66
We first pass to the regularization R[n,m]/(nm− t) of the algebra A2 = R[u2, v2]/(u2v2 − t36) using
n36 = u2 and m36 = v2. The vertex v(x) = 66 is given by the prime ideal (n, t). We use Algorithm 2 for
the inclusion (n, t) ⊂ (m,n, t) and obtain the approximations
γ1,3 = −1 +O(n),
γ2,3 = −m12n12 +O(n13),
γ3,3 = −(m18 +m54)n54 +O(n55),
γ4,3 = β3,1n
72 +O(n73),
where (m66 + m30)β3,1 + m102 = 0. To transfer the approximations γi,2 to the Kummer extension
over A2, we use the identities u1 =
1 + v2
v2
, v1 =
t9v2
1 + v2
and uv = mn = t. We then directly see that
γ1,2 corresponds to γ1,3 and γ2,2 to γ2,3. For γ3,2, we write −u63v54 = −u1t54, and using the above
transformation formulas we obtain after some small calculations −(m18 + m54)n54, so we see that γ3,2
corresponds to γ3,3. Similarly, we obtain that γ4,2 corresponds to γ4,3.
Case IV: 30 ≤ v(x) < 75
We now apply Algorithm 2 for the inclusion (m, t) ⊂ (n,m, t). This gives the approximations
γ1,4 = −1 +O(m),
γ2,4 = −n12m12 +O(m13),
γ3,4 = β4,1m
18 +O(m19),
γ4,4 = −n102m66 +O(m67),
where (n48 + n12)β4,1 + n66 = 0. As before, we find that the m-adic approximations of γi,3 correspond
to γi,4. Note that this is not directly obvious for γ4,3 and γ4,4. For instance, the monomial m72n72 that
occurs in the power series expansion of γ4,3 does not occur in the power series expansion of γ4,4.
Continuing in this way for the other edges leads to the global skeleton as in Figure 8. The skeleton
has Betti number three, so we find that the curve X/K is a Mumford curve. All the non-leaf edges in
this picture have the same length as the corresponding edge in the separating tree, since the extension
is étale there. We note that the local covering data does not fix the global structure, as we can move
around some of the loops without harming the local structure.
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Figure 8: The final graph in Example 4.41. The corresponding metrized complex has a degree four
covering to the tree in Figure 6.
4.3.7 Calculating skeleta
We now explain how to calculate a skeleton of a curve X/K that admits a tame covering of the projective
line. For the sake of convenience, we assume that we are given a plane curve given by f(x, y) = 0 with
f ∈ K[x, y] geometrically irreducible. We assume that f is not divisible by x or y. The two projection
maps
φ1 : (x, y) 7→ x
φ2 : (x, y) 7→ y
are then finite. We choose φ1 and view f(x, y) as a polynomial in K(x)[y], so that the covering of
smooth curves φ : X → P1K corresponding to φ1 is the one arising from the extension of function
fields K(x) ⊂ K(x)[y]/(f(x, y)). We then calculate a separating tree for the branch locus of φ as
explained in Section 1.3.1 or in [Hel18b, Chapter 6]. To do this, it suffices to find a separating tree
for S = {∞} ∪ Z(∆y(f)), where ∆y(f) is the y-discriminant of f and Z(∆y(f)) is its zero set over an
algebraic closure. Using our assumption that φ is tame, we find using Theorem 1.1 that the corresponding
semistable model Y lifts to a semistable model X by taking the normalization of Y in K(X). For explicit
conditions on f , we refer the reader to Remark 3.34. Using Algorithm 2, we now calculate the pv-adic
and me-adic power series expansions of f for every pair (v, e) consisting of a vertex v ∈ Σ(Y) and an
adjacent edge e. We then determine the graph-theoretical structure of Σ(X ) using the material in Section
4.3.5. The genera of the vertices are given by Remark 4.19 and the lengths of the edges are given by
Remark 4.36. We summarize these steps in the following algorithm:
Algorithm 3 An algorithm for calculating skeleta.
Input: A disjointly branched, geometrically irreducible polynomial f ∈ K(x)[y].
Output: A tropicalization Σ(X ) → Σ(Y) of the covering corresponding to f , together with the genera
of the vertices and the lengths of the edges.
1: Calculate a separating tree Σ(Y) of the covering using Section 1.3.1. We denote the corresponding
model for P1K by Y.
2: For every pair (v, e), where v is a vertex in Σ(Y) and e is an adjacent edge, calculate the me-integral
pv-adic power series of the roots of f using Algorithm 2 up to a separating height. Here pv ⊂ me are
prime ideals corresponding to v and e in an open affine of Y.
3: Calculate the pairs (v′, e′) of vertices and adjacent edges lying above (v, e) using 4.18, 4.35 and 4.34.
4: Calculate the genus of a vertex v′ using Remark 4.19 and the length of an edge e′ using Remark 4.36.
5: For an edge e adjacent to two vertices v1 and v2, identify the me-adic power series coming from the
calculations for (vi, e).
6: Use the data from Steps 4 and 5 to obtain the weighted metric graph Σ(X ).
The most time-consuming part of the algorithm is Step 4 in Algorithm 2, where pv-adic factorizations
66
of the roots of f are calculated. This problem seems to be unavoidable when calculating with coverings
of curves, as it already occurs when one tries to determine whether a given plane curve is irreducible.
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