Inspired by practical importance of social networks, economic networks, biological networks and so on, studies on large and complex networks have attracted a surge of attentions in the recent years. Link prediction is a fundamental issue to understand the mechanisms by which new links are added to the networks. We introduce the method of robust principal component analysis (robust PCA) into link prediction, and estimate the missing entries of the adjacency matrix. On one hand, our algorithm is based on the sparsity and low rank property of the matrix, on the other hand, it also performs very well when the network is dense. This is because a relatively dense real network is also sparse in comparison to the complete graph. According to extensive experiments on real networks from disparate fields, when the target network is connected and sufficiently dense, whatever it is weighted or unweighted, our method is demonstrated to be very effective and with prediction accuracy being considerably improved comparing with many state-of-the-art algorithms.
INTRODUCTION
In the past decade, the rapidly expanding of studies on complex networks has brought together different disciplines including physics, mathematics, computer science, sociology, economics, biology and so on [1, 2] . The theory of complex networks provides us novel insights for understanding the real-world linking patterns. The real-world linked datasets are usually dynamically changing and subjected to unobservability. On one hand, the datasets are growing and changing over time through the increment of new links [3] . On the other hand, the missing or unobservable entries extensively exist in the datasets [4] . Therefore, predicting missing links is of great importance to signifying the newly appeared and unobserved relations between data entries.
Link prediction problem is essentially involved with the knowledge discovery and topology remodeling for large volumes of dynamic and noisy datasets [5] , which also aims at uncovering to what extent the evolution of networks can be modeled and analyzed according to the intrinsic features and structures of the network itself [6] . So far it has been generally accepted as a fundamental paradigm not only in physics but also in bioinformatics, sociology, statistics and computer science. For instance, in biological science, predicting the interactions between proteins in protein interaction networks, creatures in food-web networks and biochemical outcomes in betabolic networks can help one in checking firstly the most likely existing links rather than checking all the possible interactions [7] . In recommender systems, target networks are user-item bipartite networks, and link prediction is to recommend items to users, so as to help the users effectively and efficiently surf the products and consequently improve the sales [8] . For social media, such as Facebook, Twitter, Weibo, Tecent WeChat and so on, link prediction aims at recommending friends to users thus enhance their loyalties to the sites [9] .
A lot of effort has been made to solve the link prediction problem [10] [11] [12] [13] [14] [15] [16] [17] and most of them are based on similarity between vertex pairs since these algorithms are designed according to the fact that similar vertices are more likely to connect to each other. These algorithms are called similarity-based algorithms. Roughly, the similarity indices can be classified into three categories [10] , e.g., local [18, 19] , global [20, 21] and quasilocal [22, 23] indices. The most popular methods are the local ones because they are simple and applicable for very large-scale networks. Although they are computational efficient, the local similarity-based link prediction algorithms are sometimes less accurate.
The global topological information can be exploited through the adjacency matrix, where the nonzero entries denote the connections between vertices, while missing links and nonexisting links are both denoted by zero entries. In most cases, a very small fraction of zero entries (called hidden nonzero entries or hidden entries) represent the missing links and the rest (called null entries) represent the nonexisting links. Essentially speaking, a link prediction algorithm aims at recovering the hidden non-zero entries from the real null entries according to all the non-zero entries in the adjacency matrix. However, for a real-world network, the adjacency matrix is usually very sparse (i.e., most of its entries are zeros), providing highly limited information. How to precisely predict the missing links based on the sparse information is a challenging issue. Recently, the principal component analysis (PCA) shows that a matrix in which certain entries are missing or corrupted can be successfully reconstructed as long as the original matrix has the low-rank property, where the rank of a matrix is defined as the total number of the linearly independent columns or rows.
In this work, we introduce the robust principal component analysis (robust PCA) method into link prediction and design a novel global information based prediction algorithm based upon low rank and sparsity property of arXiv:1606.06812v2 [cs.SI] 23 Jun 2016 the adjacency matrix. We then reconstruct a network that is close to the original network and accordingly identify missing links by discovering the matrix with minimum nuclear norm which fits the training data. It is shown that when the target network is connected and sufficiently dense, we can find out the missing links with much higher accuracy comparing to the state-of-the-art algorithms.
METHOD
An undirected network consists of a set of vertices V and a set of links E. We do not consider multiple links and self-connections. Suppose we have an observed network represented by adjacency matrix A ∈ R n×n , which is a snapshot or a subset of an original network G * . The set of links in A and G * are denoted by E T and E, respectively. Denote the rest of links in E as E P , namely E = E T ∪ E P and E T ∩ E P = ∅. Then E T is the training set for learning and prediction and E P is the probe set for verifying the prediction accuracy. Without loss of generality, in the experiment we dynamically take 80%, 85%, 90%, and 95% of all links in G * as the training set and the rest as the probe sets, respectively.
The relationship between the observed network A, the corresponding backbone network X * containing newly appearing links and some existing links and the noise E containing spurious links in observed network A. (b) The relationship between the recovered network G, the predicted network X containing only newly appearing links and the observed network A. The white colors represent real null entries with value zero, the white colors with red frames represent the missing or likely existing links (values are also zeros), while the others entries with colors are of values greater than zero.
The objective of link prediction is to find out the missing links of the original network G * , that is to recover a network G (it is worth noting that it is generally intractable to recover exactly G * ), which is sufficiently close to G * , based on the observed entries of A. Assume that (i) X * ∈ R n×n conveys the pattern how the network evolves (how new links are added and some old links are eliminated) and we call X * the backbone network; (ii) X is the subset of X * containing only the new links, which can be obtained by resorting the values of elements corresponding to non-zero entries in A to be zero. X * and X have real number values. Identifying network X * is the crucial intermediate step for recovering the original network and predicting the missing links accordingly. The observed network A is the only information we can utilize. X * can be represented by subtracting an error/noise matrix E ∈ R n×n from A and this noise matrix should be much more sparser than either A or X * . Therefore, X * can be written as
where E is the noise matrix in which positive entries are the spurious links and negative entries represent the missing links which appear in X * . The relationship between G, A, X, X * and E is illustrated in Fig. 1 . The recovered network G is obtained as
X contains only newly appeared links and it is defined as
The Principal Component Analysis (PCA) is a prevailing tool for identifying the hidden patterns and relevant information in datasets based on observed information. It can be utilized to obtain X * and E simultaneously by converting the observed network A into a set of linearly uncorrelated variables called principal components, which captures the backbone network X * . PCA requires that both A and E have the low-rank property, however, in most real networks, A is usually very sparse resulting in the dissatisfaction of the low-rank property. Therefore, a more robust matrix completion approach against high-dimensional noise E is required for link prediction in real complex networks. Hence, we apply the robust principal component analysis (robust PCA) in the matrix completion for link prediction.
Mathematically, according to the theory of robust PCA, recovering matrix X * can be transformed into the following optimization problem:
where rank(X * ) denotes the rank of matrix X * , the operator ||.|| 0 is the l 0 -norm (i.e., the number of nonzero entries of a matrix), and γ is the parameter balancing these two terms. Normally, a precise solution of X * guarantees that G = G * , which means the precise solution of X * can be used to perfectly recover the original network. Finding the precise solution of X * in Eq. (4) is a highly nonconvex optimization problem and its complexity is nondeterministic polynomial. However, the approximate solutions can be obtained based on robust PCA [24] . Firstly, since a matrix with rank r has exactly r nonzero singular values, rank(X * ) is just the number of nonzero singular values of the matrix X * . Secondly, according to the pioneer works [25, 26] , the solution of l 1 -norm is also a sparse solution of l 0 -norm. Hence, the tightest relaxation of rank(X * ) and l 0 -norm are the nuclear norm and l 1 -norm, respectively [27] [28] [29] . In a word, the relaxed approximate solution of Eq. (4) can be written as
where ||.|| * denotes the nuclear norm (i.e., the sum of singular values) of matrix, ||.|| 1 is l 1 -norm (i.e., the sum of the absolute values of matrix entries), E is a sparse matrix (i.e., most of its entries are zeros) and λ is the positive weighting parameter balancing the low-rank property and sparsity. The approximate solution of E and X * are, later on, symmetrized as E = E + E T and X * = X * + X * T , where M T denotes the transpose of matrix M, (for undirected network and treated as the backbone network generated from the training network A). On the one hand, X * contains new links not in A; on the other hand, it also eliminates some possible links in A. After obtaining X * we check only the newly appearing links and ignore the observed links in A, as shown in Eq. (3), then we merge X with A to recover a matrix G as illustrated in Eq. (2). This matrix is recovered from the observed data A through the above procedure, and it is supposed to be close to the original network G * . Each pair of vertices (e.g., x and y) in G is bundled with a score S xy . If a pair of vertices are linked in both X * and A, only the value in A is used; otherwise, if this pair of vertices are linked only in X * , it means that this link is a predicted link, thus the value in X * is used. Each entry in this score matrix G denotes the likelihood such that this pair of vertices are connected and it is likely to assign higher values to the missing or the likely existing links than nonexisting links, because the former should have values greater than zeros, while the later should have zero values. It is worth noting that the above approach can also be applied in solving link prediction problem in directed network [30] . Finally, we sort the score of unobserved links in a descending order and select the top L links. In this work, L is the cardinality of the probe set. We check whether each of these L links really appears in the probe set and record the number of appearing links as L r . As we set the L as the cardinality of the probe set, the precision value is also equal to recall value at this point [10] , as
ANALYSIS
One crucial question is: to what extend we can predict the missing links by utilizing the above matrix completion method? In [27] , the authors proved that when the m observed entries of an n × n matrix with rank r satisfy the following inequality,
where C is a positive constant, one can perfectly recover all entries of the matrix with a very high probability through solving a simple convex optimization problem. However, for the real-world data, the adjacency matrix is very sparse where the order of the number of non-zero entries is normally much less than n 1.2 r log(n). Fortunately, for the link prediction problem, it is not required to recover all the non-zero entries of the adjacency matrix, since only a small portion of these zero entries are the missing links and the rest of zero entries are the null links. Therefore, we are still able to estimate the missing and likely existing links even the nonzero entries is much less than that being required in Eq. (7).
When the network is very sparse with high rank or severely corrupted, it is impossible to recover that matrix. However, even in case that the rank of the adjacency matrix is low, the matrix cannot be recovered if the network is extremely sparse [27] . This also holds for link prediction, if the network is too sparse which means there are only few connections in a relatively large network, then one cannot correctly predict the unobserved links.
In the matrix completion problem, one supposes that the location of the missing entries are known [27] , but usually we have no idea where the locations of the missing entries are. This is also true in the link prediction because only a small part of zero entries of the adjacency matrix are the missing links, and the rest are nonexisting links. Obviously, matrix completion can be treated as a special case of low-rank matrix recovery. Robust PCA is capable of recovering low-rank matrix in the presence of noise as defined in Eq. (5).
SIMULATION
We implement our matrix completion-based link prediction algorithm and the baseline local similarity-based algorithms in the twelve real networks including eight unweighted and four weighted networks. These networks are i) Jazz [31] -jazz musician network, link denotes the relationship between two persons if they used to play together in the same band at least once; ii) Yeast Table I .
To test the performance of the proposed model, we compare the precision values with six popular unweigted local similarity-based algorithms, e.g., Common Neighbor (CN) [18] , Adamic-Adar (AA) [43] , Resource Allocation (RA) [19] , local community paradigm including CAR, CAA, and CRA [44] . We call our method as low rank (LR) method, which outperforms the traditional algorithms on those eight unweighted networks. The detailed results are shown in Table II . The precisions on router network computed from all the algorithms are very low as the network is very sparse, i.e., the available information is too limited. The traditional algorithms do not perform well on yeast, hamster and bay dry (food web 2) networks, while LR performs much better. LR performs comparatively better than the others on jazz, public blogs, router and world trade.
Moreover, to show that the proposed method can also deal with weighted network, we compare LR with other six weighted-based algorithms, namely WCN (weighted CN), WAA, WRA [45] , rWCN (reliable weighted CN), rWAA and rWRA [46] . Whenever the link weights become 1, WCN, WAA and WRA are equivalent to CN, AA and RA, respectively. Moreover, WCN, WAA and WRA take the sum of the neighbors' weights into consideration, while rWCN, rWAA and rWRA take the multiplication instead (see details in Refs. [45] [46] [47] ). As shown in Table III , the proposed method, in overall, outperforms the others on C.elegans, food web 2 and football network. However, for USAir network, RA performs the best following by LR and rWRA. The predictions on C.elegans fall down when the probe sets are over 15% resulting from sparse and high-rank properties. Excluding rWRA and LR, traditional unweighted-based algorithms outperform weighted-based algorithms on USAir, and it is also reported in [45] , which may be resulted from the weak ties [47] effects.
From the empirical simulation, we can see that the local similarity-based algorithms do not perform well on highly dense networks, e.g., food web 1 and 2, hamster, yeast and football, while LR can generate better predictions. To test the sensitivity of the proposed method toward the density of network, we compare the results based on different size of probes set inf Fig. 2, Fig. 3 , respectively.
CONCLUSION AND DISCUSSION
In this work, we adopt robust principal component analysis to solve link prediction problem. The adjacency matrix of of the target network is decomposed into low-rank matrix which can be regarded as the backbone of network containing the true links and sparse matrix consisting the corrupted or spurious links in the network. Link prediction, actually, can be regarded as matrix completion problem from corrupted or incomplete adjacency matrix. By solving the optimization problem, we obtain the low-rank matrix which later on plays a role as score matrix illustrating the possible connectivity between each pair of vertices.
Under the assumption that the target network is sufficiently dense and connected, the low-rank recovery technique performs better comparing to other traditional algorithms. When the network gets very dense (see e.g., food webs, Hamster, and Football), the local similarity-based methods are poor while LR performs very well, indicating that the lowrank matrix recovery can well utilize the dense information in adjacency matrix while the local similarity indices cannot. All of the networks we employ in this paper are undirected, however, we strongly believe that the framework can be extended to deal with directed networks.
One can observe that whenever the network is extremely sparse such as router as shown in Table I , LR and all the traditional algorithms do not perform well. One might argue that political blogs is not as sparse as router, while LR is less effective (the precision is low). It is because the rank of adjacency matrix is very large. On the other hand, even the ranks of jazz, yeast, food web 1, world trade and food web 2 are also very large, the densities of those networks are also large, then LR still performs well. One can conclude that LR performs well on the network that is sufficiently dense and the rank of the adjacency matrix is not too large, that is to say, LR prefers higher D and smaller τ .
