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We study the quantum dynamics of the central-depleted-well (CDW) regime in a three-mode
Bose Hubbard model subject to a confining parabolic potential. By introducing a suitable set of
momentum-like modes we identify the microscopic variables involved in the quantization process
and the dynamical algebra of the model. We describe the diagonalization procedure showing that
the model reduces to a double oscillator. Interestingly, we find that the parameter-space domain
where this scheme entails a discrete spectrum well reproduces the two regions where the classical
trimer excludes unstable oscillations. Spectral properties are examined in different limiting cases
together with various delocalization effects. These are shown to characterize quantum states of the
CDW regime in the proximity of the borderline with classically-unstable domains.
I. INTRODUCTION
Small-size bosonic lattices have attracted considerable
attention in the last decade since they allow the explo-
ration of a rich variety of dynamical behaviors in which
macroscopic nonlinear effects are triggered through a few
controllable parameters [1]-[10]. Such systems, formed by
small arrays of coupled condensates, are governed by the
discrete nonlinear Schro¨dinger equations
i~z˙j = U |zj |2zj − T
(
zj+1 + zj−1
)
(1)
where U is the boson interaction, T represents the tun-
neling amplitude, and |zj |2 is the population of the con-
densate at well j ∈ [1,M ] in a M -well lattice. Adopted
almost thirty years ago to model small molecular systems
and study energy-localization effects [11]-[13], equations
(1) still represent the basic theoretic model for studying
the dynamics of solitons and of low-energy excitations
in lattices [14]-[17] where bosons can experience both at-
tractive (U < 0) and repulsive (U > 0) interactions.
The appealing feature of small-size lattices is that
equations (1) involve a number of dynamical variables
which is small but sufficient to make the system non-
integrable. Thus, while preserving a character simple
enough to allow a systematic analytic approach, meso-
scopic lattices display strong dynamical instabilities and
a variety of behaviors (including chaos) typically occur-
ring in longer chains. This circumstance has stimulated
a considerable interest in revisiting nonlinear behaviors
[18], [19] first studied at the classical level within the
fully quantum environment of bosonic lattices [20]-[25].
Quantum aspects become relevant for lattices involving
low numbers of bosons per well. In this case, a realistic
description of microscopic processes is provided by the
second-quantized Bose-Hubbard (BH) model [27]-[29]
H =
∑
i
[
U
2
ni(ni − 1)− vini
]
−T
∑
i
(aia
+
i+1+ h.c.), (2)
where operators ai, a
+
i obey commutators [ai,a
+
ℓ ] = δℓi
and ni = a
+
i ai are number operators. Equations (1),
the semiclassical counterpart of model (2), are easily re-
covered within both the coherent-state [30, 31] and the
continuous-variable [32] picture showing how operators
ai, a
+
i are replaced by complex variables zi, z
∗
i .
Theoretical work on mesoscopic lattices has been
mainly focused on the three-well array (trimer) this be-
ing the simplest nonintegrable model of this class of sys-
tems. Many interesting aspects of semiclassical trimer
have been explored such as its unstable regimes with
both repulsive [2] and attractive [4] interaction U , the
emergence of chaos in the presence of parabolic confine-
ment [3], external fields [5] or off-site interactions [8], and
discrete breather-phonon collisions [10].
Almost in parallel, the impressive development of laser
trapping techniques, has made concrete the possibility to
engineer small-size arrays whose dynamics is accessible to
experiments. The most prominent example is the two-
well system (dimer) [33, 34] obtained by superposing a
(sinusoidal) optical potential on the parabolic potential
trapping the condensate. The same scheme should enable
the realization of linear chains with an arbitrary number
of wells by adjusting the laser wavelength (determining
the interwell distance) and the parabolic amplitude.
In this scenario, the study of trimer dynamics provides
a privileged standpoint to better understand the quan-
tum counterpart of nonlinearity and instabilities. This
issue has been discussed in a series of papers examining
the spectral properties of quantum trimer [20]-[22], its de-
scription within the phase-variable [23] and the Husimi-
distribution [24] pictures, and the inclusion of higher-
order quantum correlations within the multiconfigura-
tional Hartree method [25]. Quantum trimer has been
also used to model coherent transport with weak inter-
action [26] and thermalization effects within the Fokker-
Planck theory [35]. More recently, the single-depleted-
well regime of the trimer has been studied in [36] to evi-
dence the quantum signature of oscillatory instabilities.
In the same spirit, in this paper, we study the quantum
aspects of the single-depleted-well regime for an open
trimer trapped in a parabolic potential. Based on pre-
vious work [3], [37], we aim, in particular, to obtain 1)
2a satisfactory quantum description of stable macroscopic
oscillations characterizing this special regime, and to de-
tect 2) significant effects that distinguish the approach
to unstable regimes.
The presence of the parabolic trap results in an ef-
fective local potential that favors the occupation of the
central well. Owing the absence of a closed geometry, the
translation-invariant single-depleted-well solution of ring
trimers reduces, in the present contest, to a stationary
solution where the central well is depleted and the lat-
eral condensates exhibit twin populations and coherent
(opposite) phases. For this reason the relevant regime
will be called central-depleted-well (CDW) regime. Clas-
sically, this is represented by trajectories whose initial
conditions are close to the CDW fixed point.
The most part of fixed points of the trimer dynam-
ics, which have the form of collective-mode stationary
solutions, feature a strong dependence from interaction
parameters. The change of the latter provides various
mechanisms whereby one can control the coalescence (or
the formation) of fixed-point pairs and thus the onset
of dramatic macroscopic effects [37]. Different from the
other fixed points, the CDW solution has the special fea-
ture to be always present it being independent from the
model parameters. This property is advantageous at the
experimental level in that the conditions for realizing con-
figurations close to the CDW state appear to be weakly
conditioned by the tuning of physical parameters. The
semiclassical study of the CDW state has shown how its
dynamics displays both stable and unstable regimes. In
general, trajectories close to the CDW state exhibit oscil-
lations both of the lateral macroscopically-occupied con-
densates and of the central condensate which typically
involves small fractions of the whole population.
The interest for the CDW regime is motivated by its
complex, manifold character which, in addition to a well-
known, rich scenario of stable and unstable behaviors,
features dynamical modes whose character is at the bor-
der between the classical and the quantum behavior. We
will explore this regime showing that an almost exact
description can be achieved.
If the small fraction of the central condensate indeed
corresponds to a few-boson population, the semiclas-
sical picture must be replaced by a purely quantum-
mechanical approach. Apparently, the only variable that
must be quantized is the order parameter of the cen-
tral well while those pertaining to lateral wells (with
many bosons) are expected to maintain their classical
form. This possibility is only apparent. In this paper
we develop a quantum picture based on replacing some
of trimer space modes with collective, momentum-like
modes. This alternative formulation of trimer dynam-
ics and, in particular, of the CDW regime allows one
to identify the dynamical variables that really feature a
quantum behavior. The new description is particularly
interesting in that the model we obtain can be diago-
nalized in an exact way by implementing the dynamical
algebra method [39].
In Section II we review the semiclassical trimer model
and its quantum counterpart, and propose our alterna-
tive description in terms of momentum-like modes. Sec-
tion III is devoted to obtain the energy spectrum and the
eigenstates for the two regimes characterizing the CDW
dynamics. The diagonalization is made possible by rec-
ognizing that algebra sp(4) is the dynamical algebra of
this model. In section IV we discuss the energy-spectrum
properties for various limiting cases and highlight the link
between the parameter-space regions where the spectrum
has a discrete character and the regions corresponding to
classically stable oscillations. The occurrence of a con-
tinuous spectrum is related to classical instability. Sec-
tion V further illustrates this aspect by showing how
various delocalization effects characterize the approach
to classically unstable regions. Section VI is devoted to
concluding remarks.
II. TRIMER DYNAMICS IN THE CDW
REGIME
For a three-well array including parabolic confinement
equations (1) take the form
iz˙j = U |zj|2zj − vjzj − T z2 , j = 1, 3 (3)
iz˙2 = U |z2|2z2 − v2z2 − T (z1 + z3) (4)
where on-site potentials vj are such that v2 > v1 = v3
reflecting the form of the external potential. With no loss
of generality one can assume v2 = V and v1 = v3 = 0.
The relevant semiclassical BH Hamiltonian
H = U
2
3∑
j=1
|zj|4 − V |z2|2 − T
[
z∗2(z1 + z3) + C.C.
]
, (5)
where canonical variables zi obey the canonical Poisson
brackets {z∗m, zn} = iδmn/~, exhibits a single constant of
motionN =
∑3
i=1 |zi|2 ({N,H} = 0) representing the to-
tal boson number. Quantities zi and |zi|2 are interpreted,
in fact, as the condensate order parameter and the bo-
son population at the ith well, respectively, defined by
zi = 〈ai〉 and |zi|2 = 〈ni〉, in the quantum-classical cor-
respondence with the BH model [38].
Among many interesting regimes, the CDW regime,
formed by phase-space trajectories whose initial condi-
tion are close to the CDW solution
z2 = 0 , z1 =
√
N
2
eiϕ−iut/~ = −z3 , u = UN
2
, (6)
indeed represents a special case owing to its evident inde-
pendence from interaction parameters U , V and T . The
application of linear-stability analysis to the CDW solu-
tion [37] shows that the relevant dynamics features both
stable and unstable subregimes depending on the value
of τ = T/(UN) and v = V/(UN). In particular, numeri-
cal simulations [37] show that the stable regime displays
a regular dynamics with periodic oscillations of the three
3populations possibly involving different time scales. For
initial conditions close to the CDW configuration both
the lateral and central populations exhibit small devia-
tions from solution (6) thus confirming the fact that lat-
eral condensates oscillate maintaining their macroscopic
character whereas the central well remains almost empty.
Similar to Hamiltonian (5), its quantum counterpart
H =
U
2
3∑
j=1
nj(nj−1)−V n2−T
[
a+2 (a1+a3)+H.C.
]
, (7)
involves three space modes aj . Only mode a2, however,
features a true quantum character, modes a1 and a3
being related to macroscopic boson populations 〈ni〉 =
〈a+i ai〉 ≃ N/2 for i = 1, 3. This reasoning is only appar-
ently correct. By introducing the new set of dynamical
variables
A =
z1 + z3√
2
, B =
z1 − z3√
2
, C = z2 , (8)
with nonzero canonical Poisson brackets {A∗, A} = i/~,
{B∗, B} = i/~ we obtain the trimer equations of motion
in the alternative form
i~A˙ =
U
2
(|A|2 + 2|B|2)A+ U
2
B2A∗ −
√
2T C ,
i~C˙ = U |C|2C − V C − T
√
2A , (9)
i~B˙ =
U
2
(|B|2 + 2|A|2)B + U
2
A2B∗ ,
equipped with the constant of motion N = |A|2+ |B|2+
|C|2. The ensuing version of the CDW solution is
A = 0 , C = 0 , B =
√
N eiϕ−iut/~ , u = UN/2 ,
showing that the entire boson population is attributed to
mode B. In this scenario, trajectories representing small
deviations from the previous CDW state involve two “mi-
croscopic” modes, namely A and C, whose populations
are small with respect to the total boson number N . The
only macroscopic quantity is thus the population |B|2 of
mode B. Equations (9) makes it evident that the rapid
phase oscillations of mode B can be easily removed from
the trimer dynamics. By setting
A = eiϕ(t) a , C = eiϕ(t)c , B = eiϕ(t)b , (10)
with b =
√
N + ξ and ϕ(t) = ϕ − ut, ~ ≡ 1, where a, ξ
and c describe small deviations from the CDW state, the
motion equations reduce to the linear form

ia˙ ≃ u (a+ a∗)− T√2 c
ic˙ ≃ −(u+ V ) c − T√2 a
iξ˙ ≃ u ( ξ + ξ∗)
(11)
if quadratic and cubic terms involving microscopic vari-
ables a, ξ and c are neglected. The effective dynamics
of the CDW regime is thus driven by the first two equa-
tions involving modes a and c, since ξ + ξ∗ = 0 must
be imposed to ensure condition N = const in the time
evolution of trimer. Simple calculations show that the
Hamiltonian corresponding to equations (11) reads
Hf = H− uN = −UN
2
4
+
UN
4
(
ξ + ξ∗
)2
+
UN
4
(
a+ a∗
)2 − (V + u) |c|2 −√2T (a∗c+ c∗a). (12)
Hf can be derived as well from Hamiltonian (5) by sub-
stituting variables (10). The time-dependent canonical
transformations (10) giving A, B and C in terms of a, ξ
and c, also show that the canonical structure is preserved,
namely that {X∗, X} = i/~ with X = a, ξ, c.
A. The quantum model and its dynamical algebra
The discussion of appendix A shows how, similar to its
classical counterpartH, quantum Hamiltonian (7) can be
reduced to the quadratic form
Hf ≃ −U
4
N2 +
u
2
(ξ + ξ+)2 + unA +
u
2
[
A+2 +A2
]
−(V + u)nC −
√
2T (A+C + C+A) .
This is achieved by introducing quantum collective modes
A = (a1 + a3)/
√
2, B = (a1 − a3)/
√
2 and C = a2 and
implementing a suitable time-dependent unitary trans-
formation Ut able to eliminate the macroscopic dynam-
ics of mode B described, at the classical level, by factor
eiϕ(t) in equations (10). The crucial point is that in the
new scenario quantum modes A, ξ = B−
√
N and C play
the same role of classical modes a, ξ, c in equations (11).
Operators A, ξ and C satisfy the standard commutation
relation [A,A+] = 1, [C,C+] = 1 and [ξ, ξ+] = 1. The
interesting part of Hf is
H0 ≃ u
2
[
A+2+A2+2nA
]
−(V+u)nC−
√
2T (A+C+C+A),
which should characterize the quantum dynamical be-
havior of CDW-like states. H0 exhibits an unusual, com-
posite form where, in addition to the standard coupling
A+C + C+A between bosonic modes, mode A involves
a pair of two-boson creation/destruction terms, A+2 and
A2, typically causing squeezing effects in atom-photon
interaction models of quantum optics. These are also re-
sponsible for considerably increasing the complexity of
the dynamical algebra of H0.
One should recall that, given a Hamiltonian H0, its dy-
namical algebra is the set of operators Di forming an al-
gebraic structure, with definite commutators [Dr, Ds] =
ifrshDh, based on which H0 can be expressed as a her-
mitian linear combination H0 =
∑
i νiDi. In the absence
4of A+2 and A2 the dynamical algebra of H0 is the spin
algebra su(2) formed by generators
D+ = A
+C , D− = C+A , D3 = (nA − nC)/2
with [D3, D±] = ±D± and [D+, D−] = 2D3, in the well-
known two-boson Schwinger realization. In this case, the
diagonalization ofH0 = ν3D3+νD++ν
∗D− with ν3 ∈ R,
ν ∈ C would reduce to perform a simple rotation S ∈
SU(2) such that SH0S
+ =
√
ν23 + |ν|2D3 where D3 is,
by definition, the diagonal generator of su(2).
Owing to A+2 and A2 the dynamical algebra is the
more complex symplectic algebra sp(4), reviewed in ap-
pendix B, involving ten independent generators. To sim-
plify the diagonalization of H0 it is advantageous to
rewrite it in terms of canonical operators x, y, q and
p such that [x, y] = i, [q, p] = i defined by


x = (A+A+)/
√
2 , y = −i(A−A+)/√2 ,
q = (B +B+)/
√
2 , p = −i(B −B+)/√2 .
(13)
The final form of H0 is
H0 = u
[
x2 − 1 + 2v
2
(q2 + p2)− 2
√
2τ(xq + yp)
]
(14)
where u = UN/2, v = V/(UN) and τ = T/(UN). Even
if we have assumed V > 0, reflecting the form of the
parabolic-potential profile, we shall consider as well the
possibility to realize negative V , representing the pres-
ence of a repulsive central potential. In the latter case the
three local potentials vj mimic the mexican-hat profile.
The critical value where significant changes are expected
is v = −1/2, below which −(1 + 2v)/2 becomes positive.
III. ENERGY SPECTRUM
Hamiltonian H0 can be diagonalized by a many-step
process where one exploits the knowledge of the trans-
formations of group Sp(4) and, in particular, of the ef-
fects of their action on momentum and coordinate op-
erators. Diagonalization is achieved by combining in a
suitable way squeezing transformations Sα, standard ro-
tations Uθ and hyperbolic transformation Dφ. The latter
belong to group Sp(4) they being generated, through the
usual Lie-group exponential map, by generators Q1, J2
and Q3, respectively, of sp(4) (see Appendix B).
A. Diagonalization of case v > −1/2
In this case H0 can be diagonalized by a three-step pro-
cess where the diagonal Hamiltonian can be shown to be
given by H3 =W H0W
+ with W = DφUθSα.
First step. Sα = e
−iαQ1 = eiα(xy−qp)/2

SαxS
+
α = xe
+α, SαyS
+
α = ye
−α,
SαqS
+
α = xe
−α, SαpS+α = ye
+α,
(15)
The action of Sα on Hamiltonian H0 allows one to get
the same coefficient (up to a factor −1) for x2 and q2
H1 = SαH0S
+
α = u
√
s
[
x2 − q2 − sp2 − σ(xq + yp)]
σ ≡ 2
√
2 τ/
√
s , s = v + 1/2 .
provided the condition e2α =
√
s defining α is imposed.
Second step. Uθ = e
−2iθJ2 = e−iθ(xp−qy)

UθxU
+
θ = xCθ + qSθ, UθyU
+
θ = yCθ + pSθ,
UθqU
+
θ = qCθ − xSθ, UθpU+θ = pCθ − ySθ,
(16)
where Cθ = cos θ and Sθ = sin θ. Transformation Uθ
generates the new Hamiltonian H2 = UθH1U
+
θ introduc-
ing an undefined parameter θ whereby terms depending
on xq can be suppressed. This condition is achieved by
imposing 2 sin(2θ)−σ cos(2θ) = 0 which provides a com-
plete definition of θ through tg(2θ) = σ/2. As a conse-
quence, the new Hamiltonian takes the form
H2 =
u
√
s
2
√
4 + σ2
[
(4 + σ2) (x2 − q2)− (2s+ σ2)(p2 − y2)
− s
√
4 + σ2 (p2 + y2) + 2(v − 3/2)σ yp
]
.
Third step. Dφ = e
2iφQ3 = eiφ(xp+qy)

DφxD
+
φ = xcφ + qsφ, DφyD
+
φ = ycφ − psφ,
DφqD
+
φ = qcφ + xsφ, DφpD
+
φ = pcφ − ysφ ,
(17)
with cθ = chφ and sθ = shφ. This hyperbolic transfor-
mation has the property to leave x2 − q2 and y2 − p2
unchanged. By acting on the last two terms of H2 one
can exploit parameter φ to eliminate term yp in the fi-
nal Hamiltonian. This is given by H3 = DφH2D
+
φ which
reduces to a linear combination of x2, q2, y2 and p2 if
condition
2sh(2φ) (v + 1/2)
√
4 + σ2 + (2v − 3)σ ch(2φ) = 0
is satisfied. The latter condition gives the formula
th(2φ) = − (2v − 3)σ
(2v + 1)
√
4 + σ2
(18)
5whereby sθ and cθ can be expressed in terms of the in-
teraction parameters. The final Hamiltonian reads
H3 =
u
√
s
2
√
4 + σ2
[
(4 + σ2)x2 − (4 + σ2) q2
−
(
2s+ σ2 +
∆
2
)
p2 +
(
2s+ σ2 − ∆
2
)
y2
]
where
∆ =
4√
v + 1/2
√
(v + 1/2)3 + 8τ2 (v − 1/2) .
In order to ensure that ∆ assumes real values, the latter
formula requires that (v+1/2)3 +8τ2 (v−1/2) > 0. This
condition, combined with v > −1/2 gives
τ < f(v) ≡
√
(v + 1/2)3
8(1/2− v) for − 1/2 < v . (19)
which identifies a well defined portion D+ of the vτ pa-
rameter space. Curve τ = f(v), denoted by Γ+, is rep-
resented by the red curve of Fig. 1. Hence, among the
four domains visible in Fig. 1, D+ corresponds to the up-
per region bounded by Γ+ from below. For (v, τ) ∈ D+
the present diagonalization scheme assigns a well-defined
discrete spectrum to Hamiltonian H0. Note that, for
v ≥ 1/2, no upper limit constraints the range of τ . A sec-
ond domain exhibiting a discrete spectrum can be found
for v ≤ −1/2 which will be identified in the sequel.
The energy spectrum is easily worked out by observing
that Hamiltonian H3 can be rewritten in terms of two
harmonic-oscillator Hamiltonians
H3 =
u
√
s
2
{
R−
(
γ2xx
2 +
y2
γ2x
)
−R+
(
γ2q q
2 +
p2
γ2q
)}
with
R− =
√
2s+ σ2 −∆/2 , R+ =
√
2s+ σ2 +∆/2 ,
(recall that s = v + 1/2) and
γ2x =
√
4 + σ2
2s+ σ2 −∆/2 , γ
2
q =
√
4 + σ2
2s+ σ2 +∆/2
. (20)
The crucial condition that 2s+σ2−∆/2 > 0 can be easily
verified. The eigenstates are defined as product states
|m,n〉 = Ψm(x)Ψn(q) such that, for each oscillator,(
γ2xx
2 + y2/γ2x
)
Ψm(x) = (2m+ 1)Ψm(x) ,(
γ2q q
2 + p2/γ2q
)
Ψn(q) = (2n+ 1)Ψn(q) ,
Ψm(x) and Ψn(q) being standard harmonic-oscillator
eigenfunctions. The resulting spectrum reads
E(m,n) =
u
√
s
2
{
R−
(
2m+ 1
)−R+(2n+ 1 )} (21)
with m,n ∈ N0, and the initial Hamiltonian satisfies the
eigenvalue equation H0|E(m,n)〉 = E(m,n) |E(m,n)〉
where, in view of the preceding diagonalzation process,
one has 

H0 = S
+
αU
+
θ D
+
φH3DφUθSα ,
|E(m,n)〉 = S+αU+θ D+φ |m,n〉 .
(22)
B. Diagonalization of case v < −1/2
In this regime, involving a large central barrier, the diag-
onalization process can be performed by means of four
subsequent steps. These correspond to the four uni-
tary transformations forming W = DφSβU2Sα whose
action allows one to obtain the new diagonal Hamilto-
nian H ′4 = W H0W
+. The progressive action of such
transformations is discussed in appendix C. One obtains
H ′4 =
u
√
w
2
[
R+
(
ν2x x
2 +
y2
ν2x
)
−R−
(
ν2q q
2 +
p2
ν2q
)]
with R± =
√
η2 + 2w ±D, D = 2
√
η2(w + 1) + w2,
η = 2
√
2τ/
√
w , w = |v| − 1/2 (23)
and
ν2x =
√
η2 − 4√
η2 + 2w +D
, ν2q =
√
η2 − 4√
η2 + 2w −D . (24)
Similar to the preceding case where v > −1/2, the eigen-
states are product states |k, ℓ〉 = Φk(x)Φℓ(q) formed by
harmonic-oscillator eigenfunctions such that(
ν2xx
2 + y2/ν2x
)
Ψk(x) = (2k + 1)Ψk(x) ,(
ν2q q
2 + p2/ν2q
)
Ψℓ(q) = (2ℓ+ 1)Ψℓ(q) ,
The resulting spectrum reads
E(k, ℓ) =
u
√
w
2
{
R+
(
2 k + 1
)−R−(2 ℓ+ 1 )} . (25)
where k, ℓ ∈ N0. The original Hamiltonian H0 satisfies
the eigenvalue equation H0|E(k, ℓ)〉 = E(k, ℓ) |E(k, ℓ)〉
where 

H0 = S
+
αU
+
2 S
+
β D
+
φH
′
4DφSβU2Sα ,
|E(k, ℓ)〉 = S+αU+2 S+β D+φ |k, ℓ〉 .
(26)
The range of validity of transformations Sα and Sβ in
terms of parameter v defines the region D− of parameter
space vτ in which, for v < −1/2, the diagonalization
process succeeds. The actions of Sα is well defined if
v < −1/2 (this ensures that eα ∈ R), while Sβ, for a
given v, requires that η > 2, namely,
τ > g(v) , g(v) ≡
√
|v| − 1/2/
√
2 , (27)
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FIG. 1. (Color online) The τv plane features two regions
D+ and D− where the diagonalization process reduces the
trimer Hamiltonian to a double-oscillator system with a dis-
crete spectrum. D+ is the upper domain bounded from be-
low by the red (upper) curve Γ+ defined by f(v) (see equation
(19)). D
−
is delimited by the black straight line Γ0 (v = −0.5)
and bounded from below by the blue (lower) curve Γ
−
defined
by g(v) (see equation (27)).
(see appendix C). We will denote curve τ = g(v) and
the straight line v = −1/2 with Γ− and Γ0, respectively.
Thus domain D− corresponds to the region bounded by
Γ− from below and by Γ0 from above (see the caption of
Fig. 1). This result confirms that the regions of plane
τv where the current diagonalization scheme is effective
correspond to the regions where classical oscillations are
stable.
IV. STRUCTURE OF THE ENERGY
SPECTRUM AND CLASSICAL INSTABILITY
A. Spectrum of case v > −1/2
Domain D+ described by inequalities (19) reproduces
in Fig. 1 the first of the two regions of the stability dia-
gram relevant to the CDW regime [37] in which classical
trajectories with initial condition close to the CDW solu-
tion are dynamically stable. The property that CDW
classical states are stable thus corresponds, quantum-
mechanically, to the fact that the diagonalization process
reduces the system to a simple double oscillator.
The dependence of energy spectrum (21) on parame-
ters τ and v allows one to identify two regimes charac-
terized by the inequalities
τ << 1 , ∆ << 1,
respectively, in which the spectrum manifests significant
changes. Region D+ of Fig. 1 shows that, for a given
value of v in the interval [−1/2, 1/2], parameter τ ranges
in [0, f(v)], where τ = f(v) defines boundary Γ+ of D+.
While the first regime corresponds to values of τ close
to the vertical axis v (interwell tunneling inhibited), the
second regime, where ∆ → 0, corresponds to approach-
ing boundary Γ+ from the left, namely, τ → (f(v))−.
Thus ∆→ 0 drives the approach to the region where the
classical instability occurs.
Regime τ << 1. In the weak-tunneling case, by ex-
ploiting the Taylor expansion of R± to the second order
in τ , one obtains the expression
E(m,n) =
u
√
s
2
[
2
√
2 τ
s
(
2m+ 1
)−R+(2n+ 1)
]
,
with
s =
√
v + 1/2 , R+ ≃
√
4s +
16v τ2
s2
,
showing that quantum number n describes the large-scale
energy changes while quantum number m describes the
fine structure of the spectrum. The reference case, of
course, is represented by E(0, 0), the energy of the quan-
tum states |0, 0〉 corresponding to the minimum deviation
from the pure CDW configuration.
The presence of the parabola, represented by v > 0, di-
minishes the fine-structure level separation with respect
to the case v = 0 involving no confinement. A more
apparent effect occurs for v < 0 where the attractive po-
tential of the central well becomes a potential barrier. In
this case the fine-structure level separation obtained with
small τ is contrasted by factor 1/
√
s. Decreasing v by
maintaining τ constant shows that such an effect is max-
imum when one approaches boundary Γ+ from above.
Regime ∆ << 1. The two oscillators tend to become
identical (γx−γq → 0) and the relevant energy levels are
almost indistinguishable. This determines a macroscopic
change of the energy spectrum of H0 which becomes vis-
ible by effecting, with |v| < 1/2, the Taylor expansion of
R± in terms of variable ∆. The resulting spectrum has
the form
E(m,n) =
u
√
s
2
[
2R (m− n)− ∆(m+ n+ 1)
2R
]
with R :=
√
2v + 1 + σ2 = R± for ∆ = 0. Eigenvalues
E(m,n) feature a band structure described by h = m−n
and a fine structure controlled by parameter ∆ and the
composite quantum numberm+n+1. The choicem = n
describes the band exhibiting the minimal deviation from
the pure CDW configuration.
For ∆→ 0 the fine structure of each band becomes in-
finitely dense since the interlevel distance tends to zero.
In this regime the behaviors of the two oscillators are
strongly correlated in that small energy changes requires
the simultaneous change of m and n in order to preserve
h. All the effects described so far disappear at v = 1/2
(and, more in general, for v > 1/2) since parameter ∆
no longer vanishes. Also, the range of τ becomes unlim-
ited consistent with the fact that τ does not cross the
unstable-regime boundary Γ+.
7B. Spectrum of case v < −1/2
The present regime v < −1/2 features as well two
significant limiting cases occurring in the proximity of
boundaries Γ− and Γ0. These are
η − 2 << 1 , |v| − 1/2 << 1
(see definition (23)) that correspond to approaching 1)
the curve g(v) from the right, at a given v, and 2) the
straight line v = −1/2 from below, at a given τ , respec-
tively. Hence, the approach to the regions where the
classical instability crops up is driven by either η−2→ 0
or |v| → 1/2.
Regime η − 2 << 1. One easily checks that η → 2+
amounts to effecting the limit τ → g(v) ≡
√
w/2. By
substituting τ = η
√
w/(2
√
2) in R±, and considering the
Taylor expansion in η − 2, one obtains
R+ ≃ 2
√
2 + w , R− ≃ 2
√
η − 2 ρ
with ρ =
√
(2w + 3)/(w + 2) entailing that
E(k, ℓ) = u
√
w
[√
2 + w
(
2 k+1
)−√η − 2 ρ(2 ℓ+1 )] .
Quantum number k represents the band index, while the
fine structure of the spectrum is controlled by number ℓ.
For η → 2+, similar to the case τ → 0 of subsection IVA,
the spectrum acquires an almost continuous character.
Regime |v|− 1/2 << 1. In this case, effecting the limit
v → (−1/2)− in equation (25) implies that
E(k, ℓ) = u
[
2
√
2τ
(
k − ℓ )+√w( k + ℓ+ 1 )] ,
where the approximation to the first order in w
√
wR± ≃ 2
√
2τ
(
1±
√
w
2
√
2τ
)
= 2
√
2τ ±√w
has been used. Spectrum (25) thus undergoes a macro-
scopic change with energy levels forming a band struc-
ture described by index h = k − ℓ, and a w-dependent
fine structure described by index k + ℓ. The separation
between two subsequent levels tends to zero for w → 0.
Transitions in which k → k+r, ℓ→ ℓ+r are thus favoured
in that small energy changes are involved. Similar to the
case ∆ << 1 of section IVA, the two oscillators appear
to be strongly correlated in that ∆k ≡ ∆ℓ.
C. Transition to a continuous spectrum
Transformations W = DφUθSα and W = DφSβU2Sα
(see formulas (22) and (26), respectively) no longer work
at the boundaries Γ+, Γ0 and Γ− of the relevant stability
domains. In particular, in the case v > −1/2, the action
of Dφ in W is defined for arbitrarily large values of φ as
shown by equation (18). The latter shows that th(φ)→ 1
for τ → f(v) meaning that Γ+ is approached (but not
reached) from below. Likewise, for v < −1/2, the range
of parameters α and β (see appendix C) relevant to Sα
and Sβ , respectively, allows one to get closer and closer
to boundaries Γ0 and Γ− without reaching them.
At such boundaries the spectrum displays a structural
change corresponding to the fact that the diagonalization
of H0 yields an operator pertaining to a sector of the dy-
namical algebra disjoint from the one where H0 reduces
to a simple two-oscillator model. In the new sector the
discrete character of the spectrum is lost. A paradigmatic
example of such an effect is supplied by the harmonic os-
cillator with time-dependent parameters [40].
Hamiltonian H0 at the boundary Γ0 where v ≡ −1/2
well exemplifies this situation. In this case, H0 reduces to
H0 = u[x
2−2√2τ(xq+yp)]. The action of transformation
M = e−iϕxp onH0 givingH ′0 =MH0M
+ followed by the
unitary transformation x→ y, y → −x takes H0 into the
form
H ′′0 = u
[
1
2
(y2 + p2)− g(xp− yq)
]
which exhibits the two-dimensional Laplacian y2+p2 to-
gether with the generator L3 = xp − yq of planar rota-
tions. After noting that such operators commute with
each other, one easily observes that, despite L3 has a
discrete spectrum, the energy spectrum features a con-
tinuous character due to the presence of Laplacian. Since
the same result can be shown to occur at boundaries Γ−
and Γ0, then we conclude that at the border separat-
ing (classically) stable from unstable regimes the energy
spectrum acquires a continuous character.
The correct interpretation of such an effect is twice. At
the boundaries Γ+, Γ− and Γ0 of D± the approximation
inherent in model (14), involving microscopic modes A
and C, is no longer valid. This is obvious noting that
the spectrum of quantum trimer is discrete by definition.
The onset of a continuous spectrum is thus an artifact
of the momentum-mode picture when this is used out-
side its domains of validity D±. On the other hand, the
emergence of a continuous spectrum just amplifies the
effect observed in the proximity of Γ+, Γ− and Γ0 which
consists in the vanishing of energy-level separation (see
subsections IVA and IVB). In this sense, the continuous
spectrum is a dramatic manifestation of the transition to
the classically-unstable regions.
V. DELOCALIZATION EFFECTS
The discussion of sections IVA and IVB shows that
both regimes v > −1/2 and v < −1/2 feature limit-
ing cases where a suitable choice of parameters v and τ
allows one to approach the boundaries of the domains
classically involving stable oscillations. The significant
change of the spectrum structure observed in such cases
is accompanied by a dramatic change of the localization
properties of the system. To see this one must consider
8deviations ∆2f = 〈f2(t)〉− 〈f(t)〉2 where f represents one
of canonical operators x, y, q, and p, and
〈f r(t)〉 = 〈E|f r(t)|E〉 = 〈E|R+f rR|E〉 ,
with r = 1, 2. The action of propagator R = e−itH0/~ on
energy eigenstates |E〉 allows one to considerably simplify
this calculation. Formulas (22) and (26) show that H0 =
W+HdW and |E(Ω)〉 =W+|Ω〉 in which
W = DφUθSα , W = DφSβU2Sα ,
In the two cases v > −1/2 and v < −1/2, one has Hd =
H3, Hd = H
′
4, and |Ω〉 = |m,n〉, |Ω〉 = |k, ℓ〉, respectively.
As a consequence the calculation of expectation values
〈f r(t)〉 reduces to
〈Ω|W R+f rRW+|Ω〉 = 〈Ω|W f rW+|Ω〉 ,
being H0 = W
+HdW in propagator R(t). One easily
shows that 〈Ω|WfW+|Ω〉 = 0 so that the determination
of ∆2f amounts to calculating
∆2f = 〈n,m|DφUθSα f2S+αU+θ D+φ |m,n〉 ,
∆2f = 〈ℓ, k|DφSβU2Sα f2S+αU+2 S+β D+φ |k, ℓ〉 ,
with f = x, y, q, p. The derivation of such formulas is
discussed in Appendix D.
Let us consider first the approach to boundary Γ+
characterized by ∆ ≃ 0. In the proximity of Γ+ one
finds that τ2 ≃ f2(v) = s3/[8(1− s)] and σ2 ≃ s2/(1− s)
while R± ≃ R = (2s + σ2)1/2 and F± ≃ F = s(2 − s).
Hence, equations (D1) and (D2) reduce to
∆2x ≃
2R3
√
s
(4 + σ2)∆
(m+n+1) , ∆2y ≃
2F
R
√
s∆
(m+n+1) ,
∆2q ≃
2RF (m+ n+ 1)
(4 + σ2)
√
s∆
, ∆2p ≃
2R
√
s
∆
(m+ n+ 1) ,
clearly showing how such squared deviations diverge ow-
ing to the factor 1/∆. For s ≥ 1 (↔ v ≥ 1/2) parameter
∆ does not vanish any longer whatever value is assumed
by τ . The delocalization effect is thus restricted to neigh-
borhood of Γ+.
Concerning the boundaries of D−, the approach to Γ−
(blue curve in Fig. 1) discloses a somewhat different di-
verging behavior of squared deviations ∆2f . In particular,
based on formulas (D3), (D4) and (D5), one gets
∆2x ≃
(2ℓ+ 1)
√
w
2
√
ǫ
√
w + 2
, ∆2y ≃
(2k + 1)
4
√
w(w + 2)
,
∆2q ≃
(2ℓ+ 1)
2
√
ǫ
√
w(w + 2)
, ∆2p ≃
(2k + 1)
√
w
4
√
w + 2
,
in the limit ǫ = η2− 4→ 0, where factor 1/√ǫ is respon-
sible for the delocalization effect. The latter affects only
position operators x and q without involving y and p.
Finally, the limit w → 0, describing the approach to
the straight line Γ0 defined by v = −1/2, supplies a third
interesting situation. In this case
∆2x = ∆
2
p ≃
√
w
2
(k + ℓ+ 1) , ∆2y = ∆
2
q ≃
k + ℓ+ 1
2
√
w
,
involve an evident squeezing effect where the delocaliza-
tion issuing from ∆2y and ∆
2
q is compensated by the lo-
calization effect concerning ∆2x and ∆
2
p, respectively.
VI. CONCLUSIONS
We have studied the quantum-mechanical properties
of the Bose-Hubbard trimer in the CDW regime. The
interesting feature of this regime is that it exhibits both
stable and unstable (classical) regimes whose dependence
on interaction parameters is completely known. This has
given the possibility to study the relation between the
stability character of trimer and its quantum properties.
In Section II, we have introduced an alternative de-
scription in terms of momentum-like modes which allows
one to identify the classical (microscopic) variables in-
volved by the quantization process. In Section III we
have enacted the procedure for diagonalizing the trimer
Hamiltonian based on the knowledge of the model dy-
namical algebra. Within the momentum-mode picture,
this is found be the algebra sp(4).
The implementation of this procedure reduces the
model to a double-oscillator system and allows us to iden-
tify the regions D+ and D− where the spectrum is dis-
crete. The nice analytic result emerging from this part
is that the derivation of (the boundaries of) D+ and D−
exactly reproduces the regions where the trimer is clas-
sically stable in the CDW regime.
The discussion of section IV makes evident the signif-
icant changes of spectrum structure when approaching
the boundary of stability domains D+ and D−. Various
delocalization effects, discussed in section V, confirm the
considerable sensitivity of the quantum properties of the
system from the proximity to the boundaries of D+ and
D−. All such effects can be interpreted as the hallmark
of the transition to the unstable regions of classical CDW
dynamics whose most dramatic manifestation is the on-
set of a continuous spectrum when the domain of validity
of the momentum-mode picture is left.
Future work will be focused on extending the investi-
gation of the quantum properties of trimer in more com-
plex regimes (such as the dimeric and nondimeric regimes
studied in Refs. [3] and [37]) where the transition to un-
stable oscillations can be controlled through the model
parameters. We hope to include various macroscopic dy-
namical effects reflecting parameter-dependent structural
changes of the phase space so far examined only for the
classical trimer [37].
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Appendix A: Collective-mode quantum picture
Similar to classical modes (8) the new quantume modes
are defined by A = (a1+ a3)/
√
2, B = (a1− a3)/
√
2 and
C = a2. By substituting the latter in Hamiltonian (7)
and observing that
(a+1 a1)
2 + (a+3 a3)
2 =
1
2
(nA + nB)
2 +
1
2
(A+B +B+A)2
with nA = A
+A and nB = B
+B, one finds
H =
U
4
[
n2A + n
2
B + 4nAnB + (A
+)2B2 + (B+)2A2
+2n2C + nA + nB
]
− U
2
N − V nC −
√
2T (A+C + C+A).
This Hamiltonian must be transformed in order to get
the quantum version of Hf . Quantum-mechanically,
the time-dependent canonical transformation (10) cor-
responds the unitary transformation Ut = exp[iϕ(t)N ]
with ϕ(t) = ϕ − ut/~ and N = nA + nB + nC whose
action takes Hamiltonian H = H(A,B,C) into Hamilto-
nian Hf = H − uN . This result is achieved by changing
the Hilbert-space basis through the action of Ut, namely,
by setting |Ψ〉 = Ut|Φ〉 in the Schro¨ndinger problem
i~∂t|Ψ〉 = H |Ψ〉 based on the ABC picture. The lat-
ter becomes i~(∂tUt)|Φ〉+ i~Ut∂t|Φ〉 = H Ut|Φ〉 giving
i~∂t|Φ〉 =
[
−i~U+t (∂tUt) + U+t H Ut
]
|Φ〉 .
Then
Hf = −i~U+t (∂tUt) + U+t HUt = H + ~Nφ˙ = H − uN ,
being [N,H ] = 0. The invariance of Hamiltonian H ,
entailing that U+t H(A,B,C)Ut = H(A,B,C), directly
follows from the transformation formulas
UtX U+t = Xe−iϕ(t) , X = A,B,C . (A1)
The action described by (A1) is equivalent to introduc-
ing a, b and c within the classical description. Con-
versely, the latter are not required in the quantum picture
since transformations (A1) introduce in a direct way the
time-dependent exponential factor e−iϕ(t). In the present
scheme, for example, the expectation values 〈Ψ|A|Ψ〉 (rel-
evant to the dynamics governed by H) and 〈Φ|A|Φ〉 (rel-
evant to the dynamics governed by Hf ) correspond to
the classical variables A and a, respectively, since
〈Ψ|A|Ψ〉 = 〈Φ|U+t AUt|Φ〉 = eiϕ〈Φ|A|Φ〉 .
The last step consists in replacing B with
√
N + ξ. The
substitution of the latter in nB and n
2
B gives nB = N +√
N(ξ + ξ+) + ξ+ξ and
n2B = (N +
√
N(ξ + ξ+) + ξ+ξ)2 (A2)
≃ N2 +N(ξ + ξ+)2 + 2N
√
N(ξ + ξ+) + 2Nξ+ξ ,
where terms such as (ξ+ξ)2, ξ2ξ+ and (ξ+)2ξ have been
neglected. This omission is justified by the fact that
mode ξ, as well as A and C, represent weakly populated
modes. Hence the expectation values of (ξ+ξ)2 and ξ2ξ+
represent pertubative terms that can be neglected. For
the same reason terms (A+)2B and A2B+ can be elim-
inated as well as terms n2A and n
2
C . Then Hf reduces
to
Hf ≃ U
4
[
n2B + 4nAnB +B
2(A+)2 + A2(B+)2
]
− u(nA + nB + nC)− V nC −
√
2T (A+C + C+A) ,
since U(nA+nB+nC)/2 and U(nA+nB)/4 are negligible
with respect to u(nA+nB+nC), being u = UN/2 >> U .
Implementing the substitution B =
√
N + ξ gives
Hf ≃ −u
2
N + u(ξ + ξ+)2 + unA +
u
2
[
(A+)2 +A2
]
− (V + u)nC −
√
2T (A+C + C+A) .
Appendix B: Canonical form of algebra sp(4)
By expressing bosonic operators in terms of canoni-
cal variables A = (x+ iy)/
√
2 and C = (q + ip)/
√
2 the
canonical version of algebra sp(4) is given by

J1 =
A+C+C+A
2 =
xq+yp
2
J2 =
A+C−C+A
2i =
xp−qy
2
J3 =
A+A−C+C
2 =
x2+y2−q2−p2
4
J0 =
A+A+C+C+1
2 =
x2+y2+q2+p2
4
. (B1)


K3 =
CA+A+C+
2 =
xq−yp
2
K2 =
A2−A+2+C2−C+2
2i =
xy+yx+qp+pq
4
K1 =
C2+C+2−A2−A+2
2 = −x
2−y2−(q2−p2)
4
. (B2)


Q1 =
A+2−A2+C2−C+2
2i = −xy−qp2
Q2 =
A2+A+2+C2+C+2
2 = −x
2−y2+q2−p2
4
Q3 =
AC−A+C+
2i =
xp+qy
2
. (B3)
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The unitary transformations whereby canonical operator
x, y, q and p can be modified and thus H0 can be di-
agonalized are essentially three. The latter are defined
by equations (15), (16) and (17) representing the action
of Sα (squeezing transformation), Uθ (rotation) and Dφ
(hyperbolic transformation), respectively.
Appendix C: Diagonalization scheme for v < −1/2
The first unitary transformation is again a squeezing
transformation (15) Sα = exp(−iαQ1) which modifies
H0 as follows
H ′1 = SαH0 S
+
α = u
√
w
[
x2 + q2 + w p2 − η (xq + yp)
]
,
with w = |v| − 1/2 and η ≡ 2τ(2/w)1/2, provided the
condition eα =
√
w is satisfied. The second transforma-
tion is a simple rotation U2 = exp(−2iθJ2) with θ = π/4
(see equation (16)) entailing

U2xU
+
2 =
x+q√
2
, U2yU
+
2 =
y+p√
2
,
U2qU
+
2 =
q−x√
2
, U2pU
+
2 =
p−y√
2
,
and
H ′2 = UθH
′
1 U
+
θ =
u
2
√
w
[
(η + 2)x2 − (η − 2)q2
+ (w − η) p2 + (w + η) y2 − 2wyp
]
.
To obtain terms x2 and q2 with the same coefficients,
we implement a second squeezing transformation Sβ =
exp(+iβQ1) leading to
H ′3= SβH
′
2 S
+
β =
u
2
√
w
[√
η2 − 4 (x2 − q2)
+
η2 + 2w√
η2 − 4
(y2 − p2) + η(w + 2)√
η2 − 4
(y2 + p2)− 2wyp
]
,
where parameter β must fulfil the condition
e2β =
√
(η + 2)/(η − 2) .
The form of Hamiltonian H ′3 is suitable for applying
hyperbolic-like transformations (17) that leave terms
x2 − q2 and y2 − p2 unchanged. One finds
H ′4= SφH
′
3S
+
φ =
u
2
√
w
[√
η2 − 4 (x2 − q2)
+
η2 + 2w√
η2 − 4(y
2 − p2) + 2
√
η2(w + 1) + w2√
η2 − 4 (y
2 + p2)
]
,
where the condition
η(w + 2) sh(2φ) + w ch(2φ)
√
η2 − 4 = 0
–used to eliminate the mixed term yp– provides th(2φ) =
−w
√
η2 − 4/[η(w + 2)] thereby determining parameter
φ. We thus obtain H ′4 in the form
H ′4 =
u
√
w
2
[
R+
(
ν2x x
2 +
y2
ν2x
)
−R−
(
ν2q q
2 +
p2
ν2q
)]
with R± =
√
η2 + 2w ±D, D = 2
√
η2(w + 1) + w2.
The explicit form of harmonic-oscillator frequencies νx
and νq are defined by equations (24).
Appendix D: Action of unitary transformation W
and calculation of standard deviations
The combined action of (15), (16) and (17) gives

WxW+ = eα[(Cθcφ + Sθsφ)x+ (Cθsφ + Sθcφ)q]
WyW+ = e−α[(Cθcφ − Sθsφ)y + (Sθcφ − Cθsφ)p]
,


WqW+ = e−α[(Cθcφ − Sθsφ)q + (Cθsφ − Sθcφ)x]
WpW+ = eα[(Cθcφ + Sθsφ)p− (Sθcφ + Cθsφ)y]
.
where W = DφUθSα. This results clearly shows that
〈n,m|WfW+|m,n〉 = 0 when f = x, y, q, p. By exploit-
ing such transformation one easily calculates deviations
∆2f = 〈n,m|Wf2W+|m,n〉

∆2x =
1
4e
2α
(
(2m+ 1)γ−2x K++ + (2n+ 1)γ
−2
q K−+
)
∆2y =
1
4e
−2α ((2m+ 1)γ2xK+− + (2n+ 1)γ2q K−−)


∆2q =
1
4e
−2α ((2n+ 1)γ−2q K+− + (2m+ 1)γ−2x K−−)
∆2p =
1
4e
2α
(
(2n+ 1)γ2q K++ + (2m+ 1)γ
2
xK−+
)
where Kδµ = ch(2φ) + δ cos(2θ) + µsh(2φ) sin(2θ) with
δ = ±, µ = ±, e2α =
√
v + 1/2 and
ch(2φ) = 2s
√
4 + σ2/∆ , sh(2φ) = (3 − 2v)σ/∆ ,
cos(2θ) = 2/
√
4 + σ2 , sin(2θ) = σ/
√
4 + σ2 .
One should recall that σ = 2
√
2τ/
√
s, s = v + 1/2 and
∆ = 4
√
s3 + 8τ2(s− 1)/√s, while
γ2x =
√
4 + σ2/R− , γ2q =
√
4 + σ2/R+ ,
whereR± =
√
2s+ σ2 ±∆/2. In view of such definitions
the final form of squared deviations ∆2f is given by

∆2x =
√
s
∆
[
(2m+ 1)
R2+R−
4+σ2 + (2n+ 1)
R2
−
R+
4+σ2
]
∆2y =
1√
s
(
2m+1
R
−
∆ F+ +
2n+1
R+∆
F−
) (D1)
with F± = 2s+ σ2(s− 1)±∆/2, and

∆2q =
2n+1√
s(4+σ2)∆
R+F+ +
2m+1√
s(4+σ2)∆
R−F−
∆2p =
√
s
∆
[
(2n+ 1)R+ + (2m+ 1)R−
] (D2)
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Concerning the regime v < −1/2, the calculation of ∆2f =
〈ℓ, k|Wf2W+|k, ℓ〉 is based on the more complex unitary
transformation W = DφSβU2Sα yielding

WxW+ = e
α√
2
(
(cφe
−β + sφeβ)x+ (cφeβ + sφe−β)q
)
WyW+ = e
−α√
2
(
(cφe
β − sφe−β)y + (cφe−β − sφeβ)p
) ,


WqW+ = e
−α√
2
(
(cφe
β − sφe−β)q − (cφe−β − sφeβ)x
)
WpW+ = e
α√
2
(
(cφe
−β + sφeβ)p− (cφeβ + sφe−β)y
) ,
where one should recall that e2α =
√
w with w = |v|− 12 ,
η = 2
√
2τ/
√
w , e2β = [(η + 2)/(η − 2)]1/2 ,
while cφ = ch(φ) and sφ = sh(φ). Deviations ∆
2
f can be
shown to be function of
ch(2φ) = η(w + 2)/D , sh(2φ) = −w
√
η2 − 4/D ,
with D = 2
√
η2(w + 1) + w2. As a consequence, devia-
tions ∆2f can written in terms of parameters η and w

∆2x =
√
w
4
(
2k+1
ν2
x
χ−+ + 2ℓ+1ν2
q
χ++
)
∆2y =
1
4
√
w
(
(2k + 1)ν2x χ+− + (2ℓ+ 1)ν
2
q χ−−
) (D3)


∆2q =
1
4
√
w
(
2ℓ+1
ν2
q
χ+− + 2k+1ν2
x
χ−−
)
∆2p =
√
w
4
(
(2ℓ+ 1)ν2q χ−+ + (2k + 1)ν
2
x χ++
) (D4)
where χrh = (e
rβ + he−rβ), r = ±, h = ±, while ν2x
and ν2q are defined by formulas (24). The explicit form
of symbols χrh is
χ−+ =
2R2−
D
√
η2 − 4
, χ++ =
2R2+
D
√
η2 − 4
,
with R± =
√
η2 + 2w ±D and
χ+− = 2
w(η2 − 4) +R2+
D
√
η2 − 4 , χ−− = 2
w(η2 − 4) +R2−
D
√
η2 − 4 .
Note that, in the limit ǫ = η2 − 4→ 0 one has
D ≃ 2(w + 2) + ǫw + 1
w + 2
, R− ≃
√
ǫ√
w + 2
, (D5)
while R+ reduces to R+ ≃
√
2(w + 2).
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