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SPECTRAL STABILITY OF MONOTONE TRAVELING FRONTS
FOR REACTION DIFFUSION-DEGENERATE NAGUMO
EQUATIONS
J. FRANCISCO LEYVA, LUIS F. LO´PEZ RI´OS, AND RAMO´N G. PLAZA
Abstract. This paper establishes the spectral stability of monotone traveling
front solutions for reaction-diffusion equations where the reaction function is of
Nagumo (or bistable) type and with diffusivities which are density dependent
and degenerate at zero (one of the equilibrium points of the reaction). Spec-
tral stability is understood as the property that the spectrum of the linearized
operator around the wave, acting on an exponentially weighted space, is con-
tained in the complex half plane with non-positive real part. Three different
types of monotone waves are studied: (i) stationary diffusion-degenerate fronts,
connecting the two stable equilibria of the reaction; (ii) traveling diffusion-
degenerate fronts connecting zero with the unstable equilibrium; and, (iii)
non-degenerate fronts. In the first two cases, the degeneracy is responsible
of the loss of hyperbolicity of the asymptotic coefficient matrices of the spec-
tral problem at one of the end points, precluding the application of standard
techniques to locate the essential spectrum. This difficulty is overcome with
a suitable partition of the spectrum, a generalized convergence of operators
technique, the analysis of singular (or Weyl) sequences and the use of energy
estimates. The monotonicity of the fronts, as well as detailed descriptions of
the decay structure of eigenfunctions on a case by case basis, are key ingredi-
ents to show that all traveling fronts under consideration are spectrally stable
in a suitably chosen exponentially weighted L2 energy space.
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1. Introduction
This paper studies the stability of monotone traveling fronts for diffusion-dege-
nerate Nagumo equations of the form
ut = (D(u)ux)x + f(u), (1.1)
where u = u(x, t) ∈ R, x ∈ R, t > 0, the reaction function is of Nagumo (or bistable)
type [52, 45] and the diffusion coefficient is degenerate at u = 0, that is, D(0) = 0.
More precisely, we assume that
D(0) = 0, D(u) > 0 for allu ∈ (0, 1],
D ∈ C4([0, 1];R) with D′(u) > 0 for all u ∈ [0, 1]. (1.2)
As an example we have the quadratic function
D(u) = u2 + bu, (1.3)
for some constant b > 0, proposed by Shigesada [70, 71] to model dispersive forces
due to mutual interferences between individuals of an animal population.
The reaction function f : R → R is supposed to be smooth enough and to
have two stable equilibria at u = 0, u = 1, and one unstable equilibrium point at
u = α ∈ (0, 1), that is,
f ∈ C3([0, 1];R), f(0) = f(α) = f(1) = 0,
f ′(0), f ′(1) < 0, f ′(α) > 0,
f(u) > 0 for all u ∈ (α, 1), f(u) < 0 for all u ∈ (0, α),
(1.4)
for a certain α ∈ (0, 1). A well-known example is the widely used cubic polynomial
f(u) = u(1− u)(u− α), (1.5)
with α ∈ (0, 1).
Scalar reaction-diffusion equations with a bistable reaction function appear in
many different contexts and the nomenclature is not uniform. It is known as the
bistable reaction-diffusion equation [16], the Nagumo equation in neurophysiological
modeling [45, 52], the real Ginzburg–Landau for the variational description of phase
transitions [47], the parabolic Allen-Cahn equation [2], as well as the Chafee-Infante
equation [9]. For simplicity, in this work we call it the Nagumo reaction diffusion
equation. In terms of continuous models of the spread of biological populations,
reaction functions of Nagumo type often describe kinetics exhibiting positive growth
rate for population densities over a threshold value (u > α), and decay for densities
below such value (u < α). The former is often described as the Allee effect, in which
aggregation can improve the survival rate of individuals, resulting in the correlation
of population density and its growth rate (cf. Murray [49]). The function f , which
underlies two competing stable states, u = 0 and u = 1, can also be interpreted
as the derivative of a double-well potential, F (u) = − ∫ u f(s) ds, F (0) = 0, with
wells centered at those states (see Figure 1). This interpretation is the fundamental
idea behind the parabolic Allen-Cahn equation as a model for the motion of phase
boundaries in alloys [2].
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(a) f(u) = u(1− u)(u− α) with α = 0.4.
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(b) Potential F (u) = − ∫ u f(s) ds, F (0) = 0.
Figure 1. Typical cubic reaction function of Nagumo of the form
(1.5) with α = 0.4 (panel (a), graph in orange), and its potential
(panel (b), graph in blue), with two wells at u = 0 and u = 1 (color
online).
1.1. Density-dependent diffusion models. Since the seminal works by Fisher
[17] and by Kolmogorov, Petrovsky and Piskunov [34], reaction-diffusion equations
of the form (1.1) have constituted prototypical models of multiple phenomena such
as chemical reactions with diffusion, fluid mechanics, porous media, population
dynamics and action potential propagation, among others. In all these contexts,
traveling front solutions play a prominent role. There is a vast literature on the
analysis of reaction-diffusion equations which we will not review. In early works the
diffusion coefficient (or motility) was considered as a positive constant. Since the
work of Skellam [72, 73] (see also [4, 57]), who stressed out the role of the under-
lying random process prior to the diffusion approximation, it is now clear that in
many situations in physics and biology the diffusion coefficient must be a function
of the density. For instance, density-dependent diffusion coefficients often appear
in descriptions in spatial ecology [70, 71], motility of eukaryotic cells [68] and, in
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general, in continuous population models [3, 21, 51]. In all these models, the form
of the diffusion as a function of the density is based on phenomenological considera-
tions; from a modeling viewpoint, this dependence might as well be mathematically
derived by taking parabolic scalings and mean field limits of stochastic processes
(see, e.g., [24, 25, 58, 59] for further information).
The nonlinear diffusion coefficient is called degenerate if it approaches zero when
the density tends to certain equilibrium points of the reaction (typically zero). In
terms of population dynamics, zero diffusion for zero densities is tantamount to
requiring no motility in regions of space where the population is very scarce or near
absent (this is an experimentally observed feature that appears, for example, in
models of bacterial dynamics [33, 37, 66]). In this paper, under hypotheses (1.2),
we assume that the nonlinear diffusion function D = D(u) vanishes only at u = 0;
in particular, the condition that D > 0 for u > 0 means that populations tend
to “avoid crowds” (cf. [4]). Models with degenerate diffusivities are also endowed
with interesting mathematical properties. Among the new features one finds the
emergence of traveling waves of “sharp” type (see, for example, [61, 63, 69]) and,
notably, that solutions may exhibit finite speed of propagation of initial distur-
bances, in contrast with the strictly parabolic case (see, e.g., [19]). Clearly, not all
models with degenerate diffusions are related to biology. In chemical engineering,
the very well-known choice D(u) = mum−1, m ≥ 1, is often used to model diffusion
in porous media (see [50, 76] and the references therein).
1.2. Diffusion-degenerate traveling fronts. The existence of fronts for reaction-
diffusion equations with degenerate diffusion was first studied for very specific
forms of the nonlinear diffusion function (for an abridged list of references see
[4, 5, 55, 56]), particularly in the case of a “porous medium” type of diffusion
function. In the case of generic degenerate diffusion functions satisfying hypothe-
ses (1.2), Sanchez-Gardun˜o and Maini proved the existence of traveling fronts for
kinetics of Fisher-KPP (also known as monostable) type [61, 62] and of Nagumo
(bistable) type [63]. The authors apply a dynamical systems approach to establish
the existence of heteroclinic connections. In the Fisher-KPP model with degener-
ate diffusion, for example, the degeneracy is responsible for the emergence of sharp
traveling solutions for a particular value of the speed and a whole family of smooth
traveling fronts for any larger speed (for details, see [62]). These orbits connect the
only two equilibrium points of the Fisher-KPP reaction (namely, u = 0 and u = 1).
In the Nagumo case, the dynamics is much richer, mainly due to the presence of a
third (unstable) equilibrium point u = α. This leads to a wider range of possible
homoclinic and heteroclinic connections compared to those of the Fisher-KPP case.
The authors in [63] prove the existence of a unique positive wave speed, c∗ > 0, as-
sociated to fronts of sharp type. Depending on conditions relating D with f , there
exists a continuum of monotone fronts, pulses and oscillatory waves. The present
stability analysis considers only monotone and smooth (non-sharp) traveling fronts
which can be classified into three types (see Theorem 1 in [63] or Proposition 2.1
below):
(i) stationary diffusion-degenerate fronts (case [sN]): if
∫ 1
0
D(u)f(u) du = 0
then there exists a unique stationary monotone increasing front (with speed
c = 0) connecting u = 0 with u = 1 (the two stable equilibria of the
reaction), and a unique stationary, monotone decreasing front connecting
u = 1 with u = 0;
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(ii) diffusion-degenerate traveling fronts (case [Nd]): for each speed value above
a threshold speed, c ≥ c(α) > c∗ (see (2.5) below), there exists a diffusion-
degenerate, monotone increasing front connecting u = 0 with u = α, trav-
eling with speed c; and,
(iii) non-degenerate traveling fronts (case [Nn]): for each value c > c(α) there
exists a non-degenerate, monotone decreasing front connecting u = 1 with
u = α, traveling with speed c.
This paper addresses the stability properties of the three types of waves described
above and whose existence was proved by Sanchez-Gardun˜o and Maini [63].
As a final remark on the existence theory, let us mention that there is another
approach which applies the Conley index and can be found in [13, 64]; for front
existence results in a more general class of equations with advection terms, the
reader is referred to [20]; the case of a doubly degenerate diffusion has also been
considered in the literature (see references [41, 42]); and, finally, even in the case of
systems of equations with degenerate diffusions some existence results are available
(see, for example, [15]).
1.3. Previous front stability results and the contributions of this paper.
The stability of reaction-diffusion fronts with uniformly positive diffusion coeffi-
cients has been the subject of intense research in the last fifty years and the litera-
ture is exhaustive. From a methodological viewpoint we mention here the seminal
works by Fife and McLeod [16], which applies comparison principles for super-
and sub-solutions, and those by Sattinger [67] and Henry [22], more in the spirit
of dynamical systems techniques for PDEs. The stability of degenerate-diffusion
fronts has been significantly less studied. An early work by Hosono [26] establishes
the stability of the sharp traveling front with speed c = c∗ for reaction diffusion
equations in the “porous medium” form, ut = (u
m)xx + f(u), with m ≥ 1 (that
is, for D(u) = mum−1) and reaction function f of Nagumo (or bistable type).
Hosono’s analysis is based on comparison principles and on the construction of
super- and sub-solutions to the degenerate parabolic problem. Notice that this
diffusion coefficient does not satisfy assumptions (1.2) except in the case m = 2;
in addition, the method of proof is based on particular properties of solutions
to the porous medium equation, more precisely, on the maximum principle. Up
to our knowledge, Hosono’s paper is the only rigorous work on the stability of
diffusion-degenerate Nagumo fronts in the literature. Slightly more attention has
been devoted to the Fisher-KPP reaction function with degenerate diffusivities (see,
e.g., [7, 11, 23, 28, 29, 46]) but most of these works pertain to the role of sharp
waves (c = c∗) as attractors of compactly supported initial data (or exponentially
decaying, for that matter) for equation (1.1), but not on the stability of the latter.
It is to be observed that compactly supported initial data cannot be considered as
perturbations of the monotone fronts because the former have non-zero asymptotic
limits: any small perturbation u0 of the wave ϕ stays in the neighborhood of non-
zero equilibrium states as x→∞ or x→ −∞ and, therefore, the initial data u0 +ϕ
cannot be compactly supported (not even asymptotically decaying). As far as we
know there is no work on the stability of monotone traveling diffusion-degenerate
Nagumo fronts available in the literature.
In this paper, we study the stability of both diffusion-degenerate and non-
degenerate monotone Nagumo fronts. Our work establishes the first step of a
general stability program: the property of spectral stability, which is based on the
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analysis of the spectrum of the linearized differential operator around the wave.
Our approach is linked to the modern stability theory of nonlinear waves based on
Evans function methods and the relation between spectral stability properties with
the (orbital) nonlinear stability of the wave as a solution to the evolution equa-
tion under small perturbations. We refer the reader to the works by Alexander,
Gardner and Jones [1], Sandstede [65] and the book by Kapitula and Promislow
[30] (see also the multiple references therein). Spectral stability can be formally
defined as the “well-behavior” of the linearized operator around the traveling front,
in the sense that there are no eigenvalues with positive real part which could ren-
der exponentially growing-in-time solutions to the linear problem (for the precise
statement, see Definition 3.2 below). The degeneracy of the diffusion coefficient,
however, is responsible of some technical difficulties even at the spectral level. The
stability of diffusion-degenerate Fisher-KPP fronts is studied in a companion pa-
per [38]. There are new aspects, however, which are particular to the Nagumo
cases. Here we summarize the contributions of this work. Due to the degeneracy
of the diffusion coefficient at u = 0, one of the end points of the front, the cor-
responding asymptotic coefficient matrix (when the spectral problem is written as
a first order system) ceases to be hyperbolic. This prevents us to apply standard
results (basically, the relation between hyperbolicity, exponential dichotomies and
the Fredholm borders location) to locate the essential spectrum. For that purpose,
we use the particular partition of spectrum proposed in [38] to deal with degener-
ate problems. We generalize the method in [38] and show that there is convergence
in the generalized sense of a family of operators (parabolic regularizations of the
linearized operator around the front) when the regularization parameter tends to
zero. The new partition of spectrum sorts out the complex values λ for which the
operator L−λ has closed range or not. Thus, this technique only allows to control
a subset of the essential spectrum characterized by this closed range property. To
deal with points in the compressed spectrum (the range is no longer closed) we
analyze the behavior of singular (or Weyl) sequences. Appropriately chosen ex-
ponential weights allow to control both the “closed range” points of the essential
spectrum and the singular sequences associated to complex values in the subset of
the compressed spectrum. These exponential weights allow us, in turn, to perform
energy estimates on spectral equations that help to locate the point spectrum. The
estimates are possible thanks to the monotonicity of the fronts and to the fact that
the exponential weights imply that a certain transformation remains in the space
domain of the operator. All these assumptions have to be verified on a case by case
basis for each of the monotone Nagumo fronts under consideration.
1.4. Main results. Let us now state the main results of this paper. The first
theorem pertains to the spectral stability of non-degenerate fronts (the diffusion
coefficient is uniformly bounded below and the problem is non-degenerate).
Theorem 1.1 (spectral stability of non-degenerate monotone Nagumo fronts).
Under hypotheses (1.2) and (1.4), there exists a positive wave speed c0(α) ≥ c(α)
such that the family of all non-degenerate monotone Nagumo fronts connecting
the equilibrium states u = 1 with u = α and traveling with speed c > c0(α) are
spectrally stable with spectral gap in an exponentially weighted energy space L2a.
More precisely, there exists a > 0 such that
σ(L)|L2a ⊂ {λ ∈ C : Reλ ≤ −µ < 0} ∪ {0},
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for some µ > 0 and where L : L2a → L2a denotes the linearized operator around the
traveling front and σ(L)|L2a denotes the spectrum with respect to the energy space
L2a.
It is to be observed that, notably, only those fronts traveling with a speed
greater than a certain threshold value are spectrally stable in a certain exponen-
tially weighted energy space. In this non-degenerate case we are able to show the
existence of a “spectral gap” (a positive distance between the spectrum and the
imaginary axis, except to the eigenvalue zero which is isolated and simple).
The second theorem establishes the spectral stability in L2 of stationary Nagumo
diffusion-degenerate fronts. Notice that this result does not provide information on
the spectral gap.
Theorem 1.2 (spectral stability of degenerate monotone stationary Nagumo fronts).
Under hypotheses (1.2) and (1.4), all monotone stationary diffusion-degenerate Na-
gumo fronts connecting the equilibrium states u = 0 and u = 1 are spectrally stable
in the energy space L2. More precisely,
σ(L)|L2 ⊂ {λ ∈ C : Reλ ≤ 0}.
The third and final theorem guarantees the spectral stability in a suitably chosen
exponentially weighted energy L2-space of all fronts in the family of degenerate
fronts connecting u = 0 with the unstable equilibrium u = α. Once again, no
information on the spectral gap is provided.
Theorem 1.3 (spectral stability of degenerate non-stationary monotone Nagumo
fronts). Under hypotheses (1.2) and (1.4), the family of all monotone diffusion-
degenerate Nagumo fronts connecting the equilibrium states u = α with u = 0
and traveling with speed c > c(α) are spectrally stable in an exponentially weighted
energy space L2a. More precisely, there exists a > 0 such that
σ(L)|L2a ⊂ {λ ∈ C : Reλ ≤ 0},
where L : L2a → L2a denotes the linearized operator around the traveling front.
Plan of the paper. This article is organized as follows. In Section 2 we review
the existence results due to Sa´nchez-Gardun˜o and Maini [63]. As a by-product of
their analysis we establish the asymptotic decay of the waves and some structural
properties that are needed in the stability study. In Section 3 we pose the spectral
stability problem. In particular, we recall Weyl’s partition of spectrum and the
partition introduced in [38] to deal with degenerate diffusions. Section 4 contains
a generalization to conjugated operators of the parabolic regularization technique
and the convergence of operators in the generalized sense that is needed to locate
a subset of the essential spectrum. In Section 5, we establish energy estimates
on the solutions to the spectral equation for conjugated operators under particular
hypotheses on the decaying properties of such solutions (see Assumption 5.1 below).
The basic energy estimate (see Lemma 5.2) is the main tool to locate the point
spectrum. Sections 6, 7 and 8 are devoted to prove the Main Theorems 1.1, 1.2
and 1.3, respectively.
On notation. We denote the real and imaginary parts of a complex number λ
by Reλ and Imλ, respectively, as well as complex conjugation by λ∗. We use
lowercase boldface roman font to indicate column vectors (e.g., w), and with the
8 J. F. LEYVA, L. F. LO´PEZ RI´OS, AND R. G. PLAZA
exception of the identity matrix I, we use upper case boldface roman font to indicate
square matrices (e.g., A). Linear operators acting on infinite-dimensional spaces are
indicated with calligraphic letters (e.g., L and T ), except for the identity operator
which is indicated by Id. In the sequel, L2 and Hm, m ∈ Z, will denote the
standard Sobolev spaces of complex-valued functions on the real line, L2(R;C) and
Hm(R;C), respectively, except when it is explicitly stated otherwise. They are
endowed with the standard inner products,
〈u, v〉L2 =
∫
R
uv∗ dx, 〈u, v〉Hm =
m∑
k=1
〈∂kxu, ∂kxv〉L2 .
Let M (R;C) denote the set of Lebesgue measurable complex-valued functions in
R. For any a ∈ R, the exponentially weighted Sobolev spaces, defined as
Hma (R;C) = {v ∈M (R;C) : eaxv ∈ Hm(R;C)},
for m ∈ Z, m ≥ 0, are Hilbert spaces endowed with the inner product and norm,
〈u, v〉Hma := 〈eaxu, eaxv〉Hm , ‖v‖2Hma := ‖eaxv‖2Hm = 〈v, v〉Hma .
According to custom we denote L2a = H
0
a . We use the standard notation in as-
ymptotic analysis [14], in which the symbol “∼” means “behaves asymptotically
like” as x → x∗, more precisely, f ∼ g as x → x∗ if f − g = o(|g|) as x → x∗ (or
equivalently, f/g → 1 as x→ x∗ if both functions are positive).
2. Structure of monotone diffusion-degenerate Nagumo fronts
In this section we recall the existence theory of diffusion-degenerate Nagumo
fronts and prove some structural properties which will be useful later on.
2.1. Monotone diffusion-degenerate Nagumo fronts. The existence of diffu-
sion-degenerate Nagumo fronts for equations of the form (1.1), under assumptions
(1.2) and (1.4), was proved by Sa´nchez-Gardun˜o and Maini [63]. The authors
analyze the local and global phase portraits of the associated ODE system and prove
the emergence of heteroclinic connections. Since the Nagumo reaction function has
another equilibrium point at u = α ∈ (0, 1), the structure of the fronts is richer
than that of the Fisher-KPP case [61, 62]. Sa´nchez-Gardun˜o and Maini [63] show,
for instance, the existence of monotone, oscillating and sharp fronts. We specialize
our observations, however, to monotone fronts only.
If we suppose that u(x, t) = ϕ(x− ct) is a traveling wave solution to (1.1) with
speed c ∈ R, then the profile function ϕ : R→ R is a solution to
(D(ϕ)ϕξ)ξ + cϕξ + f(ϕ) = 0, (2.1)
where ξ = x− ct denotes the translation variable. We write the asymptotic limits
of the traveling wave as
u± := ϕ(±∞) = lim
ξ→±∞
ϕ(ξ).
It is assumed that u+ and u− are equilibrium points of the reaction function, that
is, u± ∈ {1, 0, α} in the Nagumo case. Written as a first order system, equation
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(2.1) is recast as
dϕ
dξ
= v
D(ϕ)
dv
dξ
= −cv −D′(ϕ)v2 − f(ϕ).
(2.2)
Aronson [3] (see also [63]) overcomes the singularity at ϕ = 0 by introducing the
parameter τ = τ(ξ), such that
dτ
dξ
=
1
D(ϕ(ξ))
,
and the system is transformed into
dϕ
dτ
= D(ϕ)v
dv
dτ
= −cv −D′(ϕ)v2 − f(ϕ).
(2.3)
Heteroclinic trajectories of both systems are equivalent, so the analysis focuses on
the study of the topological properties of equilibria for system (2.3), which depend
upon the reaction function f .
Let us suppose that f = f(u) is of Nagumo type, satisfying (1.4). In [63], the
authors define the function D : [0, 1]→ R as
D(ϕ) :=
∫ ϕ
0
D(u)f(u)du. (2.4)
Likewise, let us define the following threshold speed
c(α) := 2
√
D(α)f ′(α) > 0. (2.5)
The existence of monotone fronts can be summarized as follows.
Proposition 2.1 (monotone Nagumo fronts [63]). If the function D = D(u) satis-
fies (1.2) and f = f(u) is of Nagumo (or bistable) type satisfying (1.4), then there
exist monotone traveling wave solutions to equation (1.1) which can be classified as
follows:
[sN>] Stationary, monotone increasing front: when c = 0 and D(1) = 0 there
exists a unique monotone increasing front ϕ = ϕ(x) with
u+ = ϕ(+∞) = 1, u− = ϕ(−∞) = 0,
and ϕx > 0 for all x ∈ R. It is diffusion degenerate at u− = 0 as x→ −∞.
[sN<] Stationary, monotone decreasing front: when c = 0 and D(1) = 0 there
exists a unique monotone decreasing front ϕ = ϕ(x) with
u+ = ϕ(+∞) = 0, u− = ϕ(−∞) = 1,
and ϕx < 0 for all x ∈ R. It is diffusion degenerate at u+ = 0 as x→ +∞.
[Nn] Non-degenerate, monotone decreasing fronts: for each speed value c > c(α),
there exists a traveling wave solution ϕ = ϕ(x− ct) with
u+ = ϕ(+∞) = α, u− = ϕ(−∞) = 1,
and ϕξ < 0 for all ξ ∈ R. These fronts are non-degenerate in the sense that
D(u±) > 0 and D(ϕ) ≥ δ0 > 0 for all values of ϕ.
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[Nd] Degenerate, monotone increasing fronts: for each speed value c > c(α),
there exists a traveling wave solution ϕ = ϕ(x− ct) with
u+ = ϕ(+∞) = α, u− = ϕ(−∞) = 0,
and ϕξ > 0 for all ξ ∈ R. These fronts are diffusion degenerate at u− = 0
as ξ → −∞.
Remark 2.2. The main Theorem 1 in [63] also establishes the existence of sharp
traveling waves, as well as that of pulses and oscillatory (non-monotone) fronts,
which are not considered in the present analysis.
A summary of the diffusion degenerate monotone traveling Nagumo fronts can
be found in Table 1. An illustration of the three different types of monotone fronts
can be observed in Figure 2 as well. Stationary fronts are depicted in Figure 2(a),
whereas traveling fronts with speed c > c, either degenerate or not, are illustrated
in Figure 2(b).
Table 1. Summary of monotone fronts for diffusion degenerate
Nagumo equations (cf. [63])
Case u− u+ Speed c Monotonicity Degeneracy
[sN>] 0 1 c = 0 ϕx > 0 degenerate
[sN<] 1 0 c = 0 ϕx < 0 degenerate
[Nn] 1 α c > c(α) ϕξ < 0 non-degenerate
[Nd] 0 α c > c(α) ϕξ > 0 degenerate
2.2. Asymptotic decay. In this section we examine the asymptotic behavior of
the traveling fronts as ξ → ±∞, which can be deduced from the existence analysis
of [63]. We shall use this information in the course of the stability study.
The first result shows that monotone stationary Nagumo fronts decay alge-
braically on the degenerate side and exponentially on the non-degenerate side.
Lemma 2.3 (asymptotic decay; cases [sN≷]). Let ϕ = ϕ(x) be the stationary
monotone decreasing (resp. increasing) Nagumo front, with c = 0, and u+ = 0,
u− = 1 (resp. u+ = 1, u− = 0). Then, ϕ decays when x→ ±∞ as
|∂jx(ϕ− 1)| = O(e−η|x|), as x→ −∞ (resp. x→ +∞), j = 0, 1;
|∂jxϕ| = O(x−(2+j)), as x→ +∞ (resp. x→ −∞), j = 0, 1,
(2.6)
with η =
√− f ′(1)/D(1) > 0. Moreover, ϕ and ϕx behave asymptotically as
ϕ ∼ C0
x2
+O(x−4), ϕx ∼ ∓C1
x3
, as x→ +∞ (resp. x→ −∞),
ϕ ∼ C2e−η|x|, ϕx ∼ ∓C3e−η|x|, as x→ −∞ (resp. x→ +∞),
(2.7)
for some uniform Cj , η > 0.
Proof. Without loss of generality we consider the monotone decreasing front only
(case [sN<], with c = 0, u+ = 0, u− = 1). The front corresponds to an heteroclinic
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[sN>]
[sN<]
(a) Stationary fronts, c = 0.
0
ξ
α
1
φ(ξ )
[Nn]
[Nd]
(b) Moving fronts, c > c(α), ξ = x− ct.
Figure 2. Illustration of the monotone Nagumo traveling fronts
of Table 1. The stationary degenerate traveling fronts [sN≷], for
which c = 0, are depicted in panel (a); they connect equilibria
u = 1 and u = 0 to each other. Panel (b) shows, on one hand, a
non-degenerate, monotone decreasing front [Nn] connecting u = 1
to u = α shown in green; it also shows (in red), on the other hand,
a degenerate, monotone increasing connection [Nd] between u = 0
and u = α (color online).
orbit from the equilibrium point P1 = (1, 0) to the point P0 = (0, 0) in the phase
plane for system (2.3). Following [63], we can write the former in Hamiltonian form,
ϕ˙ =
∂H
∂v
, v˙ = −∂H
∂ϕ
,
where
H(ϕ, v) = 12 (D(ϕ)v)
2 +
∫ ϕ
0
D(u)f(u) du, (2.8)
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that is,
ϕ˙ = D(ϕ)2v,
v˙ = −D′(ϕ)D(ϕ)v2 −D(ϕ)f(ϕ). (2.9)
This is accomplished by making the change of variables dτ/dx = D(ϕ)−2, · = d/dτ ,
in the original system (2.2). Therefore, the trajectories of (2.9), and hence those
of (2.2), coincide with the level curves of H(ϕ, v) = constant. In particular, the
heteroclinic trajectory between P0 and P1 corresponds to the level set H(ϕ, v) =
H(0, 0) = H(1, 0) = D(1) = 0. Solving H(ϕ, v) = 0 for v and taking the negative
root in view of ϕx < 0, we obtain
ϕx = v = −
√
2
D(ϕ)
(−D(ϕ))1/2,
for ϕ ∈ (0, 1). Since ϕ→ 0, ϕx → 0, as x→ +∞, in order to find the rate of decay
we make asymptotic expansions around ϕ = 0:
D(ϕ) = D′(0)ϕ+ 12D
′′(0)ϕ2 +O(ϕ3),
D(ϕ) = 13D
′(0)f ′(0)ϕ3 +O(ϕ4).
Upon substitution,
ϕx = −
√
2
ϕ
(
D′(0) + 12D
′′(0)ϕ+O(ϕ2)
)−1(
1
3D
′(0)f ′(0)ϕ3 +O(ϕ4)
)1/2
= −a0ϕ1/2 + b0ϕ3/2 +O(ϕ5/2),
with a0 =
√
− 23f ′(0)/D′(0) > 0 and some b0 > 0. Normalizing ϕ → ϕ/a20 we
obtain
ϕx = −ϕ1/2 + bϕ3/2 +O(ϕ5/2),
as ϕ → 0+ with b = a0b0 > 0. By standard results of asymptotic analysis (cf.
Bender and Orzag [6]) we conclude that ϕ behaves asymptotically like the solution
ϕ˜ to the equation
ϕ˜x = −ϕ˜1/2 + bϕ˜3/2,
as x→ +∞. Integrating this equation by separation of variables one obtains
log
(
1/b+ ϕ˜1/2
1/b− ϕ˜1/2
)
=
1
2x
.
Solving for ϕ˜ we get,
ϕ˜1/2 =
1
b
(e1/2x − 1)
(e1/2x + 1)
→ 0+, as x→ +∞.
Thus,
ϕ ∼ ϕ˜ = 1
b2
tanh2
(
1
4x
)
=
1
4b2
x−2 +O(x−4),
as x → +∞. We then deduce the asymptotic behavior (2.7) when x → +∞ (use
L’Hoˆpital’s rule, for instance, to show that ϕx ∼ x−3). This yields the desired
algebraic decay rate on the degenerate side in (2.6).
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To verify the exponential decay on the the non-degenerate side, note that the
equilibrium point P1 = (1, 0) is hyperbolic because the diffusion coefficient is not
degenerate at u = 1. The linearization of system (2.2) around P1, written as
d
dx
(
ϕ
v
)
= g(ϕ, v) =
(
v
−D(ϕ)−1(D′(ϕ)v2 + f(ϕ))
)
,
where c = 0, is given by
(D(ϕ,v)g)|(1,0) =
(
0 1
−f ′(1)/D(1) 0
)
,
with positive eigenvalue η =
√−f ′(1)/D(1) (decaying mode as x → −∞). By
standard ODE estimates we deduce that ϕ and ϕx behave asymptotically as
ϕ ∼ C0e−η|x|, ϕx ∼ −C1e−η|x|,
as x → −∞ for some uniform constants C0, C1 > 0. This shows (2.7) at x = −∞
and the exponential decay rate (2.6) on the non-degenerate side, as well. The
lemma is now proved. 
In the case of degenerate non-stationary Nagumo fronts (case [Nd] in Table 1)
the decay is exponential at both end points.
Lemma 2.4 (asymptotic decay; case [Nd]). Let ϕ = ϕ(ξ) be a monotone increasing
degenerate Nagumo front, for which u+ = α, u− = 0, ϕξ > 0, traveling with speed
c > c(α). Then ϕ behaves asymptotically as
|∂jξ(ϕ− u+)| = |∂jξ(ϕ− α)| = O(e−ηξ), as ξ → +∞, j = 0, 1, (2.10)
for η = (2D(α))−1(c+
√
c2 − 4D(α)f ′(α)) > 0; and as,
|∂jξ(ϕ− u−)| = |∂jξϕ| = O(e|f
′(0)|ξ/c), as ξ → −∞, j = 0, 1, (2.11)
on the degenerate side. Moreover, ϕ and ϕξ behave asymptotically like
ϕ ∼ C0e−ηξ, ϕξ ∼ C1e−ηξ, (2.12)
when ξ → +∞, and like
ϕ ∼ C2e|f ′(0)|ξ/c, ϕξ ∼ C3e|f ′(0)|ξ/c, (2.13)
when ξ → −∞, for appropriate positive uniform constants Cj > 0.
Proof. Let us first examine the asymptotic behavior on the non-degenerate side as
ξ → +∞. The linearization of system (2.2) around the equilibrium point Pα =
(α, 0) is given by
(D(ϕ,v)g)|(α,0) =
(
0 1
−f ′(α)/D(α) −c/D(α)
)
,
having only one negative eigenvalue,
µ = − 1
2D(α)
(
c+
√
c2 − c(α)2) =: −η,
with η > 0. By standard ODE estimates around a hyperbolic end point the trajec-
tory behaves asymptotically as
ϕ ∼ C0e−ηξ, ϕξ ∼ C1e−ηξ,
when ξ → +∞ for some uniform constants C0, C1 > 0.
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To verify the exponential decay on the degenerate side, notice that P0 = (0, 0)
is a non-hyperbolic point for system (2.3) for all admissible values of the speed
c ≥ c(α) = √4D(α)f ′(α) > 0, and we need higher order terms to approximate the
trajectory along a center manifold. Let us denote the former as v = h(ϕ). After an
application of the center manifold theorem, we find that P0 is locally a saddle-node,
and the center manifold has the form
h(ϕ) = −f
′(0)
c
ϕ− 1
2c3
(
f ′′(0)c2 + 4D′(0)f ′(0)2
)
ϕ2 +O(ϕ3),
as ϕ→ 0+ (see Sa´nchez-Gardun˜o and Maini [63] for details). The trajectory leaves
the saddle-node along the center manifold for ϕ → 0+. Therefore, for ξ → −∞,
the trajectory behaves as
ϕξ = h(ϕ) ∼ −f
′(0)
c
ϕ ≥ 0,
as ϕ→ 0+, yielding
ϕ = O(e|f
′(0)|ξ/c), as ξ → −∞.
This proves the result. 
Finally, since non-degenerate Nagumo fronts (case [Nn]), for which u+ = α
and u− = 1, correspond to heteroclinic orbits joining hyperbolic rest points (none
of the end points is diffusion degenerate), the linearization is sufficient to conclude
exponential asymptotic decay. This behavior is summarized in the following lemma;
we omit its proof.
Lemma 2.5 (asymptotic decay; case [Nn]). Let ϕ = ϕ(ξ) be a monotone decreasing
non-degenerate Nagumo front, for which u+ = α, U− = 1 and ϕξ < 0, traveling
with speed c > c(α). Then ϕ decays as
|∂jξ(ϕ− u+)| = |∂jξ(ϕ− α)| = O(e−η1ξ), as ξ → +∞,
|∂jξ(ϕ− u−)| = |∂jξ(ϕ− 1)| = O(eη2ξ), as ξ → −∞,
for j = 0, 1, and with
η1 = (2D(α))
−1(c+
√
c2 − 4D(α)f ′(α)) > 0,
η2 = (2D(1))
−1(c+
√
c2 − 4D(1)f ′(1)) > 0.
Moreover, the trajectory behaves asymptotically like
ϕ ∼ C0e−η|ξ|, ϕξ ∼ C1e−η|ξ|, (2.14)
as ξ → ±∞ for appropriate constants C0, C1 > 0 and η > 0.
2.3. Further properties. We finish this section by proving that the fronts have
the required regularity for the spectral analysis that follows. For later use, we
also prove an auxiliary lemma that guarantees the boundedness of a particular
coefficient. We use the asymptotic decay of the fronts in a key way.
Lemma 2.6 (C4-regularity). Under assumptions (1.2) and (1.4), all the monotone
Nagumo fronts in Table 1 are of class C4(R).
Proof. Since D ∈ C4, f ∈ C3 and (ϕ, v) = (ϕ,ϕξ) is a solution to a nonlinear
autonomous system of the form
d
dξ
(
ϕ
ϕξ
)
= g(ϕ,ϕξ),
SPECTRAL STABILITY OF DIFFUSION-DEGENERATE NAGUMO FRONTS 15
with g = g(ϕ, v) of class C3 in (ϕ, v), then ϕ is at least of class C4 for ξ ∈ R. 
Lemma 2.7 (H2-regularity). All the monotone Nagumo fronts in Table 1 satisfy
ϕξ ∈ H2.
Proof. Since each profile is at least of class C4 as a function of ξ ∈ R, in order
to show that ϕξ ∈ H2(R) it suffices to verify that ϕξ and its derivatives decay
sufficiently fast as ξ → ±∞.
Let us first examine the case of stationary fronts. Without loss of generality
we consider only the monotone decreasing case [sN<] with u+ = 0, u− = 1 and
ϕx < 0. Notice that on the degenerate side we have
|ϕx| ≤ C
x3
, as x→ +∞.
Since x−3 is square integrable in (x0,+∞) for any fixed (but arbitrary) x0 > 1, we
deduce that ϕx ∈ L2(x0,+∞). On the non-degenerate side the decay is exponential,
|ϕx| ≤ Ce−η|x|, as x→ −∞,
with C, η > 0. This yields ϕx ∈ L2(−∞,−x0) for any x0 > 1. Since ϕx ∈ C3 then
it is bounded in any compact interval and we have ϕx ∈ L2(−x0, x0) as well. We
conclude that ϕx ∈ L2(R).
Now since ϕx ∼ x−3 as x→ +∞ and ϕx < 0 then we have
−x3ϕx → C0, as x→ +∞,
for some C0 > 0. Then by L’Hoˆpital’s rule we obtain
C0 = − lim
x→+∞x
3ϕx = lim
x→+∞
x4ϕxx
3
= − lim
x→+∞
x5ϕxxx
12
,
yielding
|ϕxx| ≤ C1
x4
, |ϕxxx| ≤ C2
x5
,
as x → +∞ for some Cj > 0. Consequently, ϕxx, ϕxxx ∈ L2(x0,+∞) for any
x0 > 1. On the non-degenerate side the decay is exponential, more precisely,
|ϕx| ∼ Ceηx, as x→ −∞.
By the same arguments this behavior yields
|ϕxx|, |ϕxxx| ≤ C¯eηx, as x→ −∞,
for some C¯ > 0. Thus, ϕxx, ϕxxx ∈ L2(−∞,−x0) for any x0 > 1. We conclude
that ϕx ∈ H2(R).
The same argument applies to the degenerate [Nd] and the non-degenerate [Nn]
cases, inasmuch as the decay is exponential in both cases (Lemmata 2.4 and 2.5),
even on the degenerate side. Details are omitted. We conclude that ϕξ ∈ H2(R)
and the lemma is proved. 
Lemma 2.8. For all monotone Nagumo fronts under consideration, there exists a
uniform constant C > 0 such that
sup
ξ∈R
∣∣∣∣D(ϕ)ϕξξϕξ
∣∣∣∣ ≤ C.
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Proof. Follows directly from the asymptotic behavior (2.7) of stationary fronts,
(2.12) of monotone degenerate fronts, and (2.14) in the non-degenerate case. For
example, in the stationary monotone decreasing case [sN<] one has
ϕ ∼ C0
x2
, ϕx ∼ −C1
x3
, ϕxx ∼ C2
x4
,
as x→ +∞, with Cj > 0 and D(ϕ) = D′(0)ϕ+O(ϕ2) as ϕ→ 0+. Therefore, it is
easy to verify that D(ϕ)ϕxx/ϕx behaves asymptotically as
D(ϕ)
ϕxx
ϕx
∼ CD′(0)x−3 → 0,
as x→ +∞ for some uniform C > 0. On the non-degenerate side the decay of the
profile and its derivatives is exponential, yielding
D(ϕ)
ϕxx
ϕx
∼ C¯eηx → 0,
as x → −∞, for some C¯, η > 0. Since the coefficient is continuous in [−R,R] for
any R > 0 and tends to zero as x → ±∞ the conclusion follows. The cases [Nd]
and [Nn] can be treated similarly. We omit the details. 
3. The spectral stability problem
3.1. Perturbation equations. Suppose that u(x, t) = ϕ(x − ct) is one of the
monotone diffusion-degenerate Nagumo traveling fronts of Table 1, traveling with
speed c ∈ R. In all the cases under consideration, the speed is non-negative, so we
assume from this point on that c ≥ 0. With a slight abuse of notation we make the
change of variables x → x− ct, where now x denotes the translation variable. We
shall keep this notation for the rest of the paper. In the new coordinates, equation
(1.1) is recast as
ut = (D(u)ux)x + cux + f(u), (3.1)
for which traveling fronts are stationary solutions, u(x, t) = ϕ(x), satisfying the
profile equation,
(D(ϕ)ϕx)x + cϕx + f(ϕ) = 0. (3.2)
The front connects asymptotic equilibrium points of the reaction: ϕ(x) → u± as
x→ ±∞, where u± ∈ {0, 1, α}, depending on the case (see Table 1). The wave can
be either monotone increasing, ϕx > 0, or monotone decreasing, ϕx < 0.
Let us consider solutions to (3.1) of the form ϕ(x) + u(x, t), where, from now
on, u denotes a perturbation. Substituting we obtain the nonlinear perturbation
equation
ut = (D(ϕ+ u)(ϕ+ u)x)x + cux + cϕx + f(u+ ϕ).
Linearizing around the front and using the profile equation (3.2) we get
ut = (D(ϕ)u)xx + cux + f
′(ϕ)u. (3.3)
The right hand side of equation (3.3), regarded as a linear operator acting on an
appropriate Banach space X, naturally defines the following spectral problem
λu = Lu, (3.4)
where λ ∈ C is the spectral parameter, and
L : D(L) ⊂ X → X,
Lu = (D(ϕ)u)xx + cux + f ′(ϕ)u.
(3.5)
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Loosely speaking, by spectral stability we understand the absence of solutions
u ∈ X to equation (3.4) for Reλ > 0, that is, the situation in which the spectrum of
the operator L belongs to the stable half plane with Reλ ≤ 0. Clearly, the spectrum
of the operator depends upon the choice of the Banach space X. In the stability
analysis of nonlinear waves, it is customary to consider energy spaces X = L2 and
D(L) = H2, so that L can be regarded as a closed, densely defined operator acting
on L2 (see Appendix A). In this fashion, the stability analysis of the operator L
pertains to localized perturbations.
3.2. Partitions of spectra. In this section we define the resolvent and spectra of a
linearized operator and what we understand as spectral stability. More importantly,
we introduce two different partitions of the spectrum, which will be used in the
stability analysis.
Let X and Y be Banach spaces, and let C (X,Y ) and B(X,Y ) denote the sets
of all closed and bounded linear operators from X to Y , respectively. For any L ∈
C (X,Y ) we denote its domain as D(L) ⊆ X and its range asR(L) := L(D(L)) ⊆ Y .
We say L is densely defined if D(L) = X.
Definition 3.1 (resolvent and spectrum). Let L ∈ C (X,Y ) be a closed, densely
defined operator. Its resolvent ρ(L) is defined as the set of all complex numbers
λ ∈ C such that L − λ is injective, R(L − λ) = Y and (L − λ)−1 is bounded. Its
spectrum is defined as σ(L) := C\ρ(L).
Definition 3.2 (X-spectral stability). We say the traveling front ϕ is X-spectrally
stable if
σ(L) ⊂ {λ ∈ C : Reλ ≤ 0}.
In the analysis of stability of nonlinear waves (cf. [30, 65]) the spectrum is often
partitioned into essential and isolated point spectrum. This definition is originally
due to Weyl [79] (see also [12, 32]).
Definition 3.3 (Weyl’s partition of spectrum). Let L ∈ C (X,Y ) be a closed,
densely defined linear operator. We define its isolated point spectrum and its es-
sential spectrum, as the sets
σ˜pt(L) := {λ ∈ C : L − λ is Fredholm with index zero and non-trivial kernel},
and,
σess(L) := {λ ∈ C : L − λ is either not Fredholm, or has index different from zero},
respectively.
We remind the reader that an operator L ∈ C (X,Y ) is said to be Fredholm if
its range R(L) is closed, and both its nullity, nulL = dim kerL, and its deficiency,
def L = codimR(L), are finite. L is said to be semi-Fredholm if R(L) is closed and
at least one of nulL and def L is finite. In both cases the index of L is defined as
indL = nulL − def L (cf. [32]).
Remark 3.4. Notice that since L is a closed operator, then σ(L) = σ˜pt(L)∪σess(L)
(cf. Kato [32], p. 167). There are many definitions of essential spectrum in the
literature. Weyl’s definition makes it easy to compute and has the advantage that
the remaining point spectrum, σ˜pt, is a discrete set of isolated eigenvalues (see
Remark 2.2.4 in [30]).
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In the present context with degenerate diffusion, however, this partition is not
particularly useful when analyzing fronts that connect a degenerate point for the
diffusion due to the loss of hyperbolicity of the asymptotic coefficients of the op-
erator when the spectral problem is written as a first order system. Consequently,
in this paper we shall also employ the following partition of the spectrum (see also
[38]).
Definition 3.5. Let L ∈ C (X,Y ) be a closed, densely defined operator. We define
the following subsets of the complex plane:
σpt(L) :={λ ∈ C : L − λ is not injective},
σδ(L) :={λ ∈ C : L − λ is injective, R(L − λ) is closed and R(L − λ) 6= Y },
σpi(L) :={λ ∈ C : L − λ is injective and R(L − λ) is not closed}.
Remark 3.6. Observe that the sets σpt(L), σpi(L) and σδ(L) are clearly disjoint
and, since L is closed, we know that if L is invertible then L−1 ∈ B(Y,X). Conse-
quently,
σ(L) = σpt(L) ∪ σpi(L) ∪ σδ(L).
Also note that the set of isolated eigenvalues with finite multiplicity (see Definition
3.3) is contained in σpt, that is, σ˜pt(L) ⊂ σpt(L), and that λ ∈ σpt(L) if and only
if there exists u ∈ D(L), u 6= 0 such that Lu = λu.
Remark 3.7. Note that the set σδ(L) is clearly contained in what is known as the
compression spectrum (see, e.g., [27], p. 196):
σδ(L) ⊂ σcom(L) := {λ ∈ C : L − λ is injective, and R(L − λ) 6= Y },
whereas the set σpi(L) is contained in the approximate spectrum [12], defined as
σpi(L) ⊂ σapp(L) :={λ ∈ C : there exists un ∈ D(L) with ‖un‖ = 1
such that (L − λ)un → 0 in Y as n→ +∞}.
The last inclusion follows from the fact that, for any λ ∈ σpi(L), the range of L− λ
is not closed and, therefore, there exists a singular sequence, un ∈ D(L), ‖un‖ = 1
such that (L−λ)un → 0, which contains no convergent subsequence (see Theorems
5.10 and 5.11 in Kato [32], p. 233). Moreover, since the space L2 is reflexive, this
sequence can be chosen so that un ⇀ 0 in L
2 (see [12], p. 415). On the other hand,
it is clear that σpt(L) ⊂ σapp(L), as well.
In the sequel, σ(L)|X will denote the X-spectrum of the linearized operator (3.5)
with dense domain D(L) ⊂ X. For example, when it is computed with respect to a
local energy weighted space L2a for some a ∈ R, its spectrum is denoted by σ(L)|L2a .
This notation applies to any subset of the spectrum.
Remark 3.8 (translation eigenvalue). We recall that λ = 0 always belongs to the
L2-point spectrum because
Lϕx = ∂x
(
(D(ϕ)ϕx)x + cϕx + f(ϕ)
)
= 0,
in view of the profile equation (3.2) and the fact that ϕx ∈ H2 = D(L) (see Lemma
2.7). Thus, ϕx is the eigenfunction associated to the eigenvalue λ = 0.
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4. Generalized convergence of parabolic regularizations
In this section we extend the technique introduced in [38] (see Section 5 in
that reference) to locate the subset σδ of the spectrum, to the case of exponentially
weighted Sobolev spaces. The method consists of performing a parabolic regulariza-
tion of the linearized operator around the wave and on establishing the convergence
(in the generalized sense) of the family of regularized operators to the degenerate
operator as the regularization parameter tends to zero.
4.1. The regularized operator on exponentially weighted energy spaces.
Let ϕ = ϕ(x) be any of the monotone Nagumo fronts of Table 1 and consider the
following regularization of the diffusion coefficient: for any  > 0, let us define
D(ϕ) := D(ϕ) + . (4.1)
Note that, for fixed  > 0, D(ϕ) is positive and uniformly bounded below, including
the asymptotic limits, D(u±) = D(u±) +  > 0.
Let us consider now the following family of linearized, regularized operators
defined on weighted energy spaces,
Lu := (D(ϕ)u)xx + cux + f ′(ϕ)u,
L : Da(L) ⊂ L2a → L2a,
(4.2)
for some a ∈ R and any  ≥ 0. Its domain Da(L) is a dense subset of L2a. For
instance, we can take
Da(L) := H2a .
In this fashion, for any  > 0, L is a densely defined, closed operator in L2a, with
domain Da(L) = H2a . For  = 0, L0 = L is a densely defined, closable operator
in L2a. In this case we work with the closed extension of L and, without loss of
generality, we regard L : L2a → L2a as a closed, densely defined operator for any
 ≥ 0 with dense domain Da(L) = H2a (see Section A.1 in the Appendix).
We are interested in computing the spectrum of L with respect to the weighted
energy space L2a. It is well known that the location of the essential spectrum depends
upon the weight function under consideration (see, e.g., Kapitula and Promislow
[30], chapter 3), whereas the point spectrum is unmoved (cf. [30], or Proposition 3
in [38]). It is also known [30] that the spectrum of L on L2a is equivalent to that
of the conjugated operator La acting on the original L2 space, where
La := eaxLe−ax : D(La) ⊂ L2 → L2,
D(La) := {u ∈M (R;C) : e−axu ∈ H2a} ⊂ L2.
From its definition it is clear that D(La) = H2(R) ⊂ L2(R) and, therefore, La is a
densely defined operator in L2. Once again, if  > 0 then La is a closed operator in
L2, whereas if  = 0 the operator is closable and we work with the closed extension
of L0a on L2. Hence, without loss of generality, we regard La : D(La) = H2 ⊂ L2 →
L2, as a family of closed, densely defined operators for each  ≥ 0.
If ϕ is any of the monotone traveling fronts in Table 1 and L is the linear
operator defined in (4.2), then after straightforward calculations we find that the
associated conjugated operator La is given by
La : D(La) = H2 ⊂ L2 → L2,
Lau = D(ϕ)∂2x + b1,a(x)∂x + b0,a(x)Id,
(4.3)
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with coefficients
b1,a(x) := 2D
(ϕ)x + c− 2aD(ϕ),
b0,a(x) := a
2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ).
(4.4)
Set  = 0 in (4.3) and (4.4) to obtain the expression of the conjugated operator
of the original (non-regularized) operator L,
La : D(La) = H2 ⊂ L2 → L2,
Lau = D(ϕ)∂2x + b1,a(x)∂x + b0,a(x)Id,
(4.5)
where
b1,a(x) := 2D(ϕ)x + c− 2aD(ϕ),
b0,a(x) := a
2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ).
(4.6)
Observe that La and La have the same domain, D = H2.
Notice as well that for every  > 0, −Lω is a strongly elliptic operator acting
on L2 and that multiplication by D(ϕ)−1 is an isomorphism (recall that 0 <  ≤
D(ϕ) ≤ C for all x ∈ R and some uniform C > 0). Henceforth, the Fredholm
properties of La−λ and those of the operator J a (λ) : L2 → L2, densely defined as
J a (λ) := D(ϕ)−1(La−λ) = ∂2x+D(ϕ)−1b1,a(x)∂x+D(ϕ)−1(b0,a(x)−λ)Id, (4.7)
are the same (see Lemma A.3 in the Appendix).
Following a procedure which is customary in the literature on nonlinear waves
(cf. [1, 65, 30]), let us recast the spectral problem (4.7) as a first order system of
the form
wx = A

a(x, λ)w, (4.8)
where
w =
(
u
ux
)
∈ H1 ×H1,
and,
Aa(x, λ) =
(
0 1
D(ϕ)−1(λ− b0,a(x)) −D(ϕ)−1b1,a(x)
)
. (4.9)
It is a well-known fact (see, e.g., Theorem 3.2 in [48], as well as the references
[30] and [65]) that the associated first order operators
T a (λ) = ∂x − Aa(·, λ), T a (λ) : L2 × L2 → L2 × L2,
with domain D(T a (λ)) = H1 × H1 (and hence, densely defined in L2 × L2), are
endowed with the same Fredholm properties as J a (λ) and, consequently, as La −
λ. Moreover, these Fredholm properties depend upon the hyperbolicity of the
asymptotic coefficient matrices (cf. [65])
A,±a (λ) = lim
x→±∞A

a(x, λ).
Denoting
b,±0,a := limx→±∞ b

0,a(x) = a
2D(u±)− ac+ f ′(u±),
b,±1,a := limx→±∞ b

1,a(x) = c− 2aD(u±),
then the constant coefficients of the asymptotic systems are given by
A,±a (λ) =
(
0 1
D(u±)−1(λ− b,±0,a ) −D(u±)−1b,±1,a
)
. (4.10)
SPECTRAL STABILITY OF DIFFUSION-DEGENERATE NAGUMO FRONTS 21
Let us denote pi,±a (λ, z) = det(A
,±
a (λ)− zI), so that, for each k ∈ R
pi,±a (λ, ik) = −k2 + ik(cD(u±)−1 − 2a) + a2 −D(u±)−1(λ+ ac− f ′(u±)).
Thus, the Fredholm borders, defined as the λ-roots of pi,±a (λ, ik) = 0, are given by
λ,±a (k) := D
(u±)(a2 − k2)− ac+ f ′(u±) + ik(c− 2aD(u±)), k ∈ R. (4.11)
Notice that
max
k∈R
Reλ,±a (k) = D
(u±)a2 − ac+ f ′(u±).
Therefore, we define the region of consistent splitting for each a ∈ R and each  ≥ 0
as
Ω(a, ) :=
{
λ ∈ C : Reλ > max {D(u+)a2 − ac+ f ′(u+), D(u−)a2 − ac+ f ′(u−)}
}
.
(4.12)
Now, for each fixed λ ∈ C, a ∈ R and  > 0, let us denote S,±a (λ) and U ,±a (λ)
as the stable and unstable eigenspaces of A,±a (λ) in C2, respectively.
Lemma 4.1 (consistent splitting). For each λ ∈ Ω(a, ), a ∈ R and all  > 0, the
coefficient matrices A,±a (λ) have no center eigenspace and
dimS,±a (λ) = dimU
,±
a (λ) = 1.
Proof. Follows by elementary facts: thanks to connectedness of Ω(a, ) and continu-
ity of λ, it is clear that the dimensions of the stable and unstable eigenspaces do not
change for λ ∈ Ω(a, ). Moreover, since the Fredholm curves are defined precisely
as the set of points in the complex plane in which there is a center eigenspace, we
conclude that the asymptotic matrices are strictly hyperbolic in Ω(a, ). To com-
pute the dimensions of the eigenspaces it suffices to take λ ∈ R, λ 1, sufficiently
large. Thus, we find that the characteristic equation pi,±a (λ, z) = 0 has one positive
and one negative root:
z1 = − 12 (D(u±))−1b,±1,a − 12
√
((D(u±))−1b
,±
1,a )
2 + 4(D(u±))−1(λ− b,±0,a ) < 0,
z2 = − 12 (D(u±))−1b,±1,a + 12
√
((D(u±))−1b
,±
1,a )
2 + 4(D(u±))−1(λ− b,±0,a ) > 0,
for λ > 0 large. The conclusion follows. 
4.2. Fredholm properties and generalized convergence. Next, we charac-
terise the Fredholm properties of the operators La − λ for λ in the region of con-
sistent splitting.
Lemma 4.2. For all  > 0, a ∈ R, and for each λ ∈ Ω(a, ), the operator La − λ
is Fredholm with index zero.
Proof. If we fix λ ∈ Ω(a, ) then the matrices A,±a (λ) are hyperbolic. Therefore, by
standard exponential dichotomies theory [10] (see also Theorem 3.3 in [65]), system
(4.8) is endowed with exponential dichotomies on both rays [0,+∞) and (−∞, 0],
with Morse indices i,+a (λ) = dimU
,+
a (λ) = 1 and i
,−
a (λ) = dimS
,−
a (λ) = 1,
respectively. Apply Theorem 3.2 in [65] to conclude that the operators T a (λ) are
Fredholm with index ind T a (λ) = i,+a (λ) − i,−a (λ) = 0, showing that J a (λ) and
La − λ are Fredholm with index zero, as claimed. 
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Remark 4.3. When the front is diffusion-degenerate (that is, when D(u+) = 0 or
D(u−) = 0), the parabolic regularization ensures that D(u±) > 0 for all  > 0 and
hence the hyperbolicity of the asymptotic coefficients A,±a (λ) is assured. In the
non-degenerate case, however, we no longer need to regularize the operator and the
asymptotic matrices remain hyperbolic even with  = 0. Therefore, by the same
arguments of Lemma 4.2 and defining
Ω(a) := Ω(a, 0)
=
{
λ ∈ C : Reλ > max {D(u+)a2 − ac+ f ′(u+), D(u−)a2 − ac+ f ′(u−)}
}
,
(4.13)
we obtain the following immediate
Corollary 4.4. In the case of a non-degenerate front (case [Nn] in Table 1), for
which D(u±) > 0, we have that for all a ∈ R and each λ ∈ Ω(a) the operator La−λ
is Fredholm with ind (La − λ) = 0.
We now prove that in the generalized limit when  → 0+, the regularized op-
erators conserve their Fredholm properties. First, let us remind the reader the
following standard definitions from Functional Analysis (cf. Kato [32]): Let Z be a
Banach space, and let M and N be any two nontrivial closed subspaces of Z. Let
SM be the unitary sphere in M . Then one defines
d(M,N) := sup
u∈SM
dist(u, SN ),
dˆ(M,N) := max{d(M,N),d(N,M)}.
dˆ(M,N) is called the distance between M and N and satisfies the triangle inequal-
ity. (Here the function dist(u,M) is the usual distance function from u to any
closed manifold M .)
Definition 4.5. Let X,Y be Banach spaces. If T ,S ∈ C (X,Y ), then the graphs
G(T ), G(S) are closed subspaces of X × Y , and we set
d(T ,S) = d(G(T ), G(S)),
dˆ(T ,S) = max{d(T ,S),d(S, T )}.
It is said that a sequence Tn ∈ C (X,Y ) converges in generalized sense to T ∈
C (X,Y ) provided that dˆ(Tn, T )→ 0 as n→ +∞.
Lemma 4.6. For each fixed λ ∈ C and each a ∈ R, the operators La − λ converge
in generalized sense to La − λ as → 0+.
Proof. It is to be observed that, from the definition of d(·, ·), we have
d(La − λ,La − λ) = d(G(La − λ), G(La − λ)) = sup
v∈SG(La−λ)
(
inf
w∈SG(La−λ)
‖v − w‖
)
,
where SG(La−λ) (respectively, SG(La−λ)) is the unit sphere in the graphG(SG(La−λ))
(respectively, G(SG(La−λ))). Now let v ∈ SG(La−λ) be such that v = (p, (La−λ)p) ∈
L2 × L2 for some p ∈ D(La − λ) = H2 and with
‖v‖2L2×L2 = ‖p‖2L2 + ‖(La − λ)p‖2L2 = 1.
Likewise, let w ∈ SG(La−λ) be such that w = (u, (La−λ)u) for some u ∈ D(La−λ) =
H2 and
‖w‖2L2×L2 = ‖u‖2L2 + ‖(La − λ)u‖2L2 = 1.
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Let us find a upper bound for ‖v − w‖L2×L2 so that the set consisting of the
infima taken over SG(La−λ) is bounded and therefore the supremum over SG(La−λ)
is bounded too. Let us write
‖v − w‖2L2×L2 = ‖p− u‖2L2 + ‖(La − λ)p− (La − λ)u‖2L2 . (4.14)
If we keep v ∈ SG(La−λ) fixed then it suffices to take w = (p, (La − λ)p) because
p ∈ H2 = D(La) = D(La). Note that (La − λ)p = (La − λ)p − pxx. Therefore
expression (4.14) gets simplified to
‖v − w‖2L2×L2 = ‖(La − λ)p− (La − λ)p‖2L2 = ‖pxx‖2L2 .
If we regard ∂2x as a closed, densely defined operator on L
2, with domain D = H2,
then it follows from Remark 1.5 in [32, p. 191], that ∂2x is (La − λ)−bounded, i.e.,
there exist a constant Cλ > 0 such that
‖pxx‖L2 ≤ Cλ(‖p‖L2 + ‖(La − λ)p‖L2),
for all p ∈ H2. Observe that the constant Cλ may depend on λ ∈ C, fixed.
Consequently,
‖pxx‖2L2 ≤ C¯λ(‖p‖2L2 + ‖(La − λ)p‖2L2) = C¯λ,
for some other C¯λ > 0 and for v = (p, (L−λ)p) ∈ SG(La−λ). This estimate implies,
in turn, that
‖v − w‖2L2×L2 = 2‖pxx‖2L2 ≤ C¯λ2,
yielding
d(La − λ,La − λ) ≤ C¯λ2.
In a similar fashion it can be proved that d(La − λ,La − λ) = O(2). This shows
that dˆ(La − λ,La − λ)→ 0 as → 0+ and the lemma is proved. 
Now, let us recall the definition of the reduced minimum modulus of a closed
operator: for any S ∈ C (X,Y ) we define γ = γ(S) as the greatest number γ ∈ R
such that
‖Su‖ ≥ γ dist(u, kerS),
for all u ∈ D(S). It is well-known that R(S) is closed if and only if γ(S) > 0 (cf.
[12, 32]). The following classical result of functional analysis due to Kato, known
as the general stability theorem, is the main tool to relate the Fredholm properties
of La − λ to those of La − λ (see [32], p. 235).
Theorem 4.7 (Kato’s stability theorem). Let T ,S ∈ C (X,Y ) and let T be Fred-
holm (semi-Fredholm). If
dˆ(S, T ) < γ(1 + γ2)−1/2,
where γ = γ(T ), then S is Fredholm (semi-Fredholm) and nulS ≤ nul T , def S ≤
def T . Furthermore, there exists δ > 0 such that dˆ(S, T ) < δ implies
indS = ind T .
If X,Y are Hilbert spaces then we can take δ = γ(1 + γ2)−
1
2 .
Remark 4.8. The original statement of Kato’s theorem is expressed in terms of
the gap between the graphs; the distance and the gap are, however, equivalent (see
Kato [32], p. 202).
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We apply Kato’s theorem in order to obtain the following result, which is the
main tool to locate the subset of the compression spectrum, σδ(La), in the degen-
erate front case.
Lemma 4.9. Suppose that La − λ is semi-Fredholm, for a ∈ R, λ ∈ C. Then
for each 0 <   1 sufficiently small La − λ is semi-Fredholm and ind (La − λ) =
ind (La − λ).
Proof. If La − λ is semi-Fredholm then R(La − λ) is closed and, consequently,
γ := γ(La − λ) > 0 and is independent of  > 0. Since La − λ → La − λ in the
generalized sense as → 0+, then we have that for all 0 <  1 sufficiently small,
dˆ(La − λ,La − λ) < γ(1 + γ2)−1/2.
From a direct application of Kato’s theorem 4.7 we conclude that La − λ is semi-
Fredholm and ind (La − λ) = ind (La − λ), for all  > 0 small enough. 
5. Energy estimates on spectral equations
In this section we establish the basic energy estimate for solutions to the spectral
equation. The monotonicity of the fronts plays a crucial role in the analysis.
Let ϕ = ϕ(x) be any of the monotone fronts in Table 1 traveling with speed
c ≥ 0, and let La : D(La) = H2 ⊂ L2 → L2 be the conjugated linearized operator
around the front (4.5) for a certain fixed a ∈ R. Take any fixed λ ∈ C and suppose
that there exists a solution u ∈ D(La) = H2 to the spectral equation
0 = (La − λ)u = D(ϕ)uxx +
(
2D(ϕ)x − 2aD(ϕ) + c
)
ux+
+
(
a2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ)− λ
)
u.
(5.1)
Consider the change of variables
u(x) = w(x)eθ(x), (5.2)
where θ = θ(x) is a function to be chosen later. Upon substitution into the spectral
equation (5.1) we obtain the following equation for w,
D(ϕ)wxx +
(
2D(ϕ)x + 2θxD(ϕ)− 2aD(ϕ) + c
)
wx + G˜(x, a)w − λw = 0, (5.3)
where the coefficient
G˜(x, a) := D(ϕ)
(
θxx + θ
2
x
)
+
(
2D(ϕ)x − aD(ϕ) + c
)
θx
+ a2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ),
is a function of x ∈ R, parametrized by a ∈ R and c ≥ 0. Let us choose θ = θ(x)
such that
2θxD(ϕ)− 2aD(ϕ) + c = 0,
for all x ∈ R. In view that D(ϕ) > 0 for all x ∈ R and that it may vanish only in
the limit when x→ ±∞, we obtain
θ(x) = − c
2
∫ x
x0
dy
D(ϕ(y))
+ a(x− x0), x ∈ R, (5.4)
for any fixed (but arbitrary) x0 ∈ R. With this choice of θ = θ(x), and upon
substitution into (5.3), one gets
D(ϕ)wxx + 2D(ϕ)xwx +G(x)w − λw = 0, (5.5)
SPECTRAL STABILITY OF DIFFUSION-DEGENERATE NAGUMO FRONTS 25
where
G(x) := G˜(x, a) = − c
2
D(ϕ)x
D(ϕ)
− c
2
4D(ϕ)
+D(ϕ)xx + f
′(ϕ).
In other words, with this particular form of θ, the function G˜(x, a) becomes in-
dependent of the parameter a ∈ R. Notice that θ = θ(x) is well defined for all
x ∈ R; depending on the case under consideration, though, it may diverge (and
consequently, so may e−θ(x)) as x→ ±∞.
In the analysis that follows, we are going to suppose that u ∈ H2 decays suf-
ficiently fast as x → ±∞ so that w defined in (5.2) belongs to H2 as well. More
precisely, we make the following
Assumption 5.1. Given a ∈ R, for any λ ∈ Ω(a) and any solution u ∈ H2 of the
spectral equation (La − λ)u = 0, the function
w(x) = exp
(
c
2
∫ x
x0
dy
D(ϕ(y))
− a(x− x0)
)
u(x), x ∈ R, (5.6)
belongs to H2 as well. The set Ω(a) is defined in (4.13).
Lemma 5.2 (basic energy estimate). For a ∈ R fixed let La : D = H2 ⊂ L2 → L2
be the conjugated linearized operator around any monotone traveling Nagumo front
of Table 1. Let λ ∈ Ω(a) be fixed and let u ∈ H2 be any solution to the spectral
equation (La − λ)u = 0. Let us suppose that a ∈ R is such that 0 ∈ Ω(a) and
eaxϕx ∈ H2. Then, under Assumption 5.1 there holds the energy estimate
λ〈D(ϕ)w,w〉L2 = −‖D(ϕ)ψ(w/ψ)x‖2L2 , (5.7)
where w := e−θ(x)u ∈ H2, ψ := e−θ(x)eaxϕx ∈ H2 and θ = θ(x) is defined in (5.4).
Proof. By hypothesis, a ∈ R is such that λ = 0 ∈ Ω(a) and eaxϕx ∈ H2. Hence,
since ϕx ∈ H2 is an L2-eigenfunction of the linearized operator L around the wave
associated to the zero eigenvalue, as Lϕx = 0 (see Remark 3.8), we obtain that
eaxϕx ∈ H2 is an L2-eigenfunction of the conjugated operator associated to the
zero eigenvalue as well, because
Laeaxϕx = eaxLe−axeaxϕx = eaxLϕx = 0.
Thanks to Assumption 5.1, the solution u = eaxϕx to the spectral equation
Lau = 0 is such that ψ = e−θ(x)eaxϕx ∈ H2, in view that λ = 0 ∈ Ω(a). Hence, we
can repeat the procedure leading to equation (5.5) on ψ to arrive at the equation
D(ϕ)ψxx + 2D(ϕ)xψx +G(x)ψ = 0. (5.8)
Now take any λ ∈ Ω(a) and any solution u ∈ H2 to the spectral equation
(La − λ)u = 0. Defining w = e−θ(x)u ∈ H2 (by Assumption 5.1) we arrive at the
spectral equation (5.5). Multiply equations (5.5) and (5.8) by D(ϕ) and rearrange
the terms appropriately. The result is
(D(ϕ)2wx)x +D(ϕ)G(x)w − λD(ϕ)w = 0,
(D(ϕ)2ψx)x +D(ϕ)G(x)ψ = 0.
(5.9)
Since the fronts is monotone (ϕx ≷ 0) we have that ψ 6= 0 for all x ∈ R and we can
substitute
D(ϕ)G(x) = − (D(ϕ)
2ψx)x
ψ
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into the first equation in (5.9) to obtain
(D(ϕ)2wx)x − (D(ϕ)
2ψx)x
ψ
w − λD(ϕ)w = 0. (5.10)
Take the complex L2-product of w with last equation and integrate by parts.
This yields,
λ
∫
R
D(ϕ)|w|2dx =
∫
R
w(D(ϕ)2wx)xdx−
∫
R
(D(ϕ)2ψx)x
|w|2
ψ
dx
= −
∫
R
D(ϕ)2|wx|2dx+
∫
R
D(ϕ)2ψx
( |w|2
ψ
)
x
dx
=
∫
R
D(ϕ)2
(
ψx
( |w|2
ψ
)
x
− |wx|2
)
dx.
Use the identity
ψ2
∣∣∣∣(wψ
)
x
∣∣∣∣2 = −(ψx( |w|2ψ
)
x
− |wx|2
)
,
to obtain
λ
∫
R
D(ϕ)|w|2dx = −
∫
R
D(ϕ)2ψ2
∣∣∣∣(wψ
)
x
∣∣∣∣2 dx,
as claimed. Finally, we need to verify that D(ϕ)ψ(w/ψ)x ∈ L2. But this is a
straightforward consequence of Assumption 5.1. Indeed, use the expression for θ
and substitute ψ = e−θ(x)eaxϕx to obtain
D(ϕ)ψ
(
w
ψ
)
x
=
c
2
w +D(ϕ)
ϕxx
ϕx
w,
yielding
‖D(ϕ)ψ(w/ψ)x‖L2 ≤ C‖w‖L2 <∞,
for some uniform C > 0 because the coefficient D(ϕ)ϕxx/ϕx is uniformly bounded
for all x ∈ R (see Lemma 2.8) and w ∈ H2 by Assumption 5.1. Thus the integral
on the right hand side of (5.7) exists and the conclusion follows. 
Remark 5.3. A few observations are in order. First, notice that we need to find
a ∈ R such that Assumption 5.1 holds in order to obtain the energy estimate. Hence,
the search for such a ∈ R will be done on a case by case basis. Second, observe that
the monotonicity of the front is important to conclude. Not only is it crucial to
eliminate one of the spectral equations and to perform the energy estimate, but it
is a fundamental property of the trajectory: it is well-known, in the particular case
of constant diffusion coefficients, for instance, that the traveling pulse solutions to
bistable reaction-diffusion equations are spectrally unstable precisely because of the
lack of monotonicity of the trajectory, which renders positive eigenvalues of second
order differential operators of Sturm type (see Section 2.3.3 and Theorem 2.3.3 in
[30]).
Remark 5.4. The transformation (5.2) of the eigenfunction and the corresponding
energy estimate that leads to the conclusion of Lemma 5.2 has been also adapted
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to the spectral stability of planar fronts with degenerate diffusions in a multidimen-
sional setting [8] and to traveling fronts for hyperbolic models of diffusion [35].
6. Stability in the non-degenerate case [Nn]
Let us first study the spectral stability of the family of monotone non-degenerate
Nagumo fronts, for which
u+ = α, u− = 1,
f ′(u+) = f ′(α) > 0, f ′(u−) = f ′(1) < 0;
each front ϕ = ϕ(x) is monotone decreasing, ϕx < 0, traveling with positive con-
stant velocity c > c(α) (see Table 1 and Figure 2(b)). The fronts are non-degenerate
in the sense that the diffusion coefficient is strictly positive along the trajectory,
with positive limits D(u±) when x→ ±∞. More precisely we have,
sup
x∈R
D(ϕ(x)) = max
u∈[α,1]
D(u) = D(1) > 0,
inf
x∈R
D(ϕ(x)) = min
u∈[α,1]
D(u) = D(α) > 0.
The spectral stability analysis in the present, non-degenerate case is quite stan-
dard. In view that infRD(ϕ) ≥ δ > 0 for some δ > 0, the coefficient of the highest
(second) order of differentiation is uniformly positive and makes the operator −L
uniformly elliptic. As a result, we are able to apply standard results on operators
of Sturm type (cf. [30, 36, 78]). The essential spectrum, for example, is easy to
locate and we only need to choose and appropriate weight to stabilize it.
6.1. Choice of the exponential weight. In the present non-degenerate case
[Nn], we have f ′(u+) = f ′(α) > 0, and therefore the Fredholm borders bound-
ing σess(L)|L2 from the right invade the unstable half plane (making the essential
spectrum unstable; see Section 4). Thus, in this section we choose an appropriate
a ∈ R to stabilize the essential spectrum of L in a suitable local energy space L2a.
More precisely, we find the conditions under which it is possible to choose a ∈ R
such that
σess(L)|L2a = σess(La)|L2 ⊂ {Reλ < 0}.
The front is non-degenerate. Therefore, we do not need to regularize the diffusion
coefficient (the operator ∂t − L is strictly parabolic). Thus, the set Ω(a) = Ω(a, 0)
defined in (4.12), is given by
Ω(a) =
{
λ ∈ C : Reλ > max{D(α)a2 − ac+ f ′(α), D(1)a2 − ac+ f ′(1)}} ,
for each a ∈ R. We have the following immediate
Lemma 6.1. σess(La)|L2 ⊂ C\Ω(a) for each a ∈ R.
Proof. Follows directly from Corollary 4.4 and the definition of σess. 
Whence, we need to find a ∈ R such that σess(La)|L2 ⊂ {Reλ < 0}. For any
fixed u ∈ [α, 1] (for which D(u) > 0), let a1(u) and a2(u) be the roots of
p(a;u) := D(u)a2 − ac+ f ′(u) = 0, (6.1)
namely,
a1(u) = (2D(u))
−1(c−√c2 − 4D(u)f ′(u) ),
a2(u) = (2D(u))
−1(c+√c2 − 4D(u)f ′(u) ). (6.2)
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Notice that, by hypothesis, c2 > 4D(α)f ′(α) > 0 > 4D(1)f ′(1), and a1(1) < 0 <
a2(1), 0 < a1(α) < a2(α). Thus, in order to have stability of the essential spectrum
we need to find a ∈ R such that p(a; 1) < 0 and p(a;α) < 0 simultaneously. Since
a1(1) < 0 we have that p(a; 1) < 0 for all a ∈ [0, a2(1)). Also, p(a;α) < 0 only if
a ∈ (a1(α), a2(α)). To have stability of σess, it is then sufficient that
a1(α) < a < min{a2(α), a2(1)}. (6.3)
This can be achieved only when a2(1) > a1(α). Let us define
ϑα := c(α) =
√
4D(α)f ′(α) > 0, ϑ1 :=
√
−4D(1)f ′(1) > 0, % := D(α)/D(1).
By monotonicity of D = D(·), see (1.2), we have % ∈ (0, 1). After straightforward
calculations we have that a2(1) > a1(α) if and only if
h(c) := %(1 + ϑ21/c
2)1/2 + (1− ϑ2α/c2)1/2 > 1− %.
Clearly, h(c) > 0 for all c > ϑα > 0. Moreover, limc→+∞ h(c) = 1+% > 1−% > 0,
limc→ϑ+α h
′(c) = +∞, as well as h(ϑα) = %(1 + ϑ21/ϑ2α)1/2 > 0. Thus, we have two
cases: either (i) h(ϑα) > 1− %; or, (ii) h(ϑα) ≤ 1− %. By analyzing the behaviour
of the function c 7→ h(c) for c ∈ [ϑα,+∞), one can verify that either h′(c) > 0 for
all c > ϑα, or it has, at most, one local maximum in c ∈ (ϑα,+∞). Therefore, in
the first case (i) we have that h(c) > 1 − % for all c ∈ [ϑα,+∞). In case (ii) there
exists a unique value cˆ > ϑα such that h(c) > 1− % for all c ∈ (cˆ,+∞). The value
of cˆ is given implicitly by the positive solution c to
%(1 + ϑ21/c
2)1/2 + (1− ϑ2α/c2)1/2 = 1− %.
To sum up, in case (i), h = h(c) stays above 1 − % for all c > ϑα. In case
(ii), where 0 < h(ϑα) ≤ 1 − %, then there exists a unique value cˆ > ϑα such
that h(c) > 1− % for all c > cˆ. Thus, the condition of stability of σess in a certain
weighted space (that is, the possibility of finding a suitable a ∈ R that stabilizes the
essential spectrum) depends upon the value of the speed c and the model parameter
α ∈ (0, 1). Suppose, for instance, that for a certain front traveling with speed c,
we have a1(α) < min{a2(α), a2(1)} and let us choose a ∈ R such that (6.3) holds.
This implies that
max{D(α)a2−ac+f ′(α), D(1)a2−ac+f ′(1)} = max{p(a; 1), p(a;α)} < −µ0 < 0,
for some µ0 = µ0(α) > 0 (for example, one may take µ0(α) =
1
2 min{|p(a; 1)|, |p(a;α)|}).
Consequently,
σess(La)|L2 ⊂ C\Ω(a) ⊂ {Reλ < −µ0 < 0}.
We have proved the following
Theorem 6.2 (essential spectral stability; case [Nn]). Under assumptions (1.2)
and (1.4), consider the family of non-degenerate monotone Nagumo fronts, for
which u+ = α, u− = 1, f ′(α) > 0, f ′(1) < 0, traveling with speed c > c(α) > 0.
Let us define the function
h(c) :=
D(α)
D(1)
(
1− 4D(1)f
′(1)
c2
)1/2
+
(
1− 4D(α)f
′(α)
c2
)1/2
, c ∈ [c(α),+∞).
(6.4)
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(i) If h(c(α)) > 1 − D(α)/D(1) then for all non-degenerate monotone Nagumo
fronts traveling with speed c > c(α), we can find a ∈ R satisfying
0 <
c−√c2 − 4D(α)f ′(α)
2D(α)
< a < m(α), (6.5)
where
m(α) := min
{
c+
√
c2 − 4D(1)f ′(1)
2D(1)
,
c+
√
c2 − 4D(α)f ′(α)
2D(α)
}
,
and such that all the fronts satisfy
σess(L)|L2a = σess(La)|L2 ⊂ {λ ∈ C : Reλ ≤ −µ0 < 0} (6.6)
for some µ0 = µ0(α) > 0.
(ii) If h(
√
4D(α)f ′(α) ) ≤ 1 − D(α)/D(1) then there exists a unique value cˆ =
cˆ(α) ≥ c(α), determined by the positive solution c to
h(c) = 1− D(α)
D(1)
,
such that every monotone non-degenerate front traveling with speed c > cˆ(α) satis-
fies the essential spectral stability condition (6.6) for any a ∈ R satisfying (6.5).
Remark 6.3. The cases (i) and (ii) in Theorem 6.2 depend upon the choices of
both the reaction function and the diffusion coefficient. For example, let us consider
the cubic polynomial (1.5) with α ∈ (0, 1), and the Shigesada function (1.3) with
any b > 0. One can easily verify that
% =
D(α)
D(1)
=
α2 + αb
1 + b
, ϑ21 = 4(1 + b)(1− α), ϑ2α = 4α2(α+ b)(1− α),
and the condition h(ϑα) > 1− % reduces to (α+ b)(1 + 2α) > 1 + b.
If we choose α = 12 and b = 1, then we clearly have h(ϑα) > 1 − % (case (i)),
and all monotone non-degenerate Nagumo fronts are spectrally stable in some local
energy space L2a; see Figure 3. However, if we choose α =
1
4 and b = 1, then
it is easy to verify that h(ϑα) < 1 − % (case (ii)), and only sufficiently fast non-
degenerate Nagumo fronts, namely, those traveling with speed c > cˆ, underlie an
essential spectrum which is stable in some exponentially weighted space L2a. See
Figure 4.
From Theorem 6.2 we deduce the existence of a positive speed c0(α) ≥ c(α),
defined explicitly by
c0(α) :=
{
c(α), h(c(α)) > 1−D(α)/D(1),
cˆ(α), otherwise,
(6.7)
such that all fronts traveling with speed c > c0(α) satisfy σess(L)|L2a ⊂ {Reλ ≤−µ0 < 0}.
Definition 6.4. In the non-degenerate Nagumo front case [Nn], we call the front
ϕ essentially spectrally stable provided that its speed satisfies c > c0(α). In such a
case condition (6.5) holds for some a ∈ R.
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(a) h = h(c) for c ∈ [c,∞) in case (i).
��� � �
�
�
(b) p = p(a;α) and p = p(a; 1) for c ≈ c+ in
case (i).
Figure 3. Plot of the function h = h(c) (panel (a)) defined in (6.4)
in the case of the Shigesada diffusion function (1.3) with b = 1,
D(u) = u2 + u, and cubic reaction of the form (1.5) with α = 0.5,
for values c ∈ [c(α),∞). The numerical value of c(α) is indicated
on the axis. Observe that case (i) holds as h(c) > 1 − %. As a
consequence if we plot (see panel (b)) the polynomials p = p(a;α)
in orange, and p = p(a; 1) in red for values c ≈ c(α)+, then we can
always find values of a such that condition (6.5) holds (color on-
line).
6.2. Point spectral stability in the non-degenerate case. In view of Theorem
6.2, we only need to control the point spectrum of L on the appropriate energy space
L2a to conclude spectral stability of such fronts. More precisely, we need to prove
that
σ˜pt(L)|L2a ⊂ {Reλ ≤ 0}.
First, it is to be observed that D(ϕ) is a function bounded from above and from
below, that is,
0 < C0 ≤ D(ϕ(x)) ≤ C1, x ∈ R,
for some uniform Cj > 0 and by strict ellipticity of the operator −L (actually, from
the monotonicity of D we have that C0 = D(α) and C1 = D(1)).
Given that σ˜pt(L)|L2a = σ˜pt(La)|L2 , let us then consider the conjugated operator
La : D(La) = H2 ⊂ L2 → L2 defined as
La = b2(x)∂2x + b1(x)∂x + b0(x)Id,
where
b2(x) = D(ϕ),
b1(x) = 2D(ϕ)x − 2aD(ϕ) + c,
b0(x) = a
2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ).
Notice that from hypotheses (1.2), (1.4) and Lemma 2.6, bj ∈ C2(R) ∩ L∞(R)
(smooth enough and bounded coefficients). Let us denote their asymptotic limits
as
b±j := limx→±∞ bj(x), j = 0, 1, 2,
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(a) h = h(c) for c ∈ [c,∞) in case (ii).
���� � �
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(b) p = p(a;α) and p = p(a; 1) for c ≈ c+ in
case (ii).
Figure 4. Plot of the function h = h(c) (panel (a)) defined in (6.4)
in the case of the Shigesada diffusion function (1.3) with b = 1,
D(u) = u2 +u, and cubic reaction of the form (1.5) with α = 0.25,
for values c ∈ [c(α),∞). The numerical value of c(α) is indicated
on the axis. Observe that case (ii) holds as h(c) ≤ 1 − % for c
near c. As a consequence if we plot (see panel (b)) the polynomials
p = p(a;α) (in orange) and p = p(a; 1) (in red) for values c ≈ c(α)+
then condition (6.5) does not hold. Notice, however, that h(c)
grows fast near c and only for very small positive perturbations of
c we do not have stability of the essential spectrum (color online).
or, more precisely,
b+2 = D(α), b
−
2 = D(1),
b+1 = c− 2aD(α), b−1 = c− 2aD(1),
b+0 = a
2D(α)− ac+ f ′(α), b−0 = a2D(1)− ac+ f ′(1).
Thanks to the exponential decay of the profile and its derivatives (see Lemma
2.5) the coefficients decay exponentially to their limits and there exist uniform
constants C, ν > 0 such that
|bj(x)− b±j | ≤ Ce−ν|x|, as x→ ±∞.
First we verify that, for a suitable exponential weight, the eigenfunction of the
linearized operator around the wave associated to the zero eigenvalue transforms
into an eigenfunction for the conjugated operator with same eigenvalue.
Lemma 6.5. Let ϕ be a non-degenerate, monotone, essentially spectrally stable
Nagumo front and let a ∈ R be such that condition (6.5) holds. Then φ ∈ H2,
where
φ(x) := eaxϕx(x), x ∈ R.
Moreover, λ = 0 ∈ σ˜pt(La)|L2 with associated eigenfunction φ ∈ ker(La) ⊂ H2.
Proof. Since a > 0 and ϕx ∈ H2 then it is clear that φ ∈ L2(−∞, x0) for any fixed
x0 ∈ R. Likewise, φx = eax(ϕxx+aϕx) and φxx = eax(ϕxxx+2aϕxx+a2ϕx) belong
to L2(−∞, x0) as well. We conclude that φ ∈ H2(−∞, x0).
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Whence, we only need to verify that φ ∈ H2(x0,∞) for some x0. By Lemma
2.5, ϕx decays exponentially as |ϕx| ≤ Ce−η1x when x→∞, where
η1 = (2D(α))
−1
(
c+
√
c2 − 4D(α)f ′(α)
)
= a2(α) > 0.
Since the end point is a hyperbolic point for the dynamical system and by a boot-
srapping argument, it can be shown that ϕx and its derivatives decay to zero with
the same exponential rate |∂jxϕx| ≤ Ce−η1x, j = 0, 1, 2 as x→∞. Therefore,
φ(x) ≤ eax|ϕx| ≤ Ce(a−η1)x ≤ Ce−ηx,
for some η > 0, inasmuch as a1(α) < a < min{a2(α), a2(1)} by condition (6.5).
Therefore, φ ∈ L2(x0,∞). In the same fashion,
|φx(x)| = eax|ϕxx + aϕx| ≤ Ce−ηx,
|φxx(x)| = eax|ϕxxx + 2aϕxx + a2ϕx| ≤ Ce−ηx,
as x → ∞ with C, η > 0. This yields φx, φxx ∈ L2(x0,∞). We conclude that
φ ∈ H2.
Finally, it is straightforward to verify that λ = 0 ∈ σ˜pt(La)|L2 with eigenfunction
φ ∈ H2 because Laφ = eaxLe−axφ = eaxLϕx = 0 (see Remark 3.8). This proves
the lemma. 
Finally, we profit from the boundedness from above and from below of the leading
coefficient of the linearized conjugated operator and the regularity assumptions, in
order to apply the standard Sturm-Liouville theory and to characterize the isolated
point spectrum.
Theorem 6.6 (point spectral stability; case [Nn]). Let ϕ be a non-degenerate,
monotone, essentially spectrally stable Nagumo front and let a ∈ R be such that
condition (6.5) holds. Then the isolated point spectrum of the conjugated linearized
operator around the front, namely σ˜pt(La)|L2 , is real, stable and consists of a finite
number of simple, isolated eigenvalues which can be enumerated in descending order
as
0 = λ0 > λ1 > . . . > λN .
The eigenfunctions can be normalized such that the eigenfunction φj associated to
the eigenvalue λj has exactly j zeros, j = 0, 1, 2, . . ..
Proof. From the regularity assumptions on the coefficients, uniform boundedness
of 0 < c0 ≤ b2(x) = D(ϕ) ≤ C1, Cj > 0, and exponential decay to finite asymptotic
limits, it is then clear that the linearized operator La satisfies hypotheses (i) - (iv)
of Theorem A.8 (see section A.2 in the Appendix). In view that a ∈ R is such that
condition (6.5) holds, by Lemma 6.5 we conclude that the ground state, or first
eigenvalue λ0, is associated to the eigenfunction φ = e
axϕx, which has no zeros.
Hence λ0 = 0 and the remaining point spectrum is real and strictly negative. 
6.3. Proof of Main Theorem 1.1. Under the hypotheses of Theorem 1.1, con-
sider a traveling front traveling with speed c such that c > c0(α), where c0 is the
threshold speed defined in (6.7). Then apply Theorems 6.2 and 6.6 to conclude the
existence of a ∈ R satisfying condition (6.5) and for which
σ(L)|L2a = σess(L)|L2a ∪ σ˜pt(L)|L2a = σess(La)|L2 ∪ σ˜pt(La)|L2
⊂ {λ ∈ C : Reλ ≤ −µ} ∪ {0},
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with µ = min{µ0(α), |λ1|} > 0; µ0(α) > 0 is the constant of Theorem 6.2 and
λ1 < 0 is the first non-zero isolated eigenvalue as in Theorem 6.6. The theorem is
proved. 
7. Stability in the stationary degenerate cases [sN≷]
Let us now consider the case of stationary Nagumo fronts (cases [sN≷] in Table
1), for which c = 0, and either u+ = 0 or u− = 0, that is, they are diffusion
degenerate at one of the end points (see Figure 2(a)). In addition, notice that the
two end points are stable equilibria of the reaction: f ′(u±) < 0.
Stationary fronts are special. First, as they connect the two stable states of the
reaction, the Fredholm curves of the associated asymptotic operator L±, namely,
S± =
{−D(u±)ξ2 + f ′(u±) : ξ ∈ R} ⊂ (−∞, 0), (7.1)
are located in the stable half plane and there is no need to consider a weighted
L2 space (i.e. we can set a = 0). Since the diffusion is degenerate at one of the
end points, however, we cannot immediately conclude the stability of the essential
spectrum and we need to use the partition of the spectrum in Definition 3.5. The
stability of the end points (as equilibria of the dynamical system) allows us to
control the set σδ(L)|L2 , as we shall see below in Section 7.1. Second, stationary
fronts do not decay exponentially on the degenerate side. Yet, due to the fact that
the fronts are stationary, it is possible to apply the analysis of Section 5 to obtain
energy estimates for solutions to the spectral equation and to conclude the stability
of the L2-point spectrum, that is, the set σpt(L)|L2 . In other words, the decay
properties of these solutions play no role because c = 0 and a = 0 (Assumption 5.1
is trivially satisfied). Finally, the decay properties of the fronts, although algebraic
(see Lemma 2.3), are enough to control the remaining subset of the spectrum,
namely σpi(L)|L2 , by showing that the singular sequence in Remark 3.7 disperses
its L2-mass to infinity, where the sign of the coefficients of L is known.
7.1. Stability of σδ(L)|L2 . In view that f ′(u±) < 0, we do not need to choose
any exponential weight, that is, we set a = 0. Consider the regularized operator L
defined in Section 4.1 with a = 0 and c = 0, namely
Lu = (D(ϕ)u)xx + f ′(ϕ)u,
L : D(L) = H2 ⊂ L2 → L2.
Since a = 0 and from the definition of the region of consistent splitting (4.12), we
observe that the set
Ω(0, ) = {λ ∈ C : Reλ > max{f ′(0), f ′(1)}} = Ω(0, 0) =: Ω,
is independent of  > 0. Therefore from Lemma 4.2 we know that for every λ ∈ Ω
and all  > 0, the operator L − λ is Fredholm with ind (L − λ) = 0.
With this information at hand, let us now locate the subset σδ(L)|L2 of the
compression spectrum.
Lemma 7.1. Let ϕ = ϕ(x) be any stationary diffusion-degenerate Nagumo front
(cases [sN≷] in Table 1), and let L : D(L) = H2 ⊂ L2 → L2 be the linearized
operator around the front. Then
σδ(L)|L2 ⊂ C\Ω = {λ ∈ C : Reλ ≤ max{f ′(0), f ′(1)} < 0} .
That is, σδ(L)|L2 is stable.
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Proof. First it is to be observed that
σδ(L)|L2 ⊂ {λ ∈ C : L − λ is semi-Fredholm with ind(L − λ) 6= 0}.
Indeed, if λ ∈ σδ(L)|L2 then from Definition 3.5 we know that L − λ : L2 → L2 is
injective, R(L − λ) is closed in L2 and R(L − λ) $ L2. This implies that nul (L −
λ) = 0 and consequently L − λ is semi-Fredholm. Moreover, since def (L − λ) =
codim (L − λ) > 0 we have that ind (L − λ) 6= 0.
Now suppose that λ ∈ σδ(L)|L2 . Then from Lemma 4.9 we conclude that for
every 0 <   1 sufficiently small, L − λ is semi-Fredholm with ind (L − λ) =
ind (L − λ) 6= 0. This implies that λ 6∈ Ω. The lemma is proved. 
7.2. Point spectral stability. In this Section we show that the point spectrum is
stable by a direct application of the energy estimate of Section 5. Notice that in the
present stationary cases [sN≷], c = 0 and by stability of the Fredholm curves (7.1)
we work directly with the energy space L2 with a = 0. As a result, Assumption 5.1
is trivially satisfied for any λ ∈ Ω. Notice that λ = 0 ∈ Ω and the hypotheses of
Lemma 5.2 hold in our case. Hence we have the following immediate
Corollary 7.2. Let ϕ = ϕ(x) be any stationary diffusion-degenerate Nagumo front
(cases [sN≷] in Table 1), and let L : D(L) = H2 ⊂ L2 → L2 be the linearized
operator around the front. Then for any λ ∈ Ω and any solution u ∈ H2 of the
spectral equation (L − λ)u = 0 there holds
λ〈D(ϕ)u, u〉L2 = −‖D(ϕ)ϕx(u/ϕx)x‖2L2 . (7.2)
Immediately from equation (7.2) we deduce the following
Corollary 7.3. The L2-point spectrum of the linearized operator around a station-
ary degenerate Nagumo front is real and non-positive:
σpt(L)|L2 ⊂ (−∞, 0].
7.3. Location of σpi(L)|L2 . In this section we control the remaining subset of the
spectrum, namely, σpi(L)|L2 .
Lemma 7.4. The σpi(L)|L2 spectrum of the linearized operator around a stationary
degenerated Nagumo front (cases [sN≷]) is stable:
σpi(L)|L2 ⊂ {λ ∈ C : Reλ ≤ 0}.
Proof. Fix λ ∈ σpi(L)|L2 . Then from Definition 3.5 the range of L− λ is not closed
and there exists a singular sequence un ∈ D(L) = H2 with ‖un‖L2 = 1, for all
n ∈ N, such that (L − λ)un → 0 in L2 as n → ∞ and which has no convergent
subsequence. Since L2 is a reflexive space, this sequence can be chosen so that
un ⇀ 0 in L
2 (see Remark 3.7).
We claim that there exists a subsequence, still denoted by un, such that un → 0
in L2loc as n→∞. Indeed, fix an open bounded interval I and let fn := (L− λ)un.
Then
(b2(x)∂xun)x + b1(x)∂xun + (b0(x)− λ)un = fn, (7.3)
where
b2(x) = D(ϕ), b1(x) = D(ϕ)x and b0(x) = D(ϕ)xx + f
′(ϕ).
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After taking the complex L2-product of last equation with un, integrating by
parts and taking the real part, we obtain
Reλ = −Re 〈fn, un〉L2−〈b2(x)∂xun, ∂xun〉L2 +〈(b0(x)− 12∂xb1(x))un, un〉L2 . (7.4)
This equation together with the hypothesis on un, fn, λ fixed and the strict posi-
tivity of b2 = D(ϕ) on I, imply that un is bounded in the space H
1(I). Therefore,
by the Rellich-Kondrachov theorem there exists a subsequence, still denoted by un,
such that un → 0 in L2(I). By using a standard diagonal argument in increasing
intervals, we arrive at a subsequence un such that un → 0 in L2loc as n→ +∞.
To prove that Reλ ≤ 0, observe that, as f ′(0), f ′(1) < 0, we can choose R > 0
big enough such that
b0(x)− 12∂xb1(x) = 12D(ϕ)xx + f ′(ϕ) < 0 for |x| ≥ R.
Therefore, from b2(x) = D(ϕ) ≥ 0 and (7.4) we obtain
Reλ = −Re 〈fn, un〉L2 −
∫
R
b2(x)|∂xun|2 dx+
∫
R
(b0(x)− 12∂xb1(x))|un|2 dx
≤ |〈fn, un〉L2 |+
∫ R
−R
(b0(x)− 12∂xb1(x))|un|2 dx+
∫
|x|≥R
(b0(x)− 12∂xb1(x))|un|2 dx
≤ ‖(L − λ)un‖L2 + C‖un‖L2(−R,R) → 0,
as n → ∞, thanks to boundedness of the coefficients, ‖un‖L2 = 1, (L − λ)un → 0
in L2 and convergence of un to zero in L
2
loc. This shows the lemma. 
7.4. Proof of Main Theorem 1.2. Under the hypotheses of Theorem 1.2, con-
sider a stationary diffusion-degenerate front (case [sN≷] in Table 1). Then from
Lemmata 7.1 and 7.4, as well as from Corollary 7.3, we immediately conclude that
σ(L)|L2 = σδ(L)|L2 ∪ σpt(L)|L2 ∪ σpi(L)|L2 ⊂ {λ ∈ C : Reλ ≤ 0}.
The theorem is proved. 
Remark 7.5. Notice that, in cases [sN≷], we have not proved the existence of a
positive spectral gap, which is an important feature when studying the nonlinear
stability of the fronts with semigroup methods. This is a limitation of the technique
we have used. We conjecture, however, that due to degeneracy there is accumulation
of the continuous spectrum near zero. The nonlinear stability of stationary fronts
will be addressed in a companion paper [40].
8. Stability in the monotone degenerate case [Nd]
As a final case, in this section we analyze the spectral stability of the family of
monotone, non-stationary, diffusion-degenerate Nagumo fronts (case [Nd] in Table
1), for which
u+ = α, u− = 0,
f ′(u+) = f ′(α) > 0, f ′(u−) = f ′(0) < 0.
Each front ϕ = ϕ(x) is monotone increasing, ϕx > 0, traveling with positive con-
stant speed
c > c(α) = 2
√
D(α)f ′(α) > 0.
The fronts are diffusion degenerate in view that D(u−) = D(0) = 0 and the
underlying spectral problem is degenerate. Consequently, we use the partition of
spectrum of Definition 3.5. In addition, note that f ′(u+) = f ′(α) > 0, f ′(u−) =
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f ′(0) < 0 and, thus, the unweighted continuous L2-spectrum of the linearized oper-
ator L around the front is unstable. Therefore, it is necessary to locate the subset
of the compression spectrum, σδ, under both conjugation and parabolic regular-
ization. Section 8.1 is devoted to find the sufficient conditions on the exponential
weight so that σδ(L)|L2a gets stabilized. These conditions on a ∈ R are crucial in or-
der to verify Assumption 5.1. For that purpose, Section 8.2 establishes the detailed
decay structure of solutions to the spectral equation on both the degenerate and
the non-degenerate sides. On the non-degenerate side, as x → ∞, the asymptotic
coefficient is hyperbolic and we are able to apply the Gap Lemma (cf. [18, 31])
to obtain the exact decay rate of the eigenfunctions. Due to the degeneracy in
the asymptotic limit as x→ −∞ and after a detailed description of the eigenfunc-
tions’ decay structure, we find the necessity to impose a further condition on the
exponential weight in order to verify Assumption 5.1. In this fashion, under the
appropriate exponential weight compatible with the hypotheses of Lemma 5.2, we
prove that the point spectrum of the conjugated operator is stable (Section 8.3).
Finally, thanks also to the choice of the proper energy space L2a, in Section 8.4 we
prove the stability of the subset of spectrum σpi by showing that singular sequences
disperse their L2-mass asymptotically to ±∞ where the sign of the coefficients of
the operator is known. An energy estimate closes the argument.
8.1. Choice of the exponential weight. First, we choose the weight a ∈ R that
defines the conjugated operator La and stabilizes σδ(L)|L2a = σδ(La)|L2 . In this
case the region of consistent splitting is
Ω(a) =
{
λ ∈ C : Reλ > max{D(α)a2 − ac+ f ′(α), −ac+ f ′(0)}},
for each a ∈ R.
Lemma 8.1. For any a > 0, there holds
σδ(La)|L2 ⊂ C\Ω(a).
Proof. Consider the regularized operator La : D(La) = H2 ⊂ L2 → L2 defined in
(4.3) (Section 4.1) for some  > 0 and a > 0. Let us suppose, by contradiction,
that there exists λ0 ∈ σδ(a) ∩ Ω(a). First, observe that La − λ0 is semi-Fredholm
with ind (La − λ0) 6= 0. Indeed, if λ0 ∈ σδ(La) then, by definition, La − λ0 is
injective, R(La − λ0) is closed and R(La − λ0) $ L2 (see Definition 3.5). This
implies that nul (La − λ0) = 0 and La − λ0 is semi-Fredholm. Moreover, since
def(La − λ0) = codimR(La − λ0) > 0 we conclude that ind (La − λ0) 6= 0.
Now, thanks to Lemma 4.6, we deduce the existence of 0 > 0 sufficiently small
such that La−λ0 is semi-Fredholm with ind (La−λ0) = ind (La−λ0) 6= 0 for each
0 <  < 0. Now, since λ0 ∈ Ω(a) we have
Reλ > q0(α, a) := max{D(α)a2 − ac+ f ′(α), −ac+ f ′(0)}.
In view that D(u±)− ac+ f ′(u±) = a2 +D(u±)− ac+ f ′(u±) and a > 0, we
can always choose ˜ > 0 sufficiently small such that
0 < ˜ < 12 min
{
0,
Reλ0 − q0(α, a)
a2
}
.
This implies that λ0 ∈ Ω(a, ˜) by definition (see (4.12)). Apply Lemma 4.2 to
conclude that L˜a−λ0 is Fredholm with ind (L˜a−λ0) = 0, yielding a contradiction.
This proves the lemma. 
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Henceforth, in order to achieve stability of σδ(La)|L2 we need to find values of
a > 0 such that q0(α, a) < 0. In view that f
′(0) < 0, this happens if and only if
a1(α) < a < a2(α), where a1(α) and a2(α) are the roots of
p(a;α) := D(α)a2 − ac+ f ′(α) = 0, (8.1)
namely,
a1(α) =
1
2D(α)
(
c−
√
c2 − 4D(α)f ′(α)
)
,
a2(α) =
1
2D(α)
(
c+
√
c2 − 4D(α)f ′(α)
)
.
Observe that 0 < a1(α) < a2(α), inasmuch as c > c(α). We conclude that it suffices
to take 0 < a1(α) < a < a2(α) to stabilize σδ(La)|L2 . We have thus proved the
following
Lemma 8.2. In the monotone degenerate case [Nd], for each value of a ∈ R such
that
0 < a1(α) < a < a2(α), (8.2)
the set σδ(La)|L2 is stable, more precisely,
σδ(La)|L2 ⊂ C\Ω(a) = {λ ∈ C : Reλ ≤ −µ0 < 0},
where µ0 = −max{D(α)a2 − ac+ f ′(α), −ac+ f ′(0)} > 0.
8.2. Decay structure of solutions. In this section we show that there exists
a ∈ R satisfying condition (8.2) for which, in addition, Assumption 5.1 holds. This
implies, in turn, that the change of variables (5.6) satisfies the hypotheses of Lemma
5.2 in the present degenerate case [Nd]. For that purpose, we examine the decay
properties of solutions to the spectral equation.
Let us suppose that for a given fixed a ∈ R and λ ∈ Ω(a) there exists a solution
u ∈ H2 to the spectral equation (La−λ)u = 0. Let us write the change of variables
(5.6) as
w(x) = e−θ(x)u(x) = Θ(x)u(x), x ∈ R,
where
Θ(x) := exp
(
c
2
∫ x
x0
ds
D(ϕ(s))
− a(x− x0)
)
u(x), x ∈ R, (8.3)
and θ = θ(x) is defined in (5.4). Here x0 ∈ R is fixed but arbitrary. Since Θ is
smooth, it is clear that if u ∈ H2 then w ∈ H2(−x0, x0) for any finite x0 ∈ R.
Hence, in order to show that w ∈ H2, it suffices to prove that w decays sufficiently
fast as x→ ±∞. We shall show that if we impose further conditions on a then we
can guarantee this behavior.
Let us first examine the decay on the non-degenerate side as x→ +∞.
8.2.1. Behavior at +∞. The asymptotic decay properties of u ∈ H2 as a solution
to (La − λ)u = 0 are determined by those of w ∈ H1 ×H1, solution to
wx = Aa(x, λ)w, w =
(
u
ux
)
, (8.4)
where the variable coefficient matrices are given by
Aa(x, λ) =
(
0 1
D(ϕ)−1(λ− b0,a(x)) −D(ϕ)−1b1,a(x)
)
,
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with
b1,a(x) = 2D(ϕ)x + c− 2aD(ϕ),
b0,a(x) = a
2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ)
(see expressions (4.8) - (4.9) with  = 0). On the non-degenerate side the asymptotic
constant coefficients are well-defined and hyperbolic,
A+a (λ) = lim
x→+∞Aa(x, λ) =

0 1
λ− p(a;α)
D(α)
2a− c
D(α)
 , (8.5)
and the associated asymptotic system is
vx = A
+
a (λ)v. (8.6)
To determine the decaying properties of w we invoke the Gap Lemma of Gardner
and Zumbrun [18] and Kapitula and Sandstede [31] (see also [44, 43, 60, 80, 81]
for its different versions, further information and direct applications), which relates
the decay structure of solutions of the variable coefficient system (8.4) to those of
the asymptotic constant coefficient system (8.6), provided that Aa(x, λ) approaches
A+a (λ) exponentially fast as x→ +∞. For the precise statement of the Gap Lemma
we refer the reader to Lemma A.11 in [80] or Appendix C in [43].
First we need to prove the following auxiliary result.
Lemma 8.3. Given a > 0 suppose that λ ∈ Ω(a). Then the decaying eigenvalue of
A+a (λ) is given by
µ+1 (λ) = a−
c
2D(α)
− 1
2
ζ+(λ)1/2, (8.7)
where the discriminant
ζ+(λ) :=
( c
D(α)
− 2a
)2
+
4(λ− p(a;α))
D(α)
, (8.8)
is an analytic function of λ ∈ Ω(a) and p(a;α) is defined in (8.1).
Proof. By a straightforward computation one easily finds that the eigenvalues of
(8.5) are
µ+j (λ) = a−
c
2D(α)
+ z+j (λ), j = 1, 2,
where
z+1 (λ) = −
1
2
ζ+(λ)1/2, z+2 (λ) =
1
2
ζ+(λ)1/2.
Clearly, the discriminant ζ+(λ) is linear in λ and, hence, analytic in λ ∈ Ω(a).
Therefore, here ζ+(λ)1/2 denotes the principal branch of the square root and it is
analytic in λ ∈ Ω(a) as well.
Now, we know from Lemma 4.1 that for λ ∈ R, λ  1 sufficiently large, the
only eigenvalue with negative real part is µ+1 (λ). Since the set of sufficiently large
real numbers is contained in the connected set Ω(a) (this is evident by definition of
Ω(a)), and since the eigenvalues are continuous (actually, analytic) in λ ∈ Ω(a), we
conclude that Reµ+1 (λ) < 0 for all λ ∈ Ω(a) and that µ+1 (λ) is the only decaying
mode of A+a (λ). Otherwise the hyperbolicity (and consequently, the consistent
splitting at +∞) would be violated. This shows the result. 
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It is to be observed that, thanks to the exponential decay of the front at the
non-degenerate side (see Lemma 2.4), one readily obtains
|Aa(x, λ)−A+a (λ)| ≤ Ce−ηx,
as x → +∞ for some C, η > 0 and uniformly in λ ∈ Ω(a) (due to hyperbolicity).
Henceforth, we are able to apply the Gap Lemma and to conclude that the decaying
solution to the variable coefficient equation (8.4) behaves as
w(x, λ) = eµ
+
1 (λ)x
(
v+1 (λ) +O(e
−η|x||v+1 (λ)|)
)
, x > 0,
where v+1 (λ) denotes the eigenvector of A
+
a (λ) associated to the decaying eigenmode
µ+1 (λ) with Reµ
+
1 (λ) < 0. This implies, in turn, that u and ux decay at most as
|u|, |ux| ≤ C1eReµ
+
1 (λ)x → 0, (8.9)
for some C1 > 0 as x→ +∞, for λ ∈ Ω(a). Use the spectral equation,
uxx =
1
D(ϕ)
(b1,a(x)ux + b0,a(x)u)− λu,
and the boundedness of the coefficients on the non-degenerate side to observe that
|uxx| ≤ C(1 + |λ|)eReµ
+
1 (λ)x = C2(λ)e
Reµ+1 (λ)x → 0, (8.10)
as x → +∞, for some C2 = C2(λ) > 0. Thus, uxx also decays exponentially fast.
We use this information to prove the following
Lemma 8.4. Given a > 0 and any fixed λ ∈ Ω(a), if u ∈ H2 is a solution to
the spectral equation (La − λ)u = 0 then the function w(x) = Θ(x)u(x) belongs to
H2(x0,∞) for x0  1 sufficiently large, where Θ = Θ(x) is defined in (8.3).
Proof. It suffices to show that w and its derivatives decay sufficiently fast as x→∞.
First denote
Reµ+1 (λ) = a−
c
2D(α)
− r+(λ) < 0,
where
r+(λ) :=
1
2
Re ζ+(λ)1/2 =
1
2
√
2
√
Re ζ+(λ) + |ζ+(λ)| > 0.
Now, we estimate
Θ(x)eReµ
+
1 (λ)x = e−θ(x)eReµ
+
1 (λ)x
= exp
(
c
2
∫ x
x0
ds
D(ϕ(s))
− a(x− x0)
)
exp
((
a− c
2D(α)
)
x0
)
×
× exp
((
a− c
2D(α)
)
(x− x0)
)
exp
(− r+(λ)x0)×
× exp (− r+(λ)(x− x0))
≤ C0(λ) exp
(
c
2
∫ x
x0
ds
D(ϕ(s))
− c
2D(α)
(x− x0)
)
exp
(− r+(λ)(x− x0)),
for some C0 = C0(λ) > 0.
Let us define
χ(x) :=
c
2
∫ x
x0
(
1
D(ϕ(y))
− 1
D(α)
)
dy − r+(λ)(x− x0),
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so that
Θ(x)eReµ
+
1 (λ)x = e−θ(x)eReµ
+
1 (λ)x ≤ C0(λ)eχ(x),
for fixed λ ∈ Ω(a). From Lemma 2.4 we have that
α− ϕ(x) = |α− ϕ(x)| ≤ Ce−ηx,
as x→ +∞. Thus, after a Taylor expansion that reads
1
D(ϕ)
− 1
D(α)
=
D′(α)
D(α)2
(α− ϕ) +O(|α− ϕ|2) ≤ C1(α− ϕ),
for ϕ ↑ α−, we arrive at
c
2
∫ x
x0
(
1
D(ϕ(y))
− 1
D(α)
)
dy ≤ cC1
2η
(
e−ηx0 − e−ηx) = C2(e−ηx0 − e−ηx),
for x > x0  1, sufficiently large. Hence,
χ(x) ≤ C2
(
e−ηx0 − e−ηx)− r+(λ)(x− x0) ≤ C2e−ηx0 − r+(λ)(x− x0),
yielding
eχ(x) = exp(C2e
−ηx0)e−r
+(λ)(x−x0) ≤ C3e−r+(λ)(x−x0).
Thus, we have proved the decay estimate
Θ(x)eReµ
+
1 (λ)x = e−θ(x)eReµ
+
1 (λ)x ≤ C(λ)e−r+(λ)(x−x0) → 0,
as x→ +∞ for some C(λ) > 0 with λ ∈ Ω(a) fixed.
Now, since
w = e−θu,
wx = e
−θ(ux − θxu),
wxx = e
−θ(uxx − 2θxux + (θ2x − θxx)u),
and noticing that
θx = a− c
2D(ϕ)
, θxx =
cD′(ϕ)ϕx
2D(ϕ)2
,
are uniformly bounded on the non-degenerate side (as D(ϕ) → D(α) > 0), we
apply estimates (8.9) and (8.10) to arrive at
|w|, |wx|, |wxx| ≤ C(λ)e−r+(λ)x → 0,
as x→ +∞. This shows that w ∈ H2(x0,+∞), as claimed. 
8.2.2. Behavior at −∞. On the degenerate side, however, we lose hyperbolicity of
the asymptotic matrix coefficient and we are not able to apply the Gap Lemma. To
guarantee that w ∈ H2(−∞, x0) we need to impose a further condition on a ∈ R.
This is the content of the following
Lemma 8.5. Let a ∈ R satisfy the condition
0 < a1(α) < a <
c
2D(α)
< a2(α). (8.11)
Then for any solution u ∈ H2 to the spectral equation (La−λ)u = 0 with λ ∈ Ω(a)
the function w(x) = Θ(x)u(x) belongs to H2(−∞, x0) for any x0 < 0, |x0|  1
sufficiently large.
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Proof. We know that D(α) > D(ϕ(x)) > 0 for all x ∈ R. Therefore, condition
(8.11) clearly implies that ∫ x
x0
( c
2D(ϕ(y))
− a
)
dy < 0,
if x < 0, inasmuch as c/2D(ϕ) − a > 0. This shows that 0 < Θ(x) < 1 if x < x0
for x0 fixed but arbitrary, which includes the case when x→ −∞. Therefore,
|w(x)|2 = |Θ(x)|2|u(x)|2 ≤ |u(x)|2, for all x < x0,
yielding w ∈ L2(−∞, x0). Now, wx = Θxu + Θux. Since u ∈ H2 it is then clear
that Θux ∈ L2(−∞, x0). Let us now compute
Θx =
( c
2D(ϕ(x))
− a
)
Θ(x).
On the degenerate side D(ϕ) decays to zero as ϕ→ 0+. Moreover, we have proved
that ϕ → 0+ as x → −∞ at rate O(exp(|f ′(0)|x/c)) (see Lemma 2.4). Therefore,
we make expansions around ϕ = 0 of the form
D(ϕ) = D′(0)ϕ+O(ϕ2),
1
D(ϕ)
=
1
D′(0)ϕ
+O(1),
as ϕ→ 0+. (8.12)
Hence, from 0 < ϕ(x) ≤ C exp(|f ′(0)|x/c) when x → −∞ and some C > 0 we
obtain the bound ∫ x
x0
dy
ϕ(y)
≤ C1
∫ x
x0
exp
(− |f ′(0)|y/c) dy,
for x < x0 < 0, |x0|  1 large enough and some uniform C1 > 0. Substituting the
expansion for D(ϕ)−1 for x < x0 < 0 with |x0|  1 we arrive at
c
2
∫ x
x0
dy
D(ϕ(y))
− a(x− x0) ≤ c
2
∫ x
x0
( 1
D′(0)ϕ(y)
+ C2
)
dy − a(x− x0)
≤ cC1
2D′(0)
∫ x
x0
exp
(− |f ′(0)|y/c) dy + C3(x− x0)
=
c2C1
2D′(0)|f ′(0)|
(
e−|f
′(0)|x0/c − e−|f ′(0)|x/c)− C3|x− x0|,
for all x < x0  −1 and with uniform constants Cj > 0. This implies that
0 < Θ(x) ≤ exp
(
− C4e−|f ′(0)|x0/c − C3|x− x0|
)
≤ exp
(
− C4e−|f ′(0)|x0/c
)
→ 0,
as x→ −∞ for some C4 > 0.
Now, in view that ϕ ∼ C0 exp(|f ′(0)|x/c) asymptotically as x → −∞ (see
(2.12)), use
1
C0
ϕ(x)e−|f
′(0)|x/c → 1, as x→ −∞,
and the expansion (8.12) to show that
|Θx| ≤
∣∣∣∣ c2D′(0)ϕ(x) + a
∣∣∣∣ exp(− C4e−|f ′(0)|x/c) ≤ Ce−|f ′(0)|x/cexp (C4e−|f ′(0)|x/c) → 0,
as x → −∞. Therefore, we readily conclude that wx = Θxu + Θux ∈ L2(−∞, x0)
for x0  −1.
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In a similar fashion it can be proved that ΘxD(ϕ)
−1 and ϕxΘD(ϕ)−2 are
bounded above as x → −∞, due to the fast decay of Θ = O(exp(−Ce−kx)) as
x→ −∞, with appropriate constants C, k > 0. Details are left to the reader. This
analysis shows, in turn, that wxx = Θxxu + 2Θxux + Θuxx ∈ L2(−∞, x0) as well.
We conclude that w ∈ H2(−∞, x0), as claimed. 
8.3. Point spectral stability in the monotone degenerate case. The decay
estimates of Section 8.2, as well as the establishment of inequality (8.11) for the
exponential weight, are the key ingredients to show that the point spectrum of the
conjugated operator is stable. First we verify that for any a ∈ R satisfying (8.11)
the eigenfunction of the linearized operator around the wave associated to the zero
eigenvalue transforms, under multiplication by eax, into an eigenfunction for the
conjugated operator with same eigenvalue.
Lemma 8.6. Let ϕ be a degenerate, monotone Nagumo front traveling with speed
c > c(α) (case [Nd]), and let a ∈ R be such that condition (8.11) holds. Then the
function
φ(x) := eaxϕx(x), x ∈ R,
belongs to H2(R). Moreover, λ = 0 ∈ σpt(La)|L2 with associated eigenfunction
φ ∈ ker(La) ⊂ H2.
Proof. On the non-degenerate side as ϕ → α when x → ∞, the front and its
derivatives decay asymptotically as (see Lemmata 2.4 and 2.6)
|∂jx(ϕ− α)| ≤ Ce−a2(α)x,
for j = 0, 1, 2, 3. By hypothesis, a ∈ R satisfies (8.11). Thus, a > a(α) and then it
is clear that
φ = eaxϕx,
φx = e
ax(aϕx + ϕxx),
φxx = e
ax(a2ϕx + 2aϕxx + ϕxxx),
decay exponentially to zero when x → ∞ with rate |∂jxφ| ≤ Ce−νx for all j and
where ν := a2(α)− a > 0.
On the degenerate side as ϕ → 0 when x → −∞ the front and its derivatives
decay exponentially as (see Lemma 2.4)
|∂jxϕ| ≤ Ce|f
′(0)|x/c,
for j = 0, 1, 2, 3. Thus, since a > 0 it is then straightforward to observe that φ and
its derivatives decay exponentially as well, in view that
|eaxϕx|, |eaxϕxx|, |eaxϕxxx| ≤ Ce|f ′(0)|x/c → 0,
as x→ −∞. Since the front is at least of class C4, the exponential decay of φ and
its derivatives at x = ±∞ is sufficient to conclude that φ ∈ H2(R).
Finally, notice that λ = 0 ∈ σpt(La) with associated eigenfunction φ ∈ H2
because Laφ = eaxLe−axφ = eaxLϕx = 0. This proves the lemma. 
Theorem 8.7 (point spectral stability; case [Nd]). Let ϕ be a diffusion-degenerate
monotone Nagumo front of Table 1 traveling with speed c > c(α) (case [Nd]). If
a ∈ R satisfies inequality (8.11) then the conjugated linearized operator around the
wave is point spectrally stable in L2. More precisely,
σpt(La)|L2 ⊂ (−∞, 0].
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Proof. By definition of σpt (see Definition 3.5), if λ ∈ σpt(La)|L2 then there exists
u ∈ H2 such that (La−λ)u = 0. Now let λ ∈ σpt(La)|L2 ∩Ω(a). For each x ∈ R let
us define w = w(x) as in (5.6), where u ∈ H2 is a solution to the spectral equation.
Pick x0 ∈ R, x0  1 sufficiently large. Hence, if a ∈ R satisfies condition (8.11)
then we apply Lemmata 8.5 and 8.4 to reckon
w(x) = exp
(
c
2
∫ x
x0
dy
D(ϕ(y))
− a(x− x0)
)
u(x) ∈ H2(x0,∞),
= C0 exp
(∫ x
−x0
(
c
2D(ϕ(y))
− a
)
dy
)
u(x) ∈ H2(−∞,−x0).
Since for any finite x0 ∈ R we clearly have w ∈ H2(−x0, x0), we conclude that
w ∈ H2(R) and Assumption 5.1 holds. Moreover, it is to be observed that under
condition (8.11) we have
Ω(a) ⊂ {Reλ > −µ0} ⊂ {Reλ ≤ 0},
where µ0 > 0 (see Lemma 8.2). Therefore, 0 ∈ Ω(a). Also thanks to Lemma
8.6, φ = eaϕx is the eigenfunction of La associated to the zero eigenvalue, and
Assumption 5.1 is also valid for ψ = e−θφ. Henceforth, all the hypotheses of
Lemma 5.2 are satisfied. We conclude that for each λ ∈ σpt(La)|L2 ∩Ω(a) the basic
energy estimate (5.7) holds yielding σpt(La)L2 ⊂ (−∞, 0], as claimed. 
8.4. Location of σpi(La)|L2 . In this section we locate the subset of the approximate
spectrum, namely σpi(La)|L2 in the stable half plane. The arguments are very
similar to those of Section 7.3 in the stationary case. For a given a ∈ R satisfying
(8.11) let us write the conjugated operator (4.5), La : D(La) = H2 ⊂ L2 → L2, as
Lau = (b2(x)ux)x + b1(x)ux + b0(x)u, u ∈ H2,
where
b2(x) = D(ϕ),
b1(x) = D(ϕ)x − 2aD(ϕ) + c,
b0(x) = a
2D(ϕ)− 2aD(ϕ)x − ac+D(ϕ)xx + f ′(ϕ).
Let us denote,
b±j := limx→±∞ bj(x), j = 0, 1, 2,
yielding
b+2 = D(α), b
−
2 = 0,
b+1 = c− 2aD(α), b−1 = c,
b+0 = a
2D(α)− ac+ f ′(α), b−0 = f ′(1)− ac.
Lemma 8.8. Suppose that a ∈ R satisfies condition (8.11). Then the σpi(La)|L2
spectrum of the linearized operator around a degenerate Nagumo front (case [Nd])
is stable:
σpi(La)|L2 ⊂ {λ ∈ C : Reλ ≤ 0}.
Proof. Let λ ∈ σpi(La)|L2 be fixed. Then the range of La − λ is not closed and
there exists a singular sequence un ∈ D(L) = H2 with ‖un‖L2 = 1, for all n ∈ N,
such that (La − λ)un → 0 in L2 and un ⇀ 0 in L2 as n → ∞ (see Remark 3.7).
Set fn := (La − λ)un.
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Take the complex L2-product of (La − λ)un = fn with un, integrate by parts
and take the real part. The result is
Reλ = −Re 〈fn, un〉L2 − 〈b2(x)∂xun, ∂xun〉L2 + 〈(b0(x)− 12∂xb1(x))un, un〉L2 .
(8.13)
Like in the proof of Lemma 7.4, this equation together with the hypothesis on
un, fn, λ fixed and the strict positivity of b2 = D(ϕ) on compact intervals, imply
that there exists a subsequence, still denoted by un, such that un → 0 in L2loc as
n→ +∞.
Since
b0(x)− 12∂xb1(x) = a2D(ϕ)− aD(ϕ)x − ac+ 12D(ϕ)xx + f ′(ϕ)
→ a2D(u±)− ac+ f ′(u±),
as x → ±∞, thanks to the fact that a ∈ R satisfies (8.11) we can choose R > 0
sufficiently large such that
b0(x)− 12∂xb1(x) = 12D(ϕ)xx + f ′(ϕ) < 0 for |x| ≥ R.
Hence, from b2(x) = D(ϕ) ≥ 0 and (8.13) we get
Reλ ≤ |〈fn, un〉L2 |+
∫ R
−R
(b0(x)− 12∂xb1(x))|un|2 dx+
∫
|x|≥R
(b0(x)− 12∂xb1(x))|un|2 dx
≤ ‖(L − λ)un‖L2 + C‖un‖L2(−R,R) → 0,
as n → ∞, thanks to boundedness of the coefficients, ‖un‖L2 = 1, (L − λ)un → 0
in L2 and convergence of un to zero in L
2
loc. The lemma is proved.

8.5. Proof of Main Theorem 1.3. Under the hypotheses of Theorem 1.3, choose
any a ∈ R such that condition (8.11) holds. More precisely,
0 < a1(α) < a <
c
2D(α)
< a2(α).
Then apply Theorem 8.7 and Lemmata 8.1 and 8.8 in order to obtain
σ(L)|L2a = σ(La)|L2 = σpt(La)|L2 ∪ σδ(La)|L2 ∪ σpi(La)|L2 ⊂ {λ ∈ C : Reλ < 0},
as claimed. This proves the Theorem. 
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Appendix A. Remarks on the spectral theory of linear differential
operators
For convenience of the reader, in this section we gather some known facts of the
spectral theory of linear differential operators. For more information the reader is
referred to [12, 32, 53, 54, 74, 75, 77].
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A.1. Differential operators on the real line. Consider a linear differential op-
erator of the form
L : D(L) ⊂ L2(R)→ L2(R),
L = bm(x)∂mx + . . .+ b1(x)∂x + b0(x)Id,
(A.1)
where m ≥ 1 denotes the order of the operator and x ∈ R is the spatial variable.
It is assumed that the coefficients are real, smooth enough and uniformly bounded,
that they have finite asymptotic limits at x = ±∞ and that bm is non-negative;
more precisely, that
bj ∈ Cm(R) ∩ L∞(R), 0 ≤ j ≤ m,
∂kxbj ∈ L∞(R), 1 ≤ j, k ≤ m,
b±j := limx→±∞ bj(x) ∈ R, 0 ≤ j ≤ m,
and bm(x) ≥ 0, for all x ∈ R.
(A.2)
The domain D(L) is supposed to be a dense subspace of L2(R) and, consequently,
L : L2 → L2 is densely defined. For example, let us consider
D(L) = Hm(R),
which is clearly dense in L2(R).
We remind the reader that if L and T are linear operators from X to Y (Banach
spaces) such that D(L) ⊂ D(T ) and Lu = T u for all u ∈ D(L), then T is called
an extension of L (denoted T ⊃ L) and L is called a restriction of T (denoted
L ⊂ T ); cf. [12, 32]. An operator T from X to Y is closable if T has a closed
extension. T is the smallest closed extension of T if any other closed extension of
T is also an extension of T .
Proposition A.1. Under assumptions (A.2), L : D(L) = Hm(R) ⊂ L2(R) →
L2(R) given in (A.1) is a closable operator.
Proof. Since L2 is a reflexive Hilbert space we identify L2 with its dual. Thus, the
formal adjoint of L, given by
L∗ : D(L∗) ⊂ L2(R)→ L2(R),
L∗v =
m∑
k=0
(−1)k∂kx(bk(x)v(x)),
has domain (cf. [32], p. 167)
D(L∗) = {v ∈ L2(R) : ∃ f ∈ L2 such that 〈v,Lu〉L2 = 〈f, u〉L2 , for all u ∈ Hm}.
It suffices to show that Hm ⊂ D(L∗) to conclude that D(L∗) is dense in L2. Let
v ∈ Hm. Then for any u ∈ D(L) = Hm we have, after integration by parts, that
〈v,Lu〉L2 = 〈L∗v, u〉L2 .
Since clearly f := L∗v ∈ L2 whenever v ∈ Hm, we obtain that v ∈ D(L∗). Thus,
D(L∗) is dense in L2.
Now, since L is densely defined, L∗ coincides with the proper adjoint of L (see
Kato [32], p. 167). As L∗ is densely defined, one applies Theorem 5.28 in [32]
(p. 168) to conclude that L is closable. Moreover, since L2 is a reflexive space, by
Theorem 5.29 in [32] we also have that L∗ is closed and L∗∗ = L ⊃ L, where L
denotes the smallest closed extension of L. 
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If we further assume that the highest order coefficient is uniformly bounded
above and below, that is,
0 < C0 ≤ bm(x) ≤ C1, x ∈ R, uniform Cj > 0, (A.3)
then we have the following
Proposition A.2. Under hypotheses (A.2) and (A.3), L : D(L) = Hm(R) ⊂
L2(R)→ L2(R) given in (A.1) is a closed operator.
Proof. Define ak(x) := bk(x)bm(x)
−1, for k = 0, . . . ,m − 1. Then from (A.2) and
(A.3) it is clear that ak ∈W 1,∞(R). Apply Lemma 3.1.2 in reference [30] (p. 40) to
deduce that the operator A : Hm ⊂ L2 → L2, A := ∂mx +am−1(x)∂m−1x + . . .+a0Id
is closed. Now take any sequence uj ∈ Hm such that uj → u and Luj → v in L2.
From (A.3) we have that v˜ = bm(x)
−1v ∈ L2 and that
‖Auj − v˜‖L2 ≤ C‖Luj − v‖L2 → 0,
as j → ∞. Since A is closed we conclude that u ∈ Hm and Au = v˜, which is
tantamount to Lu = v. Thus, L is closed. 
Being the highest order coefficient bm bounded from above and from below, mul-
tiplication by b−1m is a diffeomorphism that does not affect the Fredholm properties
of an operator.
Lemma A.3. Under assumptions (A.2) and (A.3), L is a Fredholm operator with
index ν if and only if J := bm(x)−1L : Hm ⊂ L2 → L2 is Fredholm with index ν.
Proof. Suppose L is Fredholm with index ν. Take a sequence vj ∈ R(J ) such that
vj → v in L2. Then there exists uj ∈ Hm such that J uj = bm(x)−1Luj = vj ,
that is, bm(x)vj ∈ R(L). Thanks to (A.3) we have that vj → v in L2 if and
only if bm(x)vj → bm(x)v in L2. Since R(L) is closed we obtain bm(x)v ∈ R(L)
or, equivalently, v ∈ R(J ). Thus, R(J ) is closed. Moreover, the transforma-
tion Φ : R(J ) → R(L) defined by Φv = bm(x)v is injective and onto, yield-
ing codimR(J ) = codimR(L). Finally, observe that if v ∈ kerJ then 0 =
‖bm(x)−1Lv‖L2 ≥ C−11 ‖Lv‖L2 , yielding v ∈ kerL. Likewise, kerL ⊂ J . Hence
nulL = nulJ and J is Fredholm with index ν = indL. 
Remark A.4. In the present study of the spectral properties of linearized operators
around diffusion-degenerate traveling fronts, the highest order coefficient is not
uniformly bounded below. Nonetheless, we work with the smallest closed extension
of the linearized operator and, without loss of generality, we regard it as a closed,
densely defined operator in a suitable energy space.
A.2. Second order Sturmian operators on the real line. Consider a linear
second order differential operator on the real line of the form
L : D(L) = H2(R) ⊂ L2(R)→ L2(R),
L := b2(x)∂2x + b1(x)∂x + b0(x)Id,
(A.4)
where the coefficients satisfy:
(i) bj ∈ C2(R) ∩ L∞(R), j = 0, 1, 2;
(ii) there exist uniform constants C0, C1 > 0 such that
0 < C0 ≤ b2(x) ≤ C1, for all x ∈ R; (A.5)
(iii) ∂kxb2 ∈ L∞(R) for k = 0, 1, 2;
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(iv) the coefficients decay exponentially to finite limits, that is, there exist uni-
form constants C, ν > 0 such that
|bj(x)− b±j | ≤ Ce−ν|x|, as x→ ±∞,
for some b±j ∈ R.
By Proposition A.2, L is a closed, densely defined operator in L2 with domainH2.
The main observation of this section is that under a Liouville-type transformation
[39] (see also [36, 75, 82]) it is possible to write the spectral problem for operator
(A.4) in Sturmian form [30]:
L˜ − λ = ∂2x + b˜1(x)∂x + (˜b0(x)− λ)Id,
for appropriate coefficients b˜j . The Liouville transformation is given by (see [82],
p. 88):
ξ(x) :=
∫ x
0
ds
b2(s)1/2
,
u(x) =: b2(x)
−1/4v(ξ(x)).
(A.6)
Proposition A.5. Under transformation (A.6) the spectral equation (L−λ)u = 0,
with u ∈ H2, can be recast as
(L˜ − λ)v := vξξ + b˜1(ξ)vξ + (˜b0(ξ)− λ)v = 0, (A.7)
for some v ∈ H2 where
b˜1(ξ) :=
(
b1 − ∂xb2
b
1/2
2
)
|x=x(ξ)
,
b˜0(ξ) :=
(
5
16
|∂xb2|2
b2
− 1
4
∂2xb2 −
1
4
b1∂xb2
b2
+ b0
)
|x=x(ξ)
.
Moreover, u ∈ H2 if and only if v ∈ H2.
Proof. Under transformation (A.6) we have
dξ
dx
=
1
b2(x)1/2
> 0,
for all x ∈ R and hence ξ = ξ(x) is monotone increasing. Moreover, from (A.5) we
obtain
ξ ≥ x
C
1/2
1
→∞ as x→∞, ξ ≤ x
C
1/2
0
→ −∞ as x→ −∞.
Thus, it is clear that ξ maps R onto R and it is invertible with unique inverse
x = x(ξ). Let us then define
v(ξ) := b2(x(ξ))
1/4u(x(ξ)), ξ ∈ R.
By straightforward calculations, if u ∈ C20 (R) (dense in H2(R)) is a solution to
(L − λ)u = 0 then v is also smooth (by assumptions (i) - (iv)) and satisfies
vξξ + b˜1(ξ)vξ + (˜b0(ξ)− λ)v = 0,
where b˜j = b˜j(ξ), j = 0, 1, are given above.
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Notice that, thanks to the assumptions on the coefficients (i) - (iv), we clearly
have b˜1, b˜0 ∈ C(R)∩L∞(R). In particular, by exponential decay to finite limits we
have that ∂2xb2, ∂xb2 → 0 as x→ ±∞ and
|bj(x(ξ))− b±j | ≤ Ce−νx(ξ) ≤ Ce−νC
1/2
1 ξ, as ξ →∞,
|bj(x(ξ))− b±j | ≤ Ceνx(ξ) ≤ CeνC
1/2
0 ξ, as ξ → −∞,
for each j = 0, 1, 2. Thus, we conclude that b˜1, b˜0 decay exponentially to constant
states as ξ → ±∞,
|˜bj(ξ)− b˜±j | ≤ Ce−ν˜ξ,
for some uniform C, ν˜ > 0 and with
b˜±1 =
b±1
(b±2 )1/2
, b˜±0 = b
±
0 .
From (A.6) it is clear that
‖v‖2L2 =
∫ ∞
−∞
|v(ξ)|2 dξ =
∫ ∞
−∞
|u(x)|2 dx = ‖u‖2L2 , (A.8)
and, in addition, thanks to assumptions (i) - (iv), particularly to (A.5), it is easy
to verify that
‖ux‖L2 ≤ C‖v‖H1 , ‖uxx‖L2 ≤ C‖v‖H2 ,
for some C > 0. Likewise, we can show that ‖v‖H2 ≤ C‖u‖H2 . Hence we conclude
that if u ∈ H2 is a solution to the spectral equation then v is a solution to (A.7)
and, moreover, that u ∈ H2(−∞<x<∞) if and only if v ∈ H2(−∞<ξ<∞). 
Lemma A.6. The L2-isolated point spectrum of the operators L and L˜ (see Def-
inition 3.3) are the same, that is σ˜pt(L˜)|L2 = σ˜pt(L)|L2 . Moreover, the algebraic
and geometric multiplicities of the eigenvalues coincide.
Proof. Suppose λ ∈ σ˜pt(L)|L2 . Then there exists an eigenfunction u ∈ D(L) = H2
such that (L − λ)u = 0. From Proposition A.5 and its proof it is then clear that
the mapping
I : ker(L − λ)→ ker(L˜ − λ), I(u) := v, u ∈ H2,
is one-to-one and onto, yielding σ˜pt(L˜)|L2 = σ˜pt(L)|L2 and nul (L˜−λ) = nul (L−λ)
(that is, the geometric multiplicities of λ as an eigenvalue of both L and L˜ coincide).
It is not hard to verify that the algebraic multiplicities coincide as well. This is
a consequence of the one-to-one correspondence between solutions to (L−λ)u = w
for a given w ∈ L2 and the solutions to (L˜ − λ)u˜ = w˜ for w˜ ∈ L2 under the
transformation I : H2 → H2. Therefore, under the mapping I, a Jordan chain for
the operator L− λ induces a Jordan chain for L˜ − λ with the same block structure
and length. The lemma is proved. 
Remark A.7. This spectral equivalence also follows from the fact that, if we define
I : L2 → L2, I(u) = v, then from (A.8) we obtain ‖I‖L2→L2 = 1, and I is a unitary
isomorphism from L2 to L2; consequently L and L˜ are L2-unitarily equivalent with
the same L2-spectrum (cf. [12]).
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It is now straightforward to verify that the operator (A.7) satisfies the standard
assumptions of Sturm-Liouville theory on the real line (cf. section 2.3.2 in [30]; see
also [75, 74]). Indeed, the operator L˜ : H2 ⊂ L2 → L2 is a second order Sturmian
operator in the sense that, first, the coefficients b˜1(ξ) and b˜0(ξ) are continuous and
decay exponentially to constants at ξ = ±∞, that is,
lim
ξ→±∞
eν|ξ|
∣∣˜b1(ξ)− b˜±1 ∣∣ = 0, lim
ξ→±∞
eν|ξ|
∣∣˜b0(ξ)− b˜±0 ∣∣ = 0,
for some ν > 0 and constants b˜±1 , b˜
±
0 ∈ R, and, second, the operator L˜ is self-adjoint
with respect to the ω-weighted inner product
〈u, v〉ω =
∫
R
u(ξ)v(ξ)∗ω(ξ) dξ,
where the weight function ω : R→ (0,+∞) is defined by ω(ξ) = exp
(∫ ξ
0
b˜1(s) ds
)
and has finite asymptotic limits
ω± := lim
ξ→±∞
e−b˜
±
1 ξ ω(ξ) ∈ R.
The first assertion follows by straightforward calculations; the second is a conse-
quence of exponential decay of the coefficients (see [30], section 2.3.2).
Whence, we are able to apply standard results of Sturm-Liouville theory to
completely characterize the point spectrum of the operator L under assumptions
(i) - (iv).
Theorem A.8. Under hypotheses (i) - (iv), the point spectrum of the second order
differential operator (A.4) consists of a finite number of simple eigenvalues which
can be enumerated in descending order as
λ0 > λ1 > . . . > λN ,
and for any j = 0, . . . , N the eigenfunction φj associated to the eigenvalue λj can
be normalized so that φj has exactly j simple zeros. Moreover, the ground state
eigenvalue λ0 is given by
λ0 = sup
‖u‖ω=1
〈Lu, u〉ω,
where the supremum is achieved at u = φ0, which has no zeros, and the weight
function ω : R→ (0,∞) is given by
ω(x) = exp
(∫ x
0
b1(y)− ∂xb2(y)
b2(y)3/4
dy
)
.
Proof. This is a direct application of Theorem 2.3.3 in [30] (see chapter 2, section
2.3.2) and Lemma A.6 above. The expression of the weight ω(x) follows from a
standard change of variables inside the L2 weighted inner product. The supremum
does not change due to the spectral equivalence, both in location and in multiplicity.

References
[1] J. Alexander, R. Gardner, and C. K. R. T. Jones, A topological invariant arising in the
stability analysis of travelling waves, J. Reine Angew. Math. 410 (1990), pp. 167–212.
[2] S. M. Allen and J. W. Cahn, A microscopic theory for antiphase boundary motion and its
application to antiphase domain coarsening, Acta Metallurgica 27 (1979), no. 6, pp. 1085–
1095.
50 J. F. LEYVA, L. F. LO´PEZ RI´OS, AND R. G. PLAZA
[3] D. G. Aronson, Density-dependent interaction-diffusion systems, in Dynamics and mod-
elling of reactive systems (Proc. Adv. Sem., Math. Res. Center, Univ. Wisconsin, Madison,
Wis., 1979), W. E. Stewart, W. H. Ray, and C. C. Conley, eds., vol. 44 of Publ. Math. Res.
Center Univ. Wisconsin, Academic Press, New York-London, 1980, pp. 161–176.
[4] D. G. Aronson, The role of diffusion in mathematical population biology: Skellam revisited,
in Mathematics in biology and medicine (Bari, 1983), V. Capasso, E. Grosso, and S. L.
Paveri-Fontana, eds., vol. 57 of Lecture Notes in Biomath., Springer, Berlin, 1985, pp. 2–6.
[5] C. Atkinson, G. E. H. Reuter, and C. J. Ridler-Rowe, Traveling wave solution for some
nonlinear diffusion equations, SIAM J. Math. Anal. 12 (1981), no. 6, pp. 880–892.
[6] C. Bender and S. Orszag, Advanced Mathematical Methods for Scientists and Engineers,
McGraw-Hill, New York, 1978.
[7] Z. Biro´, Stability of travelling waves for degenerate reaction-diffusion equations of KPP-type,
Adv. Nonlinear Stud. 2 (2002), no. 4, pp. 357–371.
[8] J. A. Butanda, C. Ma´laga, and R. G. Plaza, On the stabilizing effect of chemotaxis on
bacterial aggregation patterns, Appl. Math. Nonlinear Sci. 2 (2017), no. 1, pp. 157–172.
[9] N. Chafee and E. F. Infante, A bifurcation problem for a nonlinear partial differential
equation of parabolic type, Applicable Anal. 4 (1974/75), pp. 17–37.
[10] W. A. Coppel, Dichotomies in Stability Theory, no. 629 in Lecture Notes in Mathematics,
Springer-Verlag, New York, 1978.
[11] J. I. D´ıaz and S. Kamin, Convergence to travelling waves for quasilinear Fisher-KPP type
equations, J. Math. Anal. Appl. 390 (2012), no. 1, pp. 74–85.
[12] D. E. Edmunds and W. D. Evans, Spectral Theory and Differential Operators, Oxford
Mathematical Monographs, Clarendon Press, Oxford, 1987.
[13] F. El-Adnani and H. Talibi-Alaoui, Traveling front solutions in nonlinear diffusion degen-
erate Fisher-KPP and Nagumo equations via the Conley index, Topol. Methods Nonlinear
Anal. 35 (2010), no. 1, pp. 43–60.
[14] A. Erde´lyi, Asymptotic expansions, Dover Publications, Inc., New York, 1956.
[15] P. Feng and Z. Zhou, Finite traveling wave solutions in a degenerate cross-diffusion model
for bacterial colony, Commun. Pure Appl. Anal. 6 (2007), no. 4, pp. 1145–1165.
[16] P. C. Fife and J. B. McLeod, The approach of solutions of nonlinear diffusion equations
to travelling front solutions, Arch. Ration. Mech. Anal. 65 (1977), no. 4, pp. 335–361.
[17] R. A. Fisher, The wave of advance of advantageous genes, Annals of Eugenics 7 (1937),
pp. 355–369.
[18] R. A. Gardner and K. Zumbrun, The Gap lemma and geometric criteria for instability of
viscous shock profiles, Comm. Pure Appl. Math. 51 (1998), no. 7, pp. 797–855.
[19] B. H. Gilding and R. Kersner, A necessary and sufficient condition for finite speed of
propagation in the theory of doubly nonlinear degenerate parabolic equations, Proc. Roy. Soc.
Edinburgh Sect. A 126 (1996), no. 4, pp. 739–767.
[20] B. H. Gilding and R. Kersner, A Fisher/KPP-type equation with density-dependent diffu-
sion and convection: travelling-wave solutions, J. Phys. A 38 (2005), no. 15, pp. 3367–3379.
[21] M. E. Gurtin and R. C. MacCamy, On the diffusion of biological populations, Math. Biosci.
33 (1977), no. 1-2, pp. 35–49.
[22] D. Henry, Geometric theory of semilinear parabolic equations, vol. 840 of Lecture Notes in
Mathematics, Springer-Verlag, Berlin-New York, 1981.
[23] D. Hilhorst, R. Kersner, E. Logak, and M. Mimura, Interface dynamics of the Fisher
equation with degenerate diffusion, J. Differ. Equ. 244 (2008), no. 11, pp. 2870–2889.
[24] T. Hillen and H. G. Othmer, The diffusion limit of transport equations derived from
velocity-jump processes, SIAM J. Appl. Math. 61 (2000), no. 3, pp. 751–775 (electronic).
[25] T. Hillen and K. J. Painter, Transport and anisotropic diffusion models for movement in
oriented habitats, in Dispersal, individual movement and spatial ecology, M. A. Lewis, P. K.
Maini, and S. V. Petrovskii, eds., vol. 2071 of Lecture Notes in Math., Springer, Heidelberg,
2013, pp. 177–222.
[26] Y. Hosono, Traveling wave solutions for some density dependent diffusion equations, Japan
J. Appl. Math. 3 (1986), no. 1, pp. 163–196.
[27] A. Jeribi, Spectral theory and applications of linear operators and block operator matrices,
Springer-Verlag, Cham, 2015.
SPECTRAL STABILITY OF DIFFUSION-DEGENERATE NAGUMO FRONTS 51
[28] S. Kamin and P. Rosenau, Convergence to the travelling wave solution for a nonlinear
reaction-diffusion equation, Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei
(9) Mat. Appl. 15 (2004), no. 3-4, pp. 271–280.
[29] S. Kamin and P. Rosenau, Emergence of waves in a nonlinear convection-reaction-diffusion
equation, Adv. Nonlinear Stud. 4 (2004), no. 3, pp. 251–272.
[30] T. Kapitula and K. Promislow, Spectral and dynamical stability of nonlinear waves,
vol. 185 of Applied Mathematical Sciences, Springer, New York, 2013.
[31] T. Kapitula and B. Sandstede, Stability of bright solitary-wave solutions to perturbed
nonlinear Schro¨dinger equations, Phys. D 124 (1998), no. 1-3, pp. 58–103.
[32] T. Kato, Perturbation Theory for Linear Operators, Classics in Mathematics, Springer-
Verlag, New York, Second ed., 1980.
[33] K. Kawasaki, A. Mochizuki, M. Matsushita, T. Umeda, and N. Shigesada, Modeling
spatio-temporal patterns generated by bacillus subtilis, J. of Theor. Biol. 188 (1997), no. 2,
pp. 177 – 185.
[34] A. N. Kolmogorov, I. Petrovsky, and N. Piskunov, Etude de le´quation de la diffusion
avec croissance de la quantite´ de matiere et son applicationa un probleme biologique, Mosc.
Univ. Bull. Math 1 (1937), pp. 1–25.
[35] C. Lattanzio, C. Mascia, R. G. Plaza, and C. Simeoni, Spectral stability of traveling
fronts for nonlinear hyperbolic equations of bistable type. Preprint, 2018. arXiv:1802.08750.
Submitted to D. Donatelli (ed.), Partial Differential Equations: Ambitious Mathematics for
Real-Life Applications, SEMA-SEMAI Series, Springer-Verlag.
[36] B. M. Levitan and I. S. Sargsjan, Introduction to spectral theory: selfadjoint ordinary
differential operators, vol. 39 of Translations of Mathematical Monographs, American Math-
ematical Society, Providence, R.I., 1975.
[37] J. F. Leyva, C. Ma´laga, and R. G. Plaza, The effects of nutrient chemotaxis on bacterial
aggregation patterns with non-linear degenerate cross diffusion, Phys. A 392 (2013), no. 22,
pp. 5644–5662.
[38] J. F. Leyva and R. G. Plaza, Spectral stability of traveling fronts for reaction diffusion-
degenerate Fisher-KPP equations. J. Dyn. Diff. Equ., in press, 2019.
[39] J. Liouville, Second me´moire sur le de´veloppement des fonctions ou parties de fonctions
en se´ries font dont les termes sont assujettis a´ une meˆme e´quation diffe´rentielle du second
ordre contenant un parame`tre variable, J. Math. Pures Appl. 2 (1837), pp. 16–35.
[40] L. F. Lo´pez R´ıos and R. G. Plaza, Nonlinear stability of stationary reaction diffusion-
degenerate Nagumo fronts. In preparation.
[41] L. Malaguti and C. Marcelli, Sharp profiles in degenerate and doubly degenerate Fisher-
KPP equations, J. Differ. Equ. 195 (2003), no. 2, pp. 471–496.
[42] M. B. A. Mansour, Travelling wave solutions for doubly degenerate reaction-diffusion equa-
tions, ANZIAM J. 52 (2010), no. 1, pp. 101–109.
[43] C. Mascia and K. Zumbrun, Pointwise Green’s function bounds and stability of relaxation
shocks, Indiana Univ. Math. J. 51 (2002), no. 4, pp. 773–904.
[44] C. Mascia and K. Zumbrun, Pointwise Green function bounds for shock profiles of systems
with real viscosity, Arch. Ration. Mech. Anal. 169 (2003), no. 3, pp. 177–263.
[45] H. P. McKean, Jr., Nagumo’s equation, Adv. Math. 4 (1970), pp. 209–223.
[46] G. S. Medvedev, K. Ono, and P. J. Holmes, Travelling wave solutions of the degenerate
Kolmogorov-Petrovski-Piskunov equation, European J. Appl. Math. 14 (2003), no. 3, pp. 343–
367.
[47] I. Melbourne and G. Schneider, Phase dynamics in the real Ginzburg-Landau equation,
Math. Nachr. 263/264 (2004), pp. 171–180.
[48] M. Meyries, J. D. M. Rademacher, and E. Siero, Quasi-linear parabolic reaction-diffusion
systems: a user’s guide to well-posedness, spectra, and stability of travelling waves, SIAM J.
Appl. Dyn. Syst. 13 (2014), no. 1, pp. 249–275.
[49] J. D. Murray, Mathematical biology I. An introduction, vol. 17 of Interdisciplinary Applied
Mathematics, Springer-Verlag, New York, third ed., 2002.
[50] M. Muskat, The flow of homogeneous fluids through porous media, Mc-Graw-Hill, New York,
1937.
[51] J. H. Myers and C. J. Krebs, Population cycles in rodents, Scientific American 230 (1974),
pp. 38–46.
52 J. F. LEYVA, L. F. LO´PEZ RI´OS, AND R. G. PLAZA
[52] J. Nagumo, S. Arimoto, and S. Yoshizawa, An active pulse transmission line simulating
nerve axon, Proc. IRE 50 (1962), no. 10, pp. 2061–2070.
[53] M. A. Naimark, Linear differential operators. Part I: Elementary theory of linear differential
operators, Frederick Ungar Publishing Co., New York, 1967.
[54] M. A. Naimark, Linear differential operators. Part II: Linear differential operators in Hilbert
space, Frederick Ungar Publishing Co., New York, 1968.
[55] W. I. Newman, Some exact solutions to a nonlinear diffusion problem in population genetics
and combustion, J. Theor. Biol. 85 (1980), no. 2, pp. 325–334.
[56] W. I. Newman, The long-time behavior of the solution to a nonlinear diffusion problem in
population genetics and combustion, J. Theor. Biol. 104 (1983), no. 4, pp. 473–484.
[57] A. Okubo and S. A. Levin, Diffusion and ecological problems: modern perspectives, vol. 14
of Interdisciplinary Applied Mathematics, Springer-Verlag, New York, second ed., 2001.
[58] H. G. Othmer and T. Hillen, The diffusion limit of transport equations. II. Chemotaxis
equations, SIAM J. Appl. Math. 62 (2002), no. 4, pp. 1222–1250 (electronic).
[59] R. G. Plaza, Derivation of a bacterial nutrient-taxis system with doubly degenerate cross-
diffusion as the parabolic limit of a velocity-jump process, J. Math. Biol. 78 (2019), no. 6,
pp. 1681–1711.
[60] R. G. Plaza and K. Zumbrun, An Evans function approach to spectral stability of small-
amplitude shock profiles, Discrete Cont. Dyn. A 10 (2004), no. 4, pp. 885–924.
[61] F. Sa´nchez-Gardun˜o and P. K. Maini, Existence and uniqueness of a sharp travelling wave
in degenerate non-linear diffusion Fisher-KPP equations, J. Math. Biol. 33 (1994), no. 2,
pp. 163–192.
[62] F. Sa´nchez-Gardun˜o and P. K. Maini, Travelling wave phenomena in some degenerate
reaction-diffusion equations, J. Differ. Equ. 117 (1995), no. 2, pp. 281–319.
[63] F. Sa´nchez-Gardun˜o and P. K. Maini, Travelling wave phenomena in non-linear diffusion
degenerate Nagumo equations, J. Math. Biol. 35 (1997), no. 6, pp. 713–728.
[64] F. Sa´nchez-Gardun˜o, P. K. Maini, and M. E. Kappos, A shooting argument approach to
a sharp-type solution for nonlinear degenerate Fisher-KPP equations, IMA J. Appl. Math.
57 (1996), no. 3, pp. 211–221.
[65] B. Sandstede, Stability of travelling waves, in Handbook of dynamical systems, Vol. 2,
B. Fiedler, ed., North-Holland, Amsterdam, 2002, pp. 983–1055.
[66] R. A. Satnoianu, P. K. Maini, F. S. Garduno, and J. P. Armitage, Travelling waves in
a nonlinear degenerate diffusion model for bacterial pattern formation, Discrete Cont. Dyn.
B 1 (2001), no. 3, pp. 339–362.
[67] D. H. Sattinger, On the stability of waves of nonlinear parabolic systems, Adv. Math. 22
(1976), no. 3, pp. 312–355.
[68] B. G. Sengers, C. P. Please, and R. O. Oreffo, Experimental characterization and com-
putational modelling of two-dimensional cell spreading for skeletal regeneration, J. Royal Soc.
Interface 4 (2007), no. 17, pp. 1107–1117.
[69] J. A. Sherratt, On the form of smooth-front travelling waves in a reaction-diffusion equa-
tion with degenerate nonlinear diffusion, Math. Model. Nat. Phenom. 5 (2010), no. 5, pp. 64–
79.
[70] N. Shigesada, Spatial distribution of dispersing animals, J. Math. Biol. 9 (1980), no. 1,
pp. 85–96.
[71] N. Shigesada, K. Kawasaki, and E. Teramoto, Spatial segregation of interacting species,
Journal of Theoretical Biology 79 (1979), no. 1, pp. 83 – 99.
[72] J. G. Skellam, Random dispersal in theoretical poulations, Biometrika 38 (1951), no. 1-2,
pp. 196–218.
[73] J. G. Skellam, The formulation and interpretation of mathematical models of diffusionary
processes in population biology, in The Mathematical Theory of the Dynamics of Biological
Populations, M. S. Bartlett and R. W. Hiorns, eds., Academic Press Inc., New York, NY,
1973, pp. 63–85.
[74] E. C. Titchmarsh, Eigenfunction expansions associated with second-order differential equa-
tions. Part II, Clarendon Press, Oxford, 1958.
[75] E. C. Titchmarsh, Eigenfunction expansions associated with second-order differential equa-
tions. Part I, Second Edition, Clarendon Press, Oxford, 1962.
[76] J. L. Va´zquez, The porous medium equation, Oxford Mathematical Monographs, The Claren-
don Press, Oxford University Press, Oxford, 2007. Mathematical theory.
SPECTRAL STABILITY OF DIFFUSION-DEGENERATE NAGUMO FRONTS 53
[77] J. Weidmann, Linear operators in Hilbert spaces, vol. 68 of Graduate Texts in Mathematics,
Springer-Verlag, New York-Berlin, 1980. Translated from the German by Joseph Szu¨cs.
[78] J. Weidmann, Spectral theory of Sturm-Liouville operators. Approximation by regular prob-
lems, in Sturm-Liouville theory: Past and present, W. O. Amrein, A. M. Hinz, and D. B.
Pearson, eds., Birkha¨user Verlag, Basel, 2005, pp. 75–98.
[79] H. Weyl, U¨ber gewo¨hnliche Differentialgleichungen mit Singularita¨ten und die zugeho¨rigen
Entwicklungen willku¨rlicher Funktionen, Math. Ann. 68 (1910), no. 2, pp. 220–269.
[80] K. Zumbrun, Stability of large-amplitude shock waves of compressible Navier-Stokes equa-
tions, in Handbook of mathematical fluid dynamics. Vol. III, S. Friedlander and D. Serre,
eds., North-Holland, Amsterdam, 2004, pp. 311–533.
[81] K. Zumbrun and P. Howard, Pointwise semigroup methods and stability of viscous shock
waves, Indiana Univ. Math. J. 47 (1998), no. 3, pp. 741–871.
[82] D. Zwillinger, Handbook of differential equations, Academic Press, Inc., Boston, MA, 1989.
(J. F. Leyva) Facultad de Ciencias de la Computacio´n, Beneme´rita Universidad Auto´-
noma de Puebla, Av. San Claudio y 14 Sur, Ciudad Universitaria, C.P. 72570, Puebla,
Puebla (Mexico)
E-mail address: jfleyva.84@gmail.com
(L. F. Lo´pez R´ıos) Instituto de Investigaciones en Matema´ticas Aplicadas y en Sis-
temas, Universidad Nacional Auto´noma de Me´xico, Circuito Escolar s/n, Ciudad Uni-
versitaria, C.P. 04510, Cd. de Me´xico (Mexico)
E-mail address: luis.lopez@iimas.unam.mx
(R. G. Plaza) Instituto de Investigaciones en Matema´ticas Aplicadas y en Sistemas,
Universidad Nacional Auto´noma de Me´xico, Circuito Escolar s/n, Ciudad Universitaria,
C.P. 04510, Cd. de Me´xico (Mexico)
E-mail address: plaza@mym.iimas.unam.mx
