The most popular index of agreement has been r WGðJÞ ; more recently, the AD MðJÞ index also has been used. This study addresses two problems: first, how to test the statistical significance of r WGðJÞ and AD MðJÞ and, second, how to infer from the indices that were evaluated for each group about the agreement of the ensemble of groups. The authors extend the inference based on either r WGðJÞ or AD MðJÞ by focusing on multiple-item scales and on the whole ensemble of groups. Their method is based on simulations, as was done by Dunlap, Burke, and Smith-Crowe (2003) and by Cohen, Doveh, and Eick (2001) . The tests are illustrated on the data of Bliese, Halverson, and Schriesheim (2002) pertaining to a sample of 2,042 U.S Army soldiers in 49 U.S. Army companies. Software for our procedures is available both as a SAS code and in the Multilevel Modeling in R package (Bliese, 2006) .
T he assessment of interrater agreement has important implications for researchers in many domains of psychological and organizational research. The term interrater agreement refers to the degree to which ratings from individuals are interchangeable, and it reflects the extent to which raters provide essentially the same rating (Kozlowski & Hattrup, 1992; Tinsley & Weiss, 1975) . In recent years, there has been a growing number of studies based on multilevel data in applied psychology and organizational behavior. Frameworks for conceptualizing and testing multilevel constructs were proposed by Chan (1998) and by Chen, Mathieu, and Bliese (2004) . These frameworks include the assessment of within-group agreement, which is a prerequisite for several typologies for arguing that a higher level construct can be operationalized. The articles by Cohen, Doveh, and Eick (2001) and by LeBreton, Burgess, Kaiser, Atchley, and James (2003) include discussions pertaining to the heuristics used for justifying agreement. The most widely used index of interrater agreement on Likert-type scales has been r WGðJÞ , which was introduced by James, Demaree, and Wolf (1984) . In his typology of composite models, Chan (1998) specifically mentioned the use of this index for validating two of these models (i.e., direct consensus and referent-shift consensus). An alternative index, the Absolute Deviation (AD), was suggested by Burke, Finkelstein, and Dusig (1999) .
Two main questions arise regarding the use of either the r WGðJÞ or the AD MðJÞ index. The first includes two parts: (a) how to infer on the basis of these values whether the agreement is sufficiently different from chance agreement and (b) how to determine when the values are sufficiently large to justify aggregation to a higher level. The second question is how to infer about the agreement regarding the ensemble of groups on the basis of the collection of indices that are obtained for each group separately. We address these two questions and offer methods based on simulations to partially answer these questions.
The index r WGðJÞ compares the observed within-group variances to an expected variance under the null hypothesis of no agreement. For a discrete scale of J parallel items, r WGðJÞ is defined as
where s 2 is the average of the observed variances on the J items, and s 2 is the variance of a null distribution corresponding to some null response pattern. A limitation of r WGðJÞ is that there is no clear-cut definition of a response corresponding to no agreement, and the appropriate specification of the null distribution that models no agreement is debatable. The most natural candidate to represent nonagreement, which has often been used, is the uniform (rectangular) distribution, accordingly for an item with number of categories which equals A,
The rectangular null model is often employed when there is no theory or other data to suggest using another null distribution (e.g., . However, as noted by James et al. (1984) , the distribution of responses could be nonuniform when no genuine agreement exists among the judges. This distribution may be negatively skewed, or triangular, yielding a smaller variance than the variance of a uniform distribution. The ambiguity in choosing the right null distribution has been recognized as one of the drawbacks of r WGðJÞ and motivated the introduction of alternative indices (e.g., Brown & Hauenstein, 2005; Burke et al., 1999; Dunlap et al., 2003; Lindell & Brandt, 1997) .
It was pointed out by LeBreton, James, and Lindell (2005) that negative values of r WGðJÞ can be obtained because of either a genuine disagreement or a nonsystematic disagreement due to sampling error. In the former case, they suggested considering a structural model, which assumes that the data originated from subgroups. Burke et al. (1999) introduced the AD index, defined as follows. For the jth item (j ¼ 1; . . . J),
where n is the number of respondents, X jk is the kth respondent's score on item j, and X j is the mean (or median) of the respondent's score on item j. This statistic is also known as the mean absolute deviation in the statistics literature. The index AD MðJÞ is defined as the average of the AD MðjÞ 's over the J items.
The AD MðJÞ index has the advantage that it does not require specifying a null distribution. Burke et al. (1999) argued that their index has an additional advantage because it provides more direct conceptualizations of interrater agreement in the units of the original measurement scale. Thus, researchers can specify ranges for acceptable levels of random chance responding or, alternatively, ranges of agreement in the unit of the original scale.
So far, the index r WGðJÞ has been much more frequently used than the index AD MðJÞ . We performed a systematic literature search of organizational multilevel studies that were published during the years 2000 to 2006 (AD MðJÞ was introduced in 1999). The search was conducted by specifying several combinations of the keywords group level, team level, organizational level, climate, and aggregation in the PsycINFO electronic bibliographic database for psychological, social, behavioral, and health sciences literature. Among the 41 articles that included justification of the aggregation from individual to group level, there were 40 (98%) that used the index r WGðJÞ , and only 2 (5%) that used the index AD MðJÞ . One study used both indices.
Neither of the indices r WGðJÞ or AD MðJÞ were shown to be superior with respect to the other. Both are applicable for demonstrating intermember agreement, which justifies aggregation of scores within units to the unit level, and they differ from the intraclass correlations (ICCs) that are reliability measures (see Bliese, 2000; LeBreton et al., 2003 , for more information regarding the differences between the assessment of intermember agreement vs. reliability). In the context of this article, ICC(1), which is an estimate of the reliability of an individual rater, provides information on the similarity of the group members, reflected by the correlation among members of the same group. ICC(2) provides information about the stability of the aggregated value. In recent manuscripts, both an index of agreement and the ICC are reported to justify aggregation because they provide different and complementary information (e.g., Ehrhart, 2004; Gonzalez-Roma, Peiro, & Tordera, 2002) .
Inference on the Basis of r WGðJÞ or AD M(J)
The first problem regarding inference based on agreement indices has been treated in two different ways: (a) rules of thumb and (b) statistical significance tests based on simulations. The commonly used rule of thumb for r WGðJÞ is that when r WGðJÞ is greater or equal to .7, the evidence is considered sufficient to warrant aggregation. Lance, Butts, and Michels (2006) traced four widely accepted and reported cutoff criteria to their alleged sources as determined by reference citations. Among these four criteria is also the .7 cutoff point for the index r WGðJÞ . In spite of the doubts raised on the adequacy of this rule (e.g., Harvey & Hollander, 2004) , researchers still rely on it. An extension to the .7 rule was suggested by Brown and Hauenstein (2005) : to consider values from 0 to .59 as unacceptable level of agreement, .60 to .69 as weak agreement, .70 to .79 as moderate agreement, and .80 and above as strong agreement.
Rules of thumb were provided by Burke et al. (1999) for the AD M(J) index. They suggested considering a null response range equal to or less than 1 for a Likert-type scale with five to seven categories, whereas this range should be two for an 11-category scale. An additional rule of thumb for the AD M(J) index was introduced by Burke and Dunlap (2002) . According to their guideline, a limit cutoff for acceptable interrater agreement is A/6 for a Likert-type scale with a number of categories that equals A.
The second strategy for interpreting the agreement indices is to perform significance tests. Although we agree with Dunlap et al. (2003) and with Harvey and Hollander (2004) regarding the limited usefulness of significance tests, in our opinion these tests should not be considered entirely useless. On one hand, rejecting the null hypothesis of no agreement does not provide sufficient evidence that justifies aggregation. As noted by Kozlowski and Hattrup (1992) and by Harvey & Hollander (2004) , the answer to the question of how large the index should be to justify aggregation depends on the context and on the purpose. On the other hand, rejection of the null hypothesis of no agreement is a necessary condition for aggregation, and it also indicates that some agreement exists, regardless of its magnitude.
The distributions of r WGðJÞ and AD M(J) under the null hypothesis depend on several factors, including the number of raters (n) and the number of categories in the Likert-type scale (A). Cohen et al. (2001) derived by simulations the sampling distributions of r WGðJÞ for A ¼ 5 and for few combinations of J and n. This article extends the work of Cohen et al. (2001) , who presented some limited information on the sampling distribution of r WGðJÞ (e.g., means). Simulations were also used by Dunlap et al. (2003) to derive critical values corresponding to a .05 significance level for r WGðJÞ and for AD M(J) , but for only J ¼ 1 (one stimulus). The objection to using rules of thumb is supported by examining these tables, which enhance the dependence of the critical values on n and on A (e.g., for a Likert-type scale with A ¼ 5 categories and J ¼ 1, the .95 critical value for r WGðJÞ equals .61 when the group size is eight and decreases to .40 when the group size is 15).
Most evaluations on tests for interrater agreement relate to a single item. Few researchers elaborated on procedures designed for multi-item ratings. Testing the hypothesis of no agreement for each stimulus and each group should be done by allowing for the problem of multiple testing. Lindell, Brandt, and Whitney (1999) recommended to first test the agreement for each item and then to report on the index corresponding to the multi-item scale. Their final note was that no studies were done on the effect of correlations among items and that further research should address this issue.
The AD MðJÞ index of agreement on the J multiple stimuli is defined as the average of the J agreement indices AD MðjÞ that are evaluated for each of the J stimuli. The tables of critical values that were constructed for AD ð1Þ ðJ ¼ 1Þ are not useful for AD MðJÞ , which is the average of J different AD MðjÞ . (The probability of small AD MðJÞ values will decrease as J increases because the variance of the average of the J values of AD MðjÞ decreases as J increases).
Based on the test procedure that we offer, tables of critical values for both r WGðJÞ and for AD MðJÞ were constructed. Similarly to Dunlap et al. (2003) , our test procedure is based on simulations, but in our case multi-item data are generated. We consider both the uniform and the slight skew as the null distributions.
The idea of using simulations for inference on r WGðJÞ has been previously employed. Charnes and Schriesheim (1995) proposed this approach, and Cohen et al. (2001) elaborated on it by using simulations to study the properties of r WGðJÞ . One of the questions we address in this research concerns the effect of positive correlation between items on the distribution of the indices. Schriesheim, Cogliser, and Neider (1995) used simulations based on the unrealistic assumption that the items of the scale are independent. The independence assumption contradicts the basic assumption of an underlying construct that is captured by the items of the scale for which the agreement is estimated.
Inference for the Ensemble of Groups on the Basis of r WGðJÞ or AD M(J)
So far, limited attention has been given to the appropriate way of drawing a global conclusion, based on the agreement indices of the collection of groups. The common practice is to report the mean and/or median of the index across groups. In this study, we offer a procedure for evaluating an overall agreement across groups.
We offer the software for the simulations in two forms: as a SAS macro (available upon request) and in the Multilevel Modeling in R package (Bliese, 2006) . The inference methods we suggest are illustrated on the data of , pertaining to a sample of 2,042 U.S Army soldiers in 49 U.S. Army companies. These data are included in the Multilevel Modeling in R package and can be accessed by users (Bliese, 2006) .
Empirically-Based Significance Tests
To test the significance of an observed index, r WGðJÞ or AD MðJÞ , its sampling distribution, under the null hypothesis of no agreement, has to be known. Because it cannot be derived analytically, we use simulations. The sampling distribution depends on the size of the scale (J), the number of Likert-type categories (A), the group size (n), the correlation structure between items, and the null distribution. Similarly to the two tables produced by Dunlap et al. (2003) , we generated numerous tables of the critical values for a .05 significance level and for different combinations of the parameters. In practice, for any given data set, a specific simulation should be done to calculate critical values. The input for the simulation would be the parameters A, n, and J; the correlation matrix of the J parallel items; the null distribution; and the desired significance level (a).
In Table 1 we display the critical values for a .05 significance level, for two scale sizes (J ¼ 3, J ¼ 5), for a uniform null, and for three correlation structures. All three correlation matrices were chosen to have a compound symmetry structure (same correlation between each pair of items). The three correlations corresponding to the three matrices are: zero (independence assumption), r ¼ :3, and r ¼ :4. These parameters correspond to scales with relatively low reliabilities (because of low correlations and few items), except the scale with J ¼ 5 items and .4 correlation, for which the reliability is .77. The first (zero) correlation value represents an unrealistic situation. One of the purposes of presenting these cases was to illustrate the effect of ignoring the dependence among the items and the sensitivity to small changes in the correlations. In the empirical example, we compare the critical values of Table 1 with those corresponding to scales with higher reliabilities.
The structure of Table 1 is the same as in the table provided by Dunlap et al. (2003) , and it was similarly generated by simulating 100,000 random samples. However, whereas their table was generated by simulating a univariate uniform distribution (J ¼ 1), in our case the samples were simulated from a multivariate distribution with uniform, discrete marginals. The technical details on the simulations are described in the following section. We examined a wide range of parameter values, but for brevity we limit our presentation to those shown in Table 1 .
Note that the distributions of both indices are discrete. When we apply the test to r WGðJÞ , the rejection area consists of values larger than the (1 − a) percentile. The 95th percentile is defined as the smallest value for which the cumulative distribution function exceeds 0.95. When we apply the test to AD MðJÞ , the rejection area is in the left-hand tail consisting of values smaller than the a percentile. Figures 1 and 2 display the cumulative distributions of each of the two indices, respectively, for a particular case (uniform null, A ¼ 5; J ¼ 5, compound symmetry r ¼ :40, n ¼ 4). The percentiles that define the rejection areas are marked in the figures. Figure 1 shows a large probability at zero, which is due to the rule that assigns a zero value to r WGðJÞ when its value is outside the unit interval. It is not surprising that under the null case of uniform marginal distributions, this probability is quite high. We evaluated this probability (by doing 100,000 simulations) for J ¼ 3 and J ¼ 7, group sizes 4, 10, and 25, and a compound symmetric correlation matrix, with a correlation of .4 between each pair of items. In all of these cases, the probabilities were in the range [.45, .49 ].
Our numerous simulations showed that the critical values change relatively slightly as we change the correlations among the items. The critical values depend mainly on the number of items (J) and on the group size (n), with larger critical values corresponding to smaller group sizes. For both indices, there is an increase of the critical values as J increases but for different reasons. The index r WGðJÞ is an increasing function of J. Namely, if we consider a fixed value of s 2 =s 2 , then r WGðJÞ increases monotonically with J. Therefore, the critical value, which is in the upper tail, should also increase with J. However, for AD MðJÞ the critical value is in the lower tail. Because AD MðJÞ is an average of J values, its variance decreases with J, and therefore the lower percentiles increase with J.
Both Table 1 and the table of Dunlap et al. (2003) demonstrate that the .7 rule of thumb is inadequate for testing the hypothesis of no agreement. For small group sizes (e.g., 3-5), even an observed r WGðJÞ as high as .75 cannot be considered large enough to reject this hypothesis. On the other hand, for n ¼ 25 and J ¼ 5, a relatively small value, such as r WGðJÞ ¼ :5, should be considered large enough to reject this null hypothesis.
The critical values we discussed so far are useful for testing the hypothesis of no agreement in one group only. In practice, the values of r WGðJÞ , or AD MðJÞ , are evaluated for N g > 1 number of groups. The question of whether there is an agreement pertains to the ensemble of these groups. Here, we suggest that inference on agreement based on the whole data should involve two stages: first, carrying out the simulation on the average, or Figure 1 The Distribution of RWG for A = 5, J = 5, compound symmetry ρ = :40, n = 4 on the median, taken over groups. In other words, in each of the 100,000 simulations we generate independent N g multivariate samples with the same structure as the data at hand (same number of groups, same size groups, but uniform multivariate samples). We can thus obtain the empirical null distribution and the critical value for the statistic of interest (the median or mean over the groups). This type of inference is analogous to the F-test for R 2 in multiple linear regression. In regression, an informative addition to the global F-test would be the t-tests on the regression coefficients for each explanatory variable. Similarly, in the next stage of analysis, useful additional information is provided by the agreement assessment for each group. It may be useful for identifying groups with extreme low or high agreement. Unlike the inference in regression, where the estimated regression coefficients are not independent, in the current problem the estimated agreement indices are independent. It is therefore straightforward to calculate the probability of observing at least k out of N g number of groups, for which under the null hypothesis a significant result will be obtained.
The following section, which includes technical details on the simulation procedure, can be skipped by readers who are not interested in these details.
The Simulation Procedure
Let X ¼ ðX 1 ; . . . ; X p ) denote the simulated random vector of p variables (in our case, each variable is measured on a Likert-type scale with A categories). Let r X ði; j) denote the Figure 2 The Distribution of Absolute Deviation (AD) for A = 5, J = 5, compound symmetry ρ = :40, n = 4 desired correlation between items i and j, and let p ¼ ðp 1 ; . . . ; p A Þ be the vector of the desired marginal Likert-type scale distribution
The simulations were done in two steps: first, a standard normal random vector Z ¼ ðZ 1 ; . . . ; Z p Þ was simulated, with correlations r Z ði; jÞ between Z i and Z j (i 6 ¼ j, i, j ¼ 1; . . . ; p). For the generation of multivariate normal (MVN) samples we used the code from the MVN macro procedure of SAS. The %MVN macro generates MVN data using the Cholesky root of the variance-covariance matrix. Rather than adopting the complete MVN as a macro, only part of the MVN macro was incorporated into our code. Otherwise, because of the numerous calls to MVN we encountered memory problems. In the second step, each Z i was transformed to the discrete variable X i ði ¼ 1; . . . ; pÞ. X i was defined to be equal to mð1 ≤ m ≤ AÞ if
where FðÞ denotes the standard normal cumulative distribution function and where
This transformation produces the desired marginal distributions of the Xs. The problem is how to obtain the desired correlations r X ði; jÞ. It is well known that the correlations of the Xs that are obtained by the discrete transformation are lower than those initially prescribed in the generation of the MVN samples. In other words, r X ði; jÞ < r z ðijÞ:
The reduction effect, which is relatively small, depends on A and decreases with the increase of A. For example, if the original correlation was .3, it reduces to .27 for A ¼ 5 and to .28 for A ¼ 7: If the original correlation was .4, it reduces to .36 for A ¼ 5 and to .37 for A ¼ 7:
A theoretical algorithm known as NORTA (Cario & Nelson, 1997) was developed for generating samples from a discrete multivariate distribution with a specified correlation structure. However, there is no readily available software for implementing it. The idea behind NORTA is to define the input correlation matrix for the Zs such that the Xs will have the required correlations. It was noted by Li and Hammond (1975) , and by Cario and Nelson (1997) , that each term r X ði; jÞ is only a function of r Z ði; jÞ. Therefore, if we evaluate the function h, such that hðr Z ði; jÞÞ ¼ r X ði; jÞ; ð8Þ then, the required correlation for (X i , X j ) can be obtained by generating (Z i , Z j ) with the correlations r Z ði; jÞ such that Equation 8 is satisfied, for each i 6 ¼ j; i; j ¼ 1; . . . ; p. In principle, since the evaluation of the correlation matrix (r Z ði; jÞ) is done term by term, one could end up with a matrix (r Z ði; jÞ), that is not positive definite. In this case, the procedure for generating multivariate normal vectors (such as MVN) does not work. We have not encountered this problem in all the examples we have used. However, it should be noted as a possibility. In this case, there are corrections that can be applied to the nonpositive matrix. The idea is to replace this so-called defective matrix by a positive definite matrix, such that there is a small discrepancy between the two matrices. This problem and its solution are discussed in Ghosh and Henderson (2002) .
Initially, we applied the simulation method based on the NORTA algorithm. We refer to this method as the accurate method. However, we recommend and we finally used the simplified version of this method, which we refer to as the inaccurate method. The latter is aimed at facilitating its application at a minor expense of accuracy. Both methods, the accurate and inaccurate, include the first two steps previously described. The difference between these two methods is that in the simpler method the correlations used as input in the first step are the desired correlations (those that we would have liked to obtain for the discrete data). Due to the transformation, the pair-wise correlations obtained between the discrete simulated variables are slightly lower than those initially prescribed in the first step.
Our main concern was to evaluate the effect of using the inaccurate method on the simulated distributions of r WGðJÞ and AD MðJÞ . We compared the simulated distributions that were obtained under the two methods (accurate vs. inaccurate) for numerous combinations of parameters (number of categories, number of raters, number of items, and different correlation matrices). This comparison showed essentially negligible differences between the results corresponding to the two methods. The practical conclusion of our simulation study is that by using the simpler (inaccurate) method of generating discrete samples, no accuracy of our inference is sacrificed.
An Empirical Example
We drew our example from Bliese et al.'s (2002) sample of 2,042 soldiers representing 49 U.S. Army companies. The companies ranged in size from 10 to 99. In the current study, we focused on two of the measures that were included in Bliese et al.'s dataset: Hostility and Task Significance, both were rated on a 5-point Likert-type scale. Hostility is a 5-item subscale (a ¼ :87) of the Brief Symptom Inventory (Derogatis & Spencer, 1982) , assessing the degree to which respondents reported things such as getting into an argument in the last week. Task Significance is a 3-item scale assessing a sense of Task significance during the deployment (a ¼ :82). The data included an additional 11-item leadership scale. For brevity, we limited the discussion to the two smaller scales.
The two agreement indices r WGðJÞ and AD MðJÞ were calculated for each of the companies in the sample. In addition, their means, medians, and standard deviation over the 49 values were calculated. Then, we ran 100,000 simulations to obtain the critical values corresponding to a .05 significance level for each group size and for the means and medians. The simulations were done for both the uniform and slight skew as null and under the assumption that for each company the correlations between the responses on the items were the same as those of the sample. Tables 2 and 3 present the results of these calculations. Table 2 includes the results for the global data set of the 49 companies, whereas Table 3 shows those corresponding to each company separately, for a subset of the 49 companies. For brevity, we limited the display in Table 3 to a subset of the companies. Table 2 is analogous to the ANOVA table  in multiple regression analysis, whereas Table 3 is analogous to the table of the regression  coefficients. For both scales, the null hypothesis of no agreement in the ensemble, with the uniform as the null distribution, is rejected when the test is based on either the mean or median, taken over the ensemble of groups. The observed r WGðJÞ means/medians exceed the 95th percentile of their corresponding null distributions, and the associated p values are almost mean) was evaluated based on 100,000 simulations. Thus, for each of the four statistics, we obtained an empirical distribution based on 100,000 values. This distribution was summarized in the five columns by the mean, median, standard deviation, and 5th and 95th percentiles. Consider, for example, in the 5-item hostility scale, the mean r WG(J) of the 49 companies. Its sample value was .57. Simulations under the uniform null indicated that the empirical distribution of the mean has a mean = median = .14 and the 95th percentile is .20, which is much lower than the observed value of .57. Thus, the corresponding p value is .00. Therefore, the conclusion is that based on the mean r WG(J) , we reject the null hypothesis that there is no agreement in the ensemble of groups, for a uniform distribution as the null. Table 3 Results of the Significance Tests for a Subset of the Companies Note: Agreement proportions were calculated across the 49 companies.
zero. Similarly, the observed means and medians of the AD MðJÞ indices are smaller than the 5th percentile of their corresponding null distributions, and the associated p values are almost zero. However, for the Task Significance scale, when the slight skew is considered as the null, based on the tests of the medians/means of either one of the indices, the null hypothesis cannot be rejected with a significance level of .05. Contradicting conclusions are obtained for the hostility scale, with the slight skew as the null distribution. First, when the test is performed on the r WGðJÞ sample median (over the group), its zero value indicates that the null hypothesis cannot be rejected (p value = 1). However, the sample mean of r WGðJÞ falls in the rejection area (The mean is sensitive to extreme values, and there are 4 companies with r WGðJÞ values above .85). Second, while the mean r WGðJÞ across the groups falls in the rejection area, neither do the median and mean of AD MðJÞ . In Table 3 , the listing was sorted according to the size of the company. Although we present only a subset of the companies, it covers the whole range of company sizes. The first two columns display the company identification number and the company size. Next, for each of the two scales are the sample values and the 95th and 5th percentiles of the null distributions for r WGðJÞ and AD MðJÞ , respectively. The decision to reject the null hypothesis of no agreement is coded as 1 and 0 otherwise. The proportions for which the null hypothesis was rejected were calculated for the whole sample including the 49 companies. Table 3 shows, as we noted in the previous section, that the critical values depend on the number of items (J) and on the group size (n), with larger critical values corresponding to smaller group sizes. For both indices, there is an increase of the critical values as J increases. These results provide an additional illustration that it is erroneous to use arbitrary rules of thumb to test the hypothesis of no agreement.
We can compare critical values displayed in Table 3 with the corresponding critical values of Table 1 , namely, those with the same number of items (J), same group sizes, and uniform null. Differences between these values are due to differences in the correlations between items, which are higher for the scales of Table 3 . Consider for example J ¼ 3 and n ¼ 10: In Table 1 , the critical values for AD MðJÞ are .92 (for r ¼ :3), and .91 (for r ¼ :4), whereas the corresponding critical value in Table 3 is .89. Similarly for r WGðJÞ , in Table 1 the critical values are .56 (for r ¼ :3 and r ¼ :4), whereas the corresponding critical value in Table 3 is .61. All such comparisons illustrate that for scales with higher reliabilities (higher correlations among items), higher values of r WGðJÞ , or lower values of AD MðJÞ are required to reject the null hypothesis of no agreement. Table 3 shows the large difference in the conclusions when the uniform versus the slight skew are considered as the null distributions. The difference is particularly large for the 3-item scale. This shows an additional difference between the two indices. Although for the uniform as the null, the proportion of companies for which the null hypothesis was rejected was larger based on r WGðJÞ compared with AD MðJÞ , it was the opposite for the slight skew as the null. This interesting result warrants further investigation.
Considering the uniform as the null distribution, for both scales, the proportions are larger than expected by chance. Therefore, the same conclusion is obtained as the one based on Table 2 , namely, to reject the null hypothesis of no agreement for the ensemble of the companies. However, for the Task Significance scale with the slight skew as the null, based on r WGðJÞ this null hypothesis cannot be rejected. Based on the r WGðJÞ tests, significance was obtained for only five companies. The probability of obtaining at least five significant results (out of 49 independent tests), with a significance level a ¼ :05, is .097. Thus, if we allow a global significance level of no more than .05, we cannot reject the null hypothesis. For the same scale and slight skew as null, but based on the AD MðJÞ tests, significance was obtained for 6 companies. The probability of obtaining at least 6 significant results (out of 49 independent tests), with a significance level a ¼ :05, is .035. Thus, if we allow a global significance level of no more than .05, we reject the null hypothesis.
In summary, with the uniform null, which is less restrictive, both indices led to the same conclusions, whereas inconsistent results were obtained with the more restrictive slight skew distribution as the null.
It is interesting to note that different conclusions are obtained for companies for which the observed r WGðJÞ , or AD MðJÞ , are the same, due to their different group sizes. For example, consider the Task Significance scale with the uniform as the null. Companies 17 and 32 have the same r WGðJÞ value of .52, but whereas for company 17 (size 10), the .52 value is too low compared with the .61 critical value, it is large enough for company 32 (size 68) to be considered significant. All the companies for which the hypothesis of no agreement could not be rejected on the Task Significance scale with the uniform null were relatively small.
Discussion
The current study sheds new light on the issue of testing statistical significance of r WGðJÞ and AD MðJÞ by focusing on multiple-item scales. We do not answer the question how large the indices should be to justify aggregation. Rather, we provide ways for assessing whether aggregation should not be performed, and whether there is a certain level of agreement, regardless of its magnitude. Although rejecting the null hypothesis of no agreement is not a sufficient condition, it is a necessary prerequisite for justifying aggregation. Thus, despite these limitations, ''until an appropriate statistical test is developed or identified, it is recommended that researchers determine statistical significance for any agreement index via critical values derived from Monte Carlo analyses'' (Brown & Hauenstein, 2005, p. 177) . We recommend a two-step procedure. The first step is to determine whether nonzero agreement exists using the procedures presented in this manuscript. The second step involves comparing the observed data to some standard of convention (George, 1990; Lance et al., 2006; LeBreton et al., 2003) .
We addressed the issue of how to infer from the values of either r WGðJÞ or AD MðJÞ for each of the groups, about the agreement of the ensemble of groups, and we demonstrated the insight gained by performing significance tests on summary statistics such as the mean or median across groups, as well as conducting significance tests for each group. In addition to the test on the mean or median, we propose to examine the proportion of groups for which the hypothesis of no agreement cannot be rejected. We demonstrated that the method based on a summary statistic and the one based on the proportion of groups for which the null hypothesis was rejected do not necessarily lead to the same conclusions. Similar to regression analysis, in which the regression coefficients are tested in addition to the ANOVA, in the case of agreement, additional insight can be gained by performing tests on each group as well as on a global measure across groups. One of the main advantages of such an approach is that it allows one to determine whether the results obtained based on the global measure across groups might be affected by a small number of groups. In our empirical example (hostility scale with slight skew as the null), for more than 50% of the groups, zero values of r WGðJÞ were obtained, but based on the mean of r WGðJÞ the null hypothesis of no agreement in the ensemble was rejected. Based on the latter finding, it is unreasonable to reject the null hypothesis across the groups.
We used the uniform as the null distribution, in Table 1 , guided by the fact that this is the null distribution in the majority of applications of interrater agreement indices. However, the procedures we introduced can be easily implemented by specifying any other null distribution. In the example we presented, both the uniform and the slight skew were considered as the null distributions. We demonstrated the differences in conclusions based on the two different null distributions and on possible differences in conclusions based on the two different indices (r WGðJÞ vs. AD MðJÞ ). Our findings indicate that it is yet premature to answer the question as to which of these indices is more powerful for inferring agreement because each one of them highlighted different aspects concerning agreement across groups. Further research is required to study the performance of these indices for various null distributions and to examine their power as a function of the data structure (number of items, number of categories, correlations among the scale items, group sizes, and number of groups). These comparisons may help to understand why and under what conditions there could be differences in the conclusions based on the two different indices.
Specific alternative methods should be developed in future research for large data sets (large group sizes and/or many groups), such as in the study of LeBreton et al. (2003) . Large data sets may require heavy computations when performing a large number of simulations. However, they have an advantage in terms of accuracy. Agreement indices estimated for large groups have smaller variance. Thus, fewer simulations are required to accurately estimate the critical values. In cases of a large number of groups, graphical displays on the empirical distribution of the indices can be used (e.g., Cohen et al., 2001 ).
In our example, the number of categories of the Likert-type scale was A ¼ 5: This was also the number of categories for which James et al. (1984) introduced the slight skew distribution. The skewed distribution (slight, moderate, or strong skewed) should be defined for larger (or smaller) values of A.
This study deals with the commonly used multi-item scales for which all items have the same number of response categories. For a multi-item scale with items of different scales, it is not straightforward how to apply the formula for r WGðJÞ . A reasonable way is to consider as the null uniform variance
whereĀ is the average of the A's over the J items. Alternatively, it can be computed as the average of the J variances obtained by computing the null variance for each item separately (Lindell et al., 1999) . One of the advantages that was previously noted for AD MðJÞ , when the two indices r WGðJÞ and AD MðJÞ were compared, was that the AD MðJÞ index does not require to specify a null distribution. However, to evaluate its significance, one ought to specify what is expected to be the distribution of this statistic under a null case.
In summary, most multilevel research is based on scales rather than on single items. This article provides a partial solution, exposes further open questions, and enhances the complexity of inference on the agreement indices for multi-item scales. A different simulationsbased approach for studying group effects, which also provides inference on the ensemble of groups, is random group resampling (Bliese & Halverson, 1996 Bliese, Halverson, & Rothberg, 1994 , 2000 . Elaborating on this procedure is beyond the scope of this article.
Based on the current research, codes were developed in SAS (available on request) and in R. The latter was developed in collaboration with Paul Bliese (2006) , who incorporated it into his Multilevel Modeling in R package.
