ABSTRACT The emerging computer vision and deep learning technologies are being applied to the intelligent analysis of sports training videos. In this paper, a deep learning based fine-grained action recognition (FGAR) method is proposed to analyze soccer training videos. The proposed method was applied to indoor training equipment for evaluating whether a player has stopped a soccer ball successfully or not. First, the problem of FGAR is modeled as human-object (player-ball) interactions. The object-level trajectories are proposed as a new descriptor to identify fine-grained sports videos. The proposed descriptor can take advantage of high-level semantic and human-object interaction motions. Second, a cascaded scheme of deep networks based on the object-level trajectories is proposed to realize FGAR. The cascaded network is constructed by concatenating a detector network with a classifier network (a long-short-termmemory (LSTM)-based network). The cascaded scheme takes the advantage of the high efficiency of the detector on object detection and the outstanding performance of the LSTM-based network on processing time series. The experimental results show that the proposed method can achieve an accuracy of 93.24%.
I. INTRODUCTION
In recent years, with the rapid development of information processing and internet of things (IoT) technologies [1] - [5] , sports services and sports training tend to be digital and intelligent. Specifically, advanced technologies such as wearable devices [1] , [2] , virtual reality [6] - [8] , machine learning [9] , [10] , data mining [11] , [12] , and cloud computing [13] are applied to obtain and analyze the sports data. Generally, the dynamic sports data are in the form of various heterogeneous physiological signals [12] , such as heart rate, oxygen consumption, carbon dioxide, oxygen concentration, electromyography (EMG), electroencephalogram (EEG), and blood lactate. These data are usually collected by using a set of external sensors and wearable devices, such as spirometers, ergometers [12] , myo armband [7] , electrode cap [11] , and microwave sensors [1] . However, for collecting more details about the athlete's postures, decisions, and actions, visual
The associate editor coordinating the review of this manuscript and approving it for publication was Min Jia. sensors are better solutions than most of the other sensors. The reason is that video cameras can capture such a fair amount of motion information [14] - [16] , that it is widely used in video surveillance applications [17] , [18] . The details can be obtained by analyzing the motion information using computer vision and deep learning technologies [19] - [22] .
Many efforts have been made to apply visual analysis on sports video data. With respect to better assisting sports training and sports video broadcast, some works are put forward on player detection [23] - [25] , ball detection [26] , and posture estimation [27] - [29] . Furthermore, in order to reduce labor-intensive tasks, some other works [30] - [32] focus on automatic sports video editing and summarization.
Besides the above, in order to extract more important details in sports videos, we often need fine-grained classifications of the same type of sports. For example, golf events were classified into full swing, incomplete swing, and irrelevant events [33] . Soccer game events were divided into attack, defense, middle game, and goal opportunity [34] . Such type of works is defined as fine-grained action VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ recognition (FGAR). FGAR is a major problem in the analysis of sports training videos. It is different from the traditional action recognition, such as the activity classification in Olympic Sports Dataset, 1 UCF101 Dataset, 2 and HMDB51 Dataset, 3 in which, the motions and even the scenes have obvious differences. Traditional action recognition methods are generally based on dense trajectories features [35] - [38] . However, in the field of FGAR, the motions and the scenes generally have no obvious difference. The major difference is the human-object interaction motions. Nevertheless, the dense trajectories-based features in traditional methods cannot represent the human-object interactions efficiently.
In this paper, we propose an object-level trajectoriesbased FGAR method for analyzing soccer training videos. An indoor training equipment was installed to improve the players' ability of passing accuracy and skill of the first touch. The first touch is defined as first stopping and control of the receiving ball. That is, evaluating the success rate of the fist touch is to judge whether a player has stopped a soccer ball successfully or not. In order to automatically obtain the success rate timely, we handle it as a typical FGAR problem. The main contributes are listed as followings.
1) We have collected and annotated a soccer training dataset, in which there are totally 2543 ball-stopping events, including 1597 successful events and 946 failed ones. This dataset can be used in further research on FGAR problem and sports analysis.
2) The problem of FGAR is modeled as human-object (player-ball) interactions. The object-level trajectories are proposed as a new descriptor to identify finegrained sports videos. The object-level descriptor can take advantage of the high-level semantic and the human-object interaction motions. 3) A cascaded scheme of deep networks based on the object-level trajectories is proposed to realize FGAR. The cascaded network is constructed by concatenating a detector network (the YOLOv3 network) with a classifier network (a long-short-term-memory (LSTM) based network). The cascaded scheme takes the advantage of the high efficiency of the detector on object detection and the outstanding performance of the LSTM-based network on processing time series. The remainder of the paper is organized as follows. The related works are introduced in Section II. The background and the problem is stated in Section III. Observations and analysis are proposed in Section IV. The proposed object-level trajectory-based cascaded network is presented in Section V. Experiments and more discussions are provided in Section VI. In the end, we make some conclusion in Section VII.
II. RELATED WORKS A. VISUAL ANALYSIS IN SPORTS
Visual analysis was widely applied to sports services and sports training. Firstly, visual analysis was used to track and identify the players. Huda et al. [23] proposed a method for estimating the number of soccer players by using computer graphics and virtual simulations. Lu et al. [24] presented a method for tracking and identifying the player from broadcast sports videos. The players were identified and tracked by using DPM Detector and Kalman Filter, respectively. Senocak et al. [25] proposed a part-based player identification by using deep convolutional representation and multiscale pooling. Renĺř et al. [26] utilized convolutional neural networks for ball detection in tennis games. Secondly, visual analysis was used to conduct the pose estimation of the athletes. Hwang et al. [28] proposed an athlete pose estimation method by combining global and local information using the 2D image. Chen et al. [27] utilized Kinect video analysis for rectifying yoga postures in a self-training system. Sumer et al. [29] presented a self-supervised learning method for pose estimation in sports videos. Thirdly, video analysis was used to reduce labor-intensive and time-consuming work in video editing of broadcast media. The deep action recognition features were used in summarization of user-generated sports videos by Tejero-de-Pablos et al. [30] . Multimodal excitement features were utilized for automatic curation of golf highlights by Merler et al. [31] . An automatic cricket highlight generation method [32] was proposed by using event-driven and excitement-based features.
B. FINE-GRAINED ACTION RECOGNITION
Fine-grained action recognition is crucial for extracting more important details from sports videos. Wang and Zhang [33] proposed a hidden conditional random field (HCRF) model for sports video event classification by using independent component analysis (ICA) mixture feature functions. For example, the model was applied to classify golf events into three classes, such as full swing, incomplete swing and other irrelevant events. Cioppa et al. [34] presented a bottom-up approach for the interpretation of the soccer game videos based on semantic features. By using the deep neural networks, the soccer game events were classified into four classes, including attack, defense, middle game, and goal or goal opportunity. In [39] , the diving video clips were extracted and classified by using a 3D convolutional neural network. The diving events were classified into four classes, including handstand, rotation type, somersaults, twists, and pose type. In order to obtain player statistics, Theagarajan et al. [40] proposed a visual analysis method to obtain the possession percentage by classifying the soccer teams and identifying the player controlling the ball.
C. TRADITIONAL ACTION RECOGNITION
Recently, dense trajectories, as well as optical flow were widely used as features in event classification and action recognition. Wang et al. [35] proposed an action recognition method based on dense trajectories. The dense trajectories were extracted by tracking feature points via a dense optical flow algorithm. The feature points are densely sampled on dense grids for multi spatial scales. To reduce the impact of inconsistent matches, the authors improved the dense trajectories by estimating the camera motion [36] . Peng et al. [37] proposed a video representation named stacked Fisher vector (SFV) for action recognition. The dense trajectories were nested encoded using Fisher vectors in two layers. Simonyan and Zisserman [38] presented a two-stream ConvNet architecture for action recognition, in which the spatial stream (single frame) and the temporal stream (multi-frame dense optical flow) are scored and fused to obtain the final results. After that, deep neural network based fusion methods [41] - [44] were proposed to improve the two-stream ConvNet architecture. 
III. BACKGROUND AND PROBLEM STATEMENT A. INTRODUCTION OF THE SOCCER TRAINING EQUIPMENT
Recently, a new soccer training equipment is developed in order to improve the players' ability of reflexes, the skill of the first touch, and pass accuracy. As shown in Figure 1 , the training equipment is installed as a squared indoor training ground. The equipment is composed of 8 ball ejectors and 64 small goals, i.e., at the middle of each side, there are 2 ball ejectors and 16 goals (both in two rows). After one player enters into the equipment and starts training, one ejector is randomly selected and it ejects a soccer ball into the center of the ground. At the same time, a goal is randomly selected as the target goal. In the equipment, the lights and the sounds are used as indicators. According to the indicators, the player needs to stop the soccer ball and pass it to the target goal successfully. Afterward, the player will wait for the next ball. That is, the player on the training ground should continually stop and pass the soccer until the end of training.
B. PROBLEMS STATEMENTS
In this training, the success rate of the first touch and the pass accuracy are two important indices, which can be used to evaluate the players' ability and update the players' development timely. Firstly, as we know the pass accuracy is important in soccer such that it is widely used to evaluate the performance of a soccer player or a team. In this training equipment, the pass accuracy is evaluated as the success rate of the player scoring the target goal. An infrared transceiver module can be easily used to distinguish whether the ball is kicked into the right goal or not. Secondly, the first touch is defined as a skill of the first stopping and control to the receiving soccer ball. It is considered to be the most important skill in soccer. 4 Good skill of the first touch can increase the players' ability to maintain possession, such that they have opportunities to use their other skills and allow the players to be more successful at high levels. However, the success rate of the first touch is not easy to be evaluated automatically. Traditional sensors and IoT technologies cannot provide an efficient solution. Fortunately, the visual sensor can pick up a large amount of useful information in event classification and action recognition. Therefore, in this work, we present a computer vision based assessment to obtain the success rate of the first touch.
IV. OBSERVATION AND ANALYSIS
Assessment of the player's first touch is a typical FGAR problem. In that case, the scenes are definitely the same, and the players' motion patterns have no significant difference. By observing a large number of the ball-stopping events, we found that the human-object (player-ball) interaction motions are significantly different between the successful events and failed ones. Figure 2 shows the examples of the motion trajectories of the player and the ball, including successful cases (subfigure (a)-(c)), failed with touching (subfigure (d)-(f)), and failed without touching (subfigure (g)-(i)). Generally, for the successful events, the ball flys to the center of the training ground, and then it stops close to the player until the player kicks it to the target goal. In that case, the length of the players' motion trajectories are relatively short and the turning points of the soccer ball's motion trajectories are close to the players. However, for the failed events, there are usually two cases. The first failed case is that the ball flys to the player and the player touches the ball but fails to stop it. This case generally happens when the player has chosen an unreasonable body part, posture, strength, foot shape or striking spot on the ball. In that case, the ball will quickly bounce off the player. There will be sudden deflections in the ball motion trajectories. At the same time, the player will pursue the ball unconsciously. Therefore, the players' trajectories are generally longer than that of the successful ones. The second failed case is that the ball flys past the player but the player didn't touch the ball at all. As can be seen, the motion trajectories of the balls are relatively smooth.
The above observations show that motion trajectories have obvious differences. In this work, we proposed the objectlevel motion trajectories as the descriptor of the sports videos (in Section V-C). On one hand, in the FGAR applications, the scenes generally have no obvious difference while the motion trajectories are significantly different. Directly fusing these frames at the input layer may excessively focus on spatial information such as the scenes and local structures but cannot extract motion information efficiently [45] . In contrast, extracting object-level motion trajectories and then fusing them benefit for obtaining more distinguishable information. On the other hand, the object-level trajectories are different from the dense trajectories, which are basically a low-level features. The object-level trajectories can take advantage of high-level semantic and efficiently represent the human-object interaction motions.
V. THE PROPOSED METHOD
In this section, a deep learning based assessment method is proposed to evaluate the success rate of the first touch in soccer training. In Section V-A, we describe the total framework of the proposed method, which is a cascaded deep neural network consisting of a detector and a classifier. The detector is briefly introduced in Section V-B. Then, we explain the extracted features in Section V-C. The classifier is described in Section V-D.
A. FRAMEWORK OF THE PROPOSED METHOD
The framework of the proposed method is shown in Figure 3 . This is a cascaded model based on deep neural networks. It consists of a detector network and a classifier network. The input of the model is a series of successive video frames, which is named as a ball-stopping event. It should be noted that the videos can be divided into a number of ball-stopping events (as shown in Figure 4 ). In practice, the events can be easily separated by recording the time when the ball ejectors eject the ball. For each ball-stopping event, all the frames successively input into the detector to obtain the bounding boxes of the player and the ball, i.e., the outputs of the detector are a series of bounding boxes recorded by their coordinates. The series of coordinates are called as object-level motion trajectories since they are coordinates of objects such as the player and the ball. Then, the features are extracted based on the object-level motion trajectories. Finally, based on the features, the ball-stopping events are classified into success and failure by using an LSTM neural network. The cascaded scheme synthesizes the high efficiency of the detector on object detection and the outstanding performance of the LSTM-based network on processing time series.
B. DETECTION OF PLAYER AND SOCCER BALL
In order to extract the trajectories efficiently, the player and the soccer ball should be detected first. In this method, the players and the balls are detected by using YOLOv3 [46] , which is one of the state-of-the-art detectors. Compared with its predecessor YOLO9000, YOLOv3 predicts the box on three different scales, and more convolutional layers are added to process up-sampling feature, such that YOLOv3 can achieve a better performance in terms of the accuracy and efficiency.
It should be noted that, since the soccer ball with ultrahigh speed motion caught by a regular camera has the obvious effect of video trailing, the detector trained by the images of static balls cannot detect the ultra-high speed one. Therefore, in this work, a new dataset is constructed to retrain the detector for locating the deformed ball more accurately. A total of 7946 images with the player and the soccer ball are collected and labeled in this dataset. Figure 5 shows some examples of the labeled images. In order to verify the robustness of the proposed method, the dataset for adjusting Yolo V3 performance is separated from the one used for the evaluation of ball-stopping events (introduced in section VI. A). Table 1 shows the average precisions (APs) of the detector with the original weights and the retrained weights, respectively. It is observed that the APs of both the players and the balls have been improved after retraining with the new dataset. Particularly, the AP of the balls has increased from 45.11% to 92.11%. Moreover, the retrained AP of the player is 99.94%, i.e., almost no player was missed. The high APs indicate that the retrained detector can extract near-complete trajectories.
C. FEATURE EXTRACTION
The observation and analysis indicate that object-level based motion trajectories can efficiently represent the humanobject interactions of ball-stopping events. In this section, we present the details of object-level motion trajectories based features, including the motion trajectories and the instantaneous velocities.
In this work, each ball-stopping event is composed of a series of n successive frames (n is set to 45 in the experiments). For each ball-stopping event, the detector outputs a series of bounding boxes of the players and the soccer balls. Assuming that both the player and the ball could be detected in each frame, there will be two bounding boxes. The symbols p t and s t are employed to denote the bounding boxes of the player and the ball detected in the tth frame, respectively. We use symbols (px t , py t ) and (sx t , sy t ) to denote the coordinates of the center points of p t and s t , respectively. The two features are extracted based on the detected bounding boxes. Firstly, the object-level motion trajectory is described as a series of coordinates of the center points of the bounding boxes, denoted as om t = (px t , py t , sx t , sy t ), t = 0, 1, . . . , n − 1. It should be noted that, the detected bounding boxes are denoted as their widths, heights, and the coordinates of their left-bottom points. It is easy to calculate the coordinates of the center points in the bounding boxes.
Secondly, in successful events, the ball will stop close to the player for a short time. This is different from the failed events. Therefore, instantaneous velocities of the ball are also extracted as a feature, and it is also computed based on the object-level motion trajectories. The ball instantaneous velocities are described as the instantaneous variations of the ball coordinates. It is expressed as v t = (sx t − sx t−1 ) 2 + (sy t − sy t−1 ) 2 , t = 1, 2, ...n−1. Note that since in each event there is no previous frame of the first frame, it is reasonable to set v 0 as v 1 .
In order to standardize the data, two operations are performed on the features, namely unification and interpolation.
(1) Unification: The resolutions of the input videos are not the same, which makes that the scales of the coordinates are different. Therefore, the features are unified by dividing the coordinates with the width and the height of the input videos, respectively. (2) Interpolation: Even though the APs of the retrained detector is significantly high (99% and 92% for both players and soccer balls, respectively as in Table 1 ), leak detection is inevitable. That is, not all the players and the balls are successfully detected. To ensure the consistency of feature dimensions, linear interpolation is conducted on the trajectories. The closest detected coordinates are used to interpolated the missing detected objects. The distances of frames are used as the interpolated weights.
The final feature is constructed by combining the objectlevel motion trajectory om t and the instantaneous velocities v t , as f t = (px t , py t , sx t , sy t , v t ), t = 0, 1, . . . , n − 1. That is, the ball-stopping event is represented as (f 0 , f 1 , . . . , f n−1 ).
D. CLASSIFICATION
In this work, the object-level trajectories are typical time series. In the view of the high performance of long short-term memory (LSTM) neural network on the processing of time series, an LSTM-based network is employed to classify the trajectory-based features. The LSTM network is constructed by stacking three basic LSTM cells. The number of neurons is set to 150 in each cell.
The input vector of each cell is the feature of each frame in the ball-stopping events. Specifically, the ball-stopping event is denoted as (f 0 , f 1 , . . . , f n−1 ), and the input vector of each cell is f t . The state of LSTM cell is split into two vectors: the short-term state and the long-term state. The long-term state traverses through the network, with dropping some memories and adding some new memories. The loss is computed based on cross-entropy before applying the softmax activation function.
VI. EXPERIMENTAL RESULTS
The experiments were performed on a computer with an Intel(R) Xeon(R) CPU E5-2620 V4 @ 2.10 GHz, and GTX 1080Ti GPU with 6.4 TFlops of single precision, 484GB/s of memory, and 11 GB of RAM memory. The proposed method was trained and evaluated on tensorflow. In this section, we give the details of the experiments. Firstly, we describe the dataset which was used to train and validate the proposed method. Secondly, we present the overall results of the proposed method. Then, the proposed method is compared with state-of-the-art dense trajectories based methods. Finally, we compare the object-level motion trajectories with some other features.
A. DATASET
The proposed method was trained and evaluated on video dataset collected from the soccer training equipment. There are totally 84 soccer players included in the dataset. The players are from 5 different football clubs, with the ages ranging from 9 to 28. By installing one camera in the soccer training equipment, we acquired 132 videos of the players' training status. It should be noted that, the data collection has lasted for more than half a year. During that time, the camera was debugged by changing the resolution. Therefore, in the datasets, each of the videos is with one of two resolutions including 704 × 576 (32 videos) and 1920 × 1080 (100 videos).
By separating and annotating the videos, we obtained 2543 ball-stopping events, in which there are 1597 successful events and 946 failed ones. In the experiments, 80% events were randomly selected as the training set and the other 20% events were used as the testing set.
B. THE OVERALL RESULTS OF THE PROPOSED METHOD
As described in the above section, the proposed features consist of the object-level motion trajectories and the related motions. Furthermore, the features are divided by the widths and heights of the input videos, respectively. In order to verify the efficiency, different combinations of the proposed features, as well as unification, are compared in the experiments. Table 2 shows the overall results of the proposed method. On one hand, the results show that unification can improve the efficiency of features significantly, except the related motions. On the other hand, it can be observed that, if only the motion trajectories are used as the features, the approach can achieve accuracy as 92.30%. Furthermore, if only the instantaneous velocities are used as the features, the accuracy is 87.11%. It indicates that both the two features are efficient descriptors of the ball-stopping events. Furthermore, if both the features are utilized in the approach, the proposed method can achieve the accuracy as 93.24%. It means that the two features are complementary to each other. Figure 6 shows the confusion matrix of the proposed method. It can be seen that, 91.98% (as 218 218+19 ) of the failed events and 93.98% (as 375 375+24 ) of the successful events were classified into the right classes. That is the recall ratios of both the two classes are almost equal to the overall accuracy. It indicates that the proposed method is efficient to both the successful and failed classes.
C. COMPARISON WITH DENSE TRAJECTORIES-BASED FEATURES
The proposed method is also compared with the dense trajectory-based method [36] . in which the features are composed of several descriptors, such as dense trajectory, HOG, HOF, and MBH. In the comparison method, we have retrained the codebook of the dense trajectories. By employing the new retrained codebook, the features are encoded as Fisher Vectors. A linear SVM is utilized as the classifier, in which the parameter C is set to 100.
FIGURE 7.
The confusion matrix of the dense trajectory-based method [36] . Figure 7 shows the confusion matrix of the dense trajectory-based method [36] . The results show that the accuracy of the method [36] is 89.78%, which is lower than that of the proposed method (93.24%). It indicates that, in the case of resolving FGAR problem, the proposed object-level trajectory-based feature can outperforms the dense trajectorybased feature. It also can be observed that, 94.73% (as 378 378+21 ) of the successful events were correctly classified into the right class. However, only 81.43% (as 193 193+44 ) of failed events were correctly classified into the right class. That is, the dense trajectory-based method is inclined to classify the failed events as the successful events. Furthermore, we have recorded the computational costs of both the proposed method and the dense trajectories-based method [36] , in term of the average computation time for handling each event. The results are shown in Table 3 . Firstly, since the method [36] lacks a parallel processing solution, for a fair comparison, both of the methods were run on the CPU. For the proposed method, the average computation time is 13.68s. However, for the comparison method, the average computation time is 102.2s because of high intensive computation of extracting dense trajectories. It indicates that the VOLUME 7, 2019 proposed method is about 7.5× faster than the comparison method [36] . Secondly, the proposed method consists of two cascaded neural networks, such that they are able to be run on a GPU. When it is run on the GPU, the average computation time of the proposed method is only 3.05s. That is, the proposed method is about 33.5× faster than the comparison method. In that case, the proposed method is able to handle the events in real time. Therefore, it can be concluded that the proposed method significantly outperforms the dense trajectory-based method [36] , in terms of both the accuracy and computational cost.
D. COMPARISON WITH DIFFERENT FEATURES
Other features such as the heights and the aspect ratios of the bounding boxes are used in object tracking [40] . In this work, the features including the heights and the aspect ratios are compared with the proposed features. The results are shown in Table 4 . The features heights and aspect ratios are combined with the proposed features, motion trajectories and instantaneous velocities, respectively. It shows that adding these features to the proposed features will decrease the accuracy of the approach. 
VII. CONCLUSION
FGAR is a major problem in the analysis of sports training videos. Different from the common action recognition applications, scenes and motion patterns in FGAR applications generally have no obvious difference. In that case, the human-object interactions should be efficiently represented in order to carry out FGAR. This paper proposes an object-level trajectories based FGAR method in the analysis of soccer training videos. Firstly, the problem of FGAR is modeled as human-object (player-ball) interactions. The object-level trajectories are proposed as a new descriptor to identify fine-grained sports videos. This descriptor can take advantage of the high-level semantic and the human-object interaction motions. Secondly, a cascaded scheme of deep networks based on the object-level trajectories is proposed to realize FGAR. The cascaded network is constructed by concatenating a detector network with a classifier network. The cascaded scheme synthesizes the high efficiency of the detector on object detection and the outstanding performance of the LSTM-based network on processing time series.
In order to analysis the sport training videos, the proposed method adopts the object-level trajectories to represent the human-object interactions. For more fine-grained actions, the human postures estimated as series of keypoints may take advantage of the middle-level semantic. In our future work, we would like to employ the pose estimation along with object level trajectories in analysis of more fine-grained actions. 
