In this paper, we study relationship queries on graph databases with binary relationship. A relationship query is a graph reachability query bounded on primary-keys and foreign-keys with aggregation on single output attribute. Both row stores and column stores miss key opportunities towards the efficient execution of relationship queries, making them unacceptably slow in real-world OLAP scenarios.
INTRODUCTION
A common type of online analytical processing (OLAP) queries [12, 6, 48, 36, 53] , relationship queries, in graph databases proceeds in three steps: First, the query selects a set of entities that satisfy certain properties. Then, the query discovers other entities that relate to the selected entities, by performing join operations that navigate relationships between the entities. Often, during the navigation the query collects various measures. In the last step, these measures are aggregated and assigned to the discovered entities. The resulting aggregate measures typically indicate metrics of "relevance" or "importance" of the discovered entities in the context created by the selected entities.
In the interest of explaining the pattern of relationship queries, we classify a schema's tables into two categories, which correspond to the entities and the relationships of the E/R model [40, 19] : relationship tables and entity tables. Each tuple of an entity table corresponds to a real-life entity. Each entity table has an ID attribute. Relationship tables, on the other hand, capture many-to-many relationships between entities. Each relationship contains two foreign key attributes 1 and several measure attributes. Consider the medical database shown in Figure 1 . It is a relational representation of entities and relationships in PubMed 2 , the premier public biomedical database. For example, the Term entity table has one tuple for each term of the PubMed MeSH 3 ontology. The relationship table DT has two foreign key attributes Doc and Term referring to the ID column of entity tables Document and Term . The measure attribute Fre (stands for frequency) records the (non-zero) number of occurrences of each term in each document.
An SQL query is a relationship query if it meets the following two conditions:
(1) it consists of σ, π, ∩, 1, and γ components (2) 1 and operate on key attributes and ∩, and γ operate on single attribute.
Given the very high volume of publications (more than 23M) and authors (more than 6.3M), one may want to issue the following Author Similarity (AS) query to find the authors (identified by da2.Author ) whose publications d.ID relate to the terms (identified by dt1.Term and dt2.Term ) in the publications da2.Doc of a given author, identified by the id 7 . Furthermore, each discovered author is given a weight, by first computing the similarity of the publications using the cosine of the term frequencies and then weighing recent publications heavier. 4 .
AS query: 2. Heavy-weighted compressions are not considered. Though heavyweighted compressions like Huffman encoding [46] have high compression quality, they do not support random accesses. To randomly access one value in a compressed column, column databases need to decompress the whole column first. The decompressing time usually dominates the whole query processing time, especially when the data is big. Therefore, column databases donot apply heavy-weighted compressions for performance consideration.
To avoid the above limitations, we first propose a new data organization with small storage granularity fragment, then propose a bottom-up pipeline algorithm FastR based on this new data organization. Informally, a column can be partitioned into s fragments, where s is the cardinality of this column. More precisely, for each relationship Figure 2: Example of fragments. Fragments are encoded separately. Fragment πDocσterm=t 1 DT is encoded with byte-aligned bitmap while fragments πFre σTerm=t 1 DT and πTerm σ Doc=d 1 DT are encoded by Huffman and bit-aligned dictionary.
keys while Mi (i ∈ [1, n] ) is a measure attribute, FastR makes two copies R1 sorted by F1 and R2 sorted by F2. For each copy, FastR produces n+1 fragments for each value in the sorted column. Consider copy R1, for each entity value t ∈ F1, FastR produce n + 1 fragments πF 2 σF 1 =t(R1), πM 1 σF 1 =t(R1), . . . πM n σF 1 =t(R1) 5 . Figure 2 shows example fragments for the dataset in Figure 1 . The entity Term 1 is associated with the fragments [1, 46, 88, 348] and [4, 15, 3, 4] . Fragments are encoded separately allowing different encodings. Compared with columns, fragments have much smaller sizes, which can easily fit in L1 or L2 caches. Encodings that do no support random access like Huffman encoding [46, 45] can be used, because for relationship queries random accesses occur on a per-fragment basis but not within a fragment. That is all the values in requested fragments are necessary. This solves the first limitation above.
Based on this new data organization, we design an offset-based index to efficiently access fragments for any given identifiers of entities. FastR obtains a fragment for a certain value in O(1) via the index. The challenge here is that the size of fragments are different, since (1) they have different number of elements, and (2) they are encoded by different compressions. To solve this challenge, FastR first rounds up each fragment into bytes, then group fragments in the same column together in a byte-array. In addition, FastR indexes the offset for each fragment (in bytes). Then to obtain a fragment, FastR simply lookups the byte-array to find its starting address then calculates the difference between two continuous offsets. This offset-based index has two advantages: (1) it avoids materializing/storing row ids; and (2) it utilizes less space than maintaining explicit pointers, which will be fully discussed in Section 6.
We propose the FastR algorithm running upon the index. FastR employs a bottom-up pipeline mechanism to avoid large intermediate results, which solves the second limitation above. In addition, FastR employs a code generator to compile the query plan into a query-aware executable C++ codes. The complied codes utilizes simple for-loops to access each encoded fragments. Such tight forloops without function calls create high instruction locality which eliminates the instruction cache miss problem. In addition, such simple loops are amenable to compiler optimization, and CPU outof-order speculation [23] .
To give a preview of the FastR, we provide a running example to answer the AS query. 1. FastR obtains a document-fragment P1 = πDocσ Author =7 DA1.
For each document ID d ∈ P1, FastR obtains a term-fragment
P2 = πTerm σ Doc=d DT 1 and a frequency-fragment P3 = πFre σ Doc=d DT 1. 3. For each term ID t ∈ P2, obtain a document-fragment P4 = πDocσTerm=tDT 2 and a frequency-fragment P5 = πFre σTerm=t DT 2. 4. For each document ID d ∈ P4, obtain a year-fragment P6 = πYear σ Doc=d Document and a author-fragment P7 = π Author σ Doc=d DA2. 5. For each author ID a ∈ P7, calculate its aggregation score as (f1 * f2)/(2017 − y), where f1 ∈ P3, f2 ∈ P5 and y ∈ P6
Note that, steps 2-5 are nested within their respective previous steps and effectively implemented as a series of nested loops. FastR only reads query-dependent data without touching any other data.
Due to the high performance of FastR, it becomes possible for queries to be issued online and interactively. We implement an online and interactive demo system to experience the fast performance: http://137.110.160.52:8080/demofastr 6 .
Contributions
• We formally define the relationship queries that are prevalent in practice.
Section 5 presents a class of queries (relationship queries), yet neither row nor column databases can answer them efficiently.
• We introduce a new fragment-based organization, which combines salient features of the column data organization, indexing and potentially aggressive compression. FastR's query plan operators utilize a bottom-up pipeline mechanism to evaluate the query without materializing columns for row IDs or columns of intermediate results. FastR query plans are excellent targets for being compiled into code; our current implementation compiles them into C++.
• FastR allows for a large set of compression techniques like heavy-weighted compressions, since query plans do not require random access within fragments. Therefore, more data can fit in the main memory.
• We implement a pure main-memory database (PMC) and a fully-optimized main memory database with 2-copies (OMC) as baselines for a fair comparison with FastR. Both PMC and OMC are compiled into C++ codes by corresponding code generators (Section 9).
• We theoretically study the space cost of different compression algorithms, i.e., uncompressed bitmap,uncompressed array, bit-aligned dictionary encoding and byte-aligned bitmap (Section 8).
• Finally, we present a comprehensive set of experiments on two real-life datasets, i.e., PubMed and SemmedDB, to demonstrate the efficiency of our algorithm. Our results show that our algorithm is 10 2 × ∼ 10 4 × more efficient than MonetDB and Postgres. FastR is around 40× faster than OMC and generally save more than 50% space costs than baselines(Section 10). Roadmap Section 2 describes related work. It emphasizes the necessary background on compression. It also illustrates the limitations of column databases by providing a detailed step-by-step description of how an exemplary column database would answer the AS query. Section 4 and Section 5 introduce the schema and relationship queries, respectively. Section 3 illustrates the architecture of FastR. Section 6 and Section 7 describe the native index and the FastR algorithm, respectively. Section 8 analyzes the space cost of bitmap compression theoretically. Section 9 presents two main-memory column database implementations for a fair comparison with FastR. Finally, Section 10 conducts comprehensive experiments to measure the performance in two real-life datasets.
RELATED WORK
We illustrate the operation of an exemplary column database during execution of the AS query, highlighting relevant optimizations [1, 3] and limitations. (Readers familiar with column databases can skip this part). We employ the modern column database storage strategy-using virtual IDs instead of explicit row ids (Explicit row ids blot the size of data) for each separately storing column. To access the i-th value in column C simply requires a random access at the location startOf (C) + i × width(C). Note that, columns here have fixed width, since columns are dictionary-encoded first if they are not integers.
In a convention followed across the full paper, the leaves of algebraic expressions have the form " 6. Calculate R6 = γ Author,SUM(Fre 1 ·Fre 2 )/(2017−Year) (R5). Scan R5 to get the set of distinct authors and associated scores (Fre1· Fre2)/(2017 − Year ).
The above example exhibits a number of inefficiencies.
1. Expensive scanning operations are executed.
Step 1∼5 obtain explicit or implicit row ids via whole column scanning.
2. Intermediate results are maintained. Steps 1∼5 materialize all the temporary output results R1, . . . R5 and also row ids RID2, . . . RID5, which is both time and space consuming.
Optimizations in Column Databases
A number of optimizations have been studied in the literature to speed up performance in column databases [50, 27, 3, 21, 10] . The optimizations mainly include late materialization, invisible join, building index and directly operating on compressed data.
To eliminate whole column scan (in step 1∼5), binary search can be utilized [10, 27] if the column is sorted. Since we adopt the virtual IDs store strategy, all the columns should be organized in one order. That is binary search only works for one column. However, relationship queries might perform lookup operation in two reference columns. To avoid whole column scan in both columns, two copies of data with different sorting should be maintained (as we did for FastR and OMC, more details can be found in 10). In addition, column databases can further apply run-length encoding (RLE) [42, 50, 1, 2] on sorted column to compress duplicates elements into one triple (value, start position, run length) [2] 7 . With the help of RLE on sorted column, both whole column scan and materializing row ids can be eliminated for selection query πC σC=t(R). Column databases use one random access in column C to find its encoded (t, s, l), then use sequential access to get values in column C from position s to s + l.
Directly operating on compressed data like compressed bitmap is a key advantage of column databases [43, 1, 4, 36, 2] . A bitmap index is a bit-vector in which each bit is mapped to a row id. Each distinct value t in column C is associated with one bitmap. The i-th bit in the bitmap is set to 1 if the i-th row has value t, otherwise is set to 0. The main benefit of a bitmap is that it is efficient for bitwise operations -AND, OR, XOR and NOT. Thus it is efficient to answer selection queries on one table. In addition, literature [28, 51, 7] shows that applying run-length encoding(RLE) can both further reduce space cost and improve performance. This is because the bitewise operations can be issued directly on the compressed bitmap. Two outstanding techniques are byte-aligned bitmap compression (BBC) [7] and word-aligned hybrid (WAH) compression [51, 49] . Other light-weighted compression like dictionary encoding can also be applied in column databases [2, 20] .
Other column-oriented optimizations like late materialization and inviable joins can also improve performance [2, 4] . In this paper, these optimizations are utilized.
Though column databases provide many optimizations, they are inefficient to answer relationship queries, since they need to (1) materialize large intermediate results, and (2) heavy-weighted compressions like Huffman [46] and arithmetic encoding [47] can not be applied, since they sacrifice decompression performance for compression ratio.
Iterator model
To answer an SQL query, database systems first translate the query into a physical query plan, then evaluate this physical query plan to produce result. The traditional way to evaluate this physical query plan is the iterator model [29, 37, 20] . In the iterator model, every physical algebraic operator conceptually generates a tuple stream from its input, and iterating over this tuple stream by repeatedly calling the next function of the operator. This iterator model is a simple interface, which allows for easy combination of arbitrary operators, and is a good choice when query processing is dominated by I/O and CPU consumption was less important. As main memory grows, query performance is more and more determined by the CPU costs. The iterator model shows poor perfor- 7 RLE has many variants, please read [44] for more details mance on modern CPUs due to lack of locality and frequent instruction mis-predictions [34] .
Since CPU costs is a critical issue for modern main-memory database systems, the iterator model is not the optimal solution any more. Some systems tried to reduce the high calling costs of the iterator model by passing blocks of tuples (batch oriented processing) between operators [35, 34] . This greatly reduces the number of function invocations, but causes additional materialization costs. The MonetDB system [30, 23] materializes all intermediate results, which eliminates the need to call an input operator repeatedly. Besides simplifying operator interaction, materialization has other advantages, but it also causes significant costs. The MonetDB/X100 system [54] chooses a middle ground by passing large vectors of data and evaluating queries in a vectorized manner on each chunk. This offers good performance, but still does not reach the speed of hand-written code [34] . In this paper, FastR produces C++ handwritten like code directly from the physical query plan of relational queries. FastR iterators each fragment by using simple loop, since the size of each fragment is calculated in the code generating phase by using meta data.
Compiling code for SQL queries
Generating and compiling code has been studied widely [5, 34, 33] in order to speed up the performance. For example, DBToaster [5] compiles SQL queries into C++ code for view maintenance problem in order to provide fast delta processing. [34] compiles TPC-H style analytics queries to LLVM bytecode and C. In addition, [33] generates in-memory pipelined hash-join query plans in C++ directly from Datalog queries for path-counting queries. In this paper, we provide a code generator to generate C++ code for relationship queries.
ARCHITECTURE
Applications use FastR as an analytics-oriented database that accompanies their original, transaction-oriented database . Figure 3 is an overview of FastR's architecture. The FastR Loader receives loading commands and, in response, it retrieves data from a relational database (or databases) and creates a FastR database 8 . The schema of the FastR database has to follow certain conventions; see Section 4. The data of a FastR database are stored into in-memory data structures (see Section 6) .
Then the FastR Query Processor receives an SQL query and outputs its result. It consists of several subcomponents. The Algebra Translator translates SQL queries into a relational algebra expression, which is then transformed into a Relationship Query Normalized Algebra (RQNA) expression (RQNA will be formally defined in Section 5) by the RQNA Normalizer by applying rewriting rules. Afterwards, the operators of the RQNA expression are transformed into physical-level operators by the Physical-plan Producer. A physical plan specifies explicitly which indices and algorithms are used, based on the metadata generated by the FastR Loader. The metadata contains information about fragments and their encodings. The Code Generator produces a C++ program that uses the FastR data structure and combines operators of the physical plan into a bottom-up pipelined execution algorithm. Finally, the C++ program is compiled and run on the FastR index to get final results.
SCHEMA
FastR supports SQL schemas. It classifies tables into entity tables E1, . . . , Em and relationship tables R1, . . . , Rn. The naming relates to the well-known E/R schema design technique [18] . Intuitively, entity tables correspond to entities of the E/R design, whereas the relationship tables correspond to many-to-many relationships. For example, Figure 4 illustrates the E/R design of the PubMed database. The tables Document , Term , Author and Journal are entity tables. The relationship tables DT and DA capture the many-to-many relationship between Document and Term , and Document and Author , respectively.
Entity tables have to follow a single convention: Each FastR entity table must have an integer primary key (aka ID) attribute. In practice, this convention does not limit generality, since database schema designers often follow it. This convention is also recommended when translating an E/R design into a schema [18] . In our examples, the ID attributes are always named ID . In the general case, the ID attributes range from 0 to h − 1, where h is called the size of the ID range. The loading commands may instruct the FastR Loader to only use consecutive IDs. In this case, the IDs of an entity table with n tuples range from 0 to n − 1. The FastR applications and this paper's experiments and analysis consider this to be the case, i.e., h = n.
9
Each relationship table R(F1, . . . , F d , M1, . . . , M k ) has d foreign key attributes F1, . . . , F d , where each foreign key Fi refers to the ID of an entity Ei. The intuition, according to E/R design, is that the foreign key Fi corresponds to the connection between the 9 Notice that the packing of ID's into consecutive numbers is similar to dictionary encoding [13] . If the loader is instructed to create consecutive IDs then it also creates a dictionary table that associates the FastR IDs with keys in the original database. In the presented applications the dictionary table is stored in the original database. Alternately, if the original database features integer primary keys with reasonably compact ID range, FastR may simply use the IDs of the original database and avoid having dictionary tables.
Figure 5: A grammar describing RQNA expressions.
many-to-many relationship (that corresponds to the relationship table R) and the entity Ei. As is typical in E/R-based schema design, a one-to-many relationship between entities does not have a corresponding relationship table. Instead, it is captured by including a foreign key attribute to the entity table corresponding to the entity on the "many" side of the relationship. For example, the entity table Doc has a Journal foreign key attribute, which captures the many-to-one relationship between documents and journals.
In this paper, we focus on the frequent case where (i) relationship tables have two foreign key attributes, i.e., the corresponding E/R design has 2-way many-to-many relationships and (ii) the combination of the two foreign keys is unique. This case encodes graph databases, wherein the 2-way relationships capture the edge information and the measure attributes capture properties of the edges.
RELATIONSHIP QUERIES AND ALGE-BRA EXPRESSIONS
A relationship query (in its algebraic form) involves σ, π, 1, operators and an optional aggregation at the end. It meets the following restrictions (a) Join and semijoin conditions are equalities between (primary or foreign) key attributes and (b) aggregations group-by on a primary key or foreign key. The set of reltionship queries includes graph reachability (path finding) queries, where the edges are defined by foreign keys. More generally, it includes tree pattern queries, followed by aggregation.
To efficiently answer relationship queries, FastR first translates them into RQNA (Relationship Query Normalized Algebra) expressions (see syntax in Figure 5 ). In the simplest case, an RQNA expression is a left-deep series of joins with a selection and an optional aggregation: In Line 4 the RQNA expression starts with a selection σc(T → v), that qualifies some entities. 10 Consequently the RQNA expression performs a series of left-deep joins (Line 3) that navigate to entities that relate to the qualifying entities. An RQNA expression may be just the left-deep join (Line 2) or a group-by on the key attribute k (Line 1), followed by many aggregations. In more complex cases (Lines 5 and (6)), the starting qualifying entities are specified by the nested query π v.k Join.
Next we illustrate relationship queries using the datasets of FastR's applications: PubMed and SemmedDB. These queries are also used in the experiments. 
Queries on Pubmed

GROUP BY da2.ID
In more elaborate relationship queries, the WHERE clause involves an "IN (nested query)", which translates into a semijoin (Line 5). The nested query translates into a Context, which may be a projection of selection (Line 6), an intersection on multiple selections (Line 7), or a projection of a Join (Line 8), which is also a nested structure (Line 3∼5). EXAMPLE 5.2. [Query AD: Authors' Discovery] Assume a user wants to find the authors who published papers, where each paper pertains to the terms "neoplasms" and "statins". The user 11 In practice, the queries also normalize for the sizes of t x and t y and, in later examples, the sizes of measures. The examples exclude the normalizations since they do not present any important additional aspect to the exhibited query pattern.
also wants to know the number of papers per author. Generally, the user may request authors who published papers pertaining to n terms t1, . . . , tm. Note that relationship queries do not require that all subqueries have identical structure. Furthermore, the aggregation is not necessary. For example, the following query finds authors who have recently (after 2012) published a paper on "statins" (term id 583352) and at least one of the paper's authors had also published on "lung neoplasms" (term id 384053). Mechanically, given an SQL query q in its algebraic format, we apply the following two rules to q: (1) push every possible selection and projection down to the corresponding tables; projections are upon selections 12 and (2) use left-deep joins to capture all the joins 13 . The query q is a relationship query if after the above transformations it belongs to the RQNA set.
Queries on SemMedDB
The Scripps Research Institute implemented the Knowledge.
Bio [9] system for exploring, learning, and hypothesizing relationships among concepts of the SemMedDB database 14 [25] , a repository of semantic predications (subject-predicate-object triples). Figure 8 shows a screenshot of the Knowledge.Bio system. It shows that "Atropine" treats "Rattus norvegicus" with 319 evidence points. (An evidence point is a sentence in Figure 7 shows the schema of SemMedDB. As a use case from Knowledge.Bio, consider the task of finding the concepts that are most relevant to "Atropine". To answer this query, Knowledge.Bio issues the "concept similarity (CS)" SQL query in, which returns relevant concepts to "Atropine" 15 
Further Examples
Relationship queries can be found in a variety of applications. Some examples are outlined in the following list.
Potential Virus Discovery in Network Security [17, 26] : Consider a database documenting virus infections in a computer network with tables for "virus" entities, "host IP" entities, and virus instance -host IP relationships. To discover potential virus infections for a host who has reported a virus s, a relationship query first selects the set of hosts associated with 15 The c ID is the concept id of "Atropine"
Result of FastR s, and then retrieves and aggregates all the virus infections know for these hosts. The viruses with the high scores might also hide in the host computer.
Friend Suggestion in Social Networks [39] : Consider a database with "user" entities, "tweet" entities, and a relationship associating tweets with users. For example, the relationship captures the information that a user read or shared a tweet. To provide friend suggestions for a given user u, a relationship query first discovers his/her tweets, then returns a sorted list of users based on their association with the discovered tweets.
FASTR DATA STRUCTURE
Consider a relationship table R(D 1 , D 2 , M 1 , . . . , Mm). The FastR data structure is optimized towards two goals: (i) rapidly evaluating π A σ D i =c (R), where A may be any attribute D j , j = i or M j and (ii) minimizing space by using compressed data structures. The most important mechanism towards compression is fragments that encode each π A σ D i =c (R) using techniques such as compressed bitmaps and Huffman encoding.
For each table of a graph database, FastR stores two FastR indices I R.D 1 and I R.D 2 . 16 The only storage pertaining to R are these indices. The I R.D 1 index consists of a lookup data structure on D 1 and fragments corresponding to the other attributes. Given an ID c and an attribute A, a lookup algorithm uses the data structure to return (i) a pointer to a byte array that encodes the fragment π A σ D i =c (R) and (ii) the size of the byte array, which is required by the algorithms that decode fragments.
Lookup Data Structure. Since D 1 is a foreign key, its values are IDs of an entity E. Therefore, they are integers with a range [0, h − 1], 16 The administrator may elect to store only one of the two indices but then some queries will be not be amenable to FastR's efficient processing.
where h is |E|. Based on this observation, the index I R.D 1 has one attribute byte array for the foreign key attribute D 2 and one attribute byte array for each one of the measure attributes M 1 , . . . , Mm. The attribute byte array of an attribute A stores the fragments
consecutively. Notice that some fragments will be empty.
The lookup data structure is a lookup For further space savings, the pointers are actually offsets that are represented with the minimum necessary number of bytes. If the fragment byte array of A has size b A , then the offsets pointing to fragments of the byte array, will be integers of size log 256 b A bytes. For example, assume the D 2 attribute byte array (Figure 9 ) is 3GB and is located at the 64-bit memory address 0x0000000860A23860. Offset values pointing to it will be 4-byte integers, since log 256 3G = 4. Also, assume the offset to the cth fragment π A σ D 1 =c (R) is 0x00B09000 and the offset to the c + 1-st fragment is 0x00B09100. Then, given a request for π A σ D 1 =c (R), the lookup algorithm returns the pointer 0x0000000860A23860+0x00B09000 and the size 0x00B09100 − 0x00B09000. ... Fragment Encoding. Fragments are generally encoded by different methods. Unlike column databases, FastR does not require random access in the compressed data, because FastR's query processing either uses all values in a fragment or none of them at all. FastR currently uses four representative encodings: Uncompressed arrays, bit-aligned dictionaries, compressed bitmaps and huffman-encoded arrays. The latter three have been chosen because (i) each one of them compresses well (and better than the rest) in particular, easy-to-recognize scenarios, and (ii) carefully implemented decoding algorithms have acceptable CPU overhead in the cases of "specialty" of each encoding. Nevertheless, other encodings can also be applied, such as PforDelta [55] that combines aspects of run length encoding and huffman encoding.
D1 lookup
All fragments of an attribute's byte array use the same encoding. However, it is allowed (and it is sometimes beneficial) to encode a measure attribute M i of a table R (D 1 , D 2 , . . . , M i , . . .) in I R.D 1 with an encoding method different from the one used in I R.D 2 . Finally, note that the four encoding methods are used only for numerical values. For string columns, FastR applies a dictionary encoding that maps strings to integers upon load time, similarly to column databases. In our applications, the dictionary tables that represent the string-to-integer mappings are stored outside main memory, in a conventional database. [v 1 , . . . , vn] , where each v i is a nonnegative integer, the equivalent uncompressed bitmap is a sequence of n bits, such that the bits at the positions v 1 , . . . , vn are 1 and all other bits are 0. Bitmap compression methods are based on encoding the length of the (typically long) sequences of zeros that appear between the ones [50, 21] . Compression algorithms differ from each other on the specifics of encoding the lengths. FastR uses the byte-aligned method to represent a length number [7, 51] . The first bit of a byte is a flag that declares whether (i) the next seven bits are part of a number that also uses consequent bytes or (ii) the remaining seven bits actually represent the length number by themselves. For example, the length numbers for the sequences of zeros in the uncompressed bitmap (UB) are 100, 3000 and 95 respectively. FastR uses the first byte to represent the length number 100 and the next two bytes for the number 3000 (since 2 7 < 3000 < 2 14 ). Note that the first bit of the first byte is 1, which means the seven bits in the following byte is still part of the number. Notice that FastR uses the little endian format, when it represents multi-byte numbers. Huffman Encoding: For attributes with many duplicate values and an uneven frequency distribution, FastR employs Huffman encoding [46, 45] . FastR maintains a global Huffman tree, which reflects frequencies in the entire column, but encodes each fragment separately. In addition, FastR uses an efficient decoding algorithm that avoids tree traversals (i.e., avoids random access on the heap). In lieu of the usual encoding tree, it uses an array as in [15] . This gives performance advantages due to CPU caching (L1 and L2) effects, since an array is a consecutive block of data.
We compare the performance/storage tradeoff of the various encodings analytically and experimentally.
FASTR QUERY PROCESSING
The FastR query processor (Figure 3 ) produces C++ source code for a given relationship SQL query. In an actual FastR deployment, most SQL queries are parametrized (i.e., they may contain SQL's "? " in lieu of constants) and are prepared in advance of running.
This section focuses on relationship queries. The conclusion and future work sections discuss algebraic expressions that contain RQNA subexpressions. They also discuss future extensions of the query processor.
Physical Operators
FastR's physical operators are designed to (i) utilize the FastR data structure, and (ii) enable code generation to produce a bottomup pipelined execution code. Figure 10 shows the physical plan for the query AS .
Join Operator. The join operator L Figure 10 : Example Physical algebraic plan. This is the physical algebra plan of queries AS.
table whose schema has the attributes A1, . . . , An (and also the attributes of L). However, in reality, the decompressed fragments are not combined into rows. In adherence to the late binding technique [1, 3] of column-oriented processing, the ordering of the items in the fragments dictates how they can be combined into tuples. The translation from RQNA expressions to plans is straightforward, as the plans are almost isomorphic to the corresponding RQNA expressions. E.g., compare the expressions in Figure 6 with the plans in Figure 10 . As the examples also illustrate, the → 1 operator is useful for executing both selections and joins of the RQNA expressions:
where B is an attribute of L and B is a foreign key of the relationship table R or B is the ID of an entity table R,
• A projection/selection combination πA 1 ,...,An σ B =c R, where c is a constant and B is a foreign key of the relationship I R.B operates similarly but returns only attributes from R if there is a matching tuple in L. The operator maintains a lookup structure for values from the left hand side; for each value b ∈ B, the operator checks the lookup structure to find out whether that particular value b was already received earlier. If it were, then it is dismissed. If this is the first time that b is received, then the operator marks in the lookup structure that this b has been received and proceeds to use the index I R.B to retrieve (and decompress) the fragments πA i σ R.B =b R, i = 1, . . . , n, as the join would. The lookup structure can be a hash set, a tree-based set or an array of booleans whose size is the domain of R.B . If L is large, it is best to use an array, despite the fact that the query needs to initialize the array to all false. If L is small, a hash set or a tree is preferrable. In the absence of a size estimator, which would estimate the size of L, FastR chooses the array approach. The rationale is that the initialization of the array penalizes both fast queries (such as AD query) and slow queries (such as CS query) with a few milliseconds, which depend exclusively on the size of the underlying domain. The initialization penalty is unimportant in absolute terms (i.e., the online user experience is not affected by a few milliseconds) but it saves significant lookup cost in the case of the relatively slow queries, where L is usually large.
Intersection Operator. The intersection operator groups its input according to the single group-by attribute r.D and aggregates the results of the scalar function s(A1, . . . , An) using the associative aggregation function α (e.g., min , max , count , sum ). Recall, in relationship queries the single group-by attribute r.D is the foreign key of a relationship table or the ID of an entity. In either case, the range of r.D is the same as the range of the underlying entity ID. Consequently, the γ 1α operator's superscript 1 signifies the assumption that the domain of G is small enough to allow for the allocation of an array, whose size is the domain of r.D and each entry is a number, initialized to zero. Every time a"tuple" from r is processed, this array is updated at r.D accordingly. In addition, an array of booleans registers which values of r.D were actually found. As was also the case with the lookup structure of the semijoin, it is preferable to incur the penalty of initializing such arrays, instead of using hash sets or tree-based sets that have more expensive lookup times.
For example, the aggregation γ Figure 10 , initializes an array with size of the domain Author to store the aggregated score for each author and also a boolean register array to check which authors are actually accessed.
FastR for AS query. Based on the physical operators above, the FastR Code Generator produces executable C++ codes. Before introducing the code generator, we provide an example FastR algorithm for AS query in order to provide a preview of the generated code by the code generator.
1. Lines 2−6: Obtain offset Pda1 by retrieving index IDA.Author using the lookup value a ID (line 2). Obtain fragment Fda1.Doc, compute its length by using offsets (lines 4 − 5), and decode it using byte-aligned bitmap (BB) decoder (line 6). Notice that, the encoding for each fragment is determined during the loading phase, and can be obtained from the meta data. The above example algorithm reveals the following advantages: (1) Retrieving in FastR index is efficient by using positions directly rather than using binary search; (2) FastR uses proper encoding for each fragment to minimize space cost; (3) FastR iterates fragments with tight for-loops. Such simple loops are amenable to compiler optimization, and CPU out-of-order speculation [23] ; (4) FastR does not require random accesses within fragments and only accesses query-relevant data; (5) FastR uses a pipeline method to avoid intermediate results; and (6) FastR utilizes an array with fixed domain size to perform aggregation, which is much faster than hashmap/hashtable.
FastR Code Generator
Recall that the FastR Code Generator receives the physical plan of relationship queries and FastR metadata and statistics (see The FastR code generator produces query-aware C++ codes, i.e., the generated code is optimized for a specific query. By using code generator, one benefit is that FastR reduces large numbers of function calls. For example, many if-else checkings are omitted in the generated codes.
FastR can use multiple cores/threads to perform parallel computation. The fact that in FastR (1) each fragment is independent of others, so FastR can assign fragments to different threads; and (2) 17 The operators are sorted in a top-down order 
the query processing is more CPU-bounded than memory-bounded especially when decompressing encoded fragments. In FastR, there are two kinds of global arrays, i.e., a boolean array for duplicate-checking for each semijoin operation, and a numerical array for final aggregation. In order to share the boolean array among multiple threads, FastR applies spinlock [11] in each array slot, which is experimentally verified to be more efficient than just using one spinlock on the entire boolean array. For the numerical array, FastR utilizes the same strategy, which is experimentally verified to be faster than maintaining one independent array in each thread than aggregate them together in the main thread. Discussion.Relationship queries are mostly CPU-bounded. The bottleneck to answering queries is CPU computation. Some research work [16, 14] indicates that CPU performance is not likely to improve significantly in the future. Thus heterogeneous approaches are introduced to cope with the scalability issue of CPU by using additional computation units. GPU (graphics processor units) is the most representative one due to its commercial availability, full blown programmability and better backward compatibility [52, 22] . We claim that FastR can be easily applied to GPU environment to further speed up the performance. In particular, each GPU core maintains a complete FastR index. Then elements can be evenly assigned to each core to perform their own computations.
COMPRESSION QUALITY ANALYSIS
In this section, we theoretically compare the space costs of different encoding methods utilized in FastR in order to provide an encoding with minimal space cost for any given fragments.
The encodings studied in this paper are Uncompressed Array (UA), Uncompressed Bitmap (UB), Bit-aligned Dictionary encoding (BD) and Byte-aligned Bitmap (BB). FastR maintains a fragmentarray (byte-array) to continuously store fragments for each column, which requires the size of each encoded fragment is a multiplication of eight in bits. Therefore, for the UB and BD, we need to add an additional ∆ (∆ ∈ [1, 7] ) bits to make sure the size meets the requirement of the fragment-array structure. Since FastR applies UB and BD only on fragments with distinct values. Thus, in this section, we focus on discussing the fragment with distinct values, which is a the case for foreign key columns. Let D be the domain size, N (N ≤ D) be the number of elements in a fragment. Let SA be the space cost of an encoding method A. respectively. In addition, the red triangle and circle indicates that BB is the best method for Term fragments and Doc fragments, while BD is the best for Author fragments.
• For uncompressed array (UA), the space cost S UA is:
• For uncompressed bitmap (UB), the space cost S UB is computed as following:
• For bit-aligned dictionary (BD), the space cost S BD is calculated as:
• For byte-aligned bitmap, in order to analyze the space cost, we need to know the distribution of elements in the fragment, since the space cost varies with different positions of 1's in the bitmap.
Here we assume the elements are uniformly distributed. Therefore, the expected length of runs is
. According to Chernoff Bound [31] , the actual length of runs is close to the expected value within with high probability 1 − e −δ . Therefore, for byte-aligned bitmap, the space cost with high probability is:
here, we assume N < In the following, we will compare the space costs of these four encoding methods comprehensively in order to choose the one with minimal space costs. Figure 11 shows the comparison results. The x-axis is the domain size D and the y-axis is the fragment size N . The different colors indicate the best encoding methods in terms of space cost for different D and N . Figure 11 is plotted based on the analytical results for these cases:
• Case 1: For any D and N , S UA ≥ S BD holds.
• Case 2: If D ≤ 8, then S UB = min{S BD , S BB , S UA }.
• Case 3: If
• Case 4: If
• Case 5: If
• Case 6: If
• Case 7: If
For the rest cases, i.e., Table 1 shows the comparison details. We provide here all the detailed proofs for case 1 to case 7.
PROOF. (Case 1) Recall that S UA = 32 · N · log 2 32 D and
PROOF. (Case 2) There is at least one element in the fragment, thus S BB ≥ 32, since UA uses 32 bits for each value. Similarly, S BB ≥ 8 and S BD ≥ 8, since the size of BB and BD are required to be a multiplication of eight, i.e., S BB ≥ 8 and
Recall the proof of Case 3, it is easy to get If
PROOF. (Case 6) S BB = 8N and
Then we compare S UB with
and D > 2 7 , then S UB = min{S BD , S BB , S UA }. To dissect the benefit from compiled codes of FastR and provide a fair comparison, we propose two main-memory column databases used as a main-memory implementation baseline. One is a plain main-memory column database (PMC) without optimizations. The second one is fully optimized main-memory column database (OMC). Both of them are generated by a code generator and compiled into executable C++ plans. In addition, the relationship queries in PMC and OMC have the same logical query plans with that in FastR, i.e., the same RQNA expressions. Note that both PMC and OMC
MAIN-MEMORY COLUMN DATABASE
2 Scan L and get the aggregated score F(t) for each t ∈ A based on the function F ; 3 R ← (t, F (t)); 4 Return R;
use the operator-at-a-time execution model as MonetDB [43, 1, 4] . That is both PMC and OMC materialize the result produced by each operator. We use arrays to store intermediate results in RAM.
PMC Algorithm
The algorithms for the operators π, 1, , ∩ and γ in PMC are as follows. Let L be the intermediate result produced by previous operator.
(1) For πA 1 ,...,An σB=c(R), Algorithm Selection (Algorithm 1 (lines 1 ∼ 10) ) is applied to perform the selection operation by scanning the whole column to get row ids (lines 3 ∼ 5) and performing random accesses to get values(lines 7 ∼ 10); 14) ) is called to get join results by first scanning column R2.B2 for each value in R1.B1 to get row ids (lines 5 ∼ 7), then using row ids to find values in corresponding rows in other columns (lines 8 ∼ 14);
..,Am R2), PMC applies the same algorithm as 1. The Join algorithm is based on the values in L, which insures the correctness of the results. Note that, PMC does not apply any optimizations.
OMC Algorithm
OMC utilizes optimizations in column databases [1, 43, 2] . We introduce the optimizations in detail:
Dictionary Encoding Dictionary encodings reduce the amount of data read from main-memory by replacing attribute values with shorter representations (e.g. integers). In our experiments, we applied Dictionary encoding to all the columns.
Clustering and sorting To speedup the lookup operation into a column, one optimization is to sort the columns. Consequently, all the tuples with the same values are stored contiguously. By clustering, all the same values are grouped together. Thus, once the first element of each cluster is retrieved, all the others can be obtained via sequential accesses. Since the column is sorted, the first element can be found by using a binary search algorithm.
Run Length Encoding To further improve the lookup performance, Run-Length Encoding (RLE) is employed by OMC for the sorted columns. RLE compresses runs of the same value to a compact singular representation [1, 2] . The state-of-the-art RLE is to replace a run of the same values with a triple : (ti, si, li), where ti is a value, si is the first position/row id of ti, and li is the number of occurrences of ti. For example, if in D1 column of R, d3 appears 100, 000 times and the tuple/row id of the first one is 3, 000, 000, then the 100, 000 terms are represented as one triple (d3, 3, 000, 000, 100, 000). OMC uses binary search to find corresponding RLE (ti, si, li) for value ci, the row ids are continuous, i.e., [si,si + li]. Then OMC obtains the corresponding values in column D2 by using one random access to locate position si and sequential accesses to find the remaining values in position (si,si + li]. Note that PMC needs to use many random accesses to find all the values. Also note that we apply RLE for all possible columns.
Two copies One limitation of sorting and clustering is that columns within one relation can only be sorted and clustered according to one column, since the other columns should maintain the same order to guarantee the correctness of row ids 18 . Therefore, the existing sorting and clustering can only speedup lookup performance for one column.
Motivated by the idea of storing different copies to support faulttolerance in [1, 8] , OMC stores two copies for each relationship table R 19 In the experiments section, we will show that the two copies optimization will significantly improve performance, though the penalty is more space usage.
Modifications from PMC to OMC Generally, PMC and OMC execute along the same framework. The details are:
1. Change scan to binary search. Since the columns are sorted and clustered in OMC, OMC can apply binary search instead of full table scan to find row IDs in Algorithm 1(line 11) and 2(line 17).
2.
Avoid maintaining row ids. Because the sorted columns are encoded with RLE, the lookup results can be represented with a triple (id, start, end) rather than an array of row IDs in Algorithm 1(lines 11 ∼ 16) and 2(lines 15 ∼ 23).
3. Change nested-loop intersection to merge-based intersection. Since values in each column are sorted, therefore, a selection results in OMC are sorted. So a merge-based intersection can be applied instead of using a nested-loop intersection, as shown in Algorithm 3 (lines 11 ∼ 19).
EXPERIMENTS
We evaluate the proposed techniques by running relationship queries on two real-life datasets -Pubmed and SemMedDB in two aspects: (i) the space cost, i.e., the amount of memory that it needs and (ii) the execution time of the queries. The reported execution times are the averages over five runs. In our experiments, all the data are located in RAM.
Experimental Setting
The experiments were conducted on a computer with a 4th generation Intel i7-4770 processor (8M Cache, 4 cores, 3.6 GHz) running Ubuntu 14.04.1 with 16GB RAM. The size of L1, L2 and L3 caches are 256KB, 1M B and 8M B respectively. All the algorithms are coded in C++. The C++ plans were compiled with g++ 4.8.4, using the -O3 optimization option. We use pthreads 20 to implement the multi-threading algorithms, and for query with semijoin operator, we apply spinlock [11] to protect the correctness of sharing the boolean array.
PubMed Dataset We use the subset of PubMed publications from 1990 to 2015, which has about 23 million citations for biomedical literature from the National Library of Medicine bibliographic database, life science journals, and online books. The citations in PubMed are labelled by descriptors from MeSH (National Library of Medicine's controlled vocabulary thesaurus). MeSH contains about 220, 000 descriptors (terms), organized in an hierarchy. In The fanout is the expected number of tuples of R that have a given value of E.ID. Table 3 summarizes the data characteristics of SemmedDB dataset.
In the interest of reducing the main memory requirements, the FastR databases for PubMed and SemMedDB do not include strings such as document titles, author names and term names. Rather, they only load data that capture the graph structure of the database and certain measures. (The Postgres and MonetDB databases, which we measure below, also do not store such strings.) In practice, the applications issue SQL queries on FastR to obtain entity IDs and associated measures(see Section 5) . Then a conventional database system is used to translate the IDs to printable names. In our experiments, we only consider the FastR part of a query.
Compared Systems. We compared FastR with existing databases including the relational database PostgreSQL 9.4.0 (Postgres) 21 and the column database MonetDB 22 . In addition, PMC and OMC are employed as baselines in order to provide fair comparison.
• Postgres: We store one copy of each table in Postgres. Entity tables are sorted and indexed on their primary key (ID). Relationship tables are stored sorted on their first attribute and have indices on all foreign key attributes. When measuring the running time for queries, the first run for each query is used just to bring all the necessary data (for the evaluation of the query) into the RAM buffers. We omit the first run from the results and only report the warm running times of the subsequent runs of the same query. We verify that there is no disk activity after the first run.
• MonetDB: We load one copy of each table in MonetDB. Each table is also sorted based on its first column. Though we built indices, MonetDB is free to use its own index. Note that MonetDB often freely neglects the "CREATE INDEX" command and relies on its own decision to create and maintain indices whose size cannot be measured with MonetDB commands. Therefore, when reporting the space cost in MonetDB, we monitor and report the actual memory usage via the OS. As was the case for Postgres also, for MonetDB, we report only the warm running times.
• PMC: It maintains one copy of each table. The tables are not sorted and do not have indices.
• OMC: It stores two copies of each relationship 
Experimental Results
We evaluated the performance of Postgres, MonetDB, PMC, OMC and FastR by running queries on PubMed (PubMed-M and PubMed-MS) and SemmedDB datasets. Each reported running time is the average time over 5 runs, excluding the first run on Postgres and MonetDB, which is used just to warm them up. We measured:
• The overall running time performance of each system (Section 10.2.1).
• The overall space cost for each algorithm/database (Section 10.2.2). 21 http://www.postgresql.org/ 22 https://www.monetdb.org/Home FastR outperforms the other system/algorihtm for all queries. In order to isolate the effect of different optimizations in FastR, we further conducted the following experiments:
• Compare the fragment retrieval performance of FastR using index with FastR using binary search (Section 10.2.4).
• Compare the aggregation performance of FastR using array with FastR using hashmap (Section 10.2.5).
• Study the benefits of pipelining in FastR (Section 10.2.6).
• Compare the space costs and decompression performance of different compression methods (Section 10.2.7).
• Evaluate the effect of different number of threads on FastR performance. (Section 10.2.8). Table 6 shows the average running time of each query for each algorithm/system with 8 cores. FastR outperforms the others in each query. Note that, the deployment of FastR is the one that uses the encodings with the minimal space cost in the respective databases. FastR outperforms Postgres by up to four orders of magnitude. Both PMC and MonetDB are around 100 times slower than FastR. FastR outperforms OMC by 10× ∼ 100×.
Overall run-time performance
The performance of OMC on SD query surprised us, since the performance of OMC is only two times slower than FastR. This is becuase the size of intermediate results is small, and it has only two joins. In addition, FastR applies Huffman encoding on frequency column. Therefore, the running time is quite short in both OMC and FastR, but FastR still needs to spend some time on decoding the Huffman encoded fragments.
Note also the AS query, which is an expensive six-way join query. For some authors with many publications both Postgres and MonetDB cannot get results (i.e., find the related authors) and end with a database crash. Therefore, to make sure that all the compared systems could get results for the AS query, we chose the author ID that is given to the query to have 6 (on average) publications. Note that, even if we limit the number of publications for authors, the total number of accessed elements can still be high, since the fanout of all the tables is high in the PubMed dataset.
Finally notice that high fanout is favorable to FastR: The improvement over the competing systems is usually higher in the queries that use the high Term fanout DT of Pubmed-M, than it is in the queries that use the DT of Pubmed-MS, which has relatively lower Term fanout. We conjecture that high fanouts ammortize the fixed costs of the decompression routines over larger fragments, which contributes to the FastR's advantages. Table 4 : End-to-end runtime performance tests (in seconds). Numbers in bold fonts are the fastest ones. Postgres has the largest space cost, because Postgres (as well as other row-based stores) stores additional "header" data for each row. For example, the pure data size for SemmedDB is 0.97 GB, while Postgres spends 4.22GB to store it. Furthermore, the Postgres index size is large. For example, the index size is 9.57 GB in the PubMed-M dataset, while the data is 11.35 GB. We used the Postgres command select pg size pretty(pg relation size('TABLE')); to get measures of space cost.
Overall space cost comparisons
MonetDB uses more space than PMC, since MonetDB maintains its own index. Though MonetDB provides a method to measure the space cost for each table by using the command select * from storage() where "table='TABLE"', this command does not count the index size. We calculate the space cost by monitoring the actual memory taken by MonetDB via the OS .
OMC has a larger space cost than PMC, since OMC maintains two copies of each relationship table. One would expect the space cost of OMC to always be less than twice that of PMC, since OMC utilizes run-length encoding to compress the sorted column of each table. This is the case in PubMed-M and PubMed-MS; indeed OMC has only marginally higher space cost than PMC in the PubMed datasets. However, many tables in SemmedDB have very small fanout. For example, in CS , each concept has only 1.16 concept semtypes associated with it on the average (the maximum is only 5, see Table 3 ). Therefore, in the case of SemmedDB, the run length encoding ends up wasting space. FastR has the lowest space cost in PubMed-M and PubMed-MS. Specifically, FastR only uses 49.28% and 38.75% of the space cost of OMC in PubMed-M and PubMed-MS respectively. Note that FastR also uses much less space than PMC even though PMC stores only one copy of each table; this indicates the power of the compression methods. In SemmedDB, FastR still uses less space than OMC and Postgres, but more space than PMC and MonetDB. As we discussed before, the fanout of the SemmedDB is low (around 1.16), which means that the effect of fragment compression is not as significant as it is in PubMed. Note that the reported deployment of FastR is the one using minimal space by choosing the most compressed encoding method for each attribute. For example, the space costs of byte-aligned compressed bitmap encoding, bit-aligned dictionary encoding, and uncompressed array encoding of DT.Term are 1.43GB, 2.09GB and 3.66GB respectively. The reported deployment uses the byte-aligned compressed bitmap encoding, since it minimizes space. Therefore, choosing the right encoding method is important (recall also the formal analysis of Section 8). If choosing a wrong encoding, the penalty of space cost is high . The subsequent experiments on running time use the most compressed deployment also. 
Memory footprint
Lookup by positions vs. binary searches
We evaluated the effect of using positions directly for lookups rather than using binary searches. We compared two versions of FastR, one is FastR-Binary that uses binary search, the other one is FastR that uses values as positions in the index. Figure 12 
Aggregation via array vs. hashmap
We measured the benefit of using an array for aggregation in FastR rather than a hashmap. We compared two versions of FastR. One is FastR-Hash that uses hashmap for aggregation. The other one is FastR that uses an fix size array for aggregation. As shown in Figure 13 (a), FastR outperforms FastR-Hash in every query. And FastR obtains significantly improvement for the queries with large output like AS query. In addition, in order to better analyze the effect of the output size. In Figure 13 (b), we vary domain sizes for the final output from 100 to 10 7 . As shown, with larger output size, FastR obtains more benefits. Though it is still not an accurate comparison due to the different lookup structures in FastR and OMC, it is close enough to argue that the difference between this FastR and this modified OMC is from pipelining. Figure 14 reports the running time of FastR and OMC on five instances of the AS query, where each instance queries for another author id, A1 − A5. The number of accessed fragments for those queries varies from 7484532 to 585932678 (see Table 7 ). As shown, FastR outperforms OMC by around 15×. As the number of accessed elements increases, the running time of OMC increases significantly, since OMC materializes larger intermediate result columns. Figure 14 also Table 2 , the average size of fragment is 22.51. Therefore, for DT.Term , BB should be the best one theoretically. Table 8 reports the accurate encoded size of each column in the PubMed-MS dataset. As shown, the best encoding for DT.Term , DT.Doc and DA 1 .Doc is BB, and the best one for DA 2 .Author is BD, which verifies the accuracy of the analysis results. In addition, we applied multi-threads to decoding phase in order to reduce the penalty of encodings. Figure 15 plots the performance of decoding different compressions for eight fragments, with 10 million elements inside, with cores varying from 1 to 8. The fragments in Figure 15 (a) contain no duplicates with domain size 100 million, which simulates the fragments in foreign-key columns, while that in Figure 15 (b) contain duplicates with domain size 100, which simulates the fragments in measure attributes. Seen from the figures, we have at least two observations:
The effect of avoiding intermediate results
• Multiple cores improve the performance of decodings. The improvement of the decoding time of Huffman is significantly greater than that of other compressions. For example, in Figure 15 (a), we save more than 1200ms for Huffman but only 2ms for other encodings with 8 cores.
• Huffman is more suitable for measure attributes. The coding time of Huffman on smaller domain size is around 10 times faster than that on bigger domain size (see Figure 15 (a) and Figure 15(b) , the decoding of Huffman). This is because the Huffman decode array can be fitted into L1/L2 caches with smaller domain size.
Effect of multiple threads
We evaluate the effect of multiple threads for the overall performance. Figure 16 shows the running time of AS query on PubMed-M and PubMed-MS and that of CS query on SemmedDB with threads from 1 to 8. We observe that: (1) multiple threads improve the performance; (2) the improvements are not significant as expected. This is because that there exits skew problem in multiple threads. For example, in the AS query, the difference between the minimal and maximal number of processed fragments in different threads is around 2 million.
CONCLUSIONS
In this paper, we studied the relationship queries that have wide applications in graph databases. We proposed a new fragmentbased data structure and a new algorithm FastR to efficiently answer relationship queries. FastR is a bottom-up pipeline approach that avoids intermediate results and only read query-relevant data. In addition, FastR allows heavy-weighted compressions. We have conducted a thorough experimental study of FastR. The results proved the efficiency and practicality of FastR.
