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Abstract
The demand for bandwidth in worldwide data networks continues to increase due
to growing Internet use and high-bandwidth applications such as video. All-optical
signal processing is one promising technique for providing the necessary capacity
and offers payload transparency, power consumption which scales efficiently with
increasing bit rates, reduced processing latency, and ultrafast performance. In this
thesis, we focus on using semiconductor optical amplifier-based logic gates to address
both routing and regeneration needs in ultrafast data networks.
To address routing needs, we demonstrate a scalable, multi-packet all-optical
header processing unit operating at a line rate of 40 Gb/s. For this experiment, we
used the ultrafast nonlinear interferometer (UNI) gate, a discrete optical logic gate
which has been demonstrated at speeds of 100 Gb/s for bit-wise switching. However,
for all-optical switching to become a reality, integration is necessary to significantly
reduce the cost of manufacturing, installation, and operation. One promising in-
tegrated all-optical logic gate is the semiconductor optical amplifier Mach-Zehnder
interferometer (SOA-MZI). This gate has previously been demonstrated capable of
up to 80 Gb/s bit-wise switching operation. To enable simple installation and opera-
tion of this gate, we developed a performance optimization method which can quickly
and accurately pinpoint the optimal operating point of the switch. This eliminates
the need for a time-intensive search over a large parameter space and significantly
simplifies the operation of the switch. With this method, we demonstrate the ability
of a single SOA-MZI logic gate to regenerate ultrafast pulses over 100 passes and
10,000 km in a regenerative loop.
Ultimately, all-optical logic gates must be integrated on a single low-cost platform
and demonstrated in cascaded, multi-gate operation for increased functionality. This
requires low-loss monolithic integration. Our approach to this involves an asymmetric
twin waveguide (ATG) design. This design also has the potential for high-yields as
a result of a high tolerance for fabrication errors. We present our characterization
results of ATG waveguides and proposals for future improvements.
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Today, data networks transmit thousands of petabytes of data each day in the form
of email, video, pictures voice, web pages, data files, and gaming content. This is
accomplished through a combination of networks of various sizes, from global networks
such as those owned by Global Crossing or Tyco, down to tiny networks such as those
run by a single university. In most networks, high-rate data is transmitted over optical
fiber. Figure 1-1 shows a diagram of a simple network. Electronic data packets are
encoded in optical pulses through an electronic-to-optical conversion and aggregated
in tens of separate wavelength channels in a single fiber. To direct the data packets
from source to the correct destination, routers are used to process the address of each
packet and forward the packets to the correct output port. At each router, the many
wavelength channels are demultiplexed and converted back into the electronic domain.
Each data packet is stored in memory until it can be processed. Once a data packet
is processed, it is switched to the correct output port and re-converted to the optical
domain. This occurs multiple times before the data arrives at its destination. As the
data packets propagate down long lengths of fiber, loss and distortions occur. Erbium-
doped fiber amplifiers (EDFAs) capable of providing gain over a wide wavelength
range are used to counteract loss in the fibers. To counteract linear and nonlinear
degradations, electronic regenerators are used. The optical pulses are demultiplexed,
converted to electronic signals and processed electronically to regenerate the data.












Figure 1-1: Diagram of networks today. EDFA stands for erbium-doped fiber ampli-
fier.
There is a steadily increasing demand for bandwidth driving the need for higher
network capacities at lower costs [1, 2, 3, 4]. This demand arises largely from increas-
ing video traffic as a result of video-on-demand and user-generated content on sites
such as YouTube. Future video needs are likely to result in even higher bandwidth
demands from the introduction of the high-definition video standards. Increasing use
of storage networks, grid computing, and scientific data exchange will also contribute
to increased demand. Furthermore, this increased bandwidth demand does not cor-
respond to a willingness to pay higher costs for service. Thus, future networks must
be capable of delivering higher bandwidths at lower or equivalent costs.
To accomplish this, both router capacity and fiber transmission capacity must
increase while costs must be kept low. Capacity can be increased by increasing channel
bit rates, number of channels per fiber, and by laying down more fiber. The high cost
of duplicating regenerators, amplifiers, and other equipment encourages research into
increasing channel bit rates as well as increasing the number of channels in each fiber.
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As a result, many networks in the United States have moved from 2.5 Gb/s to 10 Gb/s
and 40 Gb/s bit rates while also moving from to dense WDM channel spacings of 50
GHz or 25 GHz, allowing over 100 channels on a single fiber. This continuing trend of
increasing channel bit rate and channels per fiber is beginning to significantly impact
the power consumption, size, and weight of electronic routers and regenerators [5, 6].
A conversion between optical and electronic domains (O/E/O) is required at every
input and output of each router and regenerator, adding to the power consumption
and complexity of each device. Furthermore, electronic switching speeds are currently
only capable of 10-40 Gb/s operation. As channel bit rates continue to increase, this
forces a parallel architecture and further contributes to the complexity and cost of
electronic routers and regenerators.
We believe that optical signal processing techniques may be one approach for
alleviating these issues. First of all, all-optical switches are extremely fast when com-
pared with electronic switches. Bit-wise switching has been demonstrated in optical
switches at 100 Gb/s and higher [7], while wavelength conversion has been demon-
strated at 640 Gb/s [8]. This has the potential to reduce power consumption and
complexity by eliminating the need for parallel architectures. Secondly, the bit-wise
optical switching energy for these optical switches is extremely low, on the order of
tens of femtojoules. The majority of the power consumed in semiconductor-based
all-optical switches is in the DC bias current, which is approximately independent of
bit rate. Thus, as bit rates increase, the energy per bit required for switching actually
decreases. This implies that optical switches will scale well with continually increasing
bit rates. Third, by supplementing electronic processing techniques with optical tech-
niques, we can potentially eliminate many costly O/E/O conversions. Finally, optical
techniques offer increased transparency. For instance, without an O/E/O converter,
we can transparently pass the payload of the packet through the router, handling
any bit rate or modulation format. In other situations, optical add-drop multiplexers
(OADMs) can add or drop entire wavelengths without further processing. Again, the
exact encoding of data on the particular wavelengths is irrelevant. This allows us to
design a flexible network which can adapt well to improvements in modulation format
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and channel bit rates.
However, all-optical techniques currently remain a fairly immature technology
compared with electronic processing techniques. Before all-optical techniques can be
applicable to real-world networks, two major challenges must be met. First of all, to
make a compelling case of adopting optical signal processing techniques into current
data networks, all-optical processing must offer additional or equivalent functionality
to the electronic devices it will be replacing. Though an impressive amount of all-
optical functionality has been demonstrated thus far, more work still needs to be done
in this area if all-optical signal processing techniques are to match the functionality
offered by more mature electronic processing techniques. Secondly, the practical
implementation of all-optical switching must be addressed. Integration and mass-
production of all-optical logic gates will be required to reduce the cost and footprint
of all-optical technology. Optical logic gates must also be designed to be simple to
operate and optimize, in order to reduce labor costs associated with installation and
maintenance. Integration and simple operation will also allow practical multi-gate
logic demonstrations, thus further improving the functionality of all-optical logic.
In this thesis, we will demonstrate the effectiveness of using all-optical techniques
for supplementing electronic processing in data networks and address this need for
practical implementation and integration of the switches in real-world operation.
In Chapter 2, we investigate how all-optical signal processing can be used to
supplement routing and switching. We demonstrate a simple all-optical header pro-
cessing unit which requires only two all-optical logic gates to simultaneously forward
two 40-Gb/s packet streams through a 2x2 spatial electro-optic switch. This demon-
strates a scalable, ultrafast all-optical solution which provides payload transparency
and shorter packet-processing latencies.
Next, in Chapter 3, we examine the need for integration of all-optical switches.
We focus on SOA-based (semiconductor optical amplifier) switches and describe the
SOA-MZI (semiconductor optical amplifier Mach-Zehnder interferometer) logic gate.
We demonstrate a practical and straightforward optimization method for quickly
arriving at optical switch performance.
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In Chapter 4, we turn to the function of regeneration in data networks. By using
the optimization method described in Chapter 3, we are able to find an optimal oper-
ating point and demonstrate error-free regeneration using a single SOA-MZI gate over
10,000 km and 100 passes in a recirculating loop. This also successfully demonstrates
the feasibility of cascaded operation of the SOA-MZI logic gate.
Finally, in Chapter 5, we describe our progress in developing a monolithic inte-
gration platform for designing multi-gate optical logic. In particular, we target low-
power, high yield devices using asymmetric twin waveguide techniques to integrate
our SOA active devices with passive waveguides and couplers.
We conclude with Chapter 6, where we summarize our contributions and discuss
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In the introduction, we suggested that all-optical techniques may be able to supple-
ment the electronic methods currently used in data networks and enable transparent,
ultrafast (40 Gb/s and higher) networks with lower size, weight and power require-
ments. In this chapter, we focus on the potential of optical processing techniques
for supplementing routing and switching in data networks. We first provide a brief
overview of the basics of networks, switching, and contention resolution in data net-
works today and illustrate where optical signal processing techniques can supplement
or even replace current technologies. As an example, we investigate the capabilities
of optical switching for header processing. We successfully demonstrate a scalable
all-optical header processing technique which correctly forwards two simultaneous
40-Gb/s packet streams through a single 2x2 spatial switch.
2.1 Network Design
To transmit information from source to destination in a network, some agreed-upon
protocol must exist as to how to locate the destination and how to determine the
path by with the information is transmitted. In a telephone network, the address is
the telephone number: a single 10-digit number is assigned to every possible location.
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When the number is dialed, this tells the switches in the network to connect the calling
phone with the dialed phone. In the same way, the postal network observes the address
on each letter and thus knows the destination of the letter. In computer networks,
this address is the IP address, which is a 32-bit address (in the IPv4 standard). This
IP address does not uniquely identify a single device, just as a phone number does
not identify a single phone.
Networks can be roughly divided into two types: circuit-switched and packet-
switched. Figure 2-1 illustrates the difference between the two. The type of traffic
(a) (b)
Figure 2-1: (a) A circuit-switched network. (b) A packet-switched network.
a network serves is used to determine the correct design choices for how routing and
switching is implemented in the network. The telephone network is an example of a
circuit-switched network. When a connection is made, a reserved circuit is created
between the source and destination until the call is ended. These circuits change very
slowly, on the order of milliseconds to seconds. This circuit-switched connection-
based network is well suited to telephone traffic for several reasons. First of all,
telephone callers wish to communicate with a minimum of delay between responses.
Thus, telephone traffic needs to be low-latency, which means the time it takes for
information to travel between point A to point B needs to be short. Furthermore, this
latency needs to remain relatively consistent. Secondly, a dropped or interrupted call
is much worse than a call which cannot be completed. Thus, circuits are reserved, and
in cases of high traffic, new circuits are prevented from accessing the network (busy
signal). Finally, information is almost continuously transmitted during a conversation
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— either one person is speaking or the other person is speaking. Thus, each circuit
uses the bandwidth reserved for it efficiently. A circuit guarantees a certain minimum
bandwidth and delay once it is set up.
The postal network and current computer networks are examples of packet-switched
networks. Information is encapsulated into packets (or envelopes) and the packets are
individually delivered. This is also known as a connection-less network, as no contin-
uous connection exists. Each packet consists of a header, which contains the address
and control bits, and the payload, which consists of the data to be transmitted. Each
node makes the decision of how to forward each packet to the next node, based only
on the packet address and a local routing table. Thus, decisions are decentralized
and made on-the-fly. This is well-suited to the bursty nature of Internet traffic such
as emails, web pages traffic, and file transfers [1]. In these situations, reserving an
entire circuit for a single traffic source/destination pair would be a highly inefficient
use of resources. Furthermore, it is not critical to have a low latency. It does not
matter exactly when an email arrives at its destination. An inconsistent or variable
latency is also not an issue. Finally, a dropped packet is not as costly as a dropped
phone call, since the packet can be sent again, causing only extra delay. Packets can
even arrive out of order, taking different paths as the network traffic patterns change,
without necessarily impinging upon the perceived performance. However, the recent
popularity of voice and video traffic (such as YouTube) on data networks [2, 3, 4]
means that a more connection-based architecture may make more sense in the future.
Packet-switched networks can further be divided into networks which use variable-
sized packets (IP networks) or fixed-size packets. Networks can also be asynchronous
(packets can arrive at any time) or synchronized (packets are timed to arrive simulta-
neously at each node.) An asynchronous network with variable-sized packets allows
each node to operate in a highly-decentralized manner. However, each switching node
is less efficient, since a long packet can block many shorter packets from being for-
warded until it is transmitted. At the other end of the spectrum is a synchronized
network with fixed-length packets. Synchronization requires a network clock signal
and some method for clock recovery at each node. This results in a more complex
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architecture. However, switching can be much more efficient, since at each time slot,
packets will enter and exit the switch. Today’s data networks rely on variable-sized,
asynchronous packets.
We distinguish between “routing” and “switching”. Routing is the determination
of the path by which a packet is sent from the source to its final destination. Switching
occurs in each individual node, as inputs are connected to the proper outputs for the
packets arriving and departing the node. Routes for different packets are currently
determined by a routing table which is updated whenever nodes appear or disappear
from the network. Routing requires a large memory for the routing table and relies
on longest-match algorithms, which make search algorithms more time-intensive and
costly. These routing tables could theoretically change quickly, but in actuality these
routes can remain stable for a day or more at a time, changing only in response
to new nodes, node failures, and line cuts [5, 6]. Frequent updates of the routing
table can result in an unacceptable amount of overhead in the network or network
instability. Switching, on the other hand, requires fast updates (often changing switch
configuration per packet arrival) and only requires memory sufficient for the port
count of the individual node. Design of switch architecture requires balancing the
need for reducing cost and complexity with the need for speed and effectiveness. In
this thesis, we focus on the techniques of switching and forwarding, as these are areas
where optical techniques can make a significant difference.
Data networks today consist of entirely electronic routers connected by wavelength-
division-multiplexed optical fiber links (Figure 2-2). At each router, optical channels
are demultiplexed and converted into electronic signals by a bank of photodetectors.
Often, each channel is further demultiplexed to match the processing rates of router
electronics. The electronic packets are stored in memory while the header is processed
and the electronic cross-connect is configured to correctly forward the packets to the
output ports. Packets which wish to exit at the same output port simultaneously
are delayed in buffers. At the output, these packets are re-converted to the optical
domain through modulators and laser diodes. Each channel is then re-assembled





























Figure 2-2: Schematic of an electronic packet router.
to bandwidth demand, methods to reduce power consumption and complexity will
be needed. Optical techniques can remove the need for optical-electronic-optical
(O/E/O) conversions and are capable of much higher speeds than electronic switch-
ing. Where electronic switches may require a parallel architecture to handle the
switching capacity, a single optical switch may be sufficient. Furthermore, improved
modulation formats and higher bit rates are constantly being researched. The ability
to quickly upgrade and incorporate new research into the existing network will be
extremely useful for future, more demanding networks. Optical techniques can pro-
vide this ability by creating payload-transparent networks. Currently, the process of
O/E/O conversion requires a set modulation format for the payload as well as the
header of packets. By moving to optical techniques, we can eliminate the O/E/O
conversion and pass the payload transparently through the router. This means that
as modulation formats and bit rates change, the optical network can easily keep up




The function of a switch is to forward incoming packets to the correct output port.
Switches can range in size from 2-port and 4-port switches in metro networks to
hundreds of ports in core routers. To correctly forward packets, a switch needs to
(1) process the packet header or address, (2) configure a switch matrix to produce
the correct path or paths for the incoming packets, and (3) resolve any contentions
between packets. The performance of a switch can be measured by several metrics:
scalability, throughput, and latency. The scalability of a switch determines how many
extra components are required to build larger and larger switches of the same type.
A very complex switch is not very scalable, as past a certain port count the cost of
the components and the complexity of switch operation becomes prohibitive. The
throughput of a switch describes how much information the switch can transmit per
unit time from input to output. The ideal throughput of a switch can be claimed as
the capacity of each input port multiplied by the number of input ports. However,
the actual throughput is generally much lower, limited by issues such as contention,
blocking, and even traffic statistics. For instance, as shown in Figure 2-3, if all
input packets wish to exit at the same output port (a), the throughput of the switch
will be dramatically lower than if they wish to exit on different output ports (b).
Finally, the latency of the switch is the amount of time it takes a packet to move
from the input of the switch to the output. This includes the header processing
time, the time it takes for the switch matrix to be configured, the travel time of
the packet through the matrix, and any additional delays the packet experiences
due to contention. For some applications the latency variation also matters. For
instance, with video, if all packets experience a 5-second latency, the application can
add an additional 5-second buffer and the user will not observe any degradation.
However, if each packet alternates between experiencing a 1-second and a 10-second
latency, it is very inefficient use a 10-second buffer but a shorter buffer will result
in an erratic video stream. Furthermore, variations in packet latency can result







Figure 2-3: Illustration of the concepts of switch throughput and latency. In (a),
all input packets wish to exit on the same output port. Thus, 2/3 of the packets
must be buffered or dropped, significantly decreasing switch throughput. In (b), the
input packets are all addressed to different output ports, resulting in a much higher
throughput.
control protocol (TCP) cannot handle effectively.
2.2.1 Header Processing
The header of a packet usually consists of the IP address, packet length field, and
various other checksums and control bits which are used to verify packet integrity,
control router behavior and prevent indefinite looping. Typically, upon entering the
switch, the packet is buffered while the IP routing table is consulted to determine the
destination port for that packet. This decision is then used to configure the switch
matrix.
The effectiveness of the packet header processing unit affects both the latency of
the switch and the throughput. Typically, the IP address lookup involves a time-
43
intensive search through a large routing table. This search time will only increase
as the network expands; for example, the IPv6 protocol, which expands IP addresses
to 128-bit addresses, is likely to become standard within the next few years. As this
header processing delay increases, the packet latency increases and switch throughput
tends to decrease.
One potential method for avoiding the time-intensive search is to move such pro-
cessing to the edges of the network. In the core of the network, traffic tends to be
aggregated and large bandwidths are essential. At the edge of a network, routers
are under fewer constraints and thus can provide complex packet processing with-
out significantly slowing the entire network. There have been several suggestions for
how to accomplish this, often proposed in the context of all-optical switching. Multi-
protocol label switching (MPLS) (also often GMPLS, generalized multi-protocol label
switching, and MPλS when referring to optical networks) is a method by which short
labels are applied to each packet at label edge routers. These labels are then used
to determine the path a packet takes through the network. By switching from an IP
table lookup to a label lookup, we are able to switch from a longest-path search to an
exact match search, such that a much simpler search algorithm can be implemented.
Furthermore, this technique also allows a greater variety of routers to be incorporated
in a single network. It is also very attractive for all-optical networks, as one major
challenge for optical techniques is in the lack of a simple optical memory, making IP
routing difficult to accomplish with purely optical methods. With MPLS, however,
an optical switch only needs to match a short label [7, 8]. Currently, MPLS is a fairly
common service provided in many network routers.
Burst switching is another option, in which packets would be aggregated into long
bursts formed of packets with similar destinations at the network edges. It is a hybrid
of packet-switched and circuit-switched systems. The main advantage of this method
lies in reducing buffering requirements in the core of the network and potentially
reducing latencies. Various protocols have been suggested in the context of optical
burst switching, the most popular of which is known as JET, or Just-Enough-Time
switching. In this method, a control packet is sent out before the burst, reserving
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a channel for when the burst arrives at each node and only for the length of the
burst. Thus, bandwidth is reserved in the most efficient manner. After a certain
delay equal to the sum of the delays required at each node, the burst is sent. Thus,
the burst is buffered at the edge nodes and does not require buffering in the core
network nodes [9, 10, 11].
Whether or not an IP address lookup is involved, routers need to process some
sort of label or address in order to correctly configure the switch matrix. All-optical
techniques can reduce the header processing latency significantly when compared to
electrical techniques due to faster switching capabilities and no need for memory
access. Previous optical header processing demonstrations have focused on address
keyword recognition for broadcast-and-select networks [12, 13, 14, 15, 16]. In Sec-
tion 2.3, we demonstrate all-optical header processing at 40 Gb/s for more general
(mesh) network architectures.
2.2.2 Switch Matrix
A switch matrix is a rearrangeable combination of connections and simple switches
that are used to connect input ports with output ports. The switch architecture
determines how much blocking exists, the latency of the packets through the switch,
and the scalability of the switch. The implementation of the switch affects these
qualities as well as the speed of the switch and the extinction ratio for packets exiting
the switch.
We use the example of a Banyan switch architecture (Figure 2-4) to illustrate these
concepts. The Banyan switch is organized such that the jth column uses only the jth
address bit to forward packets through the switch. This means that the control logic
for a Banyan switch is very straightforward in design. The Banyan switch matrix
is a rearrangably non-blocking switch. This means that any input can be connected
with any output only with a rearrangement of the switch state. When one input is
connected with one output, other connections are blocked. In this case, if input port
2 is connected with output port 5 (the red path), a packet coming in on port 1 is

















































Figure 2-4: An 8x8 Banyan switch. As indicated by the red line, each 2x2 switch in
the jth column only uses the jth address bit to forward the packets correctly to the
destination address.
switch is a switch where all inputs can be connected with the correct outputs as long
as the connections are all made in an intelligent manner. Finally, a strict-sense or
strictly non-blocking switch is a switch where any input can be connected to any
output without ever blocking any other possible connections. One example of this
is the crossbar interconnect switch, shown in Figure 2-5. Each black dot represents
a potential connection. A strict-sense non-blocking switch will reduce latencies and
increase throughput in the switch because all packets will be able to immediately
pass through the switch. However, strictly non-blocking switches require many more
components (in this case, N2), reducing scalability and increasing cost.
The scalability of a switch is determined by how many 2x2 (or 1x2 and 2x1)
components an N-port switch requires. For the Banyan switch architecture, one can
see that an NxN switch will require N
2
log2N 2x2 switches. Each column adds another
bit to the address space, thus doubling the addressable outputs. A 3-column Banyan
switch is an 8x8 switch, as shown in Figure 2-4. Each column will have N ports. Since
each 2x2 switch gives us 2 ports, each column will have N
2
components. The total
number of components is thus N
2
logN , giving us a very scalable switch architecture.
Latency describes the time it takes for a packet to exit the switch matrix. Header
processing, buffering, and switch blocking can all add to this time. The shortest
latency in the Banyan architecture, then, is T×logN , where T is the time it takes
a packet to traverse a single column. Since all packets must travel all the Banyan




































Figure 2-5: An 8x8 crossbar interconnect switch. Each black circle represents a
potential connection. Any input can be switched to any output without blocking any
other path.
architecture. The effects of blocking, however, will introduce variations in latency
between packets.
The speed of a switch determines the guard band requirements of the router. As
switches cannot switch instantaneously, packets must be separated by the amount
of time needed to reconfigure the switch in order to avoid partial switching and
errors. This concept is illustrated in Figure 2-6(a). This guard band should be as









Figure 2-6: (a) Illustration of guard band requirements associated with switch matri-
ces. (b) Illustration of switch extinction ratio.
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switch matrix speeds do not need to approach those of header processing speeds or
regeneration speeds, as they only need to change state with each new incoming packet,
rather than each new incoming bit. The smallest IP packet is 20 bytes (minimum
size header with no data) while the largest IP packet is 65,536 bits (216), because
the length field in IP headers occupies 16 bits. The average packet length is 300-400
bytes, but the distribution of packets dominated by very short packets (40-44 bytes).
Almost no packets are longer than 1500 bytes, due to the popularity of the Ethernet
protocol for which 1500 bytes is the maximum length [17, 18]. At 40 Gb/s, a 20-byte
packet occupies 4 ns. At 100 Gb/s, a 20-byte packet shortens to 1.6 ns. Thus, a
switch matrix should have speeds on the nanosecond time scale.
Another key metric for switch matrices is the extinction ratio. This determines
how well the switch matrix preserves the quality of the packets which pass through it.
A switch matrix with poor extinction will incur higher costs because more hardware
for regeneration and error correction will need to be implemented. Figure 2-6(b)
illustrates the extinction ratio of a switch.
Currently, switch matrices are implemented entirely in electronics, resulting in
high losses and the need for expensive O/E/O conversions. An alternative is to
use electro-optic switches, typically in lithium niobate (LiNbO3), which can provide
optical transparency, high extinction, and reasonably fast switching. Furthermore,
electronic control means that they can be used with existing electronic processing.
Electro-optic switches rely on the electro-optic effect, in which an electric field is used
to change the index of refraction of the optical waveguide. This can be used to create
phase delays as well as interferometric switches (Figure 2-7). In the Mach-Zehnder
interferometer design, DC voltage sets the bias of the interferometer such that the
input light either recombines constructively or destructively. Thus, the input A will
exit either on output A or output B. The phase relationship between the upper and
lower arms of the interferometer is then changed by exactly pi through the applica-
tion of the correct voltage (Vpi). This changes the interferometer from constructive
interference to destructive interference or vice versa. Thus, the input A is sent to







Figure 2-7: Schematic of a 2x2 electro-optic crossbar Mach-Zehnder switch. By apply-
ing a voltage across the electro-optic material, we can change index of refraction in the
upper and lower waveguides. If we induce an additional pi phase difference between
the upper and lower waveguides, we change the interferometer from constructive to
destructive interference.
40-GHz switches are possible by using traveling-wave electrode designs [19, 20]. For
fast switching, however, electro-optic switches generally require significant voltages,
resulting in high power consumption. Some research into electro-optic switches has
focused on using polymers to achieve low power, ultra-high bandwidth switches [21].
Switches having a <1 V Vpi [22] and switching at over 100 GHz [23] have both been
demonstrated.
Semiconductor optical amplifier (SOA) technology can also be used to create





Figure 2-8: One design for an SOA-based 2x2 switching matrix with high extinction.
The white and grey SOAs turn on and off simultaneously to switch between “Cross”
and “Bar” operation. When the white SOAs are on, the switch is in the “Bar” state.
When the grey SOAs are on, the switch is in the “Cross” state.
current to the white and gray SOAs is turned on and off to switch between “Cross”
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and “Bar” switch states. When an SOA is pumped with current, it acts as an ampli-
fier. When the current is turned off, the SOA material is very lossy. When the white
SOAs are turned on and the grey SOAs are off, the switch is in the “Bar” state. When
the grey SOAs are on and the white SOAs are off, the switch is in a “Cross” state.
One major advantage of an SOA-based switch matrix is the ability to fully integrate
a future all-optical router. Furthermore, an SOA-based switch matrix provides gain
to the packets as they progress through the matrix. SOA switch matrices offer similar
speeds and extinctions to those of electro-optic switches, and are also designed to be
controlled electrically [25]. However, control can be more complex and the SOAs add
additional noise to the packets.
Thus far, we have mainly focused on spatial switches, as that is the predominant
switch matrix methodology. However, there are other options, such as wavelength
switching, where wavelengths are used to differentiate the output port paths, as shown






Figure 2-9: A wavelength switch design. TWC = tunable wavelength converter.
FWC = fixed wavelength converter. As wavelength channels enter the switch, the
tunable wavelength converter converts each packet to the appropriate wavelength,
which is then forwarded to the correct output port through an arrayed-waveguide
grating. Fixed wavelength converters at the output convert the packet back to the
correct channel wavelength for transmission.
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techniques, where it is relatively simple to differentiate between different wavelengths.
However, it requires fast tunable laser diodes or filters and wavelength converters,
which can still be a challenge. Packet switching using this technology has been
demonstrated in the LASOR and IRIS programs [26, 27].
2.2.3 Contention and Buffering
Contention occurs in a switch when two or more packets need be switched to the
same output port or when a packet is blocked. This can happen at even very light
loads, but obviously occurs much more frequently with heavy traffic loads. There is a
variety of methods for dealing with contention in a switch, and the choice of methods
can significantly affect the latency, throughput, and complexity of a switch. The
naive response to congestion is to drop one of the two packets which are contending
for the same output port. We examine a simple example of this by assuming packets
arrive independently and with a uniform distribution, i.e., that a packet arriving at
port A has a 50% probability of being addressed to port C and 50% probability of
being addressed to port D. Furthermore, we assume maximal load, such that there
is always a packet at the input of the switch matrix (P (0) = 1). This is known as
saturation analysis. We assume the switch has m stages, and P (m) is the probability
that there is a packet at the input to the mth stage. We look at a single mth-stage
2×2 switch (Figure 2-10(a)) in this switch matrix, where A and B are input ports
and C is the output port under examination.
We wish to calculate the throughput of the switch. Under this maximally loaded
situation, the throughput is simply the probability that there is a packet at the
output port. The probability that there is no packet at port C is 1− P (m + 1). As
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Figure 2-10: (a) A single crossbar 2x2 switch in the mth stage of a switch fabric. (b)
Throughput decreases dramatically without contention resolution.
the incoming packets are independent and identical,
1− P (m+ 1) =Probability neither A nor B sent a packet to C (2.1)
=(1− Probability A sent a packet to C)× (2.2)
(1− Probability B sent a packet to C) (2.3)
=(1− 1
2




Since P (0) = 1, we can use this equation to recursively solve for P (m + 1), or the
throughput of the switch. We plot this result in Figure 2-10(b), where we can see
that the throughput declines dramatically as the number of switch stages increases.
This result can be worse given a non-uniform distribution, since a higher demand for
one output port will limit the throughput even more strongly. This severely limits
the size of our switch fabric and makes a strong argument for alternative solutions.
Another method for dealing with contention is to use deflection routing. With
deflection routing, when two packets contend, the losing packet simply gets forwarded
to the wrong port in the hope that the next node will have the capacity to forward it
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on towards the correct destination. This method requires no buffering; in a sense, it
is using the network itself as the buffer. However, one might expect that large delays
can be incurred by the packet, especially for heavily-congested networks. Calculating
bounds for this delay can be complex, depending on the routing algorithm, network
topology, and deflection strategy [28, 29]. However, experimental simulations have
also shown that it can be possible to achieve up to 80% of the throughput of a buffered
system [30]. Deflection routing is naturally very appealing for all-optical systems, as it
requires little to no memory and takes advantage of the extremely fast switch speeds.
Furthermore, deflection routing naturally adapts to traffic patterns and avoids hot-
spots in the network by deflecting packets away from regions of high congestion.
Depending on how deflection strategies are implemented, it can also allow networks
to assign different priorities to packets and guarantee services. However, one major
disadvantage of deflection routing is that packets can arrive significantly out-of-order
at the end nodes. Packet-switched networks can deal with occasional rearrangement
of packets, but current protocols (especially TCP) handle out of order packets very
poorly.
Buffering is the third and most common approach to contention resolution. Buffers
can be placed at the input to a switch, the output of the switch, and also internally
distributed through the switch. Buffers can also be arranged in various ways, such
as first-in-first-out (FIFO), last-in-first-out (LIFO), or can be accessed using a more
complex buffer management system. Input-buffered switches suffer from several dis-
advantages, including head-of-line (HOL) blocking. This occurs when packets at the
front of the buffer contend, blocking later packets in the buffer from being switched
(Figure 2-11). Head-of-line blocking limits the maximum throughput to 56% of the
total available switch throughput (which is the number of links × link capacity) [31].
Sophisticated buffer management schemes can be designed to avoid HOL blocking at
the cost of increasing complexity, latency, and reducing scalability in the switching
node [32].
Internal buffering means that each buffer can be short, but it usually requires





Figure 2-11: Packets at the front of the queue contend, blocking later packets from
being switched. In this example, two packets with an address of 1 contend, but the
packets behind them (with addresses of 3 and 4) are also affected even though they
can be switched without impeding the first two packets.
more complex. With electronic memory, this is also more costly than fewer, longer
buffers.
Output buffering means that buffering occurs after the switch correctly forwards
the packets. This is more efficient due to the fact that each output port has its own
queue, and thus never blocks another packet heading elsewhere. The disadvantage
is in order to provide a high throughput, the switch must operate much faster than
the incoming packet rate in order to handle every possible packet arriving at every
input link. One example is the case where all N incoming packets wish to exit on the
same output port. If our non-blocking NxN switch can operate N times faster than
the incoming packet rate, we can switch all incoming packets to the correct output
buffer before the next set of packets arrive. Otherwise, we will need to drop or deflect
packets. Output buffering has been shown to result in smaller mean waiting times
than input buffering [31] and is thus used in the majority of buffers today.
Optical buffers are still fairly rudimentary when compared to electronic buffers.
Two options for all-optical buffering are a recirculating loop or a series of delay lines
(Figure 2-12). A recirculating loop buffer consists of a loop which is the length
of multiple packets. Packets enter and are kept circulating (with a regenerator to
compensate for the fiber distortions) until switched out. A simple optical regenerator
can be used in this buffer. Another possible arrangement consists of a series of
switched delay lines in a base-2 sequence. The first delay line is one packet length,





L = single-packet delay
multi-packet
delay
Figure 2-12: Two types of optical buffers which can be implemented today. (a) A
multi-packet loop, which is essentially a FIFO delay. A regenerator is necessary to
maintain the packet power and signal quality since the packet may spend multiple
passes in the loop. (b) A multi-loop system which enables a finer granularity for
buffer delays. Each packet can be delayed for any multiple of L, the packet-length.
Furthermore, each packet can be delayed a different amount.
the sequence of delay lines a packet passes through, we can control exactly how much
delay each packet sees. For instance, if we switch the packet into the first delay line
and then the third one, we get a total delay of five packet-lengths. However, this
latter approach requires fixed-length packets.
Another option that has been demonstrated to be capable of long, variable delays
is to use wavelength converters and dispersion to determine the delay experienced
by a packet. With this technique, a fast wavelength converter converts the input
packet to an intermediate wavelength, which is then transmitted down a length of
fiber. The wavelength of the packet determines the group delay it experiences due
to dispersion in the length of fiber. At the output, a second wavelength converter
converts the packet back to its original wavelength. Careful dispersion and chirp
compensation is necessary to ameliorate higher-order dispersion and nonlinearities
induced by fiber lengths. Discrete delays can be more easily compensated for and
have been demonstrated at up to 7 µs of total delay [33, 34]. Continuously variable
delays are more difficult to accurately compensate over the entire delay range and
have been demonstrated at over 40 ns of buffering [35].
Recently, some excitement has been generated by the research into “slow light”
for optical buffering. In materials, a sharp change in either gain or loss is usually
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accompanied by a sharp change in the index of refraction. By exploiting this reso-
nance, large delays or advancement of light pulses can be achieved. Tunable delays
can be achieved by using either optical or electronic techniques to tune the index of
refraction. Currently, the majority of slow light demonstrations have achieved delays
which are less than a pulse width, though some results have demonstrated delays
of around one pulse width [36, 37, 38, 39]. While such short delays are not useful
for optical buffer implementations, they can still be important for synchronization.
Furthermore, arbitrarily long delays have been shown to be theoretically possible [40].
Since buffering using optical techniques is still rudimentary, all-optical networks
should involve as few buffers as possible, potentially using an entirely bufferless archi-
tecture. Reducing buffer requirements in networks also helps electronic processing as
well. One important question, then, is exactly how much buffering any network needs.
Recent research suggests that a significant reduction in buffer size can be achieved
without impacting network performance and throughput. The rule of thumb cur-
rently used for buffers is RTT ×C, where RTT is the round-trip-time of the link and
C is the capacity of the link. This is a result of the windowing method of TCP, the
congestion control protocol in wide use on the Internet. However, Mckeown et al. [41]
shows that in situations where there are N TCP flows (as there are especially in
core routes), this rule of thumb can be significantly reduced to RTT×C√
N
with negligible
impact on throughput due to the desynchronized nature of multiple TCP flows. This
can reduce the buffer requirement from roughly a half-million packets (a 10 Gb/s
channel with a 250 ms RTT and assuming an average packet size of 400 bytes) to
5000 packets (assuming 10,000 TCP flows). In certain conditions, networks may need
only buffers of 20 packets [42].
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2.3 All-Optical Header Processing for Packet Rout-
ing
In the previous sections, we described the fundamentals of switching and routing in
data networks, going into some detail as to where optical techniques can supplement
or replace electronic processing in order to meet growing demand. Here, we put these
ideas together in a demonstration of an all-optical switch which can simultaneously
forward two 40-Gb/s optical packet streams to the correct output ports. We demon-
strate highly scalable all-optical header processing using only two SOA-based optical
logic gates operating at 40 Gb/s [43, 44]. In this experiment, we focus on packet
forwarding and all-optical header processing, and do not implement techniques for
buffering or contention resolution. Thus, the packet switch demonstrated here can be
used in a network with deflection routing.
We briefly summarize the many advantages of optical processing described previ-
ously. First of all, header processing using optical techniques can provide ultra-low
processing latencies [45], which reduces buffering requirements in the switch. Optical
processing also offers other advantages: power consumption which scales well with
increasing channel data rates, fewer O/E/O conversions, transparency to payload bit
rate and modulation format [46, 47], shorter buffer lengths, and a more straightfor-
ward switch structure requiring fewer input/output ports for the same bandwidth
due to the ability to process higher data rates per channel.
Figure 2-13 shows a generic design for an all-optical switch. Packets arriving
on the left first enter an input interface, in which synchronization, amplification or
regeneration, and buffering occurs. The header of the packet is tapped off and enters
the header processing unit, which configures the transparent switch matrix for the
payload. The packets exit on the right, having been correctly forwarded. Depending
on the loss and degradations in the switch matrix, an output interface may need
to provide additional amplification or regeneration. Output buffering may also be


























Figure 2-13: Generic all-optical switch design.
2.3.1 Implementation and Design
For our implementation, we choose to use the Banyan switch architecture for the
transparent switch matrix. As described previously in Section 2.2.2, header processing
is modular: only the jth address bit is needed to process the correct orientation of the
jth column in the Banyan. We implement this switch matrix using lithium niobate
2x2 electro-optic switches, providing a transparent switch matrix with high extinction
and low loss. Figure 2-14 illustrates our implementation of the optical switch.
To perform header processing with as few all-optical switches as possible, we define
an “Empty/Full” bit, which indicates the presence or absence of data in a packet.
By defining an “Empty/Full” bit, we are able to eliminate several possibilities in the
Karnaugh map for the header processor (Figure 2-15) and perform header processing
using only two optical logic gates. For example, when both packets are “Empty”,
any forwarding decision is acceptable. When both packets are “Full” and contending,
we define a default forwarding decision and can resolve the contention either through
input buffering, output buffering, or deflection routing. This resolution contention
method can be defined around our choice of logic and implemented later. By using the


















Figure 2-14: Diagram of the network architecture for a unit cell of the router. Buffer-
ing and contention resolution were not implemented for this experiment.
all-optical switches. We use one switch to generate the logic (A0· E0) and another to
generate the logic (A¯1· E1). A simple passive coupler can perform the OR operation.
Thus, we obtain the proper logical processing for the two incoming packet streams:
if an arriving packet is “Empty” (Ek = 0), the corresponding address (Ak) is ignored.
If both arriving packets are “Empty”, the logic defaults to a “Bar” switch state
(Output = 0). If a “Full” packet (Ek=1) arrives, the state of the 2x2 spatial switch
is set by the packet address if it arrives on port 0 (A0) or by the inverse of the packet
address if it arrives on port 1 (A1). This is because packets arriving on different input
ports of the 2x2 spatial switch require opposite switch states (“Bar” vs. “Cross”) to
be forwarded to the same output address. A packet arriving on port 0 and desiring
address 0 (A0=0) requires the “Bar” state (output = 0), where a packet arriving on
port 1 and desiring the same address (A1=0) requires the “Cross” state (output = 1).
If both incoming packets are “Full” (E0 = E1 = 1) and addressed to the same output
(A0=A1), we prioritize the “Cross” switch state. In this experiment, we implement
the “Empty/Full” control bit as an extra header bit. An alternative method is to use
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Figure 2-15: Illustration of the advantages of an “Empty/Full” bit. This allows us to
implement 2x2 switching with only 2 all-optical logic gates. In this figure, Ak and Ek
indicate the address and “Empty/Full” bit for packets arriving at port k, respectively.
an average energy detection method to generate the control bit. The latter reduces
header overhead, but increases the complexity of the router.
For the two optical logic gates needed, we use two ultrafast nonlinear interfer-
ometers (UNI) (Figure 2-16). The ultrafast nonlinear interferometer is a SOA-based
gate capable of ultrafast operation at 100 Gb/s and higher [48, 49, 50]. The signal
pulses (shown in red) enter the UNI and are split by the birefringent fiber into two
orthogonally-polarized and temporally separated pulses, which then enter the SOA.
In the absence of a control pulse, the two signal pulses recombine either constructively
or destructively depending on the bias of the SOA. When the control pulse is coupled
into the SOA as well, it is timed to arrive in between the two signal pulses. The
control pulse power affects the gain and phase of the SOA, but only the second of the
signal pulses experiences the effect. The control pulse power is set to induce a pi phase
shift between the two signal pulses. Thus, when the two signal pulses recombine, in
the presence of the control pulse, the output is changed from either constructive to
destructive interference (non-inverting mode) or destructive to constructive interfer-
ence (inverting mode). The control pulse is filtered out at the output. Thus, the UNI
can either produce the logic S ·C (in the non-inverting mode) or S ·C¯ (in the inverting






BRF = Birefringent Fiber
SOA = Semiconductor Optical Amplifier
BPF = Bandpass Filter
Figure 2-16: Schematic diagram of an ultrafast nonlinear interferometer (UNI). The
signal pulse, shown in red, enters the UNI and is split into two orthogonally-polarized,
temporally separated copies. The control pulse, shown in blue, is timed to arrive at
the SOA in between the two signal pulse copies. This induces a gain and phase shift
in the SOA which affects the second pulse but not the first. When the two signal
pulse copies are recombined, they interfere constructively or destructively depending
on their induced relative phases.
In this configuration, our “Empty/Full” and address bits need to be on different
wavelengths, in order to distinguish the signal from the control pulses at the output.
(It is possible to use the UNI gates in a counter-propagating configuration with same
wavelength signal and control pulses, but this limits the speed of the switch due to a
trade-off between achieving a full pi phase shift and the propagation distance in which
the signal pulse is affected by the control pulse.) In the co-propagating situation, we
can use a single optical logic gate to demultiplex the “Empty/Full” and address
bits from the header onto two separate wavelengths [51]. For simplicity, we do not
implement this demultiplexer and instead create our “Empty/Full” and address bits
by using two, synchronized mode-locked fiber lasers tuned to separate wavelengths.
In an average power detection scheme, the “Empty/Full” bit can be generated on an
arbitrary wavelength.
2.3.2 Experimental Setup
Figure 2-17 shows the schematic of this experimental implementation of 40-Gb/s all-
optical header processing, including the packet and address generator, the “Empty/Full”

































Figure 2-17: Experimental schematic of our implementation of ultrafast all-optical
header processing. MLFL is a mode-locked fiber laser, Tx is the transmitter, EOM
is the electro-optic modulator, MUX is a 1:4 free-space multiplexer and UNI is the
ultrafast nonlinear interferometer. At the UNI inputs, C indicates the control while
S indicates the signal. τ shows a fixed delay determining the relevant address bit for
the 2x2 electro-optic switch. Finally, Ak, Ek, and Pk are the address, “Empty/Full”
bit, and payload of the packets arriving at port k of the 2x2 spatial switch.
address generation, we use a mode-locked fiber laser which produces 2-ps pulses at
1547.5 nm modulated at 10 Gb/s with a 27-1 pseudo-random bit sequence. We mul-
tiplex this sequence in a free-space optical multiplexer to 40 Gb/s. By using the
proper delays in the multiplexer, we avoid placing adjacent bits next to each other
and thus maintain the pseudo-random statistics of the bit-pattern [52]. We define our
packets as fixed-length, 100-ns packets with one address bit and “Empty/Full” bit
per packet. This results in each packet consisting of 3999 bits of payload, 1 address
bit, and 1 “Empty/Full” bit (at a different wavelength). Since 27-1 (127) is prime
with respect to 4000, or 1000, each address bit will cycle through the entire pseudo-
random bit sequence. This tests the robustness of the header-processing unit against
address-pattern-dependent effects for forwarding packets with 7-bit addresses through
a full-scale router with 128 input ports. To create two distinct packet streams, we
split the output of the packet and address generator and introduce a single-packet
delay of 100 ns between the port 0 and port 1 packet streams.
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We create the “Empty/Full” bits using a second mode-locked fiber laser at 1550
nm, synchronized to the first laser. We modulate the pulses with a “1001” pattern
at 10 MHz, which corresponds to one bit every 100 ns. Again, we introduce a single-
packet delay between the port 0 and port 1 packet streams. Since this pattern is prime
with the 27-1 pattern, we therefore ensure that we explore all possible combinations
of address and “Empty/Full” bits in this demonstration.
The optical header processor unit, as described earlier, consists of two UNI logic
gates, a non-inverting UNI performing (A0·E0) and an inverting UNI performing the
logic (A¯1·E1). For both UNI logic gates, we use Alcatel SOAs [53] with recovery times
on the order of 100 ps at a bias current of 200 mA. The switching energies for the logic
gates are 27.5 fJ (non-inverting) and 33 fJ (inverting). The birefringent fiber in the
UNI set the delay between the signal pulse copies. For the non-inverting gate, we use
a 10-ps delay while for the inverting gate, we use a 5-ps delay. This difference was due
to the availability of devices. A longer delay results in higher timing tolerance for the
control pulse input but limits the speed of the UNI since we cannot allow adjacent
signal pulse copies to overlap. Furthermore, a longer delay means the two signal
pulses may experience different operating conditions in the SOA. At our operating
speed of 40 Gb/s, however, we can obtain effective switching with either 5-ps or 10-ps
delays.
Fixed delay lines on the address-bit inputs to the two UNIs determine which
address the header processor unit operates on. The assignment of signal and control
for the inverting UNI is fully defined: since the address bit (A1) is to be inverted, it
has to be the control input of the UNI. The output then is at the wavelength of the
signal input (E1), 1552 nm. The assignment of the signal and control for the non-
inverting UNI, however, is not defined. We choose to reverse the assignment, using
the address bit (A0) as the signal, and the “Empty/Full” bit (E0) as the control.
Thus, the output is at the address wavelength, 1547.5 nm, so that we minimize the
interferometric effects of the coupler. The coupler output provides the desired logic,
A0·E0 + A¯1 ·E1. Note that this output is a control bit which occurs once per packet,
or every 100 ns.
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We next need to use this output to drive the operation of our 2x2 spatial switch.
We choose to use a commercially-available electro-optic lithium niobate 2x2 spatial
switch with a fast switching speed (1 ns) and high extinction (> 25 dB). A 1-ns guard
band is only 1% of the packet length. To measure the switching speed, we send in CW
light and drive the 2x2 switch with a -4 dBm RF sinusoid over a range of frequencies.
We measure the output amplitude of the CW light and locate the 3-dB point. The
extinction of the switch determines the crosstalk between the ports. To measure the
extinction, we send CW light into each input port and measure the output power
across all DC bias voltages. Figure 2-18 shows the measurement of extinction and
switching speed of our switch.


















































CW input at Port 1
Output port 0 ("Cross")
Output port 1 ("Bar")
Figure 2-18: (a) Extinction of the electro-optic switch in “Cross” and “Bar” config-
urations with CW light at 1550 nm into port 1. We see an extinction of >25 dB. (b)
Switching speed of the 2x2 switch is measured to be < 1 ns.
To drive an electro-optic switch, we need to convert the optical output (a 2-ps
optical pulse) into an electronic pulse which is temporally matched to the length of
the packet. This electronic pulse needs to hold the switch in the correct state for the
duration of the packet being switched. We use a high-speed 18-GHz photodetector
followed by a 10-GHz electronic D-flip-flop. The photodetector converts the optical
pulse into a longer electronic pulse, which is then sampled by the D-flip-flop and held
for the packet duration. The threshold on this D-flip-flop is set such that the output
of the coupler results in an OR operation: the optical power of either UNI output as
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well as both UNI outputs combined all result in a “1” detection. Only when there is
no output from either UNI is there a “0” detection at the D-flip-flop. A high-speed
detector and flip-flop is necessary here in order to maintain the small guard band and
high extinction of the 2x2 electro-optic switch.
2.3.3 Results
The output of each of the two UNI logic gates is a 2-ps pulse every 100 ns, represent-
ing the decision logic made per packet. We measure the eye diagram of each output
(Figure 2-19(a) and (b)) using a sampling scope. We also measure the packet error
rate of the logic gates to be 1.7x10−9 for the non-inverting UNI and 3x10−9 for the
inverting UNI. To measure this packet error rate we use our 10-Gb/s pre-amplified
receiver programmed with the correct pattern. In Figure 2-19(c), we show the elec-
tronic output of the all-optical header processor, first with each UNI and then with
the total combined output. This demonstrates the accuracy of the OR operation.
We also see the operation of our high-speed photodetector and D-flip-flop do indeed
convert the short optical pulses to long, packet-length electronic pulses with short rise
and fall times. Using a 10-MHz error detector programmed with the correct pattern,
we detect the total packet error rate of the header processing unit to be 1x10−6, com-
parable with electronic routers today. The degradation in packet error rate is likely
due to timing and thresholding errors in the D-flip-flop as well as additional noise
from the photodetector and interference in the coupler.
To show routing through the system, we use a 40-Gsample real-time oscilloscope
and two 50-GHz photodetectors to measure the packets at the output of the 2x2 spa-
tial electro-optical switch driven by the all-optical ultrafast header processor. Since
the packet payloads are at 40 Gb/s, we are undersampling the output significantly.
This is unavoidable due to our lack of higher-speed electronic oscilloscopes. To ob-
serve routing, we need to visually distinguish between packets addressed to the upper
output port (Ak = 0) and those addressed to the lower output port (Ak = 1). We
use two distinct patterns which can be visually identified even with undersampling:
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Figure 2-19: (a) Eye diagram of non-inverting (A0·E0) UNI. Packet error rate mea-
sured to be 1.7x10−9. (b) Eye diagram of inverting (A¯1·E1) UNI. Packet error rate
measured to be 3x10−9. (c) Electronic output of photodetector and D-flip-flop for
each UNI alone and the combined coupled output of both UNIs. The packet error
rate is measured to be 1x10−6, comparable with current electronic routers.
in an “NMMN” pattern, with a 1.5-ns guard band. Thus, when our two distinct
packet streams are created with a single-packet delay, we obtain as the input to port
0 “NMMN” and as the input to port 1 “MMNN”. We continue to use “1001” as our
“Empty/Full” bit pattern. We use variable delays on the address inputs to the UNI
logic gates to select one bit in the packet as the address bit and to ensure a non-
degenerate result from the header-processing logic. Previously, we tested all possible
combinations of “Empty/Full” bits and address bits. Here, we only intend to visu-
ally demonstrate correct routing and thus present only 4 interesting cases: (1) both
packets are full and contending (2) the port 0 packet is full and desires the “Cross”
state while the port 1 packet is empty (3) both packets are empty and (4) the port 0
packet is empty while the port 1 packet is full and desires the “Bar” state. We show
the results of these measurements in Figure 2-20.
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Figure 2-20: System demonstration of how packets are routed by the ultrafast all-
optical header processing unit. Red/pink indicates the packet address is “0” and
payload is “1010”, while blue/pale-blue indicates a packet address of “1” and payload
of “11110000”. Dark grey indicates the guard band. We demonstrate 4 situations:
(a) both packets are full and contending (b) the port 0 packet is full and desires the
“Cross” state while the port 1 packet is empty (c) both packets are empty and (d)
the port 0 packet is empty while the port 1 packet is full and desires the “Bar” state.
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2.4 Conclusion
In this chapter, we have described how optical processing can help supplement routing
and switching in networks. To demonstrate this point, we have proven the capability
of all-optical header processing to accurately handle 2 simultaneous 40-Gb/s packet
streams with a packet error rate of 1x10−6, on par with electronic routers today [54].
This experiment also expands optical processing functionality to multi-packet rout-
ing. As core network channel data rates increase beyond 40 Gb/s, such all-optical
processing techniques will become critical.
In this demonstration, our optical signal processing techniques outstrip electronic
capabilities in terms of speed and switching energies, but not complexity, footprint,
or cost. Furthermore, one of the main motivations for all-optical header processing
is to reduce the packet-processing latency of the header processing unit. In this
experiment, our packet processing delay is dominated by the 62.5-ns fiber propagation
time in these discrete UNI logic gates. Integrated all-optical logic gates can reduce
this delay to below 1-ns, since propagation distances involved are much shorter. By
enabling mass-production of these logic gates, costs can also be brought down. Thus,
Chapter 3, we turn our attention to integrated logic gates. We focus mainly on the
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In Chapter 2, we discussed methods by which all-optical processing can improve data
network routing and switching by replacing or supplementing electronic router func-
tions. We demonstrated a very scalable optical header processing technique which
uses only two optical logic gates for routing two incoming packet streams. In that
experiment, all-optical switching was performed using a discrete optical logic gate.
However, to fully take advantage of optical signal processing techniques, we must
move from discrete optical switches to fully-integrated logic gates. For practical im-
plementation and deployment in the field, integration is critical. First, it allows easy
mass-production and standardization of logic gates. This means that installation can
be a much simpler process than with discrete optical switches. Secondly, integration
of multiple devices on a single chip can also save costly packaging and alignment
steps. Finally, mass production is necessary for optical devices to supplement and
compete with the mass-produced silicon electronic chips currently used today.
Integration is also needed to fully take advantage of optical signal processing tech-
niques. As explained in the previous chapter, discrete optical logic gates can experi-
ence undesired latency as a result of requiring long lengths of fiber. Integrated gates
are scaled much smaller, and as a result the latencies are negligible. Furthermore,
optical logic gates often rely on interferometric effects. As a result, environmental
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considerations such as temperature changes can significantly degrade performance.
Integrated gates can provide higher stability because in the smaller device, a larger
proportional change in length is required to significantly alter the performance. For
instance, a change of 750 nm will cause a pi phase shift at 1550 nm in an interfero-
metric device. This is a much larger percentage of a 1-mm propagation length than
it is of a 20-ft propagation length. Thus, it is easier to maintain the proper interfer-
ometric relationship in a 1-mm device. It is also much easier to maintain a constant
temperature across a smaller area through the use of temperature controllers.
Semiconductor optical amplifiers are highly promising devices for creating inte-
grated optical logic gates. Semiconductor processing is a fairly mature process and
thus yields can be high. Furthermore, SOAs are versatile, capable of operating as
linear amplifiers, nonlinear gates, and lasers (with mirrored facets as opposed to anti-
reflective coating on the facets) with only minor changes in the design. For these rea-
sons, we have decided to investigate integration of SOA-based logic. In this chapter,
we first present some basic background for semiconductor optical amplifier operation
and describe the range of useful potential switch designs for integrated SOA-based
switching. We then investigate the SOA Mach-Zehnder interferometer design and
develop a technique to characterize and optimize switch performance and simplify
switch development and operation.
3.1 SOA Device Physics
Semiconductor optical amplifier operation requires population inversion. The first
semiconductor optical amplifiers achieved this through the use of a p-n junction. This
was later refined as the heterojunction p-i-n structure, which we will discuss later on.
An n-type semiconductor is doped with donor atoms which provide more electrons to
the conduction band. A p-type semiconductor is doped with acceptor atoms which
provide more holes (i.e., fewer electrons) in the valence band. These impurities change
the chemical potential (also known as the Fermi level) of the semiconductor (Figure 3-
































Figure 3-1: (a) Diagram of a p-type and n-type semiconductor before they are brought
into contact. Holes are represented by empty circles and electrons are represented by
filled circles. c and v denote the conduction and valence bands. EF represents the
chemical potential of the two materials, also known as the Fermi level. E represents
energy. (b) When the p and n semiconductors are brought into contact, charges
diffuse across the junction forming an electric field that prevents further electron/hole
movement across the junction. (c) Forward biasing the junction reduces this electric
field and allows free diffusion of electrons and holes across the junction. This sets up
the potential for optical amplification under the proper conditions.
diffuse across the barrier due to the difference in carrier concentrations between the
semiconductors. The small region in which this occurs is known as the depletion
region. The presence of additional holes in the p-type semiconductor and additional
electrons in the n-type semiconductor results in an electric field across the barrier.
When the force of the electric field equals the field due to carrier diffusion, the system
is at equilibrium and further diffusion of electrons and holes is prevented by the
potential barrier, as shown in Figure 3-1(b). When we forward bias the p-n junction,
we apply a voltage to counteract this natural electric field created by the diffusion
of carriers. This allows more carriers to travel across the junction, resulting in a
small region where large quantities of holes and electrons can interact, allowing us to
achieve optical amplification under certain conditions (Figure 3-1(c)).
The first semiconductor lasers were created by using a simple p-n junction, referred
to as a homostructure. To improve the amplification and increase the interaction of
light with carriers, researchers developed heterostructure devices (Figure 3-2). In
these devices, a layer of intrinsic semiconductor material is inserted in between the n-











Figure 3-2: Diagram of a heterostructure semiconductor amplifier. A layer of in-
trinsic semiconductor with a smaller bandgap and higher index of refraction (n) is
sandwiched between the p-type and n-type semiconductors to confine light and car-
riers.
is chosen to have a smaller bandgap and higher index than the other materials. Thus,
when carriers are pushed into this region, they tend to remain there, trapped by the
higher potential on either side. Furthermore, the higher index of refraction of the
material means that optical modes are confined to the same region, thus increasing
the interaction between photons and carriers.
Optical gain is achieved by inducing population inversion in the active region (or
the depletion region in a homostructure device). To gain a basic understanding of the
operation of semiconductor amplifiers, we can consider the conduction and valence
bands in this region as a simple two-level system. Under normal conditions, light
of the correct wavelength entering the system is absorbed, pumping electrons from
the lower energy level (E1) into the higher energy level (E2) as shown in Figure 3-
3(a). When the higher energy level is occupied, electrons can spontaneously drop to
the lower energy level, emitting energy in the form of a photon. This is known as
spontaneous emission (Figure 3-3(b)). An entering photon can stimulate this process,
in which case the emitted photon will be of the same energy and phase as the entering
photon (Figure 3-3(c)). This is known as stimulated emission and is the fundamental
process behind lasing and optical amplification. By applying a strong forward bias
and pumping the p-i-n junction with current, we inject carriers into the device. When











Figure 3-3: Diagram of (a) absorption, (b) spontaneous emission, and (c) stimulated
emission in a two-level system.
states, we achieve population inversion. In this situation, it is more likely for an
entering photon to stimulate emission than to be absorbed. This results in optical
gain.
In a semiconductor optical amplifier, the conduction and valence bands are not
single states but rather large bands of available energy states. This is because the
atoms are arranged so closely that their allowable energy states combine into large
bands of available states. As a result, SOAs can interact with more than one wave-
length of light. A band diagram of a direct bandgap semiconductor is shown in
Figure 3-4. This diagram shows the relationship between the energy of the conduc-
tion and valence band states and the wave vector k. Note that there is a continuum
of energies. A direct-bandgap semiconductor (as shown here) indicates that the peak
of the valence band is directly below the lowest point of the conduction band at
k = 0. This means that only photons need to be present for stimulated emission. An
indirect bandgap, where the peak and nulls are offset by some k 6= 0, means that for
stimulated emission a change in momentum must be involved.
The occupation of these allowable energy states determines the effect of injected
current and optical pulses on the SOA. We can calculate the occupation of the con-
duction and valence bands in a unit volume of the material. First, we derive the
density of states per unit volume at each energy level, ρ(E). We multiply the den-















Figure 3-4: Band diagram of a direct bandgap semiconductor. E is the energy, Eg is
the bandgap, and k is the wave vector.
occupation of states at each energy level in a unit volume of semiconductor material.
If we assume a parabolic dispersion relationship between energy E and the wave-












where m is the effective mass of the electron or hole and h¯ is Planck’s constant [1].
From this, we see that more available states exist at higher energies.
To calculate the probability of occupation of a particular energy state, we begin
by noting that electrons obey the Pauli Exclusion principle and thus their distribution
can be described by Fermi-Dirac statistics. For the following development, we focus on
the calculation for n-type semiconductors. The calculation for p-type semiconductors
is similar. For the n-type semiconductor, the probability that an electron occupies a







where f(E) is the probability of occupation of the energy state E, EF is the Fermi
80
energy (the energy at which the probability of occupation is exactly 1
2
), kB is the
Boltzmann constant and T is the temperature of the electrons [2]. We see here that
the probability of occupation decreases with increasing energy.
To calculate the distribution of carriers in the available states, we multiply the
probability of occupation of a state with energy E by the density of available states
at the same energy:















Figure 3-5 shows this result graphically. As we can see from this Figure, at low
energies above the bandgap, there is a high probability of occupation but fewer states
exist. At higher energies, there are many more available states but the probability of
occupation is much lower. Thus, the peak of the distribution lies above the bottom
of the band, as shown in Figure 3-5(c).
This development shows the carrier distributions at equilibrium. Our intended
application, ultrafast switching, is fast enough that our devices may not be in equi-
librium during the interaction with our incoming signal pulses. To fully understand
this interaction requires that we continue with this framework to calculate the carrier
distributions under different carrier injection rates with ultrashort optical pulse exci-
tation. From the calculation of carrier distributions, we can then calculate quantities
such as gain, phase shift, and noise and thus understand their effects on the opti-
cal input pulses. This is a complex calculation and requires numerical simulation to
achieve an accurate result. More information on this calculation can be found in [3].
We began with this description in order to provide an intuitive basis for understand-
ing basic SOA operation. However, we can obtain a reasonable approximation of SOA
behavior for short optical pulse propagation using a simpler phenomenological model
valid under most conditions in photonic switching. The following development was















Figure 3-5: Calculation of the distribution of carriers in semiconductors. (a) shows
the density of states with respect to energy. (b) shows the probability of occupation
for a state of energy E. (c) shows the carrier occupation distribution over the available
energies.
3.1.1 A Phenomenological Model of the SOA
To describe optical pulse propagation in SOAs, we need to first describe the effect
of an optical field within the SOA upon the carrier distributions. Also, we need
to describe how the carrier distributions affect the propagation of that optical field.
This will result in a set of coupled-wave equations for the SOA gain, phase, and the
optical power within the device. In this treatment, we have assumed that the optical
pulse duration is much longer than the intraband relaxation time that governs the
semiconductor dynamics. This relaxation time is typically < 0.1 ps. Thus, our pulse
propagation model is valid for pulses that are 1 ps or longer. This is well justified for
the pulse durations commonly used for ultrafast switching. A picosecond pulse can
theoretically be used at data rates approaching 1 Tb/s. To use shorter pulses may
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require us to use a more exact theory of semiconductor dynamics.
Before we proceed further, we first define the transverse and longitudinal directions
of this device and place it in the reference of a coordinate system as shown in Figure 3-
6. Optical pulses travel longitudinally along the device in the z direction. Current is














Figure 3-6: Coordinate system and description of the SOA being modeled. The
longitudinal direction is in the direction of propagation of the optical pulses, z. The
transverse plane (x,y) is perpendicular to z. Current is uniformly injected from above.
The rate equation which describes the evolution of carriers in an SOA in response
to current injection and optical power is given by
∂N
∂t
= D∇2N + I
qV
−R(N), (3.4)
where N is the carrier density, D∇2N describes the carrier diffusion rate, I is the
injected current, q is the electron charge, V is the volume of the active region, and
R(N) describes the recombination mechanisms of the semiconductor which create or
destroy free carriers. Note that N is a function of (x, y, z, t). The recombination
mechanisms can be expressed as
R(N) = AnrN +BN
2 + CN3 +RstNph, (3.5)
where AnrN describes the non-radiative recombination processes such as recombina-
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tion at defects and surface recombination, BN2 describes spontaneous emission pro-
cesses, CN3 describes the non-radiative Auger recombination processes, and RstNph
describes stimulated emission in the presence of a photon (Nph). Non-radiative recom-
bination occurs when electrons and holes recombine and release energy in the form
of heat, or vibrations, in the semiconductor crystal lattice. Spontaneous emission
occurs when electrons in the conduction band recombine with holes in the valence
band, emitting photons. Auger recombination occurs when the energy released from
the recombination of an electron and hole stimulates a second electron or hole to
a higher energy state. This electron or hole then relaxes, releasing energy into the
semiconductor lattice. Yamada [5] derives this rate equation from first principles.
We can write this equation in terms of the incident electric field E:
∂N
∂t







where we have collapsed all recombination terms except the stimulated recombination
term into a single term N/τc, where τc describes a combined carrier recombination
rate. We have modeled stimulated emission (or absorption) as a reduction in the car-
rier density linearly proportional to the number of entering photons with the constant
of proportionality a. No is the carrier density at transparency, where the stimulated
emission is exactly equal to absorption. If the carrier density is below No, the entering
photons add carriers to the conduction band; if the carrier density is above No, the en-
tering photons remove carriers from the conduction band. For simplicity, we assume
the input electric field is linearly polarized and only consider a single polarization
within the amplifier. We also assume that the electric field is quasi-monochromatic,
consisting of a slowly-varying envelope combined with a monochromatic plane wave.
The electric field can thus be written as,
E(x, y, z, t) = xˆ
1
2
F (x, y)A(z, t)ei(koz−ωot) + c.c., (3.7)
where F (x, y) is the transverse mode profile of the optical pulse and A(z, t) is the
slowly-varying envelope.
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We can simplify the carrier rate equation by assuming that L À w, d and much
longer than the carrier diffusion length. Thus, the carrier density is roughly uniform
in the transverse dimension. We can neglect carrier diffusion and average our equation











where N is now only a function of (z, t). We define Γ, the confinement factor, as the













We are interested in calculating the effect of light on the semiconductor material in
terms of the gain of the material, rather than the carrier density. We define the gain
as linearly proportional to the increased carrier density
g(N) = Γa(N −No) (3.10)











We can simplify this by defining some constants. We define go, the small signal gain,
Esat, the saturation energy of the amplifier, σ, the mode cross section, and Io, the
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We also normalize the amplitude A(z, t) such that |A(z, t)|2 is the power, by dividing










Now that we have arrived at a description of how optical power affects the semi-
conductor carrier densities, we turn our attention to describing how these changes in
the semiconductor material affect the incident optical pulse. We first begin with a
general framework of how material nonlinearities affect optical power and then spec-
ify the effect of semiconductor nonlinearities on an input optical pulse. We begin by









where we have defined an electric polarization P , which describes the effect of dipoles
in a material upon an incident electric field. The relationship between P and E can
be written as:
P (r, t) = P (1)(r, t) + P (2)(r, t) + P (3)(r, t) + . . . (3.18)
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P (r, t) = ²o
∫
R(1)(r, τ)E(r, t− τ)dτ (3.19)
+ ²o
∫ ∫
R(2)(r, τ1, τ2)E(r, t− τ1)E(r, t− τ2)dτ1dτ2
+ ²o
∫ ∫ ∫
R(3)(r, τ1, τ2, τ3)E(r, t− τ1)E(r, t− τ2)E(r, t− τ3)dτ1dτ2dτ3
+ . . . .
Here, we have separated out the multiple orders of the electric polarization, where
the nth order refers to the number of distinct electric fields which are involved in the
process. It is simpler to write this in the frequency domain, which also clarifies the
nonlinear frequency mixing that occurs. We can write the electric polarizations as a
sum of frequencies, where for each frequency ω we have
P (r, ω) =²oχ
(1)(ω : ω1) · E(r, ω1) (3.20)
+ ²oχ
(2)(ω : ω1, ω2) : E(r, ω1)E(r, ω2)
+ ²oχ
(3)(ω : ω1, ω2, ω3)
...E(r, ω1)E(r, ω2)E(r, ω3)
+ . . . , (3.21)
Here, we can see that the nth order of the polarization refers to the number of
frequencies involved in the interaction. The first order polarization describes a linear
interaction, meaning that no new frequencies are created or destroyed. This is often
included in the dielectric constant and forms the basis for the different index of
refraction in different materials. The higher order polarizations involve nonlinear
interactions between the different frequencies of the electric field. For example, the
third-order nonlinearity can create a nonlinear polarization at the frequency ω through
all possible sums and differences of three arbitrary frequencies ω1, ω2, ω3, as long as
they sum to ω. Each distinct sum of the possible frequencies results in a different
value of the nonlinear coefficient χ(3). Higher order nonlinearities tend to be weaker.
In the semiconductor optical amplifier, the second-order nonlinearity does not
exist in the co-polarized case [6]. Thus, we shall only consider the first and third non-
linearities. Furthermore, for now, we shall only consider the degenerate χ(3)(ω), where
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we only consider a single wavelength involved in the introduction of semiconductor
nonlinearities. In this development, we only consider a single linear polarization. A
more complete treatment can be found in [7, 8]. The degeneracies we have included
result in a coefficient of 3
4
for our electric polarization P (r, ω):
P (r, ω) = ²o
3
4
χ(3)(ω = ω − ω + ω)...|E(r, ω)|2E(r, ω). (3.22)
If we combine these equations with the wave equation in the frequency domain, we
obtain
∇2E(r, ω)− ω2 1
c2
{





E(r, ω) = 0. (3.23)




1 + Re{χ(1)(ω)}. (3.24)
The imaginary component of the linear electric polarization gives us the background
loss in the material. We can simplify the wave equation to








E(r, ω) = 0. (3.25)
We can see from this that the real part of the nonlinear polarization leads to an
intensity dependence in the index of refraction. This is also known as self-phase
modulation and describes the effect of nonlinearities induced in the semiconductor
amplifier by an incoming pulse. These nonlinearities then affect the pulse itself,
as we shall see in the following development. The imaginary part of the nonlinear
polarization leads similarly to an intensity-dependent loss (or gain) in the material.
We are interested in modeling this intensity dependence in terms of the carrier
density, so we can relate the effect of the semiconductor dynamics to the electric field.
We can fold these effects into a complex dielectric constant, ², where
² = n2o + χ(N), (3.26)
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where we assume that χ(N) changes slowly with respect to frequency. This essentially
indicates that we are neglecting the frequency effects in self-phase modulation in the
SOA and assuming all gain or phase change effects on an incoming optical pulse are






We model χ(N) as linearly dependent upon the carrier density. We also separate out
the imaginary and real components of χ(N). The real part of χ(N) describes the
change in the index of refraction of the SOA due to carrier density changes, while the
imaginary part describes the loss or gain in the SOA due to the change in the carrier
densities.
χ(N) = − n¯c
ωo
[αa(N −No) + ia(N −No)], (3.28)
where n¯ is the effective mode index, and α is the linewidth enhancement factor. From
this, one can see that our model approximates the gain and phase as linear with
respect to the carrier density, and thus proportional to each other by the linewidth
enhancement factor, α [4].
We need to substitute our description of the electric field from Equation 3.7 into
the wave propagation equation (Equation 3.27) to describe the propagation of our
electric field in the SOA. Neglecting the second derivatives of A(z, t) with respect
to z and t due to the slowly-varying envelope assumption, and integrating over the






+ (n2b − n¯2)
ω2o
c2














where vg is the group velocity
c
ng




is the internal loss of the electric field when there are no carrier effects (χ(N) = 0).
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We further simplify this equation by transforming into a moving reference frame:
τ = t− 1
vg
z (3.31)
and separating out the amplitude and phase of the optical pulse:
A(z, τ) =
√
P (z, τ)eiφ(z,τ), (3.32)
where P (z, τ) is the power of the optical pulse. By separating out the imaginary and
real components of Equation 3.30, we obtain:
∂P (z, τ)
∂z






If we apply Equations 3.31 and 3.32 to our previously-derived carrier rate equation




go − g(z, τ)
τc
− g(z, τ)P (z, τ)
Esat
. (3.35)
Together, Equations 3.33 - 3.35 describe pulse propagation in semiconductor op-
tical amplifiers. Equations 3.33 and 3.34 describe the effect of gain in the SOA upon
the propagating optical pulse amplitude and phase while Equation 3.35 describes
the effect of the propagating pulse on the SOA gain. The presence of the product
g(z, τ)P (z, τ) makes solving this set of differential equations difficult.
We can make some additional simplifications to solve this equation easily without
losing significant accuracy. First, we assume αint ¿ g(z, τ) and thus we set αint = 0 in
Equation 3.33. We also define an integrated gain h(τ) and thus ignore gain variations






We can integrate Equations 3.33 and 3.34 to get the output power and phase in terms
of the integrated gain:
Pout(τ) = Pin(τ)e
h(τ) (3.37)
φout(τ) = φin − 1
2
αh(τ). (3.38)
We derive the evolution of the integrated gain across τ by integrating Equation 3.35








[eh(τ) − 1]. (3.39)
This allows us to solve these equations numerically using the 4th-order Runge-Kutta
method. For our simulations,we choose typical SOA values: Esat=1 pJ, τc = 80 ps, Go
= 103 (30 dB unsaturated integrated gain), L = 1 mm, and α = 5. We use 2-ps input
pulses with a repetition period of 25 ps, forming a 40-GHz pulse train. We picked
an input pulse energy of 5 fJ to illustrate the cumulative effects of gain recovery in
the SOA. We plot the evolution of the integrated gain over time normalized to the
incident pulse width and the effect of the change in gain on the propagating pulses
in Figure 3-7.
The first thing to note is that as the pulse propagates through the amplifier, the
amplifier gain saturates and then recovers with the carrier recovery time τc. As can
be seen by the plots of the integrated gain h(τ) and the output pulses, the effect of
gain saturation causes pulse patterning, in which the amplitude of the output pulse
is greatly affected by the exact sequence of bits in the sequence. This significantly
affects the performance of ultrafast optical switching. Methods for overcoming this
pulse patterning will be discussed in Section 3.2.
The next thing to note is that this gain saturation effect also distorts the pulses
as they exit the switch. Figure 3-8 illustrates these effects. Recall that τ is defined
in terms of our moving reference frame, such that smaller values of τ correspond to
higher values of z. We thus refer to the negative values of τ in our figures as the
91


























Figure 3-7: Simulation of gain saturation in an SOA using the Runge Kutta method.
The upper plot shows the integrated gain in the SOA as a function of τ over τ
normalized to the pulse width τo. The lower plot shows the output optical pulses
normalized to the input pulse power.
“leading” edge of the pulse and positive values of τ as the “lagging” part of the pulse.
First of all, since the pulse power changes the gain of the SOA, the leading edge of
the pulse will see higher gain than the trailing edge of the pulse. This has the effect of
steepening the leading edge of the pulse while broadening the trailing edge. Secondly,
since the added phase of the outgoing pulse is proportional to the negative of the
integrated gain, the saturation of the integrated gain provides a change in the phase
across the pulse. This adds a chirp to the output pulse. Since the aggregate phase
shift is negative, this also causes a frequency shift that we can observe in the spectral
domain.
Now that we have a basic understanding of how a semiconductor optical amplifier
operates, we can turn to investigation of the operation of ultrafast optical switches
using SOAs.
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Figure 3-8: Effect of gain saturation on optical pulse shape. Pulse amplitude is shown
in the upper plot and the pulse spectrum is shown in the lower plot, normalized to
pulse width and power.
3.2 Optical Switching using SOAs
In the previous section, we described how an incoming optical pulse both changes
the SOA characteristics and is changed by them through self-phase modulation and
gain saturation. These effects can be used to change the characteristics of a second
incoming optical pulse. This allows us to use the SOA as a key element in optical
switching.
Previously, we described self-phase modulation, which arises from the degenerate
χ(3) nonlinearity. Here, we expand the description to include cross-phase modula-
tion (XPM) and four-wave mixing (FWM). We also describe the use of cross-gain
modulation (XGM), which uses the gain saturation effect for switching. Our main
interest is in implementing integrated all-optical logic, meaning that we wish to im-
plement Boolean logic functions such as AND, NAND, NOR, etc. Most of the switch
configurations which perform optical logic can also involve a wavelength conversion.
However, as we showed in Chapter 2, there may be situations where only a wave-
length conversion is required. In those cases, a simpler configuration can be used,
thus potentially reducing cost. In the following sections, we describe a few of the
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most promising switch configurations which use XGM, XPM, or FWM in an SOA.
3.2.1 Cross-gain Modulation (XGM)
Cross-gain modulation is the simplest to understand: the saturation of the SOA gain
as a result of an incident pulse (referred to as the control pulse) can be used to control
the amplification seen by a second pulse (referred to as the signal pulse). A diagram
of cross-gain modulation is shown in Figure 3-9. When the control pulse (shown in
Active Region
E(t) G∙E(t)
Figure 3-9: Diagram of gain-switching in an SOA with cross-gain modulation (XGM).
The control pulse is shown in red and the signal pulse is shown in blue. The logical
output is S · C¯.
red) is not present, the SOA amplifies the weak signal pulse with very little change in
the gain response. When the strong control pulse enters the SOA, the gain saturates.
Thus, when a second, weaker signal pulse arrives just afterwards, it sees a much lower
gain. Note that a bandpass filter is required at the output of this switch to strip
off the control pulse. This results in the logic of S · C¯, where S refers to the signal
and C refers to the control. This is the simplest method of all-optical switching in
an SOA. However, one major disadvantage results from the carrier recovery time of
the SOA. When a strong control pulse saturates the SOA, the carrier recovery time
determines the length of time needed before the SOA recovers to its previous state.
We can observe this by the measurement of the switching window in an SOA.
The switching window measures the change in the transmission of the switch
caused by the control input pulse. For optimal switching, the signal input should be
timed to arrive at the peak of the switching window, thus experiencing the maximum
transmission change due to the control pulse. In order to measure the switching
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window, we look at the transmission of the switch before, during, and after the
incident control pulse. The schematic for this measurement is shown in Figure 3-10.












Figure 3-10: Schematic for the switching-window measurement on an optical switch.
The signal and control pulse trains are created by two synchronized mode-locked fiber
lasers. The two lasers are driven at slightly offset repetition rates, causing the two
pulse trains to walk through each other. The average power at the output of the SOA
is detected and plotted as a function of the pulse train offsets. This results in a plot
of the transmission of the SOA switch vs. control-signal pulse delay.
offset the repetition rate of the signal pulse train from the clock pulse train. Thus,
the two pulse trains will slowly scan through each other at a rate equal to the offset.
The signal input is set to be much lower power than the control input, so that it has a
negligible effect on the SOA. Thus, the switch is affected mainly by the control pulse.
At the output, we measure the average power of the signal output. This average
power varies depending on the signal pulse’s position in relation to the control pulse.
If the control pulse arrives behind the signal pulse, the signal pulse sees very little
effect from the control pulse. If the control pulse arrives slightly before the signal
pulse, the signal pulse sees the maximum change in transmission of the switch due
to the control pulse. We measure the average power of the signal pulse as a function
of the control-signal pulse delay, which gives us the switching window. The width of
this switching window limits the speed of the optical switch. If a second signal pulse
arrives before the end of the first switching window, the effects of that first control
pulse will interfere and degrade switch performance. Figure 3-11 shows the switching
window for a single SOA at several different pump currents. This figure shows that
the speed of a gain-switched SOA is entirely determined by the carrier recovery time.
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I = 967.2 mA τc= 66.8 ps I = 744.8 mA τc= 83.5 ps I = 388.7 mA τc= 291.62 ps
Figure 3-11: Switching windows at different pump currents for a gain-switched SOA.
To obtain a fit of the carrier recovery time, we use an exponential recovery model [9].
Thus, even for very high currents, the speed of gain-switching is limited to about 10
Gb/s.
To improve the speed of SOA switches, we can place our SOAs in an interferometric
configuration. These type of switches rely on cross-phase modulation (XPM).
3.2.2 Cross-Phase Modulation (XPM)
Cross-phase modulation is a result of using a control pulse to change the index of
refraction of the SOA and affect the phase of the signal pulse. This can be described
in terms of the nonlinear polarization as
P (r, ω2) = ²oχ
(3)(ω2 = ω1 − ω1 + ω2)...|Econtrol(r, ω1)|2Esignal(r, ω2). (3.40)
To utilize cross-phase modulation (XPM) for optical switching, the phase change
must be converted into an intensity change to indicate a change in the bit values (for
on-off-keyed data). Thus, an interferometric technique must be used. Furthermore,
an interferometric configuration can overcome this carrier recovery speed limitation.
A Mach-Zehnder interferometer is shown in Figure 3-12(a). This SOA-MZI gate has
been demonstrated to be capable of ultrafast switching: demultiplexing at speeds up
to 336 Gb/s [10, 11] as well as bit-wise switching for 80 Gb/s AND [12] and 40 Gb/s
XOR [13] operation. Though we introduce this switch in the context of cross-phase
modulation, we should keep in mind that all the nonlinearities are present in the SOA
















Figure 3-12: (a) An SOA-based Mach-Zehnder interferometer switch. Both inverting
and non-inverting operation are shown. The control pulses are shown in red and
the signal pulses are shown in blue. The logical output for the inverting operation
is S · C¯ and the logical output for the non-inverting operation is S · C. Only one
control pulse is necessary for switching; the second control pulse is used to speed up
switch operation, as shown in (b). The upper plot shows the change in the index of
refraction over time in the upper SOA (solid line) and the lower SOA (dashed line).
The lower plot shows the transmission over time in the non-inverting case as a result.
both add to or detract from the switch.
The switch operation can be understood as follows: the presence of the control
pulse changes the phase of the signal pulse by exactly pi. This interferometer can
be biased in two ways, which we refer to as “Inverting” and “Non-inverting”. When
biased in inverting mode, in the absence of the control pulse, the signal pulse is split
into two halves and recombines constructively at the output. When the control pulse
appears in one arm, it causes a pi phase shift in one of the signal pulses. Thus, when
the signal pulse recombines, it does so destructively. This creates the logic S · C¯.
When biased in non-inverting mode, the opposite occurs: the presence of the control
pulse causes the signal pulse to recombine constructively. This gives us an AND gate:
S · C. To ameliorate the carrier recovery time limitation, we inject a second control
pulse into the bottom arm of the interferometer, delayed from the first control pulse
to arrive after the signal pulse. This shifts the phase induced in the bottom arm of
the interferometer to again match that of the first arm, thus overcoming the recovery
time limitation as illustrated in Figure 3-12(b). Though the speed of this gate can be
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significantly increased by this mechanism, ultimately, the carrier recovery time still
limits switch operation. Though the two arms of the interferometer are now matched
again, the two SOAs are still in saturation until the SOA recovers, thus reducing the
effect of the control optical pulse. If a sequence of “one” bits at a high repetition
rate is sent into the switch, each pulse will drive the switch deeper and deeper into
saturation. By the last pulse, the SOAs will be deep in saturation and the same
control input power will change the phase by a much smaller amount than for the
first pulse. This introduces pulse patterning and degrades the output.
As before, we can plot the switching window of this switch for both the inverting


















































(a)               (b)
Figure 3-13: Inverting and non-inverting switching windows for the SOA-MZI gate.
interferometer was accomplished by changing the current bias of the two SOAs. Since
this affects the carrier populations of the SOAs, it determines the gain and phase
induced by each SOA in the absence of any optical pulse. Both switching windows
are below 10 ps, indicating that this switch configuration can be used up to 100
Gb/s without significant degradation. We also note that the inverting switching
window is both shorter in duration and larger in magnitude. This is because cross-
gain modulation aids the main cross-phase modulation effect in inverting mode. Thus,
inverting operation of the SOA-MZI is more effective than non-inverting operation.
The SOA-MZI can also be used in counter-propagating operation to eliminate
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Figure 3-14: Counter-propagating operation of the SOA MZI switch. The signal
pulses (in blue) are propagating to the right and the control pulses (in red) propagate
to the left. This avoids the need for a filter but adds limitations to the speed of the
switch.
and counter-propagating operation of the SOA-MZI can avoid this need. However,
in this mode, longitudinal effects of the SOA limit the speed of the SOA and add
additional constraints on SOA operation, since the length of the SOA is also related
to the amount of phase shift or gain saturation resulting from the incident pulse. We
illustrate this in Figure 3-15(a) and (b). In the Figure 3-15(a), we see that the effect
of a control pulse on the signal pulse exists for twice the transit time (To) of the SOA.
If the signal pulse arrives just as the control pulse is exiting, it still sees the effect of
the control pulse at the left edge of the SOA. If the signal pulse arrives as the control
pulse is To away from the SOA, the control pulse will be entering the right edge of
the SOA just as the signal pulse is leaving and thus exerting an effect on the signal
pulse. In contrast, for a co-propagating configuration, the control and signal pulses
propagate through the SOA together and thus the effect of the control pulse is very
close to just the length of the control pulse. In Figure 3-15(b), we see that the effect of
the control pulse on the signal pulse is necessarily less than that of a co-propagating
pulse for the same pulse energy. This is because in the co-propagating configuration,
the signal and control pulses cross and the signal pulse may propagate through some
length of the SOA without encountering the effect of the control pulse. Thus, the












Figure 3-15: Illustration of the limits of the counter-propagating configuration. (a)
shows that the control pulse will affect the signal pulse over a time 2To, where To is
the transit time of the SOA. (b) shows that the magnitude of the control pulse effect
on the SOA will be smaller when compared with the co-propagating configuration
because less of the SOA length will be in use.
control and signal pulses are constantly affecting each other through the entire length
of the SOA.
We also wish to know how accurately each these switches operate. This is deter-
mined by using a bit-error rate (BER) measurement. A general measurement setup
is shown in Figure 3-16. A pseudo-random bit sequence (PRBS), generated by the
pattern generator, is modulated onto a sequence of pulses, and passed into the logic
gate. A second sequence is likewise generated and sent into the second port of the
logic gate. The switch performs a Boolean operation on the inputs. At the output,
the resulting pulse sequence is amplified and then detected by a photodetector. The
output of the photodetector is filtered and then sent into an error detector, which
compares the bit sequence with the expected bit sequence and measures the errors
per bit. This arrangement is known as a pre-amplified receiver. Typically, a 10−9
















Figure 3-16: Schematic for bit-error rate measurement of an optical switch. The input
pulse trains are created by pattern generators modulating a pseudo-random bit se-
quence on a sequence of optical pulses. The output of the optical switch is detected by
our pre-amplified receiver, which measures the errors per bit in the resulting pattern.
by the network protocols which rely on this physical layer for accurate transmission.
We measure the bit-error rate over a range of receiver input average optical powers
and compare the resulting curve to the measurement without the device under test
(known as the “back-to-back” measurement). This allows us to see how much ad-
ditional average power would be necessary to compensate for the added noise from
the optical switch. The additional power necessary is known as the power penalty
of the switch. In networks, this penalty informs us how much additional optical am-
plification will be necessary in the link as a result of this switch. Figure 3-17 shows
the bit-error rate plot for the co-propagating and counter-propagating configurations
as compared with the back-to-back at 10 Gb/s. In our experiments, we generally
simplify this BER measurement by using a clock as one of our inputs (usually the
signal input) instead of needing a second pattern generator and modulator. At these
low rates, the counter-propagating and co-propagating performance is similar. We
see a power penalty of about 3 dB. The optimization of the various parameters of
this switch can make a large difference in the observed power penalties. Later in
this chapter, we develop a method which allows us to pinpoint the optimal operating
point of this type of switch and improve this result.
One thing to note about the SOA-MZI configuration is that it is difficult to imple-
ment using discrete optics. The SOA-MZI is primarily an integrated device. This due
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Figure 3-17: Co-propagating and counter-propagating bit-error rate measurements
for the SOA-MZI at 10 Gb/s. Results for co-propagating and counter-propagating
configurations are similar at low data rates.
to the fact that for this switch to perform well, both arms of the interferometer must
be exactly matched. Implementing this interferometer in free space or fiber results
in significant drift due to environmental factors such as temperature or vibration.
Integration ameliorates these effects by reducing the entire configuration in size and
allowing us to package the device for better stability.
An alternative, but equivalent configuration is the ultrafast nonlinear interferom-
eter (UNI) previously described as a discrete optical switch in Chapter 2. The UNI
gate has been demonstrated as a discrete logic gate at speeds up to 100 Gb/s for
AND and INVERT operation [14] and also as NOR, OR [15], and XOR [16, 17] logic
gates. The schematic is repeated here for reference (Figure 3-18). The conceptual
operation of the UNI is identical to that of the SOA-MZI, with the difference in im-
plementation being that the two arms of the interferometer are separated by time
rather than space. Thus, instead of using two separate control pulses, we split the
signal pulse into two orthogonally-polarized and delayed copies. The control pulse
is coupled to arrive after the first signal pulse and before the second signal pulse.
Thus, the first signal pulse sees no effect from the control pulse while the second sig-
nal pulse is strongly affected by the control pulse. Furthermore, since the two signal






BRF = Birefringent Fiber
SOA = Semiconductor Optical Amplifier
BPF = Bandpass Filter
Figure 3-18: Schematic diagram of an ultrafast nonlinear interferometer (UNI). The
signal pulse, shown in blue, enters the UNI and is split into two orthogonally-
polarized, temporally separated copies. The control pulse, shown in red, is timed
to arrive at the SOA in between the two signal pulse copies. This induces a gain and
phase shift in the SOA which affects the second pulse but not the first. When the
two signal pulse copies are recombined, they interfere constructively or destructively
depending on their induced relative phases.
one signal pulse are usually also seen by the second signal pulse. This means that the
interferometer remains perfectly balanced. At the output, the two signal pulses are
recombined and the control pulse is filtered out. This switch can also be configured
to operate in counter-propagating mode with similar advantages and disadvantages
compared with the SOA-MZI.
Figure 3-19 shows the BER measurements for the UNI switches in both co- and
counter-propagating configurations and inverting and non-inverting configurations at
10 Gb/s. In this case, we have used clock pulses for the signal pulse and modulated the
control pulse with a 27−1 PRBS. At 10 Gb/s, the counter-propagating configuration
does not have a significant disadvantage. In contrast to the SOA-MZI, the UNI
interferometer bias cannot be adjusted by changing the SOA current bias, since that
would affect both signal pulses equally. Instead, we can adjust the interferometer
bias by changing the output polarizer, such that we choose either the constructive or
destructive port. In these figures, we can see that the power penalties range from 1.2
dB to about 4 dB, due to the optimization of the switch in that configuration.
Integration of the single arm interferometer UNI is also possible, but faces a
significant challenge compared to the SOA-MZI. The UNI relies on separating the
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Figure 3-19: Representive (a) co-propagating and (b) counter-propagating BER plots
for the ultrafast nonlinear interferometer. Inverting and non-inverting operation is
shown. Power penalties range from 1.2 dB to 4 dB, due to optimization of the switch.
two signal pulses in time, which is accomplished in the discrete gate by a birefringent
fiber. An integrated birefringence is still not easily available. The UNI has two
advantages over the SOA-MZI, however: first, it requires only one SOA, which means
that the static power required for switch operation is half that needed for the SOA-
MZI. This is a significant fraction of the power consumed by each gate, since an SOA
is typically biased to 200 mA or more. Secondly, no waveguide crossing is required.
In the SOA-MZI, generating the second control pulse requires a waveguide crossing
to send the second control pulse into the bottom arm of the interferometer. Thus,
the control pulse will cross over the signal input arm, which can significantly increase
crosstalk and degrade the performance of the switch.
As described in Chapter 2, there may be situations where we only require a wave-
length conversion rather than a full optical logic gate. While the switches described
previously can also be used to convert the control pulses to the signal wavelength if
we use a continuous-wave (CW) beam as the signal input, simpler switches capable
of ultrafast wavelength conversion can be advantageous because of reduced cost and
operating complexity. Two of the most promising cross-phase modulation wavelength-
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conversion schemes are the delayed-interference signal-wavelength converter (DISC)
and the filtered cross-phase modulation method.
The delayed-interference signal-wavelength converter [18] is shown in Figure 3-20.






















Figure 3-20: Schematic and explanation of the delayed-interference signal-wavelength
converter (DISC). An input control pulse (in red) is combined with the CW signal
(blue) at the destination wavelength. The control pulse changes the phase of part of
the CW signal through XPM, and is filtered out after the SOA. The CW signal is
then split and delayed, creating a phase difference which forms the output pulse.
The method works through a differential cross-phase modulation similarly to the UNI
and the SOA-MZI. Two inputs, a CW signal and a control pulse train are incident
on the SOA. The control pulse train contains the data and the CW signal contains
the destination wavelength. The presence of the control pulse induces a phase shift
in the CW signal at time to. After the SOA, an interferometer splits the CW signal
and delays one copy with respect to the other copy. The phase shift induced by
the control pulse is thus offset between the two CW signal copies. We adjust the
control pulse power such that this differential phase shift is exactly pi. When the
CW light interferes at the output, the phase difference between the two arms of
the interferometer changes the output from destructive interference to constructive
interference, forming a pulse. Thus, the delay in the interferometer determines the
pulse width of the output pulses. Provided the interferometer at the output is kept
stable, the speed of this method is only limited by the control pulse width and the
delay in the interferometer, which limits the output pulse width. Leuthold et al. [19]
have demonstrated this switch operation in integrated form at 100 Gb/s.
Another method which uses cross phase modulation in a simple configuration
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Figure 3-21: Schematic and explanation of XPM-based switch. A control pulse (red)
is coupled into the SOA along with a CW signal (blue). Cross-phase modulation
between the control and signal broadens the CW line of the signal. By filtering
out one side of the broadened CW line with a bandpass filter and knocking out the
CW line with a notch filter, we are able to recover the data pattern, now at a new
wavelength.
with the DISC method, a CW line is coupled into the SOA along with a control pulse
train. In the SOA, cross-phase modulation causes the control pulses to mix with the
CW line, broadening the spectrum. By using a notch filter to remove the CW line and
a bandpass filter to select one side of the broadened spectrum, we recover the pulse
train at the new wavelength. This method has been demonstrated at a remarkable 640
Gb/s [24]. The one major disadvantage of this method is the difficulty for integration,
due to the difficulty of integrating filters.
3.2.3 Four-Wave Mixing (FWM)
Finally, four-wave mixing involves an interaction between two input electric fields and
results in two new frequencies:
P (r, ω3) = ²oχ
(3)(ω3 = 2ω1 − ω2)E2(r, ω2)2E∗1(r, ω1) (3.41)
P (r, ω4) = ²oχ
(3)(ω4 = 2ω2 − ω1)E1(r, ω2)2E∗2(r, ω1). (3.42)
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If the optical inputs E1 and E2 are the signal and control pulse trains, this process
can be used to obtain the logic S ·C if we take the output at a separate wavelength.
Four-wave mixing is an attractive switch due to its broad bandwidth in the SOA and
its transparency to modulation formats and bit rates. Since FWM is a parametric
process, it can preserve the phase of incoming signals. This makes it suitable for
modulation formats which encode information in the phase, such as differential phase
shift keying (DPSK). It has been demonstrated for DPSK XOR at 20 Gb/s [25]
and for XNOR, AND, NOR, and NOT at 10 Gb/s [26]. It can also be used as a
simple wavelength converter. If we use a CW line as the signal and send in our
data on the control port, the data will be perfectly replicated (with a conjugation) at
one of the two generated wavelengths. This is a huge advantage over the cross-gain
and cross-phase modulation which are only well-suited to on-off keyed modulation
formats. Figure 3-22 shows the spectrum of a wavelength conversion using four-wave
mixing. Here, we can also observe some broadening in the CW line due to cross-phase
modulation.



















Figure 3-22: Spectrum of four-wave mixing wavelength conversion. The signal CW
line mixes with the control pulses to create replicas of the control pulses at 2ωs− ωc.
However, as shown in Figure 3-22, conversion efficiency remains a major challenge
for four-wave mixing. Typical conversion efficiencies are on the order of -20 dB, which
represents a large loss in a switch. Furthermore, any logic automatically involves a
wavelength conversion. This makes the switch less versatile than cross-phase modu-
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lation methods which can be operated in counter-propagating mode to maintain the
wavelength.
3.3 Performance Optimization of the SOA-MZI
In the previous section, we have covered the basics of how to use SOA nonlinearities
to form optical switches for logic as well as for wavelength conversion. Currently,
for integrated all-optical logic, the SOA-MZI is the most promising switch due to its
simple design, ultrafast performance, and versatility. In order to prepare for more
practical operation of the SOA-MZI, we need to fully characterize the device and
investigate the development of the SOA-MZI from a research project in the laboratory
to a device that can be easily deployed and operated in the field. Though this device
operation is straightforward in concept, in practice, determining the optimal point for
a particular device can be very time-consuming. The optimization is performed over
a large parameter-space which includes the signal and control pulse energies, their
relative delay, and the bias currents for the switching SOAs. In particular, changing
the bias currents for the switching SOAs can completely change the interferometer
bias from inverting to non-inverting. As seen in Figure 3-11, the bias currents can
also significantly change the recovery time of an SOA.
In light of this, we have developed a technique for optimizing operation of this
switch and thoroughly characterizing its behavior [27]. We can measure a bias map of
the constructive and destructive interference fringes of the interferometer by measur-
ing the transmission through the SOA-MZI at all values of the SOA current biases.
By repeating this for each value of the signal-control delay, we can observe how this
bias map changes over all possible delays. This gives us insight into the device dynam-
ics at all the possible bias points for the SOA-MZI. Furthermore, this measurement
allows us to quickly compare different bias points for switching efficiency and carrier
recovery times. In order to measure the effect of the carrier recovery time, we must
use the switch in single-ended mode, with only one control pulse.
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3.3.1 Static Bias Scan: Method and Analysis
We used a semiconductor optical amplifier Mach-Zehnder interferometer (SOA-MZI)
provided by Alphion Corporation (Fig. 3-23). This device included amplifying SOAs
(shown in yellow) as well as switching SOAs (shown in orange) to compensate for the
coupling losses and waveguide losses in the MZI. In single-ended operation, SOA 3 is
unused.
SOA 1









Figure 3-23: Schematic of the semiconductor optical amplifier Mach-Zehnder inter-
ferometer (SOA-MZI). Inset shows a photograph of the packaged device. SOAs 4,5
perform switching while SOAs 1-3, and 6 amplify. SOA 3 is not used in single-ended
operation. BPF is a band-pass filter.
To determine the optimal operating point of this device, we first measure the bias
of the interferometer without a control input. We refer to this as the static bias scan.
Our original scan involved stepping the current biases of the two switching SOAs over
all possible values (from 0 to 1000 mA) while recording the average output power at
each combination of values. We controlled the instruments using GPIB and a laptop.
Unfortunately, the speed of the GPIB control combined with the speed of the current
sources proved to be prohibitively slow, resulting in a full scan time of about 9 hours.
In order to improve the speed of the scan, we applied a sawtooth modulation to
one of the current sources in order to quickly sweep the current on one SOA while
stepping the current on the other SOA. Figure 3-24(a) shows the schematic of this
measurement. We use a Hall-effect probe to measure the current sweep caused by
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the modulation with an oscilloscope. We calibrate this measurement to the current
driving SOA 4, I4. At the output of the SOA-MZI, we use a photodetector and
an oscilloscope in order to measure the average output power. We calibrated the
voltage measurement on the oscilloscope to a power measurement performed by an
optical spectrum analyzer. We triggered the oscilloscope at the same frequency as
the sawtooth modulation. Thus, for each value of the current on SOA 5 (the “slow
axis”), we sweep the current on SOA 4 (the “fast axis”) and measure the transmission
through the interferometer across all values of I4. The blue trace in Figure 3-24(a)
shows an example of a single sweep across I4. By doing this for each value of I5, we
build up the static bias scan, a two-dimensional plot of the interferometer bias as
















































Figure 3-24: (a) Experimental schematic for the static bias scan. BPF stands for
bandpass filter. (b) Static bias map of the SOA-MZI interferometer. Areas of con-
structive interference show up as deep red while areas of destructive interference show
up as deep blue.
We used a sweep frequency of 1 Hz for this scan, thus reducing each static bias
scan to about 7 minutes, or 185 points per second. The speed of this sweep frequency
is limited by two factors: first, by the modulation bandwidth of the current source
and secondly, by thermal effects in the SOA-MZI. In sweeping the current from 0 to
1 Amp in the device, we are creating a significant amount of local heating. Since the
carrier densities are highly dependent on temperature, local large changes in temper-
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ature can significantly change the gain and phase effects and thus the interferometer
bias. In typical operation, the SOAs would be maintained at a single current, i.e.,
DC operation. Therefore, we have two options for our current sweep: operate as
close to DC as possible while still maintaining a reasonable sweep speed, or operate
fast enough to avoid thermal heating or cooling. The latter is impractical with our
hardware implementation due to the limit on the current modulation bandwidth (<50
kHz). To determine the maximum current sweep frequency we can use, we set I5 to
a single value and compared one slice of the bias scan using the current sweep with
another slice of the bias scan using the slow scan method. Figure 3-25(a) shows the
sweep comparison for the slow scan versus a scan at 100 Hz. As can be seen from
this plot, the thermal effects from the current sweep can make the scan useless for
pinpointing the correct bias. Furthermore, as seen in Figure 3-25(b), even at the slow
1 Hz scan, the slow scan differed by a small amount. Since a scan rate of 7 minutes
per scan is already very long for a measurement of multiple scans, we decided to
correct the remaining thermal effects in post-processing, by calibrating the 1 Hz scan
to the slow scan.
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Figure 3-25: (a) shows the thermal effects of the current sweep at 100 Hz. Note that
the nulls become peaks due to this effect. (b) shows the thermal effects of the current
sweep at 1 Hz. The offset is much smaller, but can be compensated in post-processing.
Even this static bias scan can provide significant information about the switch
operation. In Figure 3-26, we compare the differences in the static bias scan between
111
sending our signal input into SOA 2 in Figure 3-23 and reversing the SOA-MZI and
sending our signal input into SOA 6. In Figure 3-26(a), we note that the SOA 2 input























(a) SOA 2 input


































(b) SOA 6 input
Figure 3-26: (a)Static bias scan where the signal pulse is input into SOA 2, as shown
in Figure 3-24. (b) Static bias scan where the SOA-MZI is reversed and the signal
pulse is input into SOA 6.
scan is much more symmetric than the SOA 6 input scan. This asymmetry indicates
that SOA 4 cannot entirely compensate for the gain introduced by SOA 5. As the
current in SOA 5 increases, the peaks and nulls of the interferometer are washed out as
seen in the upper part of the figure. This indicates that the output from the two arms
of the interferometer are not well matched in amplitude and thus do not completely
cancel or add when interfered. In contrast, even at high SOA 4 currents, we see high
contrast fringes for the interferometer. This means that the two combining pulses
are evenly matched, making it possible to observe high constructive or destructive
interference. On the other hand, when we observe Figure 3-26(b), where we have sent
our signal into SOA 2 instead of SOA 6, we see a much more symmetric bias scan.
This indicates that the two interferometer arms are better matched. Since the SOAs
in use are identical, the reason for this must lie in the interferometer couplers. If the
input coupler is unbalanced, this has a smaller effect on the output pulse power due
to the nonlinearity of gain saturation. Thus, by reversing directions of the static bias
scan, we can determine which coupler is better matched, and choose to use the device
in that direction.
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3.3.2 Dynamic Bias Scan: Method and Analysis
Our main interest is in how the optical control pulses induce switching in the SOA-
MZI. To observe this, we measure a dynamic bias map by inserting control pulses
and measuring a static bias map at each value of the signal-control delay τ . This
essentially combines the switching window measurement with the static bias scan
and allows us to simultaneously measure the switching window at all possible biases
of the SOA-MZI. Figure 3-27 shows the addition of the control pulse train and the


























Figure 3-27: Schematic for the dynamic bias scan. We introduce the control pulse
train and vary its delay with respect to the signal pulse train through the use of a
variable delay τ . At each value of the signal-control delay, we measure the static bias
scan.
of increasing signal-control delay, we can create a dynamic movie of the all-optical
switching dynamics, as shown in Fig. 3-28(a). For those reading this in print, I have
included all the movie frames in Appendix A. For this measurement, the control
pulses are generated by a mode-locked fiber laser at 1552 nm with a repetition rate
of 10 Gbit/s and are inserted into one arm of the interferometer. Signal pulses are
generated with a second, synchronized mode-locked fiber laser at 1547.5 nm with a
repetition rate of 10 Gbit/s. The average power of the control pulses is 0.4 dBm and
the average power of the signal pulses is -8.1 dBm. Figure 3-28(b) shows the relative
control-signal delay for each frame of the dynamic bias map and Fig. 3-28(c) shows
the switching window at the operating point “X” on Fig. 3-28(a). The switching
window is the plot of the output signal power at each control-signal delay. Here,
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Figure 3-28: (a) Dynamic bias map of the SOA-MZI interferometer. (b) Relative
signal and control pulse positions corresponding to each frame of the bias map. (c)
Switching window plot at position “X”. (Size: 848 KB.)
we have zoomed into a region of interest in order to increase the resolution of the
measurement and to increase the speed of the entire measurement. We picked this
region of interest since the contrast between the interference fringes is higher than
anywhere else in the static bias scan. We see that the presence of the control pulse
shifts the bias of the interferometer and moves the signal pulse at point “X” from
destructive to constructive interference. This results in non-inverting operation. We
can also observe the slow carrier recovery time of the switch, limiting single-ended
switching performance in the SOA-MZI to about 20 Gb/s at our operating point.
We also note that in the static bias map, the distance between the fringes in the
I5 direction is larger than in the I4 direction, indicating that a larger control pulse
energy would be needed if we used the lower interferometer arm as opposed to the
upper interferometer arm. We sent our control pulses into the upper arm of the
interferometer and thus shifted the bias of SOA 4. This is why the interferometer
fringes move along the I4 axis as opposed to the I5 axis.
The varying widths of the fringes also indicate that at different bias currents,
a different amount of control pulse power will be needed to achieve full switching.
Furthermore, when the control pulse energy first hits the device, we see a bleaching
114
of the fringe pattern before the fringes shift. The peaks and nulls of the interferometer
are washed out to some extent. This indicates that we are seeing a gain effect slightly
before we observe the phase shift due to the incoming control pulse. If the two output
pulses are slightly offset in power, complete constructive or destructive interference
will no longer occur, and thus the interference fringes will not be as deep.
3.3.3 SOA-MZI optimization
In addition to information about switching dynamics, we can use these data to ac-
curately pinpoint the optimal operating point for high-extinction ultrafast switching.
For the extinction map, we calculate the extinction at each operating point and sub-
tracting the minimum power output from the maximum power output [28, 29]. For
non-inverting switching, the maximum output occurs where the control pulse is over-
lapped with the signal pulse, while the minimum output occurs when the control pulse
arrives behind the signal pulse and thus affects the signal pulse the least. Aside from
cumulative gain saturation effects, this approximates the difference between when
the control pulse exists and when there is no control pulse. The power difference
between the two states indicates the power difference between a “1” and a “0” bit at
the output. The larger this extinction, the lower the bit error rate.
Figure 3-29(a) shows the extinction map of this measurement. Regions of high
extinction occur for both non-inverting and inverting operation of the switch, and are
separated by regions of low extinction. We see that higher extinctions (deeper reds)
exist for inverting operation than for non-inverting operation. As explained previ-
ously, in inverting operation, cross-gain modulation aids the switch and thus better
performance is achieved than in non-inverting operation. However, for applications,
an inversion is unwanted and would require an additional inverting switch to restore
the polarity of the signal. Thus, we are mainly interested in non-inverting switch op-
eration. The optimal extinction for non-inverting operation was found to be 8.8 dB at
I4=893.5 mA and I5=470.0 mA, marked by the black square. To verify the accuracy
of this measurement, we perform a 10-Gbit/s wavelength conversion at this operating
point and compare it to a wavelength conversion performed at a nearby, non-optimal
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operating point. We found this nearby point through the typical process without this
performance method by adjusting the currents, delay, and powers in sequence to min-
imize the bit-error rate. This nearby operating point was found to be I4=905.5mA
and I5=476.6mA, marked by the black triangle. Figure 3-29(b) compares the BER at
both operating points. The non-optimal operating point results in an additional 1-dB
penalty as compared to the optimal point found using this optimization method.






































Figure 3-29: (a) Extinction map. Regions of high extinction (red) are separated
by regions of low extinction (blue). (b) Bit-error rate plot of wavelength conversion
performed at the optimal operating point for non-inverting switch operation (square)
as compared with wavelength conversion performed at a nearby non-optimal point
(triangle).
3.4 Conclusion
For all-optical ultrafast switching to become a reality, all-optical logic gates must be
integrated for ease of manufacturing, installation, and operation in the field. One of
the most promising logic gates is the semiconductor optical amplifier Mach-Zehnder
interferometer, which uses cross-phase and cross-gain modulation to achieve ultrafast
switching speeds. It has been demonstrated to have ultrafast switching capabilities
and can implement a variety of logic operations. Furthermore, we have found the
switch to be highly stable in its optimal operating point. In the field, these switches
cannot be constantly adjusted to optimize switch performance. We found, however,
that the optimal operating currents for the SOA-MZI remained stable over several
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days, requiring little to no adjusting for optimal operation. This further indicates the
potential of the SOA-MZI for future all-optical processing techniques.
In this chapter, we have presented a brief description of the underlying physics of
SOA-based logic gates and described a few of the most common switching configura-
tions for optical logic as well as wavelength conversion. Finally, we have presented a
method for optimization and characterization of the SOA-MZI gates which allows us
to quickly determine the optimal bias points for high-extinction ultrafast switching.
This method, while useful for single-gate logic, becomes critical for signal processing
requiring multiple logic gates. We have illustrated the effectiveness of the method
by comparing the bit-error rate found using a traditional blind optimization method
with the pin-point accuracy offered by the dynamic bias map.
In the next chapter, we shall use this technique to address the issue of regeneration
for optical networks. This allows us to investigate the cascadability of the SOA-MZI
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Data Regeneration with Integrated
Optical Logic Gates
In networks today, data is transmitted from source to destination through electronic
routers and wavelength-division-multiplexed (WDM) fiber connections. In Chapter
2, we focused on optical switching techniques for routing and switching. Here, we
focus on the transmission between routers in a network. Over long distances, fiber
has entirely replaced copper links due to ultra-low loss (< 0.25 dB/km) and high
capacity ( > 20 THz bandwidth). Prior to the development of the wide-bandwidth
erbium-doped fiber amplifier (EDFA) in the late 1980s and early 1990s, electronic
regenerators were necessary every 60-80 km (15-20 dB) to compensate for loss, dis-
persion, and nonlinearities in fiber and to maintain low bit error rates in the network.
A single EDFA could simultaneously compensate for 20-30 dB of loss across multi-
ple wavelength channels. Combined with simple dispersion compensation modules
consisting of a length of specially-designed optical fiber to cancel second-order dis-
persion, this allowed network designers to replace many electronic regenerators and
significantly reduce costs. However, regeneration is still necessary over long distances
to compensate for higher-order dispersion effects as well as nonlinearities. Currently,
EDFAs are spaced by 80-100 km and electronic regenerators are placed after 2-3 am-
plifiers (Figure 4-1). The distance between regenerators is known as the regenerator
reach.
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Figure 4-1: Schematic of regeneration and amplification in a WDM fiber link. R
stands for regenerator. The triangles represent erbium-doped fiber amplifiers.
As we will show in Section 4.1, the demand for increasing network capacity tends
to lead to decreased regenerator reach due to increased sensitivity to interference,
dispersion, and nonlinear effects. Tighter channel spacing increases the inter-channel
interference from nonlinear effects. Higher channel bit rates result in higher sensitivity
to dispersion and larger nonlinear effects due to higher peak-to-average power ratios.
In order to maintain low infrastructure costs, we can either increase regenerator reach
or reduce the cost of each regenerator.
Research towards increasing the reach of regenerators has focused on investigat-
ing pre-/post-compensation techniques and on alternative modulation formats which
are less sensitive to fiber effects. Compensation techniques involve careful modeling
of expected fiber distortions in the data pattern and reversing the distortions either
at the receiver or transmitter. For instance, if we know the phase effects the pulse
will accumulate, we can generate a pulse at the transmitter with the opposite phase
effects. Thus, as the pulse propagates down the known length of fiber, the distor-
tions are reversed. This requires accurate knowledge of the path the pulses take. In
point-to-point links, such as undersea links, this can eliminate the need for regen-
eration entirely [1, 2]. However, these techniques are not suited for data networks,
where different packets may travel along very different paths before reaching the same
destination.
Alternative modulation formats are more promising for increasing regenerator
reach in data networks. Fiber transmission originally used non-return-to-zero (NRZ)
modulation, in which each bit was encoded in a pulse that extended through the entire
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bit period (Figure 4-2(a)). As bit rates increase, the close proximity of bits means that
NRZ is more sensitive to inter-symbol interference from dispersion and nonlinearities.
Return-to-zero (RZ) modulation (Figure 4-2(b)) can support higher bit rates per
channel. However, the shorter pulses used in RZ modulation result in a broader
spectrum, which limits the density of wavelength channels for WDM transmission.
Recently, differential phase-shift keying (DPSK) has emerged as a highly promising
modulation format for increasing regenerator reach in ultrafast networks [3]. With
DPSK, data is encoded as a differential phase, usually over RZ pulses (Figure 4-
2(c). A pi phase shift between two pulses encodes a one bit, whereas a 0 phase shift
encodes a zero bit. To demodulate and detect the bit pattern, a 1-bit interferometer
causes adjacent pulses to interfere. This differential modulation results in a natural
3-dB reduction in the power penalty, corresponding to a potential doubling in the
transmission span.
1         0         0         1         1         1




Figure 4-2: Diagram of three different modulation formats: NRZ (non-return-to-zero),
RZ (return-to-zero) and DPSK (differential phase-shift keying).
In this chapter, we focus on the potential of optical processing techniques to
reduce regenerator costs. Current regenerators are implemented entirely in electronics
and, similarly to routers, involve expensive O/E/O conversions and demultiplexing to
bring channel bit rates down to electronic switch rates. Figure 4-3 shows a schematic
of an electronic regenerator. Wavelength-multiplexed data enters from the left on







































Figure 4-3: Schematic of electronic regenerator. O/E is the optical-to-electronic con-
verter, generally a photodetector and filter. E/O is the electronic-to-optical converter,
generally a laser diode and modulator. Rx is the receiver which detects the incoming
data. Tx is the transmitter. Occasionally traffic monitoring and grooming is done
between the receiver and transmitter.
relatively simple operation and can be accomplished by a simple arrayed waveguide
grating. Each channel needs a separate O/E/O conversion and regeneration. The O/E
conversion usually involves a photodetector as well as electronic filters and amplifiers.
The receiver detects the electronic pulses and determines if each pulse is a “1” or a “0”.
The transmitter receives the bit information and encodes it in a series of electronic
pulses. This is then followed by a E/O conversion, usually involving a laser diode and
an external electro-optic modulator. Between the receiver and transmitter, traffic
monitoring, traffic grooming, and other types of packet processing can be added.
As channel bit rates increase, a parallel architecture is required to allow electronic
processing to keep up with capacity. Thus, a single wavelength channel may be
demultiplexed further to four parallel streams, each of which requires its own O/E/O
conversion and receiver/transmitter pair. We believe that all-optical techniques can
help reduce the size, complexity, and power required for these functions. Integrated
all-optical switches can replace the complex hardware required for electronic switching
in regenerators. Furthermore, as discussed in the previous chapter, integrated all-
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optical switches have been shown capable of ultrafast operation at speeds > 100 Gb/s,
thus eliminating the need for parallel architectures. The ultimate goal here would
be a multi-wavelength all-optical regenerator which could regenerate all wavelength
channels simultaneously, similar to the EDFA. However, few options currently exist
for multi-wavelength optical switching in either electronic or optical domains [4].
In this chapter, we shall demonstrate how the integrated optical logic gate pre-
sented in Chapter 3 performs as an all-optical regenerator. We first begin with a
brief background on the linear and nonlinear effects in optical fiber and show how
they limit regenerator spans at high bit rates. Then, we give a brief overview of op-
tical regeneration requirements. Finally, we show how the SOA-MZI can meet these
requirements by demonstrating its performance as an all-optical regenerator in a re-
circulating loop. We demonstrated error-free regeneration at 10 Gb/s over 10,000 km
in 100 passes.
4.1 Pulse Propagation in Optical Fiber
Optical fiber is formed of a core and a cladding, using doped silica glass to create
a different index of refraction in each region. A cross-section of step-index fiber is






Figure 4-4: Cross-section of optical fiber. The inner core (radius a) is doped to have
a higher index of refraction (n1) than the cladding (outer radius b) with an index of
refraction (n2).
core of the fiber. The radius of the core determines the number of modes which can fit
in the fiber at a particular wavelength. Most telecommunications fibers are designed
to be single-mode. The two main effects which govern pulse propagation in optical
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fiber are dispersion and nonlinearity. Dispersion arises from the fact that the index of
refraction n is wavelength-dependent. Figure 4-5 shows the measured dependence of
n on wavelength for fused silica [5]. Like semiconductor optical amplifiers, the main





















Figure 4-5: Wavelength-dependence of the index of refraction for undoped fused silica.
nonlinearity in optical fiber is the third order nonlinearity, χ(3). Both dispersion
and nonlinearity are weak effects, but due to the large distances involved in fiber
transmission, they become influential and must be taken into consideration.










We first examine the effect of the χ(3) nonlinearity on pulse propagation. We follow
the development in Chapter 3 to arrive at
∇2E(r, ω)− ω2 1
c2
{





E(r, ω) = 0, (4.2)
where we have transformed the wave equation to the frequency domain. To do this,
we assume the nonlinear effect is small and approximate it as a constant. We define
our dielectric constant ²(ω), where









E(r, ω) = 0. (4.4)
We wish to calculate the effect of the nonlinear polarization in terms of the physical
quantities of loss and the change in the index of refraction. In fiber, the intensity-
dependence of loss (also known as two-photon absorption) is small, and can be ne-
glected. We can write the dielectric constant as
²(ω) =
(




Since the loss and intensity-dependent index of refraction is small compared with no,
we can define a small perturbation ∆n as
∆n = n2|E(r, ω)|2 + iαc
2ω
(4.6)
and approximate ²(ω) as
²(ω) = (no +∆n)
2 ' n2o + 2no∆n. (4.7)
Remember from Chapter 3 that the background index of refraction is defined as:
no =
√
1 + Re{χ(1)(ω)}. (4.8)
Equating Equations 4.3 and 4.7, we arrive at values for loss α and the intensity-









To investigate the evolution of a pulse in this medium, we define our input as
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a quasi-monochromatic electric field centered around ωo, where the transverse and
longitudinal envelopes are separable. We multiply the slowly-varying envelopes by a
monochromatic plane wave with wave vector βo and wavelength ωo:
E(x, y, z, t) = F (x, y)A(z, t)ei(βoz−ωot). (4.11)
The Fourier transform gives us
E(x, y, z, ω) = F (x, y)A(z, ω − ωo)eiβoz. (4.12)
If we use this form of the electric field and substitute it into the wave equation found
















A(z, ω − ωo)
[
∂2A(z, ω − ωo)
∂z2
+ 2iβo
∂A(z, ω − ωo)
∂z




We can solve this using the method of separation of variables, where we define β2 as
the separation constant. We shall see shortly that β turns out to be the wave vector
of the electric field within the fiber. We obtain equations for the transverse mode













F (x, y) = 0 (4.15)
2iβo
∂A(z, ω − ωo)
∂z
+ (β2 − β2o)A(z, ω − ωo) = 0, (4.16)
where we have assumed that the second derivative of the slowly-varying envelope
A(z, ω − ωo) is much smaller than the first derivative and thus can be neglected.
Equation 4.15 can be solved using perturbation theory to reveal the transverse modes
of the fiber and the wave vector β, which we can then use to solve Equation 4.16 to
describe the longitudinal propagation of the electric field with time. We first solve
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Equation 4.15 in the absence of ∆n to obtain the unperturbed transverse mode in
fiber and a corresponding unperturbed wave vector β¯. These unperturbed transverse
modes are most easily solved using a cylindrical coordinate system and are described
by Bessel functions. A thorough derivation can be found in [6]. For single-mode fiber,
only the lowest order mode is supported, and can be approximated as a Gaussian in
the x and y directions:







In this Equation, s is a free parameter for fitting the Gaussian approximation to the








Figure 4-6: Drawing of the Gaussian approximation of the transverse fiber mode
F (x, y).
The next step is to include the perturbational effect of ∆n due to the nonlinearity
and loss in the fiber. To the first order, this does not affect the transverse mode, but
does affect the eigenvalue, or the wave vector, β. The solution becomes:






























|A(z, ω − ωo)|2, (4.21)








such that |A(z, ω−ωo)|2 is normalized over the modal area to be equal to the optical
power of the electric field.
We can now use our solution for β to solve Equation 4.16 for the propagation of
the electric field in fiber. We substitute Equation 4.15 into Equation 4.16 and assume
that β is close to βo, meaning that the fiber propagation effects on the wave vector
are small. This allows us to make the approximation:





Using this, Equation 4.16 becomes:
2iβo




β¯ +∆β − βo
)
A(z, ω − ωo) = 0. (4.24)
Substituting in our solution of ∆β, we obtain






A(z, ω − ωo) + α
2
A(z, ω − ωo)
= iγ|A(z, ω − ωo)|2A(z, ω − ωo), (4.25)
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where we have defined a nonlinear coefficient γ, which describes the third order non-





Thus far, we have derived the propagation in fiber in the presence of the third-
order nonlinearity. As mentioned earlier, the long transmission distances involved in
fiber propagation results in linear dispersion playing a significant role. This dispersive
effect shows up in the wave vector β, which is related to the index of refraction and
thus also dependent on wavelength. We can include this effect by expanding the
unperturbed, linear wave vector β¯ in a Taylor series around ωo, the central frequency
of the electric field:



















(ω − ωo)3 + . . . , (4.27)
where the unperturbed wave vector β¯(ω) evaluated at ωo is simply the wave vector






















where β1 describes the group velocity of the wavelengths, β2 describes the change
in the group velocity across different wavelengths, and β3 is the third-order disper-
sion. For the distances and pulse-widths under investigation, the higher terms are
negligible. Substituting our expansion of β¯ into the propagation equation 4.25, we
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obtain




β1(ω − ωo) + 1
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A(z, ω − ωo) = iγ|A(z, ω − ωo)|2A(z, ω − ωo). (4.31)
We ultimately wish to determine the propagation of the electric field in time. Taking





















= iγ|A(z, t)|2A(z, t). (4.32)
To simplify the solution, we transform this to a moving reference frame, where
τ = t− β1z. (4.33)
Thus, at any location along the fiber z, the center of the pulse remains at τ = 0. We

































We see that Equation 4.36 is of a different form than the previous equation. This
is due to the fact that in Equation 4.34, we are taking the partial derivative with
respect to z while treating t as a constant. In writing the partial derivative in terms of
A(z, τ), we introduce the variable τ which is not a constant and thus must be treated
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as a variable. In contrast, in Equation 4.36, we are taking the partial derivative with
respect to t, where z is a constant. We write the partial derivative in terms of A(z, τ),
where z remains a constant and can thus be ignored. The derivation of higher order

















A(z, τ) = iγ|A(z, τ)|2A(z, τ). (4.38)
Equation 4.38 is known as the nonlinear Schroedinger’s Equation. We have now de-
rived the propagation of an optical pulse in the presence of dispersion and nonlinearity
in fiber.
4.1.1 Split-Step Fourier Transform
We now wish to solve this nonlinear partial differential equation. To do this, we
employ the numerical split-step Fourier method [6] and assume that the nonlinear
and linear effects can be considered independently given a small enough length of
fiber ∆z. This allows us to consider the linear and nonlinear effects separately. The
























Nˆ = iγ|A(z, τ)|2. (4.41)
Lˆ and Nˆ are the linear and nonlinear operators, respectively. We divide the length of
fiber into a sequence of small segments of length ∆z. In each segment, we solve the
linear portion of the NLSE for the first half. We include the nonlinear contribution
throughout the segment as a lump contribution at the midpoint. Finally, we solve
the linear portion for the second half of the segment. We repeat this procedure for
each consecutive segment until we reach the distance of interest. Figure 4-7 visually






Figure 4-7: Diagram of an incremental segment of fiber ∆z. In the first half of the
segment, we calculate the linear effects of the length ∆z/2. Then, at the midpoint,
we include the nonlinear effects for the entire length ∆z. Finally, we calculate the
linear effects for the second half of the segment, ∆z/2.
method, and results in a leading error term which is third-order in the step size ∆z.
























and C is the initial pulse A(zo, ω) in the frequency domain. Thus, to calculate the
linear effects of fiber on a pulse over a distance ∆z/2, we simply multiply the Fourier





























To solve the nonlinear portion, we drop the linear terms and are left with
∂A(z, τ)
∂z
= iγ|A(z, τ)|2A(z, τ). (4.46)
Again, the solution to this is of the form Cehz, where
h = iγ|A|2 (4.47)
and C is the initial pulse A(zo, τ) in the time domain. Thus, to calculate the nonlinear
effects in fiber over a distance ∆z, we simply multiply the initial pulse A(zo, τ) (in
the time domain) by e(iγ|A|
2)L:
A(z +∆z) = A(zo, τ)e
(iγ|A|2)L (4.48)
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Figure 4-8: Diagram describing the split-step Fourier Transform method for solving
the nonlinear Schroedinger equation.
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Using this method, we can observe the effects of dispersion and self-phase modu-
lation on fiber propagation. In Figure 4-9 we show the effects of chromatic dispersion,
third-order dispersion, and self-phase modulation on a single optical pulse. Typical
values for these effects at 1550 nm in single-mode fiber are: β2 = -20 ps
2/km, β3 =
0.1 ps3/km, and γ = 3 W−1km−1. Loss is typically 0.25 dB/km or less.
From Figure 4-9, we can see that as the transmission distance increases and pulse
widths decrease, we observe more distortions in the pulses. First of all, β2, the
chromatic dispersion, is the strongest effect, and causes the pulse to spread in time.
This is due to the fact that the different frequencies of the pulse are traveling at
different velocities. As the pulse spreads, it can interfere with its adjacent pulses. As
bit rates increase, we encounter two difficulties: first, the pulses arrive closer to each
other, increasing the chance of interference between adjacent pulses. Second, shorter
pulses are more susceptible to dispersion and spread faster. We can see this in the
first column of Figure 4-9, where we have compared the dispersion between a 2-ps
pulse with the dispersion of a 10-ps pulse across the same distance.
We next observe the effect of β3, the third-order dispersion. This is a much
weaker effect than chromatic dispersion, and thus we propagate for a significantly
longer distance before observing its effects. We see that β3 causes a ringing effect
on the pulse, which can also cause inter-symbol interference. Again, the shorter 2-ps
pulse is more strongly affected than the longer 10-ps pulse.
Finally, we observe the effect of the third-order nonlinearity, which causes self-
phase modulation. This is a phase affect, and thus is only observed in the frequency
domain. We see that this self-phase modulation causes a ringing and spreading in
the spectral domain. Our use of wavelength-division multiplexing means that this
broadening of the spectrum can cause interchannel interference. Since fiber has a
third-order nonlinearity, four wave mixing can also be observed. Though we do not
simulate it here, it can also cause significant interference in our wavelength channels.
The strength of these nonlinear effects depends on the peak power of our pulses. A
higher peak power results in a stronger nonlinear affect, as shown in Figure 4-9. As
















































































































































































































































































































































































































































































































































































































The interaction of these separate effects with a data pattern leads to amplitude
patterning and the appearance of power in between pulses. To illustrate the combined
effects, we simulate a 100-Gb/s data stream with 2-ps pulses through two spans, in-
cluding a chromatic dispersion module. The simulated span is shown in Figure 4-10.
We choose fiber characteristics which roughly correspond to TrueWave XL fiber from




Figure 4-10: Schematic for simulation of fiber propagation effects on a data pattern in
a span. DCM is the dispersion compensation module which exactly matches second-
order dispersion without contributing to other effects.
OFS [7]. We choose the following values: β2 = 5 ps
2/km, β3 = 0.014 ps
3/km, γ = 3
W/km, and loss is 0.25 dB/km. Each span involves 160 km of fiber, with EDFAs
spaced 80 km apart. After 80 km, we see a 20 dB loss, which the EDFAs will com-
pensate for. We do not simulate the effects of EDFA noise on pulse propagation. Our
dispersion-compensation module is an ideal compensator which exactly matches the
second-order dispersion in the preceding lengths without contributing to other effects.
The results of this simulation are shown in Figure 4-11. We see that the interaction
of nonlinear and linear effects in fiber result in pulse-to-pulse amplitude variations
as well as pulse width variations. Furthermore, optical power begins to show up be-
tween pulses, reducing extinction. As seen earlier, these effects are more pronounced
at higher data rates with shorter pulses. With the 100-Gb/s data rate, without re-
generation, significant distortions are introduced after only 360 km of propagation.
This provides a pressure to create more effective and cheaper regenerators in order to
compensate for increasing need for regeneration. As described earlier, all-optical re-
generators offer the potential for reducing costly O/E/O conversions and simplifying
regenerator architecture. In the next section, we briefly provide an overview of the
necessary components of all-optical regeneration.
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Figure 4-11: Simulation of data pattern propagation after one and two spans of fiber
with amplification and second-order dispersion compensation.
4.2 All-Optical Regeneration
Traditionally, there are three aspects to regeneration of data signals: re-amplification,
re-timing, and re-shaping [8]. Re-amplification is required to compensate for varia-
tions in loss or gain between packets and pulses within a packet. Different packets
take different routes through the network and experience different amounts of loss,
gain, and noise. Within a packet, different pulses can experience differing effects due
to pattern-dependent interference from the interaction of nonlinearities and disper-
sion in fiber, as seen in the previous section. In order to reduce these amplitude
variations, we require a thresholding power transfer function such as the one shown
in Figure 4-12. As can be seen in the figure, this transfer function will reduce the
variation in the power of both the zero bits and the one bits (∆P0 and ∆P1, respec-











Figure 4-12: Power transfer function for re-amplification in a regenerator. ∆P0 refers
to the variation in the power of the zero bits of the data stream and ∆P1 refers to
the variation in the power of the one bits. This sort of thresholding transfer function
will reduce the amplitude variation.
the raised sinusoid, as generated by a simple delayed interferometer:
Eout = Ein + Eine
i·n·L, (4.49)
where n is the index of refraction of the material and L is the additional length in









This power transfer function is simply a squared cosine.
The power transfer function of an SOA can also reduce amplitude patterning in
the ones through the saturation effects in the SOA. We can see this by looking at the
steady-state operation of an SOA. We return to Equation 3.35, derived in Chapter 3,




go − g(z, τ)
τc
− g(z, τ)P (z, τ)
Esat
. (4.51)
In the steady state,
∂g(z, τ)
∂τ






where Psat = Esat/τc. If Pin ¿ Psat, the gain approaches the unsaturated gain go.
When the input power is the same as Psat, the gain is cut in half. As the input
power increases, the gain continues to decrease. We can calculate the power transfer
function by multiplying the gain by the input power:




This transfer function is plotted in Figure 4-13, where we see that it will result in
a reduction of variation in the ones, but not the zeros. In fact, we see that SOAs
can increase the variation in the amplitude of the zeros. Thus, a single SOA will be











Figure 4-13: Power transfer function for a single SOA. Note that the SOA can reduce
variation in the one bits, but increases amplitude variations in the zeros.
The second aspect of regeneration is re-timing, which is necessary to compensate
for variations in pulse arrival times, known as timing jitter. As the pulses propagate,
amplified spontaneous emission from the EDFAs can nonlinearly interact with the
pulses to cause varying frequency shifts and thus introduce timing jitter. In order
to re-time pulses, we require a local, undistorted clock. Since we wish to operate
our network asynchronously, this means that clock recovery techniques are required.
The simplest all-optical clock recovery technique relies on using a Fabry-Perot cavity
followed by an SOA [9] as shown in Figure 4-14. The length of the Fabry-Perot is




L = nT/2c SOA
T
Figure 4-14: Clock recovery using a Fabry-Perot filter. The length of the resonating
cavity is designed to be L = n
2c
T , where n is the index of refraction of the cavity, c is
the speed of light, and T is the period of the incoming pulse train. The SOA reduces
amplitude variation through saturation.
pulse Ein, the output will be a pulse at time to, and a copy of that pulse at time 3to,
followed by another copy at time 5to. Each successive copy of the pulse contains less
power due to loss and less than perfect reflectivity in the mirrors. Thus, the ones in
the incoming data pattern provide the pulse energy to fill in the zeros. At the output
of the Fabry-Perot, there can be significant amplitude variation in the pulses. An
SOA or other thresholding switch can be used to smooth out these variations. This
method has been demonstrated at clock speeds up to 40 Gb/s [10]
Ideally, the clock should be recovered with low amplitude variation and with a
minimum of delay. Typically, it takes time before the amplitude of the clock grows
to its steady-state value. This is known as the rise time or locking time of the clock
recovery. Ideally, this time should be short, as it determines the delay a packet will
experience in the regenerator. The amplitude variation and locking time are related
through the finesse of the Fabry-Perot [11]. A high finesse means that more energy
is contained in the Fabry-Perot cavity. This leads to a slow recovery time, but less
amplitude variation in the steady state.
Another key design parameter of the Fabry-Perot filter is the cavity length. The
cavity length must be well-controlled to match the repetition rate of the incoming
pulse train and generate an accurate clock. This implies that the cavity must be
designed to a particular bit rate, thus reducing the transparency of the network.
Tuning of the cavity length through temperature or mechanical methods can allow
us to accommodate different bit rates with the same Fabry-Perot, but this adds
significant complexity to the system.
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Once we have generated a local clock, we can re-time our incoming data pattern.
Our method of accomplishing this is to use a single all-optical logic gate in which
our data inputs are the control and our clock inputs are the signal (Figure 4-15). As
long as the switch is insensitive to timing jitter on the data input port, the output








Figure 4-15: All-optical 3R regeneration using an all-optical switch. The data pulses
act as the control input, modulating the appropriate data on the locally-generated
clock pulses.
of the regeneration. This is generally undesired, but can be easily avoided through
either counter-propagating operation of the all-optical switch or through a simple
wavelength conversion.
With this method, we also simultaneously re-amplify and re-shape the incoming
pulses, since we have completely replaced our input pulses with new, undistorted clock
pulses. Re-shaping is necessary to compensate for dispersion and chirping effects as
described in Section 4.1. Though we focus on using all-optical switching techniques
for regeneration in this section, there are several other techniques for accomplishing
this 3R regeneration, most notably synchronous modulation [12].
A regenerator capable of accomplishing all three tasks (re-amplification, re-timing,
and re-shaping) is known as a 3R regenerator. S. J. Savage et al. [13] introduces
the idea of a 4R regenerator, suggesting the need for re-polarization as well as re-
amplification, re-timing, and re-shaping. Many all-optical switches are polarization
sensitive, and varying polarizations at the input can be translated into amplitude
patterning at the output. In order to provide re-polarization, S. J. Savage includes
a polarization-insensitive front-end which replaces the pulses with pulses of a single
polarization. In the next section, we describe our collaboration with S. J. Savage,
where we build upon his previous work with 4R regeneration to demonstrate the
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utility of our integrated logic gate and the effectiveness of our optimization technique
for developing all-optical regenerators.
4.3 All-Optical Regeneration Using the SOA-MZI
Ideally, the test of regenerator performance would occur in a real system, involving
many regeneration spans and packets from multiple locations with differing distor-
tions. As this involves a large number of fiber and amplifiers, it is not feasible in
a small laboratory setting. Instead, we use a recirculating loop to simulate condi-
tions over many regenerator spans. We implement one regenerator span and then
recirculate the pulses through the span to simulate transmission over multiple spans.
In this experiment, our goal is to demonstrate the effectiveness of the SOA-MZI in-
tegrated logic gate for improving transmission in data networks by providing a simple
regenerator that can operate at line rates. This reduces the need for O/E/O conver-
sions and can reduce the need for parallel architectures caused by limited electronic
data rates. Furthermore, we wish to demonstrate the effectiveness of the optimization
method developed in Chapter 3 and investigate the cascaded operation of the logic
gate. Regeneration using SOA-MZI logic gates has been demonstrated previously in
recirculating loops using a pair of inverting gates at speeds up to 40 Gb/s [14] and
distances up to 400,000 km [15, 16].
Here, we demonstrate successful 3R regeneration at 10 Gb/s in a single non-
inverting SOA-MZI over a 100-km recirculating loop [17] with a total distance of
10,000 km. By combining the XPM SOA wavelength converter described in Chapter
3 with the SOA-MZI, we achieve re-polarization as well. This also allows us to use the
SOA-MZI in the faster co-propagating configuration. To illustrate the accuracy of this
regeneration, we present bit error rate measurements directly after the regenerator (0
passes through the loop) and after 10 and 100 passes in the loop, showing less than
0.5-dB penalty [18]. This indicates the effectiveness of the SOA-MZI for regeneration
and for cascaded operation.
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4.3.1 Experimental Setup






























Figure 4-16: Experimental schematic of the recirculating fiber loop with an SOA-MZI
optical regenerator. MLFL is mode-locked fiber laser, BPF stands for bandpass filter,
A/O is acousto-optic modulator, C1 and C2 are the first and second control inputs to
the SOA-MZI, and S is the signal input. The numbered boxes represent SOAs within
the SOA-MZI device.
using a mode-locked fiber laser followed by our transmitter. The fiber laser generates
3-ps pulses at 1547.3 nm with a repetition rate of 10 Gb/s. The transmitter consists of
a pattern generator and an electro-optic modulator which modulates a 231−1 pseudo-
random bit sequence onto the clock pulses generated by the mode-locked laser. These
pulses are loaded into the loop through an acousto-optic modulator. An isolator
prevents reflections in the loop. The pulses are then regenerated by the combina-
tion of the SOA-based cross-phase modulation wavelength converter followed by the
SOA-MZI optical logic gate. The wavelength converter uses a CW source at 1557.1
nm. Cross-phase modulation in the SOA causes a broadening in the CW line. The
wavelength-converted pulses are recovered by a combination of a notch filter, which
filters out the CW line, and a band-pass filter at the long-wavelength side. The output
spectrum of the wavelength converter is shown in Figure 4-17(a). We also present the
bit error rate plot of the XPM wavelength converter as compared with the transmitter
output (back-to-back test) in Figure 4-17(b). We see only about a 1.5 dB penalty
at 10−9. The output of the SOA consists of slightly broadened data pulses centered
at 1557.5 nm. This broadening is advantageous, as it reduces the sensitivity of this
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regenerator to timing jitter.





































Figure 4-17: (a) Output spectrum of the XPM SOA wavelength converter. (b) BER
plot showing only a 1.5 dB penalty at 10−9.
These wavelength-converted pulses are then used as the control inputs to the SOA-
MZI, which provides the 3R regeneration. In this experiment, we focus on evaluating
the performance of the SOA-MZI as a regenerator, and thus do not implement clock
recovery. Instead, we use the same mode-locked fiber laser output before modula-
tion as our clock input, which provides a perfect clock to our regenerator. A clock
generated through clock recovery methods will likely degrade performance slightly.
We send this clock into the signal port of the switch. We operate the SOA-MZI in
differential mode and adjust the timing between the two control inputs with the use
of a manual delay. As described in Chapter 3, a pulse entering the upper control
input (C1) of the SOA-MZI pushes the interferometer out of extinction, allowing the
signal pulse to pass. A second copy of the control pulse enters the lower control input
(C2) after the signal pulse, pulling it back into extinction and eliminating the effect of
the long SOA carrier-recovery time. The timing between the signal clock pulses and
the data pulses is tuned using a second variable delay line. We use the dynamic bias
scan technique described in Chapter 3 to discover the optimal switching point for the
SOA-MZI at the powers used in the recirculating loop. We find the optimal switching
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currents to be I2 = 692.3 mA and I3 = 708.1 mA. The pre- and post-amplifying SOA
currents are set to I5 = 81.4 mA (input), I4 = 107.8 mA (C1), I6 = 107.8 mA (C2),
and I1 = 150.3 mA (output). The input signal power is 3.5 dBm (448 fJ/bit) and the
control input powers are 3.2 dBm (418 fJ/bit) for C1 and -2.9dBm (103 fJ/bit) for
C2. In differential operation, a lower C2 input power is necessary to compensate for
the recovery of the SOA during the delay between C1 and C2 pulses. After passing
through the wavelength converter and the SOA-MZI, we have now regenerated our
data pulses by replacing the distorted pulses with undistorted clock pulses at the
same wavelength modulated with the correct pattern.
These regenerated pulses then pass through the fiber span, which consists of two
50-km sections of LEAF (Large Effective Area Fiber) [19] separated by EDFAs. The
characteristics of LEAF fiber are similar to the TrueWave fiber simulated earlier:
at 1547.3 nm, β2 = 4.7 ps
2/km and Aeff = 72 µm
2. Dispersion compensation is
accomplished to second-order with 3.2 km of dispersion-compensating fiber (DCF),
which has a β2 of -161.3 ps
2/km. A second acousto-optic modulator is used to empty
the loop after a certain number of passes. This loop modulator opens when the
load modulator closes, which loads the data pattern into the loop and simultaneously
flushes any previous data in the loop. Then, after the pattern is loaded, the loop
modulator closes and the load modulator opens. We allow the pulses in the loop to
circulate for a set number of passes, and then repeat the cycle. At the output of the
regenerator, we use a gated bit error rate detector and a cross correlator to test the
data pattern after a certain number of passes.
4.3.2 Results
We use a cross-correlator to look at the evolution of the pulses over multiple passes in
the loop. We sample the data pattern with clock pulses from the mode-locked fiber
laser which have been compressed to about 150 fs. This allows us to observe asym-
metries and distortions to the pulse shape. Figure 4-18 shows the cross-correlation
with and without the regenerator. From this comparison, we can see how critical
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Figure 4-18: Cross-correlations of the loop output (a) without regeneration and (b)
with regeneration.
km), despite compensating for loss, the pulses have experienced significant dispersion
and can no longer be detected. We show a detail of the pulses in the 29th pass and
see significant asymmetry due to third-order dispersion. In contrast, with the regen-
erator in the loop, we see that the pulses remain short and undistorted even by the
114th pulse.
To verify accurate regeneration, we perform a bit error rate test. We gate our
error detector such that it will record the errors for a single pass. This significantly
increases the amount of time it takes for a full measurement. In un-gated operation,
at 10 Gb/s, the error detector receives 10 Gb of data each second. If we assume
that the data has an error rate of 10−9 errors/second, we will detect ten errors every
second. We thus obtain a statistically significant number of errors quickly. In a
gated measurement, to measure the errors on a single pass through the loop, we have
significantly less data to measure. For instance, in order to test the tenth pass, we
must allow the pulses to circulate for 10 passes and measure the errors on every tenth
pass. Thus, in the same amount of time, we only obtain 1/10 of the data as an
un-gated measurement. As the number of passes increase, it becomes more and more
difficult to obtain the same accuracy. Thus, by the 100th pass, we are only able to
obtain data down to an error rate of 10−8. Figure 4-19 shows the bit error rate test
comparing the output of the regenerator without any fiber degradations with the bit
error rate plots from the 10th and 100th pass. From this, we see that we achieved only
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Figure 4-19: BER plots for the regenerator output at the 10th and 100th pass com-
pared with the output of the regenerator alone.
a 0.5-dB penalty after 100 passes at a BER of 10−9, showing successful regeneration
over 10,000 km.
4.4 Conclusion
In this chapter, we have demonstrated the capability of the SOA-MZI to successfully
provide stable, simple regeneration for fiber transmission of ultrashort pulses over a
distance of 10,000 km. The demonstration of the SOA-MZI in a recirculating loop
indicates its potential as a key building block for all-optical processing in future
ultrafast data networks. Using a single all-optical switch for ultrafast regeneration
can lead to reduced costs for regeneration in data networks.
However, for future multi-gate processing needs, the SOA-MZI as currently de-
signed suffers from the need for additional amplification to compensate for high losses
in the waveguide. This significantly increases the power consumption of the gates.
Furthermore, additional noise from the amplifiers necessitates filtering and degrades
performance. In an on-going collaboration with the Integrated Photonic Materials
and Devices Group on MIT campus, we investigated improvements to the design and
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fabrication of the SOA-MZI switch. In the next chapter, we present some prelimi-
nary results from the testing of the asymmetric twin waveguide SOA-MZI switches
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Designing Integrated Logic Gates
for Multi-Gate Processing
In previous chapters, we discussed and demonstrated some of the advantages offered
by all-optical signal processing. However, there are also challenges which must be
overcome before all-optical processing can be adopted into existing data networks.
First of all, cost must come down. Integration and mass-production will be required
to reduce the cost of a single all-optical switch. Secondly, optical logic gates must be
designed to be simple to operate and optimize. This reduces labor costs associated
with installing and maintaining these switches in the field. Third, with power con-
sumption a key constraint for future electronic routers [1, 2], minimizing the power
consumption of all-optical switches is required for a truly compelling argument for
the use of all-optical processing in future data networks. Finally, cascaded multi-gate
processing must be demonstrated. Data networks will require more complex pro-
cessing than can be accomplished with a single logic gate. To that end, integrating
multiple gates on a single chip will be critical.
In designing integrated logic gates, all these considerations must be taken into
account. As described in previous chapters, the SOA-MZI logic gate is currently the
most promising solution for practical all-optical signal processing. It is an integrated
logic gate with conceptually straightforward operation. Furthermore, our optimiza-
tion method developed in Chapter 3 allows efficient optimization of individual logic
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gates. However, our SOA-MZI gates currently require additional amplifiers to com-
pensate for waveguide losses. This increases power consumption per gate and can
degrade performance for cascaded gates. To address this issue, we investigated alter-
native integration techniques for lower losses. The capability to design and fabricate
our own gates will allow us to demonstrate integrated, multi-gate logic and to opti-
mize SOA design for low-power, ultrafast nonlinear switching. We collaborated with
the Integrated Photonic Materials and Devices Group at MIT to design and fabricate
low-loss SOA-MZI logic gates. The ultimate goal of our collaboration is the capabil-
ity to design and fabricate all-optical chips for more complex, multi-gate all-optical
processing.
In this chapter, we describe some potential integration methods for reducing loss in
SOA-MZI gates and give background on our choice of the asymmetric twin waveguide
design. We finish by describing our efforts characterizing the fabricated chips and
provide recommendations for future chip design.
5.1 Integration Techniques for the SOA-MZI
In considering the fabrication of the SOA-MZI, we note that this logic gate consists
of two types of components: active and passive. The active components, the SOAs,
are required to produce the nonlinear effect required for switching. The passive
components, which consist of the couplers and waveguides, guide light and form the
interferometer. Fundamentally, the requirements for passive and active materials are
very different. Active materials should possess a high nonlinearity, which means we
must operate at photon energies above the bandgap of the material to maximize the
interaction between photons and electrons. Passive materials, however, should be
highly linear and possess low loss, which implies operating at energies far below the
material bandgap.
Integration techniques for the SOA-MZI can be split into two broad categories:
hybrid and monolithic integration. Hybrid integration refers to integration of two
incompatible materials in a single device. This incompatibility usually results from a
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mismatch in the lattice constant, temperature coefficient, or both. Thus, these mate-
rials cannot be grown on the same substrate or fabricated using the same processes.
The advantage of hybrid integration is that we can use the best passive materials
for the passive components in the SOA-MZI while choosing the best active materials
for the active components. The challenge then arises from the problem of aligning
the passive and active devices. Furthermore, because of additional fabrication needs,
hybrid devices are generally more complex and costly to build.
In contrast, monolithic integration uses compatible materials for both active and
passive components. Different doping profiles are used to tailor the material char-
acteristics. Figure 5-1 shows the compatibilities of different semiconductor materials
used in optical devices and the wavelengths they operate at. Monolithic integration
results in a much simpler fabrication process and fewer alignment steps, but limits
our choice for active and passive materials. Currently, monolithic integration has
focused on using InP-based (indium phosphide) materials for better active-material
performance.
5.1.1 Hybrid Integration
The two most promising materials for passive components are silicon and silica-on-
silicon. The advantage of silicon lies in its compatibility with electronic processing
techniques. Silicon also possesses a high confinement factor due to its high index of
refraction (∼3.5) compared with silica (∼1.5). This high confinement factor allows
tight bends and thus reduces the footprint of photonic devices. Waveguides in silicon
also offer low propagation losses (0.6 dB/cm or less [4, 5]) due to the large bandgap
of silicon at optical wavelengths. However, coupling between silicon waveguides and
fiber as well as active material waveguides is difficult due to the differences in the mode
size, which results from the high confinement in silicon waveguides. To compensate
for this, mode converters are required, which adds complexity to the design.
Silica-on-silicon techniques address this issue by using silica glass fabricated on a
silicon substrate. This naturally results in waveguide modes which are well-matched
to fiber modes. Furthermore, losses are much lower than in silicon (< 0.01 dB/cm) [6].
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Figure 5-1: Different semiconductor materials and their properties. This information
is used to design active optical devices. Figure from [3].
The disadvantages are that it requires more complex processing than silicon and has
a lower confinement factor resulting in larger devices.
For the active material components, we use InGaAsP, which provides a good
compromise between structural integrity, high nonlinear coefficients, and a bandgap
near optical communication wavelengths. Fabrication with very low defects is required
for reliability and higher yields. The exact composition of the material is designed
such that the optical communication wavelengths are of slightly higher energy than
the material bandgap. This results in much interaction between the material and
light, allowing us to achieve high nonlinearities and large optical gain.
As the different materials are fabricated using different processes, the main chal-
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lenge with hybrid integration lies with the alignment of passive and active devices.
The cost of this alignment can be great enough that it eliminates any cost savings
from integration. In some cases, the active material is inserted into a hole etched
in the passive structure. The alignment between the active device and passive wave-
guide can be accomplished by flip-chip bonding, magnetic or geometric self-assembling
chips, or by pick-and-place techniques. With flip-chip techniques, the active mate-
rial is flipped and pressed against the passive material. Alignment is achieved with
index alignment, mechanical contact alignment, or solder bump self-alignment tech-
niques [7]. With magnetic or geometric self-assembling methods, the active devices
are placed on the passive structure in a fluid and capillary or magnetic action is used
to draw the devices into alignment [8, 9, 10]. Finally, pick-and-place techniques in-
volve picking up each device and manually placing it in the correct location. This
last is the least scalable of the options.
Using a silica-on-silicon platform, the Center for Integrated Photonics has demon-
strated the flip-chip hybrid alignment method for fabricating SOA-MZIs. They use
a motherboard/daughterboard structure, where the motherboard is silica-on-silicon
and consists of the passive components. The daughterboard is silicon, upon which
InGaAsP SOAs have been bonded. The silicon daughterboard is flipped onto the
motherboard (Figure 5-2). Precision machining ensures good alignment between the
passive and active waveguides. This has resulted in < 1.5-dB coupling losses between
the waveguide and SOA [11]. Using this technique, they have successfully integrated
4 SOA-MZIs on a single chip in parallel [12].
An alternative to these techniques has been introduced by the Bowers group [14]
and uses wafer bonding to enable simultaneous production of a large number of hybrid
devices without requiring careful alignment. First, passive waveguides are defined in
the silicon wafer. Next, a 2-inch wafer of active material is bonded to the silicon
wafer through a low-temperature wafer-bonding process. Finally, the active material
is etched and contacts are created. A cross-section schematic of the device structure
is shown in Figure 5-3. In this design, light travels in the silicon waveguide and
evanescently couples to the active material. The degree of coupling is determined by
159
Figure 5-2: Diagram of flip-chip technique with active devices being flipped onto the
silica-on-silicon motherboard. Figure from [13].
Figure 5-3: Cross-section of the wafer-bonding hybrid integration method. Figure
from [15].
the silicon waveguide dimensions, as shown in Figure 5-4. There are two advantages
to this structure: first, careful alignment is not necessary, since the optical mode is
largely defined by the silicon waveguide. Second, a large number of devices can be
formed simultaneously due to wafer-scale processing. However, evanescent coupling is
naturally a low-efficiency process, and it is unclear whether nonlinearities high enough
for optical switching can be obtained in this manner. Laser diodes, amplifiers, and
photodetectors have all been demonstrated with this technique [14, 15, 17].
5.1.2 Monolithic Integration
Monolithic integration uses compatible materials for both active and passive devices
and thus all fabrication can be done using the same processes or all growth done
on the same substrate. Though we generally have to compromise either active or
passive device performance slightly, monolithic integration allows us to avoid a costly
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Figure 5-4: Simulation showing the effect of silicon waveguide width on coupling into
the active material using the wafer-bonding hybrid integration method. From left
to right, waveguide widths of 1.0µm, 1.5µm, 2.5µm, and 3.0µm are shown. Figure
from [16].
alignment step and use simpler fabrication processes.
The ideal monolithically-integrated device involves using silicon for both active
and passive devices due to its compatibility with electronic processes. However, the
indirect bandgap of silicon has thus far prevented the development of efficient active
devices. Silica-on-silicon devices could also be promising for monolithic integration
due to the possibility of doping silica to create highly nonlinear media, but again,
active devices have yet to be monolithically integrated. Currently, monolithic inte-
grated devices are almost entirely created with materials compatible with InP, which
provides good active devices. Passive waveguides and couplers can be created by
using a different doping profile and a combination of materials which results in a
bandgap around 1100 nm. Thus, the two main challenges in monolithic techniques
using InP-compatible materials are to maintain low-loss and to increase yield through
streamlining fabrication processes.
In the previous chapters, we described an SOA-MZI logic gate where loss in the
device is compensated for via amplifying SOAs. These additional amplifiers add
noise and complexity to the device. In order to improve upon the design, we examine
methods by which device loss can be reduced. One major factor in device loss is
the coupling between the active and passive waveguides. The simplest method of
fabricating both active and passive waveguides on the same wafer is in using a butt-
joint regrowth method in which we first grow one type of material and then etch out
regions where the other material needs to be placed. The second type of material is
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then grown in the etched regions. Coupling between the active and passive materials
is in this case accomplished by the butt-joint interface (Figure 5-5. This method
requires careful etching and selective-area regrowth which can reduce yields. Previous
demonstrations of butt-joint regrowth have achieved over 90% coupling efficiencies [18]






(a)       (b)   (c)
Figure 5-5: Illustration of regrowth fabrication process. In (a), the passive waveguide
is created. In (b), we etch a gap in the passive waveguide for the active material. In
(c), we grow the active material in the gap.
An alternative technique known as the asymmetric twin-waveguide technique in-
volves fabricating the active waveguide above the passive waveguide. Adiabatic cou-
pling is used to couple light from the passive waveguide to the active waveguide and
back by changing the index, width or height of the waveguides. The passive and ac-
tive materials are grown together and etched to create the required design. Typically,
it is easiest to change the width of the waveguide. Figure 5-6 illustrates the structure
of the resulting asymmetric twin waveguide. This technique has the advantage of
requiring fewer fabrication steps and has the potential to achieve very high coupling
efficiencies with large tolerances to misalignment and other fabrication errors [20].
For these reasons, we choose to focus on the asymmetric twin waveguide approach.









Figure 5-6: Illustration of asymmetric twin waveguide structure. Light couples from
the blue passive waveguide up into the red active waveguide due to the change in
width of the active waveguide taper.
5.2 Asymmetric Twin Waveguide Approach
5.2.1 Design
The asymmetric twin waveguide for SOA-MZI was developed by Studenkov et al. [21,
22]. Our device was designed and simulated by A. Markina et al. [20] and the first and
second generations were fabricated by R. Williams et al. [23] with the help of Jason
Plant and the Electro-Optical Materials and Devices group at Lincoln Laboratory.
The design of the active and passive waveguide structure is shown in Figure 5-7. In
this design, we choose to use a dilute ridge waveguide structure for both the passive
and active waveguides. Using a dilute waveguide allows us to fabricate single-mode
waveguides with a large cross-section for easy coupling to fiber. It further allows
precise control over the effective index of the waveguide through control of layer
thicknesses. Finally, we also obtain a higher-quality semiconductor by inserting InP
layers between InGaAsP layers to relieve the strain caused by small, unintended
lattice mismatching between the two materials [20].
For the SOA-MZI logic gate, we need to design several different components as
shown in Figure 5-8. For passive components, we need to design the waveguide and
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Figure 5-7: Design and cross-section of the active and passive waveguides for the
asymmetric twin waveguide approach. A dilute waveguide structure was used. Figure
is adapted from figures in [23].
to design the SOA characteristics. Finally, we also need to design the adiabatic
tapers which couple the SOA to the passive waveguides. The details of this design
are described in Markina’s thesis [20]. Here, we present only a brief overview to
provide context for the results of our characterization efforts. The passive waveguide
was designed to be 4 µm wide and about 1 µm high, with a bandgap at 1180 nm to
minimize loss at optical communication wavelengths. The bends were modeled using
a finite-difference method with cylindrical perfectly-matched layers to allow for the
leaky nature of the bends. The design of the bends needs to compromise between
lower loss, which gives more efficient devices, and a tight radius, which allows us to
create more compact devices. As the radius of the bend decreases, loss increases due
to leakage. Figure 5-9 shows this tradeoff for our waveguide structures as simulated
by Markina [20].
Multi-mode interference (MMI) couplers were chosen for the passive coupling in
the SOA-MZI. MMI couplers have more relaxed fabrication requirements and superior













Figure 5-8: Components involved in fabrication of the SOA-MZI. Dashed boxes high-
light passive components such as couplers and bends.
coupler is designed such that light entering will excite multiple modes, which beat
within the coupler. By carefully controlling the length of the coupler, we can design
the coupling ratio between the output ports. The width of the MMI coupler only has
to be large enough to accommodate multiple modes and provide sufficient tolerance
to inaccuracies in fabrication. Figure 5-10 shows example simulations for the 1x2
coupler and the 2x2 coupler. For the 1x2 coupler, simulations show 48.8% power in
each of the output waveguides with an MMI length of 157.4 µm and width of 12 µm.
For the 2x2 coupler, simulations show 48.8% power in waveguide 1 and 47.2% power
in waveguide 2 when operated as a 1x2 coupler. The optimal length is found to be
480 µm with a width of 18 µm. For the 2x1 coupler, the phase of the input light can
cause large back-reflections by changing the interference of the modes in the MMI.
To avoid this possibility, a 2x2 coupler is used instead.
The coupling between the active and passive waveguides is accomplished through
the use of asymmetric twin waveguides. In this design, an active waveguide is fabri-
cated above the passive waveguide. In a symmetric design, where the two waveguides
are identical, a periodic power transfer between the upper and lower waveguides oc-
curs through vertical modal interference between the odd and even modes. Similar
to the operation of the MMI couplers, the amount of power transferred is heavily
dependent on the length of the waveguides. By using asymmetric waveguides we can
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Figure 5-9: Simulation of bend losses in the dilute passive waveguide. As bend radius
decreases, loss increases [20].
Figure 5-10: Simulation of MMI couplers using BeamProp, a finite-difference beam
propagation simulation tool designed by RSoft [20].
reduce this dependence on length. If the effective index of the active waveguide is
higher than that of the passive waveguide, we can cause the even mode to be con-
fined in the upper waveguide while the odd mode is largely confined in the passive
waveguide. The gain in the active waveguide then causes the even mode to dominate
and reduces interference from the even mode effects. Finally, tapering the active
waveguide allows for more efficient coupling between the passive waveguide region
and the twin-waveguide region. The taper creates a variation in the effective index of
the upper waveguide, which allows the fundamental (even) mode of the passive wave-
guide to move up into the active waveguide. We change the taper widths slowly to
avoid the introduction of higher-order modes. The design of the length of the taper,
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type of taper, and width of waveguides is optimized to obtain close to 100% coupling








mode of passive WG
Fundamental mode of the active
waveguide in the middle of the SOA
Figure 5-11: Simulation of active-passive adiabatic coupling using BeamProp [20].
WG stands for waveguide.
The design of a good nonlinear SOA for switching depends on several variables
which can be difficult to isolate. In these devices, we have initially focused on verifying
basic operation of the SOA-MZI logic gate before optimizing SOA operation. The
quantities which are important for SOA operation in ultrafast switching include the
carrier recovery time τ , the linewidth enhancement factor α, the gain g, and the
saturation energy Esat. As shown in Chapter 3, the carrier recovery time directly
affects the speed of the SOA switch, especially in single-ended operation of the SOA-
MZI. With differential operation, this effect is reduced but not completely eliminated.
In differential operation, a long sequence of closely-timed pulses will still drive the
SOAs deeper into saturation. Both SOAs are saturated to the same extent, which
means that the pulses in the interferometer are matched in phase. However, saturation
means that the next arriving control pulse will have a smaller effect on the phase and
amplitude of the signal pulse. Since the control pulse powers are not adaptively
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adjusted to account for the saturation, this will affect the extinction of the switch.
A shorter carrier recovery time means faster recovery between pulses, which means
that the same sequence of pulses will not drive the SOA as deeply into saturation.
The carrier recovery time is dependent on the material used and can also be affected
by the confinement factor of the SOA [25].
A higher saturation energy means that a longer sequence of pulses is required
before saturation is reached and switch effectiveness is degraded. This saturation
energy can also be similarly affected by the confinement factor and active area of
the SOA. A larger active area or larger mode means the saturation energy is higher.
The length of the SOA also affects the ease of SOA saturation due to the generation
of ASE within the device. A very long SOA can even be self-saturating due to the
buildup of ASE along the length. Finally, the linewidth enhancement factor controls
the switching energy required to provide a pi phase shift. This switching energy is
dependent on the device material as well as the SOA length. A longer SOA means
that there is more distance over which the pulses will experience the nonlinearity.
Thus, a smaller switching energy can be used to achieve a pi phase shift.
5.2.2 Fabrication
In the first and second generation devices, Williams et al. designed several test struc-
tures for aiding in the characterization of the separate passive and active compo-
nents [23]. The mask layout of a single second-generation chip is shown in Figure 5-
12. To reduce reflections, a 7◦ angle was introduced between the passive waveguide
and the edge of the chip. In addition to the different test structures, different lengths
of SOAs were fabricated to examine the effect of SOA length on performance. Fur-
thermore, different widths were used (2 µm and 4 µm) to allow comparisons to be
made for coupling efficiencies and device performance.
Epitaxial growth was done on InP wafers by IQE, a semiconductor wafer growth
company, and consist of the active material grown above the passive material on an
InP substrate. The layer structure of the wafer is shown in Appendix B. The fabrica-










Figure 5-12: Layout of a single chip designed by Williams. Several test structures are
included to characterize performance of various components for the SOA-MZI [23].
169
first set forth in Williams’ thesis [23]. First, a Ti/Pt base metal is deposited on
the SOAs by applying a resist to the other areas of the wafer and then depositing
20 nm of Ti and 20 nm of Pt on the wafer. An organic solvent is used to remove
the resist and the metal on top of the resist, leaving only the Ti/Pt metal on top
of the SOAs. Next, we deposit a thick layer of oxide (SiO2) using a process known
as PECVD (plasma-enhanced chemical vapor deposition), which deposits material
on the top and sides of the structures on the wafer. We also deposit a patterned
photoresist to create the active region tapers and trenches for the waveguides. These
trenches are a critical part of the second-generation design, allowing us to achieve
higher accuracies with regard to taper sidewalls. A flourine-based reactive ion etch
(RIE) is used to etch away the oxide not covered by the photoresist. This defines the
location of the active waveguide and tapers, as shown in Figure 5-13(a). Next, we
use a chlorine-based inductively-coupled plasma reactive ion etch (ICP-RIE) process
to etch the active material not covered by the oxide, as shown in Figure 5-13(b).
The next step is to etch the passive waveguides. We deposit another layer of oxide
using PECVD to protect the active waveguide sidewalls. We then repeat the process
above to create the passive waveguide and couplers. This is shown in Figure 5-13(c).
Next, the oxide masks are removed using a hydrofluoric (HF) etch (Figure 5-13(d)).
The Ti/Pt metal contact above the active waveguide can be accidentally removed
at this step. Finally, the electrical contacts for pumping the SOA devices must be
fabricated. In order to create a large contact pad and avoid shorting the p-type and
n-type materials in the active region, we planarize the wafer using benzocyclobutane
(BCB). BCB is an insulator which is spun on in liquid form and then cured at high
temperature. After a thick layer of BCB is spun on and cured, a plasma etch is
used to etch back the BCB until only the top of the active waveguide is revealed
(Figure 5-13(e)). Finally, a Ti/Pt/Au composite p-type metal contact is evaporated
onto the top of the active region. The back-side n-type contact (Ni/Au/Ge/Au) is
sputtered on after lapping the substrate to reduce the thickness. The wafer is then
rapid-thermal annealed to alloy the contacts (Figure 5-13(f)). A scanning electron

















Figure 5-13: Figure from [23]. Illustration of fabrication steps for the asymmetric
twin waveguide SOA-MZI design.
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(a)    (b)
Figure 5-14: (a) SEM of fabricated taper before planarization [23]. (b) Illustration of
quarter-wafer with nine potential chips.
Processing was done on a quarter-wafer at a time to minimize waste and allow
experimentation with different processing steps. Each quarter wafer consists of nine
potential chips, though the chips at the edge are less reliable (Figure 5-14(b)). With
the help of J. Plant, the quarter-wafer is cleaved and the chips are mounted. For
purposes of testing, some chips were straight-cleaved, such that the waveguides met
the chip facet at a 90◦ angle, while others were angle-cleaved to minimize reflections.
In the next section, we describe the progress thus far in characterizing our chip design,
verifying operation, and noting potential areas for improvement.
5.3 Characterization and Testing
We divide our characterization efforts into the testing of passive components and
testing of active components.
5.3.1 Passive Components
We first determine the loss of the passive waveguide using the Hakki-Paoli [26] method
of measuring waveguide loss. This method models the waveguide as a Fabry-Perot
resonator with a loss element. As we vary the wavelength of the input light, the
transmission of the resonator reaches peaks and valleys depending on constructive or








Figure 5-15: Hakki-Paoli method for measuring loss in a waveguide.
depends on the length of the device. The value of the maximum and minimum powers
depends only on the loss, reflectivities, and length. Thus, if we know the output
















ln (R1R2) , (5.1)
where α is defined by
Pout = e
−αLPin. (5.2)
The major advantage of this measurement method is that it is completely independent
of coupling losses into and out of the waveguide. An additional variation is known
as the cut-back method and involves making the same measurement over different
lengths. This would allow us to eliminate the reflectivities as variables. However, it
is a destructive test and due to the chip layout, we choose to avoid this method for
now.
We use a straight-cleaved chip to maximize the reflections and ensure a good
measurement. A high-resolution tunable laser is aligned to the waveguide through
a “laser optical fiber interface” (LOFI) which consists of a fiber and lens to focus
the light on the facet. The output light is collected by a 5x microscope objective
and a power meter. The schematic is shown in Figure 5-16. An IR camera is used
to image the output of the facet as an aid in alignment. We need to amplify the
tunable laser in order to overcome the large coupling losses in the setup. Since the














Figure 5-16: Schematic for waveguide loss measurement.
wavelengths introduced by the ASE of the amplifier are at much lower power and do
not significantly interfere with the measurement. The output of the measurement is
shown in Figure 5-17. The additional slower modulation on the fringes is probably
due to additional reflections in the experimental setup. We take an average of the
loss calculated from three of the fringes near 1550 nm and obtain a loss of 0.95 cm−1
or 4.1 dB/cm. We calculate the reflections to be R1 = R2 = 0.272 assuming a 90
◦
angle to the facet and an effective index of 3.18 in the waveguide. The length of the
device is 3.5 mm.
Next, we measure the bend losses in the device. We make use of the bend test
structures in the upper part of the chip, where different numbers of bends are fabri-
cated on each waveguide. Several different bend radii and degrees are used in fabri-
cating the SOA-MZI. The larger bends have radii of roughly 330 µm and the smaller
bends have radii of roughly 296 µm. The bends for the test structure have a radii
of roughly 285 µm. The angle of the bends in the SOA-MZI device and the test
structures differ significantly. Thus, the measurement of loss in the bends of the test
structure may not provide useful information pertaining to the losses in the SOA-MZI
structure. Figure 5-18 shows microscope images of the bends in the test structures
and the bends in the SOA-MZI, to scale. Nevertheless, the bend losses in the test-
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Figure 5-17: Hakki-Paoli measurement of the passive waveguide loss. The additional
modulation on the fringe is probably due to additional reflections in the measurement
set-up.
structure may give us an order-of-magnitude understanding of the bend losses in the
SOA-MZI device. We measure the bend loss by using the Hakki-Paoli method to
measure the additional loss in the waveguide introduced by increasing numbers of
bends. We define a single bend as an S-bend shown in Figure 5-18. The sequence of
test structures provides us with waveguides of 2, 4, 6, and 8 bends. With 8 bends, the
losses are too high for our detector to make an accurate measurement of the fringes.
The Hakki-Paoli method allows us to ignore differences in coupling efficiencies be-
tween waveguide measurements, but if the coupling angle varies between waveguide
alignments, the reflectivities may be different. Figure 5-19 shows the loss measured
for the waveguides with different numbers of bends. We use a least-squares fit to
arrive at a loss per bend of 1.17 dB, assuming an accurate measurement of straight
waveguide loss.
We have not yet quantified the MMI coupler efficiency of the passive device.
We have qualitatively observed coupler outputs for the 2x2 and 1x2 on the infrared
camera. Figure 5-20 shows the output of a 2x2 coupler. Note that there is significant
additional light not coupled into the waveguide. This is due to a mismatch in the
spot size of the focusing lens and the waveguide dimensions. For the measurement of





Figure 5-18: Microscope images of the bends in the test structures and the SOA-MZI
bends on a chip. Images are roughly to scale.














Figure 5-19: Measurement and fit of loss per bend in the test structures. Loss mea-
surements are marked with “X” and the line illustrates the least-squares fit assuming
an accurate straight waveguide loss measurement (0 bends).
maximum and minimum powers due to the reflections of the facet, rather than the
total power collected by the detector. In a measurement of coupler performance,
however, the additional light significantly degrades the accuracy of the measurement.
A higher magnification lens and iris will be needed to reduce the excess light on the
detector. Alternatively, a digital IR camera can be used to spatially isolate the power
in the waveguide.
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(a)             (b)
Figure 5-20: Image of the output facet of a 2x2 coupler using an IR camera and a 5x
microscope objective. (a) Output facet with light coupled into the “left” input. (b)
Output facet with light coupled into the “right” input.
5.3.2 Active-Passive Coupling
It is important to measure the active-passive coupling efficiency of the asymmetric
twin waveguide design. This is difficult without knowing the coupling efficiency into
the waveguide, the active material loss, or the percentage of light which remains in
the passive waveguide. In order to decouple some of these variables, we perform
the following measurements. First, we cleave the chip in half so we can isolate the
passive-to-active coupling process from the active-to-passive coupling process and so
we can access the active waveguide. The asymmetric design of the twin waveguide
should ensure that interference between the odd mode in the passive waveguide and
the even, fundamental mode in the active waveguide is minimal. This means that the
coupling between the active and passive waveguides is insensitive to length and we
can assume that the power in the active waveguide observed at any length is roughly
the same. This is borne out in simulations performed by A. Markina [20]. Figure 5-21
illustrates a cut-away view of the a cleaved device. We also use a single SOA test
structure to avoid complications from couplers or interferometers.
We make three measurements: the loss of the entire waveguide, the total fiber-
to-fiber loss below the bandgap, and the total fiber-to-fiber loss above bandgap. For














Figure 5-21: Cut-away view of the variables involved in measuring the active-passive
coupling efficiency.
(ASE from an EDFA) into the waveguide. To measure the total loss of the entire
waveguide, we use a variation of the previously described Hakki-Paoli technique. We
use a second LOFI to couple light from the output of the waveguide into a optical
spectrum analyzer. The advantage of this method over the tunable laser method is
that we can obtain a set of fringes nearly instantaneously. The limiting factor in
this measurement is the resolution of the optical spectrum analyzer. Without a high
enough resolution, the peaks and valleys are not clearly defined and the measurement
of loss will be inaccurate. We used a spectrometer with a resolution of 0.08 nm. The
peaks and valleys of the fringes were comparable to that measured with a resolution
of 0.01 nm. This gives us confidence that our resolution is high enough for an accurate
measurement. We measure the Hakki-Paoli fringes near 1561 nm to obtain a total
waveguide loss of 16.6 dB. Figure 5-22(a) shows the fringe measurements. The curve
on the fringes is due to the curve in the input spectrum at those wavelengths. We
again calculated our reflectivities to be 0.272 and measured the length of the total
device from the fringe spacing to be 0.213 cm. This loss measurement includes the
passive waveguide loss, active-passive coupling loss, and active waveguide loss. We
estimate the length of the active region to be roughly 500 µm. Since we have pre-
viously measured the passive waveguide loss to be 4.1 dB/cm, this means that the
contribution of the passive waveguide to the total loss is about 0.67 dB. Thus, the



























(a)     (b)
Figure 5-22: (a) Fringe measurements of the cleaved waveguide. (b) Input and output
spectrum through the cleaved waveguide. Input spectrum is normalized. Output
spectrum is normalized to 0 loss at 1598 nm.
dB.
Next, we measure the input spectrum and compare it against the output spectrum
(Figure 5-22(b)). We assume that the fiber-waveguide coupling losses and active-
passive coupling losses are independent of wavelength. This may not be accurate
over a wide wavelength range, as shorter wavelengths may result in multi-mode be-
havior and longer wavelengths may experience more loss. However, we perform our
measurement across 100 nm, which is small compared with the 4mum of the wave-
guide. Furthermore, we assume that the active material behaves passively at energies
below the bandgap. Thus, if we subtract out all passive losses at 1598 nm, we will be
left with the additional loss of the active material at energies above the bandgap. We
zero the loss at 1598 nm and subtract the output spectrum from the input spectrum.
The remaining loss should be the additional loss of the active waveguide from absorp-
tion, shown in Figure 5-23. This rough measurement resulted in an active material
loss of 6.5 dB and an active-passive coupling loss of 9.4 dB. The largest source of error
in this measurement is our assumption that the input signal was either absorbed by
the active waveguide or lost in the coupling from passive to active waveguide. The
output LOFI has a spot size which is large enough to collect light from both the
passive and active waveguides. An accurate determination of the passive-to-active
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Figure 5-23: Estimated loss in the active waveguide.
coupling efficiency cannot be made if we are measuring light which did not couple up
into the active waveguide. We note that our measurement of the active material loss is
6.5 dB over 500 µm, which corresponds to a loss of 130 dB/cm. Previously-measured
losses for similar materials are an order of magnitude higher, about 4000 dB/cm [27].
This could suggest that significant light propagates in the passive waveguide and thus
experiences much less loss.
In order to address these issues, we must be able to quantify the loss in the active
material. We must also be able to accurately distinguish between the active and pas-
sive waveguide outputs. The first can be accomplished by fabricating a test structure
which is simply a length of active waveguide. A short length may be necessary such
that losses are low enough for us to measure the output accurately. Then, Hakki-
Paoli measurements can be performed. To accurately distinguish between the optical
outputs of the active and passive waveguides, we require a microscope objective of
at least 100x magnification. This gives us a resolution of roughly 1 µm. Since our
waveguides are each 1 µm in height, this is the minimum resolution at which they can
be distinguished. Ideally, we would like a higher magnification, but such objectives
are extremely difficult to manufacture.
Our preliminary results, however, indicate that there may be a significant coupling
loss between the active and passive waveguides. Investigation revealed that loss in
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an un-pumped active taper could be significant, thus reducing the coupling efficiency.
These simulations were performed by T. Shih and are reproduced in Figure 5-24. A
4 µm wide active waveguide similar to the SOA tested was simulated using an active





Figure 5-24: Simulation of coupling between the active and passive waveguides per-
formed using BeamProp. Figure from T. Shih.
coupling into the active region and ensures that the majority of the measured output
power remains in the passive waveguide. Furthermore, we see that significant loss is
experienced within the taper itself. As a result, we conclude that actively pumping
the taper will be necessary for proper operation of the SOA-MZI device.
5.3.3 Active Device Testing
To test the performance of the active devices, we first test the electrical current
response. To do this, we must form an electric contact with the chip. The back-side
contact is made through the mount of the chip. The top-side p-type contact, however,
must be made through either wire-bonding or using a probe. Our attempts at wire-
bonding reveal a poor mechanical bond between the SOA and the p-type contact.
The force of the wire-bonding mechanism lifts the p-type contact from the surface of
the diode, as shown in Figure 5-25. A better mechanical bond between the alloyed top
contact and the material underneath can be achieved through an alternative contact
material and an additional fabrication step. In the meantime, probing of the device
is sufficient to make an electric connection.
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Figure 5-25: Microscope image of wire bonding attempt on a SOA.
We measure the diode response of the SOAs by measuring the output voltage over
different values of the pumping current. From this diode response, we can measure the
resistance of the diode and the threshold current. In performing this measurement,
we discover that in several cases, the contact pad did not make electrical contact
with the diode. Further investigation revealed that in some cases, the contact pads
separated from the diode contacts, as shown in the SEM photograph taken by T.









Figure 5-26: SEM photograph of a SOA showing a disconnect from the contact pad
and the shrinkage of the BCB. Photograph from T. Shih.
away from the waveguide, revealing an air gap. The rapid thermal anneal for the
contacts in the last step of the fabrication caused the BCB to shrink. This caused
strain in the contact above the diode and the BCB, which in some cases resulted
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in a complete break. In other cases, thin connections remained. There are several
potential solutions to this issue First, a different contact alloy which does not require
as high temperatures could be used to minimize BCB shrinkage. A second option
is to investigate a different planarization material. Third, we can electroplate or
evaporate a much thicker gold contact such that any strain would not cause a complete
disconnection between the diode contact and the contact pad. These options are
currently under investigation by T. Shih.
We focus on diodes which have an electrical contact with the contact pad. (Probing
the active waveguide contact directly is likely to result in damage to the waveguide.)
With these diodes, we discover a maximum current of about 80-100 mA before the
diode failure. Failure in this case meant the destruction of the waveguide such that
no optical light could propagate as well as an electrical failure such that contact with
the diode could no longer be made. We took a microscope photograph of a failed






Figure 5-27: Microscope image of burned-out SOA at 16x magnification.
have caused an uneven distribution of the current to the diode, resulting in an arc
which destroyed the waveguide. Alternatively, high temperatures due to high resis-
tance in the contact may have caused melting and alloying of the active waveguide.
Electromigration can be alleviated with a thicker contact layer. Thermal issues may
be more difficult to solve, given that BCB and InP conduct heat poorly. We choose
to delay a more careful investigation of this effect, as that would have likely led to
many more device failures and we wish to ensure that some devices remain for other
characterization purposes. Instead, we maintain our pumping currents below 50 mA
to provide a margin of safety.
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We next test the V-I characteristics of several SOAs by injecting current and
measuring the voltage across the diode. This allows us to measure the resistance of
the diode and verify proper device operation. We use a four-point measurement to
reduce the effect of probe resistances. Figure 5-28 shows a sample plot of the V-I
characteristic of an SOA. By performing a linear fit to the upper portion of the curve,












Figure 5-28: V-I plot of a SOA, with a linear fit for the resistance.
we find that the resistance of the SOA is 15.3 ohms. This total resistance can be
separated into the junction resistance internal to the SOA and the contact resistance
which describes the resistance between the contact and the diode. The majority of
our measured 15.3 ohm resistance probably arises from the contact resistance due to
the relatively low doping of the top of the diode (about 2x1018 cm−3). This level of
doping, when used with a Ti/Pt/Au contact, results in a specific contact resistance
on the order of 10−4Ωcm2 [28, 29]. The area of the device measured in Figure 5-
28 was 850µm by 1 µm, which would correspond to 1.4x10−4Ωcm2. A high contact
resistance degrades performance of the SOA by increasing localized heating. This
decreases the gain of the device by moving carriers to higher energy levels, thus
decreasing carriers available for stimulated emission. In order to reduce this contact
resistance, we can use a different metalization (Ge/Pd/Zn/Pd) which promises to
achieve contact resistances on the order of 0.1 ohms [30]. An alternative solution is to
dope the InGaAsP film to over 1019 cm−3, which should have a similar effect [31, 32].
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We next investigate the optical response to current injection. We begin with a
measurement of the amplified spontaneous emission using an optical spectrum ana-
lyzer (Figure 5-29). The peak of the ASE spectrum should be near the band edge,
where the number of electrons in the conduction band is the highest. We measure
our ASE peak at 1574 nm.
















Figure 5-29: Spectrum of the amplified spontaneous emission with input current of
42.2 mA.
We also wish to measure the stimulated emission and determine if we can achieve
gain in the device. To do this, we perform a transparency point measurement as






Figure 5-30: Schematic for the transparency point measurement. LOFI stands for
“laser optical fiber interface” and consists of a fiber and a set of lenses to focus light
from the fiber onto a waveguide.
a LOFI. We use a chopper to chop this input signal at a slow frequency of 360 Hz
and measure the change in the voltage across the SOA at that frequency. In the
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absorption regime, photons from the tunable laser are absorbed, causing carriers to
be pumped up into the conduction band. This increases the number of carriers and
the Fermi level of the conduction band, causing an increase in the voltage across the
diode. In the gain regime, photons stimulate emission, removing carriers from the
conduction band. This creates a decrease in the voltage across the diode. We chop
the input light to observe the change in the voltage between the presence and absence
of incident photons. If the presence of photons causes a positive voltage change, the
SOA is in the absorption regime. If the presence of photons causes a negative voltage
change, the SOA is in the gain regime.
The two factors which affect which regime the SOA is in are the energy of the pho-
tons and the pumping current, as shown Figure 5-31 from [33]. Below the bandgap,
Figure 5-31: Diagram of gain and absorption in the SOA over different values of
pumping current and wavelength. Figure from [33].
the photons do not interact with the SOA and thus neither gain nor absorption is
observed. Above the bandgap, photons can experience either gain or absorption de-
pending on the pumping current. Increasing current pumps more electrons into the
conduction band, increasing the energies over which photons can experience gain.
SOA gain increases with increasing current until saturation is reached.
This experiment allows us to accurately determine if we can successfully achieve
internal gain. We measure the change in voltage in our device over several wavelengths
and pumping currents. The wavelength range in our tunable laser limits the range of
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our measurement. Figure 5-32(a) shows the result of our measurement. We see from
this measurement that we do see internal gain. However, we note that the measured
internal gain is small. We compare our measurements to those of an Alcatel SOA [34]
in Figure 5-32(b), which we have previously used to perform ultrafast switching. We
note that both the measured loss and gain are small compared to that in the Alcatel
SOA, suggesting that we have high coupling losses into the active waveguide. This
would result in a smaller voltage response in both directions.
Alcatel SOA
(a)                      (b)
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Figure 5-32: (a) Plot of our SOA loss and gain over various currents and wavelengths.
(b) Plot of loss and gain in an Alcatel SOA over various currents and wavelengths.
We normalize the length of the Alcatel SOA to the length of our SOA.
5.3.4 Conclusions and Future Directions
Our progress thus far in characterizing our SOA-MZI design has shown us that there
are several areas of improvement needed before ultrafast switching can be demon-
strated. First, we need to reduce the coupling losses between the active and passive
waveguides. This can be accomplished by fabricating contacts on top of the tapers
as well as the SOA devices. Second, we need to increase the thickness of the con-
tact to reduce electromigration issues and allow us to inject more current into the
device and achieve more population inversion. This should give us higher gains and
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nonlinearities, both of which are beneficial to ultrafast switches. Finally, we need to
reduce the contact resistance between the contact and the diode in order to reduce
local heating and power consumption. Better mechanical bonding between the con-
tact and the chip as well as larger contact pads will also be useful for simplifying the
testing apparatus. Furthermore, the addition of a simple active waveguide will allow
us to separately characterize the loss in the active material. Currently, T. Shih has
implemented many of these suggestions and is in the process of fabricating the next
set of chips for testing.
5.4 Future of Integrated Photonics
In this chapter, we have described progress in our on-going collaboration with the
Integrated Photonic Materials and Devices Group at MIT to design, fabricate, and
test our own SOA-MZI devices. This will allow us to experiment with optimization of
SOA devices for ultrafast switching and to eventually develop integrated multi-gate
devices for optical logic demonstrations.
Integration of optical devices is critical for reducing costs of optical networks as
bandwidth demands increase. Ideally, electronic and optical devices will be integrated
on the same chips, which can decrease the cost of optical-electronic-optical conversions
and allow us to use the strengths of each technology easily. The difficulty lies in the
fundamentally passive nature of silicon at optical wavelengths, which were optimized
for low-loss fiber transmission. Hybrid techniques tend to result in higher costs due to
alignment and complex fabrication processes. As a result, much research is currently
focused on developing active silicon optical devices as well as in methods for lowering
hybrid integration costs.
Ultimately, we need to develop a low-cost, standardized monolithic platform which
can easily be used for any combination of integrated optical devices such as filters,
isolators, amplifiers, lasers, and photodetectors. One major challenge to this is the
difficulty of integrating devices which have fundamentally different requirements. Fur-
thermore, the complexity of optical devices means that device yields remain low com-
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pared with electronic fabrication. Finally, another major challenge is in maintaining
a low power density. Power densities in electronic devices are already reaching the
threshold of thermal cooling abilities and are currently a limiting factor in further
miniaturization [1, 2]. For good performance in optical logic gates, high bias currents
are often required. Such powers will need to be brought down before optical logic
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We have described the use of optical signal processing for routing and regeneration in
data networks. As bandwidth demands continue to increase, networks must provide
higher capacities at lower costs. With the electronic techniques currently used in
data networks, these requirements are becoming increasingly difficult to meet due
to cost, power consumption, and size/weight limitations. The relatively slow speed
of electronic switching (10 Gb/s) forces a parallel architecture which significantly
increases cost, power consumption, and size. Optical/electronic converters are also
required at every step, further increasing costs and power consumption.
Electronic processing is very effective at parallel processing, random access mem-
ory, and complex computing requiring millions of logic gates. However, many func-
tions in data networks do not require the unique advantages of electronic process-
ing and may benefit from the unique advantages of optical processing techniques.
These advantages include: ultrafast switching (100 Gb/s and higher), power con-
sumption which scales well with increasing bit rates, elimination of O/E/O converters,
wavelength-flexibility, and transparency to bit-rate and modulation format.
In this thesis, we investigated how optical signal processing techniques can supple-
ment electronic methods in data networks. We described some of the challenges we
need to meet with all-optical signal processing techniques. For practical implementa-
tion in real-world networks, these optical gates must have a small footprint, ultra-low
power consumption, and competitive costs with electronic methods. Furthermore,
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these optical gates must be simple to operate and optimize. Finally, multi-gate,
cascaded operation must be demonstrated to expand the functionality of all-optical
techniques.
We began by investigating the use of optical processing in routers, which need to
perform header processing, routing, forwarding, and contention resolution. Optical
signal processing can be used to eliminate the majority of the optical-electronic con-
versions and provide a transparent payload path by replacing the electronic switch
matrices with optical or electro-optical switch matrices. In this case, header process-
ing can be accomplished either electronically, to take advantage of electronic memory
for storing routing tables, or optically, to reduce the processing latency. In the former
case, the main challenge lies in providing long buffers for buffering optical packets
while the headers are processed. In the latter case, slow routing table lookups are
pushed to label edge routers and each core router only needs to process a short
label. However, for either solution, contention resolution remains a challenge for
optical techniques. In this thesis, we demonstrated the capability of all-optical tech-
niques for performing header processing for two incoming 40-Gb/s packet streams.
By demonstrating accurate forwarding using only two optical logic gates, we show
that all-optical processing is capable of scalable routing functionality at ultra-fast
rates.
To take full advantage of the potential for low-latency header processing, and to
provide a practical implementation for real-world networks, integrated gates must
be designed, optimized, and demonstrated. We chose to focus on SOA-based logic
gates for their strong nonlinearity, versatility, and ease of integration. The SOA-MZI
design has been demonstrated to operate in a variety of configurations and provide
ultrafast AND, INVERT, and XOR functionality. Conceptually, it is identical to the
UNI, which has been further demonstrated as a NOR, and XOR gate. We developed
a method to quickly optimize operation of the SOA-MZI gate and demonstrated its
effectiveness in using the SOA-MZI as a wavelength converter.
With this tool, we investigated the use of optical signal processing in regener-
ation. As channel bit rates increase to alleviate bandwidth demands, regenerator
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reach decreases due to added sensitivity to interference, dispersion, and nonlinear-
ities. Alternative modulation formats can extend regenerator reach, while optical
switching can potentially reduce regenerator costs by eliminating O/E/O conversions
and reducing the need for parallel processing by providing ultrafast switching capa-
ble of operating at channel bit rates. For all-optical regeneration to compete with
electronic techniques, optical logic gate installation and operating costs must be re-
duced. In this thesis, we addressed the need for scalable, ultrafast regeneration by
demonstrating the use of a simple all-optical regenerator consisting only of a single
SOA-MZI and an additional SOA as wavelength converter with operation at 10 Gb/s
line rates.
Ultimately, an effective monolithic platform for integrating optical processing com-
ponents will be required to fully realize a low-cost and scalable optical processing
solutions. We focused on InP-based fabrication and described our progress in design-
ing and fabricating a low-loss, multi-gate design in collaboration with the Integrated
Photonic Materials and Devices group at MIT. We characterized the waveguide loss,
active-passive coupling efficiencies, active waveguide performance, and provided rec-
ommendations for the next generation of fabricated devices.
6.1 Future Research Directions
Much work remains to be done before optical signal processing can be effective for
supplementing electronic techniques in future data networks. First, there remain sev-
eral critical functions which need to be developed before optical packet switching can
become a reality. Furthermore, routers continue to come under pressure to provide
more services, which means that optical techniques must supplement electronic capa-
bilities or enable similar functionality. In addition, improvements in the performance
of optical gates themselves are required, including improving the speed and power
consumption of individual gates. Finally, as mentioned in Chapter 5, a cohesive




Several critical functions must still be demonstrated in a practical manner before
optical packet switching can become a reality. First of all, as mentioned earlier, a
compelling approach for contention resolution has yet to be fully realized. Opti-
cal buffering would require simple electronic or optical control logic, sufficient buffer
depth, and effective performance for increasing throughput on a network level. Since
buffering needs to occur at each input or output port on the router, a single buffer
would ideally be a low-cost and integrated device. The largest challenge to optical
buffering is in the long lengths required for storage due to fast propagation speeds.
This results in distortions and loss which must both be compensated for. One exam-
ple which uses a recirculating buffer is presented by J. Yang et al. [1]. An alternative
approach focuses on avoiding contention by deflecting packets into an unused wave-
length [2]. This has implications for packet routing which have yet to be addressed.
An alternative approach is to investigate hybrid strategies in which simple optical
logic is used to detect contention but contending packets are stored in the electrical
domain. For low levels of contention, this can still provide speed improvements to
routers. One such approach was taken by Takahashi et al. [3].
Another key technology required is tunable delay lines, which are needed to pro-
vide synchronization on both packet and bit time scales. These delay lines need to be
tunable over many nanoseconds, to provide packet-level synchronization, or hundreds
of picoseconds, to provide bit-level synchronization. Furthermore, we require low
losses, fast tuning times, and either electrical or optical control. Currently, control-
lable delay lines are implemented through mechanically moving mirrors to increase
propagation distances through free space or by stretching fiber. Thermal effects can
also be used to change the length or index of refraction of a material, but generally do
not provide a significantly large delay. Discrete-tunable delays can also be achieved
by using a switch over different lengths of fiber, or via a tunable wavelength conver-
sion followed by a wavelength-dependent propagation time. Integration of a variable
delay will also be necessary to lower costs and decrease footprint.
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Finally, we also need to demonstrate clock recovery for regeneration. Integration
of a Fabry-Perot clock-recovery filter along with the SOA-MZI used for regeneration
will make for a compelling and compact 3R regenerator.
In addition to pressure to significantly increase capacity, networks also come un-
der pressure to provide more services to satisfy the increasingly diverse customer
base. Network management also becomes increasingly complex as networks grow and
become more interconnected. Optical techniques must either supplement these new
demands or provide similar functionality. This requires more research into both in-
creasing the functionality of optical processing techniques as well as research into
better methods of integrating optical techniques with existing electronic capabilities.
The availability of stable, integrated optical logic gates may aid in demonstrating
more complex processing than can be achieved by 1-3 logic gates. One example
of this is the relatively recent rise of Quality of Service (QoS) functionality. With
increasing video traffic, this will become more of a priority, since it introduces signif-
icantly different requirements for different types of video traffic. For instance, delays
on the order of seconds are very costly for live video traffic but largely inconsequential
for email traffic. Thus, routers need to distinguish between types of traffic in order
to optimize network performance. Optical signal processing techniques have yet to
address this question. Simple optical header processing logic could potentially be
used to determine packet priorities and affect routing behavior.
6.1.2 Improving Switch Operation
Research is still required for improving the operation of a single optical switch. The
key requirements for optical switches are ultrafast and low-power performance. As
described in Chapter 3, the fundamental limitation for SOA switching is simply the
carrier recovery time of the switch. Quantum dot SOAs have been measured with
carrier recovery times on the order of 15 ps [4, 5], which suggests their potential for
ultrafast switching. Fabrication of quantum dots, however, is complex and provides
low yields. Another possibility involves highly nonlinear fiber such as bismuth oxide
glass [6] or chalcogenide glass [7, 8]. These doped glasses are passive, and rely only
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on a nearly-instantaneous χ(3) effect. Thus, switching times can be extremely fast.
The challenge here is to provide a strong enough nonlinearity such that very short
lengths and low powers can be used. These high nonlinearities often coexist with
large dispersion, which makes it difficult to maintain undistorted pulses in the fiber.
Furthermore, alignment and splicing of sections of bismuth oxide or chalcogenide
glass is difficult. Potentially, these doped fibers can be integrated into a silica-on-
silicon integration platform, though that has yet to be investigated in depth. Finally,
photonic crystals offer another option for creating highly nonlinear materials with
ultrafast recovery times through achieving very slow group velocities, which allows
for increased phase shifts [9]. Fabrication and integration of photonic crystal devices
remains a challenge, however.
As power dissipation and consumption are becoming major limitations for elec-
tronic routing and regeneration, research on ultra-low power switches will also be
necessary. For SOA-based logic, this means reducing waveguide losses and increasing
coupling efficiencies. Furthermore, more efficient carrier pumping methods can be
researched to create lower-power SOA biases. Passive switching devices which do not
require electronic biasing may provide a better solution. Both nonlinear doped glasses
and photonic crystals are possibilities. Relatively high conversion efficiencies in four
wave mixing have been achieved in passive InP-based waveguides [10] and may offer
a solution. To compensate for loss in these passive switches, we will require highly
efficient linear amplification as well. Ideally, such amplifiers will be integrated and
capable of amplification over multiple wavelengths.
6.1.3 Integration Platform
As discussed briefly in Chapter 5, we ultimately wish to develop a low-cost, standard-
ized monolithic platform which can be used for any combination of optical devices
including fixed and tunable filters, modulators, isolators, fixed and tunable delay lines,
amplifiers, lasers (both tunable and fixed), and photodetectors. Filters are required
to manage noise in the optical chip as well as for copropagating SOA-MZI operation.
Tunable filters can be used to select different wavelengths for a more flexible network
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architecture. Modulators are needed to modulate a data pattern onto the optical
pulse train. Isolators can reduce the impact of reflections and noise from backward-
propagating waves in a multi-gate logic chip. Delay lines will be necessary to time
the signal and control pulses into the optical logic switch. Tunable delay lines are
necessary for synchronization of data packets and bits. Amplification is required to
compensate for the inevitable losses in the chip. Lasers are required to generate op-
tical packets, and photodetectors are required to eventually convert the optical data
into the electronic domain.
Much work in this direction has already been accomplished. However, there is
not yet a single cohesive platform where all these different functionalities have been
demonstrated. Some researchers have focused on developing the field of silicon optics,
aiming for a monolithic platform in silicon which can be easily integrated with CMOS
technologies for electronic circuitry. This approach can also allow us to significantly
reduce the cost of O/E/O conversions, and thus more easily use optical and electronic
techniques for their respective strengths. Effective static and tunable filters, passive
couplers and waveguides, and modulators have all been designed and demonstrated
on a silicon photonics platform [11, 12]. Fixed delay lines using a resonant ring design
have also been demonstrated [13]. However, lasers and amplifiers remain a challenge
due to the indirect bandgap of silicon. Thus far, active amplification and lasing in
silicon largely relies on optical pumping using Raman amplification, an inefficient
process [14, 15, 16]. If this challenge can be overcome, silicon would clearly be the
most effective platform for photonic integration.
An alternative focus has been on using an InP-based platform, which is very
effective for active devices but more lossy than silicon. InP fabrication also tends to
produce lower yields and is a less mature process. This also ensures a different process
from electronic circuitry. However, due to the lack of a efficient silicon laser, InP is
currently the most feasible platform for monolithic integration of photonic devices.
Integration of diode lasers and photodetectors with amplifiers and modulators has
been achieved commercially by Infinera [17], thus significantly reducing the cost of
O/E/O conversion. Passive devices such as filters have been fabricated by either
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etching air gaps to create Fabry-Perot filters [18] or fabricating ring resonators with
SOAs to compensate for losses [19]. The major challenge for InP-based integration is
in reducing losses and increasing yields.
There are still a few critical devices which have not yet been successfully inte-
grated. Isolators, for instance, remain discrete devices due to the difficulty of creat-
ing a Faraday rotator to create non-reciprocal polarization rotation in either InP or
silicon. Current research in integrated isolators has largely focused on incompatible
materials such as YIG. One potential solution has been proposed by Guo et al. [20]
and involves using magnetically doped semiconductors to achieve this polarization
rotation. Fixed and tunable delay lines also remain difficult to integrate due to the
need for long lengths and the means to significantly and quickly change the lengths
or the index of refraction in the material. For packet-level synchronization, delays
must be able to tune over nanosecond scales. Bit-level synchronization has less strict
requirements, requiring only picosecond-scale tuning. Much attention has recently
been paid towards slow light experiments, which uses the resonance of a material to
allow us to change the index of refraction significantly and induce a large delay. Thus
far, however, the delays induced require significant experimental apparatus and do
not extend much further than a pulsewidth.
6.2 Conclusion
Ultimately, the need for capacity at low costs will means that we must adopt alterna-
tive technologies. Optical signal processing remains a promising path for development.
With this thesis, we have demonstrated significant progress in the implementation of
all-optical signal processing for data networks. In this concluding chapter, we pro-
vided a brief overview of the interesting research issues still remaining in this field for
the benefit of future researchers.
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Appendix A
Dynamic Bias Scan Data
For those unable to access the multimedia content of this thesis, we present here all
the frames of Figure 3-28 from Chapter 3. This set of figures illustrates the effect
of the control pulse power on the interferometer bias of the SOA-MZI gate at every
signal-control delay. In each frame, (a) shows the interferometer bias scan at the
signal delay as labeled. (b) shows the relative position of the signal and control
pulses, where the signal pulse is shown in blue and the control pulse is shown in
red. (c) shows the corresponding switching window measurement at point “X” on the
interferometer bias scan.

















































































.] (b) Control-Signal Pulse Positions
(b) Control-Signal Pulse Positions
Figure A-1: Frames corresponding to a signal delay of -30 ps and -20 ps.
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.](b) Control-Signal Pulse Positions
(b) Control-Signal Pulse Positions
Figure A-2: Frames corresponding to a signal delay of -10 ps and 0 ps.

















































































.](b) Control-Signal Pulse Positions
(b) Control-Signal Pulse Positions
Figure A-3: Frames corresponding to a signal delay of 5 ps and 10.1 ps









































































.] (b) Control-Signal Pulse Positions
(b) Control-Signal 
Pulse Positions
Figure A-4: Frames corresponding to a signal delay of 15 ps and 20.1 ps
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Figure A-5: Frames corresponding to a signal delay of 30 ps and 40 ps









































































.] (b) Control-SignalPulse Positions
(b) Control-Signal
Pulse Positions
Figure A-6: Frames corresponding to a signal delay of 50 ps and 60 ps




































.] (b) Control-SignalPulse Positions





We include here the layer structure of the asymmetric twin waveguide design for the
SOA-MZI logic gate in Chapter 5. Figure B shows the cross-section of the passive















Figure B-1: Cross-section of the SOA-MZI layers.
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