An elastic or electrical inclusion, inserted in a homogeneous background, induces a perturbation in the background potential. This perturbation admits a multipole expansion, whose coefficients are the so-called generalized polarization tensors (GPTs). GPTs can be obtained from the exterior measurements. As a modification of GPTs, we recently introduced the Faber polynomial polarization tensors (FPTs) in two dimensions [17] . In this study, we employ the concept of FPTs and design two novel analytical approaches for the shape recovery of a conductivity inclusion from far-field measurements. First, we present an analytic formula that successfully restores an inclusion with extreme or near-extreme conductivity. In order to derive the formula, we use a relation between FPTs and the exterior conformal mapping associated with the inclusion. Second, assuming the inclusion is a small perturbation with respect to its equivalent ellipse, we derive an asymptotic expression for the shape of the inclusion. Numerical experiments demonstrate the validity of the proposed analytical approaches.
Introduction
We consider the imaging problem of an elastic or electrical inclusion in two dimensions. Let Ω be a simply connected domain containing the origin with C 1,α boundary, for some α > 0. We assume that the background R 2 \ Ω and the inclusion Ω have constant isotropic conductivities 1 and σ, respectively, with 0 < σ = 1 < ∞. We consider the conductivity transmission problem where H is a given entire harmonic function, ν is the outward unit normal vector on ∂Ω, and the symbols + and − indicate the limit from the exterior and interior of Ω, respectively. The inclusion Ω induces a change in the background potential. This perturbation, u − H, admits a multipole expansion, whose coefficients are the so-called generalized polarization tensors (GPTs). As a modification of GPTs, we recently introduced Faber polynomial polarization tensors (FPTs) based on geometric function theory [17] . In this study, we employ the concept of FPTs and design two novel analytical approaches to obtain the shape of an inclusion from the far-field measurements.
GPTs are complex-valued tensors which generalize the classical polarization tensors [39] and have also been the fundamental building blocks of problems in imaging [5] . One can acquire GPTs from the multi-static measurements [7] . The uniqueness of the inverse problem of determining inclusions from GPTs is known [6] . Given that the inclusion is a small perturbation of a disk, the shape perturbation has an asymptotic expression in terms of GPTs [10] . For an inclusion of a general shape, one can find an equivalent ellipse with the same first-order GPTs. Using higher-order GPTs, iterative optimization approaches were developed to capture shape details [5, 11, 12, 34] . Non-iterative methods for shape recovery are also studied in [36, 37] .
The conductivity transmission problem (1.1) admits a complex formulation, which has been a powerful technique for recovering the shape of an elastic or electric inclusion from the exterior measurements [2, 7, 16, 32] . From the Riemann mapping theorem, there exist a function that conformally maps a region outside a circular disk to the region outside the simply connected inclusion. If the inclusion is insulating, the flux of the potential function is zero on its boundary. In other words, the multipole expansion function admits an extension up to the boundary of the inclusion on which the flux is prescribed. By combining this extension property for the conductivity transmission problem, one can directly recover the exterior conformal mapping that contains the shape information of the inclusion. Analytic expressions for the conformal mapping coefficients by GPTs were obtained in [16, 32] . One can expect a similar result for a perfectly conducting case by considering a harmonic conjugate of u. It is then natural to ask whether we can generalize the analytical expression for the shape information of an inclusion with arbitrary conductivity. The boundary condition of u is not currently assigned explicitly to a prescribed value. Hence, the approach used in [16, 32] is not applicable to an inclusion with arbitrary conductivity and it is also challenging to find an explicit expression of the conformal mapping in terms of GPTs. The purpose of this study is to give solutions to this problem and design a non-iterative reconstruction method to recover the shape of the inclusion.
We employ the concept of Faber polynomials and FPTs as the main tools in this study. Faber polynomials were first introduced by G. Faber [25] and have been successfully applied in various areas including numerical approximation [20, 22] , interpolation theory [18, 19] and material science [27, 38] . For any region in the complex plane, Faber polynomials are defined in association with the exterior conformal mapping (see section 4.2), and they form a basis for analytic functions [21] . Recently, a series solution method for the two-dimensional conductivity transmission problem was developed using Faber polynomials [30, 31] , and the concept of FPTs was applied in constructing multi-layered neutral inclusions [17] .
As the main results, we design two novel analytical non-iterative approaches for the shape recovery of an inclusion with arbitrary conductivity. Specifically, the contributions of this study are as follows:
(i) From GPTs, we derive an explicit formula for the coefficients of exterior conformal mapping. This allows us to reconstruct the shape of an inclusion with extreme or near-extreme conductivity. For details, see Theorem 5.2 in section 5.
(ii) We provide an explicit formula that approximates the shape of an inclusion with arbitrary conductivity. It significantly improves the approach in [10] , where the target shape was considered as the perturbation of a disk. As an alternative to the perturbed disk, we regard an inclusion as a perturbation of its equivalent ellipse. For details, see Theorem 6.1 in section 6.2.
The remainder of this paper is organized as follows. Section 2 describes layer potentials and the definition and properties of GPTs, and also reviews shape derivative approach using GPTs. Section 3 is devoted to the concept of FPTs and construction of matrix formulation for the transmission problem. An extremal inclusion recovery and a perturbed ellipse recovery for an inclusion with arbitrary conductivity are provided in section 4 and section 5, respectively. Numerical results are presented in section 6. The paper ends with conclusion in section 7.
Generalized polarization tensors (GPTs)
In this section, we review the boundary integral formulation for the conductivity transmission problem and describe the definition and some essential properties of GPTs and FPTs.
Layer potential technique
For a density function, ϕ ∈ L 2 (∂Ω), we define the single and double layer potential associated with ∂Ω as
They satisfy the jump relations [43] :
and its L 2 -adjoint
The symbol p.v. means the Cauchy principal value. We call K ∂Ω and K * ∂Ω the Neumann-Poincaré (NP) operators associated with Ω.
One can express the solution to (1.1) as
where the density function is given by
.
The operator λI − K * ∂Ω is invertible on L 2 0 (∂Ω) for |λ| ≥ 1/2 [23, 24, 33, 43] . We refer [7] for more properties on the NP operator and [28, 29] for the numerical method to solve the integral equation: (2.2).
GPTs
We identify x = (x 1 , x 2 ) ∈ R 2 with z = x 1 + ix 2 ∈ C. We define the (complex contracted) GPTs as follows (see [4] ).
Definition 1 (GPTs). Let P n (z) = z n for each n ∈ N. For m, k ∈ N, we define
If not specified otherwise, we set λ = σ+1 2(σ−1) . For a real-valued harmonic function H, it satisfies
for some complex coefficients, α m . One can then derive from (2.1) and the definition of GPTs that the solution to (1.1) admits the multipole expansion (see [4] )
Hence, GPTs quantitatively express the perturbation of the potential function owing to the existence of the inclusion. As the following theorem asserts, the full information of GPTs uniquely determines the geometry and conductivity of the inclusion. Let Ω 1 and Ω 2 be inclusions with conductivities σ 1 and σ 2 , respectively. Set λ 1 = σ 1 +1 2(σ 1 −1) and λ 2 = σ 2 +1 2(σ 2 −1) . If they have the same GPTs, i.e., N (j)
mk (Ω 2 , λ 2 ) for all m, k ∈ N, j = 1, 2, then Ω 1 = Ω 2 and σ 1 = σ 2 .
GPTs satisfy the symmetric properties (see [4, Proposition 11.2] ): (1) is symmetric and N (2) is Hermitian. In other words,
for all m, k = 1, 2, · · · .
It is worth mentioning that the concept of GPTs has also been used in a variety of interesting contexts, such as invisible cloaking [9, 17] and plasmonic resonance [3, 26] . Furthermore, a recent series of studies reported the super-resolution of a nanoscale object that overcomes diffraction limits using GPTs [2, 13] .
Shape derivative of GPTs
This section is devoted to review the shape derivative of GPTs. Let us assume Ω has a C 1,α boundary and is a small perturbation of Ω 0 given by
with a real-valued function f ∈ C 1 (∂Ω 0 ). Here, ν 0 denotes the unit normal vector of ∂Ω 0 . For a multi-index α = (α 1 , α 2 ), we set x α = x α 1 1 x α 2 2 for x = (x 1 , x 2 ). To state the shape derivative of GPTs, we define
. Let a α and b β be two multi-index sequences such that H = α a α x α and F = β b β x β are harmonic polynomials. We have
where λ = σ+1 2(σ−1) and u and v are solutions to
The integral formula in Theorem 3.1 provides sufficient information for the shape perturbation function as shown in [10] . If Ω 0 is a disk, D, centered at a 0 with the radius γ d > 0, we can define the value of γ d satisfying
11 (D, λ), we define
(3.4)
The solutions u and v corresponding to the harmonic functions H(z) = z m and F (z) = z n for
Then we obtain the following theorem by substituting (3.5) and (3.6) into Lemma 3.1.
Theorem 3.2 (Perturbed Disk Recovery [10] ). Suppose D is a disk centered at the origin with radius γ d > 0.
Let Ω be a small perturbation of D in the form of (3.1). For each m, n ≥ 1,
where f k denotes the Fourier coefficient of the perturbation function f , i.e.,
Faber polynomial polarization tensors (FPTs) and matrix formulation for the transmission problem
As stated earlier, Ω is assumed to be a simply connected planar domain. According to the Riemann mapping theorem, there uniquely exist a positive number γ and a conformal mapping Ψ from {w ∈ C : |w| > γ} onto C \ Ω satisfying Ψ(∞) = ∞ and Ψ (∞) = 1. This mapping admits a Laurent series expansion
with some complex coefficients a 0 , a 1 , a 2 , . . . ; see [40, Chapter 1.2] for the derivation. Note that ∂Ω can be specified by the image of {z ∈ C : |w| = γ} under Ψ.
Faber polynomials and Grunsky coefficients
The exterior conformal mapping, Ψ, defines a sequence of the so-called Faber polynomials {F m } ∞ m=1 via the relation (see [21, 25] )
For each m, F m is a monic polynomial of degree m uniquely determined by a 0 , a 1 , . . . , a m−1 via the recursive relation
For example, the first three Faber polynomials are:
An essential property of the Faber polynomial, F m (Ψ(w)) has a single positive-order term w m . In other words, it satisfies
The quantities c mk are called the Grunsky coefficients. For all m, k ∈ N, they satisfy
and can be uniquely determined by Ψ via the recursion relation
For example, it holds that c 11 = a 1 , c 12 = a 2 , c 13 = a 3 ,
for all complex sequences (x m ). The equality holds if and only if Ω has measure zero. See [21] for the derivation and further details. We can symmetrize the Grunsky coefficients by defining
From (4.4), it holds that g mk = g km for all m, k ≥ 1.
Now, we set two semi-infinite matrices
The matrix G is symmetric because of (4.6). One can easily show that G satisfies
where γ ±N and N ± 1 2 are diagonal matrices with (n, n)-entries: each taking the form, γ ±n and n ± 1 2 , respectively. In other words,
We also set I to be the semi-infinite identity matrix and γ ±2N the diagonal matrix with (n, n)entries: taking the form γ ±2n . We can interpret the matrix G as the linear operator G : l 2 (C) → l 2 (C) given by
The inequality (4.5) and the symmetricity of G implies
In fact, the above inequality is strict. A quasiconformal curve (or quasicircle) is the image of the unit circle under a quasi-conformal mapping of the complex plane. It is known, by Ahlfors [1] in 1963, that a closed Jordan curve Γ ⊂ C is a quasiconformal curve if and only if there exists a finite number, K such that
where Γ 1 and Γ 2 are two arcs of which Γ \ {z 1 , z 2 } consists and diam(L) denotes the diameter of any curve L, i.e.,
Hence, a Lipschitz curve is quasiconformal. According to [41, Theorems 9.12-13], it holds that G l 2 →l 2 ≤ κ for some κ ∈ [0, 1) if and only if ∂Ω is quasiconformal. We recommend [1, 14, 35, 42] for more properties between the quasiconformality and the Grunsky coefficients. Therefore, we have the following:
Lemma 4.1. The operator G given by (4.9) satisfies G < 1.
As will be shown in section 4.3, the operator 4λ 2 I − γ −2N Cγ −2N C is related with the transmission problem (1.1). The following lemma shows its invertibility.
C is invertible in the sense of the linear operator on l 2 (C) and each entry of its inverse is bounded independently of λ.
Proof. The diagonal matrices: γ ±N and N ± 1 2 are invertible. It is straightforward to see from (4.7) that
and hence, 4λ 2 I − GG is invertible. Using (4.12), |λ| ≥ 1 2 , and the geometric series expansion for 4λ 2 I − GG, we estimate
Since the operator norm is larger than each entry in a matrix, we have the uniform boundedness for each entry of the inverse matrix:
From (4.11), it holds that
The right side is independent of λ. 
FPTs
The Faber polynomials corresponding to Ω form a basis for analytic functions in a region containing Ω [21] . One can easily deduce that z m are the Faber polynomials corresponding to a disk centered at the origin. Following [17] , we define the Faber polynomial polarization tensors by replacing z n with F n in (2.3) and (2.4).
Definition 2 (FPTs). For each n ∈ N, we denote the Faber polynomials corresponding to Ω by F n (z). For m, k ∈ N, we define
If not specified otherwise, we set λ = σ+1 2(σ−1) . The background potential H, which is real-valued and harmonic, satisfies
for some complex coefficients β m . The solution u corresponding to H then admits an expansion in terms of FPTs and Ψ (see [17] for the derivation): for z = Ψ(w) ∈ C \ Ω, it holds that
We call it the geometric multipole expansion of u. We would like to highlight that it is defined in the entire exterior region C \ Ω while the classical multipole expansion (2.6) is defined only for some sufficiently large z.
Recall that F m is uniquely determined by a 0 , a 1 , . . . , a m−1 . From the definition of GPTs and FPTs, we have the following: p mn z n . The coefficients {p m1 , p m2 , · · · , p mm } depend only on {a 0 , a 1 , · · · , a m−1 }, and it holds that
nl .
For example, we obtain the following formula whenever k = 1:
and we get the low-ordered FPTs by applying (4.16):
11 .
(4.17)
Moreover, we have the following FPTs by taking m = k = 2 on Lemma 4.3.
11 . with ρ 0 = ln γ. Note that ∂Ψ ∂ρ = ∂Ψ ∂θ . We denote the scale factor as h(ρ, θ) = ∂Ψ ∂ρ .
In terms of (ρ, θ)-coordinates, the elementary arc length for z ∈ ∂Ω is Let Ω be a simply connected planar domain with C 1,α boundary (α > 0). For each m ∈ N, the single-layer potential associated with Ω satisfies
Furthermore, K ∂Ω and K * ∂Ω admit the series expansion:
The solutions u and v to (3.2) and (3.3) with H(z) = F m (z) and F (z) = F n (z), respectively, satisfies the following [30] : for z ∈ Ω,
The single-and double-layer potentials on the right sides can be expressed in series form:
Lemma 4.5 ([17] ). For each m, it holds that
where the semi-infinite matrices A = [a mk ] ∞ m,k=1 and B = [b mk ] ∞ m,k=1 are given by
FPTs can be explicitly expressed in terms of λ, γ, and the Grunsky coefficients as follows: 
Here, δ mk is the Kronecker delta function.
The Grunsky coefficients have an explicit form whenever Ω is an ellipse:
Then we obtain the following corollary.
Corollary 4.7.
Let Ω be an ellipse, say E. Then FPTs are diagonal matrices with
Extremal inclusion recovery
Using FPTs, we now recover the shape of inclusion by assuming that the inclusion has extreme or near-extreme conductivity.
Theorem 5.1.
Let Ω be a simply connected planar domain with C 1,α boundary. Assume that Ω is either insulating or perfectly conducting, i.e., λ = ± 1 2 . Then the coefficients of the exterior conformal mapping corresponding Ω satisfy
Here, {p m1 , p m2 , · · · , p mm } denote the coefficients of the Faber polynomials as in Lemma 4.3. Each a m is uniquely determined by N We also have 1 4 − λ 2 = 0 from the assumption. Therefore from Theorem 4.6:
m1 (Ω, λ) = 4πc m1 , m ≥ 1. Hence, we have the following results:
21 (Ω, λ) 2N where we used Lemma 2.2 for deriving a 0 . For m = 1, p 11 = 1. For m ≥ 2, by the formula (4.16), {p m1 , p m2 , · · · , p mm } can be uniquely determined by {a 0 , a 1 , · · · , a m−2 }. 2
For an insulating inclusion, a recursive relation similar to Theorem 5.1 was previously derived from [16] . In this study, we also consider the exact relation for the perfectly conducting case as well as the perfectly insulating case. Also, we would like to emphasize that the formulas in Theorem 5.1 are much simpler than those in [16] .
Let Ω be a simply connected planar domain with C 1,α boundary. Assume that Ω is an inclusion with near-extreme conductivity, i.e., |λ| 1 2 . Then, the coefficients of the conformal mapping associated with Ω satisfy
Proof. From (4.16) and (4.17), we obtain We also have from Theorem 4.6 that
Hence, we have the following results:
, hence, we obtain the formulas as desired. 2
Perturbed ellipse recovery
We provide an explicit formula that approximates the shape of an inclusion with arbitrary conductivity. We apply the shape derivatives of GPTs obtained in [11] as well as the series solution for the transmission problem in section 4.3. It significantly improves Theorem 3.2 studied in [10] , where the target shape was considered as a perturbation of a disk. The following theorem is the main result in this section. We regard an inclusion as a perturbation of its equivalent ellipse. This theorem provides an analytic reconstruction formula for the shape perturbation function, f . We will prove the theorem at the end of this section. mn } 1≤m,n≤Ord, j=1,2 are known for some Ord ∈ N. The boundary of Ω can be approximated as the following curve in the complex plane:
where { f k } k≥0 are Fourier coefficients that will be explicitly computed in Theorem 6.3.
Equivalent ellipse
For an inclusion of a general shape, we can find an equivalent ellipse that has the same firstorder GPTs as shown in [8, 15] . The equivalent ellipse provides a good initial guess for the optimization procedure [11] . In the following, we derive an expression formula for an equivalent ellipse by employing the concept of FPTs. An ellipse, say E, has the exterior conformal mapping:
Ψ E (w) = w + e 0 + e 1 w for |w| > γ e (6.1) with some complex coefficients, e 0 , e 1 , and γ > 0. The Faber polynomials corresponding to an ellipse derived in [31] are
and they satisfy
In other words, the Grunsky coefficients are
where δ mk denotes the Kronecker delta. Hence, by applying Corollary 4.7, we have
It then holds from (4.17) that
21 (E, λ) = 0 (6.5)
We also obtain from Theorem 4.6 and (4.17) that
We can derive the following lemma using (6.5)-(6.7) to express γ e , e 0 and e 1 in terms of GPTs, and the symmetric properties of GPTs in (2.7). Lemma 6.2 (Equivalent ellipse). Assume σ is known. Let E be the ellipse whose exterior conformal mapping is given by (6.1) with 
21 (Ω, λ).
As an example of Lemma 4.5, if we restrict Ω as an ellipse E, substitute γ into γ e , and also substitute the Grunsky coefficients, c mk = δ mk e m 1 , to get
2γ 2m e ψ m ,
We then obtain the solutions for (4.22) and (4.23) with z ∈ E [30] :
2γ 2n e F n [E](z) . (6.10)
Analytic shape recovery
From the discussion in the previous section, we can find an equivalent ellipse E from GPTs. We regard an inclusion Ω as a perturbation of its equivalent ellipse E, i.e.,
for some real-valued C 1,α function f E . We set Ψ E (w), the conformal map associated with E, as in (6.1). We then set (ρ, θ) as the associated curvilinear orthogonal coordinates and h(ρ, θ) as the corresponding scale factor. We denote the Faber polynomials corresponding to E by F m [E](z), see (6.2). Our goal is to reconstruct ∂Ω (or f E ) from GPTs. For that purpose, we consider the periodic, real-valued function:
and its Fourier series:
Recall that GPTs are defined in terms of the solutions to the transmission problem associated with z n (which are the Faber polynomials corresponding to a disk). We now modify GPTs by employing the Faber polynomials corresponding to the equivalent ellipse. In other words, we define
It is straightforward to see that E
mn (E, λ). From (6.4),
The main idea to reconstruct f E (orf k ) is to apply the optimization approach described in section 3 in an analytical way. Unlike Theorem 3.2, in which the difference of GPTs was used in the shape reconstruction, we now consider the difference of the modified GPTs. More precisely, we set ∆ (j) mn := E (j) mn (Ω, λ) − E (j) mn (E, λ).
As we can find the equivalent ellipse from GPTs (Lemma 6.2), the modified GPTs E then it holds from (6.16) that for m ≥ 2,
The Fourier coefficients of the shape perturbation function f can be approximately expressed in terms of GPTs associated with Ω as follows: Before proving Theorem 6.3, let us compute first four terms of Fourier coefficients. We directly apply Theorem 6.3 to the parametrization of ∂Ω given in (6.11) .
First, substitute (m, n) = (1, 1) into (6.17) . From the definition of the equivalent ellipse,
Secondly, substitute (m, n) = (2, 1) into (6.17). The second-order Faber polynomial of E,
as shown in (4.3) . Since e 0 is defined by (6.8),
As a result, we obtain f 1 :
Lastly, we can apply (6.17) or (6.18) to get high-order Fourier coefficients. For example, we obtain f 2 by substituting (m, n) = (3, 1) or (1, 1):
where we used (6.19) again in the last part. Whether to use (6.17) or (6.18) for shape recovery always depends on the shape or conductivity. Due to errors as much as O( ), the values of both formulas are not exactly the same. By applying (6.18) instead of (6.17), more Fourier coefficients can be obtained even with GPTs of relatively low-order. For this reason, you can usually use (6.18) . However, we recommend (6.17) if the error term for formula (6.18) is too large to reconstruct the shape. In view of (6.14) and (6.15), we get the following shape derivatives by replacing Ω 0 of Lemma 3.1 into E:
and
At z = Ψ E (γ e e iθ ) ∈ ∂E, we have, by applying (4.21) to (6.3),
e m(ρ+iθ) − e m 1 e −m (ρ+iθ) and similarly,
From (6.9) and (6.10), they satisfy
In the same manner, it holds that
Therefore, we have from (6.20) and (6.21) that
and f k e ikθ .
Because z = Ψ E (w) = w + e 0 + e 1 w ,
Hence, we obtain
This completes the proof. 2
Numerical results
We present numerical simulation results using the proposed methods based on the concept of Faber polynomials and compare them with those based on Theorem 3.2 in section 3. For simplicity, we call the reconstruction based on Theorem 3.2 the perturbed disk recovery, Theorem 6.1 the perturbed ellipse recovery, and Theorem 5.1 the extremal inclusion recovery. For the perturbed disk recovery and the perturbed ellipse recovery, we assume the conductivity, σ is known. In the perturbed disk recovery, we set γ d and a 0 as in (3.4 ) and a m = 0 for all m ≥ 1. In each recovery method, we use the GPTs of order up to given Ord ∈ N (which are {N (j) mn } 1≤m,n≤Ord, j=1,2 ). We show three examples of different shapes: the first is defined by trigonometric functions; the second is given by a piecewise function; and the third is defined by a Laurent series with finite terms. All boundaries of the three domains are C 1,α curves. The three examples are illustrated in Figure 7 .1. To acquire the values of GPTs for each example, we use the integral formulation (2.1). We solve (2.2) based on the Nyström discretization method; we refer [4] for the numerical code. We then numerically evaluate the integrals (2.3) and (2.4). In all examples, the first column shows the perturbed disk recovery; the second, the perturbed ellipse recovery; and the third, the extremal inclusion recovery. The background gray curve shows the actual shape while the black curve shows the reconstructed shape. The extremal inclusion recovery (third column) shows high accuracy for inclusions with high or low conductivity value. Recall that in the perturbed disk recovery, the inclusion is considered as a perturbation of the disk. While the perturbed disk recovery does not work for a thin shape, the perturbed ellipse recovery shows good approximation as shown in Figure 7 .4. The perturbed disk and the perturbed ellipse recovery show a small dependence on the value of the conductivity. On the other hand, the extremal shape recovery shows a strong dependence on the value of the conductivity: it shows a bad shape recovery if σ is neither very small nor very large. For this kite shape, the first and second columns present the perturbed disk recovery and the perturbed ellipse recovery, respectively. The third column shows the extremal inclusion recovery. In this example, the perturbed disk recovery and the perturbed ellipse show almost same performance because the equivalent ellipse of the inclusion is quite similar to a disk. A disk does not approximate this inclusion well because of its thin shape. However, the perturbed ellipse recovery works well for all conductivity values. The extremal inclusion recovery shows a good reconstruction when the conductivity approaches zero or infinity.
Example 3. The shape of the inclusion in Figure 7 .5 is given by
(7.1) It has an asymmetric shape. The perturbed ellipse recovery shows much better restoration than the perturbed disk recovery. The extremal inclusion recovery shows good results when the conductivity approaches zero or infinity, as expected. Now, we provide the simulation results for the shape recovery of GPTs information in the presence of noise. In Figure 7 .6, we show the shape recovery by using GPTs with Gaussian noise of different SNRs. Here, the signal-to-noise As you can see in Figure 7 .6, all shape recovery methods are fairly stable even with noise. In other words, compared to the exact GPTs, tolerance for Gaussian noise is 0%, 10%, 31.6%, and 50.1%, respectively. The order of GPTs used is all 6. Conductivity is all 1/50.
Conclusion
This study presents two novel analytical methods to restore the shape of a two-dimensional conductivity inclusion from GPTs. Our methods are based on the concept of FPTs, that are defined in terms of the Faber polynomials. First, we derive an analytic formula for the exterior conformal map associated with the inclusion assuming the inclusion is either perfectly conducting or insulating. It shows an almost exact reconstruction of the original object if the inclusion has extreme or near-extreme conductivity value. Secondly, by applying the series solution for the conductivity transmission problem (based on the Faber polynomials to the previously known result on the shape derivative of GPTs), we explicitly express the shape of the inclusion in terms of GPTs. As the proposed method regards the original object as the perturbation of its equivalent ellipse, it shows good approximation performance even when the inclusion has a thin shape.
