Ill-posed Estimation in High-Dimensional Models with Instrumental
  Variables by Breunig, Christoph et al.
Ill-posed Estimation in
High-Dimensional Models with
Instrumental Variables
Christoph Breunig∗
Humboldt-Universita¨t zu Berlin
Enno Mammen†
Universita¨t Heidelberg
Anna Simoni‡
CREST, CNRS
June 5, 2018
This paper is concerned with inference about low-dimensional components
of a high-dimensional parameter vector β0 which is identified through in-
strumental variables. We allow for eigenvalues of the expected outer product
of included and excluded covariates, denoted by M , to shrink to zero as
the sample size increases. We propose a novel estimator based on desparsi-
fication of an instrumental variable Lasso estimator, which is a regularized
version of 2SLS with an additional correction term. This estimator converges
to β0 at a rate depending on the mapping properties of M captured by a
sparse link condition. Linear combinations of our estimator of β0 are shown
to be asymptotically normally distributed. Based on consistent covariance
estimation, our method allows for constructing confidence intervals and sta-
tistical tests for single or low-dimensional components of β0. In Monte-Carlo
simulations we analyze the finite sample behavior of our estimator.
Keywords: Instrumental Variables, sparsity, central limit theorem, lasso, linear model,
desparsification, ill-posed estimation problem.
∗School of Business and Economics, Humboldt-Universita¨t zu Berlin, Spandauer Straße 1, 10178 Berlin,
Germany, e-mail: christoph.breunig@hu-berlin.de
†Institute for Applied Mathematics, Universita¨t Heidelberg, Im Neuenheimer Feld 205, 69120 Heidel-
berg, Germany, e-mail: mammen@math.uni-heidelberg.de
‡CNRS, CREST - ENSAE - E´cole Polytechnique, 5, Avenue Henry Le Chatelier, 91120 Palaiseau,
France, e-mail: anna.simoni@ensae.fr
1
ar
X
iv
:1
80
6.
00
66
6v
1 
 [e
co
n.E
M
]  
2 J
un
 20
18
1. Introduction
In econometric applications, we may want to include a large number of regressors to
account for heterogeneity of individuals or simply because economic theory is not explicit
about which regressors to include in the model. These settings often lead to high-
dimensional models where the number of parameters to be estimated is close to the
sample size or even larger.
In this paper, we consider an instrumental variable (IV) model where the vector of
parameters β0 is identified through
Y = XTβ0 + U, where E[UZ] = 0, (1.1)
for a scalar dependent variable Y , a possibly endogenous vector of covariates X, and
a vector of instrumental variables and exogenous covariates Z. Our setup is high-
dimensional in the sense that the dimension of β0 may be larger than the sample size
n.
This paper is concerned with inference on inner products of β0 of the type aTβ0 for
some vector a. In this sense, our model has a semi-parametric interpretation. When
a low-dimensional subvector of β0 is the parameter of interest and the remaining com-
ponents of β0 are considered as nuisance parameters, then inference on aTβ0 implies
inference on this low-dimensional subvector of β0 for an appropriate choice of the vector
a. We also allow the subvector of β0 of interest to increase slowly with the sample size
and provide inference for it. Our main example is when the low-dimensional subvector
of β0 is associated with endogenous regressors.
As the number of regressors in X may increase with the sample size n, also the
singular values of the matrix M defined as
M := E
(
ZXT
)
,
depend on n. In particular, including additional control variables in the model might
affect the dependence between endogenous regressors and instruments and hence the
cross second moment. This leads to situations where the singular values of M decrease
with n and the vector β0 is thus not strongly identified, following the terminology in
Andrews and Cheng [2012]. Also, when the number of endogenous regressors increases
with n it is well known that the singular values of M converge to zero in general and
might even have an exponential decay. In the high-dimensional case, we then require
some form of sparsity of the matrix M , i.e., that many entries of M are zero or sufficiently
small. In this paper, we relate the sparsity of M to sparsity of the parameter vector β0
which we capture by a sparsity link condition.
A crucial insight of this paper is to show how the mapping properties of the matrix
M affect the asymptotic behavior of our estimator. For instance, we see that the min-
imal eigenvalue of M slows down the rate of convergence and enlarges the asymptotic
variance of our estimator. Moreover, the relation between the sparsity pattern of M and
the sparsity pattern of the parameter vector β0 is captured by a coefficient of sparsity
ill-posedness which we introduce in this paper and which is used to characterize the
sparsity link condition. The coefficient of sparsity ill-posedness generalizes and extends
to the high-dimensional setting the so-called source condition used in the inverse prob-
lems literature which links the smoothness of the unknown function to the smoothing
properties of the operator that characterizes the inverse problem.
2
This paper proposes a novel estimation procedure based on a Lasso type estimator,
suitably modified to have a tractable limiting distribution for inner products of β0.
While the Lasso estimator makes use of the underlying sparsity constraints, it is well
known that it does not have a tractable limiting distribution. In this paper, we use the
methodology of desparsification to make up for this drawback. Our desparsified Lasso IV
estimator for β0 corrects the high-dimensional two stage least squares (2SLS) estimator
by subtracting a regularization bias. In the case of low dimensions, i.e. under a known
sparsity structure, the resulting estimator coincides with the ordinary 2SLS estimator.
We establish the rate of convergence of inner products of our estimator, and show
that the rate is affected by the minimum singular value of M (opportunely normalized).
In particular, we can show an analog to the nonparametric IV case, where slow rates of
convergence are common. Moreover, inner products of our estimator for β0 are shown
to be asymptotically normal. The normalization factor for the estimator is shown to
be driven by the minimal singular value of M . We derive confidence intervals and
hypothesis testing procedures for inner products of β0. As discussed above, inference
results on inner products of β0 imply inference results on low-dimensional subvectors of
β0 or even on subvectors of β0 slowly increasing with the sample size. In Monte Carlo
simulation, we show that the proposed confidence intervals have accurate size.
It is interesting to note that having the rate of our estimator affected by the minimum
singular value of M is similar to what happens for sieve estimation in the nonparamet-
ric IV (NPIV) literature. In NPIV literature the rate of convergence is derived under
smoothness assumptions of the underlying IV regression functions instead of under spar-
sity constraints of the IV regression coefficients as in this paper. In particular, model
(1.1) can be also seen as an approximation of the true relationship between Y and a
vector of endogenous covariates based on a dictionary X of transformations of the en-
dogenous covariates. Hence, the two types of assumptions (smoothness and sparsity)
provide two alternative frameworks to deal with high-dimension in nonparametric IV
regression models. In this paper, we will compare the NPIV literature to the high-
dimensional IV literature that uses sparsity assumptions.
Related Literature. Our paper contributes to the growing literature on inference for
structural parameters in sparse high-dimensional IV settings. Much work in this set-
ting focuses on the case where the dimension of the endogenous variable is small but
where there is a large number of available instruments, see Ng and Bai [2009], Bel-
loni et al. [2012], and Belloni et al. [2011]. When the number of endogenous regressors
in model (1.1) is fixed and there are high-dimensional control variables, Chernozhukov
et al. [2015] propose a three step estimator where high-dimensional sparse linear models
with only exogenous variables are fitted. In particular, Lasso is only used for the fit of
nuisance parameters and the use of the Lasso estimates follows standard lines. For the
fit of the parameters of the endogenous covariates, the criteria function is orthogonalized
such that errors in the estimation of the other parameters (i.e. of the nuisance param-
eters) enter into the model only quadratically. For this reason the classical bounds for
the errors of the Lasso estimates of the nuisance parameters suffice. In particular, no
debiasing/desparsification of Lasso estimates is needed at any point of the procedure.
Belloni et al. [2017a] consider estimation of treatment effects in IV models with binary
instrument and endogenous variable in the presence of a high-dimensional set of control
variables.
Also relevant to this paper is the literature concerning choice of valid instruments. In
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the context of a scalar endogenous variable, Guo et al. [2016] propose a method to select
valid instruments based on hard thresholding in set ups where the number of instruments
and of exogenous variables may tend to infinity. Their proposal is related to LASSO
approaches for the selection of valid instruments in finite dimensional set ups. Kang et al.
[2016] use Lasso to instrumental variable selection in the context of invalid instruments,
i.e., enter the structural equation. Based on an initial median estimator, Windmeijer
et al. [2017] use adaptive Lasso for instrument selection and establish consistency of
their procedure.
In model (1.1) which allows for increasing dimension of endogenous regressors, Gau-
tier and Tsybakov [2011] establish a novel estimation procedure based on novel sensitivity
characteristics of the empirical counterpart of M to obtain confidence sets with length
depending on the strength of instruments. Belloni et al. [2017b] use such sensitivity to
construct simultaneously valid confidence regions and have proposed a multiplier boot-
strap procedure to compute critical values and establish its validity. Their approach
is based on orthogonality restrictions when considering linear combinations of the orig-
inal instruments. Our approach is essentially different from the previous ones as our
sparsity link condition is based on the population matrix M and not on its empirical
counterpart. This allows us to provide a novel link between high-dimensional and NPIV
estimation where the first is based on assuming sparsity while the latter is based on
assuming smoothness in the underlying model, see e.g. Ai and Chen [2003], Newey and
Powell [2003], Darolles et al. [2011], Chen and Pouzo [2012], and references therein for
NPIV estimation. Fan and Liao [2014] propose a modified Lasso approach for estima-
tion in high-dimensional instrumental variables models. Our paper is also related to
Guo et al. [2016] and Gold et al. [2018] that, as we propose in our paper, use two-step
estimators using a threshold procedure or Lasso estimation, respectively, in the first step
and desparsification in the second step. However, Gold et al. [2018] make assumptions
about sparsity that differ from ours and their settings exclude cases where the estimator
of components of β does not achieve a parametric
√
n-rate. On the other hand, we do
allow for singular values of M to tend to zero which yields slower rates and provide novel
inference results for inner products of the estimator of β of increasing dimension. This
is an important feature of our paper as we are thus able to provide an interpretation
that is close to the nonparametric IV estimation.
Our paper is also related to the rich statistical literature on high-dimensional statisti-
cal models that contain only exogenous variables and where endogeneity and instrumen-
tal variables are not considered, see, Zhang and Zhang [2014], Javanmard and Montanari
[2014a,b] and van de Geer et al. [2014]. An alternative approach to our desparsified Lasso
estimator is ridge regression where an `2 penalty is used and the asymptotic distribution
results can be readily obtained. This approach in high-dimensional Gaussian regression
is considered by Bu¨hlmann et al. [2013]. In an extensive simulation study, however,
Javanmard and Montanari [2014b] show that the ridge regression approach is overly
conservative, which is in line with the theoretical results. This is why we also pursue to
desparsify the Lasso estimator rather than using the ridge regression.
The remainder of the paper is organized as follows. In Section 2, we describe the
model setup, motivate the desparsification procedure and discuss sparsity requirements.
Section 3 contains the rates of convergence and the asymptotic normality results of our
estimator. Section 4 is concerned with the finite sample performance of our estimator.
All proofs can be found in the appendix.
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Notation. The `p norm of a vector a is denoted by ‖a‖p, 1 ≤ p ≤ ∞. For a set S, the
cardinality of S is denoted by |S|. For a vector a, and S a set of indices, aS denotes the
restriction of a to indices in S. Further, for a matrix A we use the notation
‖A‖∞ := max
j,k
|Ajk|
for the element-wise sup-norm,
‖A‖op,∞ := max
j
∑
k
|Ajk|
for the operator norm, and
‖A‖1 := max
k
∑
j
|Ajk|
for the `1 norm. For vectors a we have ‖a‖op,∞ = ‖a‖∞ and for a matrix A it holds
‖A‖op,∞ = ‖AT‖1. The smallest and largest eigenvalue of A are denoted by λmin(A) and
λmax(A), respectively. We denote by Aj the j-th column of the matrix A and by A−j the
matrix A without the j-th column. We denote by ej the j-th unit column vector. For
two positive sequences an, bn we use the notation an ∼ bn to mean that there are two
universal constants C1, C2 such that C1 ≤ an/bn ≤ C2. We abbreviate “with probability
approaching one” to “wpa1”, and say that a sequence of events {Bn} holds wpa1 if
P(Bcn) = o(1) as n→∞.
2. Model and Methodology
Consider again model (1.1), the high-dimensional instrumental variable model is given
by
Y = XTβ0 + U where E[UZ] = 0, (1.1)
where β0 is the p–dimensional, unknown parameter of interest. Some of the covariates
in X are possibly endogenous in the sense that they are related to the unobservables
U , i.e., E[UX] does not vanish. Here, Y is a scalar dependent variable, X is a p–
dimensional vector of endogenous and exogenous covariates, Z is a q–dimensional vector
of instrumental variables and exogenous covariates. So, the vectors Z and X may have
elements in common if X contains exogenous covariates. To ensure identification of the
parameter β0, we assume throughout the paper that q ≥ p.
We also assume throughout the paper that the matrices M := E
(
ZXT
)
and Σ :=
E
(
ZZT
)
are of full column rank. Thus, the parameter vector β0 is identified through
β0 = (MTΣ−1M)−1MTΣ−1E[ZY ]. (2.1)
Estimating β0 by simply replacing the matrices on the right hand side by their empirical
counterparts fails for two reasons. First, the empirical counterparts of M and Σ are
in general not of full rank in the high-dimensional case. Second, it is well known that,
for large matrices, estimators simply based on the sample mean do not provide satis-
factory performance. In this paper, we address these challenges by using regularization
procedures.
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A common assumption to obtain consistent estimation results in the high-dimensional
setting is a sparsity restriction: most of the parameters of β0 are zero (exact sparsity)
or sufficiently small (approximate sparsity) which implies that a relatively small number
of regressors in X is sufficient in describing the dependent variable Y .
By denoting the orthonormalized excluded regressors as Z˜ := Σ−1/2Z, equation (1.1)
can be rewritten in its reduced form as
Y = Z˜Tβ∗ + V, (2.2)
where β∗ := Σ−1/2Mβ0 is the reduced form parameter and V = Y − ZTΣ−1E[Y Z].
Note that V is mean independent of Z, i.e., E[V Z] = 0. A central insight of this paper
is to relate the sparsity of the parameter vector β0 to the sparsity of the transformed
parameter vector β∗.
Throughout the paper, we assume that there exist two sets S˜0 and S0 such that
‖β0
S˜c0
‖1 and ‖β∗Sc0‖1 are sufficiently small, as to be specified below. In this sense, we do
not impose an exact but only an approximate sparsity condition1 on the vector β0 and
the reduced form vector β∗. The central idea is now to link the sparsity structure of
β0 to the one of β∗ in the sense that, roughly speaking, if both sparsity structures are
similar we have a well conditioned estimation problem while in the other case it is more
ill conditioned.
The sparsity of the structural parameter β0, captured by S˜0, is then related to the
sparsity of the vector β∗, captured by S0, by the following coefficient of sparsity ill-
posedness (COSI)
ω1 := sup
β∈B
‖βS˜0‖21
‖(Σ−1/2Mβ)S0‖21
,
where B := {β : ‖βS˜c0‖1 ≤ 3‖βS˜0‖1}. In the case of exact sparsity, a lower bound for the
COSI is given by ω1 ≥ ‖β0‖21/‖β∗‖21. Throughout the paper, we assume that the COSI
may increase with the sample size. For our asymptotic results we impose upper bounds
on the COSI which depend on the sample size and the underlying sparsity constraints.
Note that the model is not identified if the minimal eigenvalue of MTΣ−1M is zero,
which we rule out throughout the paper (see Assumption 1 below). We thus introduce
ω2 := 1/λmin
(
MTΣ−1M
)
which satisfies ω2 < ∞ for each n ≥ 1 under Assumption 1. Below, we also assume
that the maximal eigenvalue of MTΣ−1M is bounded from above uniformly in n ≥ 1
and hence, ω2 is strictly positive for all n ≥ 1. On the other hand, in many cases we
expect that ω2 might increase with the sample size n either because the model requires
a large number of functions to account for nonlinearity in the endogenous covariates
or because the instruments are weak and thus the model is not strongly identified. In
the first case, XTβ is an approximation of the true nonlinear instrumental regression
through approximating functions stored in X whose number increases with n. In the
second case, weakness of the instruments is captured by close to zero elements in the
matrices M and Σ−1/2M .
1Approximate sparsity here refers to the fact that most of the elements of β∗ are small and not
necessarily equal to zero as they are under the classical sparsity condition. Hence, approximate
sparsity is a restriction on the `1 norm of β
∗ in contrast to the classical sparsity condition which
restricts the number of non-zero coefficients.
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Similar to Andrews and Cheng [2012], we consider the strongly identified case where
ω2 is uniformly bounded above, and the semi-strongly identified case where ω2 is un-
bounded but satisfies n/ω2 → ∞. We show below that ω2 slows down the rate of
convergence of our estimator. In the semi-strong case, the size of the confidence sets
increases relative to ω2. There is also a third case which is the weak identified case where
n/ω2 = O(1) but the results of our paper do not apply to it. We emphasize that asymp-
totic behaviors of ω1 and ω2 have very different implications for our inference results.
The asymptotic behavior of ω1 affects only the sparsity requirements of our model but
does not affect the convergence rate of the proposed estimator. This is in contrast to
ω2, which does not affect the sparsity of the model but might lead to slower rates of
convergence. In this paper, we show that under appropriate assumptions the rate of
convergence of our estimator for each component of β0 is
√
ω2/n .
In the case where model (1.1) is seen as an approximation of a more complex nonlinear
model, the COSI has the interpretation of an `1 analog of the sieve measure of ill-
posedness introduced in Blundell et al. [2007] and extended in Chen and Pouzo [2012]
and Chen and Pouzo [2013]. The sieve measure of ill-posedness relates the strong norm
of sieve approximation relative to its weak norm induced by a conditional expectation
operator. We also see below that we require a similar link condition as in the sieve
nonparametric instrumental variable literature to provide a link between strong and
weak norm.
Throughout the paper, we assume that a sample (Yi, Xi, Zi), 1 ≤ i ≤ n of in-
dependent and identically distributed copies of (Y,X,Z) is available. We write the
vector and matrices of observations as Y = (Y1, . . . , Yn)
T , X = (X1, . . . ,Xp) with
Xj = (X1,j, . . . , Xn,j)
T for 1 ≤ j ≤ p , and Z = (Z1, . . . ,Zq) with Zj = (Z1,j, . . . , Zn,j)T
for 1 ≤ j ≤ q. Moreover, the n-vector of unobservables is denoted by U = (U1, . . . , Un)T .
The (d× d)–dimensional identity matrix is denoted by Id and its j–th column by ej.
2.1. The Desparsified IV Lasso Estimator
In this section, we introduce our estimation procedure which is based on desparsifying
a Lasso estimator. The methodology is based on regularized estimators of the matrices
Θ := Σ−1, M , and ΘM := (MTΘM)−1 denoted by Θ̂, M̂ , and Θ̂M , respectively, which
are introduced in Subsection 2.3 below. We propose the following desparsified IV Lasso
estimator of β0 given by
β̂ = Θ̂MM̂T Θ̂ZTY/n− (Θ̂MM̂T Θ̂ZTX/n− Ip)β˜ (2.3)
where β˜ is a consistent estimator of β0 that makes use of the underlying sparsity assump-
tion. The first summand on the right hand side of (2.3) corresponds to a regularized
empirical analog of β0 as in (2.1). The second summand of the right hand side of (2.3)
accounts for the regularization bias of our matrix estimators.
The proposed estimator naturally extends the 2SLS estimator to the high-dimensional
case. Consider the situation of a known sparsity structure where regularization is not
required and so Θ̂, M̂ , and Θ̂M are the usual empirical counterparts of Θ, M and ΘM .
In this case it holds Θ̂MM̂T Θ̂ZTX/n = Ip and moreover, β̂ coincides with the 2SLS
estimator.
The choice of β˜ is motivated by our sparsity assumption given below and by the
asymptotic properties for β̂ that we want to obtain. To derive the asymptotic results of
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our desparsified IV Lasso estimator we make use of the following key decomposition
√
n(β̂ − β0) = Θ̂MM̂T Θ̂ZTU/√n−∆, (2.4)
for a remainder term ∆ which is given by
∆ :=
√
n
(
Θ̂MM̂T Θ̂ZTX/n− Ip
)
(β˜ − β0).
Then, we have to show that ‖∆‖∞ is asymptotically negligible under regularity assump-
tions. In particular, to show this we require that ‖β˜ − β0‖1 is sufficiently small. This
property is satisfied by the Lasso estimator and thus we choose β˜ in equation (2.3) to
be the Lasso estimator which makes use of the underlying sparsity structure imposed on
β0. Therefore, our estimation procedure is based on the IV Lasso estimator of β0 given
by
β˜ = argmin
β∈Rp
{
(ZTY/n− M̂β)T Θ̂ (ZTY/n− M̂β) + 2λ ‖β‖1
}
(2.5)
for some tuning parameter λ > 0, which we replace in equation (2.3) to obtain β̂.
2.2. Sparsity Constraints
In this section we introduce some notations and assumptions about sparsity that we
tacitly maintain all along the paper. In the following, let s0 denote the cardinality of the
set S0, i.e., s0 := |S0|, where S0 is a set such that ‖β∗Sc0‖1 is sufficiently small as specified
by our Assumption 2 below. Moreover, we assume that the set S˜0 is rich enough such
that the parameter vector β0 satisfies
‖β0
S˜c0
‖1 =
∑
j 6∈S˜0
|β0j | ≤ Cω1s0
√
log(p)/n (2.6)
for some constant C > 0. We thus restrict the (approximate) sparsity of β0 through the
COSI and the cardinality of S0. Below we introduce a sparsity link condition which,
together with inequality (2.6), implies an approximate sparsity bound on β∗ and char-
acterizes S0.
Hereafter, we assume that Θ and ΘM exist and assume sparsity with respect to rows
of Θ. To this purpose we define
smax := max
1≤j≤q
|{k 6= j : Θjk 6= 0}|.
The sparsity restriction on Θ has the following interpretation: if the (jk)–th component
of Θ is zero, then the variables Zj and Zk are partially uncorrelated, given the other
variables. In particular if Z is jointly normal then we have that the variables Zj and
Zk are conditionally independent, given the other variables. This also motivates to
impose an `1–penalty for the estimation of Σ
−1, which was proposed by Meinshausen
and Bu¨hlmann [2006].
We need to assume some sparsity pattern on M , that is, most of the elements in
each row or column of M are zero. We conjecture that it would suffice to assume only
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approximate sparsity for M and Θ but at the cost of much more technical proofs and
notation. For the sparsity of M we introduce the notation
sM := max
1≤k≤p
|{j : Mjk 6= 0}|.
Hence, ‖M‖1 ≤ sM‖M‖∞. For j = 1, . . . , p, we denote γj := argminγ∈Rp−1 ‖(Θ1/2M)j −
(Θ1/2M)−jγ‖22 and impose the following approximate sparsity condition on γj: we assume
there exists a set Sj such that
‖γj,Scj‖1 =
∑
l 6∈Sj
|γjl| ≤ C log(q)/
√
n (2.7)
for some constant C > 0. Below we also denote sMj := |Sj| and for convenience we use
the notation sMmax := max1≤j≤q s
M
j .
2.3. Regularized Matrix Estimators
In this section, we provide the regularization schemes to construct the approximate
inverses Θ̂ and Θ̂M as well as the regularized estimator M̂ . Asymptotic properties of
these estimator will be studied in Section 3.
2.3.1. Construction of Θ̂
Here we construct a regularized estimator of the inverse of Θ denoted by Θ̂. The basic
idea to construct such an estimator is to relate the inversion of a q × q matrix to q
regression problems of Zj over Z−j. This approach was introduced by Meinshausen and
Bu¨hlmann [2006]. For every j = 1, . . . , q we consider the Lasso estimator
γ̂j = argmin
γ∈Rq−1
{‖Zj − Z−jγ‖22/n+ 2λj‖γ‖1} (2.8)
for some tuning parameter λj > 0 that will be let to tend to zero as the sample size
increases to get asymptotic results. We introduce the q-column vector Γ̂j = (Γ̂kj)
q
k=1
such that
Γ̂kj =
{
1 for k = j
−γ̂jk for k 6= j (2.9)
with γ̂j = (γ̂jk)k∈{1,...,q}\{j}. By the definition of Γ̂j, it holds Zj − Z−j γ̂j = ZΓ̂j. Then,
the matrix Θ̂ =
(
Θ̂1, . . . , Θ̂q
)T
is constructed as
Θ̂j = τ̂
−2
j Γ̂j where τ̂
2
j = ‖ZΓ̂j‖22/n+ λj‖γ̂j‖1. (2.10)
Note that while the population counterpart Θ is symmetric, its estimator Θ̂ does not need
to be so. For more details on this procedure, we refer to Meinshausen and Bu¨hlmann
[2006].
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2.3.2. Construction of M̂
A standard sample matrix estimator for the matrix M does not have good performance in
the high-dimensional case and regularization is needed. Hence, we propose a thresholding
estimator of M . Intuitively, we want to eliminate those values of the empirical matrix
M˜ := ZTX/n that lie below some specified threshold. More precisely, we propose to use
the thresholding estimator M̂ = (M̂jk) where
M̂jk := M˜jk 1
{
|M˜jk| ≥ C0
√
log q
n
}
, C0 > 0. (2.11)
For symmetric matrices such a regularization scheme has been considered in Bickel and
Levina [2008] and Cai and Zhou [2012] among others.
2.3.3. Construction of Θ̂M
In this section, we construct the estimator Θ̂M which is an approximate inverse of
M̂T Θ̂M̂ . This estimator involves the regularized estimators Θ̂ and M̂ obtained in Sec-
tions 2.3.1 and 2.3.2.
Let (Θ̂1/2M̂)j denote the j-th column vector of the matrix Θ̂
1/2M̂ and
(Θ̂1/2M̂)−j := ((Θ̂1/2M̂)1, . . . , (Θ̂1/2M̂)j−1, (Θ̂1/2M̂)j+1, . . . , (Θ̂1/2M̂)p).
Remark that Θ̂1/2M̂ is the empirical cross moment of X and the (approximately) or-
thonormalized Z. The approximate orthonormalization of Z is performed by premulti-
plication by Θ̂1/2. As for the construction of Θ̂, we relate the regularized inversion of a
p× p matrix to p regression problems of (Θ̂1/2M̂)j on (Θ̂1/2M̂)−j. To do that, for every
j = 1, . . . , p we consider the Lasso estimator:
γ˜j = argmin
γ∈Rp−1
{
‖(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγ‖22 + 2λMj ‖γ‖1
}
, (2.12)
for some tuning parameter λMj > 0 that will be let to tend to zero as the sample size
increases to get asymptotic results. Let Γ˜j = (Γ˜kj)
p
k=1 be the p-column vector determined
by
Γ˜kj =
{
1 for k = j
−γ˜jk for k 6= j
with γ˜j = (γ˜jk)k∈{1,...,p}\{j}. The matrix Θ̂M is then set equal to Θ̂M = (Θ̂M1 , . . . , Θ̂
M
p )
T
where
Θ˜Mj = τ˜
−2
j Γ˜j τ˜
2
j = ‖Θ̂1/2M̂ Γ˜j‖22 + λMj ‖γ˜j‖1, 1 ≤ j ≤ p.
As already stressed in van de Geer et al. [2014], other regularization methods to
obtain the approximate inverses of Σ̂ and (M̂T Θ̂M̂) that do not deliver a bound for∥∥M̂T Θ̂M̂ Θ̂Mj − ej∥∥∞, like the ridge regularization, may not be optimal because without
this bound we cannot directly obtain asymptotic distribution results for components
of β0. The regularization methods that we use to construct Θ̂ and Θ̂M automatically
include this bound in the optimization problem.
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3. Inference
In this section, we derive the asymptotic distribution of the desparsified IV Lasso es-
timator β̂ given in (2.3). To obtain asymptotic results on which our inference will be
based we have to show that the remainder term ∆ in the key decomposition (2.4) is
asymptotically negligible. We start by providing all the assumptions that we need to
obtain our asymptotic results. After that, we first provide results about rates of con-
vergence for the estimated matrices and for β̂, and then asymptotic normality will be
established.
3.1. Assumptions
In this section we gather assumptions which we require to establish our inference results.
Below, a random vector W ∈ Rd is called sub-Gaussian if E exp (|vTW |2/C) = O(1) for
all v ∈ Rd such that ‖v‖2 ≤ 1 and some sufficiently large constant C > 0.
Assumption 1. (i) We observe independent and identically distributed (i.i.d.) copies
(Y1, X1, Z1), . . . , (Yn, Xn, Zn) of (Y,X,Z) satisfying model (1.1). (ii) The vectors X
and Z are sub-Gaussian. (iii) The eigenvalues of Σ are uniformly bounded away from
zero and from infinity. (iv) The smallest eigenvalue λmin(M
TΣ−1M) is bounded from
below for each n ≥ 1 and the largest eigenvalue λmax(MTΣ−1M) is bounded from above
uniformly in n ≥ 1.
Sub-Gaussianity, as imposed in Assumption 1 (ii), is satisfied, for instance, if the
random vectors have bounded support. Assumption 1 (iii) implies that Σjj = O(1)
uniformly in j since Σjj ≤ λmax(Σ). Similarly, it also implies that ‖Θj‖2 ≤ λmin(Σ) =
O(1) uniformly in j and consequently, ‖Θ‖1 = O
(√
smax
)
which we use below.
In the following, we aim to relate the sparsity of the structural parameter β0 to the
sparsity of the vector Σ−1/2Mβ0. Recall the definition of the COSI given by
ω1 = sup
β∈B
‖βS˜0‖21
‖(Σ−1/2Mβ)S0‖21
,
where B := {β : ‖βS˜c0‖1 ≤ 3‖βS˜0‖1}. We also emphasize that the following analysis
regarding the COSI is not required if sparsity constraints are imposed not only on the
structural equation but also on linear reduced form equations, as in Chernozhukov et al.
[2015], Guo et al. [2016], and Gold et al. [2018]. We assume the following lower bound
which involves ω1.
Assumption 2 (Sparsity Link Condition). There exists some constant η > 0 such that
for all β ∈ B we have
‖βS˜c0‖
2
1 ≥ η ω1‖(Σ−1/2Mβ)Sc0‖21.
Assumption 2 is an `1–version of the so-called stability condition, which is also re-
ferred to as the source condition in inverse problems literature, see for instance Engl
et al. [2000]. In the NPIV literature a stability condition in the `2–sense was used for
instance by Chen and Pouzo [2012, Assumption 5.2]. Assumption 2 links the set S0 to
the set S˜0 through the parameter ω1. Without this assumption we cannot infer results
about the structural parameters β0 from results on β∗. In particular, the approximate
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sparsity condition on β0 imposed in inequality (2.6) together with Assumption 2 implies
for the reduced form parameter β∗ that
‖β∗Sc0‖1 ≤ C
√
ω1/η s0
√
log(p)/n.
When ω1 is bounded, the vectors β
∗
Sc0
and β0
S˜c0
have, in the `1–norm, the same upper
bound up to a constant. Assumption 2 requires that when ω1 increases this implies that
the ratio ‖β∗Sc0‖/‖β0S˜c0‖ decreases.
Lemma 3.1. Let Assumptions 1 and 2 be satisfied. If log(q)/n = o(1) then it holds for
all β ∈ B that
‖βS˜0‖21 ≤ ω1s0 βTMTΣ−1Σ̂Σ−1Mβ/c2 (3.1)
wpa1 for some constant c > 0 and where Σ̂ = ZTZ/n.
The previous result shows that a modified version of the so called compatibility con-
dition, see e.g. Bu¨hlmann and Van De Geer [2011], is satisfied with high probability.
Note that such conditions are required in the high-dimensional estimation context in
order to relax the requirement of non-zero eigenvalues of associated estimated matri-
ces. The following assumption provides more details about the choice of regularization
parameters and imposes conditions on the underlying sparsity.
Assumption 3. (i) It holds λ ∼ log(q)/√n, λj ∼
√
log(q)/n, and λMj ∼ log(q)/
√
n uni-
formly in j. (ii) It holds ‖M‖∞ = O(1), E
[
max(1, |XTβ0|2)‖MTΣ−1Z‖2∞
]
= O(log(p))
and E[U2|Z] ≤ σ2 for a constant σ > 0. (iii) Assume sM√smax max(sMmax, ‖β0‖1) =
O
(√
log(q)
)
and
ω1s0sM
√
smax max
(√
sM ,
√
smax
)√
log(p) log(q) + ω22s
M
max = o
(√
n/ log(q)
)
. (3.2)
Assumption 3 (i) specifies the rate of the tuning parameters λ used for the plug-in
Lasso and λj, λ
M
j used for the nodewise Lasso estimators. The rate of the regularization
parameters λ and λMj is larger by
√
log(q) than the common choices of it, which is due
to the additional estimation step that is involved for our initial IV Lasso estimator.
Assumption 3 (ii) imposes upper bounds on the maximal element (in absolute value)
of M and MTΣ−1M , and the conditional variance of U given Z. Assumption 3 (iii)
imposes sparsity restrictions which we require in order to obtain our inference results.
In particular, condition (3.2) implies log(p)/
√
n = o(1).
For the next assumption, recall that γj := argminγ∈Rp−1 ‖(Θ1/2M)j − (Θ1/2M)−jγ‖22
for 1 ≤ j ≤ p. Introduce a vector Γj := (Γkj)pk=1 with Γkj = −γkj for k 6= j and 1
otherwise, where γkj is the k–th entry of γj.
Assumption 4. (i) Emax1≤j≤p |(ΘMΓj)TZXTΓj|2 = O(log(p)) and E‖MTΘZXTΓj‖2∞ =
O(log(p)) for all 1 ≤ j ≤ p. (ii) It holds Emax1≤j≤p ‖(ΘMΓj)TZ‖42 = O(log(p)2) and
further, E‖ΓTjMTΘZZTΘM‖2∞ = O(log(p)) for all 1 ≤ j ≤ p.
Assumption 4 (i) imposes upper bounds on moments associated to ZXT while As-
sumption 4 (ii) imposes mild rate conditions on moments of ZZT . Note that the loga-
rithmic rates in Assumption 4 can be replaced by other powers of logarithms to allow
for more heavy tailed variables. This would require slight changes in our constraints
on the growth of dimension parameters p and q and somewhat more restrictive sparsity
constraints.
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3.2. Convergence Rates of estimated Matrices
In this section we provide rates of convergence for the regularized matrices used to
construct our estimator β̂. These results are then used to establish asymptotic normality
results in the next section.
In the following result, we derive a rate of convergence for M̂ in the `1 norm. The first
part of the theorem provides a large deviation inequality for the components of M˜ and
it is derived by exploiting sub-Gaussianity of the rows of X and Z and a Bernstein-type
inequality for sub-exponential random variables.
Proposition 3.2. Let Assumption 1 hold. Then, there exists a constant c > 0 such that
P
(∣∣M˜jk −Mjk∣∣ ≥ v) ≤ 4 exp (− c v2n) (3.3)
for 0 ≤ v < 1. Moreover, let M̂ be the thresholding estimator defined in (2.11) with
C0 =
√
8/c. If in addition Assumption 3 (i) and (ii) holds, then we have∥∥M̂ −M∥∥
1
= Op
(
sM
√
log(q)/n
)
.
The next result gives a key upper bound for the approximation error of the relaxed
inverses Θ̂j and Θ̂
M
j . These upper bounds depend on the regularization parameters and
the values τ̂j or τ˜j. For the inference on the structural parameter, we thus have to control
the asymptotic behavior of τ̂j and τ˜j.
Lemma 3.3. We have∥∥Σ̂Θ̂j − ej∥∥∞ ≤ λj/τ̂ 2j , (3.4)
and ∥∥M̂T Θ̂M̂ Θ̂Mj − ej∥∥∞ ≤ λMj /τ˜ 2j . (3.5)
We now establish the rate of convergence of the regularized estimators Θ̂ and Θ̂M .
The first result in the next proposition was established by van de Geer et al. [2014], and
hence the proof is omitted.
Proposition 3.4. Suppose Assumption 1 is satisfied. If s0 = o(
√
n/ log(q)), then we
have
‖Θ̂−Θ‖op,∞ = Op
(
smax
√
log(q)/n
)
.
If, in addition, Assumptions 3 and 4 are satisfied then∥∥Θ̂M −ΘM∥∥
op,∞ = Op
(
ω22s
M
max log(q)/
√
n
)
.
3.3. Rate of Convergence
In this subsection, we derive the rate of convergence of the desparsified IV Lasso esti-
mator β̂. The next theorem provides an asymptotic upper bound of the bias term ∆,
which is key to derive further inference results.
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Theorem 3.5. Let Assumptions 1–4 be satisfied. Then, we have
√
n(β̂ − β0) = ω2V + ∆
where
V = Θ̂MM̂T Θ̂ZTU/(
√
nω2)
and ∆ satisfies
‖∆‖∞ = Op
(
ω1s0 max(ω2, ‖ΘMΘM‖1)(log q)2/
√
n
)
.
From Theorem 3.5 we see that the rate of convergence of the desparsified Lasso
estimator β̂ is affected by the possibly increasing parameter ω2. In the next result,
we show that the bias term ∆ is indeed asymptotically negligible under additional rate
requirements. We also see below that the rate of convergence of our estimator is given
by
√
ω2/n under a mild assumption.
Corollary 3.6. Let Assumptions 1–4 be satisfied. In addition, we assume
ω1s0 (log q)
2 max
(
1, ‖ΘMΘM‖1/ω2
)
= o(
√
n). (3.6)
Then, we have
√
n(β̂ − β0)/ω2 = V + op(1).
We will see in the next section that V converges to a normal distribution with a
covariance matrix to be specified below. We also see that only the inverse of ω2 enters
the sparsity condition in equation (3.7). We hence conclude that while ω2 does not
restrict the sparsity s0 nor the dimension p or q, it affects the rate of convergence. In
the strong identified case, the components of β̂ are
√
n consistent. In the weak identified
case, this rate of convergence may slow down depending on the asymptotic behavior
of ω2. We also emphasize that ω1 does not affect the rate of convergence but imposes
stronger sparsity restriction if ω1 is increasing.
Also the next result is an immediate consequence of Theorem 3.6 and provides a
bound of linear functionals of β̂ − β0 uniformly over representers a ∈ Rp with `1 norm
which might increase at a rate K := K(n). For some constant C > 0, we define
AK = {a ∈ Rp : ‖a‖21/K ≤ C}.
Corollary 3.7. Let Assumptions 1–4 be satisfied. In addition, we assume
ω1s0 (log q)
2 max
(
1, ‖ΘMΘM‖1/ω2
)
= o
(√
n/K
)
. (3.7)
Then, we have
sup
a∈AK
∣∣∣√n aT (β̂ − β0)/ω2 − aTV ∣∣∣ = op(√K).
The sparsity restriction (3.7) becomes more restrictive for large values of K. Two
examples of linear functionals for which Corollary 3.7 holds are given by vectors a select-
ing one component of β and vectors a selecting linear combinations of a finite number
of components of β, for which K = 1 and K is bounded, respectively.
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Example 3.1 (Series Approximation). Let φK(·) be a K–dimensional vector of basis
functions used to approximate a nonlinear relationship between Y and a vector of endoge-
nous variables Xend. We assume that model (1.1) holds with X = φ
K(Xend). As basis
functions, we consider in this example the Cohen-Daubechies-Vial (CDV) wavelet ba-
sis. If Xend has bounded support, denoted by supp(Xend), then sups∈supp(Xend) ‖φK(s)‖1 =
O(
√
K) for CDV wavelets, see Chen and Christensen [2017, Appendix E]. An application
of Corollary 3.7 yields that
sup
s∈supp(Xend)
∣∣∣√nφK(s)T (β̂end − β0end)/ω2 − φK(s)TV ∣∣∣ = op(√K).
Consequently, for φK(s)T (β̂ − β0) we obtain the rate of convergence ω2
√
K/n, provided
that φK(s)TV = Op(
√
K) which we establish in the next subsection. This corresponds
to the usual variance term in nonparametric IV estimation, see Blundell et al. [2007] or
Chen and Pouzo [2012]. In contrast to the sup-norm convergence results of Chen and
Christensen [2017, Lemma 3.1] we do not obtain a log(K) term since we may exploit
sparsity constraints on unknown matrices.
3.4. Asymptotic Normality
In this subsection, we establish asymptotic normality of inner products of the despar-
sified Lasso estimator β̂. We also see that asymptotic normality of components of β̂
immediately follows.
To achieve the asymptotic distribution of our estimator β̂ we consider first a normal-
ization factor to standardize the estimator β̂. The covariance matrix for 2SLS estimators
is given by
Ω = ΘMMTΘE[U2ZZT ]ΘMΘM .
In the high-dimensional case, we replace the matrices ΘM , M , and Θ by their regularized
empirical counterparts to obtain the following estimator of Ω:
Ω̂ = Θ̂MM̂T Θ̂ZTdiag(Û)2ZΘ̂M̂Θ̂M ,
where Û =
(
Y1 −XT1 β˜, . . . , Yn −XTn β˜
)
and β˜ is the Lasso estimator given in (2.5). We
define the set A = {a ∈ Rp : a ∈ `2 and ‖a‖1 ≤ C√ω2‖a‖2}. We require the following
assumption on the covariance matrix Ω.
Assumption 5. There exists a constant σ > 0 such that
√
aTΩa/ω2 ≥ σ ‖a‖2 for all
a ∈ A.
Assumption 5 can be easily verified under mild regularity assumptions and given
the lower bound
√
E[U2|Z] ≥ σ, which is a common condition to derive asymptotic
distribution results. This lower bound implies aTΩ a ≥ σ2aTΘM a. Assumption 5 holds,
for instance, if the eigenvalues of ΘM have a polynomial or exponential decay. The next
result establishes asymptotic normality of linear combinations of the components of β̂.
Theorem 3.8. Let Assumption 5 and the conditions of Corollary 3.6 be satisfied. Fur-
ther, assume that max(E‖XXT‖2∞,E‖ZZT‖2∞) = O(1). Then, for all a ∈ Rp satisfying
ω2s
M
max
√
log(q) +
√
sMsmax max
(√
sM ,
√
smax
)‖ΘM‖1/ω2 = o(√n‖a‖2/(log(q)‖a‖1))
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(3.8)
we have√
n/(aT Ω̂ a) aT
(
β̂ − β0) d→ N (0, 1).
In the following we discuss several implications of Theorem 3.8. An immediate
consequence of Theorem 3.8 is componentwise asymptotic normality in which case a = ej
for some 1 ≤ j ≤ p where ej is a p-vector of zeros but for the j-th component that is equal
to 1. Another consequence of Theorem 3.8 is asymptotic normality of linear combinations
of a finite number of components of β̂. In both cases, it holds ‖a‖1/‖a‖2 ≤ const. and
the required rate restriction (3.8) simplifies accordingly. But even if the dimension of
the low-dimensional subvector of interest increases, the condition ‖a‖1/‖a‖2 ≤ const.
can be justified as the following example illustrates.
Example 3.2 (Series Approximation (cont’d)). For most realizations xend of Xend we
may assume ‖φK(xend)‖2 ∼
√
K. Consequently, we may assume that ‖φK(xend)‖1/‖φK(xend)‖2
is bounded from above uniformly in n and the rate restriction in Theorem 3.8 is satisfied
under sufficient sparsity restrictions. The corresponding sieve variance φK(xend)
′ΩφK(xend)
increases relative to the associated parameter ω2 which is thus related to Chen and Pouzo
[2013] or Chen and Christensen [2017].
In the following, we discuss simple implications of the asymptotic normality result.
The next theorem establishes asymptotically valid confidence intervals and testing pro-
cedures for inner products of β0. The next results are direct implications of Theorem
3.8 and hence, their proofs are omitted. In the following, Φ denotes the cumulative
distribution function of the standard normal distribution.
Corollary 3.9. Let the assumptions of Theorem 3.8 hold. Then, for all a ∈ Rp satisfying
condition (3.8) we have that for any α ∈ (0, 1)
P
(
aTβ0 ∈
[
aT β̂ ± Φ−1(1− α/2) (aT Ω̂a)1/2/√n
])
= 1− α + o(1).
The following examples illustrate the previous theorem for the componentwise case
where a = ej.
Example 3.3 (Componentwise Confidence Intervals). An asymptotically valid confi-
dence interval for β0j at nominal level α is given by[
β̂j − Φ−1(1− α/2) Ω̂1/2jj /
√
n, β̂j + Φ
−1(1− α/2) Ω̂1/2jj /
√
n
]
.
The length of the confidence interval is given by
2Φ−1(1− α/2) Ω̂1/2jj /
√
n.
We thus see that the length of the confidence interval increases relative to the ratio√
ω2/n. This implies that in the strongly identified case the length of the interval is
smaller than in the semi-strongly identified case. If the model is close to be weakly
identified then the confidence interval is close to have infinite volume. This is in line with
the findings of Gautier and Tsybakov [2011] who showed that in case of weak instruments,
confidence sets can be arbitrarily large.
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Another direct implication of Theorem 3.8 concerns hypothesis testing. For some
a ∈ Rp (satisfying condition (3.8)) consider the null hypothesis Ha,0 : aTβ0 = aTβH for
a given vector βH ∈ Rp.
Corollary 3.10. Let the assumptions of Theorem 3.8 hold. Then under null hypothesis
Ha,0 we have for any α ∈ (0, 1)
P
(√
n
∣∣aT (β0 − βH)∣∣√
aT Ω̂ a
≥ Φ−1(1− α/2)
)
= α + o(1).
4. Numerical Implementation
This section presents Monte Carlo experiments to analyze the finite sample properties
of our estimator. We consider the situation where we have a linear reduced form equa-
tion but allow for approximate sparsity in the parameters of interest. Throughout this
section, we consider a sample size of n = 100 and 1000 Monte Carlo replications.
We generate i.i.d. data from the following model
Y = β1X1 + β
T
−1X−1 + U, X = (X1, X
T
−1)
T , β0 = (β1, β
T
−1)
T ,
X1 = α1Z1 + α
T
−1X−1 +
√
2− α21 V, Z = (Z1, XT−1)T , α0 = (α1, α−1)
with  UV
Z
 ∼ N
0,
 1 ρ 0ρ 1 0
0 0 Σ

where Σ =
(
(0.5)|j−k|
)
jk
is a q× q matrix. The parameter ρ captures the degree of endo-
geneity and is varied in the experiments below. We take p = 200 with one endogenous
variable and q = 200 instruments (included and excluded covariates). The number of
observations is varied in the simulations below. The parameters are set in the following
way: β1 = 2, β−1,j = 1 + (j − 1) ∗ c for 1 ≤ j ≤ 40, where c is a constant such that the
parameters β−1,j are equispaced between 1 and 3, β−1,j = 0 for 41 ≤ j ≤ (p − 1), and
α−1,j = 4j−3 for 1 ≤ j ≤ (q − 1). The parameter α1 accounts for the strength of the
instrument Z1 and is varied in the experiments, i.e., we consider α1 ∈ {1, 0.75, 0.5, 0.25}.
Note that we multiply the error term in the second equation by
√
2− α21, to ensure that
the variance of X1 does not depend on the value α1.
The desparsified IV Lasso estimator β̂ is described as in Subsection 2.1. The esti-
mator is based on the initial IV Lasso β˜ given in (2.4) where the tuning parameter λ
is chosen via 10-fold cross-validation. The procedure also relies on regularized estima-
tors Θ̂, M̂ , and Θ̂M which are implemented as described in Subsection 2.3. Regarding
the regularized inverses Θ̂ and Θ̂M we choose the same tuning parameter λj = λ1 and
λMj = λ
M
1 , respectively, by 10-fold cross-validation among all nodewise regressions. Since
E[U2|Z] = 1 we are in the homoscedastic case where the covariance matrix simplifies
to Ω = E[U2]ΘM . To estimate the covariance matrix Ω, we replace the variance of U
by the error variance estimator of the scaled Lasso proposed by Sun and Zhang [2012],
which is adjusted to our instrumental variable case, and estimate ΘM using our regu-
larized estimator Θ̂M . Given the covariance matrix estimator Ω̂ we compute confidence
intervals for the structural parameter β1 by following Example 3.3.
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In Table 1 we report the absolute values of the mean bias for the desparsified IV
estimator β̂1 and for the IV Lasso estimator β˜1, for different values of the parameters ρ
and α1. The absolute mean is computed over the 1000 Monte Carlo replications. We
also report the coverage of our confidence interval for β1 at the nominal level 5%.
Value of Value of Absolute Absolute Coverage for
ρ α1 mean bias(β̂1) mean bias(β˜1) β1
0.7 1 0.635 1.574 0.952
0.75 0.682 1.636 0.968
0.5 0.759 1.652 0.973
0.25 0.774 1.709 0.978
0.5 1 0.631 1.574 0.953
0.75 0.640 1.632 0.967
0.5 0.729 1.656 0.968
0.25 0.751 1.714 0.978
0.3 1 0.608 1.585 0.959
0.75 0.622 1.626 0.970
0.5 0.703 1.667 0.965
0.25 0.710 1.736 0.979
Table 1: Absolute mean of the bias for the desparsified IV estimator β̂1 and the initial IV Lasso
estimator β˜1. The right column provides coverages of our confidence interval for β1 at the
nominal level 5%.
From Table 1 we see that the absolute mean bias of the desparsified IV Lasso esti-
mator β˜1 is considerably smaller than the absolute mean bias of the IV Lasso estimator
β̂1 for each parameter value of ρ and α1. As α1 decreases, i.e., the strength of instru-
ments declines, we see that the values of the absolute mean bias of β̂1 and β˜1 become
larger. On the other hand, when ρ increases, i.e., the degree of endogeneity becomes
more severe, the absolute mean bias of β̂1 becomes somewhat larger while the bias for
β˜1 declines. This is due to underestimation of the IV Lasso estimator β̂1, which is more
severe for small values of ρ while the desparsification term in the estimator β˜1 is not very
sensitive to ρ. From the last column of Table 1 we see that the coverage, reported at
the 5% nominal level, is accurate, in particular, when α1 is close to 1. We also see that
the coverage increases as α1 becomes smaller, which is not surprising as our theoretical
results indicate that the confidence intervals become larger as the instruments become
weaker.
Figure 1 shows the normal Q–Q plots of the desparsified IV Lasso estimator β˜1 when
ρ = 0.5 for varying values of α1. From this figure we see that the distribution has
somewhat heavier tails than the standard normal but otherwise is close to the standard
normal even in the case where the instruments have only a weak influence.
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Figure 1: Normal Q–Q-plots of the desparsified IV estimator β̂1 when ρ = 0.5 where α1 ∈
{1, 0.75, 0.5, 0.25}. The plots are computed using 1000 Monte Carlo replications with sample
size of n = 100.
A. Appendix: Proofs
Let Assumption 1 hold. By using the Cauchy-Schwartz inequality, the definition of sM ,
and the assumption that λmax(Σ) = O(1) and λmax(M
TΘM) = O(1) we obtain
‖M‖1 ≤ √sM max
1≤j≤p
‖Mj‖2
= O
(√
sM max
1≤j≤p
‖Θ1/2Mej‖2
)
= O
(√
sM
)
where Mj denotes the j–th column of the matrix M . Similarly, the sparsity constraint
on Θ implies
‖Θ‖1 ≤ √smax max
1≤j≤q
‖Θj‖2 = O(√smax).
For the next proofs, we require the following notation. For j = 1, . . . , p, recall
the definition γj = argminγ∈Rp−1 ‖(Θ1/2M)j − (Θ1/2M)−jγ‖22. We also define τ 2j :=
19
‖(Θ1/2M)j−(Θ1/2M)−jγj‖22. Introduce a vector Γj := (Γkj)pk=1 with Γkj = −γkj for k 6= j
and otherwise 1, where γkj is the k–th entry of γj. Then, we have τ
2
j = Γ
T
jM
TΘMΓj
since Θ1/2MΓj = (Θ
1/2M)j− (Θ1/2M)−jγj. It also holds τ 2j = 1/ΘMjj , which can be seen
as follows. The first order condition for γj yields
(Θ1/2M)T−jΘ
1/2MΓj = 0,
and thus,
MTΘMΓj =
(
(Θ1/2M)Tj Θ
1/2MΓj
)
ej = Γ
T
jM
TΘMΓjej = τ
2
j ej,
where we have used the fact that Θ1/2MΓj = (Θ
1/2M)j − (Θ1/2M)−jγj together with
the first order condition for γj to get the second equality. Further, by premultiplying
with ΘM we obtain
Γj = τ
2
j Θ
Mej
and since eTj Γj = 1 we obtain τ
2
j = 1/Θ
M
jj . By the definition of ω2 we obtain the following
lower bound for τj:
τ 2j = 1/Θ
M
jj ≥ 1/λmax(ΘM) = λmin(MTΘM) = ω−12 , (A.1)
which we will use in the following proofs. Reversely, τj is bounded from above by the
maximal eigenvalue of MTΘM which we assume to be bounded. This implies that
‖γj‖21 ≤ C
(
sMj ‖γj‖22 + (log(q))2/n
)
≤ C
(
sMj + (λ
M
j )
2
)
.
where we have used the upper bound ‖γj‖1 ≤ ‖γj,Sj‖1 + ‖γj,Scj‖1, the Cauchy-Schwarz
inequality and (2.7) to get the first inequality. Below we also use for matrices A and B
the inequalities
‖AB‖∞ ≤ ‖A‖∞‖B‖1 and ‖AB‖∞ ≤ ‖B‖∞‖AT‖1.
A.1. Proofs of the Main Results
Proof of Lemma 3.1. By using the inequality ‖Σ−1/2v‖2 ≤ ‖v‖2/
√
λmin(Σ) for all
v ∈ Rq and the fact that Σ has eigenvalues uniformly bounded away from zero by
Assumption 1 (iii) we have that sub-Gaussianity of Z implies sub-Gaussianity of Z˜ =
Σ−1/2Z. Lemma 5.2 (and the proof of Theorem 2.4) in van de Geer et al. [2014] applied to
the reduced form model (2.2), together with sub-Gaussianity of Σ−1/2Z and Assumption
1 (iii), implies
‖(Σ−1/2Mβ)S0‖21 ≤ Cs0 βTMTΣ−1Σ̂Σ−1Mβ (A.2)
wpa1, for all β satisfying ‖(Σ−1/2Mβ)Sc0‖1 ≤ 3‖(Σ−1/2Mβ)S0‖1. In addition, from As-
sumption 2 and the definition of ω1 we infer
B :=
{
‖βS˜c0‖1 ≤ 3‖βS˜0‖1
}
⊂ {‖(Σ−1/2Mβ)Sc0‖1 ≤ 3η−1/2‖(Σ−1/2Mβ)S0‖1}.
Consequently, (A.2) holds on B and then by the definition of ω1, inequality (3.1) follows
for all β ∈ B.
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Proof of Theorem 3.5. The proof is based on the decomposition
∆ =
√
n
(
Θ̂MM̂T Θ̂M̂ − Ip
)
(β˜ − β0)−√n Θ̂MM̂T Θ̂(M̂ − M˜)(β˜ − β0).
We observe
‖∆‖∞/
√
n ≤ ‖(Θ̂MM̂T Θ̂M̂ − Ip)(β˜ − β0)‖∞ + ‖Θ̂MM̂T Θ̂(M̂ − M˜)(β˜ − β0)‖∞
≤ ‖Θ̂MM̂T Θ̂M̂ − Ip‖∞‖β˜ − β0‖1 + ‖Θ̂MM̂T Θ̂‖op,∞‖(M̂ − M˜)(β˜ − β0)‖∞.
Further, the upper bound given in (3.5) implies that
‖∆‖∞ ≤
√
n max
1≤j≤p
{
λMj / τ˜
2
j
} ‖β˜ − β0‖1 +√n‖Θ̂TM̂(Θ̂M)T‖1‖M̂ − M˜‖∞‖β˜ − β0‖1.
By the definition of the regularized estimator M̂ given in (2.11) it holds for all j, k:
|M˜jk − M̂jk| = |M˜jk|1
{
|M˜jk| < C0
√
log(q)/n
}
< C0
√
log(q)/n,
which implies
‖M˜ − M̂‖∞ < C0
√
log(q)/n. (A.3)
Thus, using that λMj ∼ log(q)/
√
n uniformly in j, by Assumption 3 (i) we obtain
‖∆‖∞ ≤ C log(q)
(
max
1≤j≤p
τ˜−2j + ‖Θ̂TM̂(Θ̂M)T‖1
)
‖β˜ − β0‖1.
In the following, we consider the events
C :=
{
‖βS˜0‖21 ≤ ω1s0βTM̂T Θ̂M̂β/c2 for all ‖βS˜c0‖1 ≤ 3‖βS˜0‖1
}
and T :=
{
‖M̂T Θ̂ZTU/n+ M̂T Θ̂(M˜ − M̂)β0‖∞ ≤ Cλ
}
for some sufficiently large con-
stant C > 0 and recall λ ∼ log(q)/√n.
On the event C ∩ T we have
‖β˜ − β0‖1 ≤ Cω1s0 log(q)/
√
n,
which follows directly from van de Geer [2016, Theorem 2.2].2 From the proof of Propo-
sition 3.4 in Appendix A.2 we also have that τ˜ 2j is a consistent estimator of τ
2
j . Further,
Propositions 3.3 and 3.4 together with the lower bound (A.1) yield
‖∆‖∞ 1C∩T = Op
(
ω1s0 log(q)
2/
√
n max
(
ω2, ‖ΘMΘM‖1
))
.
It is thus sufficient to show 1C∩T = 1 wpa1. We proceed in two steps and control the
sets T and C separately. To handle the set T note that∥∥M̂T Θ̂ZTU/n+ M̂T Θ̂(M˜ − M̂)β0∥∥∞
≤ ‖UTZΘM/n‖∞︸ ︷︷ ︸
I
+ ‖(M̂T Θ̂−MTΘ)(UTZ/n+ (M˜ − M̂)β0)‖∞︸ ︷︷ ︸
II
+ ‖MTΘ(M˜ − M̂)β0‖∞︸ ︷︷ ︸
III
.
2Apply van de Geer [2016, Theorem 2.2] with, in their notation, L = 3, φ̂2(3, S˜0) = c
2/ω1, X = Θ̂
1/2M̂ ,
Y = Θ̂1/2ZTY,  = Θ̂1/2ZTY − Θ̂1/2M̂β0.
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To bound I, we make use of Nemirovski’s inequality (see, for instance, p. 509 in
Bu¨hlmann and Van De Geer [2011]) and E[U2|Z] ≤ σ2 to get
E
(
max
1≤j≤p
∣∣(UTZΘM)j/n∣∣)2 ≤ 8 log(2p) 1
n2
n∑
i=1
E max
1≤j≤p
|Ui(ZTi ΘM)j|2
≤ 8 log(2p)n−1σ2E max
1≤j≤p
|(ZT ΘM)j|2
and hence, we obtain I = Op
(√
E‖ZT ΘM‖2∞ log(p)/n
)
= Op (log(p)/
√
n) by using
Assumption 3 (ii). Under Assumption 3 (i) we have that λ ∼ log(q)/√n and thus,
I = Op(λ).
Next, we consider II. We have
II = ‖M̂T Θ̂−MTΘ‖op,∞‖UTZ/n+ (M˜ − M̂)β0‖∞
≤
(
‖Θ̂‖op,∞‖M̂ −M‖1 + ‖M‖1‖Θ̂−Θ‖op,∞
)(‖UTZ/n‖∞ + ‖M˜ − M̂‖∞‖β0‖1).
Again, due to Nemirovski’s inequality, we have ‖UTZ/n‖∞ = Op(
√
log(q)/n) under
Assumption 1 (iii) and condition E[U2|Z] ≤ σ2 imposed in Assumption 3 (ii). Further-
more, ‖M˜ − M̂‖∞ = O
(√
log(q)/n
)
by inequality (A.3). We also have ‖M̂ −M‖1 =
Op
(
sM
√
log(q)/n
)
and ‖Θ̂ − Θ‖op,∞ = Op
(
smax
√
log(q)/n
)
from Propositions 3.2 and
3.4. Now using that ‖β0‖1 = O(√ω1s0) (since ‖β0‖1 ≤ √ω1‖β∗S0‖1 +Cω1s0
√
log(p)/n ≤√
ω1s0‖β∗‖∞ + o(1) by using the fact that β0S˜0 ∈ B, (2.6) and (3.2), and ‖β
∗‖∞ = O(1))
we obtain
II = Op
(
(1 + ‖β0‖1)
(
sM‖Θ‖1 + smax‖M‖1
)
log(q)/n
)
= Op
(√
ω1s0 max
(
sM
√
smax, smax
√
sM
)
log(q)/n
)
= op(
√
log(p)/n)
employing (3.2) in Assumption 3 to get the last equality. Remark that to get the
first equality we have used the fact that ‖Θ̂‖op,∞ ≤ ‖Θ̂ − Θ‖op,∞ + ‖Θ‖1 because Θ is
symmetric, and by Proposition 3.4 ‖Θ̂−Θ‖op,∞ = Op(smax
√
log(q)/n) which is negligible
with respect to the other terms under (3.2). Consider III. We have
III ≤ max
j
∣∣(ΘM)Tj (M̂ −M)β0∣∣+ max
j
∣∣(ΘM)Tj (M˜ −M)β0∣∣, (A.4)
where the second summand can be bounded again by using Nemirovski’s inequality:
E
∥∥MTΘ(M˜ −M)β0∥∥2∞ = E max1≤j≤p ∣∣n−1∑
i
(ΘM)Tj ZiX
T
i β
0 − (ΘM)TjMβ0
∣∣2
≤ 8 log(2p)n−1E max
1≤j≤p
|(ΘM)Tj ZXTβ0|2
≤ 8 log(2p)n−1E[(XTβ0)2‖MTΘZ‖2∞]
= O
(
log(p)2/n
)
,
where we have used Assumption 3 (ii) to get the last line. For the first summand on
the right hand side of (A.4) we observe
max
j
∣∣(ΘM)Tj (M̂ −M)β0∣∣ ≤ ‖ΘM‖∞‖M̂ −M‖1‖β0‖1
= Op
(√
smaxsM
√
log(q)/n
√
ω1s0
)
= Op
(
log(q)/
√
n
)
(A.5)
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due to Assumption 1 (iii) which implies ‖Θ‖1 = O(√smax), Assumption 3 (ii), the
second result of Proposition 3.2 and the first rate restriction imposed in Assumption 3
(iii).
It remains to control C. By Lemma 3.1 it holds for all ‖βS˜c0‖1 ≤ 3‖βS˜0‖1 that
‖βS˜0‖21 ≤ ω1s0 βTMTΣ−1Σ̂Σ−1Mβ/c˜2
wpa1, for some constant c˜ > 0. Thus, in order to prove that C holds wpa1 it suffices to
show that for some sufficiently small constant c∗ > 0 it holds
ω1s0‖MTΘ(Σ̂− Σ)ΘM‖∞ ≤ c∗/2 wpa1 (A.6)
and
ω1s0‖MTΘM − M̂T Θ̂M̂‖∞ ≤ c∗/2 wpa1. (A.7)
To prove (A.6), note that ‖Σ̂− Σ‖∞ ≤ c′
√
log(q)/n wpa1 for some constant c′ > 0, see
e.g. van de Geer [2016, Problem 14.2], and thus the result follows by
ω1s0‖ΘM‖21
√
log(q)
n
≤ c∗∗
for some constant c∗∗ that is chosen small enough. This inequality is indeed satisfied
due to ‖ΘM‖21 ≤ smaxsM and the rate requirement imposed in Assumption 3 (iii).
To show (A.7) we first make the decomposition ‖MTΘM−M̂T Θ̂M̂‖∞ ≤ ‖MTΘM−
M̂TΘM̂‖∞ + ‖M̂T (Θ̂−Θ)M̂‖∞. Then,
ω1s0‖M̂‖21‖Θ̂−Θ‖∞ ≤ 2ω1s0
(
‖M‖21 + ‖M̂ −M‖21
)
‖Θ̂−Θ‖∞
≤ Cω1s0s2M
(
1 + log(q)/n
)√
smax
√
log(q)/n,
wpa1, where we have used Assumption 3 (ii) to get ‖M‖1 ≤ sM‖M‖∞ = O(sM), the
second result of Proposition 3.2 and the result ‖Θ̂ − Θ‖∞ = Op(
√
smax log(q)/n) (see
van de Geer et al. [2014]). Moreover,
‖MTΘM − M̂TΘM̂‖∞
≤ ‖M − M̂‖1‖Θ‖1‖M‖∞ +
(
‖M‖∞ + ‖M̂ −M‖1
)
‖Θ‖1‖M̂ −M‖1
≤ CsM
√
log(q)/n
√
smax
(
1 + sM
√
log(q)/n
)
wpa1, where we have used Assumptions 1 (iii) and 3 (ii) and the second result of
Proposition 3.2. Consequently, by the rate restriction ω1s0sM
√
smax = o(
√
n/ log(q)) in
Assumption 3 (iii), result (A.7) holds wpa1.
Proof of Theorem 3.8. We proceed in two steps. First, we show
√
n/(aTΩ a) aT
(
β̂−
β0
) d→ N (0, 1). We make use of the following decomposition√
n/(aTΩ a) aT
(
β̂ − β0) = aTΘMMTΘZTU/√n(aTΩ a)︸ ︷︷ ︸
=I
+ aT
(
Θ̂MM̂T Θ̂−ΘMMTΘ)ZTU/√n(aTΩ a)︸ ︷︷ ︸
=II
+ op
(
‖a‖1/
√
aTΩ a
)
.
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Since
√
aTΩ a ≥ σ√ω2‖a‖2 it holds ‖a‖1/
√
aTΩ a = O(1) for all a ∈ A. We have that
I
d→ N (0, 1) and moreover, II = op(1) which can be seen as follows. We observe
II ≤
√
ω2/(aTΩ a) ‖a‖1
(
‖Θ̂M −ΘM‖op,∞‖MTΘZTU‖∞/(ω2
√
n)
+ ‖M̂ −M‖1‖ΘM‖1‖Θ̂‖op,∞‖ZTU‖∞/(ω2
√
n)
+ ‖Θ̂−Θ‖op,∞‖MTΘM‖1‖ZTU‖∞/(ω2
√
n)
)
.
Using Nemirovski’s inequality as in proof of Theorem 3.5 we have ‖MTΘZTU‖∞/
√
n =
Op(
√
log(q)) and ‖ZTU‖∞/
√
n = Op(
√
log(q)). Further, from
√
ω2/(aTΩ a) ≤ σ−1‖a‖−12
we infer
II = Op
( log(q)√
n
‖a‖1
‖a‖2
(
ω2s
M
max
√
log(q) + max
(
sM
√
smax, smax
√
sM
)‖ΘM‖1/ω2))
using ‖ΘM‖1 ≤ √sMsmax. The rate requirement imposed on q implies the result.
Second, we establish consistency of covariance matrix estimation. For the covariance
matrix estimator Ω̂ we conclude∣∣∣aT Ω̂ a
aTΩ a
− 1
∣∣∣ ≤ (aTΩ a)−1‖a‖21‖Ω̂− Ω‖∞
≤ ∥∥Θ̂MM̂T Θ̂∥∥2
1
‖n−1ZTdiag(Û)2Z− E[U2ZZT ]‖∞︸ ︷︷ ︸
=A1
+
∥∥Θ̂MM̂T Θ̂−ΘMMTΘ∥∥
1
‖ΘMMTΘ‖1‖E[U2ZZT ]‖∞︸ ︷︷ ︸
=A2
+
∥∥Θ̂MM̂T Θ̂−ΘMMTΘ∥∥2
1
‖E[U2ZZT ]‖∞︸ ︷︷ ︸
=A3
.
Using again Nemirovski’s inequality and E[U2|Z] ≤ σ2 we obtain
‖n−1ZTdiag(Û)2Z− E[U2ZZT ]‖∞
=
∥∥∥n−1∑
i
(
Ui +X
T
i (β
0 − β˜))2ZiZTi − E[U2ZZT ]∥∥∥∞
≤
∥∥∥n−1∑
i
UiZiZ
T
i − E[U2ZZT ]
∥∥∥
∞
+ 2
∥∥∥(β0 − β˜)Tn−1∑
i
UiXiZiZ
T
i
∥∥∥
∞
+
∥∥∥n−1∑
i
(
XTi (β
0 − β˜))2ZiZTi ∥∥∥∞
≤ Op
(√
log(q)/n
)
+ ‖β0 − β˜‖1 ×Op
(
E‖X‖2∞E max
1≤j,l≤q
|ZjZl|2
)
+ ‖β0 − β˜‖21 ×Op
(
E max
1≤j,l≤p
|XjXl|2E max
1≤j,l≤q
|ZjZl|2
)
.
Now using ‖β˜−β0‖1 = Op
(
ω1s0
√
log(p)/n
)
we obtain the A1 = op(1). Finally, by using
a similar decomposition as for the bound of II, it is easy to see that A2 = op(1) which
implies A3 = op(1).
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A.2. Proofs of Bounds on Random Matrices
Proof of Lemma 3.3. The proof of (3.4) is given in van de Geer et al. [2014]. For
completeness we provide the following arguments. The KKT condition for γ̂j implies
τ̂ 2j = Z
T
j (Zj −Z−j γ̂j)/n. Consequently, it holds ZTj ZΘ̂j/n = ZTj (Zj −Z−j γ̂j)/(nτ̂ 2j ) = 1.
The KKT conditions also imply ‖ZT−jZΘ̂j‖∞/n ≤ λj/τ̂ 2j or∥∥Σ̂Θ̂j − ej∥∥∞ ≤ λj/τ̂ 2j ,
where ej is the j–th unit column vector.
Proof of (3.5). The KKT conditions for the nodewise Lasso (2.12) implies
τ˜ 2j =
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−j γ˜j
)T(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−j γ˜j
)
+ λMj ‖γ˜j‖1
=
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−j γ˜j
)T
(Θ̂1/2M̂)j + λ
M
j
(‖γ˜j‖1 − γ˜Tj sign(γ˜j))︸ ︷︷ ︸
=0
=
(
Θ̂1/2M̂ Γ˜j
)T
(Θ̂1/2M̂)j. (A.8)
Consequently, for all 1 ≤ j ≤ p:
(Θ̂1/2M̂)Tj Θ̂
1/2M̂ Θ̂Mj = 1.
By the definition of Θ̂Mj we also obtain∥∥(Θ̂1/2M̂)T−jΘ̂1/2M̂ Θ̂Mj ∥∥∞ = ∥∥(Θ̂1/2M̂)T−j((Θ̂1/2M̂)j − (Θ̂1/2M̂)−j γ̂j)∥∥∞/τ˜ 2j
≤ λMj /τ˜ 2j ,
where the last inequality again follows by the KKT conditions for the nodewise Lasso
(2.12).
Proof of Proposition 3.4. The proof of the first result of the proposition is given
in van de Geer et al. [2014], and hence the proof is omitted. We now prove the second
result. The proof relies on the relation
‖Θ̂M −ΘM‖op,∞ = max
j
‖Θ̂Mj −ΘMj ‖1
= max
j
‖Γ˜j/τ˜ 2j − Γj/τ 2j ‖1
≤ max
j
‖γ˜j − γj‖1/τ˜ 2j + max
j
‖γj‖1 max
j
∣∣1/τ˜ 2j − 1/τ 2j ∣∣
≤ C
(
max
j
‖γ˜j − γj‖1ω2 + ω22
√
sMmax max
j
∣∣τ 2j − τ˜ 2j ∣∣ )max
j
1
ω2τ˜ 2j
,
for all n sufficiently large. Here, we made use of the lower bound (A.1) and ‖γj‖1 ≤
C
√
sMj for n sufficiently large. We introduce the sets
Cj =
{
‖γSj‖21 ≤ CsMj γTM̂T Θ̂M̂γ for all ‖γScj‖1 ≤ 3‖γSj‖1
}
and
Tj =
{
‖((Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj)T (Θ̂1/2M̂)−j‖∞ ≤ CλMj }
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for some sufficiently large constant C > 0. Recall λMj ∼ log(q)/
√
n. On the set Cj ∩ Tj,
it holds
‖γ˜j − γj‖1 ≤ C(j)sMj log(q)/
√
n,
for some constant C(j) > 0, which follows directly from Theorem 2.2 of van de Geer
[2016]. Thus, for the proof of the assertion it is sufficient to show∣∣τ˜ 2j − τ 2j ∣∣ = Op( log(q)√sMj /n)
which can be seen as follows. Recall from (A.8) that
τ˜ 2j =
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−j γ˜j
)T
(Θ̂1/2M̂)j
=
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj
)T
(Θ̂1/2M̂)j +
(
(Θ̂1/2M̂)−j(γj − γ˜j)
)T
(Θ̂1/2M̂)j
=
∥∥∥(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj∥∥∥2
2
+
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj
)T
(Θ̂1/2M̂)−jγj
+
(
(Θ̂1/2M̂)−j(γj − γ˜j)
)T
(Θ̂1/2M̂)j
= ΓTj M̂
T Θ̂M̂ Γj +
(
(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj
)T
(Θ̂1/2M̂)−jγj
+
(
(Θ̂1/2M̂)−j(γj − γ˜j)
)T
(Θ̂1/2M̂)j
and recall that τ 2j = Γ
T
jM
TΘMΓj. We have∣∣τ˜ 2j − τ 2j ∣∣ ≤ ∣∣ΓTj (M̂T Θ̂M̂ −MTΘM)Γj∣∣︸ ︷︷ ︸
I
+
∣∣((Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj)T (Θ̂1/2M̂)−jγj∣∣︸ ︷︷ ︸
II
+ |(γj − γ̂j)T (Θ̂1/2M̂)T−j(Θ̂1/2M̂)j|︸ ︷︷ ︸
III
where we bound each term on the right hand side as follows. Consider I. We observe
I ≤ |ΓTj (M̂ −M)T Θ̂M̂ Γj|︸ ︷︷ ︸
T1
+ |ΓTjMT (Θ̂−Θ)M̂ Γj|︸ ︷︷ ︸
T2
+ |ΓTjMTΘ(M̂ −M) Γj|︸ ︷︷ ︸
T3
.
In the following, we bound each summand on the right hand side separately. We have
T1 = |(ΘMΓj)T (M̂ −M)Γj|+ op
(
log(q)/
√
n
)
= Op
(
log(q)/
√
n
)
,
uniformly in j by using Assumption 4, i.e., Emaxj |(ΘMΓj)TZXTΓj|2 = O(log(p)),
and following the arguments for the upper bound (A.5). Equivalently, we have T3 =
Op
(
log(q)/
√
n
)
. We observe
T2 ≤ |ΓTjMTΘ(Σ̂Θ̂− Iq)M̂ Γj|+ |ΓTjMTΘ(Σ̂− Σ)Θ̂M̂ Γj|
≤ |ΓTjMTΘ(Σ̂Θ̂− Iq)M Γj|+ |ΓTjMTΘ(Σ̂− Σ)ΘM Γj|+ op
(√
log(q)/n
)
Due to Assumption 4 (ii), i.e., Emax1≤j≤p ‖(ΘMΓj)TZ‖42 = O(log(p)2), it is sufficient
to consider the first summand. The KKT condition for the nodewise Lasso estimator γ̂j
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implies ZT−jZΘ̂j/n = τ̂
−2
j λjκ̂ and it holds Z
T
j ZΘ̂j/n = ej (see van de Geer et al. [2014]).
Consequently, we have
Σ̂Θ̂j − ej = λjκ̂j/τ̂ 2j .
Since λj ∼
√
log(q)/n and ‖ΘMΓj‖1 ≤ ‖Θ‖1‖M‖1‖Γj‖1 ≤
√
smaxsM(sMj + (λ
M
j )
2) we
obtain
|ΓTjMTΘ(Σ̂Θ̂− Iq)M Γj| = |ΓTjMTΘ(λ1κ̂1/τ̂ 21 , . . . , λqκ̂q/τ̂ 2q )M Γj|
≤
√
log(q)/n ‖ΘMΓj‖1‖M Γj‖1 max
1≤j≤q
τ̂−2j
=
√
log(q)/n
√
smaxsM(s
M
j + (λ
M
j )
2)×Op(1)
= Op
(
log(q)/
√
n
)
,
using that τ̂ 2j is a consistent estimator of 1/Θjj (see the proof of Theorem 2.4 of van de
Geer et al. [2014]), Θjj is bounded uniformly in j, and the first rate condition imposed
in Assumption 3 (iii). Further, we have on Tj that
II ≤ ‖γj‖1
∥∥(Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj)T (Θ̂1/2M̂)−j∥∥∞
= Op
(
log(q)
√
sMj /n
)
.
Further, the KKT condition for the nodewise Lasso estimator γ˜j implies
III = |ΓTj (Θ̂1/2M̂)T (Θ̂1/2M̂)j|
= |ΓTj (M̂Θ̂M̂ −MΘM)ej|
= Op
(
log(q)/
√
n
)
.
In the following, we show that 1Cj∩Tj with probability approaching one. To control
Cj we can proceed similarly as in the proof of Theorem 3.5. To control Tj, recall that
due to the definition of Γj it holds Γ
T
j (Θ
1/2M)T (Θ1/2M)−j = 0. We observe
‖((Θ̂1/2M̂)j − (Θ̂1/2M̂)−jγj)T (Θ̂1/2M̂)−j‖∞ = ‖ΓTj (M̂T Θ̂M̂ −MTΘM)I−j‖∞
≤ ‖ΓTj (M̂ −M)T Θ̂M̂‖∞︸ ︷︷ ︸
S1
+ ‖ΓTjMT (Θ̂−Θ)M̂‖∞︸ ︷︷ ︸
S2
+ ‖ΓTjMTΘ(M̂ −M)‖∞︸ ︷︷ ︸
S3
.
In the following, we bound each summand on the right hand side separately. We have
S1 = max
l
|(ΘM)Tl (M̂ −M)Γj|+ op
(√
log(q)/n
)
= Op
(
log(q)/
√
n
)
by using Assumption 4 (i), i.e., E‖MTΘZXTΓj‖2∞ = O(log(p)) and following the argu-
ments for the upper bound (A.5). We observe
S2 ≤ ‖ΓTjMTΘ(Σ̂Θ̂− Iq)M‖∞ + ‖ΓTjMTΘ(Σ̂− Σ)Θ̂M‖∞
≤ ‖ΓTjMTΘ(Σ̂Θ̂− Iq)M‖∞ + ‖ΓTjMTΘ(Σ̂− Σ)ΘM‖∞ + op
(√
log(q)/n
)
where the second summand can be bounded again by using Nemirovski’s inequality:
E‖ΓTjMTΘ(Σ̂− Σ)ΘM‖2∞ = E max
1≤l≤p
∣∣n−1∑
i
ΓTjM
TΘZiZ
T
i (ΘM)l − ΓTjMT (ΘM)l
∣∣2
≤ 8 log(2p)n−1E max
1≤l≤p
|ΓTjMTΘZZT (ΘM)l|2.
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The KKT condition for the nodewise Lasso estimator γ̂j implies Z
T
−jZΘ̂j/n = τ̂
−2
j λjκ̂j
and it holds ZTj ZΘ̂j/n = ej. Consequently, we have
Σ̂Θ̂j − ej = λjκ̂j/τ̂ 2j .
Since λj ∼
√
log(q)/n we obtain by employing Theorem 2.4 of van de Geer et al. [2014])
‖ΓTjMTΘ(Σ̂Θ̂− Iq)M‖∞ = ‖ΓTjMTΘ(λ1κ̂1/τ̂ 21 , . . . , λqκ̂q/τ̂ 2q )M‖∞
≤
√
log(q)/n ‖ΘMΓj‖1‖M‖1 max
1≤j≤q
τ̂−2j
=
√
log(q)/n
√
smaxsM
√
sMj + (λ
M
j )
2 ×Op(1)
= Op(log(q)/
√
n),
by using Assumption 3 (iii), i.e., sM
√
smaxsMmax = O
(√
log(q)
)
. Finally, we have
S3 = ‖(ΘMΓj)T (M̂ −M)‖∞ = Op
(
log(q)/
√
n
)
,
by following again the arguments for the upper bound (A.5), which completes the proof
of the result.
For a random variable W , we introduce the sub-Gaussian norm ‖ · ‖ψ2 as ‖W‖ψ2 :=
supq≥1 q
−1/2(E|W |q)1/q and the sub-exponential norm ‖·‖ψ1 as ‖W‖ψ1 := supq≥1 q−1(E|W |q)1/q,
see Vershynin [2012, Definition 5.7 and Lemma 5.5]. If W is sub-Gaussian (see Definition
1) then ‖W‖ψ2 is bounded from above. Also note that if W has bounded sub-Gaussian
norm then W 2 has bounded sub-exponential norm, see Vershynin [2012, Remark 5.18].
Proof of Proposition 3.2. We start by proving the first part of the theorem. De-
note ς2zj := E[Z21j], ς2xk := E[X21k] and ρjk := E[Z1jX1k]/(ςzjςxk). Let Kz := ‖Zij‖ψ2 and
Kx := ‖Xik‖ψ2 , which do not depend on i. Then,
P
(∣∣∣M˜jk −Mjk∣∣∣ ≥ v) = P(
∣∣∣∣∣
n∑
i=1
(ZijXik −Mjk)
∣∣∣∣∣ ≥ nv
)
= P
(∣∣∣∣∣
n∑
i=1
(
ZijXik
ςzjςxk
− ρjk
)∣∣∣∣∣ ≥ nvςzjςxk
)
.
Moreover,
n∑
i=1
(
ZijXik
ςzjςxk
− ρjk
)
=
1
4
[ n∑
i=1
[
(
Zij
ςzj
+
Xik
ςxk
)2
− 2(1 + ρjk)]
−
n∑
i=1
[
(
Zij
ςzj
− Xik
ςxk
)2
− 2(1 − ρjk)]
]
.
Because X and Z have sub-Gaussian rows then Xik, Zij,
(
Zij
ςzj
+ Xik
ςxk
)
and
(
Zij
ςzj
− Xik
ςxk
)
are sub-Gaussian (because linear combinations of sub-Gaussian random variables are
still sub-Gaussian). The sub-gaussian norms of
(
Zij
ςzj
+ Xik
ςxk
)
and
(
Zij
ςzj
− Xik
ςxk
)
are upper
bounded by Kz
ζzj
+ Kx
ζxk
.
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Therefore,
(
Zij
ζzj
+ Xik
ζxk
)2
and
(
Zij
ζzj
− Xik
ζxk
)2
are sub-exponential, see e.g. Vershynin
[2012, Lemma 5.14], whose means are, respectively
2(1 + ρjk) and 2(1− ρjk).
Denote Wi+ :=
(
Zij
ζzj
+ Xik
ζxk
)2
1
2(1+ρjk)
− 1 and Wi− :=
(
Zij
ζzj
− Xik
ζxk
)2
1
2(1−ρjk) − 1 which are
also sub-exponential by Vershynin [2012, Remark 5.18] with mean zero. In fact, by using
the moment condition characterization of sub-Gaussianity we obtain, for some constant
K > 0 and all p ≥ 1:
(E|Wi+|p)1/p ≤
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
p
+ ‖1‖p
≤ 2
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
p
≤ 2Kp
where we have use the triangle inequality to get the first inequality, the Jensen inequality
to get the second inequality and sub-exponentiality of
(
Zij
ζzj
+ Xik
ζxk
)2
1
2(1+ρjk)
to get the
last inequality.
The sub-exponential norm of Wi+ can be upper bounded as follows:
‖Wi+‖ψ1 ≤ sup
q≥1
q−1‖Wi+‖q ≤ sup
q≥1
q−1
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
q
+ ‖1‖q

≤
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
ψ1
+ sup
q≥1
q−1
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
q
= 2
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)2
1
2(1 + ρjk)
∥∥∥∥∥
ψ1
≤ 4
∥∥∥∥∥
(
Zij
ζzj
+
Xik
ζxk
)
1√
2(1 + ρjk)
∥∥∥∥∥
2
ψ2
≤ 4
(
Kz
ζzj
+
Kx
ζxk
)2
1
2(1 + ρjk)
(A.9)
where we have first used the triangle inequality, then the Jensen’s inequality and, to get
the third inequality we have used Vershynin [2012, Lemma 5.14]. In a similar way, we
can show that the sub-exponential norm of Wi− is upper bounded by
‖Wi−‖ψ1 ≤ 4
(
Kz
ζzj
+
Kx
ζxk
)2
1
2(1− ρjk) (A.10)
and the right hand side does not depend on i. Therefore, for every i, ‖(1+ρjk)Wi+‖ψ1 ≤
2
(
Kz
ζzj
+ Kx
ζxk
)2
and ‖(1− ρjk)Wi−‖ψ1 ≤ 2
(
Kz
ζzj
+ Kx
ζxk
)2
. Let K := maxi ‖(1− ρjk)Wi−‖ψ1 .
For every t ≥ 0, define the event A := {|∑ni=1(1 − ρjk)Wi−| ≥ t} which by using
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Vershynin [2012, Proposition 5.16] has probability upper bounded by
P(A) ≤ 2 exp
{
−cmin
{
t2
K2n
,
t
K
}}
≤ 2 exp
−cmin
 t
2
4n
(
Kz
ζzj
+ Kx
ζxk
)4 , t
2
(
Kz
ζzj
+ Kx
ζxk
)2

 (A.11)
where c > 0 is an absolute constant. The probability that we want to upper bound is
the following:
P
(∣∣∣M˜jk −Mjk∣∣∣ ≥ v) = P(1
2
∣∣∣∣∣
n∑
i=1
Wi+(1 + ρjk)−
n∑
i=1
Wi−(1− ρjk)
∣∣∣∣∣ ≥ nvζzjζxk
)
≤ P
(∣∣∣∣∣
n∑
i=1
Wi+(1 + ρjk)
∣∣∣∣∣ ≥ 2 nvζzjζxk −
∣∣∣∣∣
n∑
i=1
Wi−(1− ρjk)
∣∣∣∣∣ ∩ Ac
)
+ P(A)
≤ P
(∣∣∣∣∣
n∑
i=1
Wi+(1 + ρjk)
∣∣∣∣∣ ≥ nvζzjζxk ∩ Ac
)
+ P(A)
≤ P
(∣∣∣∣∣
n∑
i=1
Wi+(1 + ρjk)
∣∣∣∣∣ ≥ nvζzjζxk
)
+ P(A).
Therefore, by using (A.11) with t = nv/(ζzjζxk) and 0 ≤ v ≤ 1 in A, and applying again
Vershynin [2012, Proposition 5.16] to upper bound the first probability in the last line
of the previous display, we obtain
P
(∣∣∣M˜jk −Mjk∣∣∣ ≥ v)
≤ 2 exp
−cmin
 v
2
4ζ2zjζ
2
xk
(
Kz
ζzj
+ Kx
ζxk
)4 , v
2ζzjζxk
(
Kz
ζzj
+ Kx
ζxk
)2
n

+ 2 exp
−cmin
 v
2
4ζ2zjζ
2
xk
(
Kz
ζzj
+ Kx
ζxk
)4 , v
2ζzjζxk
(
Kz
ζzj
+ Kx
ζxk
)2
n

= 4 exp
−cmin
 v
2
4ζ2zjζ
2
xk
(
Kz
ζzj
+ Kx
ζxk
)4 , v
2ζzjζxk
(
Kz
ζzj
+ Kx
ζxk
)2
n

≤ 4 exp{−Cv2n}
where for the last inequality we have used thatmin(a/b, c/d) ≥ min(a, c)/max(b, d) for
any constants a, b, c, d. This proves (3.3). To prove the second part of the theorem
notice that, by definition of sM and under Assumption 3 (iii), M belongs to the class of
matrices
Gξ(ρ, sM) =
{
M ∈ Rq×p : max
1≤k≤p
|M[j]k|ξ ≤ sM/j for all j and max
1≤j≤(p∧q)
Mjj ≤ ρ
}
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(A.12)
with ξ = 0 and |M[j]k| denoting the j-th largest element in magnitude of the k-th column
(Mjk)1≤j≤q of M . This is the extension to rectangular matrices of the class of matrices
considered in Cai and Zhou [2012] for 0 ≤ ξ < 1. Hence, the second part of the theorem
follows from the proof of Cai and Zhou [2012, Theorem 4] and (3.3). We give some
elements of this proof in Appendix B.
B. Appendix: Technical Results
Recall the notation M˜ = ZTX/n and the thresholding estimator: M̂ = (M̂jk) with
M̂jk := M˜jk 1
{
|M˜jk| ≥ C0
√
log(q)
n
}
, C0 > 0. (B.1)
In the following theorem, we provide the rate for its `1-norm. The minimax rate for the
`1-norm of the thresholding estimator of quadratic matrix is studied in Cai and Zhou
[2012]. Here, we slightly extend their proof to account for the rectangular case and only
report the main steps that contain the differences with respect to Cai and Zhou [2012].
We will establish this result for the more general class of matrices Gξ(ρ, sM) defined in
(A.12) for 0 ≤ ξ < 1 where |M[j]k| denotes the j-th largest element in magnitude of the
k-th column (Mjk)1≤j≤q. Every matrix in Gξ(ρ, sM) has columns (Mjk)1≤j≤q that are in
a (approximate) sparse weak `ξ ball. The case ξ = 0 is the case considered in the paper.
Moreover, define the class of distributions P(Gξ(ρ, sM)) as the set of distributions of
(Z,X) satisfying (A.12) and such that the rows of Z and X are sub-Gaussian.
Theorem B.1. Let Assumption 1 (ii) hold. Then, the thresholding estimator M̂ satisfies
sup
P(Gξ(ρ,sM ))
E
∥∥M̂ −M∥∥2
1
≤ Cs2M
(
log(p ∨ q)
n
)1−ξ
for some constant C > 0.
In the following we directly write q instead of p∨ q. Therefore, by Theorem B.1 and
the Markov’s inequality
P
(∥∥∥M̂ −M∥∥∥
1
> ε
)
≤ 1
ε2
E
∥∥∥M̂ −M∥∥∥2
1
≤ Cs
2
M
ε2
(
log(q)
n
)1−ξ
(B.2)
which implies: ∥∥∥M̂ −M∥∥∥
1
≤ sM
(
log(q)
n
)(1−ξ)/2
with probability approaching one.
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Proof. Define the event Ajk := {|M̂jk−Mjk| ≤ 4 min
{
|Mjk|, C0
√
log(q)
n
}
} and D = (djk)
with djk := (M̂jk −Mjk)1Acjk . Then,
E‖M̂ −M‖21 = E‖M̂ −M −D +D‖21
≤ E‖M̂ −M −D‖21 + E‖D‖21
≤ 2E
(
sup
1≤k≤p
q∑
j=1
|M̂jk −Mjk|1Ajk
)2
+ 2E‖D‖21
≤ 32
(
sup
1≤k≤p
q∑
j=1
min
{
|Mjk|, C0
√
log(q)
n
})2
+ 2E‖D‖21 (B.3)
where the inequality in the penultimate line is due to (M̂−M−D)jk = (M̂jk−Mjk)(1−
1Acjk
) = (M̂jk −Mjk)1Ajk .
To control the first term we use exactly the same procedure as in Cai and Zhou [2012]
and so we omit it. We find that
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(
sup
1≤k≤p
q∑
j=1
min
{
|Mjk|, C0
√
log(q)
n
})2
≤ C1sM
(
log(q)
n
)(1−ξ)/2
(B.4)
for some positive constant C1. We now consider the second term in (B.3) and show that
it is negligible with respect to the first term. For this we use the following decomposition
(also coming from Cai and Zhou [2012]), where we denote by ‖ · ‖F the Frobenius norm:
E‖D‖21 = E
(
max
1≤k≤p
q∑
j=1
|djk|
)2
≤ E[q‖D‖2F ] = q
p∑
k=1
q∑
j=1
E|djk|2
= q
p∑
k=1
q∑
j=1
E
(
d2jk 1{Acjk∩{M̂jk=M˜jk}}+d
2
jk 1{Acjk∩{M̂jk=0}}
)
= q
p∑
k=1
q∑
j=1
E
(
(M˜jk −Mjk)2 1{Acjk}+M2jk 1{Acjk∩{M̂jk=0}}
)
=: R1 +R2.
Let us start by term R1. By the Holder’s inequality (with norms L3 and L3/2) we obtain
R1 ≤ p
p∑
k=1
q∑
j=1
E1/3
[
(M˜jk −Mjk)6
]
P2/3(Acjk)
≤ C3p2q 1
n
P2/3(Acjk)
where we have used result (B.5) of Lemma B.2 below that E1/3
[
(M˜jk −Mjk)6
]
=
O(n−1). Finally, by using the result of Lemma B.3 below we get that P(Acjk) ≤ 2C4q−9/2
so that
R1 ≤ 2C2C3
n
q3q−3 ≤ C5/n.
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Let us now consider term R2:
R2 = p
p∑
k=1
q∑
j=1
E
(
M2jk 1{|Mjk|≥4C0
√
log(q)/n} 1{|M˜jk|≤C0
√
log(q)/n}
)
≤ p
p∑
k=1
q∑
j=1
M2jkE
(
1{|Mjk|≥4C0
√
log(q)/n} 1{|Mjk|−|M˜jk−Mjk|≤C0
√
log(q)/n}
)
=
p
n
p∑
k=1
q∑
j=1
nM2jkP
(
|M˜jk −Mjk| ≥ −C0
√
log(q)/n+ |Mjk|
)
1{|Mjk|≥4C0
√
log(q)/n}
≤ p
n
p∑
k=1
q∑
j=1
nM2jkP
(
|M˜jk −Mjk| ≥ −1
4
|Mjk|+ |Mjk|
)
1{|Mjk|≥4C0
√
log(q)/n}
where to get the inequality in the second line we have used |M˜jk| ≥ |Mjk|− |M˜jk−Mjk|.
Therefore, by using result (3.3) in Theorem 3.2 we get:
R2 ≤ p
n
p∑
k=1
q∑
j=1
nM2jkP
(
|M˜jk −Mjk| ≥ 3
4
|Mjk|
)
1{|Mjk|≥4C0
√
log(q)/n}
≤ pC
2
0
n
p∑
k=1
q∑
j=1
n
C20
M2jk4 exp{−cn9|Mjk|2/16}1{|Mjk|≥4C0√log(q)/n}
≤ pC
2
0
n
p∑
k=1
q∑
j=1
exp{nM2jk
4
C20
− cn9|Mjk|2/16}1{|Mjk|≥4C0√log(q)/n}
where to get the last inequality we have used the inequality nt/ent ≤ 1 for all t > 0. Let
C0 =
√
8/c, then
R2 ≤ pC
2
0
n
p∑
k=1
q∑
j=1
exp{−nM2jkc/16}1{|Mjk|≥4C0√log(q)/n}
≤ pC
2
0
n
p∑
k=1
q∑
j=1
exp{−n16C20 log(q)c/(16n)}
≤ pC
2
0
n
p∑
k=1
q∑
j=1
exp{−8 log(q)} = (q)
3C20
n
(q)−8
≤ C6/n.
Lemma B.2. Let Assumption 1 (ii) hold. Then, there exists a constant C2 > 0 such
that
E[|M˜jk −Mjk|6] ≤ 24
C32n
3
. (B.5)
Proof. The 6-th moment can be written as
E[|M˜jk −Mjk|6] = 6
∫ ∞
0
x5P(|M˜jk −Mjk| ≥ x)dx
and by substituting the upper bound in (3.3) and by using integration by parts we get
E[|M˜jk −Mjk|6] ≤ 24
∫ ∞
0
x5 exp
{−cnx2} dx = 24
c3n3
.
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Lemma B.3. Define the event Ajk as Ajk :=
{
|M̂jk−Mjk| ≤ 4 min
{|Mjk, C0√ log(q)n |}}
for C0 =
√
8
C2
where C2 is as in Lemma B.2. Then,
P(Ajk) ≥ 1− 2C3(q)−9/2
for some constant C3 > 0.
Proof. Let A1 :=
{
|M˜jk| ≥ C0
√
log(p∨q)
n
}
. Then, from the definition of M̂jk we have
|M̂jk −Mjk| = |Mjk|1Ac1 +|M˜jk −Mjk|1A1 .
By the triangular inequality we have:
A1 =
{
|M˜jk −Mjk +Mjk| ≥ C0
√
log(q)
n
}
⊂
{
|M˜jk −Mjk| ≥ C0
√
log(q)
n
− |Mjk|
}
Ac1 =
{
|M˜jk −Mjk +Mjk| < C0
√
log(q)
n
}
⊂
{
|M˜jk −Mjk| > |Mjk| − C0
√
log(q)
n
}
.
Then, the proof proceed exactly as in Cai and Zhou [2012, Proof of Lemma 8] with
C0 =
√
8
C2
where C2 is as in Lemma B.2.
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