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Summary. Interval estimation of the probability of success in a Binomial model is con-
sidered. Zielin´ski (2018) showed that the confidence interval which uses information about
non-homogeneity of the sample is better than the classical one. In the following paper the
shortest confidence interval for non-homogenous sample is constructed.
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Introduction. Suppose that there are two suppliers of an item with unknown defective-
ness θ1 and θ2, respectively. It is known that the share of supply provided by the first
supplier is w1, while the share of the second one equals w2 = 1 − w1. It is of interest to
estimate the overall defectiveness ϑ = w1θ1 + w2θ2 on the basis of a sample of size n.
The common approach (for example Decrouez & Robinson (2012)) is as follows: first we
estimate θ1 and θ2 and then we construct a confidence interval for ϑ = w1θ1 + w2θ2.
Zielin´ski (2018) another approach applied. We want to construct a confidence interval for
ϑ, and we are not interested in estimating θ1 and θ2. Note that for given ϑ there are
infinitely many θ1 and θ2 giving ϑ. Hence averaging with respect to θ1 and θ2 is applied.
Jaworski, Zielin´ski; 1
It was shown that the coverage probability of obtained confidence interval is at least the
nominal confidence level. In what follows the shortest confidence interval is constructed.
We confine ourselves to the case w1, w2 > 0 and w1 +w2 = 1, because of its nice interpre-
tation mentioned above.
Confidence interval. Suppose that n1 trials have been conducted with probability of
success θ1, and n2 trials with probability of success θ2. We are interested in estimating of
ϑ = w1θ1 + w2θ2 for known 0 < w1 < 1 and w2 = 1− w1. Assume that w1 ≤ w2.
Let ξ1 ∼ Bin(n1, θ1), ξ2 ∼ Bin(n2, θ2) and consider the random variable
ϑˆw = w1
ξ1
n1
+ w2
ξ2
n2
.
Since we are interested in estimating ϑ = w1θ1 +w2θ2 on the basis of ϑˆw, we consider the
new statistical model
(U , {P(n1, n2, ϑ), 0 ≤ ϑ ≤ 1}) ,
where
U =
{
w1
k1
n1
+ w2
k2
n2
: k1 ∈ {0, 1, . . . , n1}, k2 ∈ {0, 1, . . . , n2}
}
.
The family {P(n1, n2, ϑ), 0 ≤ ϑ ≤ 1} of distributions is as follows. Since for a given ϑ ∈
(0, 1) the probability θ1 is a number from the interval (a(ϑ), b(ϑ)), where
a(ϑ) = max
{
0,
ϑ− w2
w1
}
, b(ϑ) = min
{
1,
ϑ
w1
}
and L(ϑ) = b(ϑ)− a(ϑ),
The probability of the event {ϑˆw ≤ u} (for u ∈ U) equals (simply apply the law of total
probability and averaging with respect to θ1)
Pϑ{ϑˆw ≤ u} =
1
L(ϑ)
∫ b(ϑ)
a(ϑ)
n2∑
i2=0
Pθ1
{
ξ1 ≤
n1
w1
(
u−
w2
n2
i2
)}
Pθ2 {ξ2 = i2} dθ1. (⋆)
In the above integral θ2 = (ϑ− w1θ1)/w2.
Note that the family {P(n1, n2, ϑ), 0 ≤ ϑ ≤ 1} of distributions is decreasing in ϑ, i.e. for
a given u ∈ U ,
Pϑ1{ϑˆw ≤ u} ≥ Pϑ2{ϑˆw ≤ u} for ϑ1 < ϑ2.
It follows from the fact that the family of binomial distributions is decreasing in probability
of a success and Pϑ{ϑˆw ≤ u} is a convex combination of binomial distributions.
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Let ϑˆw = u be observed. Let γ1 ∈ [0, 1− γ]. The confidence interval for ϑ at confidence
level γ is (ϑwL(u, γ1), ϑ
w
U (u, γ1)), where
ϑwL(u, γ1) =
{
0 for u = 0,
max{ϑ : Pϑ{ϑˆw < u}} = γ + γ1 for u > 0,
ϑwU (u, γ1) =
{
1 for u = 1,
min{ϑ : Pϑ{ϑˆw ≤ u}} = γ1 for u < 1.
.
Note that
Pθ1 {ξ1 < t} =
{
Pθ1 {ξ1 ≤ t− 1} , if t is integer,
Pθ1 {ξ1 ≤ t} , elsewhere.
For given ϑ ∈ [0, 1], the expected length of the confidence interval covering θ equals
lw(ϑ, γ1) =
∑
u∈U
(ϑwU (u, γ1)− ϑ
w
L(u, γ1)) g(u;ϑ)1(ϑw
L
(u,γ1),ϑwU (u,γ1))
(θ),
where
g(u;ϑ) = Pϑ{ϑˆw = u} = Pϑ
{
w1
n1
ξ1 +
w2
n2
ξ2 = u
}
=
1
L(ϑ)
∫ b(ϑ)
a(ϑ)
n2∑
i2=0
Pθ1
{
ξ1 =
n1
w1
(
u− w2
i2
n2
)}
Pϑ−w1θ1
w2
{ξ2 = i2} dθ1.
The standard c.i. is obtained by taking γ1 = (1− γ)/2. Now the problem is in finding γ1
minimizing the length lw(u, γ1).
Note that it may be assumed that u ≤ 0.5. If u > 0.5 the role of success and failure should
be interchanged.
Theorem 1.
1. For u ≤ max
{
w1
n1
, w2n2
}
the shortest confidence interval is one-sided.
2. In other cases the shortest confidence interval is two-sided.
Lemma. Let f, g : [0, 1] → [0, 1] be two continuous functions such that f(0) = g(0) = 1,
f(1) = g(1) = 0, f(x) > g(x) for all x ∈ (0, 1) and both functions are strictly decreasing.
Let γ ∈ (0, 0.5) and let l(γ1) = f
−1(γ1)− g
−1(γ + γ1) for γ1 ∈ [0, 1− γ].
a. If f ′(0) = g′(0) = 0 and f ′(1) = g′(1) = 0 then there exists γ∗1 ∈ (0, 1− γ) such that
l(γ∗1) = min{l(γ1) : γ1 ∈ [0, 1− γ]}.
b. If f ′(0) = 0, g′(0+) = −∞ and f ′(1) = g′(1) = 0 then l(1 − γ) = min{l(γ1) : γ1 ∈
[0, 1− γ]}.
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c. If f ′(0) = g′(0) = 0 and f ′(1−) = −∞, g′(1) = 0 then l(0) = min{l(γ1) : γ1 ∈ [0, 1−γ]}.
Proof of Lemma. The derivative of l(γ1) with respect to γ1 equals
dl(γ1)
dγ1
=
1
f ′(f−1(γ1))
−
1
g′(g−1(γ + γ1))
.
We have {
γ1 → 0⇒ f
−1(γ1)→ f
−1(0) = 1 and g−1(γ + γ1)→ g
−1(γ)
γ1 → 1− γ ⇒ f
−1(γ1)→ f
−1(1− γ) and g−1(γ + γ1)→ g
−1(1) = 0
a. It is seen that
γ1 → 0⇒
dl(γ1)
dγ1
→ −∞ and γ1 → 1− γ ⇒
dl(γ1)
dγ1
→ +∞.
Hence there exists γ∗1 ∈ (0, 1 − γ) such that
dl(γ1)
dγ1
∣∣
γ∗
1
= 0. Since dl(γ1)dγ1 < 0 for γ1 < γ
∗
1
and dl(γ1)dγ1 > 0 for γ1 > γ
∗
1 hence we obtain thesis.
b. It is seen that
γ1 → 0⇒
dl(γ1)
dγ1
< 0 and γ1 → 1− γ ⇒
dl(γ1)
dγ1
< 0.
Hence dl(γ1)dγ1 < 0 for all γ1 ∈ [0, 1− γ]. Therefore we obtain thesis.
c. It is seen that
γ1 → 0⇒
dl(γ1)
dγ1
→ +∞ and γ1 → 1− γ ⇒
dl(γ1)
dγ1
> 0.
Hence dl(γ1)
dγ1
> 0 for all γ1 ∈ [0, 1− γ]. Therefore we obtain thesis.
Proof of Theorem 1.
For a given u ≤ 0.5 let Gu(ϑ) = Pϑ{ϑˆw < u} and Fu(ϑ) = Pϑ{ϑˆw ≤ u}. We have
ϑwL(u, γ1) = G
−1
u (γ + γ1) and ϑ
w
U (u, γ1) = F
−1
u (γ1).
The length of the confidence interval equals
lw(u, γ1) = ϑ
w
U (u, γ1)− ϑ
w
L(u, γ1) = F
−1
u (γ1)−G
−1
u (γ + γ1).
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Let
U(ϑ; u, θ1) =
n2∑
i2=0
Pθ1
{
ξ1 ≤
n1
w1
(
u−
w2
n2
i2
)}
Pϑ−w1θ1
w2
{ξ2 = i2}
and
L(ϑ; u, θ1) =
n2∑
i2=0
Pθ1
{
ξ1 <
n1
w1
(
u−
w2
n2
i2
)}
Pϑ−w1θ1
w2
{ξ2 = i2} .
We have
Fu(ϑ) =


w1
ϑ
∫ ϑ/w1
0
U(ϑ; u, θ1)dθ1, ϑ < w1,∫ 1
0
U(ϑ; u, θ1)dθ1, w1 < ϑ < w2,
w1
1−ϑ
∫ 1
ϑ−w2
w1
U(ϑ; u, θ1)dθ1, ϑ > w2
and
Gu(ϑ) =


w1
ϑ
∫ ϑ/w1
0
L(ϑ; u, θ1)dθ1, ϑ < w1,∫ 1
0
L(ϑ; u, θ1)dθ1, w1 < ϑ < w2,
w1
1−ϑ
∫ 1
ϑ−w2
w1
L(ϑ; u, θ1)dθ1, ϑ > w2.
The derivative dFu(ϑ)/dϑ for 0 < ϑ < w1 equals
∫ 1
0
dU(ϑ; u, ϑ
w1
θ1)
dϑ
dθ1 =
−
∫ 1
0
n2∑
i2=0
(
n2
i2
)(
ϑ(1− θ1)
w2
)i2 (w2 − ϑ(1− θ1)
w2
)n2−i2


(
ϑθ1
w1
) n1
w1
(
u−
w2
n2
i2
) (
1− ϑθ1w1
)n1− n1w1 (u−w2n2 i2)−1
Beta
(
n1 −
n1
w1
(
u− w2n2 i2
)
, n1w1
(
u− w2n2 i2
)
+ 1
)+
w1(i2w2 − n2ϑ(1− θ1))B
(
n1 −
n1
w1
(
u− w2n2 i2
)
, n1w1
(
u− w2n2 i2
)
+ 1; 1− ϑθ1w1
)
ϑ(1− θ1)(w2 − ϑ(1− θ1))

 dθ1.
Here B(·, ·; ·) is the cumulative distribution function of the beta distribution.
It is seen that
lim
ϑ→0
dFu(ϑ)/dϑ = 0.
1. Let w1n1 = max
{
w1
n1
, w2n2
}
. Then
L(ϑ; u, θ1) = B (n1 − 1, 1; 1− θ1)
(
1−
ϑ− w1θ1
w2
)n2
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and dGu(ϑ)/dϑ for 0 < ϑ < w1 equals
−w1
Γ(n2 + 1)
ϑ(1− ϑ)
((
1−
ϑ
w1
)n1+1
2F1
[
1, n1 + n2 + 1;n2 + 1;
w2
1− ϑ
]
−
(
1−
ϑ
w2
)n2
2F1
[
1, n1 + n2 + 1;n2 + 1;
w2 − ϑ
1− ϑ
])
,
where
2F1 [x, y; z; t] =
∞∑
j=0
(x)j(y)j
(z)j
tj
j!
is the confluent hypergeometric function.
It is seen that
lim
ϑ→0
dGu(ϑ)/dϑ→ −∞.
Applying point b. of Lemma we obtain that the shortest c.i. for ϑ is one-sided.
For w2n2 = max
{
w1
n1
, w2n2
}
the proof is similar. In formula (⋆) the role of θ1 and θ2 should
be interchanged.
2. It is easy to check that in other cases limϑ→0 dGu(ϑ)/dϑ = 0. From point a. of Lemma
it follows that the shortest c.i. is two-sided.
For u > 0.5 we have
ϑwU (u, γ1) = 1−ϑ
w
L(1−u, (1− γ)− γ1) and ϑ
w
L(u, γ1) = 1−ϑ
w
U (1−u, (1− γ)− γ1). (⋆⋆)
Theorem 2. For u = 0.5 the standard c.i. is the shortest one.
Proof.
From (⋆⋆) it is seen ϑwL(0.5, γ1) = ϑ
w
L(0.5, (1 − γ) − γ1). The equality is fulfilled for
γ1 = (1− γ)/2.
For n1 = 20, n2 = 30, w1 = 0.30 and γ = 0.95 the coverage probability of the shortest
c.i. is shown in Figure 1. Note that for some probabilities ϑ the coverage probability
is smaller than the nominal confidence level. This is in contradiction with the definition
of the confidence interval (see Neyman (1934), Crame´r (1946), Lehmann (1959), Silvey
(1970)).
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Figure 1. Coverage probabilities of the shortest c.i.
for n1 = 20, n2 = 30, w1 = 0.30
Randomized c.i.
To avoid the above mentioned disadvantage a randomization is introduced (c.f. Zielin´ski
2017). Let
U =
{
w1
k1
n1
+ w2
k2
n2
: k1 = 0, 1, . . . , n1, k2 = 0, 1, . . . , n2
}
.
For u ∈ U let
u− = max {v < u : v ∈ U} , u+ = min {w > u : w ∈ U} .
Suppose that ϑˆw = u is observed. Consider two r.v’s
ηd ∼ U(0, u− u
−) and ηs ∼ U(0, u
+ − u)
and let ϑ˜s = ϑˆw + ηs and ϑ˜d = ϑˆw − ηd. Distributions of ϑ˜s and ϑ˜d are easy to obtain:
Pθ{ϑ˜s ≤ t} = Pθ{ϑˆw ≤ ⌊t⌋
−}+
⌈t⌉ − ⌊t⌋−
⌊t⌋ − ⌊t⌋−
Pθ{ϑˆw = ⌊t⌋},
Pθ{ϑ˜d ≤ t} = Pθ{ϑˆw ≤ ⌊t⌋}+
⌈t⌉
⌊t⌋+ − ⌊t⌋
Pθ{ϑˆw = ⌊t⌋
+},
where
⌊t⌋ = max {v ≤ t : v ∈ U} , ⌊t⌋− = max {v < ⌊t⌋ : v ∈ U} , ⌊t⌋+ = min {v > ⌊t⌋ : v ∈ U} ,
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⌈t⌉ = t− ⌊t⌋, ⌊t⌋− = −1 for ⌊t⌋ = 0, ⌊t⌋+ = 2 for ⌊t⌋ = 1.
The shortest confidence interval (ϑL, ϑU ) at the confidence level γ for observed ϑˆw = u,
ηd = y and ηs = t will be obtained as a solution with respect to ϑ of the following problem:

ϑU − ϑL = min!
PϑL
{
ϑˆw ≤ u
−
}
+ tu−u−PϑL
{
ϑˆw = u
}
= γ2,
PϑU
{
ϑˆw ≤ u
}
+ yu+−uPϑU
{
ϑˆw = u
+
}
= γ1,
γ2 − γ1 = γ.
Note that the randomization may be simplified in the following way. Let η be a r.v.
distributed as U(0, 1). Than for observed ϑˆw = u and η = y the ends of the shortest
randomized c.i. are solutions of

ϑU − ϑL = min!
PϑL
{
ϑˆw ≤ u
−
}
+ yPϑL
{
ϑˆw = u
}
= γ2,
PϑU
{
ϑˆw ≤ u
}
+ yPϑU
{
ϑˆw = u
+
}
= γ1,
γ2 − γ1 = γ
or equivalently 

ϑU − ϑL = min!
PϑL
{
ϑˆw < u
}
+ yPϑL
{
ϑˆw = u
}
= γ2,
PϑU
{
ϑˆw < u
+
}
+ yPϑU
{
ϑˆw = u
+
}
= γ1,
γ2 − γ1 = γ.
For u = 0 we take ϑL = 0 and for u = 1 we take ϑU = 1.
Theorem 3. For u > 0 there exists the shortest randomized c.i.
Proof.
The proof is similar to the proof of Theorem 1.
For u > 0.5 we have
ϑwU (u, γ1) = 1−ϑ
w
L(1−u, 1−y, (1−γ)−γ1) and ϑ
w
L(u, y, γ1) = 1−ϑ
w
U (1−u, 1−y, (1−γ)−γ1)
In Figure 2 the coverage probability of the shortest c.i. for n1 = 20, n2 = 30, w1 = 0.30
and γ = 0.95 is shown. It is seen that for all ϑ the coverage probability is at least the
nominal confidence level.
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Figure 2. Coverage probabilities of the randomized shortest c.i.
for n1 = 20, n2 = 30, w1 = 0.30
An example
Let w1 = 0.3. Consider an experiment consisting of n1 = 20 and n2 = 30 Bernoulli trials
in which ϑˆw = 0.03 were observed. Let γ = 0.95. The standard confidence interval takes
on the form
(0.004672159, 0.111730732).
The length of that confidence interval equals 0.107058574.
To calculate the randomized shortest confidence interval one has to draw a value y of the
auxiliary variable η and then calculate the ends of the confidence interval. The uniform
random number generator gives y = 0.2 and the randomized shortest confidence interval
takes on the form
(0.000883203, 0.097443898).
The length of that confidence interval is 0.096560695. The length of the proposed confi-
dence interval equals 90% of the length of the standard confidence interval.
The final report may look as follows:
w1 = 0.3, n1 = 20, n2 = 30, ϑˆw = 0.03, y = 0.2, γ = 0.95,
ϑ ∈ (0.000883203, 0.097443898).
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Conclusions
In practical applications it is important to have conclusions as precise as possible. Hence
the use of the randomized shortest confidence intervals is recommended, especially for
small sample sizes. Those intervals are very easy to obtain with the aid of the standard
computer software (see Appendix).
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Appendix
An exemplary R code for calculating the shortest confidence interval is enclosed.
library(lpSolve)
FFbin=function(m,n,q){pbinom(m,n,q)} #Binomial CDF
fbin=function(m,n,q){aaa=(m==floor(m)); aaa*dbinom(floor(m),n,q)+(1-aaa)*0} #Binomial PDF
Fbin=function(m,n,q){war=(m==floor(m)); war*FFbin(m-1,n,q)+(1-war)*FFbin(m,n,q)}
#inputs
conflevel=0.95
w1=0.3 #share of strata1
n1=20 #sample1 size
n2=30 #sample2 size
k1=2 #no of succeses in sample1
k2=10 #no of succeses in sample2
#end of inputs
w2=1-w1
wz=w1*k1/n1+w2*k2/n2
los=runif(1, min = 0, max = 1)
iksy=c(0:n2)
smallnumber=1e-13
#important functions
#pdf at xx
probab=function(kk,mm,qqq){
integrate(Vectorize(function(ppp){fbin(kk,n1,ppp)*fbin(mm,n2,(qqq-w1*ppp)/w2)}),
max(0,(qqq-w2)/w1),min(1,qqq/w1))$value/(min(1,qqq/w1)-max(0,(qqq-w2)/w1))}
density=function(xx,qqq){
gest=0
for(ii in iksy){gest=gest+probab(round((n1/w1)*(xx-(w2/n2)*ii),2),ii,qqq)}
gest}
#cdf at xx
distrib=function(xx,qqq){
integrate(Vectorize(function(ppp){
sum(FFbin(round((n1/w1)*(xx-(w2/n2)*iksy),2),n1,ppp)*fbin(iksy,n2,(qqq-w1*ppp)/w2))}),
max(0,(qqq-w2)/w1),min(1,qqq/w1))$value/(min(1,qqq/w1)-max(0,(qqq-w2)/w1))}
#randomized cdf
randomized=function(xx,vv,yy,qqq){distrib(xx,qqq)+yy*density(vv,qqq)}
#end of c.i.
TheEnd = function(xx,vv,yy,prawd)
{uniroot(function(t) {randomized(xx,vv,yy,t) - prawd}, lower = smallnumber, upper =1-smallnumber, tol =
1e-20)$root}
Leng = function(xx,ww,vv,yy,q,s){TheEnd(ww,vv,yy,s)-TheEnd(xx,ww,yy,q+s)}
FindMinimumLeng = function(ww,xx,vv,yy,q){
a = 0; b = 1-conflevel; #minimum in (a,b)
wspolczynnik = (sqrt(5) - 1)/2; #golden ratio
xL = b - wspolczynnik*(b - a); #left sampling point
xR = a + wspolczynnik*(b - a); #right sampling point
epsi = 10(ˆ-10);
while((b- a) > epsi)
{
if(Leng(ww,xx,vv,los,conflevel,xL)<Leng(ww,xx,vv,los,conflevel,xR))
{b = xR; xR = xL; xL = b - wspolczynnik*(b - a);}
else
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{a = xL; xL = xR; xR = a + wspolczynnik*(b - a);}
}
amin = (a + b)/2;
amin
}
#end of definitions
#determining uuplus and uuminus
eps=0.0001
obj.fun = c(w1/n1, w2/n2)
constr = matrix(c(w1/n1, w2/n2, 1, 0, 0, 1) , nrow = 3, byrow = TRUE)
constr.dir = c(”<”,”<=”,”<=”)
rhs = c(wz-eps,n1,n2)
prod.sol = lp(”max”, obj.fun, constr, constr.dir, rhs, int.vec=1:2)
uum=prod.sol$objval #objective function value
constr.dir = c(”>”,”<=”,”<=”)
rhs = c(wz+eps,n1,n2)
prod.sol = lp(”min”, obj.fun, constr, constr.dir, rhs, int.vec=1:2)
uup=prod.sol$objval #objective function value
uu=round(wz,8)
uum=round(uum,8)
uup=round(uup,8)
smin=FindMinimumLeng(uum,uu,uup,los,conflevel)
LowerEnd=if(uum<=0) 0 else TheEnd(uum,uu,los,conflevel+smin)
UpperEnd=if(uup>=1) 1 else TheEnd(uu,uup,los,smin)
#output
cat(”weight of strata 1:”, w1,”\n”,
”sample 1 size:”, n1,”\n”,
”sample 2 size:”, n2,”\n”,
”no of successes in sample 1:”, k1,”\n”,
”no of successes in sample 2:”, k2,”\n”,
”estimate of theta:”, uu,”\n”,
”random number:”, format(los,digits=3),”\n”,
”left tail:”, format(smin,digits=20),”\n”,
”left end of the shortest confidence interval:”, format(LowerEnd,digits=20,scientific=FALSE),”\n”,
”right end of the shortest confidence interval:”, format(UpperEnd,digits=20,scientific=FALSE),”\n”)
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