Since practical mathematical model for the design optimization of switched reluctance motor (SRM) is difficult to derive because of the strong nonlinearity, precise prediction of electromagnetic characteristics is of great importance during the optimization procedure. In this paper, an improved generalized regression neural network (GRNN) optimized by fruit fly optimization algorithm (FOA) is proposed for the modeling of SRM that represent the relationship of torque ripple and efficiency with the optimization variables, stator pole arc, rotor pole arc and rotor yoke height. Finite element parametric analysis technology is used to obtain the sample data for GRNN training and verification. Comprehensive comparisons and analysis among back propagation neural network (BPNN), radial basis function neural network (RBFNN), extreme learning machine (ELM) and GRNN is made to test the effectiveness and superiority of FOA-GRNN. Index Terms-Fruit fly optimization algorithm, generalized regression neural networks, switched reluctance motor.
I. INTRODUCTION
WITCHED reluctance motor (SRM) is considered as an attractive candidate to high performance applications for its robust structure, high reliability and fast dynamic response. However, relatively high torque ripple and resultant acoustic noise restrict its application field, such as electric vehicle drive system and some servo systems. Moreover, operation efficiency is another crucial index for motion control system. Therefore, there is a continuous need for design optimization of SRM to satisfy specific applications.
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Digital Object Identifier 10.30941/CESTEMS.2018.00047 mathematics model. In order to improve the approximation accuracy of nonlinear characteristics, researchers have been exploring effective solutions for decades, such as magnetic equivalent circuit (MEC), finite element method (FEM), neural networks and fuzzy inference system [1] [2] [3] . Fruit fly optimization algorithm (FOA) was proposed by Pan in 2011 [4] . It is a novel population-based intelligence algorithm derived from the foraging process of fruit fly swarm [5] . Compared with other optimization algorithms, FOA has the advantages of relatively simple concept, less adjustable parameters, and efficient calculation process [6] [7] . It has been successfully applied in many fields, such as PID controller adjustment [8] , neural network training [9] and synchronous generator parameter identification [ 10] , knapsack problem [11] , and replenishment problems [12] . This paper proposes a new modeling method of SRM based on improved generalized regression neural networks (GRNN), whose spread parameter is optimized by fruit fly optimization algorithm. The presented model is used for the prediction of torque ripple and operation efficiency with varied optimization variables, like stator pole arc, rotor pole arc and rotor yoke height. Comprehensive comparisons with BPNN, RBFNN and ELM are made to test the effectiveness of GRNN. II. GRNN GRNN, proposed by Specht [13] , is a kind of probabilistic neural networks with simple structure and high learning speed. Compared with BPNN, it has good performance on non-linear approximation ability, especially when the number of training sample is relatively small. Moreover, there is only one adjustable parameter, called spread parameter, determines the generalization capability of the GRNN. It makes GRNN a very effective way to predict motor performance during optimization procedure.
The structure of GRNN is shown in Fig.1 . It has a radial basis layer and a special linear layer.
The radial basis layer can be expressed as 
The second layer is expressed as
where purelin represents linear function. 
III. FOA-GRNN

A. Overview of FOA
FOA is a novel population-based intelligence algorithm derived from the foraging process of fruit fly swarm [4] . Living in tropical and temperate climate zones, fruit flies have a better performance in vision and osphresis than other species. Guided by a special odor, the fruit fly can fly to the location while sending and receiving message from other flies around, and then compare and decide the best location.
The procedure of FOA can be described as follows:
1) Parameters and population initialization
In FOA, the population number NP, the maximum number of iterations T and the random flight distance are the major restrictive factors. In the search space, the flocking position of fruit fly ( axis X _ , axis Y _ ) is randomly initialized as it is showed in (4) and (5):
where rand plays a random role that generates a value in the interval [0,1] from the uniform distribution; UB and LB represents the upper and lower limit of the flocking location of fruit flies.
2) Osphresis-based search
In this stage, a great number of food sources are generated near the position where fruit flies gather. First of all, the flight direction is obtained at random, and the foraging distance of each fruit fly is given by (7) where i = 1, 2, . . . , NP, and the function rand( ) generates a random number between −1 and 1.
Next, the distance between the food and fruit fly ( i D ) is calculated, and the judgment value of smell concentration ( i S ) is then obtained by (9) . As a matter of fact, i S serves as a candidate solution.
Lastly, the smell concentration ( i Smell ) is calculated by substituting i S in the fitness function.
3) Vision-based search
A greedy procedure of selection is implemented by FOA in this stage. Firstly, the fruit fly with maximum value of Smell is selected from the flock: 
Only when the smell concentration no longer become larger, or reach the maximum iteration number, will the previous two stages stop repetitive execution.
B. FOA-GRNN
In this paper, FOA is used to obtain the optimal spread parameter of GRNN, with the objective of minimizing average relative error. The optimization procedure of FOA for GRNN is demonstrated in Fig.2 . By optimizing the spread parameter, the estimation accuracy can be considerably enhanced. It makes FOA-GRNN a very effective way to predict motor performance during optimization procedure.
The specific optimization steps are as follows:
(1) Randomly give the initial fruit fly population position (X, Y), and set the number of iterations maxgen and population size;
(2) Randomly set the flight direction of the fruit fly and Distance;
(3) Determine the distance between the individual and the 373 NEURAL NETWORKS FOR DESIGN OPTIMIZATION origin of the fruit fly Di 2 = Xi 2 + Yi 2 and the taste concentration determination value S=1/Di;
(4) Establish a taste concentration determination function, that is, the fitness function, and substitute the taste concentration determination value S into the fitness function. In order to find the taste concentration of the individual position of the fruit fly, this paper uses the root mean square error of the GRNN prediction model as the taste concentration function, that is, the fitness function;
(5) Finds the extreme value according to the taste concentration value, and compares the taste concentration value of each generation of fruit fly. Iteratively retains the optimal value position and taste concentration, and records the optimal value of each generation;
(6) Fruit fly iterative optimization, repeat steps (2) to (5) to determine whether the taste concentration is better than the previous iteration taste concentration; (7) Determine whether iteration is reached the number of times required, the optimal spread parameters and the optimal GRNN prediction model are obtained. 
IV. MODELLING OF SRM
The torque ripple and operating efficiency characteristics of SRM are very sensitive to geometric variables, and there is no pair of stator and rotor pole arcs that meet the criteria of minimum torque ripple and maximum efficiency. The cross-section drawing of SRM with labeled geometric variables is demonstrated in Fig. 3 . The specification of considered SRM is listed in Table II . In this paper, stator pole arc, rotor pole arc and rotor yoke height are selected as optimization variables. To ensure that SRM has self-starting ability and better static torque characteristic, the selection of stator pole arc and rotor pole arc are constrained in a particular region ABD, called feasible triangle, as shown in Fig.4 .
The relationship of the stator and rotor pole arcs、rotor yoke height can be obtained from (15) and (16). The optimization objectives are minimizing torque ripple and maximizing operation efficiency. Hence, FOA-GRNN is used to represent the relationship of torque ripple and efficiency to three variables, as shown in Fig.5 . Finite element parametric analysis is carried out to obtain the sample data needed for training and verification of GRNN. 
V. MODELLING PERFORMANCE VERIFICATION
In order to test the prediction performance of FOA-GRNN, comprehensive comparisons are carried out with BPNN, RBFNN, ELM and standard GRNN.
The relative error Ei and coefficient of determination R 2 are selected as criteria to evaluate the performance of the above modelling methods. 
A. Torque ripple Prediction
Five approximation models are trained with the same 105 sets of sample data obtained by finite element parametric analysis, and another 15 sets of sample data are selected to evaluate the prediction accuracy. The number of input and output node of five models is three and one, respectively.
As the performance of BPNN, RBFNN and ELM has a great relationship with the network structure, the parameters is set based on expert experience and experiments. The key parameters of five models for torque ripple prediction are set as follows. The neuron number in hidden layer of BPNN is 50, the learning rate is 0.01, the learning error is 0.001, and the maximum iteration number is 1000; the expansion speed of RBF is set to 5; the hidden layer node number of ELM is set to 8 and the Sigmoid function is selected as activation function.
The spread parameter of GRNN is optimized by FOA, with the average relative error as the optimization objective. The population size of FOA is 20, and the value is obtained after fifteen iteration. The convergence process is shown in Fig. 6 . 
B. Efficiency Prediction
The key parameters of the above models for efficiency prediction are set as follows. The neuron number in hidden layer of BPNN is 20, the learning rate is 0.01, the learning error is 0.001, and the maximum iteration number is 1000; the expansion speed of RBF is set to 4; the hidden layer node number of ELM is set to 15 and the Sigmoid function is selected as activation function. The population size of FOA is 20, and the spread coefficient is obtained after fourteen iterations. The convergence process is shown in Fig. 8 . The performances of five modeling methods for efficiency prediction are demonstrated in Fig.9 . The comparison in coefficient of determination and average relative error is illustrated in TABLE III. It is evident that the prediction accuracy of FOA-GRNN is better than other four methods according to the comparison of average relative error and coefficient of determination. 
Number of iterations
VI. CONCLUSION
In this paper, FOA-GRNN is proposed for the performance prediction of SRM that represent the relationship of torque ripple and efficiency to optimization variables, stator pole arc, rotor pole arc and rotor yoke height. Finite element parametric analysis technology is used to obtain the sample data for training and verification. Comprehensive comparisons and analysis among BP, RBF, ELM and GRNN are carried out that validate the effectiveness and superiority of FOA-GRNN.
