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The set of the functions H, which are limiting distributions of linearly normalized 
maxima of n independent and identically distributed random vectors, is treated. It 
is shown that there is a connection between Pickands’ representation for Hand the 
one given by D. G. Kendall for the p-function of Kingman. This is realized through 
the dependence function of Sibuya. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Let (Xii, Xzj, . . . . Xmi), i= 1, 2, . . . . n, be a sample of n random independent 
vectors, distributed as the vector (X, , X,, . . . . X,,,) whose distribution 
function is F(x,, x2, . . . . x,), - cc <xi < +co, i = 1, 2, . . . . m. Put Z, = 
(maxi Xii, maxi Xzi, . . . . maxi X,J. The joint distribution function of Z, is 
F”(Xl, x2, a**, x,). If there exist sequences of vectors a, = (a:, ai, . . . . a:) and 
b, = diag(bi, bi, . . . . br) such that (Z, - a,)b;’ converges in distribution to 
a random vector Z with nondegenerate distribution H(x,, x2, . . . . x,), then 
F is said to be in the max-domain of attraction of H. 
The problem of the domain of attraction in the multivariate case was 
treated by many authors [ 1, 3, 51. One exhaustible result for the function 
H is Pickands’ representation [2, Theorem 5.4.31. We show here that in the 
case m = 2, this representation follows from those given by D. G. Kendall 
[4] for the p-function of Kingman. And conversely using the Pickands’ 
representation for m > 2 we can obtain a multivariate representation for 
concave functions. 
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2. THE CASE m = 2 
First we shall review the dependence function of Sibuya. Since the 
margins of F(x, , x2) can have one of the three possible types as asymptotic 
distribution, which can be transformed into each other, we can assume that 
H,(x) = exp( -CX), --oo<x< +co. (1) 
Then the limit distribution of (Z,,-a,)b;’ will be 
H(x,, x,)= [H,(x,) HI(X*)p-), (2) 
where u(xz -x1) is the so-called dependence function [7]. Instead of 
v(x, -x1), Sibuya [6] treated the function Q(xl, x2) defined by 
H(xI, xd = QWI, HJ H,(xI) H&d, (3) 
where H, and H, are the margins of H. As we noted, we can assume 
H, = H, and H, defined by (1). The function Q will be called the 
dependence function of Sibuya. Sibuya [6] has shown that Q is of the type 
(4) 
where x(y) is a continuous and convex function on [0, co). 
It is well known (Kendall [4]) that there exists a measure p with 
s (1 -e-“)-‘p(du)< +co, (5) (0, m 1 
such that 
-xw=j mink u) AL. (6) 
(%=)I 
Further, comparing the equalities (2), (3), and (4), we get 
v(t) = (1 + e’)-’ x(e’) + 1, --cO<t< +co. 
Using (6) with y = e’ and u = ei we have 
(7) 
-xW=j;em ~, min( e’, eZ ) p( de’). (8) 
So when choosing the measure p the equality (8) will reproduce all possible 
Sibuya’s functions. 
Now, we can find a representation for the dependence function v(t), too. 
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Put r = log(x/(l -x)) and z = log( p/( 1 - p), x E (0, l), p E (0, l), and 
q(x) = u(log(x/( 1 -x)). From (7) and (8) we obtain 
dx)=l-J minCx(l - P), ~(1 - 41 d44 (9) 
(O%lf 
where 
1 ~(P)=~opj+ - ( ) l-w 
and weak condition (5) turns to 
5 p-l do(p)< +co (%ll 
From (2) one can see that V( - co) = u( co ) = 1. The connection between cp 
and v shows immediately that q(O) = q(l) = 1. From representation (9) it 
follows that cp really satisfies these boundary conditions. Since the 
integrand of (9) vanishes at p = 0 and p = 0, we can allow for the 
possibility of 0 having atoms at these points. We shall rewrite (9) in 
another way. Let the measure a(p) be defined on [0, 11, and let 
s 4dP) = 2, I pa(dp) = 1. CO,ll co,11 (10) 
The conditions (10) are reasonable, as we shall see. 
For every x and p we have 
max[x( 1 - p), p( 1 -x)] + min[x( 1 - p), p(1 -x)] 
=x(1-p)+p(l -x)* (11) 
Integrating (11) on 10, l] with respect to a(p) and taking into account 
(lo), we get 
From (9) and (12) we obtain 
cp(x)=J maxCx(l -P), p(1 -x)1 MP). 
co.11 
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So we have: 
THEOREM 1. Zf v(t) is the dependence function, defined by (2), then 
maxCx(l -P), ~(1 -x)J dg(p), O<x<l, (13) 
where a(p) is a Bore1 measure, satisfying (10). 
The representation (13) permits us to get several well-known properties 
for H(x,, x2) as is shown below. 
Let c have a mass equal to 1 at each of the points p = 0 and p = 1. Then 
u(t) = 1; i.e., in this case we have independence. 
Using 
max[x(l-p),p(l-x)l~x(l-p) (or >p(l -x)) 
and integrating this inequality we obtain 
q(x) = max(x, 1 -x) 2 l/2. (14) 
The extreme function p,,(x) = max(x, 1 -x) is reached when c has all its 
mass at p = t. 
Let cr(x) # 6(x- $), where 6(x) is the Dirac function, and let q(x) be 
fixed. In a standard way we find 
,fyL 1 v(x) = J1, P do(p)> A=bo, 11, . . 
where x,, is the point x,, = min{x : jco,X, dcr( p) = 1 }. 
The whole mass of a(p) cannot be concentrated on the interval [0, 4). 
For instance, let us suppose that a(p) has a mass of 1 at each of the points 
p1 and p2, O<pI<p2<$. Then xo=p, and JApd(p)=p2c+, which 
contradicts (14). 
Now it is easy to obtain Pickands’ representation from (13). Put in (13) 
p1 = 1 - p, p2 =p, and x = er( 1 + e’))‘. Next, using equality (2) with 
x2 -x1 = t, we obtain 
log H(X,) x2) = - s max(eCxlpl, e -PA Wpdv PI + ~2 = 1. (15) ml1 
Denote by 5’ the simplex 
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In the following p denotes (pr, p2). Let U(p,, p2) be a measure defined by 
the measure a(z) as 
U(Pl? PA = 
4Z)Y on S, where z = min( pi, pz) 
o 
> otherwise. 
Then,ifK={p:O~p,~l,i=1,2}andf(p,,p,)isanintegrablefunction 
in U, the equalities 
S,fb P&W)=@, ~W(~)=j;f(z, 1 -z)Mz) (16) 
hold. 
Using (16) the right-hand side of (15) can be rewritten as 
log H(tl, f2) =js max(e-‘lp,, e-‘2p2) Wp), --co<tti<oO, i=l,2, 
(17) 
and the conditions (10) with respect to the measure U are 
s Pi Wp) = 1, i= 1,2. (18) s 
3. THE CASE m > 2 
The representation (17) remains true in the m-dimensional case, m > 2, 
and it is due to Pickands. We will proceed further assuming that (17) is 
true for m ( >2) variables. In this case S denotes the m-dimensional 
unit-simplex, and (18) is assumed to hold for i = 1,2, . . . . m. 
We call Q the m-dimensional dependance function of Sibuya, defined by 
-1 
Q(Ylv Y2, ...> ml 3 x2 3 . ..? X,) (19) 
yi = exp( -e -.‘I), i = 1, 2, . . . . m, 
where H is in the max-domain of attraction. Let u be the dependence 
function defined by 
V(X2~Xl,X3~X I,..., Xm-X,) H(x,, x2, . . . (20) 
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Eliminating H from (19) and (20) we connect the functions v and Q, 
Denoting by 
we obtain 
T(epx’, e-“2, . . . . e -“) = log Q(Y~, Y,, . . . . Y,), 
v(x,-x1, x3-xX1, . . . . x,-x1)= 1 - T(eCxI, epx2, . . . . eexm 1 (j, ee-xk)p’. 
(21) 
On the other hand, substitution of (20) into the Pickands’ representation 
(17) gives us 
v(x2 - Xl) x3 - XI) . ..) xm-xl)=(!l e~“)~‘~smax(pke~~‘k)d~(p). 
(22) 
Abbreviate ak = epxk, k = 1, 2, . . . . m, and 
Sk= f aipi-pkEkv k = 1, 2, . . . . M. (23) 
i=l 
Comparing (21) with (22) we obtain 
s max( pke--‘I) dU( p) =f ak - T(a,, 2, . . a,). (24) s k k=l 
It is easy to verify that 
m;x(akpk)= f aipi-mF(sk) 
i= I 
(25) 
Integrating (25) in U(p) over the simplex S and taking into account that 
I Pk dU(p) = l, 
k = 1, 2, . . . . n2, (26) 
s 
we obtain 
fs max(pkak) dU(p)= fl ai-ls min(Sk) dU(p)a 
Comparing (24) with (27) we obtain the following result. 
(27) 
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THEOREM 2. If Q( y, , y,, . . . . y,,,) is the dependence function of Sibuya 
and 
T(eexl, epxz, . . . . epxm) = log Q(yl, ~2, ~3, . . . . Y,), 
then 
T(eCX’, e-x2, . . . . ePxm 
)=J;- min(S,, S2, . . . . K,,) Mph (28) 
where Sk, k = 1, 2, . . . . m, are defined in (23) and the measure U(p) satisfies 
the condition (26). 
To study properties of the functions u and T, first we shall rewrite 
representations (22) and (28) in a more convenient way. 
Put tk=xk+,-xk, k= 1, 2, . . . . k- 1, tO=O, and 
zk = eptk-’ 1+ C eCfk 
k=l 
Thus (22) will be 
u(t,, f2, ..a, tm-l)={s mfx(Pkzk) WPh kclzk=l. (30) 
Since maxk(pkzk) > pizi for every i = 1,2, . . . . m, then integrating in U(p) 
and having in mind (26), it follows that 
dt,, t2, “‘, t,- 1) > IllaX > l/m. (31) I 
On the other hand, (23) shows that 
mtx(PkZk)d i PiZi, 
i= I 
which yields 
u(t,, t2, ..a, tpp-l)< f Zi=l* (32) 
i=l 
The equality in (31) is reached when U(p) has its entire mass m at the 
point p = (l/m, l/m, . . . . l/m). The upper bound in (32) is reached when 
U(p) has mass equal to 1 at each of the points p: = (0, 0, . . . . LO, . . . . 0), 
where the kth component is unity, k = 1,2, . . . . m. The latter is easily verified 
if one uses (27). 
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From (24) one can see that T is a homogeneous function of the first 
order. Therefore we can put 
Using the homogeneity of T, from (28) we obtain 
X(e-“, eCr2, . . . . e -‘--‘)=3, k mintok) WIJ), (33) 
where ok = CT=, piai_, - pka,-, , ai = e-“, a0 = 1. 
Let the entire mass of U be concentrated at the point p(m) = 
(l/m, l/m, . . . . l/m). Then the corresponding function T, denoted by To, is 
To = 
I 
min(Si) &J(p) = min(b,, b,, . . . . b,), (34) 
p(m) i 
where 
bk= 2 ep”z-e-“k. 
i= 1 
Noting that 
min(b,, bz, . . . . b,) = f e-xk - exp[ -min(x,, x2, . . . . x,)], 
k=l 
To in (34) can be rewritten as 
To= 5 e-“k 
k=l 
- exp[ -mfn(xi)]. 
The inequalities min,(Sk) < Sj, i = 1, 2, . . . . m, show that 
(35) 
T Q min 
s 
Si dU( p) = min(b,, bZ, . . . . b,) = To. (36) 
S 
The inequalities (32) and (36) yield the well-known inequality [2, 
Theorem 5.4.11 for the function H(x,, x2, . . . . x,). 
We can see from the representation (30) that v is a convex function and 
from (33) that x is concave. 
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