Abstract-We present an on-line crosslayer control technique to obtain policies for wireless networks. Our approach combines network utility maximization and adaptive modulation over an infinite discrete-time horizon using a class of performance measures we call ime smoothed utility functions. We model the system as an average-cost Markov decision problem. Model approximations are used to find suitable basis functions for application of least squares TD-learning techniques. The approach yields network control policies that learn the underlying characteristics of the random wireless channel and that approximately optimize network performance. Acknowledgment 
I. INTRODUCTION
In wireless systems the characteristics of the RF channel vary randomly over time. Several different probabilistic models are used to represent this variation, but in many practical systems the distribution is generally not well described. In this paper we combine adaptive modulation (AM) and network utility maximization (NUM) to model the network in a manner similar to [1] : AM adapts a transmitter's rate and power as a function of the current channel state. NUM models the upper layer performance of data flows through the network and controls the rate at which packets are injected into the network. NUM models upper layer performance using concave utility functions. Different protocols are generally modeled using different functions. We consider time smoothed utility functions, which measure an exponentially smoothed average data rate for a data flow through the system. The time averaging models the different time scales used by the physical layer and upper layer protocols and also the time sensitivity of the traffic being carried by the network.
To obtain a policy for rate control, we model the system as an average-cost, infinite-horizon Markov decision process (MDP). We use this formulation on pragmatic grounds; without prior knowledge, each packet is of equal value and there is little justification in discounting future packets as inherently having lesser value. The model captures the tradeoff between the demand for average system performance as measured by utility functions, and the cost of supplying this performance as measured by average transmitter power.
The average-cost MDP problem and associated averagecost optimality equation (ACOE) are difficult to solve. In many wireless systems the size of the state space can be very large and the underlying transition probabilities may be unknown, limiting numerical techniques such as value iteration to small problems. We address these issues through the introduction of least squares TD-learning (LSTD) techniques.
The performance of LSTD depends critically on the basis functions chosen to represent the relative value function performance of the system. The main contribution of this paper is to show how a basis can be created so that the LSTD algorithm will provide a good approximation to the relative value function of the system. Our approach is related to the fluid-model approximations for value functions in [2] - [4] , previously applied to approximate dynamic programming approaches of [5] . Our approach is more similar to the recent work [6] in which the approximation to the ACOE is obtained through Taylor series approximations. We obtain approximate solutions to the resultant first order ODE, which in turn yield basis functions useful for LSTD-learning. For the case of multiple data flows with identical utility functions, we show that the system experiences a form of state space collapse, with individual flows converging to the same average flow rates. Simple numerical simulations suggest that the basis functions found by our approach yield good approximation to relative value function found using value iteration.
The remainder paper is organized as follows: Sec. II describes the system model. Sections III and IV describe the structure of the optimal control policy and the form of our value function approximations. Sec. IV-D contains an analysis of the optimization problem via state space collapse for multiple flows on a single link. These results are used to create basis functions in LSTD-learning in Sec. V, where numerical results are also surveyed. Sec. VI summarizes our conclusions and ideas for future work.
II. MODEL
For clarity, we consider a single wireless link carrying m = 1, . . . M data flows, under time varying flat fading. Time t = 0, 1, . . . is discrete. We model upper layer performance using time-smoothed utility functions [7] . Link performance is the average affine combination of the smoothed utility functions and transmitter power. The objective is to obtain a policy that defines flow rates that is approximately optimal.
The link experiences i.i.d. flat fading, modeled by the channel state process G(t) > 0, with unknown marginal distribution. However, in each time period the transmitter is able to sample the channel and so has certain knowledge of the current state of the channel. For notational simplicity, G(t) is normalized by the noise at the receiver. The link 49th IEEE Conference on Decision and Control December 15-17, 2010 Hilton Atlanta Hotel, Atlanta, GA, USA transmits at an instantaneous power E (t), and the link SNR is G(t)E (t).
The link instantaneous transmission rate is given by
where λ = − log(BER) [8] , and BER is the target bit error rate ceiling. Data flows arrive at rate u m (t) ∈ R M + , controlled by the upper layers of the link. This is called the instantaneous source rate. Different flows can correspond to different types of traffic, such as video, data or voice, with different time characteristics. We measure the upper layer performance using time smoothed utility functions. Associated with each flow m is a utility function U m , which measures the upper layer performance of the averaged flow of u m . Different flows may have different utility functions, reflecting the use of different protocols. Utility functions are assume to be increasing, and strictly concave. The concavity assumption means that there are diminishing marginal returns with increasing rate.
For a given averaging parameter δ ∈ (0, 1), the time averaged data flow r evolving on R M + is defined by,
Averaging the flow rate reflects the demands of different types of traffic. When δ = 0 each period is evaluated independently. This models traffic that is delay sensitive or where packets can't be shifted between time periods. Voice traffic, with the appropriate utility function, can be modeled in this manner. For file transfer, packets can be shifted between periods, with the average rate a more important metric than the instantaneous rate. In this case δ ≈ 1 may be appropriate. For video traffic, short term averages may be most appropriate and an intermediate value of δ can be used. For concreteness and simplicity we take U m (r m ) = log(r m + 1) throughout most of the paper. We denote the total utility by
The system first samples the channel G(t). Based on this and the average data flow rate r(t), it then adjusts its transmitter power E (t), link rate µ(t), and the instantaneous source rate u(t). Since no buffering is assumed, the instantaneous traffic rate carried by the link must equal the link instantaneous transmission rate
and consequently from (1) the data flow rates and channel state determine the transmitter power. When G(t) = g, then
In each time period the objective function is the difference between the sum of the utility functions and the scaled cost of the transmitter power used by the system
where v is the tradeoff between transmitter power and utility.
III. OPTIMALITY EQUATIONS
Throughout the paper we focus on the average-cost optimality criterion. We describe in this section the ACOE and properties of the associated relative value function. Our development follows [4] , [9] , [10] .
We begin with a single-flow model. It is convenient to define the state process as the joint process X(t) = (R(t), G(t)) evolving on R 2 . Let P u denote the controlled Markov transition kernel, interpreted as a linear operator whose domain consists of measurable functions h : R 2 → R for which the conditional expectation is finite valued,
For a given input sequence U and initial condition r = R(0), the average cost is the limit suprimum
The infimum over all U is denoted η * , which is assumed to be independent of r for this model 1 . It is achieved using a state-feedback policy U * (t) = φ * (R(t), G(t)). We find φ * by solving the ACOE
The solution h * is called the relative value function, and the minimizer defines φ * . We define L * (r) to be the conditional expectation of h * , given R = r:
so that the ACOE can be expressed
The standard technique for computation of the relative value function is through value iteration. In this model the algorithm has a special form: Let h 0 denote an initial guess for h * , and define inductively for n ≥ 1,
If h 0 ≡ 0 then at the nth stage of the algorithm this gives,
where
We shall take it for granted that the algorithm is convergent. This means that for a given initial condition (r * , g * ), the limit
exists, and is a solution to the ACOE -See [10] for sufficient conditions. This construction is useful for establishing properties of the relative value function in the following result. Similar convexity results can be found for models in the queueing literature (see [4] , [6] , [11] ).
Proposition 1 If U is concave and non-decreasing, then L * : R + → R is convex and non-increasing.
Proof: We first establish these properties for the function h n defined in (12) .
We first fix a value of g and the two initial conditions r a ≥ 0 and r b ≥ 0, and let {U a ,U b } denote inputs that are feasible at their respective initial conditions. For θ ∈ [0, 1] and t ≥ 0, we denote r θ = θ r a + (1 − θ )r b , and U c (t) = θU a (t) + (1 − θ )U b (t). This input is feasible from the initial condition r θ , since linearity of (2) gives
From (12) and the convexity of c with respect to r we obtain,
Since U a and U b are arbitrary feasible inputs we obtain the convexity of h n .
To see that h n is nonincreasing we take r a ≥ r b , and note that any input that is feasible for the initial condition r b is also feasible for the initial condition r a . Consequently, for any input U b feasible with respect to the smaller initial condition,
where the second equation again follows by linearity, combined with the form of the cost structure (6) which implies that c is non-increasing in r. Minimizing over all inputs U b establishes the bound h n (r a , g) ≤ h n (r b , g).
We conclude that h n (r, g) − h n (r * , g * ) is convex and nonincreasing for each n, and hence so is the limit h * (r, g). It is then obvious that L * shares these properties by applying the definition (10) .
In the multi-flow problem we can obtain identical conclusions using similar arguments. We now move on to establish approximations for the value function. These approximations form the architecture for the TD-learning algorithms described in Section V.
IV. VALUE FUNCTION APPROXIMATIONS
We consider several approximations for the function L * . We begin with Taylor series approximations for the function L * , similar to those used in [6] .
A. Single Flow Single Link Model
If L * is differentiable, as it will be a.e. under the assumptions of Proposition 1, then we approximate the ACOE (11) via,
Substituting G for g and taking expectations then gives,
and thence,
Justification for this approximation is beyond the scope of this paper. In [6] this is justified by first defining (K * , η † ) as the solution to
It was then shown that K * ≈ L * . Similar bounds can be established for this model. The first order condition for the optimality of u is
This can be solved to give an approximation for φ * ,
Substitution into (14) then gives a nonlinear fixed point equation for ∇L * .
B. Multi-Flow Single Link Model
Similar to (14), the average-cost optimality equation is approximated as
The first order condition for optimality gives u * as a function of g = G,
Solving for u * then gives the approximation,
In the remainder of this section we obtain approximations for the relative value function using these results. The simplest approximations are obtained by considering a large initial condition.
C. Approximations for large r
The functions h * and L * are convex in r ∈ R M and are bounded on bounded subsets of R M , since U is continuous. To obtain further structure we consider large values of R(0) and apply the approximations from above.
For this we apply the dynamic programming equation, which in the case of average cost may be interpreted as a martingale representation of the relative value function: For any time T ≥ 1, and (R(0), G(0)) = (r, g),
The minimum is achieved using the policy φ * . Note that we have used the identity
When U i (r i ) = log(r i + 1) as assumed here, we obviously have 
Consider the single flow case, with r = R(0) ≫ 1. Assume that r • ≥ 1 is a constant for which φ * (r, g) = 0 whenever r ≥ r • . We then have, R(t + 1) = δ R(t), 0 ≤ t ≤ T, where T is the first time that R(t) < r • . Applying (6), this gives the approximation,
It is simplest to approximate T (r) and the right hand side of (20) 
Based on this, we approximate (20) by,
valid for r ≫ r • . Moreover, for t ≤ T we have U (r(t)) ≈ log(r(t)) = log(r) − (1 − δ )t. On combining these approximations we finally approximate h * (r, g) by a function that is quadratic in log(r),
with {θ i } constants.
For application to TD-learning we prefer to express this approximation for L * instead of h * , and modify the approximation slightly so that it will be meaningful for small values of r: For parameters θ 1 , θ 2 ∈ R, and r ≫ r • ,
The shift by 1 and by e is to firstly ensure that the right hand side of (21) is finite at the origin, and secondly to enable an approximation that is convex over r ∈ R + . The right hand side of (21) is convex whenever θ 1 and θ 2 are non-positive. Generalization of this bound to the multi-flow case is straightforward. However, we can obtain a far simpler description by exploiting a form of state space collapse observed in this model.
D. State space collapse
The notion of state space collapse comes from the heavytraffic theory of stochastic networks [4] . In this context, a reduction in dimension is obtained through a separation of time-scales, much like in singular perturbation analysis in dynamical systems and Markov chains. Here state space collapse follows from the special structure of the system.
The set onto which the state is "collapsing" is the ray denoted S := {r|r i = r j , 0 ≤ i, j ≤ M}. There are various reasons to suspect that the process R(t) will favor this region: (i) S is absorbing. Suppose that R(0) ∈ S. Then by symmetry of the model we conclude that U * i (0) = U * j (0) for each i, j. It follows from (2) that R(1) ∈ S, and thus R(t) ∈ S for each t. 
Proposition 2 For each t and initial condition R(0) ∈ R M
+ , the optimal solution for the relaxation satisfies R * (t) ∈ S.
The proof follows easily from the following lemma. Let h * denote the relative value function for the relaxation, and defineĥ + (r, g) :=ĥ * (r, g) + U (r).
Lemma 1 The functionĥ + (r, g) depends on r only through r
Proof: Denote by {ĥ n } the sequence of solutions to the value iteration algorithm, initialized withĥ 0 ≡ 0, and definê h + n (r, g) =ĥ n (r, g)+ U (r) for each n, r, g. To prove the lemma we establish by induction thatĥ + n is a function of (r, g) for each n.
For n = 0 it is trivial. If it is true for a given n ≥ 0, then we apply the definition,
To prove the lemma we must show that the right hand side is determined by (r, g). Introducing a Lagrange multiplier α ≥ 0, the Lagrangian relaxation for this optimization problem is expressed
with u := 1 T u. On taking derivatives with respect to u we obtain for the optimizing value u * ,
where r * := δ r + (1 − δ )u * . Observe that the derivative is independent of m = 1, . . . , M. To complete the proof we apply the induction hypothesis, which implies that the functionL n can be expressed asL n (r) = −U (r) + ℓ n (r) for a function ℓ n : R → R. From (3) this then gives,
with u * = M −1 1 T u * , and r * = δ r + (1 − δ )u * . We can invert (24) (recall U m (r m ) = log(r m + 1) is independent of m) to obtain,
We now consider two cases: If α > 0 then complementary slackness gives Mu * = 0. Hence r * = δ r, and (25) becomes
On summing over m,
The Lagrange multiplier α is determined as the solution to this equation, and is hence a function of (r, g). It follows from (26) that r * is a function of (r, g), and thence from (23) thatĥ n+1 (r, g) is a function of (r, g), provided α > 0. If α = 0 we again sum each side of (25) over m to obtain
Once again, from (25) and r * = δ r + (1 − δ )u * we conclude that u * and r * are each determined as functions of (r, g), and once again (23) then implies thatĥ n+1 (r, g) is a function of (r, g). The optimal policy is obtained as the minimum,
is a function only of r. Familiar arguments then show that given any value of r = R(0), the next state r * = R(1) lies in the set S, which proves Proposition 2. Fig. 1 (a) showsL * for a model with two flows -The value function L * is shown in Fig. 2 (b) below. Fig. 1 (b) plots the error |L * − L * | as a function of r. The relative error is extremely small in this example.
V. EXAMPLES AND SIMULATION
The results of the preceding section motivate an approximation of the form,
where the basis functions {ψ i } are defined in (22). In this section we apply LSTD-learning to compute parameters {θ 1 , θ 2 } that give rise to the best approximation. We note that in many wireless systems the size of the state space can be very large and the underlying transition probabilities may be unknown, limiting value iteration to small problems and necessitating an on line learning approach such as LSTD-learning. For the simple cases considered here, the difference between the relative value function using value iteration and the approximation by the proposed bases was found to be extremely small. This suggests that the basis (27) accurately approximates the relative value function and the performance characteristics of the system. In more complex problems we suggest the application of policy improvement combined with LSTD-learning as in [6] .
In our numerical experiments we restrict to a model in which the i.i.d. channel state takes on only three values {1, 2, 3}, with probability {0.25, 0.5, 0.25} respectively.
A. Value Iteration
In this subsection we compute the relative value function for a discrete version of the problem using the value iteration algorithm (VIA). Unfortunately the complexity of the value iteration technique grows exponentially with the dimension of the state space, limiting its use to smaller problems. Here we consider for a single link with either a single flow M = 1 or two flows M = 2. The state space is 100 for single flow case and 10 4 for the two-flow model. We compute the relative value function using value iteration, as described in [4] , [12] . The relative value function is normalized relative to L * (0) as L * (r) = L * (r) − L * (0). The results are shown in Fig. 2 . The plots illustrate the convexity, symmetry and non-increasing properties of L * for both the single and multiple flows cases.
B. Basis Approximation to Value Function
In this subsection we find the best least squares approximation to the value function using the basis (22). In particular we minimize L * (r) + U (r) − θ ψ(r) 2 , where ψ is defined in (22). The distance between the relative value function from VIA and the approximation by the proposed bases is shown in Fig. 3 . The small error demonstrates the effectiveness of the bases. 
C. LSTD-Learning
LSTD-learning is an online learning method for finding approximations to value functions. The technique seeks the best least squares approximation to an unknown value function over a given class of basis functions using sampled data [4] . The technique can be extended to a form of generalized policy iteration to jointly estimate the relative value function and find the associated control policies (see recent examples in [6] ). We use LSTD-learning to obtain the optimal coefficients for the set of bases (27). The policy used in LSTD is taken from (18). The relative value function L * (r) used in the policy is approximated by (27). The corresponding control policies are shown in Fig. 4 for both (a) the single flow case, and (b) for two-flow model. As anticipated, the policy is zero when the state is large. Fig. 5 shows results obtained after 100,000 iterations of the LSTD algorithm. Convergence was rapid for both the single-flow and two-flow models. 
VI. CONCLUSIONS & FUTURE WORK
We have seen that a combination of MDP modeling and approximate dynamic programming techniques allow tight approximations of optimal policies for crosslayer network control design. The application of fluid model approximations and state space collapse emerge as a general purpose tool for many other stochastic control problems.
A focus of current research is the extension of these techniques to multiple interfering links. The greatest challenge is addressing the complex rate region in these models. Our hope is that relaxation techniques can result in tractable solutions that adequately approximate real-world systems.
