Abstract. In the presence of population-level health threats, precision public health approaches seek to provide the right intervention to the right population at the right time. Accurate real-time surveillance methodologies that can estimate infectious disease activity ahead of official healthcare-based reports, in relevant spatial resolutions, are critical to eventually achieve this goal. We introduce a novel methodological framework for this task which dynamically combines two distinct flu tracking techniques, using ensemble machine learning approaches, to achieve improved flu activity estimates at the state level in the US. The two predictive techniques behind the proposed ensemble methodology, named ARGONet, utilize (1) a dynamic and self-correcting statistical approach to combine flu-related Google search frequencies, information from electronic health records, and historical trends within a given state, as well as (2) a data-driven network-based approach that leverages spatial and temporal synchronicities observed in historical flu activity across states to improve state-level flu activity estimates. The proposed ensemble approach considerably outperforms each individual method and any previously proposed state-specific method for flu tracking, with higher correlations and lower prediction errors.
Introduction

1
The Internet has enabled near-real time access to multiple sources of medically relevant information, from 2 cloud-based electronic health records to environmental conditions, social media activity, and human mobility 3 patterns. These data streams, combined with an increase in computational power and our ability to process 4 and analyze them, promise to revolutionize the way we treat individual patients and communities in the 5 presence of health threats. As the field of precision medicine [1] continues to yield important medical 6 insights as a consequence of recent improvements in the quality and cost of genetic sequencing as well as 7 advances in bioinformatics methodologies, precision public health efforts aim to eventually provide the right 8 intervention to the right population at the right time [2] . In this context, real-time disease surveillance 9 systems capable of delivering early signals of disease activity at the local level may give local decision-makers, 10 such as governments, school districts, and hospitals, valuable and timely information to better mitigate the 11 effects of disease outbreaks. Our work focuses on a methodology aimed at achieving this for influenza activity 12 surveillance.
13
Influenza has a large seasonal burden across the United States, infecting up to 35 million people 14 and causing between 12000 and 56000 deaths per year [3] . Limiting the spread of outbreaks and reducing 15 morbidity in those already infected are crucial steps for mitigating the impact of influenza. To guide this 16 effort, public health officials, as well as the general public, should have access to localized, real-time indicators 17 of influenza activity. Established influenza reporting systems currently exist over large geographic scales in 18 the United States, coordinated by the Centers for Disease Control and Prevention (CDC). These systems 19 provide weekly reports of influenza statistics, aggregated over the national, regional (10 groups as defined by 20 the Health and Human Services), and starting in fall 2017, state level. Of particular interest, U.S. Outpatient 21 Influenza-like Illness Surveillance Network (ILINet) records the percentage of patients reporting to outpatient 22 clinics with symptoms of influenza-like illness (ILI), which is defined by fever over 100°F in addition to sore 23 throat or cough, over the total number of patient visits [4] . While these measurements are an established 24 indicator of historical ILI activity, they require around a week to collect from individual health-care providers 25 across the country, analyze, and report and are frequently revised. This delay and potential subsequent 26 revisions can reduce the utility of the system for real-time situational awareness and data analysis.
27
To address this delay, research teams have devised methods to estimate ILI a week ahead of healthcare-28 based reports and in near-real time, termed "nowcasting", at the national and regional levels. These methods 29 incorporate a variety of techniques from statistical modeling and machine learning [5] [6] [7] [8] , to mechanistic 30 and epidemiological models [8] [9] [10] . Many utilize innovative web-based data sources such as Internet search 31 frequencies and electronic health records [5] . Some have also taken into account historically-observed spatial 32 and temporal synchronicities in flu activity [11, 12] to improve the accuracy of existing flu surveillance 33 tools [13, 14] . Because influenza transmission occurs locally and is spread from person to person, the timing 34 of outbreaks and resulting infection rate curves can significantly differ from state to state. Thus, despite the 35 aforementioned successes in national and regional surveillance, these spatial resolutions are likely not enough 36 to aid decision-making at smaller geographic scales, since important information about localized conditions is 37 lost in regional or national aggregates.
38
The first influenza nowcasting system at the state level across the United States was Google Flu 39 Trends (GFT). GFT reported a number each week representing influenza activity for each state, various 40 cities, in addition to the national and regional levels, using Google search activity as a predictor. While 41 innovative at the time, studies have pointed out its large prediction errors when tested in real time and 42 proposed alternative methodologies that can incorporate Google searches more effectively at the national 43 level [6, [15] [16] [17] . A feasibility proposal replacing GFT for flu detection, at the state level, was published 44 last year by Kandula, Hsu, and Shaman, who presented retrospective out-of-sample flu estimates, over the 45 2005-2011 flu seasons, using a random forest methodology based on Google searches and historical flu activity 46 as predictors [18] . While this study showed promise, the authors did not report significant improvements to 47 GFT and provided only aggregate distributional metrics to evaluate the performance of their models over 48 conglomerates of states (as opposed to state-level metrics), making it challenging to replicate or improve 49 their results for any given state.
50
Approach. In this study, we provide a solution for localized flu nowcasting by first extending to 51 each state a proven methodology for inferring flu activity, named ARGO, which combines information from 52 flu-related Google search frequencies, electronic health records, and historical flu trends. Next, we develop 53 a spatial network approach, named Net, which refines ARGO's flu estimates by incorporating structural 54 spatio-temporal synchronicities observed historically in flu activity. Finally, we introduce ARGONet, a novel 55 ensemble approach that combines estimates from ARGO and Net using a dynamic, out-of-sample learning 56 method. We produce retrospective estimates using ARGO from September 2012 to May 2017 and show 57 that ARGO alone demonstrates strong improvement over GFT and an autoregressive benchmark. Then we 58 generate retrospective flu estimates using ARGONet from September 2014 to May 2017 and show further 59 improvements in accuracy over ARGO in over 75% of the states studied. We present detailed metrics and 60 figures over each state to enable analysis as well as future refinement of our methods.
61
Results
62
State-level ARGO models outperform existing benchmarks 63 We first adapted the ARGO (AutoRegression with General Online information) methodology to state-level 64 flu detection. ARGO has previously demonstrated the ability to infer flu activity with high precision over 65 a variety of geographical areas and scales [5, 19, 20] . The adapted model dynamically fits a regularized 66 multivariable regression on state-level Google search engine frequencies, electronic health record reports from 67 athenahealth, and historical CDC %ILI estimates (see Methods section). We trained a separate ARGO model 68 for each state and used them to generate retrospective out-of-sample estimates from September 30, 2012 to 69 May 14, 2017 for each state in the study.
70
To assess the predictive performance of ARGO, we also produced retrospective estimates using two 71 benchmarks: a) GFT, a scaled version of the Google Flu Trends time series for each state, fitted to match the 72 (Fig. 1b) .
85
Attention to flu activity is typically heightened during flu seasons (between week 40 of one year and 86 week 20 of the next), as the majority of seasonal flu cases occur within this time frame. We assessed ARGO 87 performance over each flu season within the study period, namely the 2012-13 to 2014-15 seasons inclusive. 88 With three seasons where comparison with GFT is available and 37 states, this yields 111 state-seasons. Of 89 these, ARGO outperforms GFT in 94 state-seasons in RMSE, 69 in correlation, and 97 in MAPE. ARGO 90 also surpasses AR52 in 83 state-seasons in RMSE, 104 in correlation, and 47 in MAPE (aggregated from 91 Table A3 ). Correspondingly, ARGO outperforms the benchmarks in terms of median and interquartile range 92 over the seasons, with the exception of MAPE against AR52 (Fig. 1c) , and ranks first over the majority of 93 state-seasons in RMSE and correlation (Fig. 1d) . Interestingly, despite lower quartile values, GFT has a 94 better tail spread than ARGO in correlation, though not in RMSE or MAPE. Incorporating spatio-temporal structure in state-level flu activity
96
Because ARGO models the flu activity within a given state using only data specific to that state, a natural 97 question is whether information from other states across time can be used to improve the accuracy of 98 flu predictions. As shown in Fig. 2a , historical CDC %ILI observations show synchronous correlations 99 between states. The clustering of intercorrelated states from the same regions suggests that geographical 100 spatio-temporal structure can be exploited as a correctional effect.
101
Inspired by this finding, we developed a network-based model on each state, which incorporates multiple 102 weeks of historical %ILI activity from all other states in a regularized multivariable regression. Out-of-sample 103 estimates from this model, denoted Net, improve on the RMSE of ARGO on half of the states over the period 104 of Sept. 28, 2014 to May 14, 2017, but show a comparable increase in error on the other half of the states 105 (Fig. 2b) . Because ARGO and Net dramatically outperform each other over distinct states, we investigated 106 whether an ensemble combining the relative strengths of each model could lead to significant improvement. 107 ARGONet ensemble improves on state-level ARGO models
108
The resulting ensemble, denoted ARGONet, dynamically selects either ARGO's or Net's prediction in each 109 week and state based on the past performance of each model over a suitable training space (see Methods 110 section for details). Over the period where ARGONet estimates were generated (Sept. 28, 2014 to May 14, 111 2017 after a 2-year training window), we found that this approach resulted in out-of-sample improvement 112 in RMSE over ARGO in all but 8 states (Fig. 2c) . Furthermore, in these 8 states, the error increase of 113 ARGONet is relatively controlled compared to the error increase of Net.
114
In addition to RMSE, ARGONet also displays general improvement in correlation and MAPE over 115 both ARGO and the AR52 benchmark (Fig. 3a) . We previously noted that ARGO did not outperform 116 AR52 in MAPE despite being superior in terms of RMSE, which suggests that ARGO is more accurate than 117 AR52 during periods of high flu incidence and less accurate during low flu incidence. On the other hand, by 118 incorporating spatio-temporal structure, ARGONet is able to achieve lower MAPE than AR52 over both the 119 entire time period of Sept. 2014 -May 2017 and the 108 state-seasons within this period (three states are 120 missing %ILI data for the 2016-17 season, resulting in fewer state-seasons compared to the previous analysis) 121 (Fig. 3a-c) . Note that while ARGO and Net outperforms the AR52 benchmark by a majority of metrics in 32 122 and 30 states, respectively, ARGONet does the same in 36 out of 37 states (Fig. 3b) . 
Discussion
141
Our ensemble, ARGONet, successfully combines Google search frequencies and electronic health record data 142 with spatial and temporal trends in flu activity to produce accurate forecasts for current ILI activity at 143 the state level. We believe that the accuracy of our method involves a balance between responsiveness and 144 robustness. Real-time data sources such as Google searches and electronic health records provide information 145 about the present, allowing the model to immediately respond to current flu trends. On the other hand, 146 using the values of past CDC flu reports in an autoregression adds robustness by preventing our models 147 from creating outsize errors in prediction. Similarly, incorporating spatial synchronicities adds stability by 148 maintaining state-level inter-correlations evident in historical flu activity. Our results suggest that dynamic 149 learning ensembles incorporating real-time Internet-based data sources can surpass any individual methods in 150 inferring flu activity.
151
Previous work has shown the versatility of ARGO, one of the component models in our ensemble, 152 over a variety of disease estimation scenarios [5, [20] [21] [22] . At the state level, where it had not been applied 153 before, it clearly outperformed existing benchmarks over the study period, namely Google Flu Trends 154 and an autoregression. While ARGO alone performs better than study benchmarks, we also found that 155 spatio-temporal synchrony could be used to improve model accuracy (Net). Combining web-based data 156 sources with this structural network-based approach (ARGONet) further improves prediction accuracy and 157 suggests the future study of synchronous network effects at varying geographical scales. Future work should 158 explore adding similar approaches to flu nowcasting systems at finer spatial resolutions, such as the city level. 159 Accurate flu monitoring at the state level faces challenges due to higher variance in data quality across 160 states. The official %ILI reporting system within each state varies in reporting coverage and consistency, 161 and thus the magnitudes of flu activity may not reflect actual differences of flu activity between states. In 162 addition, the quality of Google Trends frequencies and the prevalence of clinics reporting to athenahealth 163 (the provider of our electronic health record data) vary considerably from state to state, affecting the ability 164 of our models to extract useful information from these data sources. In past work, we hypothesized that 165 better model performance could be explained as a consequence of higher Internet-based data quality. As a 166 result, we believe that geographical improvement of ARGONet over the benchmark AR52 (as defined by 167 percent reduction of RMSE) may also be associated with factors that serve as proxies of Google Trends or 168 athenahealth data quality, namely detectable flu-related search terms from Google Trends and estimated 169 athenahealth population coverage (Fig. A2a-d) . Regression analysis indicates a moderate association of 170 ARGONet improvement with athenahealth coverage (Fig. A2e) and a weak association with detectable 171 flu-related Google search activity (Fig. A2f) . Interestingly, flu-related search activity has a very strong 172 correlation with state population (Fig. A2g) , which suggests that larger pools of Internet users result in 173 better signal-to-noise ratio in search activity. Future analysis can examine the interplay of these factors with 174 CDC %ILI report quality and structural spatial correlations. For example, we hypothesize that the Net 175 model contributes strongly in states with lesser-quality data which are adjacent to states with high-quality 176 data. Clustering states by pairwise %ILI correlation (Fig. 2a) shows that geographic proximity is a relevant 177 synchronous factor. Within the boxed clusters, we see that Southeastern states, Western states, and New 178 England/mid-Atlantic states often group together.
179
Localized, accurate surveillance of flu activity can set a foundation for precision public health in 180 infectious diseases. Important developments in this field can involve emerging methodologies for tracking 181 disease at fine-grained spatial resolutions, rapid analysis and response to changing dynamics, and targeted, 182 granular interventions in disparate populations, each of which has the potential to complement traditional 183 public health methods to increase effectiveness of outcomes [23] . We believe that the use of our system can 184 produce valuable real-time subregional information and is a step toward this direction. At the same time, the 185 performance of ARGONet depends directly on the availability and quality of Internet-based input data and 186 also relies on a consistently reporting (even if lagged) healthcare-based surveillance system. We anticipate 187 that data sources will improve over time, for example, if athenahealth continues to gain a larger market share 188 over the states or more Google Trends information becomes available. If these conditions hold, or as more 189 web-based data sources including other electronic health record systems become available in real time, the 190 accuracy of our methods may continue to increase. Search volumes for specific queries in each state were downloaded through Google Trends, which returns 208 values in the form of frequencies scaled by an unknown constant. While our pipeline used the Google Trends 209 API for efficiency, search volumes can be publicly obtained from www.trends.google.com for reproducibility. 210 Relevant search terms were identified by downloading a complete set of 287 flu-related search queries for each 211 state, and keeping the terms that were not completely sparse. Because Google Trends left-censors data below 212 an unknown threshold, replacing values with 0, a query with high sparsity indicates low frequency of searches 213 for that query within the state.
214
In an ideal situation, relevant search queries at the state-level resolution would be obtained by passing 215 the historical %ILI time series for each state into Google Correlate, which returns the most highly correlated 216 search frequencies to an input time series. However, such functionality is only supported at the national level, 217 at least in the publicly accessible tool. Given this limitation, we used two strategies to select search terms: 218 1. A initial set of 128 search terms was taken from previous studies tracking influenza at the US national 219 level [6] . 2. To search for additional terms, we submitted multiple state %ILI time series into the Google Correlate 221 and extracted flu-related terms, under the assumption that some of the state-level terms would show 222 up at the national level.
223
To minimize overfitting on recent information, the %ILI time series inputted into Google Correlate were 224 restricted from 2009-2013. State-level search frequencies for the union of these terms and the 128 previous 225 terms were then downloaded from the Google Trends API, resulting in 282 terms in total (Table A2) .
226
Electronic health records
227
Influenza rates for patients within the athenahealth provider network are provided weekly from athenahealth 228 on each Monday. Three types of syndromic reports were used as variables: 'influenza visit counts', 'ILI visit 229 counts', and 'unspecified viral or ILI visit counts', which were converted into percentages by dividing by the 230 total patient visit counts for each week. The athenahealth network and influenza rate variables are detailed 231 in Santillana et al. [19] 232
Google Flu Trends
233
In addition to the above data sources, we downloaded GFT estimates as a benchmark for our models. GFT 234 provided a public flu prediction system for each state until its discontinuation in August 2015 [24] . GFT 235 values were downloaded and scaled using the same initial training period of 104 weeks used in all of our 236 models (October 4, 2009 to September 23, 2012).
237
Models
238
ARGO
239
The time series prediction framework ARGO (AutoRegression with General Online information) issues 240 flu predictions by fitting a multivariable linear regression each week on the most recent available Internet 241 predictors and the previous 52 %ILI values. Because of many potentially redundant variables, L1 regularization 242 (Lasso) was applied to produce a parsimonious model by setting the coefficients for weak predictors to 0. The 243 model was re-trained each week on a shifting 104-week training window in order to adapt to the most recent 244 two years of data, and the regularization hyperparameter was selected using 10-fold cross validation on each 245 training set. Details about the ARGO model and its applicability in monitoring infectious diseases such as 246 influenza, dengue, and zika are presented in previous work [5, 21, 22] . Refer to the Appendix for a detailed 247 mathematical formulation of ARGO.
248
To fine-tune predictive performance, adjustments to ARGO were introduced on a state-by-state basis: 249
• Filtering features by correlation: For each week, non-autoregressive features ranked outside the top 10 250
by correlation were removed to reduce noise from poor predictors. Based on previous research, this 251 complementary feature selection process benefits the performance of lasso, which can be unstable in 252 variable selection [20, 21] .
253
• Regularization hyperparameters: Features with high correlation to the target variable over the training 254 set received a lower regularization weight, which makes them less subject to the L1 penalty (see the 255 Appendix for derivation).
256
• Weighting recent observations: Although ARGO dynamically trains on the last 104 weeks of observations, 257 more recent observations likely contain more relevant information. Thus the most recent 4 weeks of 258 data received a higher weight (set to be twice the weight of the other variables) in the training set.
259
Network-based approach
260
Historical CDC ILI observations show synchronous relationships between states, as shown in Fig. 2 . To 261 identify these relationships with the goal of improving our %ILI predictions, for each state, we dynamically 262 constructed a regularized multi-linear model for each week that has the following predictors: %ILI terms 263 for the previous 52 weeks for the target state, and the synchronous (same week's values) and the past three 264 week's of observed CDC's %ILI terms for the other states. Notice that to produce predictions of %ILI for 265 a given state in a given week, the model requires synchronous %ILI from the other states, which would 266 not be available in real-time. Instead, we used ARGO predictions for the current week as surrogates for 267 these unobserved values. This model was re-trained weekly using all previously observed data with 10-fold 268 cross-validation to determine the L1 regularization term (formulation in Appendix). This model is denoted 269 Net.
270
Ensemble approach
271
In order to optimally combine the predictive power of ARGO and Net, we trained an ensemble approach 272 based on a winner-takes-all voting system, which we named ARGONet. ARGONet's prediction for a given 273 week is assigned to be Net's prediction if Net produces lower error relative to the observed CDC %ILI 274 (specifically root mean square error, as defined in Comparative analyses) in the previous K predictions as 275 compared to ARGO. Otherwise, ARGONet's prediction is assigned to be ARGO's prediction. To determine 276 the hyper-parameter K for each state, we trained ARGONet using the first 104 out-of-sample predictions of 277 ARGO. Here K can take the value of either 1, 2 or 3. The value of K that yielded the lowest RMSE between 278 ARGONet and CDC's %ILI over the training period was chosen to produce out-of-sample predictions in the 279 unseen time period (September 28, 2014 onward).
280
Comparative analyses
281
To assess the predictive performance of the models, we produced state-level retrospective estimates using 282 two benchmarks: a) "AR52", an autoregressive model, which uses the %ILI from the previous 52 weeks in a 283 LASSO regression to predict %ILI of the current week, and b) "GFT", made by scaling each state's Google 284 Flu Trends time series to its official revised %ILI using the same initial training period of 104 weeks used in 285 our models as discussed in the Methods section.
286
The performances of all models and benchmarks compared to the official (revised) %ILI were scored 287 using three metrics: root mean squared error (RMSE), Pearson correlation coefficient, and mean absolute 288 percent error (MAPE). These were computed over the entire study period (September 30, 2012 to May 14, 289 2017) and over each influenza season (defined as week 40 of one year to week 20 of the next) within the study 290 period.
291
The models and benchmarks were further scored over two specific sub-periods: 1) the window when 292 GFT was available (September 30, 2012 to August 9, 2015), and 2) the window starting with the first available 293 ARGONet prediction (September 28, 2014 to May 14, 2017).
294
ARGO model estimates were generated using scikit-learn in Python 2.7 [25] , while Net and ensemble 295 models were generated in R 3.4.1. Analysis was conducted in Python except for Fig. 2a , which used the R 296 package corrplot [26] .
Here, the vectors {y i,(t−N +1):t } t≥N follow the Markov property, and at time T , the T th such vector has not yet been fully observed. Meanwhile, the observed variables X i,T depend only the corresponding hidden y i,T .
ARGO model
The above formulation results in the model
We take N = 52 to incorporate short-term and seasonal autoregressive trends within the past year of data, and M = 285 at maximum, corresponding to the number of Google Trends and athenahealth variables. The high number of input variables gives us a p > n situation, so we impose L 1 regularization. Therefore, we can solve for parameters µ i , α = (α 1 , . . . , α N ), and β = (β 1 , . . . , β M ) which minimize the objective function
using a rolling training window consisting of the 104 weeks prior to time t, with hyperparameters λ α and λ β .
Hyperparameters
The parameters in (2) are governed by hyperparameters λ α and λ β ; however, we introduced a modification to the model. Rather than adhering to the groups α and β, we replaced them with more flexible groups in the following manner: Let γ = {α 1 , . . . , α N , β 1 , . . . , β M } be the set of regularized parameters. Take p ⊆ γ to be a set of "priority" parameters, and q = γ − p to be the remaining parameters. Letting γ p and γ q represent the parameter vectors corresponding to these sets, the objective function simply becomes
To limit the model space, we allowed p to take one of 5 configurations and selected the one with best out-of-sample performance within each state. The configurations are the parameters corresponding to:
1. the 10 highest correlated input variables to the %ILI vector over the training set 2. athenahealth variables 3. athenahealth variables and the most correlated autoregressive terms, namely {y t−i } i∈{1,2,3,4,12,26,52}
4. the 3 most correlated Google Trends variables over the training set and the most correlated autoregressive terms 5. athenahealth variables, the 3 most correlated Google Trends variables, and the most correlated autoregressive terms.
To further constrain the search space, we maintain a hyperparameter ratio λ p /λ q = 1/10. Since λ p is smaller, this allows the priority parameters to take larger values, effectively giving them more weight in the regression. The single hyperparameter was then determined using 10-fold cross-validation over the training set. In practice, prediction accuracy was robust to the specific value of the ratio.
Net formulation
While the ARGO model for any given state i is constrained to the data within state i, we hypothesized that y i,t shows spatio-temporal structure with other states s = i in the short term (i.e. over the past 4 weeks).
Adopting the previous notation, the Net model is then
This model was fit using an expanding training window consisting of all previously observed data with 10-fold cross-validation for the regularization hyperparameter. However, for prediction at a given time t, the concurrent %ILI values y s,t are not yet observed, so we replace them with the corresponding real-time ARGO estimateŝ y s,t . This substitution inherently assumes that ARGO is unbiased, i.e. y i,t =ŷ i,t + t , t ∼ N (0, σ 2 ). 
