Abstract. We introduce a condition on accretive matrix functions, called p-ellipticity, and discuss its applications to the L p theory of elliptic PDE with complex coefficients. Our examples are: (i) generalized convexity of power functions (Bellman functions), (ii) dimension-free bilinear embeddings, (iii) L p -contractivity of semigroups and (iv) holomorphic functional calculus. Recent work by Dindoš and Pipher established close ties between p-ellipticity and (v) regularity theory of elliptic PDE with complex coefficients. The p-ellipticity condition arises from studying uniform positivity of a quadratic form associated with the matrix in question on one hand, and the Hessian of a power function on the other. Our results regarding contractivity extend earlier theorems by Cialdea and Maz'ya.
Introduction and statement of the main results
Suppose Ω is an open subset of R n . Let A = A(x) = [a ij (x)] n i,j=1 be a complex uniformly strictly accretive n × n matrix function on Ω with L ∞ coefficients (in short, accretive matrix), i.e. A : Ω → C n,n is measurable and such that
• there exists λ > 0 such that for almost all x ∈ Ω we have Re A(x)ξ, ξ λ|ξ| 2 , ∀ξ ∈ C n ; (1.1)
• there exists Λ > 0 such that for almost all x ∈ Ω we have
Denote the set of all such matrix functions by A λ,Λ (Ω), and by A(Ω) all accretive matrices on Ω, that is, the union of A λ,Λ (Ω) over all Λ λ > 0. For any A ∈ A(Ω) denote by λ A the largest admissible λ in (1.1) and by Λ A the smallest Λ in (1.2) .
Define formally the operator L = L A by Lu = −div(A∇u). A standard way of interpreting Lu is via sesquilinear forms; we follow [52] Recall that in the special case Ω = R n we have H 1 (Ω) = H 1 0 (Ω) [1, Theorem 7.38] . The associated operator L is defined by the requirement The form a is densely defined, accretive, continuous, closed and sectorial [52, Definition 1.26 and Proposition 1.27]. Therefore [52, Theorem 1.54] , the associated operator −L A generates on L 2 (Ω) a strongly continuous semigroup of operators P A t = exp(−tL A ), t > 0, which is analytic and contractive in a cone of positive angle. Since P A t maps L 2 (Ω) into D(L A ) ⊆ D(a) = H 1 0 (Ω), the spatial gradient ∇P A t f is always well defined. By [58, p. 72] , given f ∈ L 2 (Ω) we can redefine each P A t f in a set of measure zero, in such a manner that for almost every x ∈ Ω the function t → P A t f (x) is real-analytic on (0, ∞). The L 2 theory of the operators L A with A ∈ A(R n ) has been developed since the pioneering works in the 50's and 60's. It is well known that the operators L A admit a unique square root L
1/2
A . See e.g. [46] . The last major piece of the L 2 theory was completed in 2002 by Auscher et al. [7] who proved the long-standing Kato conjecture which asserted that D L 1/2 A = D(a). An important part of the proof were specific square function estimates.
As for the L p theory, p = 2, there have been many results prior to and following the resolution of the Kato's conjecture. See [5] and [10] for an in-depth treatise.
For p > 1 define q = p/(p − 1) and p * = max{p, q}. In [31] , A. Volberg and the second author of the present paper proved the following "dimension-free" bilinear embedding. Dealing with divergence-form operators associated to complex matrices is known to be considerably more difficult (see, for example, [34, 9, 10] or [2, Section 8.6 ] for more illustrations of this fact), and this is the subject of investigation in the present paper. We introduce a new condition, called p-ellipticity, and argue that it may be of interest for the L p theory of elliptic partial differential operators with complex coefficients.
New findings (summary).
Forgetting for the moment about the control over the constants, Theorem 1.0 follows from the L p boundedness of the conical square function, which is due to Auscher, Hofmann and Martell [8] . They also considered complex A and showed that square function estimates extend in the range p ∈ (p − (L A ), ∞), with the lower bound being sharp [8, Theorem 3.1. (2)]. Here (p − (L A ), p + (L A )) is the maximal open interval of indices p for which P A t is uniformly bounded on L p . As a consequence, their estimates imply a ("non-dimension-free") bilinear embedding in the range (p − (L A ), p + (L * A )), see [8, p. 5471 ]. We are interested in extending both Theorem 1.0 and the above corollary of Auscher, Hofmann and Martell, meaning that we aim for a dimension-free bilinear embedding for complex accretive matrices. Since Auscher et al. showed that their result is closely related to boundedness of (P A t ) t>0 , it is reasonable to expect that our dimension-free extension should be linked to the contractivity of (P A t ) t>0 , see also [19, 20] . Indeed we confirm this thought.
The first result of ours is an extension of Theorem 1.0 to the case of complex matrices. It is summarized in Theorem 1.1. Unlike in the real case, in the complex one the (dimension-free) embedding does not hold for all p ∈ (1, ∞), but only in a specific interval. In Section 1.2 we introduce a new condition (1.6) which we call p-ellipticity and which determines the endpoints of that interval.
As described in the continuation, this condition turns out to be closely related to several phenomena in analysis and PDE which may occur in the presence of complex accretive matrices. Moreover, motivated by a question by P. Auscher, we consider a more general type of embedding, namely such obtained by applying different semigroups to f and g. The estimates we obtain are explicit and involve p, λ, Λ, but do not depend on the dimension n, thus retaining the "dimension-free" nature of Theorem 1.0.
In order to prove Theorem 1.1 we adapt the so-called Bellman-function-heat-flow method. It is described in Section 3. We focus on analyzing properties of one particular Bellman function (5.1) and its principal building blocks -power functions.
The sharp condition (1.6) is equivalent to the generalized convexity of power functions F p , i.e., to the (uniform) positivity of certain quadratic forms associated with A and Hess F p ; see Section 2 and Proposition 5.8. Previously, the importance of this positivity was recognized and studied in a few special cases: when A is either the identity [47, 32] , real and positive definite [31] , of the form e iφ I [19] , or of the form e iφ B with B real and positive definite [20] . Such problems are also related to similar questions considered earlier by Bakry; see [11, Théorème 6] . The present paper brings a systematic approach to convexity of power functions in the presence of arbitrary uniformly strictly accretive complex matrix functions A. See Section 5.
It has been known in some cases, see [19, 20] , that dimension-free bilinear embeddings may be related to the contractivity of the associated semigroups on L p . In the context of divergence-form operators, recent results regarding L p -contractivity of (P A t ) t>0 have been obtained by Cialdea and Maz'ya [23, 24] . While the exact range of this contractivity is still not known for arbitrary A ∈ A(Ω), we manage to narrow the gap between sufficient and necessary conditions by improving some of the results from [23] . In particular, we characterize the L p -contractivity of (P A t ) t>0 when the distributional divergence of every column of the antisymmetric part of the imaginary part of A is zero. See Theorem 1.3. Approaching contractivity via the classical Lumer-Phillips theorem proved to be difficult due to domain issues. Instead, we sought a characterization in terms of sesqulinear forms and found a convenient result by Nittka [51, Theorem 4.1], on which we then relied in proving Theorem 1.3.
Another area where the p-ellipticity (1.6) is a central condition is the holomorphic functional calculus in sectors. The present authors obtained sharp results for generators of symmetric contraction semigroups [19] and for nonsymmetric Ornstein-Uhlenbeck operators [20] . It emerged that the opening angles of the optimal sectors are naturally interlaced with p-ellipticity. See Remarks 5.3, 1.4 and Section 5.4.
The key condition (1.6) also bears deep connections with the regularity theory of elliptic PDE. This was recently discovered by Dindoš and Pipher [26] while developing their program of studying solutions to the divergence-form operators with complex coefficients and the associated boundary value problems. They found the sharp condition which permits proving reverse Hölder inequalities for weak solutions of L A with complex A. It turns out that this condition is nothing but a reformulation of p-ellipticity (1.6). These inequalities serve as a replacement for the De Giorgi-Nash-Moser regularity theory for real A. As an application, they solve L p Dirichlet problems for L A in the range of p determined by p-ellipticity.
To summarize, the condition we introduce in this paper, i.e., the p-ellipticity (1.6), lies at the junction of several different directions in analysis and PDE: i) convexity of power functions (Bellman functions), ii) dimension-free bilinear embeddings, iii) L p -contractivity of semigroups (P A t ) t>0 , iv) holomorphic functional calculus, and v) regularity theory of elliptic PDE with complex coefficients (Dindoš and Pipher [26] ). The rest of this section is devoted to giving precise formulation of the results announced above and the motivation which led to our pursuing them.
where 1/p + 1/q = 1. Given a complex matrix function A : Ω → C n,n , introduce
Most of the results in this paper will be proven under the condition
that is, assuming the existence of C > 0 such that a.e. x ∈ Ω we have
Observe that ∆ 2 (A) = λ A , so ∆ 2 (A) > 0 is a reformulation of the (uniform strict) ellipticity (1.1). Hence we may call (1.6) p-ellipticity.
This follows straight from the definition (1.5). For A ∈ A(Ω) we also set
By this we mean that µ(A) = ess inf ϕ, where ϕ : Ω → R is defined by
and the above infimum runs over all ξ ∈ C n for which A(x)ξ,ξ = 0.
The importance of µ(A) lies in the bilateral estimate ∆ p (A) ∼ µ(A) − |1 − 2/p| (Proposition 5.17), therefore the key condition (1.6) is equivalent to |1 − 2/p| < µ(A).
(1.9)
The advantage of the inequality (1.9) over (1.6) is that it "separates" A from p.
In view of the basic assumptions (1.1) and (1.2), the quantity µ(A) is trivially bounded from below: for A ∈ A λ,Λ (Ω) we have µ(A) λ/Λ . Therefore (1.6) and (1.9) are already satisfied if |1 − 2/p| < λ/Λ. We also have the sharp universal upper bound µ(A) 1. This follows from considering ξ ∈ R n in the quotients from (1.8).
We remark that a similar yet weaker condition than (1.6), namely ∆ p (A) 0, was formulated in a different form by Cialdea and Maz'ya in [23, (2.25) ]. See Remark 5.13. It was a result of their study of a condition on forms known as L p -dissipativity. We arrived at (1.6), and thus at ∆ p (A) 0, from another direction (bilinear embeddings and generalized convexity of power functions).
Finally, when A, B are two accretive matrices, we denote µ(A, B) := min{µ(A), µ(B)} and ∆ p (A, B) := min{∆ p (A), ∆ p (B)} .
1.3.
Bilinear embedding for pairs of complex accretive matrices.
The proof will be given in Section 6.
As noted earlier, when we restrict ourselves to real accretive matrices, then the condition ∆ p (A, B) > 0 is automatically fulfilled, so (1.10) holds for the full range of exponents p ∈ (1, ∞). Hence Theorem 1.0 is a special case (A, B equal and real) of Theorem 1.1. One vital difference between the real and the complex case is that in the latter the Bellman function that we use does not for all p possess the required type of convexity, ∆ p (A, B) > 0. The other difference is that in the former case the semigroup (P A t ) t>0 is bounded for all p ∈ [1, ∞] (when proving Theorem 1.0 we used this in [31, p. 2826] ), while in the complex case this is false (see Section 1.6).
We call Theorem 1.1 the (dimension-free) bilinear embedding theorem for complex accretive matrices, because it implies that the map I, defined for f, g, ∈ C ∞ c (R n ) by
+ ) with explicit norm estimates that only depend on ∆ p (A, B) and the ellipticity constants, and do not depend on the dimension n.
Bilinear embedding is a type of estimates that has been instrumental in proving a variety of sharp results, e.g. Riesz transform estimates [55, 50, 29, 30, 54, 18, 27] and recently also general spectral multiplier results [19, 20] .
1.4. Sharpness. For ∆ p (A, B) < 0 the dimension-free bilinear embedding (1.10) fails: we show that the threshold (1.6) appearing in Theorem 1.1 as ∆ p (A, B) > 0 cannot be pushed further. The accurate version of this statement is given in Proposition 1.2.
Throughout the paper we will for p ∈ (1, ∞) often use the notation
This is known to be the optimal angle of holomorphy of symmetric contraction semigroups on L p , see [44, 42, 19, 38] . Its complementary angle, π/2 − φ p , was recently proven by the present authors to be the optimal angle in the holomorphic functional calculus for generators of symmetric contraction semigroups [19] . Proposition 1.2 is another sharp result which features φ p . For any A, B ∈ A(R n ) introduce the notation
With this notation, the conclusion (1.10) of Theorem 1.1 can be restated as:
Fix p, λ, Λ. For any ∆ > 0 there exists an explicit C(∆, λ/Λ) > 0 such that
We show in Proposition 1.2 below that for ∆ < 0 this conclusion is false, even if the supremum is taken over a smaller subfamily characterized by ∆ p (A, B) = ∆ for B = A * and A of a very particular form, namely e iφ I n , where an appropriately chosen φ ∈ (0, π/2) is fixed and only n varies. Notice that if A = e iφ I n then λ A = cos φ, Λ A = 1, µ(A) = cos φ and moreover ∆ p (A) = cos φ − cos φ p = ∆ p (A * ) < 0 if φ p < |φ| < π/2. See also Lemma 5.23. Proposition 1.2. Fix arbitrary p ∈ (1, ∞)\{2} and φ ∈ (φ p , π/2). For any n ∈ N write A n = e iφ I n . Then,
This result follows from determining the precise L p -contractivity domain (sector) of the classical heat semigroup with complex time. The precise proof is given on page 29.
1.5. Square function estimates dominate the bilinear embedding. We have seen that the failure of the dimension-free estimate (1.10) for pairs (A, B) of matrices for which ∆ p (A, B) > 0 is obtained by taking the subfamily of pairs (A, A * ). This subfamily is in several ways relevant for this paper. The initial interest in Theorem 1.1 came from extending Theorem 1.0 to nonreal A, as well as from studying the case B = A * for real or complex A. The latter question was posed to the second-named author of the present paper by P. Auscher in July of 2011; the rationale behind this question is discussed here.
Results announced in Section 1.6 tell us that the bilinear embedding is a sufficient condition for semigroup estimates. Now we explain that it is also a necessary condition for square function estimates.
Obviously, bilinear integrals are dominated by the vertical square function:
where
It was proven by Auscher [5] (1.14) . Their range of admissible p's is related to the boundedness of P A t on L p , which in case of real A equals (1, ∞). The estimates depend on n. It would be interesting to investigate the relation between dimension-free estimates of conical square functions associated with complex matrices on one hand and the semigroup contractivity or p-ellipticity on the other.
Let us show how the bilinear integrals that we consider in Theorem 1.1 naturally correspond to two types of conical square functions studied by Auscher et al. [5, 8] . The starting point is the functional S mapping a function F on R n × (0, ∞) into
where V x is the cone {(y, t) ∈ R n × (0, ∞) ; |x − y| < √ t}. This functional governs bilinear integrals in the following way, see [8] and the references there:
With each L = L A one associates two "nontangential" or "conical" square functions, namely g 1 (u) = S(∇ yũ ) and g 2 (u) = S(L 1/2ũ ). Explicitly,
Considerable attention has been devoted to studying L p properties of
The first functional, g 1 , is by means of (1.13) related to the bilinear estimates (1.10) with B = A. This relationship was among the topics of [8] . The boundedness of g 1 alone was treated in [8, Proposition 1.3] for the case of real A.
The second functional, g 2 , relates to (1.10) with B = A * . Indeed, by using duality, the notation (2.1) and (1.13) we quickly get
Here g * 2 is defined as g 2 , just that instead of L 1/2 P t we take its adjoint.
1.6. Semigroup estimates. The L p estimates of semigroups generated by elliptic operators in divergence form have long known to be of major importance [11, 5, 52, 53, 23, 24] . A result of Auscher [5, Corollary 3.6] asserts that if |1/2 − 1/p| 1/n then (e −tL A ) t>0 is bounded on L p (R n ). Hofmann, Mayboroda and McIntosh proved in [40] that this condition is sharp in terms of n, in the sense that if
Let us see how the bilinear embedding may be helpful in studying semigroup bound-
By the injectivity of L A and the analyticity of the associated semigroup,
Consequently,
Keeping in mind the notation (1.11), this implies that uniformly in t > 0 we have
i.e., the bilinear embedding associated with (A, B) controls the boundedness of the operators (P B t ) * P A t . When B = A * one has (P B t ) * = P A t . Therefore Theorem 1.1 immediately gives that the semigroup (P A t ) t>0 is bounded on L p when ∆ p (A, A * ) > 0, which is in turn equivalent to ∆ p (A) > 0 (see Corollary 5.15 ).
On the other hand, Theorem 6.1 suggests that the condition (1.6) might resonate with the contractivity of the semigroup even better than with its boundedness. Indeed this is the case, as announced in the theorem below and proven in Section 7. Actually, we treat accretive matrices on arbitrary open sets Ω.
The problem of characterizing L p contractivity of semigroups generated by elliptic divergence-form operators has a long history. For a rather recent summary of references on this topic the reader is advised to consider Cialdea and Maz'ya [23] and [24, [23] beyond the restrictions posed by the cited smoothness and symmetry conditions. In response to these questions, we extend in Theorem 1.3 the characterization by Cialdea and Maz'ya to the case when
• Ω ⊂ R n is an arbitrary open set, • A is not necessarily smooth, and
is the distributional divergence of the k-th column of a matrix W with entries in L 1 loc (Ω). We also show that the last remaining case, i.e., when for some k we have div(Im A) (k) a = 0, is fundamentally different, because then the condition ∆ p (A s ) 0 is in general not equivalent to the contractivity of (
Now we state our result. Comments. The sufficiency part of Theorem 1.3 thus complements the sharp results by Auscher [5] as follows: for any A ∈ A(R n ),
Compare also with Bakry [11, Théorème 7] . The admissible (and optimal) range of p's in Auscher's [5] above-cited result shrinks to {2} as n → ∞. Regarding the contractivity, given n ∈ N, the largest set J n ⊂ (1, ∞) so that P A t is contractive on L p (R n ) for any p ∈ J n and any A ∈ A(R n ), is just J n = {2}. Counterexamples are again provided by Theorem 6.1: given p = 2, it suffices to take A = exp(iφ)I n with φ ∈ (φ p , π/2). On the other hand, the condition from Theorem 1.3 is dimension-free.
Assume, as in [23, p. 1087] , that Ω is a bounded domain for which ∂Ω ∈ C 2 , and that the entries of A belong to C 1 (Ω). Then, by elliptic regularity, e.g. [36, Theorem 6 
. This is again a special case of our Theorem 1. . In our proof of (a) ⇒ (b) however, as said before, no smoothness or symmetry of A is assumed, and Ω is allowed to be an arbitrary open set. Remark 1.4. We believe that the considerations in this paper could be developed further in two directions, in the spirit of [19] and [31] . One is the holomorphic functional calculus for L A on L p in sectors with dimension-free constants, and the other is bilinear embedding for generalized Schrödinger operators −div(A∇) + V , where A ∈ A(R n ) and V ∈ L 1 loc is nonnegative. These problems will be addressed in our forthcoming works. 1.7. Organization of the paper. Section 2 serves the purpose of collecting in one spot most of the definitions and facts indispensable for this paper. In Section 3 we sketch the main ideas behind our proofs, devoting particular attention to explaining the heat-flowBellman-function method. In Section 4 we show how integration by parts of the flow associated with the function Φ helps identify the fundamental convexity requirement on Φ. In Section 5 we define the Bellman function and show that it possesses the desired convexity. By considering the Hessians of power functions in one complex variable we explain how the condition (1.6) was born. In Section 6 we complete the proof of the bilinear embedding (Theorem 1.1). In Section 7 we prove our result on the contractivity of the semigroups (Theorem 1.3). Finally, Appendix is a technical part which provides a regularization argument used for the proof of Theorem 1.1.
More notation and preliminaries
For a 1 , a 2 > 0 we write a 1 a 2 if there is a constant C > 0 such that a 1 Ca 2 . Similarly we define a 1 a 2 . If both a 1 a 2 and a 1 a 2 then we write a 1 ∼ a 2 .
We will denote
z j w j and |ξ| 2 = ξ, ξ C n . When the dimension is obvious, we sometimes omit the index C n and only write z, w . When both z and w belong to R n , we sometimes emphasize this by writing z, w R n . This should not be confused with the standard pairing
where ϕ, ψ are complex functions on R n such that the above integral makes sense. All the integrals in this paper are taken over the Lebesgue measure m, therefore we will mostly write them without dm at the end. If x 1 , . . . , x n are the coordinates on R n , we define, initially on C ∞ c (R n ) or S(R n ), by
the Laplace operator on R n . When the underlying dimension will be clear, we will only write ∆. The same symbol will also denote the generator of the classical heat semigroup on
. Let C n,n be the space of all complex n × n matrices. If M ∈ C n,n denote its conjugate transpose by M * and define its symmetric part M s and antisymmetric part M a by
Write I R n for the identity matrix on R n . If M 1 , M 2 ∈ R m,m then by M 1 ⊕M 2 we denote the 2m × 2m block-diagonal matrix having M 1 , M 2 (in this order) on the diagonal. If f, g are complex functions on some sets X, Y , respectively, then f ⊗ g is the abbreviation for the function on X × Y mapping (x, y) → f (x)g(y).
By B(X) we denote the space of bounded linear operators on a Banach space X.
Identification operators.
We will explicitly identify C n with R 2n . For each n ∈ N consider the operator V n : C n → R n × R n , defined by
One has, for all z, w ∈ C n ,
When the dimensions of spaces on which the identification operators act will be clear, we will sometimes omit the indices and instead of V n , W m only write V, W.
If we view the elements of R d as columns, we have
Here, given a matrix
and n ∈ N, we let D ⊗ I R n ∈ R M n,N n be the Kronecker product of D with the identity on R n , meaning
For example,
. We shall frequently need the following derived real (2n) × (2n) matrix:
Its significance stems from the formula
. We derive from (2.3) and (2.5) useful identities
2.2. Generalized Hessians. Take A, B ∈ C n,n . Suppose that F : C → R is smooth, s ∈ C and ξ ∈ C n . We set
Here Hess V 1 (F ; s) = Hess(
2.3. Numerical range and sectoriality. Introduce the sector
for φ ∈ (0, π) and S 0 = [0, ∞). Suppose A is a closed densely defined linear operator on a complex Banach space X and ϑ ∈ [0, π). In our terminology, to say that A is sectorial of angle ϑ will mean that:
• σ(A ) ⊆ S ϑ and • for every 0 < ε < π − ϑ we have
Here σ(A ) is the spectrum of A . In some literature, e.g. [25, 46] , essentially the same requirements amount to saying that the operator is of type ϑ. In such a case the number
is called the sectoriality angle of A . Operators which are sectorial of some angle from [0, π) will simply be called sectorial.
If H is a Hilbert space, ·, · H the scalar product on H and T : D(T ) → H a densely defined linear operator on H, we denote by W(T ) the numerical range of T ; i.e.
i.e. S ν(T ) is the smallest closed sector which contains the numerical range of T .
Furthermore, following [46] we say that T is ω-accretive for some ω
, thus for finite-dimensional H we have that T is ω-accretive precisely when W(T ) ⊂ S ω , which is equivalent to ν(T ) ω. We shall keep in mind that any ω-accretive operator is sectorial of angle at most ω.
Let us return to operators in divergence form. The condition (1.1) means that the numerical range of almost any A(x) is contained in the half-plane {ζ ∈ C + ; Re ζ λ}, while (1.2) is to say that the operator norm of almost any A(x) is majorized by Λ. Together they imply that the matrix A(x) is arccos(λ/Λ)-accretive as an operator on the Hilbert space C n , a.e. x ∈ R n . As remarked before, each such A(x) is then also sectorial with ω(A(x)) ν(A(x)) arccos(λ/Λ). Define
and ω(A) := ess sup
Thus for almost any x ∈ R n , A(x) is sectorial of angle ω(A) and its numerical range is a subset of S ν(A) . We also proved that ω(A) ν(A) arccos(λ/Λ) . Finally, L A is ν(A)-accretive, see [46] , and hence also sectorial of angle ν(A). That is, ω(L A ) ν(A).
Outline of the proof of the bilinear embedding
Our approach towards Theorem 1.1 consists of defining and studying the heat flow associated with a particular Bellman function. The key property of the flow is a quantitative estimate of its derivative (3.1). Using integration by parts, we single out the parallel property of the Bellman function alone that implies (3.1). It could be perceived as a variant of "convexity" associated with the pair of accretive matrices in question. An adequate function turns out to be one constructed by Nazarov and Treil [47] in 1995. Its properties are formulated in Theorem 5.2. In proving it we use the fact that their function is composed of tensor products of power functions. This makes the analysis of generalized convexity of power functions an essential part of our proof. See Section 5.
A simpler version of the Bellman-heat method was also the way through which Theorem 1.0 was proven in [31] . The other works which stimulated thoughts developed in this paper were [19, 20] .
The Bellman function technique had become widely known in harmonic analysis since the mid 1990s, following the work by Nazarov, Treil and Volberg [48] . Afterwards it has been employed in a large number of papers, of which the closest ones to our approach (i.e. those where Bellman functions are explictly paired with heat flows) are [31, 19, 55, 50, 29, 30, 32, 18, 27, 54, 45] .
For another perspective on heat-flow techniques, various examples and references we refer the reader to the papers by Bennett et al. [13, 14] .
3.1. The heat-flow method expanded. In this section we illustrate in more detail the heat-flow technique we will utilize for proving the bilinear embedding in Theorem 1.1. The exposition will be rather descriptive, aimed at giving the idea of the proof without dwelling on technical details which will be addressed later.
When proving the bilinear embedding of Theorem 1.1, a regularization argument (see the Appendix) allows to assume that the coefficients of the matrix functions A, B ∈ A(R n ) are smooth, that is, of class
Fix two test functions f, g ∈ C ∞ c (R n ) and Φ :
is a radial function, ψ ≡ 1 in the unit ball, ψ ≡ 0 outside the ball of radius 2, and 0 < ψ < 1 elsewhere. For R > 0 define ψ R (x) := ψ(x/R). The choice of A, B, f, g, Φ, ψ gives rise to a function E : [0, ∞) → R + defined by
We say that the flow associated with A, B and Φ is regular if, for every f, g the function E is continuous on [0, ∞), continuously differentiable on (0, ∞) and
Fix p > 2. We are interested in finding a function Φ ∈ C 1 (C 2 ), possibly depending on p, such that for any f, g the corresponding flow admits the following properties:
• regularity;
• "quantitative monotonicity", i.e. the existence of a 0 = a 0 (p, A, B) > 0 such that
where (E.T.) stands for "error term" which we expect to disappear as R → ∞;
• initial value bound, i.e. the existence of b 0 = b 0 (p, A, B) > 0 such that
For if these conditions are fulfilled, then, for any f, g as above,
We would like to send R → ∞. Since we are assuming that the coefficients of A, B are smooth, P A t is bounded on L p for any 1 p ∞ [4, Theorem 4.8], which enables us to show that (E.T.) → 0 as R → ∞. So we arrive at
By replacing f with τ f and g with g/τ and optimizing the right-hand side in τ > 0, we obtain the bilinear embedding (1.10),
Reduction of (3.1) and (3.2) to the properties of Φ. We would like to translate (3.1) and (3.2) into (pointwise) conditions on Φ alone.
Clearly, (3.2) holds provided that 0 Φ(ζ, η) b 0 (|ζ| p + |η| q ), for all ζ, η ∈ C. As for (3.1), it will be proven in Section 4.2 through integration by parts that when Φ is of class C 2 and A, B are smooth, the regularity of the flow holds and implies
with h t = (P Ais as in (2.8). As said before, we use the smoothness of A, B to show that lim R→∞ (E.T.) = 0. Consequently, for (3.1) it will be sufficient to have the following pointwise inequality:
for a.e. x ∈ R n we have
It turns out that a function Φ satisfying this property, as well as the above-specified size estimate, exists when ∆ p (A, B) > 0 or, equivalently, |1 − 2/p| < µ(A, B).
Summary. Given p > 2 and A, B ∈ A(R n ) satisfying ∆ p (A, B) > 0 or, equivalently, |1−2/p| < µ(A, B), the proof of Theorem 1.1 eventually reduces to finding a C 2 function Φ : C 2 → R such that: (i) the corresponding flow is regular;
We can relax the condition Φ ∈ C 2 (C 2 ) by requiring that Φ be of class C 1 and almost everywhere twice differentiable with locally integrable second-order partial derivatives. Then we can consider the flow corresponding to a regularization of Φ by standard mollifiers (see Section 5.1).
Chain rule
For w = w 1 + iw 2 ∈ C, introduce the complex derivatives
Let F : C → R be of class C 2 . Recall the notation introduced in Sections 2.1 and 2.2.
Proof. The lemma follows from elementary calculations and from the chain rule for weak derivatives, see [62, Theorem 2.1.11].
Corollary 4.2. Under the assumptions of Lemma 4.1, for every A ∈ C n,n we have
Proof. The corollary follows by combining (2.6) with Lemma 4.1.
4.1.
Chain rule for Φ. Let Φ :
Proof. Write ∇ for the gradient with respect to x ∈ R n and ∇ for the gradient with respect to (ζ 1 , ζ 2 , η 1 , η 2 ) ∈ R 4 . Let also Ψ := Φ • W 
(4.2) Recall that k = (Re ϕ, Im ϕ, Re ψ, Im ψ) and observe also that
To further avoid ambiguity in what is intended in (4.2), let us specify that for G :
Putting all together we see that (4.2) equals 
Proof. Let U ∈ C 2n,2n be the matrix
and let h = (ϕ, ψ). Then ∇h = (∇ϕ, ∇ψ) and by (2.6), (2.4), (4.3) and Lemma 4.3,
and right and left multiplication by W interchanges the second and the third column and row, respectively. Therefore,
and the corollary follows.
4.2.
Integration by parts. Here we prove the identity (3.3), which reduces the estimate (3.1) to the estimate (iii) of the function Φ itself. Let A, B ∈ A(R n ) be matrix functions with coefficients of class C 1 b (R n ), and let Φ :
c (R n ) and a real valued ψ ∈ C ∞ c (R n ). The analyticity of the semigroups (P A t ) t>0 and (
The integral in the last line is the "error term" (E.T.) referred to in Section 3.1.
Proof. From the regularity of the flow we get
Recall that P A t f and P B t g belong to
Then, by Lemma 4.3, the functions ψ · (∂ζΦ)(h t ) and ψ · (∂ηΦ)(h t ) belong to H 1 (R n ) and, for γ = ζ, η,
Now apply Corollary 4.4.
As mentioned before, the point of the above proposition (and of this section) is that the "quantitative monotonicity" (3.1) reduces to suitable pointwise estimates of the terms H (A,B) Φ [v; ω] for any v ∈ C 2 and ω ∈ C n × C n . We will estimate H (A,B) Φ [v; ω] in the case of a very particular Φ, to which the next section is devoted.
Power functions and the Nazarov-Treil Bellman function
Unless specified otherwise, we assume everywhere in this section that p 2 and
The Bellman function we use is the function Q = Q p,δ : C × C −→ R + defined by
The origins of Q lie in the paper of F. Nazarov and S. Treil [47] . A modification of their function has been later applied by A. Volberg and the second author in [30, 32] . Here we use a simplified variant which comprises only two variables. It was introduced in [31] and used by the present authors in [18, 19] .
The construction of the original Nazarov-Treil function in [47] was one of the earliest examples of the so-called Bellman function technique, which had been systematically introduced in harmonic analysis shortly beforehand by Nazarov, Treil and Volberg [48] . The name "Bellman function" stems from the stochastic optimal control, see [49] for details. The same paper [49] explains the connection between the Nazarov-Treil-Volberg approach and the earlier work of Burkholder on martingale inequalities, see [15] and also [16, 17] . If interested in the genesis of Bellman functions and the overview of the method, the reader is also referred to Volberg et al. [49, 59, 47] and Wittwer [61] . The method has seen a whole series of applications, yet until recently (see [18, 19] ) mostly in Euclidean harmonic analysis.
In the course of the last few years, the Nazarov-Treil function Q was found to possess nontrivial properties that reach much beyond the need for which it had been originally constructed in [47] . These properties were used for proving several variants of the bilinear embedding. See [32, 31, 19, 20, 45] . In the present paper we continue the exploration of the properties of Q by proving that a sort of a "generalized convexity" may occur in the presence of arbitrary complex accretive matrices A, B (Theorem 5.2).
It is a direct consequence of the above definition that the function Q belongs to C 1 (C 2 ), and is of order C 2 everywhere except on the set
The following estimates are also straightforward.
Recall the notation from (2.8). We would like to estimate H (A,B) Q
[v; ω] from below. Since in this chapter we do not integrate, we can think of A, B simply as accretive matrices, not matrix functions as before. The desired estimate is formulated below and will be proven in Section 5.5.
Then there exists δ = δ(∆ p , λ, Λ) ∈ (0, 1) such that for Q = Q p,δ as above we have almost everywhere on x ∈ Ω,
for any v ∈ C 2 \ Υ and ω = (ω 1 , ω 2 ) ∈ C n × C n . 
Regularization of Q.
We would like to replace Q by a function which satisfies the inequality (5.2) of Theorem 5.2 but is, in addition, also of class C 2 everywhere on C 2 (not only on C 2 \Υ). A standard way of achieving this involves mollifiers. Denote by * the convolution in R 4 and let (ϕ κ ) κ>0 be a nonnegative, smooth and compactly supported approximation to the identity on R 4 . If Φ :
The next result follows from Proposition 5.1.
Corollary 5.4. For ζ, η ∈ C and δ, κ ∈ (0, 1) we have
and
Since Q W ∈ C 1 (R 4 ) and its second-order partial derivatives exist on R 4 \W(Υ) and are locally integrable in R 4 , by [57, Théorème V, p. 57] (see also [39, Theorem 2.1]) the inequality in Theorem 5.2 holds also in the distributional sense. Thus we have, for any v ∈ C 2 , ω ∈ C n × C n and κ > 0,
Now Theorems 5.2 immediately implies the following result.
Corollary 5.5. Choose p 2. Suppose A, B ∈ A λ,Λ (R n ) satisfy ∆ p := ∆ p (A, B) > 0.
Then there exists δ = δ(∆ p , λ, Λ) ∈ (0, 1) such that for Q = Q p,δ as above and κ > 0 we have, almost everywhere on x ∈ Ω,
Power functions. For r > 0 define the function
Let 1 denote the constant function of value 1 on C, i.e. 1 = F 0 . Introduce the notation
When p > 1 then | p| = p * . We can rewrite (5.1) as [v; ω] with Φ of the form F r ⊗ F s for some r, s 0. For the sake of transparency we choose to consider separately the relevant two cases:
The relevance of K(ψ) for us stems from the formula
valid for any r > 0 and ζ ∈ C\{0}.
Lemma 5.6. Let r > 0, A ∈ C n,n , ζ ∈ C\{0} and ξ ∈ C n . Then
Proof. From (2.7) and (5.5) we obtain
Observe that, for ψ ∈ R, one has K(ψ) ⊗ I R n = M(e iψ I n )U n , where
Notice also that U n V(ξ) = V(ξ). Now (2.6) gives
This finishes the proof.
We list a couple of straightforward consequences of (5.6).
Lemma 5.7. Suppose ζ ∈ C\{0}, ξ ∈ C n , A ∈ C n,n , t ∈ R and r > 0. Then:
. In view of Lemma 5.6 and Lemma 5.7 (5), it may be useful to observe the following. Write A = U + iV ∈ C n,n and ξ = α + iβ ∈ C n . Recall the notation (2.2). Then
The next result reveals how ∆ p (A) arise from generalized Hessian forms of power functions. First we extend the definition of J r to r > 0 by J r (α+iβ) = α/r +i(1−1/r)β. In particular, J 1 (α + iβ) = α and J ∞ (α + iβ) = iβ. As before, ∆ r (A) is defined by (1.5). Using Lemma 5.6 and observing that ξ + (1 − 2/p)ξ = 2J q ξ, leads to
Combining (5.9) and (5.10) and taking the essential infimum in x ∈ Ω shows that the two expressions on the right-hand side of (5.8) are equal to ∆ q (A). In order to show that this is the same as ∆ p (A) one may either notice that iJ p (η) = J q (iη) and use the definition of ∆ p (A), or else see that 2
use | p| = | q| and the already proven part of (5.8).
Lemma 5.7 (2, 3) and Proposition 5.8 immediately give this estimate:
Corollary 5.9. Let r > 0, A ∈ A(Ω), ζ ∈ C\{0} and ξ ∈ C n . Then a.e. x ∈ Ω we have
Lemma 5.10. Let 1 < q < 2 and A, B ∈ A(Ω). Take v = (ζ, η) ∈ C 2 such that |ζ| < |η| q−1 and ω = (ω 1 , ω 2 ) ∈ C n × C n . Then
Proof. Combine the definition of H (A,B) (2.8), and the identity
Corollary 5.11. Let 1 < q < 2 and A, B ∈ A λ,Λ (Ω). Take v = (ζ, η) ∈ C 2 such that |ζ| < |η| q−1 and ω = (ω 1 , ω 2 ) ∈ C n × C n . Then a.e. x ∈ Ω we have
Proof. Apply Lemma 5.10. In order to estimate the first two terms in (5.12) use Corollary 5.9 with r = 2 and r = 2 − q, while for the last two just note that
More on ∆ p (A). Consider a matrix function A
: Ω → C n,n . Write A = U + iV for some real matrices U, V . Recalling the notation (2.2), suppose that U s (x) is positive definite (a.e. x ∈ Ω). Observe that this condition is fulfilled for any A ∈ A(Ω). Denote
s . For any p > 1 define
The reason for introducing V p and W p was the next equivalence. For M ∈ R n,n set
Proposition 5.12. Let A be as above and p > 1. The following statements are equivalent:
||W p (A)(x)|| 1.
Remark 5.13. Condition (2) above appears in [23, (2.25) ].
Sketch of the proof. First consider the case when A is a constant matrix. Recalling (1.7) and (2.6), we see that the condition ∆ p (A) c can be expressed as
By replacing α with √ pα and β with √ qβ we get
Notice that U α, α = U s α, α = |Sα| 2 and introduce u = Sα, v = Sβ. Then the above inequality can be rephrased as
This should be valid for all u, v ∈ R n . In particular, we may replace u by −u. Therefore ∆ p (A) c is equivalent to
From here it is not difficult to complete the proof in the constant case. For the general, nonconstant case one uses that ∆ p (B) = ess inf x∈Ω ∆ p (B(x)).
Remark 5.14. The proof of Proposition 5.12 also enables one to characterize ∆ p (A) > 0 in similar terms.
Corollary 5.15. Take any A ∈ A(Ω) and p > 1. Then:
The statement also holds with both inequalities replaced by their strict counterparts.
Proof. The first statement follows from Proposition 5.8 and Lemma 5.7 (6) .
Let us address the second one. We quickly see that W p (A * ) = W q (A). By Proposition 5.12, ∆ p (A * ) 0 is thus equivalent to ||W p (A * )(x)|| = ||W q (A)(x)|| 1 a.e. x ∈ Ω, which is in turn equivalent to ∆ q (A) 0. But ∆ q (A) = ∆ p (A), by Proposition 5.8. Of course, the same proof works for strict inequalities, too.
The next result generalizes [20, Proposition 21] , where it was proven in the case of Re A = Im A. Indeed, this follows from applying Proposition 5.25 with φ = π/4. Proposition 5.16. For A ∈ C n,n strictly accretive and p ∈ (1, ∞) we have sup ξ∈C n \{0} ζ∈C\{0}
Proof. By Lemma 5.7 (5), it is enough to take ζ = 1 in the supremum on the left. Write A = U + iV and 1/p + 1/q = 1, as before. From (5.10) and (2.6) we quickly see that
Denote the left-hand side of (5.14) by γ p (A). By (5.15), γ p (A) is the smallest number for which the inequality
is valid for all X = (α, β) ∈ R n × R n . That is, γ p (A) is the smallest number for which
Recall the notation S = U 1/2 s and rewrite the above inequality in terms of u = √ qSα, v = √ pSβ. We get
By polarization, this is of course equivalent to
and the smallest γ p (A) in this inequality is by definition ||W (A)||.
We continue by an explicit comparison between ∆ p (A) and µ(A); recall that the latter was defined in (1.8).
Proposition 5.17. For any A ∈ A(Ω) and p > 1 we have
Proof. From (5.8) and (5.11) we conclude that 17) whereupon the proposition quickly follows.
Clearly, for A = e iφ I n (cf. Proposition 1.2) we have equalities everywhere in (5.16). Proof. The statement follows from (5.17).
The next result complements Proposition 5.12.
Proposition 5.19. Let A be as in Proposition 5.12 and p > 1. The following statements are equivalent:
A(x)α, α C n ∈ S φp ∀α ∈ R n . Proof. Let us first prove that (1) ⇔ (2). By Proposition 5.12,
is a symmetric matrix. But if W ∈ R n,n is symmetric, then there exists an orthonormal basis for R n consisting of eigenvectors of W . Hence
where S n−1 = {α ∈ R n ; |α| = 1}. Therefore, ∆ p (A s ) 0 is equivalent to a.e. x ∈ Ω :
From (5.13) we have
Finally recall that V s α, α = V α, α and the same for U . The equivalence (2) ⇔ (3) follows from observing that 2 √ p − 1/|p − 2| = tan φ p . 
. Note also that if Im A is either symmetric or antisymmetric then ∆ p (A * ) = ∆ p (A) and µ(A * ) = µ(A). This follows from (5.7), (5.17) and (1.8).
5.4. Examples. Connection with optimal results in the holomorphic functional calculus. Let us list a few cases of explicit calculation of p-ellipticity intervals which will be used in the continuation or else appeared implicitly in our previous works.
The first two results follow directly from the definition (1.5).
Lemma 5.23. If φ ∈ R and p > 1 then
The threshold that we obtained in [19, Lemma 20] , one of the key lemmas of that paper, and which can be traced to [11, Lemme 5] , is by Lemma 5.23 exactly equivalent to ∆ p (e iφ I) 0. This shows that the principal result of [19] is intimately related to the p-ellipticity of rotation matrices. See also Remark 5.3.
In Section 7.2 we will need the 2 × 2 real matrix
Then for any p 2 we have
We are able to calculate ||W p (A)|| in a special case which was featured in our proof of the sharp bounded holomorphic functional calculus for nonsymmetric Ornstein-Uhlenbeck operators [20] .
Proposition 5.25. Suppose B ∈ R n,n is such that B s is positive definite. Then, for any φ ∈ (−π/2, π/2),
From the definition of W p we get
which in combination with (5.13) yields
The fact that B As a consequence we are able to determine when ∆ p e iφ B 0. By Proposition 5.12 this happens precisely when ||W p e iφ B || 1. Solving on φ ∈ [0, π/2) the equation ||W p e iφ B || = 1 gives the critical angle that featured in [20] , see eq. (10) there.
We leave the proof of the next result to the reader. Proposition 5.26. If A ∈ L ∞ (Ω → C n,n ) and p > 1 then for any pair of different numbers ϕ, ψ ∈ (0, π/2) we have
It quickly follows from the definition (1.5) of ∆ p (A) that for A, B ∈ L ∞ (Ω → C n,n ) and 1/p + 1/q = 1 we have
In particular, ϕ → ∆ p (e iϕ A) is Lipschitz continuous on (0, π/2). Hence, by Rademacher's theorem, this function is differentiable a.e. (0, π/2). For ϕ ∈ (0, π/2) at which the derivative exists, Proposition 5.26 gives the estimate
5.5. Proof of Theorem 5.2. We will need the following straightforward statement which we formulate for the sake of convenience. We partially follow the proof of [32, Theorem 3] . When p = 2 the Bellman function reads Q(ζ, η) = (1 + δ)|ζ| 2 + |η| 2 for all ζ, η ∈ C, hence the theorem quickly follows from (5.5). Thus from now on assume that p > 2.
As in [32] write u = |ζ|, v = |η|, A = |ω 1 |, B = |ω 2 |, where v = (ζ, η) ∈ C 2 \ Υ and ω = (ω 1 , ω 2 ) ∈ C n × C n . Following (5.4) we consider two cases.
When u p > v q > 0, then by (5.4), Corollary 5.9 and Proposition 5.8 we have, almost everywhere on x ∈ Ω,
By the assumption we have 2 − q > 0. So whenever δ > 0, we may continue as
In the last step we used the inequality between the arithmetic and geometric mean and the assumption u p v q .
What remains is the case u p < v q . From (5.4) and Corollaries 5.9 and 5.11 we get, almost everywhere on x ∈ Ω, 20) where X = v 2−q A/B and
We want λ A X − 2(2 − q)Λ + (Γ/4)X −1 1 uniformly in X > 0. By Lemma 5.27 this happens precisely when
From (5.8) and (5.11) we get the estimate 22) and one can eventually show that the condition (5.21) is satisfied by taking
In that case, again by Lemma 5.27 and (5.22), we get, for any X > 0,
Remember from (5.20) that in order to get an estimate of H The theorem is proven with δ as in (5.23).
6. Proof of Theorem 1.1
Take p > 1, n ∈ N and A, B ∈ A(R n ) such that ∆ p (A, B) > 0. It is enough to consider the case p 2. We will for the moment also assume that A, B ∈ C 1 b (R n ). Once the proof for smooth A, B is over, we will apply the regularization argument from the Appendix to pass to the case of arbitrary (nonsmooth) A, B.
Let δ ∈ (0, 1) be as in Theorem 5.2 and Q = Q p,δ the Bellman function defined in (5.1). Take f, g ∈ C ∞ c (R n ). Suppose ψ ∈ C ∞ c (R n ) is radial, ψ ≡ 1 in the unit ball, ψ ≡ 0 outside the ball of radius 2, and 0 < ψ < 1 elsewhere. For R > 0 define ψ R (x) := ψ(x/R). Let (ϕ κ ) κ>0 be a nonnegative, smooth and compactly supported approximation to the identity on C 2 . Abbreviate Q * ϕ κ = Q κ and h t = (P A t f, P B t g). With these choices made and fixed, define for t > 0 the quantity E = E R,κ by
As commented before, this flow is regular. Fix T > 0. As indicated in Section 3.1, we want to estimate the integral
from below and above.
Upper estimate of the integral (6.1). We have, by Corollary 5.4,
By the Lebesgue dominated convergence theorem we may send first κ → 0 and then R → ∞ and get lim sup
Lower estimate of the integral (6.1). Let ω R := supp ∇ψ R = {x ∈ R n ; R |x| 2R}. We apply the regularity of E, Proposition 4.5 and Corollary 5.5 (we may do so because we assumed the condition ∆ p > 0). We get that since δ > 0 (recall that δ features in a somewhat hidden way in the definition of E) was chosen to be small enough,
Here C(∆ p , λ/Λ) is the constant that appears in (5.3). We know, e.g. [36, p. 264, 714] , that since Q is of class C 1 , we have ∂ζQ κ → ∂ζQ uniformly on compact subsets of R n , as κ → 0. From here we would like to conclude that
Denote the function (x, t) → P A t f (x) by f A . By the dominated convergence theorem, Corollary 5.4, [31, ineq. (6) ] and the assumption (1.2), it suffices to make sure that
where 
. By Hölder's inequality, it would be enough to show that, for fixed f and sufficiently large (fixed) T, R > 0,
Here we use the assumption that A is smooth, for it implies the boundedness of the semigroup associated with L A on L r for any 1 < r < ∞. The gradient term in (6.4) we estimate by using the L 2 off-diagonal estimates, just as in [31, p. 2826] . With these estimates (6.4) quickly follows. Consequently, we proved (6.3). Now we intend to send R → ∞ in (6.3). Again we want to use the dominated convergence theorem. In order to do that we need a stronger version of (6.4), namely
for sufficiently large R > 0. Once more, the smoothness assumption on A (applied to the first integral) and the L 2 off-diagonal estimates (applied to the second) allow us to prove this, which yields lim inf
Summary. The combination of (6.2) and (6.5) immediately gives rise to
As usual, replace f, g by τ f, τ −1 g and minimize over τ > 0, after which send T → ∞ and use the monotone convergence theorem. This gives the bilinear embedding (1.10) for smooth A, B.
Finally, in order to treat the case of arbitrary A and B, consider A ε , B ε as in Section A.1. Fix t > 0. By Lemmas A.5 and A.4, ∇P Aε t f converges to ∇P A t f in L 2 (R n ; C n ) as ε → 0, and the same for P Bε t . Therefore, Lemma A.5 ii) gives
The conclusion now follows by integrating in t, applying the Fatou lemma, using the part proven so far (i.e., the bilinear embedding for the smooth case) and Lemma A.5.
6.1. Sharpness. Proposition 1.2 follows from establishing the sharp angle of contractivity of the heat semigroup on L p . Actually, the L p norm of the semigroup generated by the classical euclidean Laplacian on R n at any complex time z with Re z > 0 can be calculated explicitly: Theorem 6.1. Suppose φ ∈ (−π/2, π/2) and p ∈ [1, ∞]. Then there exists a constant C = C(φ, p) 1 such that for all n ∈ N and t > 0 we have
If |φ| φ p then C = 1. If |φ| > φ p then C > 1. The constant C can in this case also be given explicitly:
where σ = cos φ p = |1 − 2/p| and γ = σ 2 − cos 2 φ | sin φ| ,
An analogous theorem by Epperson [35] concerns the L p norm of the semigroup exp(−z∆ OU ) z∈C + on L p (R n , µ), where 1 < p < ∞, ∆ OU is the n-dimensional positive Ornstein-Uhlenbeck operator and µ the standard Gaußian measure on R n . Epperson's findings are dichotomous: in the region {z ∈ C + ; | sin Im z| (tan φ p ) sinh Re z} the semigroup is contractive on L p (R n , µ), while elsewhere it is not even bounded. His result immediately implies that S φp is the largest sector in which exp(−z∆ OU ) z∈C + is bounded (or contractive) on L p (R n , µ), as in the nongaussian case.
The evaluation of the L p -norms of exp(z∆ n ), for all z ∈ C + , is due to Weissler [60, Theorem 3 (b) ] in the case p * 3. His formulation differs from (6.6), though of course they are equivalent. The result for p * ∈ (2, 3) was confirmed a decade later, by combining [35] with the remark made in [60] just after Theorem 3.
Prior to learning about the paper by Weissler [60] , we proved Theorem 6.1 as follows. First we used the so-called Beckner's tensorization trick [12, Lemma 2] to reduce the calculation of the norm to the case n = 1. Then we applied a result of Epperson [35, Theorem 2.4 ], see also Lieb [43, Theorem 4.1] , according to which in order to calculate the norm in L p (R) of exp(z d 2 /dx 2 ) with Re z > 0 it suffices to test the operator on centered Gaußian functions.
Remark 6.2. The expression (6.6) implicitly also appeared in [28] , in a completely different context. Indeed, the calculation on p. 508 there (with t = 1/σ and w = γ/σ) directly confirms that C > 1 when 0 < γ < σ < 1.
Remark 6.3. We see that, for p = 2, lim |φ|→π/2 C(φ, p) = ∞. This reflects the fact that e is∆n is unbounded on L p (R n ) for any s ∈ R and p ∈ [1, ∞]\{2}, see [41, 3] .
Proof of Proposition 1.2. Let p, ϑ, A n be as in the formulation of the proposition. Then the estimate (1.15) applied with A = A n and B = A * n , and Theorem 6.1 imply
Proof of Theorem 1.3
In this section we give a proof of Theorem 1.3. It involves no heat flow and no Bellman functions. It does, however, prominently feature power functions and their convexity. One may thus, with some reservation, view power functions as Bellman functions in one variable. Furthermore, we elucidate the connection between this paper and the one by Cialdea and Maz'ya [23] . The reader may also consult the same authors' subsequent monograph [24] and a paper by Cialdea [22] .
We use a characterization of the contractivity on L p (Ω) of the semigroup (P A t ) t>0 which is due to Nittka [51] and relies on earlier results by Ouhabaz [52, Theorem 2.2]; see the discussion and references in [51] . Unlike the classical Lumer-Phillips theorem which characterizes it in terms of L A itself, the result below does it in terms of the quadratic form associated with L A . Its main convenience for our purpose is that the domains of L A and especially their realizations on L p are not known, while the domain of the quadratic form in (1.3) 
Recall 
Proof. This follows by examining Cialdea and Maz'ya [23] .
If a is L p -dissipative then, see [23, (2.18) ], Ω B µ ∇r, ∇r R n 0 for all real r ∈ C 1 c (Ω) and all µ ∈ R, where, writing A = U + iV and recalling (5.13), B µ := (1 + µ 2 )U + 2µV q (A).
As in [23, p . 1076] we conclude that, if α ∈ R n is arbitrary, B µ (x)α, α dm(x) is a positive measure on Ω, therefore for all α ∈ R n and µ ∈ R we have
Write S µ = S µ (α) := {x ∈ Ω ; B µ (x)α, α 0}. We just saw that m(Ω\S µ ) = 0 for any µ ∈ R. Define also S = S(α) :
therefore m(Ω\S) = 0. We proved that, for every α ∈ R n ,
Observe that, again by (5.13),
So (7.1) means that, for every α ∈ R n ,
which by Proposition 5.19 implies that ∆ p (A s ) 0.
Recall that the condition div W (k) = 0 was earlier studied in [6] and [52] .
Proof. Clearly it suffices to assume that f, g ∈ C ∞ c (Ω). Write W = [w jk ] j,k . Let Λ w denote the distribution corresponding to the function w ∈ L ∞ (Ω). We recall the basic properties of calculus with distributions [56, Chapter 6] . Then
Antisymmetry of W was used for the middle equality.
Recall the notation
The L p -dissipativity of the form (1.3) is closely related to our H A Fp , as we show next.
Sketch of the proof. Define G(ζ) := |ζ| p−2 ζ for ζ ∈ C. Fix a cutoff function η ∈ C ∞ c (C) such that η ≡ 1 on {|ζ| 1} and η ≡ 0 on {|ζ| > 2}, and consider [η(·/R)G] • f . To this function apply a version of the chain rule for weak derivatives [62, Theorem 2.1.11] adapted to complex functions and take the limit as R → ∞. This leads to the identity
In order to arrive at (7.2) it now suffices to recall Lemma 5.6. Now we prove the last statement of the lemma. By (5.6) and (5.7),
By the part of the lemma proven so far,
The last integral turns out to be purely imaginary. Lemma 7.5 implies that it is zero.
Remark 7.7. Previous versions of Proposition 7.6 featured simple algebraic conditions which permitted (7.3), yet were stronger than the zero-divergence condition. A question by Michael Cowling and a discussion with Gian Maria Dall'Ara following that question eventually led us to replace earlier algebraic conditions in favour of the condition on divergence. We thank both of our colleagues. 
= 0 for some k ∈ {1, . . . , n}: The simplest case of such A ∈ A(Ω) occurs when n = 2. In that case (Im A) a = wR, where R as in (5.18) and w ∈ L ∞ (Ω), and nonzero divergence is equivalent to saying that w is nonconstant.
So take Ω = R 2 , a nonconstant w ∈ L ∞ (R 2 ) and define A(x) = I R 2 + iw(x)R for x ∈ R 2 . By Lemma 5.24, A ∈ A(R 2 ) if and only if ||w|| ∞ < 1. Since A s = I 2 is real, we have ∆ p (A s ) > 0, so (c) is fulfilled.
Take p > 2, real functions r, ϕ ∈ C ∞ (R 2 ) such that r 0 and f := re iϕ belongs to H 1 p (R 2 ). Then Re A∇f, ∇(|f | p−2 f ) C 2 = (p − 1)r p−2 |∇r| 2 + r p |∇ϕ| 2 + w J (r p , ϕ). Here J (F, G) is the Jacobian determinant of a pair of real (weakly) differentiable functions F, G on R 2 :
We want to find w, r, ϕ such that (7.5) will be negative after integration. We first choose w(x) = −γχ E (x), where γ ∈ (0, 1) and E ⊂ R 2 is a Borel set with m(E)m(E c ) > 0. We are trying to minimize the integral of (7.5), which suggests arranging r, ϕ, E so that E := supp J (r p , ϕ) + = supp J (r, ϕ) + , (7.6) where F + := max {F, 0} is the positive part of the real function F . Suppose furthermore that we can write r = e σ/p for some real function σ ∈ C ∞ (R 2 ). With (7.6) in mind we obtain A quick argument shows that for any pair σ, ϕ for which the set E from (7.6) has positive measure, our problem has a solution for large p. Indeed, replace ϕ in (7.7) by µϕ with positive µ, consider µ ց 0 and finally choose large p.
This pattern leads to the following concrete example:
• E = {(x 1 , x 2 ) ∈ R 2 ; |x 1 | |x 2 |} • 0 < γ < 1 • A(x) = I R 2 − iγχ E (x)R for x ∈ R 2 • f (x 1 , x 2 ) = e −π(x 2 1 +x 2
Then we verify that for p > 2π(π + √ π 2 − 1) ≈ 38 · 45 there exists γ close to 1 such that Re R 2 A∇f, ∇(|f | p−2 f ) C 2 < 0. Hence (b) is not fulfilled, by Theorem 7.3.
Finally observe that, since χ E is a pointwise limit of C ∞ functions with values in [0, 1], we see from (7.5) that we have counterexamples from A(R n ) with C ∞ entries.
Remark 7.8. We note that matrices of the form A(x) = I R 2 + iw(x)R were used earlier by Cialdea and Maz'ya, see [23, Examples 1 and 2] , however to give counterexamples to phenomena different from the one just considered in the proof of Theorem 1.3.
Discussion. As seen from the last step of the proof of Proposition 7.6, what really matters for obtaining (7. 3) is to find a (preferably algebraic) condition on (Im A) a and p under which It seems that the threshold for uniform positivity of (7.9) is γ √ pq = 2. Indeed, write γ √ pq = 2 + δ for some δ ∈ R. We quickly see that, for δ 0, the integrals above are always nonnegative. On the other hand, the right-hand side of (7.9) is so if δ > 0 is sufficiently large then (7.9) may be negative. It is natural to ask whether it could be negative for any δ > 0 (and a suitable choice of E, σ, ψ). This may be viewed as a variational problem. Now observe that, since m(E) > 0, Lemma 5.24 gives ∆ p (A) = 1− p 2 + γ 2 , therefore γ √ pq 2 (or δ 0) is nothing but ∆ p (A) 0.
Simplifying by taking Ω = R 2 and functions from the Schwartz class S(R 2 ) instead of D p (a), and then writing ρ = e σ/2 and ω = ψ/2, we reformulate the question as follows:
Find E ⊂ R 2 with m(E)m(E c ) > 0, such that for any δ > 0 there exist functions ρ > 0, ω real, for which ρe iω ∈ S(R 2 ) and
This would give an example of an accretive matrix for which the L p contractivity of the semigroup is for any p > 1 characterized by ∆ p (A) 0 and not ∆ p (A s ) 0.
Remark A.2. The preceding lemma implies that for ζ ∈ C \ S ϑ λ,Λ the operators S Ls (ζ) and ∇S Ls (ζ) admit unique extensions to bounded operators H 1 → H 0 and H 1 → H 1 , respectively. Moreover, S * Ls (ζ) = T L * s (ζ). The following auxiliary result is mentioned in [10, p. 56] . We omit the proof.
Lemma A.3. For every s ∈ I , ζ ∈ C \ S ϑ * 2 and f ∈ L 2 (R n ) we have
where M A 0 −As : H 1 → H 1 denotes the operator of multiplication by A 0 − A s .
Lemma A.4. Fix f ∈ L 2 (R n ). Assuming (H1) and (H2), for every z ∈ S ϑ * λ,Λ
we have
Proof. Let ϑ * ∈ (0, π/2) be such that | arg z| < ϑ * < ϑ * λ,Λ . Fix δ > 0 and denote by γ the positively oriented boundary of S ϑ ∪ {ζ ∈ C ; |ζ| < δ}. For s ∈ I and ζ ∈ γ, define
Then by [37 Moreover, by Lemma A.1 again, we have M A 0 −As T 0 (ζ)f 2 |ζ| −1/2 f 2 . The desired conclusion now follows from the Lebesgue dominated convergence theorem.
A.1. Convolution with approximate identity. Here we give an example of when (H1) and (H2) may be fulfilled. Let k : R n → [0, 1] be a radial, non negative, compactly supported C ∞ function whose integral over R n equals one. For ε > 0 define k ε (x) := ε −n k(x/ε). If A ∈ A(R n ) we define A ε := A * k ε , meaning that A ε is a matrix function whose entries are a ij * k ε . Recall the notation (2.9) and (1.5).
Lemma A.5. For every A ∈ A λ,Λ (R n ) and A ε as above and p > 1 we have: i) lim ε→0 ||A ε (x) − A(x)|| B(C n ) = 0 for a.e. x ∈ R n ; ii) A ε ∈ A λ,Λ (R n ) for all ε > 0; iii) ν(A ε ) ν(A) for all ε > 0; iv) ∆ p (A ε ) ∆ p (A) and ∆ p (A) = lim Proof. Since pointwise convergence in B(C n ) implies convergence in norm, for proving item i) it is enough to show that for a.e. x ∈ R n we have A ε (x)ξ → A(x)ξ for all ξ ∈ C n . This is true because each a ij belongs to L ∞ (R n ) ⊂ L 1 loc (R n ) so that (a ij * k ε )(x) tends to a ij (x) for a.e. x ∈ R n , as ε → 0. This proves i).
Clearly, for all ξ, η ∈ C n ,
