In software development life cycle, software testing is one of the most important tasks; and in the testing, software reliably is very important aspect for any category of software systems. A number of testing-effort functions for software reliability growth model based on non-homogeneous Poisson process (NHPP) have been proposed in the past. Although these models are quite helpful for software developers and have been widely accepted and applied in the industries and research centers, we still need to put more testing-effort functions into software reliability growth model for accuracy on estimate of the parameters. In this paper, we will consider the case where the time dependent behaviors of testingeffort expenditures are described by New Modified Weibull Distribution (NMWD). Software Reliability Growth Models (SRGM) based on the NHPP are developed which incorporates the (NMWD) testing-effort expenditure during the softwaretesting phase. It is assumed that the error detection rate to the amount of testing-effort spent during the testing phase is proportional to the current error content. Model parameters are estimated by Least Square and Maximum Likelihood estimation techniques, and software measures are investigated through numerical experiments on real data from various software projects. The evaluation results are analyzed and compared with other existing models to show that the proposed SRGM with (NMWD) testing-effort has a fairly better faults prediction capability and it depicts the real-life situation more faithfully. This model can be applied to a wide range of software system. In addition, the optimal release policy for this model, based on reliability criterion is discussed.
INTRODUCTION
Software Reliability Growth Model (SRGM) is a mathematical model of how the software reliability improves as faults are detected and repaired. SRGM can be used to predict when a particular level of reliability is likely to be attained. Thus, SRGM is used to determine when to stop testing to attain a given reliability level. Software reliability is the probability that the given software functions correctly under a given environment during the specified period of time [19] , [18] , [17] , [14] . Therefore, modeling of software reliability accurately and predicting its possible trends are essential for determining overall reliability of the software. Various SRGM have been developed during the last three decades and they can provide very useful information about how to improve reliability [19] , [28] , [17] , [22] . One can be easily determined some important metrics like time period, number of remaining faults, mean time between failures (MTBF), and mean time to failure (MTTF) through SRGM.
Several SRGM based on Non-homogeneous Poisson process (NHPP) have been proposed by many authors [36] , [35] , [29] , [32] , [33] , [11] , [12] , [13] , [9] , [7] , [8] , [16] , [5] , [4] , [2] , [24] which incorporates the testing-efforts. The testing-effort can be represented as the number of CPU hours; the number of executed test cases; etc. [31] , [36] , [33] . Most of these works on SRGM based on NHPP assuming that the time-dependent behavior of test-effort expenditure is either exponential, Weibull, logistic or generalized logistic curve. However, in many software testing situations, it is sometimes difficult to describe the testing-effort expenditure only by these curves, since actual software data show various expenditure patterns.
The proposed framework is a generalization over the previous works on SRGM with testing-effort such as [36] , [35] , [29] , [32] , [33] , [11] , [12] , [13] , [23] , [25] , [24] . In this paper, we consider software reliability growth modeling for the case where the timedependent behavior of testing-effort expenditures is described by the New Modified Weibull (NMW) failure model [26] . Its curve is flexible with a wide variety of possible expenditure patterns. Hence, these curves are called NMW testing-effort, which includes the exponential, Rayleigh, Weibull and log-gamma curves.
SRGM parameters are estimated by Least Square Estimation (LSE) and Maximum Likelihood Estimation (MLE) methods. Experiments have been carried out based on actual software data from various projects and the results show that the proposed SRGM with NMW testing-effort function is wider and effective model for software testing phase and is more realistic. Comparative predictive capabilities between various models are presented. The results reveal that the SRGM with NMW testingeffort function can estimate the number of initial faults better than that of other models. In addition, the optimal release policy of this model based on cost-reliability criterion is also discussed.
NMW TESTING EFFORT FUNCTION
Much testing-effort is consumed during software testing phase itself. The consumed testing-effort indicates how the errors are detected effectively in the software and can be modified by different distributions [23] , [19] , [18] , [36] , [29] , [33] , [14] . Many authors reported that Yamada Weibull-Type testing-effort curves may have an apparent peak phenomenon during the software development process when shape parameter m = 3, 4, or 5 [9] , [8] , [5] . Basically, the software reliability is highly related to the amount of testing-effort expenditures spent on detecting and correcting software errors. Therefore, we propose the NMW curve as a more flexible testing-effort function. The cumulative testingeffort expenditure consumed in time (0, ] t [30] , [36] , [33] , [5] , 
SOFTWARE RELIABILITY GROWTH MODEL
For Software reliability growth modeling we have the following assumptions [30] , [36] , [33] , [14] , [16] , [5] , [6] : 1. The software system is subject to failures at random times caused by errors remaining in the system. 2. Each time failure occurs, the error that caused it is immediately removed and no new errors are introduced. 3. Testing-effort expenditures are described by the NMW curve. 4. The mean number of errors detected in the time interval ( , ) t t t to the current testing-effort expenditures is proportional to the mean number of remaining errors in the system. 5. The error detection phenomenon in software testing is modeled by an NHPP. 6. The proportionality is a constant over time.
For stochastic modeling of software error detection phenomenon, we define a counting process ( ) In general, an implemented software system is tested to detect and correct software errors in the software development process. During the testing phase software errors remaining in the system cause software failure and the errors are detected and corrected by test personnel. Based on the above assumptions, we obtain the following different equation [30] , [36] , [33] , [29] , [16] , [6] , [2] : (4) Where () mt represent the expected mean number of errors detected in time (0, ] t which is assumed to be a bounded nondecreasing function of t with (0) 0, ( ) m w t is the current testingeffort expenditure at time t, a is expected number of initial error in the system, and r is the error detection rate per unit testing-effort at time t . Solving the above differential equation, we get ) 
w t r a m t a r dt

ESTIMATION OF PARAMETERS
MLE and LSE techniques are used to estimate the model parameters [19] , [18] , [17] . Sometimes, however, the likelihood equations may be complicated and difficult to solve explicitly. In that case one may have to solve with some numerical methods to obtain the estimates. On the other hand, LSE, like MLE, is fairly general technique which can be applied in most practical situations for small or medium sample sizes and may provide better estimates [19] , [9] , [5] .
Least Square Method
The parameters , , , and m in the NMW current testing-effort function (2) can be estimated by the method of LSE. These parameters are determined for n observed data pairs in the form ( , ) ( 
When we differentiate S with respect to , we can get (14), (15) and (16) respectively using any suitable technique of numerical method. (6), is given [14] , [19] 
Maximum Likelihood Method
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Where 0 0 t and 0 0 y . Taking logarithm both the sides, we
and then we have
Thus, (19) and (20) using appropriate technique of numerical method, one can get the â andr . If the sample size n of ( , ) kk ty is sufficiently large, then the maximum-likelihood estimates â and r asymptotically follow bivariate s-normal
The variance-covariance matrix in the asymptotic properties of (21) is useful in qualifying the variability of the estimated parameters â and r , and is the inverse of the Fisher information matrix F , i.e., 
PERFORMANCE ANALYSIS
In order to validate the proposed model and to compare its performances with other existing models, experiments on actual software failure data have been performed.
Criteria for Model Comparison
To evaluate the performance of our software reliability growth model and to make a fair comparison with the other existing SRGM, we describe the following comparison criteria. 
Application Examples DS 1:
The first set of actual data is from the study by Ohba [20] . The system is PL/1 data base application software, consisting of approximately 1,317, 000 lines of code. During the nineteen weeks experiments, 47.65 CPU hours were consumed and about 328 software errors were removed. The study reports that the total cumulative number of detected faults after a long period of testing is 358. In order to estimate the parameters ˆ, , and m of the NMW current testing-effort function; we fit the actual testing effort data into (2) and solve it by using the method of least squares. That is, we minimize the sum of squares given in (12) and the estimated parameters are obtained as: A fitted curve of the estimated mean value function with the actual software data is plotted in Figure 3 . The 2 R value for proposed NMW testing-effort is 0.9901. It can therefore be observed that the NMW testing-effort function is suitable for modeling the software reliability of this data set. We also observed that the fitted testing-effort curve is significant since the calculated value F (=7.92) is greater than F 0.05 (3, 15) and F 0.01 (3, 15) . Secondly, the selected models are compared with each other based on objective criteria. Table 2 lists the performance of various SRGM investigated. Kolmogorov Smirnov goodness-of-fit test shows that our proposed SRGM fits pretty well at the 5% level of significance. Following the work in [19] , we compute the relative error in prediction for this data set and the results are plotted in Figure 3 . We observed that relative error approaches zero as e t approaches 
DS 2:
The second set of actual data is the pattern of discovery of errors [27] . The debugging time and the number of detected faults per day are reported. The cumulative number of discovered faults up to twenty two days is 86 and the total consumed debugging times is 93 CPU hours. All debugging data are used in this experiment. The testing effort data are applied to estimate the parameters ˆ, , and m of the NMW current testing-effort function described in (2) by using the method of least squares. Figure 4 show the fitting of the estimated testing-effort by using above estimates. The fitted curve and the actual software data are shown by dotted and solid lines, respectively. Table 3 shows the estimated values of parameters with their standard errors and 95% confidence limits for the proposed model.
The fitted curve of the estimated mean value function with the actual software data has been plotted in Figure 5 . Therefore, we can say that the proposed curve is suitable for modeling the software reliability. Also, the calculated value F (=8.94) is greater than F 0.05 (3, 18) and F 0.01 (3, 18) , which concludes that the fitted testing-effort curve is highly significant for this data set. Table 4 lists the comparisons of proposed model with different SRGM which reveal that the proposed model has better performance. Kolmogorov Smirnov goodness-of-fit test shows that the proposed SRGM fits pretty well at the 5 % level of significance. Finally, we compute the relative error in prediction of proposed model for this data set. Figure 6 shows the relative error plotted against the percentage of data used (that is / eq tt ).
We observed that relative error approaches zero as e t approaches q t and the error curve is usually within 5 percent. Therefore, from the Figures4-6 and Tables 4 discussed, it can be concluded that the proposed model gets reasonable prediction in estimating the number of software errors and fits the observed data better than the others. The third set of actual data in this paper is the System T1 data of the Rome Air Development Center (RADC) projects and cited from [19] , [18] . The number of object instructions for the system T1 which is used for a real-time command and control application. A fitted curve of the estimated mean value function with the actual software data is plotted in figure 8 .
Also, Table 6 compares the performance of various SRGM for this data set. The Kolmogorov Smirnov goodness-of-fit test shows that the proposed SRGM fits pretty well at the 5% level of significance. Similarly, we compute the relative error in prediction for proposed model for this data set. Figure 9 depicts the relative error plotted against the percentage of data used (that is, / eq tt ).
Finally, Figures 1-9 and Tables 1-6 reveal that the proposed model has better performance than the other models. This model fits the observed data better, and predicts the future behavior well. The R 2 value for proposed NMW testing-effort curve is 0.9823 and calculated F value is 8.84, which is greater than F 0.05 (3, 117) and F 0.01 (3, 17) . It can therefore be observed that the proposed model is suitable for modeling the software reliability and the fitted testing-effort curve is highly significant for this data set. Also, Table 6 compares the performance of various SRGM for this data set. The Kolmogorov-Smirnov goodness-of-fit test shows that the proposed SRGM fits pretty well at the 5% level of significance. Similarly, we compute the relative error in prediction for proposed model for this data set. Figure 9 depicts the relative error plotted against the percentage of data used (that is, / eq tt ). It is noted that the relative error of the proposed model approaches zero as e t approaches q t . Finally, Figure7-9 and Tables 5-6 reveal that the proposed model has better performance than the other models. This model fits the observed data better, and predicts the future behavior well.
OPTIMAL SOFTWARE RELEASE POLICIES
Recently, it is becoming increasingly difficult for the developer to produce highly reliable software systems efficiently. If the length of software testing is long, it can remove many software errors in e system and its reliability increases. However, it leads to increase the testing cost and to delay software delivery. In contrast, if the length of software testing is short, a software system with low reliability is delivered and it includes many software errors which have not been removed in the testing phase. So, it is important that we have to find the solution for the optimal length of the software testing that is called optimal release time and the decision process is called an optimal software release problem [28] , [30] , [21] , [14] , [11] .
S/w Release-Time Based on Reliability Criterion
Generally, the software-release time problem is associated with the reliability of a software system. First, we discuss the release policy based on the reliability criterion. If we know that the software reliability of this computer system has reached an acceptable reliability level, then we can determine the right time to release the software [93] . The conditional reliability function is given in (10) . Differentiate (10) with respect to t , we observe that 0 R t . Hence ( | ) R t t is a monotonic increasing function of t . Taking the logarithm on both sides of (10), we obtain ln [ ( ) ( ) ] R m t t m t (27) We can easily determine the testing time needed to reach a desired R by solving (27) and (6) . It is noted that () Rt is increasing in t .
Reliability Analysis For Real Data Set DS 1:
In first data set, it is known that ˆ =64.466695, ˆ= 0.034101264, m = 0.885114496, ˆ= 0.0561145, â = 566.6613, and r = 0.0195961. Suppose the software system desires that the testing would be continued till the operational reliability is equal to 0.80 (at t = 0.1), from (27) and (6), we get t = 28.57 weeks. If the desired reliability is 0.85, then t = 29.90 weeks. If the desired reliability is 0.95, then t = 33.74 weeks and if the desired reliability is 0.99, then t = 37.65 weeks.
DS 2:
In second data set, from (24) and (6) suppose the software system desires that the testing would be continued till the operational reliability is equal to 0.8 (at t = 0.1), from (27) and (6), we get testing time = 19.10 weeks. Similarly, the desired reliability is 0.99, then t = 21.80 weeks.
Software Release-Time Based on CostReliability criteria
In this section, we discuss the cost model and release policy based on the cost-reliability criteria. Using the total software cost evaluated by cost criterion, the cost of testing-effort expenditures during software testing and development phase, and the cost of correcting errors before and after release are given by [34] , [33] , [31] , [21] , [14] , [10] , [11] , [5] , [9] , [7] .
Where 1 C is the cost of correcting an error during testing, 2 C is the cost of correction an error during operation, 2
C is the cost of testing per unit testing-effort expenditures and lc T is the software life-cycle length.
From reliability criteria, we can obtain the required testing time needed to reach the reliability objective 0 R . Our aim is to determine the optimal software release time that minimizes the total software cost to achieve the desired software reliability. Therefore, the optimal software release policy for the proposed software reliability can be formulated as follows: 
Minimize C T Subject to R t t t R for C C C t R
The procedures to derive the optimal release policy for this problem are evolved step by step and are shown hereafter. By differentiating (28) with respect to T and equating to zero, yields 
The equation (31) Furthermore, to commit the provisions of the optimal software release policy for the proposed software reliability as depicted above, a finite and unique real number 1 T is determined such that 
