Abstract. We consider: the homogenization problem
1. Introduction. In linear homogenization theory it is possible for a differential equation with an integral term (a memory effect) to arise from an equation with pure differential structure: viscoelastic behaviour of composite material is an example (Sanchez-Palencia [3] ).
The proofs rely on Laplace transform and standard homogenization techniques in the space variables. Although the convolution kernel is given by a formula, its properties are not easy to derive from it; this method cannot be generalized to time dependent coefficients or to nonlinear problems. This paper is concerned with a simple time dependent problem and studies the properties of the kernel of the integral term (no longer a convolution) arising in the homogenized limit.
Let ß(x, t) be a real function, periodic in x of period 1 for each t in [0, +oo[ satisfying: uE(x, t) -u0(x,t) = <t>(x)fl(ß,t)dx.
The question is: What form will the integral ¡¿ße(x, s)ue(x, s) ds take as e -» 0+ , or, equivalently, What will the homogenized integral equation be like? W.l.o.g. we now consider <j>(x) = 1. u0(x, t) no longer depends on x. Let us examine the following example. Example, ß does not depend on t. There exists only one function K, with support lying in [0, + oo [, satisfying (1.4) u0(t) + f'K(t-s)u0(s)ds= 1, V/>0.
•'o
So we obtain the homogenized equation in integral form with kernel K.
Indeed, if we take f0, i<0, -i S(t) = \Uo(t)=fe-^dx, t>0,
( 1.4) will become the convolution equation
(1.5) S + K*S = X[0,+xl-Since S(0) = 1, by differentiation we obtain the equivalent expression (1.6) K-K*g = g, withg(r)={0^,(í)) [H Since the inverse, in the convolution sense, of (80 -g) is the sum of the series 80 + g + g*g + g*g*g+--, absolutely convergent in L'loc(0, +oo) (/0+°° |g|= 1), it is easy to verify that the unique solution of (1.6) is given by g + g * g + g * g * g +■■ -, or, equivalently, (80 + K) = (80 -g)*"1.
We now state our main result, Note. We shall see later that (1.7) does not characterize the kernel and, otherwise, a function K satisfying (1.8) is unique. Indeed (1.8) expresses the natural time dependence between K and ß: at each instant s, K(s, t) behaves as if ß should remain time independent, K being affected only by the previous values of ß.
The proof of the theorem ( §5) relies on the fact that for a step function ß one can find, in each interval where ß is constant with respect to the time t, a kernel for the homogenized equation.
We shall first prove local existence and local uniqueness theorems ( §5). The main idea is to approach a function ß satisfying condition (1.1) by step functions ( §2) and study the convergence of the corresponding kernels ( § §4,5).
In §3 we study the solution of certain convolution equations of type G -G * g = g which are essential for what follows.
2. Construction of the kernels corresponding to step functions approaching ß. Let ß be a real function satisfying (1.1). We take a partition of the bounded interval [0, 77 [ into n equal subintervals. Let ß"(x, t) be defined as follows: 
which clearly admits derivatives of any order w.r.t t.
We suppose the restriction of Kn(s, t) to [0, 6 + T/n[ X [0, +oo[, having the desired properties of differentiability and constancy, is defined for all 6 < x.
If s E [t, t + T/n[, let Kn(s, t) be given by The function Kn is thus defined for all s G [0, T[ and t E R, vanishing for t < 0. Setting g"(s, t) = gn(r, t) and Pn(s, t) = P"(t, t) for s G [t, t + T/n[, we have, for
In particular, for s = 0, we obtain (2.1). 
Conversely, from (2.7) we obtain (2.6) but only for t E [0, T/n[. We shall see later ( §4) that each function Kn(s, t) is analytic in t. Thus, considering only analytic kernels, we may say that (2.6) and (2.7) are equivalent. This equivalence, however, no longer holds as n goes to infinity ( §5).
Proof. We prove (2.7) implies (2.6) for t G [0, T/n[. (2.7), for s E [t, t + T/n[, may be decomposed as follows:
and, by a change of variable in the last integral, tj = s -i,
Differentiating (2.8) with respect to s and multiplying by 1/S"(t), we obtain, since Sn(Q) = 1, the equivalent expression sjr) + -sj^))0^r{ts-î)SAè)dè
Since s G [t, t + T/n[, we may write s = t + 8 with 6 G [0, T/n[. As g"(r, S) = -S^(t + 8)/S"(t), (2.9) becomes 1 r*dK
Jn which is precisely (2.6) for / = 8.
The proof of the converse is analogous. [0, /<0, (3-2) git) = {fiß(x)e-'^)dm(x), t>0.
As we have seen in §1 the solution of f~ya(x)<ä2.
Before proving this proposition we need two lemmas. Let us consider the Laplace transform £ of 77G -G(0)80, where 77G is the derivative, in the distribution sense, of G. Proof. We use a result of Korányi [2] which guarantees that for a function / satisfying (i)-(iii) of Lemma 3.1, there exists a nondecreasing bounded function a(t), constant outside the interval [-A7, M], such that (3.15) f(z) = fM-~dait), Vz:|z|>Af.
J-M t "t" Z
As £is related to/by (3.12), for \z -c\> M,
and, by the change of variable t -(X -c) = <j>(X), 4. Estimates for kernels K"(s, t) and their derivatives with respect to t. In this section we always consider the same partition of the interval [0, T[ into n equal subintervals. To simplify notation we eliminate the index n in Kn(s, t) and represent by Kr(t) the restriction of Kn to [t, t + A[ X [0, +oo[, with A = T/n. We define GT(t) and Pr(t) in a similar way.
In Proposition 3.1 we proved (3.6); sometimes, however, we shall make use of a weaker result: Proof. We shall prove (4.6) by induction over the indices / of the partition: If / = 0, K9i is the solution of (3.3), thus, using (4.1), | K^ |< 2mam+ '.
Let us admit that Letting n -» oo in (2.6), we obtain functions g, S and P as the pointwise limits of gn, S" and Pn , respectively. Thus, as n -* oo and by Lebesgue's theorem, (2.6) becomes (1.8). D Thus, \¡/0(s) is uniquely determined by (5.14).
Let us admit that \p0,.. .,\pp__x are uniquely determined by (5.14). By a similar method we obtain ip as the solution of the differential equation 
