Upon doping, Mott insulators often exhibit symmetry breaking where charge carriers and their spins organize into patterns known as stripes.
Recent experiments have established charge stripes as universal in underdoped cuprate superconductors (1, 2 ) . In contrast, no consensus exists regarding the universality of spin stripes, which are present and intimately tied to charge stripes in many doped Mott insulators (1, (3) (4) (5) but absent, at least in the static long-range form, in the majority of cuprates.
Whether spin stripes exist in a more subtle fluctuating form in these cuprates remains an open and controversial question, of importance due to theoretical proposals suggesting a link between fluctuating stripes and the mechanism of high-Tc superconductivity (6) (7) (8) (9) (10) .
The evidence for fluctuating spin stripes in the cuprates has revolved around ubiquitous observations of an hourglass-shaped magnetic excitation spectrum (11, 12 ) . Its presence both in compounds that exhibit static stripe order (13 ) and in those that do not (14, 15 ) finds a natural explanation in the concept of fluctuating stripes (9, 16 ) . However, alternative interpretations based on itinerant electrons exist (17 ) and conclusive experimental evidence for fluctuating stripes remains elusive. Characterizing the nature of stripes in microscopic models provides an important alternative lens for investigating the physics of stripes in the cuprates.
Early mean-field studies of the Hubbard model (18, 19 ) have revealed some essential attributes of stripes: a propensity for doped holes to aggregate into lines of charge that correspond to antiphase boundaries of antiferromagnetic domains. Since then, more sophisticated methods also have substantiated the presence of stripes in the ground state of the Hubbard model (20) (21) (22) (23) , including recent tensor network studies indicating that superconductivity and stripes have very close ground state energies (24 ) . As these efforts have investigated only ground state properties, stripe phenomena in the disordered phase and the role of thermal fluctuations have been relatively unstudied. Furthermore, existing numerically exact, finite temperature calculations of the doped Hubbard model show only short-ranged antiferromagnetism and no sign of incommensurate spin or charge ordering (25 ) . However, these studies have been stifled by their small cluster sizes, which frustrate the antiphase behavior of stripes. Here, we overcome this obstacle with numerically exact de-terminant quantum Monte Carlo (DQMC) simulations on rectangular clusters substantially larger than those that have been previously considered. The horizontal dimensions are large enough to support multiple stripe domains, mitigating boundary effects that may frustrate striped correlations, while the total system size is kept sufficiently small to be computationally tractable and to avoid an unmanageable sign problem (26 ) . We also compare our results with density matrix renormalization group (DMRG) simulations on identical systems, thereby connecting zero and finite temperature results to fully characterize the presence of stripes. We choose a three-band Hubbard model of a Cu-O plane, accounting for nearest neighbor Cu-O and O-O hoppings, site energy differences, and on-site Coulomb repulsions.
The DQMC simulation temperature is set to T = 1/12 eV ≈ 970 K. Further details are provided in the Methods and Supplementary Materials, including an exploration of a range of parameters consistent with those found in the literature that yield good agreement with experiments (27 ) .
We begin by studying the 16 × 4 rectangular cluster with fully periodic boundary conditions. Figure 1A presents the real space, equal time spin correlation function from our finite temperature DQMC simulations at half-filling. In the undoped state, as in prior studies, copper spin correlations are dominated by commensurate antiferromagnetism, evident through the checkerboard pattern in the spin correlation function or equivalently the uniform phase of the staggered spin correlations. At p = 0.042 hole doping (Fig. 1B) , where the doped holes predominantly reside on oxygen orbitals, antiferromagnetism persists but with decreased correlation length. Further doping reveals copper spin correlations that do not simply decay but exhibit periodic phase inversions. This can be seen in the pattern of the staggered spin correlation functions of The elevated temperatures where stripe correlations are seen imply surprisingly strong stripe correlations over a substantial doping range. As shown in the supplement, stripe order is robust to different choices of Hubbard model parameters (Fig. S1 ). Moreover, stripe order persists for larger rectangular clusters (16 × 6, Fig. S2 ), and additional stripes begin to develop as the transverse dimension increases (8 × 8 and 10 × 10, Fig. S3 ). This is consistent with DMRG results showing strong stripe tendencies for larger cluster sizes (20, 21 ) , indicating that our observations are not artifacts of our choice of cluster geometry. The fact that both DMRG and DQMC results mirror each other corroborates the usefulness of both methods and confirms the robustness of the measured stripe phenomena.
To draw a closer connection to experimental results, we calculate the dynamical spin structure factor S(Q, ω) by analytically continuing our DQMC data using the maximum entropy method, which is regarded as a standard procedure for extracting real-frequency spectra from imaginary-time data (28 ) . Fig. 3 displays the calculated spectra along a horizontal cut through the antiferromagnetic ordering wavevector (π, π), in units where the lattice constant a = 1. We first consider the spectra at half-filling (Fig. 3A) as a reference.
In spite of the broadening effects of the temperature (T = 1/12 eV ≈ 1/4 J) and finite cluster size, the structure factor exhibits a clear intensity peak and minimum in dispersion at (π, π), as expected in linear spin wave theory for antiferromagnets. Upon hole doping (Fig. 3 , B to F), while the high energy portions are unaffected, the soft excitations at and nearest to (π, π) lose spectral weight while hardening, corresponding to the increase in the singlet-triplet gap and the destruction of antiferromagnetic ordering. In the intermediate region, at wavevectors with incommensurability corresponding to the real space periodicity in Fig. 1B , a qualitatively distinct behavior emerges. In particular, at Q = (3π/4, π) and Q = (5π/4, π) (corresponding to period-4 antiphase domain walls), systematically tracking the evolution of the structure factor with doping in Fig. 3G reveals that until roughly 1/8 hole doping, the spectral weight is maintained while the excitations soften. As the low-energy intensity peak originally at (π, π) continues to bifurcate, further doping beyond 1/8 results in hardening and loss of spectral weight at Q = (3π/4, π) and Q = (5π/4, π).
This non-monotonic behavior motivates a comparison to the universal hourglass spectrum seen in inelastic neutron scattering. In Fig. 4A , we plot the center positions of MDC (momentum distribution curve) fits to our calculated structure factor for 1/8 hole doping to-gether with experimental data from three compounds, similarly derived from MDC fits, but taken at lower temperatures (typically 10 K). The high energy excitations at ω > 0.6 J show a remarkable match to the neutron scattering data. For lower energies, our MDC fits do not quite resolve the neck of the hourglass; this is to be expected given the high temperature and 
pd ) = 0.36 eV for our parameters. Cluster geometry is 16 × 4 with periodic boundaries, corresponding to a momentum resolution of π/8 in the horizontal direction. Spline interpolation is applied to approximate spectra at interlying wavevectors. Green lines represent EDC (energy distribution curves) centers, determined via Lorentzian fits, with dots at nonuninterpolated wavevectors. (G) Superimposed EDC centers. Dot diameter represents integrated spectral weight of each EDC. Inset: EDC centers for Q = (3π/4, π) with hole doping on the x-axis. 
The model accounts for the copper 3d x 2 −y 2 orbitals and oxygen 2p x and 2p y orbitals. (Fig. S8 ).
DMRG algorithm: Using the same model parameters, we perform the standard DMRG simulations (37, 38 ) with up to 50 sweeps and keep up to m = 8000 DMRG block states with a typical truncation error of 6 × 10 −6 per step. This led to excellent convergence for the results that we report here.
Analytic continuation:
We apply the maximum entropy method (28 , 39 ) to calculate dynamical structure factors from the imaginary-time correlation functions measured by DQMC.
A non-informative model function is used, as described in (28 ), and we find our final spectra to depend little on the choice of model function.
Supplementary Text
Generality of results for different parameter sets and cluster geometry
To ensure that the results presented in the main text are not unique to their parameter set (listed in Methods), we consider the effects of varying each degree of freedom in the threeband Hubbard model, within a reasonable range that is applicable to the cuprates. Figure S1 displays the staggered spin correlation functions from DQMC simulations of 16×4 clusters for various parameter sets. It is immediately clear that stripes are always present, regardless of variations in the parameters. Additionally, the periodicity of the stripes is nearly unaffected by the changes in parameters. We note for some parameter sets, a worsened fermion sign problem requires an increase in the temperature to maintain acceptable statistics. As this decreases the correlation length, the signal-to-noise ratio for data near the boundaries is reduced. In spite of this, our data show for every parameter set, at least one point near the edge shows a positive value above two standard errors.
We also investigate a slightly larger 16 × 6 cluster to verify that the 16 × 4 geometry is not uniquely conducive to stripe formation. Figure S2 shows the staggered spin correlation function for the larger cluster at one level of doping. The computational cost and worsened sign problem associated with the larger cluster prevents a more thorough investigation.
However, it is still clear that the same periodic antiphase domain walls in the 16×4 geometry ( Fig. 1 ) are present. Taken together, these observations provide compelling evidence that our conclusions reflect generic properties rather than ones specific to a special geometry or to a particular region in parameter space.
Square cluster geometry results
In addition to the rectangular geometries, we also consider a more conventional 8 × 8 square cluster with periodic boundaries. Staggered spin correlation functions from our DQMC calculations are shown in Fig. S3 . At half-filling (Fig. S3C) , antiferromagnetism dominates as in the rectangular result (Fig. 1A) . With hole doping (Fig. S3D) , the square cluster also shows phase inversions, but here it is seen only in the corners. This behavior can be understood simply by considering the symmetry of the square cluster. After averaging over the sampled configurations, the Monte Carlo does not break the rotational symmetry of the square cluster. Therefore if stripes are present, the calculation must reflect an equal superposition of horizontal and vertical stripes. Fig. S3B depicts an idealized picture of the expected pattern in the staggered spin correlations for such a superposition of period-4
stripes. The correspondence to the data in Fig. S3D corroborates our rectangular geometry results and shows that stripe formation is not merely an artifact of the rectangular cluster.
The agreement with the larger 10 × 10 cluster (Fig. S3E ) proves this behavior is not unique to any specific cluster size. Additionally, the observed pattern in Fig. S3D is incompatible with that of a superposition of diagonal stripes (Fig. S3A) . This establishes the axial nature of the stripes in the three-band Hubbard model, in accordance with experimental knowledge of the cuprates.
Charge modulations in DQMC and DMRG Figure S4 plots the staggered spin correlation functions and occupancy profiles from a DMRG simulation using a set of parameters with the full interaction strength. As in Fig. 2A , the 16 × 4 cluster with cylindrical boundaries is employed, giving rise to pinned domain walls in the spin correlations. Examining the occupancy profile (Fig. S4B ) reveals charge modulations with peaks aligned to the antiphase domain walls. This result agrees with a previous DMRG study (25 ) of the three-band model that considered a smaller 8 × 4 cluster. For the simulations in Fig. 4 , which have reduced interaction strengths (see Methods), the corresponding occupancy profiles are plotted in Fig. S5 . The DMRG simulation (Fig. S5A) again shows charge modulations, though the connection to the antiphase domain walls ( Fig. 2A) is not as distinct. In contrast to these DMRG simulations, the finite temperature data of the DQMC calculations (Fig. S4B) show no charge modulation in the bulk, with only rapid, short-ranged oscillations at the open boundaries. This difference can be traced to the unpinned domain walls seen in the spin correlations (Fig. 2B ) and agrees with a picture of delocalized, fluctuating stripes.
Details of dynamical spin structure factor analysis
The centers of the dynamical spin structure factor's EDCs in Fig. 3 and Fig. 4A are determined by a fit to a single Lorentzian peak. Examples of the fit are provided in Fig. S6 .
In Fig. 4A , we also analyze the MDCs of the dynamical spin structure factor by fitting to two Gaussian peaks, symmetric about (π, π), plus a uniform background. This procedure is essentially similar to the fitting of inelastic neutron scattering data used to present the hourglass dispersion. Examples of the fit are shown in Fig. S7 , B and C. Plotting the Gaussians' centers against energy and hole doping level ( 3.01e-6
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