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Resume´
Træning af kunstige neurale netværk til mønstergenkendelse
– en sammenligning af Genetic Algorithms og Backpropagation
Rapporten sammenligne, effektivitet, nøjagtigheden og hastighed af to algoritmer,
Genetic Algorithms (GA) og Backpropagation (BP), til træningen af kunstige n-
eurale netværk af typen feedforward. Rapporten tager udgangspunkt i en simpel
problemstilling omhandlende genkendelse af rektangler, og skitserer hvordan denne
problemstilling kan løses med et neuralt netværk og passende træningsalgoritme.
Efterfølgende redegøres for træningsalgoritmerne, funktion og implementering samt
de forhold der eksisterer i den eksperimentelle opstilling. Rapporten konkluderer
at begge algoritmer er i stand til at løse opgaven, dog med varierende succes. Det
konkluderes at GA er den mere effektive algoritme, i den forstand at den behøver
langt færre træningseksempler end BP for at opn˚a en acceptabel fejlrate. Samtidig
konkluderes at BP er mere nøjagtig end GA, i den anvendte implementering. Ha-
stighedsmæssigt er BP den mest fordelagtige de to algoritmer. Anvendeligheden af
de to algoritmer vurderes, p˚a baggrund af denne rapport, afhængig af genkendel-
sesopgaven for netværket. BP har størst anvendelighed i forbindelse med opgaver,
hvor der findes en ”optimal” løsning. GA vurderes at have en fordel i forbindelse
med opgaver, som involverer ”slørede” eller sm˚a træningsdatasæt og hvor der ikke
søges efter en optimal løsning, men en der er tilstrækkelig god.
Abstract
Training of Artificial Neural Networks as Pattern Recognisers
– A comparison of Genetic Algorithms and Backpropagation
The report compares the efficiency, accuracy and speed of two different algorithms,
Genetic algorithms (GA) and Backpropagation (BP), pertaining to the training of
an artificial neural network of the feedforward type. The report is based around a
simple problem concerning recognition of rectangles, and begins by outlining how
this problem can be solved by using a feedforward neural network and appropriate
training algorithm. This is followed by an explanation of the algorithms, their
function and implementation as well as the conditions of the experimental setup.
The project finds that both algorithms are capable of solving the concrete task,
yet with varying success. It is concluded that GA is the most effective algorithm,
meaning that it needs less training examples than BP to reach an acceptable error-
rate. At the same time, however, it is concluded that BP is more accurate than
GA in the used implementation. Regarding speed, the report finds that BP has
an advantage. The usability of the two algorithms is rated in the light of this
project, depending on the task of recognition. BP has the highest rate of usability
when there is a simple, optimal solution. GA is evaluated to have an advantage on
tasks that involve noisy or small amounts of training-data and where an adequate
solution are sufficient.
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Forord
Størstedelen af projektgruppen har tidligere arbejdet teoretisk med neurale netværk,
og derved f˚aet interesse for feltet. Da vi alle syntes at dette var en interessant gren
indenfor kunstig intelligens, udgjorde dette gruppens motivation for at lave et projekt
omhandlende kunstige neurale netværk. Ideen med projektet var at se, hvorvidt den
teori gruppen har tilegnet sig i forrige projekt, rent faktisk holder i praksis.
Vores oprindelige ide´ til projekt var at lave et neuralt netværk, der kunne genkende
et mønster. Ide´en var, at input til det neurale netværk f.eks. skulle være pixels i et
billede, hvor input-neuronerne ville f˚a værdien ”0”hvis pixelen var hvid / gennemsigtig,
og ”1”hvis pixelen var sort / farvet. Netværket skulle s˚a kunne genkende f.eks. bogstaver
eller tal, evt. i forskellige størrelser og skrifttyper. Da dette dog allerede er blevet
undersøgt meget, besluttede vi os for at finde en anden indgangsvinkel.
Et af de største problemer var at finde ud af, hvilket mønster netværket skulle kun-
ne gendkende. Som udgangspunkt kan man sige, at et mønster er et mønster og derfor
er det ikke s˚a vigtigt hvilken slags der er tale om. Men der er alligevel forskel p˚a hvor-
dan netvæket vil reagere p˚a forskellige mønstertyper. I bund og grund kan man opdele
mønsterkendkendelse i to hovedgrupper. Den første gruppe kunne f.eks. være plante-
blade, hvor mønsteret fra to blade fra den samme plante ikke er ens, men alligevel har
de samme grundlæggende træk, dvs. der er tale om en naturlig variation. Den anden
gruppe kunne f.eks. best˚a af matematisk definerede geometriske figurer, her er der tale
om mønstre, hvor der er en klar definition der afgør om figuren f.eks. er et rektangel
eller ej. Forskellen ligger i, at bladet kan have et mønster, der ligger tilstrækkelig tæt
p˚a, hvad der ville kategoriseres som eksempelvis et egeblad, og netværket skulle derfor
kunne generalisere udfra de grundlæggende træk. Ved rektanglet er det ikke godt nok,
at figuren er tæt p˚a at være et rektangel, den skal være det, ellers vil svaret være for-
kert, da der her er tale om en meget præcis definition.
I dette projekt har vi valgt at f˚a netværket til at genkende vektorer, der angiver
rektangler. Inputtet er et sæt af 4 vektorer, og netværket skal s˚a bestemme om vek-
torerne angiver et rektangel. For at simplificere opgaven for netværket, vil vektorerne
altid g˚a samme vej rundt i rektanglet.
Vi vil gerne takke vores opponentgruppe for god og konstruktiv kritik, samt vores
vejleder Morten Rhiger for god vejledning og støtte i problemperioder.
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Kapitel 1
Indledning
Kunstige neurale netværk har været igennem tre perioder med stor aktivitet [9]. Den
første var i 1940erne, hvor McCulloch og Pitts pionerarbejde skabte modellen til det
første kunstige neurale netværk [14]. I 1960erne kom den anden periode, hvor Rosenb-
latt kom med sin Perceptron Convergence Theorem, der viste, at man kunne træne et
netværk [23]. I 1969 viste Minsky og Papert imidlertid perceptronens begrænsninger,
da den ikke er i stand til at løse den simple boolske operation eksklusive-or (XOR) [15].
Dette medførte, at interessen for, samt forskning i neurale netværk blev markant min-
dre. Denne manglende interesse varede indtil starten af 80erne, hvor h˚abet igen blev
tændt for de neurale netværk. Dette skete ved fremkomsten af Hopfields energimetode i
1982 og Backpropagation algoritmen til multilayer perceptroner (multilayer feedforward
netværk).
Kunstig intelligens, og derunder neurale netværk, er i den seneste tid blevet mere
udbredt, og er i stigende grad en del af vores samfund. Anvendelser af neurale netværk
kan f.eks. være autopiloter til fly, og systemer der kan finde fejl i støbninger ved hjælp
af mønstergenkendelse [6].
Et af de største anvendelsesomr˚ader inde for neurale netværk er mønstergenken-
delse. En stor del af forskningen g˚ar i retning af at gøre s˚adanne netværk hurtigere
fremfor mere nøjagtige (ud fra devisen at en hurtig algoritme vil n˚a et tilfredsstillende
resultat hurtigere end en langsom men mere præcis algoritme). Men det kunne ogs˚a
være interessant at se p˚a hvilken algoritme, der kan opn˚a det bedste resultat (mindst
mulig fejlprocent), og evt. ogs˚a hvilken algoritme der gør netværket mest stabilt (dvs.
at fejlprocenten ikke svinger for meget, og man derfor kan ”stole” p˚a hvor rigtigt det
neurale netværk er).
Grunden til interessen i træningsalgoritmer til kunstige neurale netværk er, at der
findes en række træningsalgoritmer, som er udviklet i forbindelse med forskellige op-
gaver. Træning af et kunstigt neuralt netværk er et optimeringsproblem, og dette har
givet anledning til sammenligninger af diverse algortimer. For eksempel sammenlignte
Montana og Davis [8] optimeringshastigheden af deres genetiske algoritme og Back-
propagation, hvor resultaterne for Backpropagation varierede meget. Her kan det kun
formodes, at enten var træningsalgortimen ikke justeret til deres problem, eller ogs˚a
blev Backpropagation kun benyttet i mønstertræningen, for hvilket det ikke kan ga-
ranteres at den optimale løsning opn˚as. Lignende blev Kitanos [3] genetiske algoritme
sammenlignet med Backpropagation, der benyttede de standard indstillinger der blev
givet af McClelland og Rumelhart (1988) [1].
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Kapitel 1 Indledning
1.1 Denne rapports struktur
Rapporten er opbygget af fem hoveddele. Først dette indledende kapitel der dækkende
over indledning, problemformulering, afgrænsning, osv. Dette følges op af kapitel 3 og
kapitel 3 der har til form˚al at introducere læseren for de begreber der anvendes om vores
model i kapitel 4. Der ogs˚a redegør for hvordan problemstillingen er løst. Kapitel 5 og
6 indeholder en uddybende forklaring af de to algoritmer der er valgt p˚a baggrund af
den indledende teori. Ma˚ledata samt den databehandling der er brugt i fremskaffelsen
af disse præsenteres i kapitel 7. I kapitel 8 foretages der en diskussion som efterfølges
af konklusion og perspektivering i kapitel 9.
Yderligere kan det nævnes at der før hvert kapitel er en kapitel intro, der har til
form˚al at klargøre form˚alet med hvert afsnit for læseren.
Tilsidst afsluttes rapporten af en begrebsliste der indeholder de ord der bliver brugt
i rapporten, men ikke er forklaret i opgaven. Disse ord ord markeret med kursiv første
gang de forekommer i rapporten.
1.2 Problemformulering
Med hvilken nøjagtighed, effektivitet og hastighed kan Genetic Algorithm
(GA) og Backpropagation (BP)-algoritmerne træne et neuralt feedforward
netværk til mønstergenkendelse?
1.3 Problemafgrænsning
Som problemformuleringen antyder, vil dette projekt søge at sammenligne GA og BP’s
samlede ydeevne, og dermed anvendelighed, i forbindelse med mønstergenkendelse. Til
form˚alet programmeres to neurale feedforward netværk med identisk struktur, men med
forskellige træningsalgoritmer. Datasæt til træning og test af begge løsninger genereres
til form˚alet.
Som nævnt i problemformuleringen m˚ales træningsalgoritmernes ydeevne med hen-
syn til nøjagtighed, effektivitet og hastighed.
– Netværkets nøjagtighed beskriver hvor sikkert netværket er i stand til at genkende
et givent mønster.
– Med effektivitet menes algoritmens evne til at opn˚a bedst muligt udbytte af træ-
ningen, alts˚a at opn˚a et acceptabelt fejlniveau med færrest mulige træningsek-
sempler.
– Algoritmernes hastighed er et udtryk for hvor beregningsintensiv hver trænings-
algoritme er. Alts˚a i sidste ende programmellets kørselstid.
For at bevare fokus p˚a sammenligningen af de to algoritmer, frem for at løse et mønster
genkendelses problem, afgrænses problemet til genkendelse af rektangler præsenteret
ved vektorer.
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1.4 Ma˚lgruppe
Ma˚lgruppen for dette projekt er datalogi-studerende p˚a RUC. Der forventes grundlæg-
gende kendskab til kunstige neurale netværk. For fuld forst˚aelse af implementeringen
bør man dog som minimum ogs˚a have kendskab til Java p˚a NatBAS DAT A,B og C
niveau.
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Inputdatasæt
Form˚alet med dette afsnit er at vise læseren, hvordan strukturering af input data har betyd-
ning for den opgave netværket skal løse, samt at redegøre for de valg vi har truffet omkring
repræsentationen af de enkelte input, og hvilke input der anvendes i opgaven.
2.1 Rektangler
N˚ar man anvender neurale netværk til mønstergenkendelse, er det vigtigt at der vælges
en repræsentation af inputtet, der tillader netværket at finde mønstret. Ved billed
genkendelse vil man f.eks søge at finde repræsentationer af billedet der fjerne s˚a meget
støj som muligt og dermed gør det nemmer for netværket at finde de omtalte mønstre.
Da vores projekt er et special tilfælde af denne situation ville det mest almindelige
vil nok være at lave en algoritme, der fortolker et digitalt billede (f.eks. bitmap), og
laver det om til noget, som kan bruges som input til netværket eksempelvis vektorer.
Da formen af input er vigtig for dette projekt, har vi valgt at gøre det s˚a simpelt
som muligt, og sprunget denne konvertering over. Vi har valgt, at det neurale netværks
inputdata skal være vektorer, der beskriver et rektangel. Da vektorerne kun best˚ar af en
”pil”med en bestemt længde og vinkel, i forhold til et uspecificeret begyndelsespunkt, er
det nødvendigt, at forklare hvad der menes med, at vektorerne beskriver et rektangel.
Rektanglerne kommer grundlæggende til at se ud som p˚a Figur 2.1.
Figur 2.1: Rektangler som netværket skal kunne genkende. Som det kan ses p˚a figurerne dannes
rektanglet ved, at vektorerne ligger i forlængelse af hinanden.
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For bedre at teste om netværket kan genkende rektangler ud fra alle rektanglernes
egenskaber, har vi valgt at lave følgende former af figurer til at træne og teste med:
– Rektangler: Vinklerne er rette, og modst˚aende sider er lige lange og modsatret-
tede.
– Romber: Modst˚aende sider er lige lange og modsatrettede, men vinklerne er ikke
nødvendigvis rette. Gør at netværket kan testes for, om det kan kende rette vink-
ler. Hvis ikke netværket kan vurdere vinkler men kun sider, vil den angive disse
som rektangler.
– Retvinklet figur: Vinklerne er rette, modst˚aende sider er modsatrettede, men mod-
st˚aende længder er ikke lige lange. Gør at netværket kan testes for, om den kun
kigger p˚a rette vinkler. Hvis netværket kan se at dette ikke er et rektangel, betyder
det at netværket ogs˚a kigger p˚a længderne af de modst˚aende sider.
– Tilfældig figur: B˚ade vinkler og længder er tilfældige.
Figur 2.2: Netværkene trænes med følgende forskellige figurer
Ud fra ovenst˚aende betragtninger, og med netværkets struktur in mente, har vi
taget følgende valg vedrørende opbygning af det anvendte datasæt:
– Vektorerne skal angives med vinkel og længde. 4 vektorer med hver 2 værdier, der
angiver vinkel og længde, giver i alt 8 inputværdier.
– B˚ade vinkel og længde angives som en værdi i intervallet [0;1]. En vinkel p˚a 360◦
eller 2 ∗ pi (radianer) vil alts˚a f˚a værdien 1 i vores system, og en vinkel p˚a 90◦
eller pi/2 vil f˚a værdien 0,25. For rektangler gælder alts˚a: θi = θi−1 − 0, 25, hvor
θi er vinklen p˚a den i’te vektor.
– Vektorerne vil altid bevæge sig i urets retning (se Figur 2.2). Form˚alet med dette
er at gøre det lettere for netværket at genkende, da det gør problemet mindre
kompliceret, og gør det mere regelmæssigt, hvilket giver bedre mulighed for at
repræsentere inddata p˚a en ensartet m˚ade.
– Rent teoretisk kan nogle af de figurer, der ikke er skabt til at være rektangler godt
være det alligevel. F.eks. kan en figur der er skabt til at være rombe godt være
et rektangel, da et rektangel faktisk ogs˚a ligger under kategorien rombe. Dette er
der taget højde for. Alle figurer i vores trænings og testdata er blevet testet for,
hvilke der er rektangler, og det er kun de figurer der er konstrueret til at være
rektangler, som opfylder kravene for at være et rektangel.
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Figur 2.3: Vektorerne der angiver rektanglerne bevæger sig i urets retning.
For at kunne træne og teste begge typer netværk med de samme inputdata, har vi
valgt at lægge dataene i filer som kan anvendes p˚a begge netværk. Fordelen ved at teste
begge slags netværk med de samme inputdata er, at det er lettere at sammenligne de to
netværk, n˚ar de trænes efter samme udgangspunkt. En fil der indeholder de data som
netværkene skal trænes med, og en anden fil, der indeholder de data, som netværkene
testes ud fra. I hver fil findes en samling af figurer. De er placeret som en cyklus af alle
slags figurer. Dvs. at hver fjerde figur er et rektangel, hver fjerde er en rombe, osv. Der
testes med 1000 forskellige tilfældigt genererede figurer, 250 af hver af de overnævnte
typer. Der følger her en kort beskrivelse af disse filer.
2.2 Inputfiler
I projektet benyttes der, som nævnt, en række data til at træne og teste de to netværk
med, til, dette form˚al konstruerede vi et program vi kaldte ObjectGenerator der levere
de tidligere omtalte figur typer (se Afsnit 2). For at give læseren indsigt, i hvordan disse
data ser ud, præsenteres her et uddrag.
0.37617, 0.93753, 0.94816, 0.96577, 0.07341, 0.35580, 0.90944, 0.47089, 0.0
0.98155, 0.00357, 0.41586, 0.41981, 0.68521, 0.43521, 0.18521, 0.93521, 0.0
0.69476, 0.24616, 0.69476, 0.24616, 0.22604, 0.80288, 0.72604, 0.30288, 0.0
0.84667, 0.32267, 0.84667, 0.32267, 0.02416, 0.77416, 0.52416, 0.27416, 0.9
0.36660, 0.05893, 0.73655, 0.55024, 0.06881, 0.52381, 0.68575, 0.88881, 0.0
0.06496, 0.19047, 0.60539, 0.33070, 0.50885, 0.25885, 0.00885, 0.75885, 0.0
0.28549, 0.17543, 0.28549, 0.17543, 0.14017, 0.25022, 0.64017, 0.75022, 0.0
0.37573, 0.86066, 0.37573, 0.86066, 0.19308, 0.94308, 0.69308, 0.44308, 0.9
Det skal her nævnes nævnes, at alle tal, for læsningens skyld, er begrænset til maks
5 decimaler. De rigtige filer er der, flydende komma tal, som kun er begrænset af
computerens nøjagtighed. En datalinie best˚ar af 4 længder efterfulgt af 4 vinkler og
et sidste tal der angiver hvorvidt figuren er en rektangel eller ej; 0,0 hvis den ikke er
og 0,9 hvis den er. Grunden til at vi har valgt længde og vinkel som input, istedet for
de m˚aske mere oplagte (x,y)-koordinater er, at netværket som s˚adan er ligeglad med,
hvordan rektanglet er repræsenteret. Den skal bare finde et mønster i det, og da det
forekom nemmest at generere længde/vinkel, gjorde vi det.
Da vi ikke vidste, hvor mange eksempler vi skulle bruge, til at træne de forskellige
netværk, blev b˚ade trænings og testdata-filerne, hver 400.000 elementer store, og som
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det kan ses, er uddraget her et meget lille eksempel. Hvis man betragter disse filer,
ser det for mennesker ikke ud til at disse giver mening. Ved at betragte udsnittet af
inputfilen nærmere, kan man se, at den sidste kolonne kun skifter værdi for hver 4.
linie. Dette skyldes, at denne værdi angiver, hvilken værdi vi ønsker, netværket skal
komme frem til. I praktisk brug af netværket ville outputværdien s˚aledes angive, hvor
sandsynligt det er, at den givne figur er en rektangel.
Vi har valgt at begrænse den maksimale output værdi til 0,9 da sigmoid funktionens
input g˚ar mod uendelig, hvis resultatet skal være 1, hvilket kunne tænke sig at føre til
beregnings-vanskeligheder for træningsalgoritmerne. For nemheds skyld har vi valgt
at præsentere de forskellige netværk for input-typerne i en fastlagt rækkefølge, der s˚a
gentages, indtil grænsen for antallet af trænings eksempler er n˚aet, hvorp˚a netværket
vil begynde forfra p˚a træningseksemplerne. Rækkefølgen, som figurerne ligger i, er: 1.
støj, 2. retvinklet figur, 3. rombe og 4. rektangel. Denne rækkefølge er valgt da den har
den mindste indflydelse p˚a sammenligning af netværkets træning. Da backpropagation
beregne ændringer p˚a baggrund af hvert enkel trænings eksempel, er der chance for at
netværket kunne glemme sin træning hvis man præsenteret alle figure i hver kategori
efter hinanden. GA benytter derimod en samlet vurdering for netværkets evne til at
klacificere korrekt, og er derfor ikke berørt af denne faktor.
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Form˚alet med dette afsnit er at give læseren indblik i den teori der ligger til grund for projektet,
at introducere læseren for de problemstillinger som findes inden for Kunstige Neurale Netværk,
samt at give læseren de nødvendige redskaber til at forst˚a og vurdere de beslutninger, der er
fortaget i projektets model og metode afsnit, med det form˚al at opn˚a indsigt i det efterfølgende
forsøg. Afsnittet er baseret p˚a ”Artificial Intelligence - A Modern Approach” [19], ”Artificial
Intelligence: A Guide to Intelligent Systems” [18] og ”An Introduction to Neural Networks” [2].
3.1 Historie
Kunstige Neurale netvæk repræsentere b˚ade modeller af den associative hukommelse i
hjernen, samt et kraftigt beregningsværktøj, der fra naturens side er tilpasset paralelle
arkitekturer [3]. De har været bredt anvendt indenfor kunstig intelligens, og har vist
sig som effektive og fleksible interpolerings funktioner, der i princippet kan generalisere
over en hvilken som helst kompleks database [3]. For at kunne benytte et netværk
til at løse s˚adanne mønstergenkendelses opgaver, er det nødvendigt at tilpasse dem,
s˚a de kan udføre denne opgave p˚a en tilfredsstillende m˚ade. Denne opgave kan løses
p˚a 2 m˚ader. Enten ved at beregne sig frem til en passende løsning, eller ved at søge
efter en passende løsning. Disse overordnede metoder er begge optimerings opgaver, da
man ønsker at finde en tilfredsstillende løsninger p˚a mindst mulig tid, og dermed ogs˚a
med mindst mulig beregningskraft. Hvor tilfredsstillende er en subjektiv vurdering af
netværkets evne. Da træning af neurale netværk g˚ar ud p˚a at generalisere over en given
database, vil perfekte løsninger kun optræde i meget sjældne tilfælde. Dermed kan der
ikke forventes et præcist svar, der løser problemet i alle tilfælde, men der m˚a p˚aregnes
en given fejlprocent.
Over de sidste 20 a˚r har en del af de mere succesfulde optimerings teknikker taget
deres inspiration fra biologien. Simulated Annealing, der tager inspiration fra den teknik
man anvender til at blødgøre metal, samt genetiske algoritmer, der anvender ideer
fra genetik og evolutions-teori, har begge tidligere været anvendt til at finde optimale
netværksstrukturer til kunstige neurale netværk. Genetiske algoritmer er tidligere blevet
sammenlignet med Backpropagation til optimering af større neurale netværk, dog har
der eksisteret spørgsm˚al vedrørende retfærdigheden af disse sammenligninger [3].
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Figur 3.1: En biologisk neuron
3.2 Neurale netværk
Kunstige Neurale Netværk (kaldes ofte kun for Neurale Netværk eller KNN) er com-
puterberegningsmodeller baseret p˚a et netværk best˚aende af kunstige neuroner og en
forbindelses tankegang til problemløsning. Der findes ikke nogen definition af, hvad der
præcist udgør et neuralt netværk, men de fleste forskere er enige om, at det involverer
et netværk af relativt simple beregningselementer, hvor det samlede systems opførsel
er bestemt af forbindelserne mellem disse, og de enkelte elementers parametre. Inspira-
tionen til denne teknik kom fra et studie af de bioelektriske netværk, der dannes af
neuroner og synapser i hjernen. Hjernen er estimeret til at best˚a af ca. 100 milliarder
hjerneceller (neuroner), der hver forbindes til andre hjerneceller af ca. 10000 gange s˚a
mange synapser [4]. Denne inspiration fra biologien betyder ogs˚a, at der i de følgende
afsnit vil være udtryk og termer fra biologien, der ogs˚a anvendes indenfor datalogi.
3.3 Det biologiske neuron og det kunstige neuron
Et neuron, som ogs˚a kaldes for en nervecelle, er den primære byggesten i det men-
neskelige nervesystem, og best˚ar af en cellekerne (soma), Figur 3.1(1), meget tynde
modtagende celleforbindelser (dendritter), Figur 3.1(2), og en lang kabellignende en-
kelt udg˚aende forbindelse (axon), Figur 3.1(3). Et neuron forbindes til andre neuroner
gennem synapser, der b˚ade fungerer som forbindelsesled mellem axonen fra et neuron
og en dendrit fra et andet neuron, men ogs˚a som element i signaleringsprocessen fra
et neuron til et andet. Da alle celler har mere end en dendrit, er det alts˚a muligt at
være forbundet til mange neuroner. Dog er det ikke muligt for et neurons axon at være
forbundet til mere end en dendrit.
Signaleringsprocessen i biologiske neuroner er langt mere kompliceret end for kun-
stige neuroner. N˚ar nervecellen sender et signal ned af axonen, sker det ved, at det
elektriske potentiale langs axonen ændres; n˚ar ændringen i potentiale bliver stort nok,
sker der en udskillelse af neurotransmittere i den synaptiske kløft mellem synapsen og
den modtagende celle. P˚a den anden side af kløften bliver neurotransmitteren efterføl-
gende optaget af den modtagende celles neuroreceptorer, og afhængigt af hvilken type
neurotransmitter det er, for˚arsager disse kemikalier en reaktion i receptoren, der skaber
en lignende ændring i elektrisk potentiale hos den modtagende celle. Dette potentiale
bliver s˚a summeret gennem hele cellekroppen, hvis denne sum er større end en given
grænseværdi (threshhold), vil den udløse et nyt skift i potentiale p˚a denne nervecelles
axon.
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Figur 3.2: En kunstig neuron
Som nævnt tidligere er det
kunstige neuron en forsimpling
af denne model. I den kunsti-
ge model modtager hvert neu-
ron et eller flere input og leve-
rer et output. Input data kan en-
ten være en del af ny data til
netværket, eller data fra andre
neuroner i netværket. P˚a samme
m˚ade kan et neurons output fun-
gere som input for et eller flere
andre neuroner i det efterfølgen-
de lag, eller som del af det ende-
lige output for hele netværket.
Det kunstige neuron indeholder
to stadier. I det første vægtes og
summeres de input, som neuronet har f˚aet fra sine omgivelser (andre neuroner eller
inputkilder). I det andet stadie bliver resultatet fra det første s˚a brugt som beregnings-
input i en kontinuer funktion, enten en aktiveringsfunktion eller en overførselsfunktion.
Som det kan ses p˚a Figur 3.2, skelner man alts˚a ikke mellem dendritter og axoner
i modellen, og dermed er synapse elementet ogs˚a udg˚aet af modellen. Man har i stedet
valgt kun at have forbindelser, og flytte den proces der foreg˚ar i synapsen ind i neuronet
og kalde det for en vægtning af input. Til forskel fra det biologiske neuron, er det
muligt for et neurons output at være forbundet til flere forskellige neuroners input,
dette afhænger dog oftest af netværkstypen.
3.3.1 Overførselsfunktioner
I 1943 foreslog Warren McCulloch og Walter Pitts den første neuronmodel [14]. Denne
fungerede ved at beregne en vægtet sum ud fra sine indgangssignaler, og sammenholde
denne med en tærskelværdi (θ). Hvis den beregnede sum er mindre end tærskelværdien,
bliver neuronets udgangssignal lig med 0. Hvis den er større, bliver neuronets udgang lig
med 1. Denne funktion kaldes ofte for en overførselsfunktion eller en grænse funktion,
afhængigt af hvilken type funktion man benytter i netværket. Funktionaliteten, som
blev benyttet i McCulloch og Pitts neuron, kaldes ogs˚a for en Sign-funktion. Dette
er dog ikke den eneste overførselsfunktion. Der er gennem tiden blevet udviklet en
række forskellige overførselsfunktioner. Dog er det kun et f˚atal, der er blevet etableret
og benyttes. P˚a Figur 3.3 ses fire eksempler p˚a neuronfunktionaliteter. Det er step og
sigmoid der er de mest almindelige [18].
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Figur 3.3: Eksempler p˚a forskellige aktiverings funktioner
N˚ar man betragter det enkelte neuron, er dets funktion og anvendelsesmuligheder
relativt begrænset. Samler man derimod en tilstrækkelig mængde neuroner i et netværk,
bliver den kollektive effekt af de enkelte elementers funktioner brugbar til behandling
af mere komplekse opgaver. Et eksempel p˚a denne effekt er den menneskelige hjerne,
hvor hjernen udnytter den parallelle forbindelsesstruktur til at behandle informationer
væsentligt hurtigere, end de hurtigste computer, vi kender i dag.
3.3.2 Perceptronen
Figur 3.4: Rosenblatts Perceptron [18].
I 1958 introducerede Frank Rosenblatt en algoritme til at træne et relativt simpelt
neuralt netværk, der var baseret p˚a McCulloch og Pitts neuron model. Rosenblatt’s
perceptron, best˚ar af et enkelt neuron med to vægtede indgange, e´n udgang, e´n summe-
ringsfunktion og e´n aktiveringsfunktion af typen step, Figur 3.4. Perceptronen fungerer
ved først at beregne den vægtede sum af indgangssignalerne. Herefter bliver denne værdi
sammenlignet med tærskelværdien i aktiveringsfunktionen, og udgangssignalet bestem-
mes enten til 1 eller 0, ud fra de principper, der blev beskrevet af step funktionen.
Form˚alet med træningen af perceptronen er at f˚a den til at udføre logiske operationer
til at klassificere indgangssignalernes mønstre x1, x2, x3, ..., xi i to klasser (f.eks. A1 og
A2). Dette kan gøres ved at træne perceptronen til at foretage den ønskede klassifice-
ring, hvilket foreg˚ar ved at lave sm˚a justeringer af indgangssignalernes vægtning, for
derved at opn˚a en reduktion i forskellen mellem det observerede og ønskede udgangs-
signal. Metoden til at opn˚a dette kan kort beskrives p˚a følgende m˚ade: ved opstart
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tildeles de forskellige vægte et tal der ligger mellem -0,5 og +0,5 og efterfølgende bliver
vægtene justeret til perceptronen til sidst giver det ønskede udgangssignal.
3.3.3 XOR-problemet
I 1969 udgave Minsky sammen med Seymore Pappert artiklen ”Perceptrons: An In-
troduction to Computational Geometry”, der var et angreb p˚a Rosenblatts udtalelser
om perceptronens evner [27]. Minsky og Pappert viste, at perceptronen, modsat Ro-
senblatts udtalelser, havde begrænsninger; det var for eksempel ikke muligt at træne
Rosenblatts perceptron model til at fortage en XOR klasificering [15].
Indgangssignaler AND OR Exclusive-OR Exclusive-NOR
x1 x2 x1 ∩ x2 x1 ∪ x2 x1
⊕
x2 x1 ≡ x2
0 0 0 0 0 1
0 1 0 1 1 0
1 0 0 1 1 0
1 1 1 1 0 1
Tabel 3.1: Sandhedstabel for grundlæggende logiske operationer [22, side 5 & 6].
Sandhedstabellen for operationerne AND, OR og Exclusive-OR kan ses i Tabel 3.1.
Tabellen viser de to indgangssignalers, x1 og x2, mulige kombinationer og resultatet af
operationerne.
Perceptronens manglende evene til at fortage en XOR og NXOR klacificering. Skyl-
des at de udregninger, perceptronen kan fortage, er begrænsede til første grad. Dette
betyder at den klassificering, et neuron kan foretage, ogs˚a er begrænset til at være lineær
separer-bar. For at belyse denne problematik nærmere, kan neuronets indgangssignaler
indtegnes i et diagram sammen med den lineære klassificering, se Figur 3.5.
Figur 3.5: Todimensionalt plot for 3 af de logiske operatorer. Hvert punkt repræsenter et
muligt input par til perceptronen, og grænsen p˚a de 2 første grafer repræsentere de falske svar.
P˚a den sidste figur er de rigtige svar tilgengæld markeret med sort.
Som det kan ses p˚a Figur 3.6, er det ikke muligt at trække en enkelt grænse s˚aledes at
kravene til XOR funktionens sandhedstabel er opfyldt. Det er dog senere blevet vist, at
denne problematik kan løses med en multilagsperceptron trænet med Backpropagation
trænings algoritmen.
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Figur 3.6: Todimensionalt plot XOR problemet
Figur 3.7: Repræsentationer af feedforward og recurrent toplogier, prikkerne ved feedforward
indikere at der kan være et vilk˚arligt antal lag.
3.4 Netværks topologi
En naturlig udvidelse af løsningen p˚a XOR problemet var, at sætte flere neuroner
sammen og dermed løse mere komplicerede problemstillinger. Derfor er det ogs˚a relevant
at diskutere netværksstruktur eller topologi.
Netværkets topologi, refererer til m˚aden, hvorp˚a neuronerne er forbundet til hin-
anden i netværket. Denne kan have indflydelse p˚a, hvilke træningsalgoritmer man kan
bruge, og er derfor af afgørende betydning, n˚ar man skal finde ud af, hvordan man vil
løse sit problem. Der findes mange forskellige netværks topologier, der har været ud-
viklet gennem tiden, men de fleste af dem kan grupperes, som enten værende af typen
feedforward eller recurrent net.
Feedforward
I et Feedforward netværk deler man netværket op i lag af neuroner. Disse forbindes
s˚adan, at der kun er forbindelser fra et lag til det næste, alts˚a er der et fremadg˚aende
flow af data i netværket. Yderligere m˚a der heller ikke være forbindelser p˚a tværs af
lag. Det er alts˚a ikke tilladt f.eks. at forbinde et neuron i lag 1 med et neuron i lag
3, hvilket er illustreret i Figur 3.7. Typisk vil et feedforwardlag være fuldt forbundet,
f.eks. alle neuroner i lag 1 er forbundet med alle neuroner i lag 2 osv.
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Recurrent
Et recurrent eller cyklisk netværk har ikke regler for, hvordan forbindelser mellem
neuroner skal struktureres. Netværket bliver dog kun kaldt recurrent eller cyklisk, hvis
det er muligt, ved at følge dataene fra et neuron og strømningerne i netværket, at
komme tilbage til samme neuron.
3.5 Træning
En af de ting, der gør biologisk neurale netværk interessante, er deres evne til at tilpasse
sig til deres opgaver, dvs. forsøge at opn˚a et bedre eller mere nøjagtigt resultat. Denne
proces fungerer ved, at neuronerne er i stand til at justere styrken p˚a deres forbindelser,
samt at danne nye forbindelser med andre neuroner. Forklaret simplificeret, forstærkes
de neuronforbindelser, der leder mod ønskede udfald, samtidig med at forbindelserne,
der fører til uønskede svar, svækkes. Denne egenskab betyder, at et neuralt netværk
kan lære af erfaring, og det er dette der ligger til grund, for den indlæringsproces, der
foreg˚ar i den menneskelige hjerne.
Ved træning af et neuralt netværk findes der mange forskellige metoder at vælge
imellem, valget af denne kan bestemme hvilken type netværk man skal arbejde med.
Overordnet kan man dog gruppere træningsmetoderne i to grupper: supervised og unsu-
pervised.
Supervised learning
Supervised learning kræver et menneske til at overv˚age og justere de rettelser, der bliver
fortaget. Situation forg˚ar ved, at man i en lære - elev rolle med netværket (eleven) asso-
cierer forskellige indgangssignalmønstre med passende udgangssignalmønstre. I praksis
gøres dette ved at stille det neurale netværk den opgave, at levere et bestemt resul-
tat ud fra et givent indgangssignal (mønster). I starten vil det neurale netværk lave
fejl, og det er s˚a lærens rolle, at oplyse det neurale netværk om det korrekte resultat,
s˚a det systemet kan justere vægtningerne i netværket. P˚a denne m˚ade skulle det være
nemmere for netværket at løse opgaven mere tilfredsstillende næste gang. Denne proces
gentages, indtil det ønskede resultat er opn˚aet. Oftest vil man forsøge at automatisere
træningen af s˚adanne netværk, ved at benytte tidligere forberedte sæt af tilsvarende
input og output værdier (benævnt input output datasæt i rapporten). Eksempler p˚a
s˚adanne læringsalgoritmer er Perceptron Learning, Delta rule og Backpropagation.
Unsupervised learning
Denne form for læring kan betragtes som at det neurale netværk laver selvstudie. Her
er det ikke nødvendigt med et menneske til at optræne netværket. Ved brug af denne
metode har netværket kun et indgangssignalsæt, samtidig bliver netværket kun præsen-
teret for ”sande” input eksempler. Det er s˚a op til netværket selv at danne grupperinger.
Det er alts˚a netværkets opgave at finde ligheder mellem forskellige indgangssignaler og
generalisere over disse. Eksempler p˚a denne træningsmetode er Herbian Learning og
Competitive Learning.
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3.5.1 Overfitting
En generel problem stilling ved optimerings problemer, som ogs˚a gælder for neurale
netværk, er overfitting og underfitting. Over- og underfitting sker, n˚ar man ved træ-
ningen forsøger at generalisere over en kendt mængde data. Hvis denne data ikke er
tilstrækkeligt beskrivende af de mønstre, man ønsker netværket skal finde, kan genera-
liseringen lede til forkerte svare, og dermed kan man f˚a s˚akaldte falske positiver. Denne
problemstilling kan dog bekæmpes ved at øge antallet af trænings data, generelt vil
man skulle bruge mindst 30 gange s˚a mange trænings data, som der er vægte i netvær-
ket [25]. P˚a baggrund af dette har vi valgt at benytte et minimum af 2000 trænings
eksempler til hvert netværk.
3.6 Træningsalgoritmer
I dette afsnit vil der kort redegøres for fordele og ulemper ved nogle af de algoritmer
der har været overvejet i forbindelse med etablering af casen. Dette skal danne basis
for vores valg af hvilken algoritme vi vil sætte op imod Backpropagation.
Counterpropagate
Counterpropagate er kombination af to andre typer, competitive og outstar. Den er
meget hurtig til at lære, men ikke s˚a præcis i sine resultater, den kan derfor ikke bruges
i vores projekt, da vi gerne vil sammenligne rigtigheden af de forskellige algoritmers
resultater [5, Side 215].
Swarm Search
Swarm Search er en generel betegnelse for algoritmer baseret p˚a den m˚ade insekter
sværmer i naturen, for at finde mad. Swarm search har viste sig ikke at kunne konkurrere
med andre søge teknikker som Genetic algorithms [3].
Simulated Annealing
Simmulated Annealing er en udvidelse af Backpropagation netværket. Kort sagt er det
en søgemetode, som hjælper med at opn˚a det optimale resultat hurtigere ved at mindske
risikoen for at falde ned i et lokalt minimum [5, Side 170].
Conjugate Gradient
Conjugate Gradient metoden er en algoritme til at finde det nærmeste lokale minimum.
Den er dog meget beregningstung og har risiko for numerisk ustablitet. Alligevel er det
blevet vist, at den har bedre resultater end en traditionel Backpropagation algorit-
me [24].
Genetic Algorithm
Genetic Algorithm er god til at bekæmpe overfitting. I slørede miljøer er den bedre til
at genkende ukendte data, end traditionelle feedforward netværk [21].
Efter at have gennemg˚aet ovenst˚aende algoritmer og udelukket Counterpropagate
og Swarm Search stod vi tilbage med 3 alternativer:
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– Genetic Algorithms
– Simulated Annealing, og
– Conjugated Gradient
Vi valgte at fokusere p˚a Genetic Algorithm, da vi selv synes, det er mere interes-
sant, at kigge p˚a en radikalt anderledes trænings algoritme, end en variation af Ba-
ckpropagation. Desuden er der allerede lagt meget forskning ind i sammenligning af
Backpropagation varianter.
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Model og metode
Form˚alet med dette afsnit er at give læseren indsigt i, hvordan besvarelsen af problemformu-
leringen søges opfyldt, samt at uddybe den skitse af projektets model der blev præsenteret i
problemafgrænsningen, og give motivation til læsningen af de efterfølgende afsnit, der redegør
for den teori, der er anvendt i projektet.
Denne rapport har til form˚al at undersøge og sammenligne Genetic Algorithm (GA)
og Backpropagation (BP)-træning i forbindelse med neurale feedforward netværk. Til
form˚alet vælges et problem, som søges løst ved implementering af begge ovenst˚aende
løsninger. Ud fra denne metode sammenlignes førnævnte algoritmer, med det form˚al at
klarlægge anvendelsesmuligheder og anvendelighed i forhold til hinanden.
Begge løsninger implementeres i Java, men fokus vil dog, b˚ade i vores arbejde og
derfor ogs˚a i denne rapport, i højere grad være p˚a algoritmernes karakteristika frem for
optimering af programmeringsløsningerne. Af samme grund anvendes et open source
bibliotek til udvikling af GA-løsningen, mens BP-løsningen implementeres fra bunden.
Grundet valget af et opensource bibliotek, er det derfor ogs˚a nødvendigt at sammen-
ligne de to implementationer ud fra flere forskellige kriterier, for at sikre en retfærdig
sammenligning.
For at bevare fokus p˚a sammenligningen af de to algoritmer, frem for at løse et
mønster genkendelses problem, afgrænses problemet til genkendelse af rektangler re-
præsenteret ved vektorer eller x og y koordinater.
4.1 Sammenligning
N˚ar man skal sammenligne algoritmer, skal man først bestemme sig for, hvad man vil
sammenligne. Ved sammenligning af GA og BP vurderes begge algoritmer ud fra de
kriterier, som beskrives i Afsnit 1.3, nemlig nøjagtighed, effektivitet og hastighed. I
forhold til problemet med at sammenligne to algoritmer til træning af neurale netværk
til at genkende rektangler, er der taget en række valg med hensyn til, hvilke sam-
menligningspunkter som anvendes. De to træningsalgoritmer er meget forskellige i den
m˚ade de fungerer, og derfor er det ikke helt enkelt at vælge de karakteristika, man skal
sammenligne.
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Hastighed
Da implementationerne af de to algoritmer ikke tillader en meningsfuld kompleksitets
analyse er det nærliggende at sammenligne hastigheden (kørselstiden) af begge algorit-
mer. Netop denne sammenligning er i næsten liges˚a højgrad som kompleksitets analyser
obligatorisk, n˚ar to algoritmer skal sammenlignes. I det denne sammenligning ogs˚a gi-
ver mulighed for at vurdere, for eksempel, hvorn˚ar en given algoritme vil kræve mere
beregningskraft end der er tilgængelig og lignende. I tilfælde af at begge algoritmer
skulle være fuldstændigt jævnbyrdige, vil den hurtigste algoritme naturligvis være at
foretrække.
Effektivitet
Algortimerne sammenlignes p˚a, hvor mange træningseksempler netværket skal præsen-
teres for, før nøjagtighedsniveauet har n˚aet et bestemt punkt. Dette er et udtryk for
effektiviteten af netværket. Det kan imidlertid diskuteres hvorvidt denne sammenlig-
ning er retfærdig. N˚ar et BP netværk træner med et enkelt eksempel beregnes output
for netværket ved dette eksempel, fejlen beregnes, og alle vægte justeres ud fra den-
ne fejl (se eventuelt Kapitel 5). Et GA netværk der træner med et enkelt eksempel
beregner derimod output for hvert netværk i populationen. Ud fra dette genereres en
ny population. Dvs. at GA netværket i virkeligheden justerer vægte flere gange, hver
gang BP justerer en gang. GA har alts˚a betydeligt flere rettede udgaver af netværket,
og muligvis derfor bedre chancer for at opn˚a et bedre netværk. Til gengæld er GA
netværkets m˚ade at danne disse nye ”netværk” ikke er en m˚alrettet og styret proces,
men derimod en tilfældig søgning i mange forskellige retninger. I modsætning til dette
er BP netværkets rettelse af vægtene meget m˚alrettet.
Nøjagtighed
En anden mulighed for sammenligning er at iagttage, hvor godt de to træningsalgorit-
mer kan træne netværkene, alts˚a algoritmens evne til at opn˚a maksimale nøjagtighed
i netværkets output. Som beskrevet i Kapitel 5 og Afsnit 6.5 er der visse fordele og
ulemper forbundet med begge træningstyper. For eksempel vil BP have en tendens til
at optimere mod et lokalt minimum, og derved ikke opn˚a optimal netværksstruktur.
GA er mere tilfældig i sin træning, og har derfor lettere ved at undg˚a dette problem.
Det at GA er mere tilfældig kan muligvis for˚arsage at netværket ikke opn˚ar den op-
timale netværksstruktur, da samme tilfældighed muligvis vil forhindre, at netværket
optimeres til det globale minimum for netværkets fejl.
Grundlag
For at opn˚a det bedst mulige sammenligningsgrundlag, er det ydermere oplagt, at begge
træningsalgoritmer tilstræbes at have samme udgangspunkt. Dette er imidlertid pro-
blematisk med hensyn til netværkets startvægte, grundet de strukturelle forskelle som
BP og GA har. BP har som udgangspunkt et sæt af vægte for alle neuroner i hele net-
værket, mens GA som udgangspunkt har et sæt vægte, for alle neuroner i hver version
af netværket. Det vil sige at det er yderst uhensigtsmæssigt at BP og GA har de sam-
me, foruddefinerede startvægte, idet fordelen ved GA er at variationerne i populationen
udnyttes til at søge i mange retninger samtidig. Derfor m˚a startvægtene for BP og alle
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vægte (gener) i GA, tildeles tilfældigt. For at mindske betydningen af denne ulighed
i udgangspunkter foretages flere tests, med forskellige tilfældige startvægte for begge
algoritmer. Der henvises til Afsnit 3.3 for nærmere forklaring af neurale netværk.
En faktor, som bør tages i betragtning, er at sikre at begge algoritmers forudsæt-
ninger under træning er s˚a lige som muligt. Først og fremmest skal det samme datasæt
anvendes til b˚ade BP og GA. For at sikre dette, anvendes en prægenereret række af
træningsinput, som løbes igennem af begge algoritmer til alle træningsgennemløb. For
at kunne sammenligne et netværks evne til at genkende rektangler, defineres et sæt af
testinput som er forskellig fra træningseksemplerne. Dette tester netværkets evne til
at generalisere ud fra træningseksempler. For at sikre et godt sammenligningsgrundlag
anvendes dette test-data-sæt til alle tests af netværkets nøjagtighed. Det foretrækkes
naturligvis at b˚ade test- og træningssæt er af samme størrelse for begge algoritmer.
Ligegyldigt hvilken form for sammenligning der foretages, er det nødvendigt at tage
med i alle betragtninger, at træningen af de to netværk er s˚a grundlæggende forskel-
lig opbygget, at det er meget forskellige parametre og faktorer som har indflydelse p˚a
netværket. For eksempel opererer BP med en learningrate-paramenter, som angiver h-
vor meget vægtene skal ændres for hver træningsrunde. GA netværket har ikke denne
parameter. Hvor stor ændringen i vægte i GA netværket bestemmes af mutationsfak-
toren, crossover-raten og crossover-typen. Valget af disse værdier vil have indvirkning
p˚a sammenligningerne mellem de to træningsalgoritmer.
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Backpropagation
Da vi i projektet valgte at arbejde med Backpropagation træningsalgoritmen (se Afsnit 3.6),
gennemg˚as denne. Form˚alet med dette afsnit er at give læseren mulighed for at sætte sig ind i
de forskellige problemstillinger, der omgiver anvendelsen af Backpropagation, samt at øge læ-
serens forst˚aelse af de store forskelle, der eksisterer p˚a Backpropagation og Genetic Learning
Algorithms tilgang til problem løsning. Afsnittet’s tekst er baseret p˚a ”Artificial Intelligence -
A Modern Approach” [19], og ”Neural Networks Lecture 2: Backpropagation” [12]. Afsnittet vil
først introducere backpropagation algoritmen igennem en forklarende tekst, der opfølges med en
gennemgang af algoritme i afsnittet om den generaliserende deltaregel.
Backpropagation algoritmen er det populære valg til en lang række opgaver, her-
under løsning af mønster-genkendelsesproblemer, og algoritmens effektivitet inden for
dette omr˚ade er ogs˚a veldokumenteret. Senere i kapitlet vil selve algoritmens formler
blive gennemg˚aet nærmere, først vil vi dog gennemg˚a algoritmens brede træk.
Backpropagation algoritmens funktioner kan grupperes i to faser, en fremadg˚aende
beregning gennem netværket (propagate) og en tilbageg˚aende beregning (back pro-
pagate). N˚ar man træner et netværk med Backpropagation, benytter man sig af at
præsentere netværket for et sæt af input og ønskede output mønstre. Denne proces
starter man ved først at præsentere det ønskede input mønster for netværket, dette
gøres typisk ved at man har en gruppe af input neuroner, der hver bliver sat lig en
af data værdierne i input mønstret, efterfølgende begynder man s˚a at beregne sig i-
gennem netværket lag for lag og f˚ar p˚a den m˚ade skubbet dataene frem i systemet.
N˚ar man har beregnet netværkets endelige output, sammenligner man s˚a med det øn-
skede output mønster, og p˚a baggrund af dette beregner man fejlen, der er forskellen
p˚a det beregnede og ønskede output over hvert output neuron. Denne fejl bliver s˚a
sendt tilbage gennem netværket til hvert neuron i det forrige lag, der bidrager direkte
til outputtet, dog modtager hvert neuron i det forrige lag kun en del af fejlsignalet,
denne del bliver beregnet ud fra, hvor meget hvert neuron har bidraget til fejlen over
det originale output. Denne proces gentages lag for lag indtil hvert neuron i netværket,
har f˚aet en fejlværdi, der beskriver dens bidrag til den totale fejl associeret med sig.
P˚a baggrund af den fejl, som hvert neuron har f˚aet, bliver vægtene p˚a forbindelserne
mellem neuronerne ændret s˚a de tillader netværket at g˚a imod en tilstand, hvor alle
træningsmønstre kan genkendes [5].
Resultatet af denne proces er at efterh˚anden som netværket trænes, vil neuronerne
i de skjulte lag organisere sig selv p˚a en s˚adan m˚ade, at forskellige neuroner lærer at
genkende forskellige mønstre i det totale input. Dette bevirker at selv hvis netværket
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efter træningen bliver præsenteret for et støjet eller ufuldstændigt input, s˚a vi neuro-
nerne i det skjulte lag stadig reagere p˚a input mønstret, hvis det nye input indeholder
nogle af de egenskaber de er trænet til at genkende. Omvendt s˚a har neuronerne i det
skjulte lag ogs˚a en tendens til at mindske deres output, hvis netværket ikke indeholder
de mønstre, som de blev trænet til at genkende.
Efterh˚anden som signaler sendes igennem de forskellige lag i netværket, kan akti-
vitetsmønstret i det øverste lag ses som et mønster af forskellige egenskaber, som kan
genkendes af neuroner i de efterfølgende lag. Output mønstret kan s˚a anskues, som et
mønster der giver en sandsynlighed for, at nogle eller flere af de søgte egenskaber er i
inputtet. Den samlede effekt af denne opførsel er, at Backpropagation er en meget ef-
fektiv m˚ade at f˚a et computersystem til at genkende datamønstre, der kan være støjede
eller ukomplette, og at kunne genkende meget svage mønstre fra ukomplette mønstre.
Flere forskere har vist, at neuroner i et Backpropagation netværk har en tendens til
at udvikle interne forhold mellem hinanden p˚a en s˚adan m˚ade, at trænings data bliver
organiseret i forskellige klasser [5]. Af denne tendens kan man opstille hypotesen, at et
resultat af træningen er, at alle neuroner i de skjulte lag p˚a en eller anden m˚ade bliver
associeret med forskellige egenskaber i inputtet, mere nøjagtig hvad denne association
er, kan nogle gange være synlig for en observatør, men det vigtige er at netværket har
fundet en intern repræsentation, der gør den i stand til at levere de korrekte svar til hver
inputklasse, og at denne interne repræsentation ogs˚a kan anvendes p˚a input mønstre
der ikke er blevet brugt i træningen.
5.1 Den genereliserede deltaregel
I dette afsnit vil vi præsentere den algoritme der st˚ar bag træningen i et Backpropa-
gation netværk, ogs˚a kaldet den generaliserede deltaregel. Læring i et neuralt netværk
g˚ar udp˚a at finde det korrekte sæt vægte, s˚aledes at netværket bliver i stand til at
fortage den ønskede klassificerings-opgave. Ofte n˚ar man benytter neurale netværk, vil
man ikke have viden om, hvordan opgaven nøjagtigt skal løses, og det er derfor at
Backpropagation-netværkers evne til at finde deres egne ”algoritmer”, gør dem meget
brugbare. Vi vil nu gennemg˚a hvordan dette opn˚as.
Figur 5.1: 3 lags Neuralt netværk med 4 input og 3 output neuroner
Lad os først forestille os at vi har et netværk afbilledet som p˚a Figur 5.1. N˚ar
input er blevet præsenteret for netværket, kan man begynde at beregne outputtet for
netværket. Dette gøres ved først at beregne outputværdier for neuronerne i det skjulte
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lag og efterfølgende i outputlaget.
Formlerne for output af neuronerne i det skjulte lag er som følger.
Hj = σ(
∑
Vji · Ii) (5.1)
Som det kan ses af formlen foretages først en vægtet summering over den enkelte
neurons input, hvor Hj er neuron j i det skjulte lag, Vji er vægten fra neuron j i det
skjulte lag til neuron i i inputlaget og Ii er outputtet fra neuron i i inputlaget. Efterføl-
gende benyttes denne værdi som input til en aktiverings funktion, repræsenteret med
tegnet σ. Det er alts˚a, ved brug af denne formel, muligt at beregne output værdierne
for alle neuroner i det skjulte lag.
Oo = σ(
∑
Wjo ·Hj) (5.2)
Grundlæggende samme formel som outputtet for neuronerne i det skjulte lag, Oo
er output neuron o, Wjo er vægten fra output neuron o til skjult neuron j og Hj er
outputtet fra en af de skjulte neuron j som vi beregnede med forrige formel.
N˚ar man har løbet netværket igennem ved brug af Formel 5.1 og 5.2 er næste trin
at beregne fejlen over netværket.
Enet =
1
2
∑
(Do −Oo)2 (5.3)
Hvor Do er den forventede værdi for output neuron Oo
N˚ar der ændres p˚a netværkets vægte beregnes fejlen over det enkelte neuron i de
to beregningslag (det skjulte lag og output laget) først. Derp˚a besluttes hvor meget
netværkets vægte skal ændres. Formlen for ændringen over outputneuronerne er som
følger [19, Side 745].
∆outo = Erro · g′(in) (5.4)
Hvor Erro er fejlen udregnet som forskellen p˚a outputneuronets beregnede (Oo)
værdi og den ønskede (Do), vist i Formel 5.5.
Erro = (Do −Oo) (5.5)
Og g′(in) er den afledte til aktiveringsfunktionen taget til in der er den vægte-
de sum af alle neuronets input. Da man i Backpropagation netværk benytter sig af
sigmoidfunktionen kan dette skrives p˚a følgende m˚ade.
g′(in0) = sig(in0) · (1− sig(in0)) (5.6)
Hvor sig(in0) er det aktuelle neurons output og formlen kan s˚aledes omskrives til [19,
Side 745].
g′(in0) = Oo · (1−Oo) (5.7)
Ved at indsætte i udtrykket for delta for outputneuronerne kan vi omskrive s˚aledes.
∆outo = (Do −Oo) ·Oo · (1−Oo) (5.8)
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For at kunne beregne ændringen over det skjulte neuron er der brug for et udtryk
for fejlen over outputneuronet, da hvert skjult neuron bidrager med en mindre del til
fejlen over output neuronerne [19, Side 745].
∆hidj = g′(inj) ·
∑
(Wjo ·∆outo) (5.9)
Hvor g′(inj) i dette tilfælde er den afledte funktion af sigmoidfunktionen over det skjulte
neuron j, hvilket fører til følgende omskrivning.
∆hidj = Hj · (1−Hj) ·
∑
(Wjo ·∆outo) (5.10)
Delta værdien for et neuron indg˚ar i det udtryk der beregner ændringen i det enkelte
neurons vægte, men før vi kan udlede disse udtryk skal vi først introducere indlærings-
raten.
5.2 Indlæringsraten
Indlæringsraten, der indg˚ar i deltareglen, er et udtryk for hvor meget vi ønsker at algo-
ritmen skal mindske fejlen, en højere indlæringsrate kan ved nemme opgaver mindske
den hastighed, det tager for algoritmen, at n˚a et tilfredsstillende resultat, men vil ved
svære opgaver for˚arsage at algoritmen kredser om den optimale løsning, uden at ramme
den. I værste tilfælde ville netværket kunne side fast i et lokalt minimum. (se Afsnit 5.3)
Da vi nu har defineret indlæringsraten kan vi opstille udtrykket for ændringen i
vægtene mellem et neuron j i det skjulte lag og neuron o i output laget.
W ′j,o =Wj,o + α ·Hj ·∆outo (5.11)
Og udtrykket for ændringen i vægtene mellem skjult neuron k og input neuron i bliver
ligeledes.
W ′i,j =Wi,j + α · Ii ·∆hidj (5.12)
Ud fra disse formler er det alts˚a muligt at opskrive en Backpropagation trænings-
runde i punktform p˚a følgende m˚ade.
1. vælg et tilfældigt passende input output sæt
2. præsenter netværkets input neuroner for input dataene
3. lad værdierne fra input neuronerne passere igennem netværket til outputneuro-
nerne
4. læs netværkets output og sammenlign med det ønskede, hvis forskellen er accep-
tabel s˚a stop ellers forsæt.
5. brug den generaliserede deltaregel til at ændre hver vægt i forhold til forskellen
mellem det beregnede og det ønskede output over hver output-neuron
6. g˚a til #1.
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Figur 5.2: En hypotetisk ”error surface”der giver et hint om hvor komplekse s˚adanne overflader
kan være [5, side 98]. Her er gradientet ∇Ep til overfladen samt det negative gradient −∇Ep
Figur 5.3: Eksempel p˚a en error surface, hvor man ved brug af gradient decent, med udgangs-
punkt p ville lande i et lokalt minimum, i stedet for det ønskede globale minimum
5.3 Problemet med lokale minima
N˚ar man benytter den generaliserede deltaregel til at justere vægte i netværket, udfører
man det der kaldes gradient decent [5, Side 97]. Dette kan man nemmest visualisere
ved at betragte netværkets mulige fejl som en ujævnt overflade som vist p˚a Figur 5.2.
N˚ar man træner med deltareglen forsøger man at finde det laveste punkt eller det
globale minimum p˚a en ukendt overflade. En kendt problemstilling ved optimering af
multidimensionale problemstillinger er, at trænings algoritme kan side fast i s˚akaldte
lokale minima, og dermed aldrig n˚ar at finde det ønskede globale minimums punkt.
Dette problem kan man ogs˚a støde ind i, n˚ar man forsøger at anvende Backpro-
pagation til at træne store netværk, med mange lag og flere 100 vægte, til at løse
komplicerede opgaver. Der findes et utal af forskellige variationer af backpropagation
algoritmen, der løser netop dette problem [24]. Eftersom denne rapport omhandler sam-
menligningen af to algoritmer, og ikke at m˚ale effektiviteten af løsningerne p˚a det lokale
minimums problem, har vi valgt ikke at fokusere yderligere p˚a denne problemstilling.
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5.4 Implementation
Vi har valgt at konstruere et 3 lags feedforward netværk med 8 input neruoner, 6 skjulte
neuroner og 1 output neuron. Input neuronerne er bestemt udfra den m˚ade vi har valgt
at repræsenter data (se afsnit om rektangler). Output neuronen giver sandsynlighed for
at det aktuelle input mønster er en rektangel. De 6 skjulte neuroner er valgt udfra 2/3
reglen, der siger, at mængen af skjulte neuroner kan beregnes som 2/3 af den samlede
mængde af input og ouput neuroner [7, 11]. Som aktiveringsfunktion benytter vi os af
en sigmoid funktion med et output interval mellem 0 og 1.
Hver neuron har en række operationer, hvoraf de vigtigste er
– SetOutput(Værdi) der tillader at man kan benytte neuroner som input neuron
ved at omg˚a hele beregnings processen, og dermed f˚a en nem tilgængelig m˚ade at
præsentere input til netværket.
– getWeights() der tillader direkte adgang til den enkelte neuronens vægte.
– beregn() denne funktion automatiserer hele processen hvormed den enkelte neu-
rons output beregnes (se Afsnit 3.3) , og kræver kun en liste af neuroner.
Backpropagation algoritmen er implementeret efter den løkke, der omtaltes i Kapitel
5, med delta reglen udledt af Sean Luke [12]. Dog har vi ændret kriterierne for løkkens
kørsel, istedet for at baserer kørslen af algoritmen p˚a fejlens størrelse, har vi valgt at
lade løkken køre et fast antal omgange, og i stedet udskrive ved faste intervaller i output
for netværket.
5.5 Sammenfatning
Da neurale netværk generelt er gode til mønstergendkendelse, forventer vi, at dette er
en forholdsvis nem opgave for BP. Vi har derfor valgt en relativ høj indlæringsrate
for at optimere algoritmens hastighed. Derudover har vi valgt at have et lille netværk.
Dette gør, at vi kan holde kompleksiteten nede og dermed reducere problemet med det
lokale minima.
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Form˚alet med dette afsnit er at introducere læseren for de problemstillinger, som findes inden
for anvendelsen af Genetiske indlærings algoritmer, samt at give læseren de nødvendige redska-
ber til at forst˚a og vurdere de beslutninger der er foretaget i projektets forsøg. Da inspirationen
til algoritmen er hentet fra naturen, vil nogle af termerne være direkte overført. S˚aledes benyttes
f.eks. ordet kromosom som vi kender fra biologien ogs˚a om den datalogiske implementation den-
ne. Det er dog forsøgt at fremhæve, at det er fra naturen n˚ar termerne omtales i den biologiske
sammenhæng. Hvis dette ikke fremg˚ar vil termerne have en datalogisk sammenhæng.
6.1 Genetic algorithms
Dette afsnit er baseret p˚a ”Genetic Algorithms FAQ” [20], ”An Introduction to Genetic
Algorithms” [16] og ”Generation 5: Using Genetic Algorithms with Neural Networ-
ks” [13].
Genetic algorithms (GA) er det mest anerkendte eksempel p˚a ”Evolutionary Com-
putation”1, og blev udviklet af John Holland i 1960erne og 70erne. Specielt for GA er,
at det er en ”machine learning”-model2, der baserer sin opførsel p˚a evolutionsproces-
serne i naturen. Dette gøres ved at danne en population af individer, repræsenteret
af kromosomer, der best˚ar af et sæt af karakterstrenge eller tal (som er analoge med
de base-4 kromosomer vi kender fra vores eget DNA). Individerne i denne population
gennemg˚ar s˚a en evolutionsproces med det form˚al at finde den bedst egnede.
GA har en række anvendelsesmuligheder, primært i forbindelse med diverse optime-
ringsopgaver, herunder ogs˚a træning af et kunstigt neuralt netværk. Andre sammen-
hænge, hvor GA er set anvendt, er økonomisk modellering og biologiske studier.
Det skal bemærkes at evolution (i naturen eller andre steder) ikke er en m˚alrettet
eller styret proces. Det vil sige, at evolutionen ikke har et bestemt m˚al med udviklingen,
f. eks. at skabe mennesket. I naturen synes det derimod at være kogt ned til forskellen
mellem individerne, der kæmper om ressourcerne i miljøet. Nogle er bedre end andre.
De, der er bedre, har større sandsynlighed for at overleve og dermed videreføre deres
genetiske materiale.
I naturen ser vi, at kodningen af gener sker p˚a en m˚ade, der tillader kønsløs re-
produktion, hvilket typisk resulterer i afkom, der er genetisk identisk med forælderen.
1En overordnet betegnelse for computerbaserede systemer der bruger beregningsmodeller baseret p˚a
kendte mekanismer fra evolutionsteori som centrale dele i deres design og implementation [17].
2Machine Learning er studiet af computer algoritmer der forbedrer sig automatisk gennem erfa-
ring. [17]
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Seksuel reproduktion tillader skabelsen af genetisk meget forskelligt afkom, som dog
stadig tilhører samme type (art).
Meget simplificeret er det, der sker p˚a det molekylære plan, at to kromosomer
støder sammen, udveksler stumper af genetisk information, som sammensættes til et
nyt kromosom, hvorefter de skilles igen. Dette er en rekombinations operation, som i
GA normalt omtales som crossover, p˚a grund af m˚aden hvorved det genetiske materiale
krydses fra et kromosom til et andet.
Crossover operationen sker i et miljø, hvor udvælgelsen af hvem der kommer til at
parre sig, er en funktion af individets fitness, dvs. hvor god er individet f.eks. til at
konkurrere i dens miljø. De to processer der bidrager mest til evolutionen, i GA, er
crossover og fitnessbaseret udvælgelse reproduktion.
Mutation spiller ogs˚a en rolle i denne proces, selvom det fortsat debatteres hvor
vigtig den er (nogle anser den for at være en baggrundsoperator mens andre vurderer
den til at spille en dominerende rolle i evolutionsprocessen). Det skal understreges at
Genetic Algorithm (værende en simulation af en genetisk proces) ikke er en tilfældig
søgen efter en løsning til et problem (et meget fit individ). GA bruger stokastiske
processer, men resultatet er ikke tilfældigt.
I praksis kan denne genetiske beregningsmodel implementeres ved at have arrays
af bits eller tegn til at repræsentere kromosomerne, hvorved simpel bitmanipulerende
operationer tillader implementeringen af crossover, mutation og andre operationer.
Implementering af en Genetisk Algorithm kan simplificeres til en sekvens af ope-
rationer, der indeholder følgende træningsrunde (svarer til træningsrunden for BA i
kapitel 5.2):
1. Start med en tilfældig genereret population.
2. Beregn fitness f(x) for hvert kromosom x i populationen.
3. Følgende gentages indtil der er genereret n afkom:
Udvælg et par af forældrekromosomer i den nuværende population, hvor sand-
synligheden for at blive valgt øges des højere fitness den har. Udvælgelsen sker
s˚aledes at hvert kromosom godt kan vælges flere gange som forælder.
Med sandsynligheden Pc (crossover raten3) krydses parret p˚a tilfældige steder
i kromosomet for at danne et afkom.
Muter afkommet p˚a allele-værdierne4 med sandsynligheden Pm (mutations
raten) og placer det muterede kromosom i en ny population.
4. Hvis n er ulige kan et nyt populations medlem tilfældigt fjernes.
5. Erstat den nuværende population med den nye.
6. G˚a til trin 2.
Hver iteration i denne proces kaldes en generation og hele sættet af generationer
kaldes en kørsel. Den første generation (generation 0) i processen opererer p˚a en po-
pulation af tilfældigt dannede individer (kromosomer). Derfra og frem vil de genetiske
operationer i samarbejde med fitness m˚alingerne arbejde p˚a at forbedre populationen.
3Angiver hyppigheden hvorved der skal krydses.
4Værdien p˚a en specifik position i et kromosom.
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Figur 6.1: Eksempel p˚a et GA netværk med fordeling af vægte og tilhørende kromosom.
Der er mange m˚ader, hvorp˚a GA kan benyttes med neurale netværk. Det kan bl.a.
bruges til at justere vægtene i et netværk, netværksarkitekturen (antallet af enheder
og forbindelser kan ændres) samt læringsrutinen, som netværket benytter. Da vi har
valgt at benytte et feedforward netværk, ønsker vi kun at justere vægtene ligesom
Backpropagation. Vil vi her beskrive, hvordan GA kan bruges i neuralt netværk til at
justere vægtene.
6.2 Anvendelse af GA til justering af vægte
For at kunne benytte GA til at foretage ændringer i et neuralt netværk, er det nødvendig
at repræsentere de af netværkets egenskaber, som man ønsker optimeret for algoritmen.
Dette gøres ved at hvert kromosom indeholder en liste af vægte i netværket (aflæst i en
fastsat rækkefølge), og p˚a denne m˚ade vil hvert gen s˚a indeholde en værdi af en vægt
fra netværket.
For at beregne fitness af et givent kromosom, f˚ar hver forbindelse i netværket tildelt
en vægt fra kromosomet, hvorefter træningssættet køres. Summen af kvadrater af fejlene
(ønsket output - faktisk output) over alle træningscykler returneres. En lille fejl er lig
med høj fitness.
Mutationsoperatoren vælger n ikke-input enheder. Den lægger en tilfældig værdi
mellem −1, 0 og +1, 0 til vægtene p˚a hver indg˚aende forbindelse til disse enheder.
P˚a Figur 6.2 nedenfor ses resultatet af en mutation, hvor vægtene p˚a de indg˚aende
forbindelser til enhed 5 er muteret.
Crossoveroperatoren skaber nye kromosomer ved at krydse to forældre kromoso-
mer til at skabe et afkom. Denne proces forg˚ar ved at der for hver ikke-input enhed i
afkommets kromosom tilfældigt udvælges en værdi fra en af forældrene, og efterfølgen-
de kopieres de tilsvarende vægte fra de indg˚aende forbindelser fra denne forælder til
afkommet.
Der er flere forskellige m˚ader at h˚andtere crossover p˚a. Den simpleste form er
etpunktcrossover. Her udvælges et tilfældigt punkt p˚a kromosomet som et crossover
punkt, dvs. at der krydses fra punktet og frem til enden af kromosomet. En mere a-
vanceret form er topunktscrossover, hvor der ogs˚a sættes et slutpunkt p˚a kromosomet
s˚aledes at alt mellem start- og slutpunkt krydses for at danne afkom (se Figur 6.3).
Topunktscrossover har ogs˚a den fordel at enden af kromosomet ikke nødvendigs kryd-
ses, og som biprodukt er den bedre til at undg˚a hitchhikers, som er uønskede dele af et
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(a) Før Mutation (b) Efter Mutation
Figur 6.2: Eksempel p˚a en mutation
Figur 6.3: Crossovermetoden med de to forældre øverst og afkommet nederst, her er der
benyttet to-punktscrossover
kromosom, der typisk vil blive krydset med over ved etpunktscrossover, fordi de ligger
i nærheden ( efter ) den ønskede del af kromosomet. Den sidste metode vi vil omtale
her, er parameterized uniform crossover, som ikke har nogen positionel bias, dvs. der
ikke er noget start og slutpunkt, men derimod udtager de enkelte gener (alleles) fra
kromosomet. Denne mangel p˚a positionel bias, kan forhindre, at gener der tilpasser
sig i forhold til hindanden, ikke vil dannes, eftersom parameterized uniform crossover
kan være meget forstyrrende for netværket. Hvilken crossovermetode der skal benyttes
kan ikke umiddelbart siges, da metodernes succes meget kompliceret afhænger af den
specifikke fitnessfunktion, problemet samt andre detaljer ved GA.
6.3 Udvælgelsesmetoder
6.3.1 Fitness-proportionel udvælgelse med ”roulette”
Ved denne metode tildeles hvert kromosom en skive af et cirkulært ”roulette hjul”, hvor
størrelsen af skiven er proportionel med kromosomets fitness. Hjulet drejes N gange,
hvor N er antallet af kromosomer i populationen. Hver gang udvælges kromosomet, der
er under hjulets markør, til at indg˚a i puljen af forældre til den næste generation. Den-
ne metode har dog et stort problem. I starten af en søgning et fitness variansen typisk
stor, og en lille gruppe af kromosomer er meget mere fit end de øvrige. Ved fitness-
proportionel udvælgelse vil de og deres afkom formere sig hurtigt i populationen, og
dermed forhindre GA i at udforske alternativer yderligere. Dette er kendt som ”for tid-
lig konvergens” (premature convergence). Fitness-proportionel udvælgelse lægger alts˚a
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fra start meget fokus p˚a udnyttelse af kromosomer med høj fitness, p˚a bekostning af
udforskning af andre omr˚ader af populationen. Senere i søgningen, n˚ar alle kromosomer
i populationen er meget ens (dvs. fitness variationen er lav), er der ikke nogen egentlig
forskel i fitness, som udvælgelsen kan udnytte, og dermed g˚ar evolutionen langsomt i
st˚a. Der er dog eksperimenteret med flere forskellige metoder til at klare dette problem.
Herunder vil to af de metoder blive gennemg˚aet, nemlig ”elitisme” og ”rank selection”.
Elitisme
Elitisme blev introduceret i 1975 af Kenneth De Jong, som en metode, der tvinger GA
til at bevare et antal af de bedste kromosomer i hver generation. Disse kromosomer
kan ellers g˚a tabt, hvis de ikke udvælges til reproduktion, eller hvis de ødelægges ved
crossover eller mutation. Elitisme har vist sig at forbedre GA’s performance betragteligt.
Rank selection
Form˚alet med rank selection er at forhindre en for tidlig konvergens. Dette forsøges
opn˚aet ved at rangere kromosomerne efter fitness. Kromosomernes forventede værdi
afhænger derefter af deres rangering, frem for den absolutte fitness. Denne afskaffelse af
den absolutte fitness kan have fordel (absolut fitness kan medføre konvergensproblemer)
og ulemper (nogle gange kan det være vigtigt at vide at et kromosom er meget bedre
end dens nærmeste modstander). Med rangering undg˚as det at langt den største del af
afkommene kommer fra en lille gruppe af kromosomer med høj fitness.
6.3.2 Tournament
Ved tournament metoden tages to tilfældige kromosomer fra populationen. Et tilfældigt
tal r vælges mellem 0 og 1. hvis r < k (hvor k er en parameter, f.eks. 0,75) vælges det
mest fitte af de to kromosomer som forælder, hvorefter de to igen returneres til den
oprindelige population og kan dermed indg˚a i puljen der vælges fra igen.
6.4 Hvorn˚ar bør man anvende GA?
Givet en specifik anvendelse, hvordan kan man vide om GA vil være en god metode
at bruge? Umiddelbart findes der ikke noget entydigt svar, men mange forskere mener
intuitivt, at hvis omr˚adet der afsøges for et svar er stort, det vides at det ikke er jævnt
og unimodalt. Hvis der er støj p˚a fitness funktionen, og hvis opgaven ikke kræver at
der findes et globalt maksimum (f.eks. hvis det er godt nok at der hurtigt findes en
tilstrækkelig god løsning) s˚a vil GA have en god chance for at være konkurrencedygtig
med, eller overg˚a, andre metoder som eksempelvis BP.
Hvis derimod søgeomr˚adet er lille, s˚a kan der udføres en grundig søgning p˚a det, og
man kan være sikker p˚a at den bedst mulige løsning er fundet, hvorimod GA muligvis
vil konvergere p˚a et lokalt maksimum, i stedet for den globalt set bedste løsning. Dette
er intuitioner og forudsiger dermed ikke entydigt, hvorn˚ar en GA vil være en effektiv
løsning sammenlignet med andre metoder.
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6.5 Kendte problematikker med GA
Da anvendelsen af GA, for det meste ikke er baseret p˚a en konkret viden, om at GA
egner sig til omr˚adet, er det vigtigt at kende til den serie af problematikker som man
arbejder med indefor omr˚adet, s˚a man kan vurdere om GA egner sig til at løse proble-
met:
6.5.1 Bootstrap problemet
Hvis det eksperimentelle setup gør det svært for GA at opn˚a en højere fitness, ved at
løse initielle delproblemer, vil den ikke favorisere nogen tilfældigt skabt løsning frem
for en anden og dermed mangle en retning i evolutionen. Dette er kendt som bootstrap
problemet og kan løses ved at tilpasse fitnessfunktionen til det problem der søges en
løsning til.
6.5.2 Hitch-hiking
N˚ar to fitte kromosomer danner et afkom ved hjælp af crossover, er der en risiko for at
underudviklet genetisk materiale, placeret ved siden af fit materiale, følger de fitte gener
over i det nye kromosom. Derved ekskluderes muligt fit materiale fra den anden forælder.
Denne effekt er kendt som hitch-hiking og er et stort problem i etpunktscrossover,
eftersom den eneste m˚ade at undg˚a det er ved at placere et crossoverpunkt mellem den
fitte del af den ene forælder og den fitte del af den anden forælder. Hvis disse dele er
tæt p˚a hinanden vil risikoen være lav. Ved topunktscrossover er problemet mindre, men
der er alligevel gennemsnitligt mere end 50% risiko for hitch-hiking. Bruges der uniform
crossover er hitch-hiking effekten ikke tilstede, da hvert gen er et muligt crossoverpunkt.
6.5.3 Epistasis
Indenfor genetik er der en effekt kaldet for epistasis. Epistasis observeres n˚ar bestemte
gener, til trods for at de er funktionsdygtige, kun har en effekt, n˚ar andre gener er i
en bestemt situation. Dette sker ogs˚a for GA, især n˚ar der er flere inputs til et neu-
ron. Dette nærmest altid er tilfældet , og crosover kan derfor medføre en uønsket og
ødelæggende opførsel. Des færre crossoverpunkter, des mindre problem da risikoen for
ødelæggelse er mindre. Problemet er størst n˚ar der benyttes uniform crossover. Hvis
vi deler kromosomerne i gen-pakker, hvor hver pakke repræsenterer alle vægtene til et
neuron og kun tillader crossover mellem pakker, kan vi minimere ødelæggelsen af gener.
Denne procedure kaldes for neural network specific crossover operator (NN-crossover)
og er foresl˚aet af Van Rooij, som ogs˚a viser, at n˚ar man bruger denne NN-specifikke
crossover til at træne et neuralt netværk med, vil det opn˚aede resultat være bedre end
resultater opn˚aet med ordinær crossover. Et problem med NN-crossover er imidlertid
at den giver et mere statisk søgeomr˚ade hvor radikale ændringer ikke forkommer s˚a tit.
6.6 Implementation
Til konstruktion af vores Genetic Learning netværk har vi valgt at benytte Jeff Smith’s
Genetisk Algoritme pakke (Java GAlib, Genetic Algorithm Library) [26] som er for-
bedret af Søren Tranberg Hansen og Tobias Larsen [10]. Fordelen ved at benytte denne
pakke er, at vi kun skal implementere en funktion til at vurdere netværket, og dermed
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slipper for de kode tekniske problemer der ofte opst˚ar ved implementering af algorit-
mer. Endvidre har Søren Tranberg Hansen og Tobias Larsen i forbindelse med deres
Master Thesis ”Evolving Composite Robot Behaviour - A modular architectur”, rettet
en række fejl, og tilføjet nogle forbedringer som beskrives nedenunder [10].
6.6.1 Rettede fejl
1. En fejl i crossover operationen for floating point tal resulterede i fejlagtige cros-
sover operationer.
2. En fejl i metoden til rangering af kromosomer resulterede i at kromosomer med
forskellige fitness resultater kunne f˚a tildelt samme rank, hvilket kunne medføre
tab af det bedste kromosom.
6.6.2 Ændringer
1. Alle parametre der skulle bruges af GA blev i den orginale pakke sat i den klasse
der indholdte main metoden. Dette blev ændret s˚a disse parametre skal sættes
i klassen der indholder konstanter, som ogs˚a er ansvarlig for at sætte resten af
simulatorens parametre.
2. crossover operationen ctUniform blev ændret s˚a den udfører den NN point cros-
sover operation beskrevet i Bilag A.
3. Elitisme er implementeret for at stabilisere algoritmens opførsel.
Endvidere har vi selv tilpasset implementering NN point crossover s˚a den passer til
vores netværk. Da vi ikke selv har kodet denne pakke, vil vi ikke gennemg˚a implemen-
tationene af disse ændringer her, men istedet henvise til Bilag A.
Fitness funktionen er en central komponent i implementationen af GA og vil derfor
blive genneg˚aet.
6.6.3 Fitness funktionen
For at kunne benytte en genetisk algoritme process til træning af et neuralt netværk,
er det nødvendigt at lave en metode, der kan vurdere hver medlem af populationen,
s˚a den genetiske algortime derefter kan benytte disse informationer til at foretage en i
korrekt evolutions process.
N˚ar man laver en fitness funktion er det vigtigt at denne funktion tillader en vurde-
ring af løsningen, da man ellers risikerer at støde ind i bootstrap problemet (se Afsnit
6.5). I implementationen af vores fitness funktion har vi valgt at benytte det neurale
netværk til at vurdere de enkelte kromosomer. Ma˚den hvorp˚a dette forg˚ar kan opstilles
som en sekvens af handlinger.
1. Det aktuelle kromosom, specificeret af parametret til getFitness funktionen ud-
vælges og generne kopieres over som vægte i det neurale netværk.
2. En løkke der starter fra 0 og g˚ar til 1000 vælger et af de 1000 mulige trænings
input-output sæt, og inputtet bliver overført til inputneuronerne.
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3. En løkke starter i netværkets skjulte lag og beregner sig gennem netværket frem
til output.
4. Netværkets output værdi sammenlignes med den ønskede værdi for trænings-
sættet og fejlen beregnes p˚a baggrund af dette som forskellen mellem fundne og
forventet.
5. Den fundne fejl bliver s˚a lagt til fejlen for de andre 1000 trænings sæt og ved
enden af løkken divideres der s˚a med 1000 for at give et gennemsnit.
6. Denne process gentages s˚a for hvert kromosom.
6.7 Sammenfatning
Det mest almindelige er at bruge enten topunkts- eller parameterized uniform crossover
med en crossoverrate p˚a p mellem 0, 7 og 0, 8 [16, Side 173]. Vi har valgt at bruge en
modificeret udgave parameterized uniform crossover (NN-crossover) med en crossover-
rate p˚a 0,7. Desuden anvendes en meget høj mutationsrate p˚a 0,9 (anbefalet af Søren
Tranberg & Tobias Larsen [10, side 23]) for at give et bredere søgeomr˚ade, da den valg-
te crossovermetode mindsker antallet af store forandringer i populationen. Derudover
benyttes udvælgelsesmetoden ”fitness-proportionel med roulette” og b˚ade elitisme og
rank selection er implementeret.
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I dette kapitel præsenteres og behandles tilvejebragte m˚aledata fra kørsler af GA og BP. Der
foretages lette analyser af begge algoritmer, med henblik p˚a at forberede læseren til diskussionen
af samme.
Da det ikke er muligt at lave et absolut sammenligningsgrundlag med hensyn til start
vægte for de to forskellige netværk, blev der foretaget 10 kørsler med hver algoritme,
hvorefter der blev lavet grafer over hver algoritmes gennemsnitlige opførsel over de 10
kørslers.
7.1 Backpropagation
Backpropagation netværket blev kørt 10 gange med hver 800000 træningskørsler
Figur 7.1: Gennemsnit for 10 Backpropagation feedforward Netværk, af 800000 træningsgen-
nemkørsler med fejl rate indtegnet for hver input type
Figur 7.1 viser at BP bevæger sig mod en fejl nær 0. Alts˚a er netværket i stand
til at genkende og adskille de fire typer inputmønstre. Yderliger kan der observeres en
cyklisk variation i fejlen efter at netværket har konvergeret. Denne fejl er et udtryk
for, at vores learning rate er s˚a stor, at den forhindre at netværket opn˚ar den optimale
løsning, og ender derimod med at cirkulere omkring denne.
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Figur 7.2: Udsnit af de første 300.000 gennemkørsler fra Figur 7.1
Som Figur 7.2 illustrerer, trænes netværket relativt hurtigt til at kunne adskille støj
fra de ønskede figurer (rektangler). Den kurve som tydeligt adskiller sig, beskriver træ-
ningsalgortimens evne til at generalisere og separere over inputmønstrene, idet kurven
bevæger sig mod en minimal fejl for alle inputtyper, er dette et udtryk for netværkets
øgede evne til at genkende rektangler. Yderligere bemærkes det at netværket, trods en
konvergens mod minimal fejl, ikke har en stabil fejlrate, i det der kan observeres et
cyklisk fejl mønster, der varierer en smule fra 0. Dette tyder p˚a at netværket forhindres
i at opn˚a en optimal løsning, grundet problematikken omkring netværkets læringsrate,
som omtalt i Afsnit 5.1
Figur 7.3: Gennemsnit for 10 backpropagation feedforward Netværk, af 800000 træningsgen-
nemkørsler med kurve over den gennemsnitlig fejl rate indtegnet
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Figur 7.4: Gennemsnit for 10 Backpropagation feedforward Netværk, af 800000 træningsgen-
nemkørsler (kun 300.000 vist), kurve over den gennemsnitlig fejl rate indtegnet
Figur 7.4 viser igen at, BP-træningsalgoritmen fungere som forventet, alts˚a netvær-
ket justeres s˚a den gennemsnitlige fejl konvergerer mod 0.
7.2 Genetic algorithm
Figur 7.5: Gennemsnit for 10 Feedforward Netværk Trænet med Genetic Algorithms, med 500
generationer indtegnet for hver input type
Som det kan ses p˚a Figur 7.5, har GA en del problemer med at n˚a optimale løsninger
i samme udstrækning som BP. Særlig interessant er at det tager over 300 generationer
før GA er i stand til at præstere samme resultat. Det skal dog nævnes at denne afvigelse
skyldes at grafen er et gennemsnit over 10 kørsler af GA algoritmen og det pludselige
fald i generation 350 repræsentere en enkelt ”uheldig” kørsel hvor algoritmen havde stor
besvær med at finde frem til en endelig løsning.
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Figur 7.6: Gennemsnit for 10 Feedforward Netværk Trænet med Genetic Algorithms, med
gennemsnit over alle input typer indtegnet for 500 generationer
Figur 7.7: Gennemsnit af fitness kurverne for 10 Feedforward Netværk Trænet med Genetic
Algorithms i 500 generationer
7.3 Træning med x,y koordinater
Testen g˚ar ud p˚a at belyse repræsentationen af inputdata for netværkets betydning, og
dermed belyse problemets kompleksitet. Inputdata er konstrueret s˚a netværket præ-
senteres for vektorer der er angivet med (x,y)-koordinater.
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Figur 7.8: Træning af BP netværk med XY koordinater.
Figur 7.9: Træning af GA netværk med XY koordinater.
Som det kan ses p˚a Figur 7.8 og 7.9 var det ikke muligt for hverken BP eller GA
at opn˚a en løsning der mindskede fejlen for alle input typer. Det kan her observeres,
at netværket s˚aledes ikke er i stand til at genkende rektangler, alene p˚a baggrund af
koordinaterne, uanset træningsalgoritme.
7.4 GA population
Form˚alet med denne test er at forsøge at vurdere hvilken betydning populationens
størrelse m˚atte have for GA. Der er gennemført træninger med GA hvor populations-
størrelsen er henholdsvis 800, 600, 400, 200 og 100, mens alle andre faktorer er ens.
N˚ar data fra disse tests studeres, og sammenlignes med resultater fra forrige tests,
m˚a det konkluderes at populationsstørrelsen p˚a 1000, der er anvendt i størstedelen af
de tests som beskrives i denne rapport, ikke har en tydelig fordel i forhold til øvrige
populationsstørrelser.
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Figur 7.10: Træning af GA netværk for forskellige populations satser.
Grafen over alle testkørsler viser at netværket trænes efter næsten samme antal
generationer. Samtidig er stabiliteten i træningen ogs˚a er jævnbyrdig. Faktisk er det
vanskeligt at adskille de individuelle grafer. Da der ikke er udført flere træninger med
hver af de valgte størrelser af populationen, kan de minimale afvigelser, mellem træ-
ningerne indbyrdes, tilskrives den manglende stabilitet som GA, grundet erfaringer fra
andre tests, vides at have.
7.5 GA mutation
Form˚alet med denne test er at belyse mutationens betydning for et GA netværk. For
at udføre denne test er der trænet 10 netværk, hver trænet med GA og en mutation i
intervallet [0,1;0,9] for hvert netværk.
Figur 7.11: Træning af GA netværk med varierende mutation.
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Da fitness kurverne for træning af netværket er forholdsvis uinteressant, har vi valgt
kun at præsentere den endelige fitness rank for hvert forsøg. Som det kan ses p˚a Figur
7.11 er det ikke muligt at p˚avise en sammenhæng mellem mutationsraten og GA’s evne
til at konvergere mod en optimal løsning, da alle netværk var istand til at konvergere,
uden nogen mærkbar forskel under træning.
7.6 GA træning med 2000 skiftende trænings input.
Form˚alet med denne test er at undersøge muligheden for at eliminere optimerings pro-
blemet, som blev synliggjort under de første test med 2000 trænings eksempler. Ved
normal træning af et ga netværk kan vi observere en meget støjet test-kurve, hvilket
tyder p˚a, at de trænings eksempler vi har valgt ikke er repræsentative for problemt,
derfor har vi valgt at lave en test af GA algoritmen, hvor vi øger mængden af trænings
data. Da det ikke er praktisk at øge den mængde der bliver brugt i fitness funktionen,
har vi valgt at lave et system hvor vi deler de 40.000 træningsinput der bliver brugt til
at træne backpropagation op i 20 grupper af 20. P˚a denne m˚ade benytter vi et nyt sæt
af 2000 trænings input for hver generation i 20 generation, for s˚a at begynde forfra.
Figur 7.12: Træning af GA netværk med 40.000 forskellige træningseksempler.
Som det kan ses p˚a figuren kan vi observere en markant reduktion af støjen p˚a GA’s
test kurve, hvilket kan tolkes som en forbedring i nøjagtighed af træningen i forhold til
tidligere kørsler.
7.7 BP Træning med 2000 trænings eksempler
Form˚alet med denne test er at ligestille træningsvilk˚arene for GA og BP, for s˚aledes at
tillade en mere retfærtig sammenligning, dette er søgt gjort s˚aledes at BP’s trænings
sæt bliver mindsket s˚a det er tilsvarende i størrelse og indhold i forhold til det der er
anvendt ved træning af GA. Dette valg skyldes de begrænsninger der eksisterer for im-
plementationen af GA. Man kunne sagtens forstille sig en alternativ test der involverede
forøgelsen af GA’s trænings sæt til BP’s størrelse (og dermed samme indhold), men en
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s˚adan test vil være upraktisk, da GA som omtalt i Afsnit 6.6.3 har brug for en funk-
tion, der kan give en endelig vurdering af en given løsning. Den valgte implementation
af denne kræver gennemgang af alle trænings eksempler for hver løsning og s˚aledes vil
en forøgelse af trænings sættet drastisk øge kørsels tiden for en kørsel af GA.
Figur 7.13: Træning af BP netværk med kun 2000 trænings data.
I dette tilfælde, hvor BP netværket kun bliver trænet med de samme 2000 trænings-
eksempler, er det nærliggende at formode, at netværket ikke kan generalisere s˚a godt,
som hvis netværket trænes med en større mængde eksempler, idet det formodes at net-
værket tilpasses disse 2000 træningseksempler. Alts˚a et mere snævert udsnit, som kan
tænkes at være mindre reppræsentativt, og derfor vanskeligere at generalisere ud fra.
Spørgsm˚alet er alts˚a, om disse 2000 eksempler er repræsentative nok til, at netværket
kan trænes til at sige noget nøjagtigt om nye eksempler.
Som man kan se ud fra Figur 7.13, trænes netværket forholdsvis hurtigt op til at
kunne genkende figurene. Allerede efter 20.000 gennemkørsler skelner netværket tydeligt
imellem de figurer der er, og ikke er, rektangler.
En vigtig forskel p˚a disse kørsler og kørslerne hvor der trænes med 40.000 trænings-
eksempler er, at disse kørsler er meget stabile, dvs. at netværket hele tiden bliver bedre
til alle typer figurer, hvor man p˚a kørslerne, hvor der anvendes 40.000 træningseksemp-
ler, ser at netværket ikke er lige s˚a stabilt.
7.8 Støj og rektangler
Form˚alet med denne test er at undersøge GA og BP algoritmernes evne til at optimere
et netværk mod korrekt output for typer af input som ikke er anvendt i træningen. Til
det form˚al oprettes et træningsdatasæt som kun indeholder to typer input, nemlig støj
og rektangler. Under træningen anvendes dette datasæt, mens netværkets fejl testes
med samme datasæt som anvendes i øvrige tests, alts˚a sættet som indeholder alle fire
typer data.
Testen giver s˚aledes mulighed for at undersøge hvorvidt det neurale netværk trænes
til, b˚ade at tage vinkel og længde p˚a rektanglets side i betragtning. Hvis netværket
kun trænes til at anvende vinkel, vil rektanglede figurer (med varierende længder p˚a
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siderne) genkendes som rektangler, mens netværket vil genkende romber som rektangler
hvis kun rektanglets sider tages i betragtning.
Figur 7.14: Træning af GA netværk med kun støj og rektangler som trænings data.
Figur 7.15: Træning af BP netværk med kun støj og rektangler som trænings data.
Som Figur 7.14 og 7.15 beskriver, er fejlen p˚a b˚ade romber og retvinklede figurer
meget lav, samtidig med at fejlen for rektangler svarer til samme lave niveau som ved
øvrige tests. Det vil alts˚a sige, at begge algoritmer er i stand til at træne netværket, til
at tage b˚ade vinkler og længder i betragtning n˚ar et rektangel skal genkendes, selv n˚ar
algoritmerne præsenteres for relativt simple datasæt.
7.9 Træning med fejl i trænings data
Form˚alet med denne test er at undersøge trænings algoritmernes afhængighed af nøj-
agtig trænings data, og s˚aledes belyse algoritmernes anvendelse. Dette gøres ved at
konstruere 4 forskellige sæt træningsdata, hver med en forskellig procent del af forkerte
trænings data. Forkerete træningsdata er i dette tilfælde rektangler eller romber med
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en forkert ønsket output værdi, alts˚a kan en rigtig rektangel blive angivet som værende
en støj/rombe/retvinklet figur eller omvendt.
Figur 7.16: Fitness ved enden af træning af 4 GA netværk med fejl i trænings data.
Som det kan ses p˚a kurverne for fitness funktionen p˚a Figur 7.16 bliver GA ikke
p˚avirket af forkert træningsdata, disse bliver istedet ignoreret under optimering og
resultere derfor ikke i nogen betydelig forringelse af algoritmens ydeevne.
Figur 7.17: Gennemsnitlig fejlkurve for træning af 4 backpropagation netværk med fejl i
trænings data.
P˚a Figur 7.17 kan der observeres kurver for gennemsnitsfejlen over henholdsvis 5%,
10%, 15% og 20% fejl i træningsdata. Yderligere kan det observeres at Backpropagation
ikke er i stand til at levere optimale resultater ved mere end 5% fejl i træningsdata,
da det ikke lykkedes netværket at konvergere mod en optimal løsning for de resterende
kørsler. Det skal dog yderligere bemærkes at disse netvæk stadig vil være istand til at
løse opgave (genkende rektangler) da man her ville benytte en lavere grænse værdi for
afvigelsen fra det ønskede og det fundne output. (f.eks 0,7 istedet for 0,9)
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7.10 Fejltolerance
Form˚alet med denne test er at finde ud af hvordan algoritmernes resultat h˚andterer
input som kun afviger en smule fra at være perfekte rektangler. Inputdata er konstrueret
s˚aledes at der er et rektangel og 14 efterfølgende eksempler hvor der lægges 3,6 grader
til den ene vinkel for hver ny figur.
Figur 7.18: Fejl tolerance test af netværk trænet med henholdsvis Back Propagation og Genetic
Algorithms
Rektanglet skal give 0,9 og de øvrige skal give 0. Som det ses p˚a grafen er b˚ade
Backpropagation og Genetic algorithms tæt p˚a at give det ønskede svar for rektanglet,
hvorimod de begge har store problemer, n˚ar figuren ændres. Jo længere figuren er fra
at være et rektangel, des tættere kommer algoritmerne p˚a at give et korrekt output.
Rektanglet skal give 0,9 og de øvrige skal give 0. Ved at sammenligne de to algorit-
mers h˚andtering af den gradvist øgede fejl, ses det at Backpropagation her st˚ar noget
tilbage for Genetic Algorithm, som er klart bedre til se fejlen.
7.11 Tidssammenligning
Da de to algoritmer fungerer forskelligt, er det ikke muligt, at lave en direkte sammenlig-
ning mellem gennemløb i backpropagation algoritmen og generationer i den Genetiske
algoritme. Derfor er der i stedet lavet en sammenligning p˚a tid. For at sikre sammen-
ligningsgrundlaget for tidsm˚alinger blev tidskørslerne foretaget p˚a samme maskine (2,8
GHz Pentium 4 processor og 512 mb RAM) i fejlsikret tilstand uden yderligere pro-
grammer kørende i baggrunden.
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Figur 7.19: Tids kurve for Træning af BP netværk.
Figur 7.19 viser hvordan et trænings forløb for BP udspiller sig over tid. Fejl p˚a
grafen er afvigelsen mellem netværkets forventede output og reelle output.
Figur 7.20: Tids kurve for Træning af GA netværk
Figur 7.20 viser hvordan et trænings forløb for GA udspiller sig over tid, det skal
her bemærkes at GA bruger langt længere tid i forhold til BP, hvilket ogs˚a er grund til
at disse ikke bliver sidestillet i en graf.
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I dette afsnit diskuteres projektets problemstilling. Diskussionen tager udgangspunkt i de m˚ale-
resultater som er tilvejebragt og behandlet tidligere i denne rapport, samt baggrundsteorien for
GA og BP som er beskrevet i tidligere afsnit.
8.1 Strukturelle forskelle
Ved sammenligning af de to algoritmer er der en del forskellige egenskaber der skal tages
forbehold for. Som omtalt i Afsnit 4.1 er det ikke muligt at starte begge algoritmer med
samme udgangspunkt da GA skal bruge ca 1000 gange s˚a mange startværdier som BP,
der helst alle er s˚a forskellige som muligt. Der opst˚ar ogs˚a problemer, n˚ar man skal
vurdere de to algoritmers virkem˚ader. BP har en fordel i det at den f˚ar mulighed for at
generalisere over et meget større trænings sæt end GA, da kørselstiden for GA vokser
eksponentielt, n˚ar man øger træningssættet. Dog ser dette ikke ud til at forhindre GA
algoritmen i at finde en tilnærmelsesvis passende løsning.
GA har i princippet en fordel ved mønstergenkendelse, da den er god til at gen-
kende slørede versioner af et mønster [20], alts˚a ikke et præcist mønster, men noget
der minder om. I vores tilfælde kan dette dog udmønte sig i, at denne evne bliver en
ulempe. Dette skyldes først og fremmest, at der søges efter en optimal løsning (globalt
maksimum). Yderligere kan nogle af de træningsinput, som betegnes som værende for-
kerte, i virkeligheden være forholdsvis tæt p˚a et rigtigt rektangel. Ifølge teorien og vores
egne testresultater viser det sig, at GA har svært ved at adskille romber og rektangler,
sandsynligvis p˚a grund af dette.
8.2 Problemets kompleksitet
Testresultaterne fra kørslerne, hvor vektorerne angives med (x,y)-koordinater, illustre-
rer, hvor vigtigt valget af metode til repræsentation af data til netværket er. N˚ar net-
værket præsenteres for vektorer angivet med vinkel og længde, lærer netværket at kende
forskel p˚a, hvad der er rektangler, og hvad der ikke er. N˚ar netværket derimod præsen-
teres for vektorer angivet med (x,y)-koordinater, lærer netværket ikke at kende forskel
og fejlen svinger omkring den samme værdi hele tiden.
Forklaringen p˚a dette fænomen m˚a være kompleksiteten i problemet. N˚ar netværket
præsenteres for vektorer angivet med vinkel og længde, skal netværket blot se p˚a to af
disse input ad gangen. F.eks. skal to vinkler ved siden af hinanden være vinkelrette p˚a
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hinanden, dvs. forskellen p˚a dem skal være 0,25 (da 360 grader svare til 1). Desuden
skal to modst˚aende sider være lige lange.
N˚ar netværket derimod præsenteres for vektorer angivet med (x,y)-koordinater,
skal der udføres nogle mere komplicerede beregninger. For at finde ud af om figuren er
retvinklet, skal netværket lave beregninger p˚a fire input ad gangen; b˚ade x og y for to
vektorer. Ud fra disse fire input kan der laves geometriske beregninger, som s˚a afgør
om figuren er retvinklet. Den samme kompleksitet gælder n˚ar netværket skal finde ud
af, om figurens modst˚aende sider er lige lange.
En mulig løsning p˚a dette vil være tilføjelsen af et eller flere ekstra skjulte lag i
netværket. Tilføjelsen af skjulte lag i netværket øger netværkets evne til at løse mere
komplekse problemer. Man skal dog ikke fristes til at konstruere et netværk med for
mange skjulte lag, da meget store netværk skaber sansynlighed for at problemet med
lokalt minima kan blive aktuelt, og dermed vil brugen af backpropagation ikke være
mulig. Yderligere kræver store netværk ogs˚a ligeledes større træningssæt, da netværket
ellers ikke lærer at generalisere over træningseksemplerne, men blot lærer dem som
enkeltst˚aende tilfælde, og ikke vil kunne sige noget om ukendte eksempler der ligner,
men kun de eksakte tilfælde det har lært.
8.3 Mutation
Der er stor uenighed om hvor stor betydning mutation har i et GA netværk [16].
Mutationen giver muligheden for en variation i netværket som ikke opn˚as ved crossover,
men da det kun er en enkelt vægt der bliver ændret under en mutation, vil det muligvis
ikke give en betydelig ændring i netværket.
Ifølge testresultaterne er det ikke muligt at p˚avise en sammenhæng mellem muta-
tionens størrelse og netværkets evne til at opn˚a en optimal løsning, da den endelige
fitness rating ikke ser ud til at være afhængig af, hvor stor mutationen er, og da der
yderligere ikke var nogen forskel p˚a netværkets opførsel under træningen.
8.4 Træning af BP med 2000 eksempler
N˚ar man kun træner et BP netværk med de samme 2000 eksempler i forhold til 40.000,
skulle man tro, at netværket ikke ville kunne generalisere s˚a godt, da der er færre
eksempler og dataene evt. ikke ville være repræsentative nok. Det har dog, mod vores
forventninger, vist sig, at BP netværket udmærket er i stand til at generalisere over de
2000 eksempler.
Allerede efter 20.000 gennemkørsler kan netværket med sikkerhed genkende de figu-
rer der ikke er rektangler, og efter 130.000 gennemkørsler opn˚ar netværket en tilfreds-
stillende sikkerhed i genkendelsen af rektangler (fejl p˚a under 0,05).
Det er opsigtsvækkende at se, at man ved træning ud fra de samme 2000 eksempler
opn˚ar en mere stabil udvikling af netværket (se Figur 7.13), end man gør ved træning
ud fra 40.000 eksempler. (se Figur 7.1) Ved træning ud fra 40.000 eksempler opst˚ar
der en cyklisk afvigelse, der gør at grafen stiger en anelse med jævne mellemrum. Dette
undg˚ar man ved træning ud fra de samme 2000 træningseksempler. Vi kan umiddelbart
ikke sige noget om, hvorfor dette sker.
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8.5 Fejltolerance
Som udgangspunkt havde vi egentlig forventet, at BP ville have en fordel i denne test,
da den skulle være bedre til at skelne rigtigt og forkert, n˚ar disse ligger tæt p˚a hinanden,
hvorimod GA, som nævnt, er god til situationer hvor input ikke er nøjagtigt men tæt
p˚a et kendt mønster. Vi havde derfor forventet at GA ville have problemer n˚ar figuren
blot fik ændret den ene vinkel en smule, da den fortsat ville være tæt p˚a at være et
rektangel.
Som Figur 7.18 viser, har begge algoritmer svært ved denne test. Det var dog over-
raskende at BP klarer sig s˚a d˚arligt i forhold til GA. Dette kan dog skyldes at træningen
af netværkene er foreg˚aet med standardfigurerne (rektangler, romber, retvinklede fir-
kanter og støj), og de derfor ikke kender denne type figur, som egentlig er støj, men
formentlig ikke optræder i træningssættet. GA er her bedre til at overkomme proble-
met og nærme sig et rigtigt svar, selvom at fejlen p˚a figuren skal være forholdsvis stor
før svaret er tilfredsstillende. BP derimod form˚ar ikke at n˚a et tilfredsstillende svar
indenfor den ramme vi har sat for fejlen p˚a figuren. Man kan sige om denne test at
GA opfører sig som forventet, og gør egentlig det som den skulle være god til, nemlig
at kategorisere tæt-p˚a-rigtig som værende rigtig, hvorimod BP lader til at være mere
afhængig af træningseksemplerne end GA.
8.5.1 Fejl under træning
For at undersøge algoritmernes afhængighed af træningseksempler under træning, valg-
te vi at køre en træning, hvor vi bevidst forsynte hvert netværk med forkerte eksempler
under træningsfasen. Resultaterne i denne forsøgsrække, viste sig at svare fint overens
med resultaterne fra fejltolerance testen af netværket. GA’s træning virkere nærmest
up˚avirket af eventuelle fejl i træningsdata, og algoritmen er i stand til at lever de samme
konsistente resultater selv ved en fejl procent p˚a 25%. Resultatet for BP er derimod
langt fra lige s˚a godt, BP’s beregningsnatur gør at algoritmen konsekvent forsøger at
fitte alle træningselementer i netværket, hvor GA derimod kun fitter den største blok af
træningsdata. Resultatet af dette kan ses p˚a Figur 7.17, BP’s resultat er som forventet
meget ringe i forhold til GA, allerede ved 10% begynder algoritmen at levere den uøn-
skede, men dog forventede opførsel, og omkring 20 - 25% grænser algoitmensresultat p˚a
ubrugeligt. Det skal dog nævnes at man her vil kunne etablere grænser for fejltolerance
der vil mulig gøre anvende af selv disse resultater, selvom en s˚adan situation er langt
fra ønskværdig.
8.6 Effektivitet
For at bedømme effektiviteten af de to træningsalgoritmer, er det nødvendigt, at defi-
nere hvorn˚ar netværkets fejl p˚a outputtet opn˚ar et acceptabelt niveau. Lad dette være
0,05, alts˚a 5%. Det acceptable fejlniveau er naturligvis afhængigt af, hvilken opgave
netværket er tænkt anvendt i forbindelse med, men for denne sammenlignings skyld er
en fejl p˚a 0,05 tilstrækkelig. N˚ar grafer over testdata fra begge løsninger sammenholdes,
ses det tydeligt at BP relativt hurtigt, i forhold til GA, opn˚ar en acceptabel fejlrate (se
Figur 7.2). Allerede efter 40000 træningsgennemløb n˚ar det BP-trænede netværk en fejl-
rate p˚a under 0,05. N˚ar kurven for gennemsnitsfejlen (se Figur 7.6) for det GA-trænede
netværk studeres, dannes umiddelbart et billede som minder om BP-træningen. Ved
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nærmere granskning er det tydeligt at det GA-trænede netværk reducerer fejlen p˚a
outputtet kraftigt igennem de første 30-40 generationer. Faktisk er fejlen, fra omkring
generation 40, jævnbyrdig med fejlen for BP.
P˚a grund af de grundlæggende forskelle i de to træningsalgoritmers m˚ade at fungere
p˚a er det svært, umiddelbart at sammenligne hvor effektiv hver algoritme er. BP behøver
40000 træningseksempler for at opn˚a en acceptabel fejlrate, mens GA behøver 350
generationer for, stabilt, at befinde sig p˚a et acceptabelt fejlniveau. Problemet i denne
sammenligning er, at hver generation i en træning af GA, best˚ar af en række genetiske
parringer, mutationer samt en beregning af outputtet for hver at de 1000 konfigurationer
af netværkets vægte, kromosomer, som findes i populationen. Denne beregning af output
foreg˚ar med de samme 2000 træningseksempler hver eneste generation, idet GA behøver
et, s˚a stabilt som muligt, grundlag til bedømmelse af hvert kromosoms fitness. Det st˚ar
klart at BP ud fra 40000 træninger med 40000 individuelle træningseksempler, opn˚ar en
fejlrate, som er tilstrækkeligt lav, mens GA ud fra 1000 beregninger for hver af de 350
generationer, men kun med 2000 træningseksempler kan opn˚a en lignende lav fejlrate.
Dette kan tolkes som om at BP har en klar fordel, med hensyn til antallet af beregninger.
BP beregner output for netværket 800.000 gange ( 40000 træningseksempler · 20 ), men
GA udregner output 700.000.000 gange ( 2000 træningseksempler · 1000 kromosomer ·
350 generationer) før netværkets nøjagtighed er acceptabel.
Modsat kan GA p˚ast˚as at have større udbytte af hvert træningseksempel, idet BP
benytter 20 gange flere træningseksempler for at opn˚a et resultat, hvor GA og BP er
p˚a et lignende niveau. Hvis der ses bort fra antallet af beregninger, m˚a GA have den
største effektivitet pr. træningseksempel som præsenteres for netværket.
8.7 Nøjagtighed
For at sammenligne de to algoritmers nøjagtighed, er det først og fremmest nødvendigt
at opstille en definition af, hvad vi mener med nøjagtig. Som udgangspunkt har vi
besluttet at dette kan tolkes som værende færrest mulige fejl. Dette indskrænkes s˚aledes
at der sættes en grænse p˚a 5%, dvs. at maksimalt 5 procent af svarene fra algoritmen
m˚a være forkerte. Ser vi p˚a graferne for fejlprocenterne p˚a Figur 7.3, finder vi at b˚ade
BP og GA n˚ar under 5% fejl efter mindre end 40.000 gennemkørsler set over alle input.
Studeres i stedet fejlprocenterne for de enkelte input typer p˚a Figur 7.2, giver dette
et billede af at GA tilsyneladende har et problem med stabiliteten ved genkendelse
af rektangler. Dette kan skyldes førnævnte egenskab for GA, nemlig at den egner sig
godt til at genkende upræcise input. For BP er det tydeligvis romber som algoritmen
har størst problemer med at identificere. Dette giver udslag i en sammenlignet med de
øvrige figurtyper, forholdsvis stor fejlprocent, som dog er faldende. Sammenlignet med
GA er denne fejlprocent dog alligevel relativt lav. Isoleret set er BP alts˚a mere nøjagtig
end GA indenfor vores testomr˚ade, dvs. med den type inputdata vi giver den, og det
antal gennemkørsler vi har tilladt dem at f˚a.
8.8 Hastighed
For at sammenligne hvor hurtigt de to algoritmer optimere det neurale netværk, er det
nødvendigt at beslutte hvordan dette skal gøres. Vi har besluttet at se p˚a hvor stor
fejlen er p˚a outputtet over tiden.
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Som man kan se p˚a Figur 7.19 og Figur 7.20 er det kun backpropagation der er
i stand til at træne det neurale netværk, til at have afvigelse p˚a under 0,04 inde for
de første 5 sekuner. Inden for de første 10 sek. begynder BP dog allerede at lægge sig
fast p˚a en fejl p˚a ca. 0,002-0,003, hvor den holder sig rimelig stabilt efterfølgende. Til
sammneligning har GA ikke en chance eftersom implementationen af GA gør at en
enkelt generation kræver 14 sekunders kørselstid p˚a den valgte test maskine.
BP opn˚ar alts˚a en fejl p˚a under 0,04 indenfor de første 5 sek. Efter yderligere 10
sek. opn˚ar BP en fejl p˚a 0,002-0,003, hvilket GA ikke kan matche før ca. 600 sek. Det
kan s˚aledes konkluderes at implementationen af BP er klart overlegen i forhold til den
aktuelle implementation af GA med hensyn til hastighed.
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Konklusion og perspektivering
Med hensyn til effektivitet er begge algoritmer ganske gode, med GA som den der
har den største effektivitet pr. træningseksempel. Derimod viser det sig at BP er mest
nøjagtig i sine resultater, selvom at GA formentlig ville kunne give et bedre resultat,
hvis den fik lov at køre flere generationer igennem. Set ud fra et acceptabelt fejlniveau
p˚a 0,05 kan vi ogs˚a konkludere, at de to algoritmer, gennemsnitligt over alle inputtyper
i forsøget, er forskellige med hensyn til den hastig de opn˚ar det ønskede fejlniveau. BP
opn˚ar et lavere niveau hurtigere end GA. Samlet set m˚a det derfor kunne konkluderes,
at de to algoritmer er nogenlunde jævnbyrdige, dog med et hastighedsmæssigt overtag
til BP. Vi har dog en klar forventning om, at GA vil kunne give et bedre resultat, end det
vi har opn˚aet i dette projekt, da der er mange forskellige parametre, der kan optimere,
men samtidig ogs˚a virke forstyrrende p˚a GA. Undersøgelsen af mutationsraten viste
at denne ikke har den store p˚avirkning p˚a resultatet i vores tilfælde, hvorimod det
gav et langt mere stabilt forløb af GA, da elitisme blev korrekt implementeret. Som
beskrevet i diskussionen opn˚ar GA en fordel, i sammenhænge hvor der ikke søges en
optimal løsning, hvilket giver GA en større anvendelighed i s˚adanne sammenhænge.
Dette viser sig ogs˚a i forbindelse med algoritmernes tolerence af fejl i datasættet, hvor
BP er væsentlig mere følsom end GA.
Det foreligger af denne rapport at problemet, som rapporten beskæftiger sig med,
kan undersøges yderligere, idet de data, som er tilvejebragt i forbindelse med projekt-
arbejdet, giver et billede af to jævnbyrdige algoritmer, som dog formentlig ikke yder
deres bedste. Data fra kørsler af BP-løsningen giver et billede af, at opgaven er overkom-
melig for et BP-trænet netværk, dog muligvis med større nøjagtighed ved ændringer
af, for eksempel, netværkets struktur. Data fra kørsler af GA-løsningen indikerer at
opgaven, med det nuværende programmel, kan løses af GA, dog med en forventning
om at der er større potentiale i denne algoritme end forsøget viser. De mulige grunde
til de problemer, som opst˚ar i forbindelse med GA, beskrives i diskussionen, og giver
naturligvis anledning til videre arbejde med problemstillingen. En oplagt kilde til pro-
blemer i forbindelse implementeringen af GA i forhold til opgaven, samt problemer med
programmellet som anvendes (Java GALib). Dette kræver naturligvis en mere dybdeg˚a-
ende undersøgelse af disse problemer i det videre arbejde, da det anses som sandsynligt
at en GA-løsning er i stand til at løse den konkrete opgave som stilles bedre, idet data
udledt fra testkørsler af GA-løsningen afspejler programmeringstekniske problemer.
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Bilag A
Forbedringer i GA-Lib
I model afsnittet refererer vi til en række ændringer, der var blevet foretaget af Søren
Tranberg Hansen og Tobias Larsen, vi vil her gennemg˚a denne kode for at illustrer
hvordan dette er implementeret.
Elitisme g˚ar, som det er beskrevet i afsnittet om genetiske algoritmer, ud p˚a at man
altid bevar en kopi af det bedste kromosom fra hver generation. Dette er implementeret
i to trin, først ved at begrænse mutationsfunktionen til ikke at mutere det bedste
kromosom fra populationen, og derefter ved at udvide crossover funktionen, s˚a den
laver 2 kopier af det bedste kromosom fra hver generation og fører dem over i den nye
generation.
Yderligere er det vigtig hvordan mutation og crossover er implementeret, her har vi
som omtalt i model afsnittet (se Kapitel 4) ændret i koden fra Tranberg og Larsen [10]
s˚a NN crossover operationen passer til vores projekt.
A.1 Mutation
Koden til mutations funktionen kan ses nedenfor.
protected void doRandomMutation(int iChromIndex){
int iGene;
double rNewGene;
iGene = getRandom(chromosomeDim);
rNewGene = ((ChromFloat)this.chromosomes[iChromIndex]).genes[iGene];
if (getRandom(100) > 50)
rNewGene = rNewGene + (rNewGene * getRandom(1000.0) / 3000.0);
else
rNewGene = rNewGene - (rNewGene * getRandom(1000.0) / 3000.0);
((ChromFloat)this.chromosomes[iChromIndex]).genes[iGene] = rNewGene;
}
som det kan ses p˚a figuren forg˚ar ved at man p˚a baggrund af mutations sandsyn-
ligheden udvælger kromosomer, der skal muteres, hvert kromosom der bliver udvalgt
f˚ar s˚a ændret et gen. Dette sker ved at man vælger et tilfældigt gen i kromosomet, der
59
Kapitel A Forbedringer i GA-Lib
efterfølgende s˚a enten bliver gjort op til en 1/3 større eller mindre. Sidst bliver det nye
gen sat ind i kromosomet igen.
A.2 NN point crossover
Koden til NN point crossover kan ses nedenfor.
protected void doUniformCrossover(Chromosome Chrom1, Chromosome Chrom2){
double rGene1, rGene2;
String sGene1, sGene2;
String sNewChrom1 = "", sNewChrom2 = "";
/* Has been re-coded to fit our network
* Neurons In Layer 1 = 8
* Neurons In Layer 2 = 6
* Neurons In Layer 3 = 1
***/
int NeuronsLayer1 = 8;
int NeuronsLayer2 = 6;
int NeuronsLayer3 = 1;
for(int j=0; j < NeuronsLayer2 ;j++) {
if (getRandom(100) > 50) {// 50/50 chance of crossover
for(int i=j*8;i<j*8+8;i++)
// Her er valgt tallet 8 da vi har 8 vægte i hver neuron
swapGene(i, (ChromFloat)Chrom1, (ChromFloat)Chrom2);
}
}
for(int j=0;j<1;j++) {
if (getRandom(100) > 50) {
for(int i=48+j*6;i<54+j*6;i++)
swapGene(i, (ChromFloat)Chrom1, (ChromFloat)Chrom2);
}
}
}
Som det kan ses i koden, er NN point Crossover implementeret ved at vi springer i
kromosomet i ”hop” der passer med længden af en pakke, hvis der bliver valgt at en
pakke skal crossover, s˚a vil den efterfølgende løkke s˚a flytte liges˚a mange gener, som
der er vægte i den neuron. Da der ikke er lige mange vægte i alle neuroner, er denne
crossover operation implementeret gennem to løkker, den første g˚a alle vægte for de 6
skjulte neuroner igennem og den sidste g˚ar alle vægte for output neuronerne igennem.
A.3 Elitisme
Under test af GA netværket fandt vi meget ustabile resultater, og ved nærmere un-
dersøgelse viste det sig, at den omtalte implementationen af elitisme, som beskrevet i
afsnit 6.3 ikke virkede efter hensigten.
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GA pakken implementere crossover og mutation i to faser; den første fase er crossover
fasen, hvor forældre fra den forrige generation vælges udfra deres fitness rank, den 2.
fase er mutations fasen, hvor de nye kromosomer, der blev dannet i crossover fasen,
flyttes tilbage til den aktuelle generations kromosom liste og muteres. Elitisme var s˚a
implementeret ved at kopiere det bedste kromosom over i den nye generation 2 gange,
og beskytte disse under mutations fasen. Grundet nogle programmeringsfejl virkede
denne implementation dog ikke:
Figur A.1: Manipulation af Kromosomer i GA’s interne data strukture under henholdsvis
Crossover og mutations faser i henhold til den fejlagtige implementation
Figur A.1 illustrerer problemet med den tidligere implementation af elitisme. Som
det kan ses p˚a figuren, opstod der et problem under mutationen af kromosomer, hvor
implementationen af elitisme fejlede. Dette skete, da man i den oprindelige kode hav-
de valgt at benytte et globalt indeks for det bedste kromosom, som den værdi man
beskyttede under mutation, uden at tage højde for, at denne værdi ikke længere var
gældende, grundet overførslen af det bedste kromosom under crossover fasen. I visse
tilfælde medførete dette, at det bedste kromosom kunne muteres, hvis mutationsraten
var tilstrækkelig høj, hvilket kunne forstyrre algoritmens arbejde. Yderligere kunne no-
get tyde p˚a at Tranberg & Larsen har været klar over eksistensen af denne fejl, da de
i deres implementation har valgt at lade 2 kopier af det bedste kromosom g˚a videre i
hver generation, selvom elitisme kun kræver en. P˚a denne m˚ade har det s˚aledes været
muligt at undg˚a symptomerne af denne fejl med en tilstrækkelig lav mutations rate.
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Bilag B
Ordliste
Backpropagation – En træningsalgoritme der g˚ar ud p˚a at man lader et kendt
eksempel g˚a gennem netværket, og beregner forskellen i det ønskede output og
det reelle output. Herefter justeres alle vægte i netværket en anelse for at give
bedre overensstemmelse mellem disse to værdier.
BP – Forkortelse for Backpropagation se ”Backpropagation”.
Crossover – Den primære m˚ade et GA netværk trænes. Det foreg˚ar ved at to
kromosomer (netværk) ”parres”. ”Afkommet” ”arver” dele af begge kromosomer.
Dvs. at der dannes et netværk hvor nogle af vægtene stammer fra det ene
forælder netværk, og resten fra det andet forælder netværk.
Crossoverrate – Værdi der bestemmer chancen for at et givet kromosom indg˚ar som
forældre i en crossover operation.
Feedforward – Et neuralt netværk hvor der altid er fremadg˚aende flow i
datastrømmen. Data vil kun bevæge sig fra et neuron til neuronerne i det næste
lag. Typisk vil alle neuroner i et lag være forbundet med alle neuroner i det
næste lag.
Fitness – En værdi der angiver hvor god et givent kromosom er til at løse det
p˚agældende problem. Høj fitness værdi betyder at kromosomet er godt til at
løse problemet.
Fit – Et kromosom der er ”fit” er godt til at løse det p˚agældende problem.
GA – Forkortelse for Genetic Algorithm, se ”Genetic Learning”.
Generation – En generation i GA indeholder et bestemt antal kromosomer. For
hvert gang GA-netværket trænes med et enkelt eksempel, dannes en ny
generation af kromosomer.
Genetic Algorithm – Se ”Genetic Learning”.
Genetic Learning – En træningsalgoritme der g˚ar ud p˚a at man genererer f.eks.
100 forskellige tilfældige netværk (kromosomer). Ud fra kendte
træningseksempler bestemmes de mest fit’e af netværkene, og disse ”parres” to
og to. Afkommet af disse netværk ”arver” dele af begge dets ”forældre”. Desuden
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udføres en mutation p˚a de netværk der er mindst fit’e, s˚aledes at man ogs˚a kan
udforske alternative løsninger.
Kromosom – Et kromosom indeholder informationer om alle vægte i et netværk.
Vægtene repræsenteres altid i samme rækkefølge. N˚ar man har et kromosom,
har man alts˚a alle informationer til et netværk.
Learningrate – En værdi der angiver hvor aggressivt et Backpropagation netværk
trænes. Jo større denne værdi er, desto mere ændres vægtene under hver
gennemgang i netværket.
Neuron – Det kunstige neuron er en forsimpling af det biologiske neuron
(nerveceller). Et neuron f˚ar et antal input som summeres og ud fra dette
samlede input beregnes neuronets output.
Vægte – Værdier der angiver hvor meget et output fra et neuron skal vægtes. Det
input et neuron modtager er summen af alle outputtet fra neuronerne i det
forrige lag som hver er ganget med den p˚agældende vægt. Der findes en vægt for
hver forbindelse mellem to neuroner.
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