In the paper, an information divergence called Kullback-Leiber divergence, which measures the average of the logarithmic difference between two probability density functions, is utilized to derive a novel method for spectrum sensing in cognitive radio systems. In the proposed sensing method, we test whether the observed samples are drawn from the noise distribution by using Kullback-Leiber divergence. It is shown by numerical results that under the same conditions, the proposed Kullback-Leiber divergence-based spectrum sensing always outperforms the energy detection based spectrum sensing significantly, especially in low SNR regime and in fading circumstance.
Introduction
Recently, cognitive radio (CR) has been proposed as a feasible solution to improve spectrum utilization by introducing the opportunistic usage of the frequency bands that are not heavily occupied by licensed user (LU) [1] . To avoid causing interference to the LUs, CR users (CUs) are allowed to use the licensed bands opportunistically when such bands are not occupied, and must abandon its contemporary band to seek a new idle spectrum again when the frequency band is suddenly accessed by the LUs. This causes spectrum sensing to play a key role in CR. Based on the observations from the band of interest, many spectrum sensing techniques have been proposed, such as match filtering approach [2] [3] , feature detection approach [4] [5] and energy detection (ED) approach [6] - [9] . The match filtering method and the feature detection method take advantage of known patterns contained in LU's signal such as pilot patterns, frame structure, cyclostationary features, etc, to detect the presence of the LU's signal. However, if the assumption about the parameters related to the known patterns is invalid or imprecise, sensing performance of these methods will be degraded. On the other hand, the ED approach does not require any information about the LU's signal. The principle of the ED is based on the difference between the energy of the signal and that of the noise. When the time-varying natures of wireless channel (e.g., shadowing, fading) is obvious or the signal-to-noise ratio (SNR) is low, this difference will be small for distinguishing between the signal and the noise. Subsequently, the detection performance of the ED can be very poor.
In this work, to detect the presence of the LU's signal, we test whether the observed samples are drawn from the noise distribution. Hence, the spectrum sensing can be implemented only based on the noise distribution, and the prior knowledge of the LU's signal becomes unnecessary. Firstly, an information divergence called Kullback-Leiber divergence (KLD) is utilized to derive a test statistic for spectrum sensing when the noise is known Gaussian. Furthermore, an improved spectrum sensing algorithm is also proposed for the case that the noise is unknown. Numerical results reveal that under the same sensing conditions and channel environments, the KLD based spectrum sensing always outperforms the ED based spectrum sensing significantly, especially in low SNR regime and in fading environment.
Overview of Kullback-Leibler divergence
In probability theory and information theory, the Kullback-Leibler divergence [10] - [12] (also called information divergence, or information gain) is a measure of the divergence from probability distribution  to probability distribution  and it is defined as:
where  and  are probability density functions (pdf) of  and , respectively. The KLD is always non-negative, ≥ , and equals zero if and only if   . For two Gaussian distributions        and       , the KLD has a closed expression [12] :
KLD based spectrum sensing under known Gaussian noise
Spectrum sensing can be formulated as a binary hypothesis testing problem as follows:
Depending on the status of the LU's signal, the received signal at the CU is given as follows
where  represents the received signal at the CU,  denotes the amplitude gain of the channel between the CU and the LU,  represents the signal transmitted by the LU, and  is the additive noise. Without loss of generality, we assume that the noise is Gaussian distribution with mean zero and variance unity. Hence, the pdf of noise is:
When the LU's signal is absent,   ′s are samples drawn from the noise and then can be regarded as independent and identically distributed (i.i.d.) sequence drawn from common distribution   . On the other hand, when there is transmission signal from the LU, the observations   ′s do not come from the common distribution   . Therefore, detecting the presence of LU's signal is now equivalent to testing the null hypothesis:
against the general alternative that  is not a sequence drawn from common distribution   .
Assume that   ′s follow a Gaussian distribution of which mean and variance are given by maximum likelihood as:
Let      denote the empirical pdf of the observations set , we have
Under the null hypothesis, it is clear that      will be fairly close to the noise pdf    when  is large enough.
If      deviates significantly from   , then it is reasonable to reject the null hypothesis   and further to declare the hypothesis   . It means that the distance between      and    can be utilized to make the decision on the presence of LU's signal.
In the paper, we use KLD to measure the distance from the empirical pdf      to the noise pdf    to obtain the test statistic as follows:
The spectrum sensing decision is then made by comparing  with a decision threshold  as follows:
In sum, the proposed KLD based spectrum sensing algorith under known Gaussian noise can be performed as follows:
Step 1: Take  observations from the frequency band of interest, and calculate mean  and variance  of the observations. Step 2: Calculate the value  according to the formula Eqn.
(9).
Step 3: Reject the null hypothesis   in favor of the presence of LU's signal if   ; otherwise, declare that the frequency band of interest is not in use.
Step 4: Go to Step 1 for the next sensing cycle.
KLD based spectrum sensing under unknown noise
In Section 3, the proposed KLD based spectrum sensing algorithm is derived under the assumption that the noise distribution    is perfectly known. However, it is very difficult to extract the noise distribution in practice since the noise at the CU consists of thermal noise, receiver noise, and environmental noise, which can vary over time and location. To deal with this issue, instead of using the exact noise pdf   , we now use empirical noise pdf     to develop a KLD based spectrum sensing for the unknown noise case. The empirical noise pdf     is obtained by listening to the band of interest if we know that it is free in this stage, or by listening to a special channel which is rarely used. For example, channel 37 in United States is reserved for radio astronomy and is used in very few occasions [9] . Let           be  local noise observations at the CU. The noise distribution is approximated as a Gaussian distribution with mean and variance given by maximum likelihood as follows:
Therefore, the empirical pdf of the noise is expressed as follows:
After obtaining the empirical pdf    by  observations from the frequency band of interest, the KLD from     to     is used to determine the test statistic:
( Fig.1) The ROC curves of the proposed KLD based spectrum sensing and ED based spectrum sensing under condition that   , and noise is Gaussian and is known to the CUs.
As a result, the proposed KLD based spectrum sensing algorithm in unknown noise can be implemented as follows:
Step 1: Take  observations         from the special channel which is known to be rarely used, and calculate mean   and variance   of the noise samples.
Step 2: Take  observations from the frequency band of interest, and calculate mean  and variance  of the observations. Step 3: Calculate the test statistic  using Eqn. (13).
Step 4: Reject the null hypothesis   in favor of the presence of LU's signal if   ; otherwise, declare that the channel of interest is idle.
Step 5: Go to Step 2 for the next sensing cycle.
Simulation results
To evaluate the performance of the proposed KLD based spectrum sensing algorithms, Monte-Carlo simulations are carried out. The sensing performance of the proposed method is compared to the sensing performance of the ED based spectrum sensing method under same conditions. Firstly, simulation is performed under the condition that the SNR of LU's signal at the CU is -4 dB; and noise is white Gaussian noise with zero mean and unit variance, and is known to the CUs. The receiver operating characteristic (ROC) curves of the proposed method and the comparison method are plotted in the Fig. 1 . It can be seen that when the number of samples  increases, the sensing performances of both the proposed spectrum sensing method and the ED based one are improved. For a fixed , the sensing performance of the proposed sensing method is superior to the one of the ED based sensing method. For example, with the number of samples    and the false alarm probability    , the detection probability   of the proposed sensing method and ED based sensing method are 0.48 and 0.87, respectively. This performance improvement of the proposed scheme is mainly due to the fact that the ED is only based on the difference between the energy of the signal and that of the noise while the proposed scheme utilizes the difference between the distribution of noise and the distribution of measured energies.
Secondly, the detection probability is evaluated with   ,    , and the SNR varies from -10 dB to 0 dB. Both Rayleigh fading channel and log-normal shadowing channel with 6 dB of standard deviation are also considered in this simulation. As plotted in Fig. 2 , the detection probability of the proposed method is always higher than that of the ED based method. This result clearly proves that the proposed KLD based spectrum sensing outperforms the ED based one significantly, especially in low SNR regime (SNR < -10dB) and in shadowing/fading channel.
Finally, simulation is performed under the condition that the SNR of LU's signal at the CU is -4 dB; and noise is Laplacian noise with mean zero and variance unity, and is unknown to the CUs. The empirical noise distribution     is extracted by the CU with    noise samples. The ROC curves of the proposed method and the comparison method are illustrated in the Fig. 3 . Similar to the previous results, the sensing performance of the proposed sensing method outperforms the ED based sensing method (Fig.2) The detection probability of the proposed KLD based spectrum sensing and ED based spectrum sensing under condition that   ,    , and noise is Gaussian and known to the CUs significantly. For example, with    , the detection probability   of the proposed sensing method is 0.84, while the one for the ED based sensing method can achieve 0.33 only.
Conclusion
Spectrum sensing is a fundamental problem in CR networks. In this paper, we have proposed a spectrum sensing method based on KLD in both known and unknown noise conditions. In the proposed sensing method, we have tested whether the observed samples are drawn from the noise distribution by using Kullback-Leiber divergence. Numerical results have shown that under same conditions, the proposed spectrum sensing method always outperforms the ED based spectrum sensing method especially in low SNR regime (SNR < -10dB) and in shadowing/fading channel.
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