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INTEGRATION ON VALUATION FIELDS OVER LOCAL FIELDS
MATTHEW T. MORROW
Abstract
We present elements of a theory of translation-invariant integration, measure, and harmonic analysis on a
valuation field with local field as residue field. This extends the work of Fesenko. Applications to zeta integrals
for two-dimensional local fields are then considered.
Introduction
Integration over a valuation field is an important problem in certain areas of mathematics
and mathematical physics. In the case of a higher dimensional local field it was first considered
by Fesenko [5] [6], and later by Kim and Lee [17]. A model theoretic approach to the theory of
translation invariant integration follows from the works of Hrushovski and Kazhdan [12] [13]
in the case of characteristic zero (and sufficiently large positive characteristic) residue field.
In the theory of two-dimensional arithmetic schemes a theory of translation invariant inte-
gration, harmonic analysis, and zeta integrals over two dimensional local fields is required in
order to generalise the techniques of Tate [22] and Iwasawa [14] in the one-dimensional case.
Such a theory will have applications to the main open problems in the arithmetic of elliptic
curves over global fields.
To study the representation theory of algebraic groups over two-dimensional local fields (see
[17] for measure theory, [16] for further references) and Langlands philosophy, such a theory
is invaluable.
In mathematical physics, the Feynman integral is not understood rigorously (see [15] for
discussion of the problems). The valuation fields C(t) and R(t) may be identified with subspaces
of the space of continuous paths, and so measure theory on them may provide insight into
Feynman measure.
We now outline the content of the paper and important ideas.
Let F be a valuation field with valuation group Γ and integers OF , whose residue field F is
a non-discrete, locally compact field (ie. a local field: R, C, or non-archimedean). Given a Haar
integrable function f : F → C, we consider the lift, denoted f0,0, of f to OF by the residue
map, as well as the functions of F obtained by translating and scaling
x 7→ f0,0(x+ a), x 7→ f0,0(αx)
for a ∈ F , α ∈ F×. We work with the space spanned by these function as f varies. A simple
linear independence result (proposition 1.5) is key to proving that an integral taking values in
CΓ (the complex group algebra of Γ), under which f0,0 has value
∫
F
f(u) du, is well defined.
The integration yields a translation invariant measure. For example, in the case of C(t), the
set Stn+ tn+1C[t] is given measure µ(S)Xn in R(X), where S is a Lebesgue measurable subset
of C of positive finite measure µ(S).
The first elements of a theory of harmonic analysis are then presented for fields which are
self-dual in a certain sense. Not all functions occuring belong to the space of integrable functions
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already considered, and so the integral is extended. A Fourier transform is defined and a double
transform formula proved.
There then appears a short section on integrating over the multiplicative group of F . Here
we generalise the relationship d
×
x = |x|−1d+x between the multiplicative and additive Haar
measures of a local field.
If F is a higher dimensional local field then the main results of the aforementioned sections
reduce to results of Fesenko in [5] (henceforth referred to as [AoAS]) and [6]. However, the
results here are much more general (and abstract); in particular, if F is archimedean then
we provide proofs of claims in [5] regarding higher dimensional archimedean local fields, and
whereas those papers work with complete fields, we require no topological conditions. The more
abstract approach to the integral developed in this paper appears to be powerful; the author
has also used it to prove Fubini’s theorem for certain repeated integrals over F ×F and deduce
the existence of a translation invariant integral on GLn(F ).
In the final sections of the paper, we consider various zeta integrals. Firstly, parts of the
theory of local zeta integrals over F are lifted to F . In doing so we are lead to consider certain
divergent integrals related to quantum field theory and we suggest a method of obtaining
epsilon constants from such integrals.
We then consider zeta integrals over the local field F ; a modified Fourier transform f 7→ f∗ is
defined (following Weil [23] and [AoAS] in the non-archimedean case) and we prove, following
the approaches of Tate and Weil, that it leads to a local functional equation, with appropriate
epsilon factor, with respect to s goes to 2− s:
Z(g∗, ω−1, 2− s) = ε∗(ω, s)Z(g, ω, s).
After explicitly calculating some ∗-transforms we use this functional equation to calculate the
∗-epsilon factors for all quasi-characters ω. These results on zeta integrals and epsilon factors
are then used to prove that ∗ is an endomorphism of S(K), which, though important, appears
not to have been considered before. When F is archimedean we define a new ∗-transform and
consider some examples.
Zeta integrals over the two-dimensional local field are then considered following [AoAS].
Lacking a measure theory on the topological K-group Ktop2 (F ) (the appropriate object for
class field theory of F ; see [3]), a zeta integral over (a subgroup of) F× × F× is considered:
ζ(f, χ, s) =
∫F××F×
f(x, y)χ ◦ t(x, y)|t(x, y)|s charT (x, y) d
×
xd
×
y.
Analytic continuation and functional equation are established for certain quasi-characters;
indeed in these cases the functional equation, and explicit L-functions and epsilon factors,
follow from properties of the ∗-transform on F . Our results are compared with [AoAS].
The advantages of our new approach to the integration theory are apparent in these chapters
on local zeta integrals. Our approach is to lift known results up from the local field F , rather
than try to generalise the proof for a local field to the two-dimensional field. For example, we
therefore immediately know that many of our local zeta functions have analytic continuation.
Apparently complicated integrals on F reduce to familiar integrals over F where manipulations
are easier; for example, we may work at the level of F even though we are calculating epsilon
factors for two-dimensional zeta integrals.
The appendices are used to discuss theory which would otherwise interrupt the paper. Firstly,
the set manipulations in [AoAS] (use to prove that the measure is well-defined) are reproved
here more abstractly. Secondly we discuss what we mean by a holomorphic function taking
values in a complex vector space; this allow us to discuss analytic continuation of our zeta
functions. Finally the extension of the integration theory to F ×F is considered; no proofs are
given and similar results may be found in [19].
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Notation
Let Γ be a totally ordered group and F a field with a valuation ν : F× → Γ with residue field
F , ring of integers OF and residue map ρ : OF → F (also denoted by an overline). Suppose
further that the valuation is split; that is, there exists a homomorphism t : Γ → F× such
that ν ◦ t = idΓ. The splitting of the valuation induces a homomorphism η : F
× → F
×
by
x 7→ xt(−ν(x)). Assume also that Γ contains a minimal positive element, denoted 1.
Sets of the form a + t(γ)OF are called translated fractional ideals; γ is referred to as the
height of the set.
C(Γ) denotes the field of fractions of the complex group algebra CΓ of Γ; the basis element
of the group algebra corresponding to γ ∈ Γ shall be written as Xγ rather than as γ. With
this notation, XγXδ = Xγ+δ. Note that if Γ is a free abelian group of finite rank n, then C(Γ)
is isomorphic to the rational function field C(X1, . . . , Xn).
We fix a choice of Haar measure on F ; occasionally, for convenience, we shall assume that
OF has measure one. The measure on F
×
is chosen to satisfy d
×
x = |x|−1d+x.
Remark. The assumptions above hold for a higher dimensional local field. For basic
definitions and properties of such fields, see [7].
Indeed, suppose that F = Fn is a higher dimensional local field of dimension n ≥ 2: we allow
the case in which F1 is an archimedean local field. If F1 is non-archimedean, instead of the
usual rank n valuation v : F× → Zn, let ν be the n − 1 components of v corresponding to
the fields Fn, . . . , F2; note that v = (νF ◦ η, ν). If F1 is archimedean, then F may be similarly
viewed as an valuation field with value group Zn−1 and residue field F1.
The residue field of F with respect to ν is the local field F = F1. If F is non-archimedean,
then the ring of integers OF of F with respect to the rank n valuation is equal to ρ
−1(OF ),
while the groups of units O×F with respect to the rank n valuation is equal to ρ
−1(O×
F
).
The primary reference for this work is [5], to which we will refer as [AoAS].
Acknowledgements
I am grateful for useful discussions with I. Fesenko.
1. Integration on F
In this section we explain a basic theory of integration on F . The following definition is
fundamental:
Definition 1.1. Let f be a function on F taking values in an abelian group A; let a ∈ F ,
γ ∈ Γ. The lift of f at a, γ is the A-valued function on F defined by
fa,γ(x) =
{
f((x− a)t(−γ)) x ∈ a+ t(γ)OF
0 otherwise
In other words,
f0,0(x) =
{
f(x) x ∈ OF
0 otherwise
and fa,γ(a+ t(γ)x) = f0,0(x) for all x.
It is useful to determine how lifted functions behave on translated fractional ideals:
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Lemma 1.2. Let fa,γ be a lifted function as in the definition; let b ∈ F , δ ∈ Γ. Then for
all x in OF ,
case δ > γ
fa,γ(b+ t(δ)x) =
{
f((b− a)t(−γ)) b ∈ a+ t(γ)OF
0 otherwise
case δ = γ
fa,γ(b + t(δ)x) =
{
f((b− a)t(−γ) + x) b ∈ a+ t(γ)OF
0 otherwise
case δ < γ
fa,γ(b+ t(δ)x) =
{
f((b+ t(δ)x − a)t(−γ)) x ∈ (a− b)t(δ)−1 + t(γ − δ)OF
0 otherwise
In particular in this final case, if x, y ∈ OF are such that f
a,γ(b+ t(δ)x) and fa,γ(b+ t(δ)y)
are non-zero, then x = y.
Proof. This follows from the definition of a lifted function by direct verification.
Let L be the space of complex-valued Haar integrable functions on F .
Remark 1.3.
(i) For a ∈ F, γ ∈ Γ, let La,γ denote the space of complex valued functions on F of the
form fa,γ , for f ∈ L. Suppose a1 + t(γ1)OF = a2 + t(γ2)OF . Then γ1 = γ2 and
fa1,γ1(x) = fa2,γ2(x+ a2 − a1) = g
a2,γ2(x)
where g ∈ L is the function g(y) = f(y + (a2 − a1)t(−γ2)). Hence L
a1,γ1 = La2,γ2 .
(ii) Given a lifted function fa,γ and τ ∈ F , then the translated function x 7→ fa,γ(x+ τ) is
the lift of f at a− τ, γ
Definition 1.4. For J = a+ t(γ)OF a translated fractional ideal of F , define L(J) to be
the space of complex-valued functions of F of the form fa,γ , for f ∈ L.
Introduce an integral on L(J) by ∫J
: L → C
fa,γ 7→
∫
F
f(u) du.
By remarks 1.3 and translation invariance of the Haar integral on L, the integral is well-
defined (ie. independent of a, γ).
Proposition 1.5. The spaces L(J), as J varies over all translated fractional ideals, are
linearly independent.
Proof. Let Ji, for i = 1 . . . , n, be distinct translated fractional ideals, of height γi say.
Suppose fi ∈ L
Ji for each i, with
∑
i fi = 0. We prove that fi = 0 for all i by induction on n.
We may suppose that γ1 ≤ γ2 ≤ · · · ≤ γn; write Ji = ai + t(γi)OF .
If γ1 < γ2 then
f1(a1 + t(γ1)x) = −
∑
i>1
fi(a1 + t(γ1)x)
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for all x ∈ OF . The first case of lemma 1.2 implies that f1 is therefore the lift of a constant
function, and so f1 = 0 (for L contains no other constant function). The assertion now follows
by the inductive hypothesis.
If γ1 = γ2 then the linear dependence relation breaks into two separate relations:∑
i : Ji⊆J1
fi = 0,
∑
i : Ji⊆J2
fi = 0.
The inductive hypothesis implies that fi = 0 for all i.
This linear independence result clearly allows us to extend the
∫J
, as J varies over all
translated fractional ideals, to a single functional:
Definition 1.6. Let L(F )C be the space of complex-valued functions spanned by L(J) for
all translated fractional ideals J . Let
∫F
: L(F )C → C(Γ) denote the unique linear map such
that if f ∈ L(J) for some J of height γ, then
∫F
(f) =
∫J
(f) Xγ .
L(F )C will be referred to as the space of complex-valued integrable functions on F .
Remarks 1.3 imply that L(F )C is closed under translation from F and that
∫F
is translation
invariant. We will of course usually write
∫F
f(x) dx in place of
∫F
(f)
Remark 1.7. If A were an arbitrary C-algebra and elements cγ ∈ A were given for each
γ ∈ Γ, we could define an A-valued linear translation invariant integral on L(F ) by replacing
Xγ by cγ in the previous definition. However, using X
γ ensures compatibility of the integral
with the multiplicative group F×, in that it implies the existence of an absolute value with
expected properties; see lemma 4.1.
This phenomenon also appears when extending the integration theory to Fn, Mn(F ), and
GLn(F ). The best results are obtained not simply by trying integrate over a single algebraic
group as a closed problem, but by taking into account the action of other groups on it.
Remark 1.8. We consider how L(F )C and
∫F
depend on t.
Let t′ be another splitting of the valuation: that is, t′ is a homomorphism from Γ to F×
with ν ◦ t′ = idΓ. Then there is a homomorphism u : Γ→ O
×
F which satisfies t(γ) = u(γ)t
′(γ)
for γ ∈ Γ. Let g ∈ L, a ∈ F , and γ ∈ Γ; let f be the lift of g at a, γ with respect to t,
and f ′ the lift of g at a, γ with respect to t′. Thus, by definition, f and f ′ both vanish off
J = a+ t(γ)OF = a+ t
′(γ)OF , and for x ∈ OF ,
f(a+ t(γ)x) = g(x), f ′(a+ t′(γ)x) = g(x).
Therefore f ′(a+ t(γ)x) = g(u(γ)
−1
x) and so
∫J
(f ′) = |u(γ)|
∫
g(y) dy = |u(γ)|
∫J
(f).
Let
∫J,t′
(resp.
∫F,t′
) denote the integral over J (resp. F ) with respect to t′; the previous para-
graph proves that
∫J
= |u(γ)|
∫J,t′
. Let σ : C(Γ) → C(Γ) be the C-linear field automorphism
of C(Γ) given by σ(Xγ) = |u(γ)|Xγ , for γ ∈ Γ. Then for all f ∈ L(F ), the identity
∫F
f(x) dx = σ
(∫F,t′
f(x) dx
)
follows.
Proposition 1.9. If f belongs to L(F )C, then so does x 7→ |f(x)|.
Proof. The statement with L in place of L(F )C is true by definition of Haar integrability;
hence the statement is true for L(J), for J any translated fractional ideal.
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Now suppose that f =
∑n
i=1 fi, with fi ∈ L
Ji say; we shall prove the result by induction,
having done the case n = 1. We may assume that γ1 ≤ · · · ≤ γn, where γi is the height of Ji.
If Jn = Jr for any r 6= n, then fn + fr ∈ L
Jn , from which the result follows by the inductive
hypothesis.
Now suppose Jn 6= Jr for any r 6= n; let a ∈ J . We claim that the identity fr(x) = fr(a)
holds for all r 6= n and x ∈ Jn; indeed if γr = γn, then both sides vanish, and if γr < γn then
it follows from the first case of lemma 1.2. With the claim established, the identity
|f | = |
n−1∑
i=1
fi|+ |fn +
n−1∑
i=1
fi(a)| − |
n−1∑
i=1
fi(a)|
is easily verified, and so the proof will be complete if we can show that
|fn +
n−1∑
i=1
fi(a)| − |
n−1∑
i=1
fi(a)| (∗)
belongs to L(F )C. Write fn = g
a,γn for some g ∈ L; then the function (∗) is the lift at a, γ2 of
the Haar integrable function |g +
∑n−1
i=1 fi(a)| − |
∑n−1
i=1 fi(a)|.
Although L(F )C is closed under taking absolute values, the following examples show that it
that there is some unusual associated behaviour.
Example 1.10. Introduce f1 = char
0,0
{0}, the characteristic function of t(1)OF , and f2 =
−2char0,γS where S is a Haar measurable subset of F with measure 1 and γ is a positive element
of Γ. Let f = f1 + f2.
(i) Firstly we claim that the following hold:∫F
|f(x)| dx = 0,
∫F
f(x) dx = −2Xγ.
Indeed, the second identity is immediate from the definition of the integral. For the first
identity, note that as in the proof of the previous proposition (with n = 2),
|f | = |f1|+ |f2 + f1(0)| − |f1(0)|.
Further, f1(0) = 1 and the function |f2+1| is identically 1. So |f | = char
0,0
{0}, from which
the first identity follows.
(ii) Secondly, the considerations above imply∫F
|f(x)| dx =
∫F
|f1(x)| dx = 0,
∫F
|f(x)− f1(x)| dx = −2X
γ
(iii) Finally, consider the translated function f ′(x) = f(x− a), where a is any element of F
not in OF . Then f
′ and f have disjoint support and so∫F
|f(x)− f ′(x)| dx =
∫F
|f(x)|+ |f ′(x)| dx
=
∫F
|f(x)| dx+
∫F
|f ′(x)| dx = 0
by translation invariance of the integral. Also,
∫F
f(x) − f ′(x) dx = 0. Thus g =
f − f ′ provides an example of a complex-valued integrable function on F such that∫F
|g(x)| dx =
∫F
g(x) dx = 0, but where the components of g in each L(J) are lifts of
non-null functions.
As will become apparent, it is more natural to integrate C(Γ)-valued functions on F than
complex-valued ones, so we define our main class of functions as follows:
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Definition 1.11. A C(Γ)-valued function on F will be said to be integrable if and only if
it has the form x 7→
∑
i fi(x) pi for finitely many fi ∈ L(F )C and pi ∈ C(Γ). The integral of
such a function is defined to be∫F
f(x) dx =
∑
i
∫F
fi(x) dx pi.
This is well defined. The C(Γ) space of all such functions will be denoted L(F ); the integral is
a C(Γ)-linear functional on this space.
In other words, L(F ) = LC(F )⊗C C(Γ) and the integral is extended in the natural way.
The integrable functions which are complex-valued are precisely L(F )C ⊂ L(F ), so there is
no ambiguity in the phrase ’complex-valued integrable function’.
For the sake of completeness, we summarise this section as follows:
Proposition 1.12. L(F ) is the smallest C(Γ) space of C(Γ)-valued functions on F which
contain ga,γ for all g ∈ L, a ∈ F , γ ∈ Γ. There is a (necessarily unique) C(Γ)-linear functional∫F
on L(F ) which satisfies ∫F
ga,γ(x) dx =
∫
F
g(u) duXγ.
L(F ) is closed under translation and
∫F
is translation invariant.
1.1. Generalisations
Let us discuss several extensions of the theory.
Abstraction Examination of the proofs in this section leads to the the following abstraction
of the theory:
Let F ′, ν′, t′,Γ′ satisfy the same conditions as F, ν, t,Γ, except that we do not suppose F
′
is a local field. Let L be an arbitrary field, and L′ an L space of L-valued functions on F
′
,
equipped with an L-linear functional I, with the following properties:
(i) L′ is closed under translation from F
′
and I is translation invariant (ie. f ∈ L′ and
a ∈ F
′
implies y 7→ f(y + a) is in L′ with image under I equal to I(f)).
(ii) L′ contains no non-zero constant functions.
Let L′(F ′) be the smallest L(Γ′) space of L(Γ′)-valued functions on F which contains fa,γ
for f ∈ L′, a ∈ F ′, γ ∈ Γ′. Then there is a (necessarily) unique L(Γ′)-linear functional IF
′
on L′(F ′) which satisfies IF
′
(fa,γ) = I(f)Xγ . Further, the pair L′(F ′), IF
′
satisfy (i) and (ii)
with the field L(Γ′) in place of L.
Integration on F × F See appendix C.
2. Measure theory
In this section we recover a basic measure theory from the integration theory; results of
[AoAS] are reproduced and extended.
Definition 2.1. A distinguished subset of F is a set of the form a + ρ−1(S)t(γ), where
a ∈ F , γ ∈ Γ, and S is a subset of F of finite Haar measure. γ is said to be the level of the set.
Let D denote the set of all distinguished subsets of F ; let R denote the ring of sets generated
by D (see the appendix for the definition of ’ring’).
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Remark 2.2. Note that the characteristic function of a distinguished set a + ρ−1(S)t(γ)
is precisely the lift of the characteristic function of S at a, γ. Proposition 1.5 proves that if
a1 + ρ
−1(S1)t(γ1) = a2 + ρ
−1(S2)t(γ2), then γ1 = γ2 and S1 is a translate of S2. In particular,
the level is well defined.
Lemma 2.3. Let Ai = ai + ρ
−1(Si)t(γi), i = 1, 2, be distinguished sets with non-empty
intersection.
- If γ1 = γ2, then A1 ∩ A2 and A1 ∪A2 are distinguished sets of level γ1.
- If γ1 6= γ2, then A1 ⊆ A2 if γ1 > γ2, and A2 ⊆ A1 if γ2 > γ1.
Proof. This is immediate from the definition of a distinguished set.
Referring to the appendix, it has just been shown that D is a d-class of sets. By proposition
A.9, the characteristic function of any set in R may be written as the difference of two sums,
each of characteristic functions of sets in D; therefore the characteristic function of any set in
R belongs to L(F )C.
Definition 2.4. Define the measure µF (W ) of a set W in R by
µF (W ) =
∫F
charW (x) dx.
By the properties of the integral, µF is a translation-invariant finitely additive set function
R→ RΓ (the real group algebra of Γ). For a distinguished set A = a+ ρ−1(S)t(γ), remark 2.2
implies
µF (A) =
∫F
(charA) =
∫F
(chara,γS ) = µ(S)X
γ ,
where µ denotes our choice of Haar measure on F . The following examples demonstrate the
unusual behaviour of this measure:
Example 2.5.
(i) For γ ∈ Γ, the set t(γ)OF = t(γ − 1)ρ
−1({0}) is distinguished, with measure zero.
(ii) Let S be a subset of F of finite measure. The set ρ−1(F \ S) = OF \ ρ
−1(S) belongs to
R and has measure −µ(S). Compare this with example 1.10
(iii) µF is not countably additive. Indeed, write F as a countable disjoint union of sets
of finite measure; F =
⊔
i Si say. Then OF =
⊔
i ρ
−1(Si) has measure zero, while∑
i µ
F (ρ−1(Si)) =∞.
(iv) Suppose that F = R. Set A2n−1 = nt(−1) + ρ
−1([0, 1/n]) and A2n = nt(−1) + ρ
−1(R \
[0, 1/n]) for all natural n. Then µF (A2n−1) = 1/n, µ
F (A2n) = −1/n, and
⊔
iAi =⊔
n nt(−1) +OF = t(−1)ρ
−1(N) has measure 0.
The series
∑
i µ
F (Ai) is conditionally convergent in R (ie. convergent, but not absolutely
convergent). By a theorem of Riemann (see eg. [1, chapter 8.18]), there exists, for any
real q, a permutation σ of N such that
∑
i µ
F (Aσ(i)) converges to q. But regardless of
the permutation, µF (
⊔
iAσ(i)) = 0.
Let us consider a couple of examples in greater detail and give a more explicit description
of the meausure:
Example 2.6.
(i) Suppose that F is an n-dimensional non-archimedean local field, with local parameters
t1, . . . , tn. Recall that we view F as a valued field over the local field F = F1, rather
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than over the finite field F0. The results of this section prove the existence of a finitely
additive set function µF on the appropriate ring of sets, taking values in R[X2, . . . , Xn],
which satisfies
µF (a+ tr11 . . . t
rn
n OF ) = q
−r1Xr22 . . . X
rn
n
for a ∈ F and integers ri. Here OF denotes the ring of integers of F with respect to the
rank n valuation.
However, we have not made use of any topological property of F ; in particular, this
result holds for an arbitrary field with value group Zn−1 and a non-archimedean local
field as residue field. This measure theory therefore extends that developed in [AoAS],
while also providing proofs of statements in [AoAS] for the case in which the local field
is archimedean.
(ii) Suppose that F = F ((t)), the field of formal Laurent series over F , or F = F (t), the
rational function field (here we write t = t(1)). Then a typical distinguished set has the
form
a(t) + Stn + tn+1F [[t]] (Laurent series case)
a(t) + Stn + tn+1F [t] (rational functions case)
for a(t) ∈ F , and S ⊂ F of finite Haar measure. Such a set has measure µ(S)Xn, where
µ denotes our choice of Haar measure on F .
3. Harmonic analysis on F
In this section, we develop elements of a theory of harmonic analysis on F .
Definition 3.1. Suppose that ψ : F → S1 is a homomorphism of the additive group of F
into the group of complex numbers of unit modulus. Then ψ is said to be a good character of
F if it is trivial, or if it satisfies the following two conditions:
(i) There exists f ∈ Γ such that ψ is trivial on t(f)OF , but non-trivial on t(f − 1)OF ; f is
said to be the conductor of ψ.
(ii) The conductor ψ of the additive group of F defined by ψ(x) = ψ(t(f−1)x), for x ∈ OF ,
is continuous.
The conductor of the trivial character may be said to be −∞. The induced character on F as
in (ii) will be always be denoted ψ.
The definition of a good character is designed to replace the continuity assumption which
would be imposed if F had a topology.
Example 3.2. Suppose that F = F ((t)), the field of formal Laurent series over F (here
t(1) = t). Let ψF be a continuous character of F . Then
∑
i ait
i 7→ ψF (an) is a good character
of F of conductor n+ 1 and induced character ψF .
Lemma 3.3. Suppose that ψ is a good character of F of conductor f; let a ∈ F . Then
x 7→ ψ(ax) is a good character of F , with conductor f− ν(a); the character induced on F by
x 7→ ψ(ax) is y 7→ ψ(η(a)y).
Proof. This is easily checked.
Given ψ, a as in the previous lemma we will write ψa for the translated character x 7→ ψ(ax)
(and we employ similar notation for characters of F ).
Before proceeding, we must make a simple assumption:
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We assume that a non-trivial good character ψ exists on F .
By the previous lemma we assume further that ψ has conductor 1, and we fix such a character
for this section. With this choice of conductor, x ∈ OF implies ψ(x) = ψ(x). We will take
Fourier transforms of integrable functions g on F with respect to the character ψ; that is,
gˆ(x) =
∫
g(y)ψ(xy)dy.
Let L(F, ψ) denote the C(Γ) space of C(Γ)-valued functions on F spanned by fψa, for
f ∈ L(F ), a ∈ F . The aim of this section is proposition 3.7, which states that the integral has
a unique translation invariant extension to this space of functions.
Remark 3.4. Such a character certainly exists on a higher local field. Indeed, such a field
is self-dual: If ψ, ψ1 are good characters with ψ non-trivial then there is α ∈ F
× such that
ψ(x) = ψ1(αx) for all x ∈ F . For more details, see [AoAS] section 3.
It is convenient for the following results to write Lγ (where γ ∈ Γ) for the sum of the spaces
L(J) over all translated fractional ideals of height γ; this sum is direct by proposition 1.5. Note
that if f ∈ Lγ and a ∈ F with ν(a) > γ then f(x+ a) = f(x) for all x ∈ F .
Certain products of an integrable function with a good character are still integrable:
Lemma 3.5. Let J = a+ t(γ)OF be a translated fractional ideal and α ∈ F . If γ = −ν(α),
then ψαcharJ is the lift of ψ(αa)ψη(α) at a, γ; if γ > −ν(α), then ψα is constantly ψ(αa) on J .
Therefore, if γ ≥ −ν(α) and f is in Lγ then fψα is also in L
γ .
Proof. The identities may be easily verified by evaluating at on a + t(γ)OF . The final
statement follows by linearity.
In contrast with the previous lemma we now consider the case γ ≤ −ν(α):
Lemma 3.6. Let αi, γi be finitely many (1 ≤ i ≤ m, say) elements of F,Γ respectively,
and let fi ∈ L
γi for each i. Suppose further that ν(αi) < −γi for each i and that
∑
i fiψαi is
integrable on F . Then
∫F ∑
i fiψαi = 0.
Proof. The result is proved by induction on m. Let y ∈ t(−ν(αm))OF satisfy ψαm(y) 6= 1.
The functions
x 7→
∑
i
fi(x+ y)ψαi(x + y) =
∑
i
ψαi(y)fi(x+ y)ψαi(x)
x 7→
∑
i
ψαm(y)fi(x)ψαi (x)
are integrable on F , the first having integral equal to that of
∑
i fiψαi by translation invariance
of
∫F
. Taking the difference of the two functions, noting that fm(x+y) = fm(x), and applying
the inductive hypothesis, obtains∫F∑
i
fi(x)ψαi(x) = ψam(y)
∫F∑
i
fi(x)ψαi(x),
competing the proof.
The main result of this section may now be proved:
Proposition 3.7.
∫F
has a unique extension to a translation-invariant C(Γ)-linear func-
tional on L(F, ψ).
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Proof. To prove uniqueness, suppose that I is a translation-invariant C(Γ)-linear functional
on L(F, ψ) which vanishes on L(F ). We claim that I is everywhere zero; by linearity it suffices
to check that I vanishes on fψα for f ∈ L
γ (any γ ∈ Γ) and α ∈ F . If γ > −ν(a), then
fψα is integrable by lemma 3.5 and so I(fψα) = 0. If γ ≤ −ν(α), then let y ∈ t(−ν(α))OF
satisfy ψα(y) 6= 1; as in lemma 3.6 the identity I(fψα) = ψα(y)I(fψα) follows from translation
invariance of I. This completes the proof of uniqueness.
To prove existence, suppose first that f ∈ L(F, ψ) is complex-valued, and write f =
∑
i fiψαi ,
for finitely many αi ∈ F , and fi ∈ L
γi say. Attempt to define
I(f) =
∑
i : γi≥−ν(αi)
∫F
fi(x)ψαi (x) dx.
We claim that this is well-defined. Indeed, if f = 0, then function∑
i : γ<−ν(αi)
fiψαi = −
∑
i : γ≥−ν(αi)
fiψαi
lies in LF by lemma 3.5. By lemma 3.6, the function has integral equal to zero, and so
0 =
∫F ∑
i : γ≥−ν(αi)
fi(x)ψαi (x) dx =
∑
i : γ≥−ν(αi)
∫F
fi(x)ψαi (x) dx.
This proves that I is well-defined.
I extends to L(F, ψ) by setting I(
∑
j gj X
γj) =
∑
j I(gj)X
γj for finitely many complex-
valued gj in L(F ) and γj in Γ. Translation invariance of I follows from translation invariance
of
∫F
.
We shall denote the extension of
∫F
to L(F, ψ) by
∫F
.
Remark 3.8. The previous results maybe easily modified to prove that there is a unique
extension of
∫F
to a translation-invariant C(Γ)-linear function on the space spanned by fΨ for
f ∈ L(F ) and Ψ any good character.
Example 3.9. Compare with [AoAS] section 7, example. Suppose that F is non-archimedean,
with prime pi and residue field of cardinality q. Let w = (νF ◦ η, ν) be the valuation on F with
value group Z × Γ (ordered lexicographically from the right), with respect to which F has
residue field Fq. Let a ∈ F , γ ∈ Γ, j ∈ Z; then
∫F
ψa(x)chart(γ)ρ−1(pijOF )(x) dx =

0 γ < −ν(a)∫
pijOF
ψ(η(a)y) dyXγ γ = −ν(a)∫F
chart(γ)ρ−1(pijOF )(x) dx γ > −ν(a)
Suppose further, for simplicity, that ψ is trivial on piOF but not on OF , and that the Haar
measure on F has been chosen such that OF has measure 1; then
∫
pijOF
ψ(η(a)y) dy =
{
0 j ≤ −νF (η(a))
q−jµ(OF ) j > −νF (η(a))
Therefore
∫F
ψa(x)chart(γ)ρ−1(pijOF )(x) =
{
0 w(a) < (−j + 1,−γ)
q−jXγ w(a) ≥ (−j + 1,−γ),
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Finally, as chart(γ)ρ−1(pijO×
F
) = chart(γ)ρ−1(pijOF ) − chart(γ)ρ−1(pij+1OF ), it follows that
∫F
ψa(x)chart(γ)ρ−1(pijO×
F
)(x) dx =

0 w(a) < (−j,−γ)
q−j−1Xγ w(a) = (−j,−γ)
q−j(1− q−1)Xγ w(a) > (−j,−γ)
3.1. Harmonic Analysis
Now that we can integrate products of functions and characters, we may define a Fourier
transform on F :
Definition 3.10. Let f be in L(F, ψ). The Fourier transform of f , denoted fˆ , is the
C(Γ)-valued function on F defined by fˆ(x) =
∫F
f(y)ψ(xy) dy.
The Fourier transforms on F and F are related as follows:
Proposition 3.11. Let g be Haar integrable on F , and γ ∈ Γ, a, b ∈ F ; set f = ga,γψb,
the product of a lifted function with a good character. Then
fˆ = ψ(ab)gˆ−b,−γψaX
γ
where gˆ is the Fourier transform of g with respect to ψ.
Proof. By definition of the Fourier transform, x ∈ F implies
fˆ(x) =
∫F
ga,γ(y)ψ((b + x)y) dy. (∗)
This is zero if γ < −ν(b+x) ie. if x /∈ −b+t(−γ)OF . Conversely, suppose that x = −b+t(−γ)x0,
where x0 ∈ OF ; then the integrand in (∗) is
ga,γψt(−γ)x0 = ψ(t(−γ)ax0)g
a,γψ
a,γ
x0 ,
an identity which is easy checked by evaluating on a+ t(γ)OF . So
fˆ(x) = ψ(t(−γ)ay)
∫F
ga,γ(y)ψ
a,γ
x0 (y) dy
= ψ(t(−γ)ay)gˆ(x0)X
γ
= ψ(a(x+ b))gˆ(x0)X
γ ,
which completes the proof.
Let S(F, ψ) denote the subspace of L(F, ψ) spanned over C(Γ) by functions of the form
ga,γψb, for g a Schwartz-Bruhat function on F , γ ∈ Γ, a, b ∈ F . Recall that the Schwartz-
Bruhat space on F is invariant under the Fourier transform and that there exists a positive
real λ such that for any Schwartz-Bruhat function g, Fourier inversion holds: ˆˆg(x) = λg(−x)
for all x ∈ F . The following proposition extends these results to F :
Proposition 3.12. The space S(F, ψ) is invariant under the Fourier transform. For f in
S(F, ψ), a double transform formula holds:
ˆˆ
f(x) = λf(−x) for all x ∈ F .
Proof. By linearity it suffices to consider the case f = ga,γψb, for γ ∈ Γ, a, b ∈ F , and g a
Schwartz-Bruhat function on F . Then fˆ = ψ(ab)gˆ−b,−γψaX
γ belongs to S(F, ψ) and so
ˆˆ
f = ψ(ab)ψ(−ba)ˆˆg−a,γψ−bX
−γXg = (ˆˆg)−a,γψ−b,
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by proposition 3.11. Apply the inversion formula for g to complete the proof.
Remark 3.13. Let us consider the dependence of theory on the choice of character ψ; let
ψ′ be another good character of F . In the interesting case of a higher local field, self-duality
suggests that we may restrict attention to the case ψ′ = ψα for some α ∈ F
×; so we assume
henceforth that ψ′ = ψα. Then L(F, ψ) = L(F, ψ
′), where L(F, ψ′) is defined in the same
way as L(F, ψ) but replacing ψ by ψ′; further, the uniqueness of the extension of
∫F
given by
proposition 3.7 shows that the this extension does not depend on ψ.
Let f be the conductor of ψ′, and ψ′ the induced character of F ; thus ψ′(x) = ψ′(t(f− 1)x)
for x ∈ OF . By lemma 3.3, ψ′ = ψη(α), and f = 1− ν(α).
Let g be Haar integrable on F , and γ ∈ Γ, a, b ∈ F ; set f = ga,γψb. Let fˇ denote the Fourier
transform of f with respect to ψ′; then for y ∈ F ,
fˇ(y) =
∫F
f(x)ψ′(yx) dx
= ̂ga,γψαb(αy)
= ψ(αab)gˆ−αb,−γ(αy)ψa(αy)X
γ ,
by proposition 3.11. Further, y 7→ gˆ−αb,−γ(αy) is the lift of v 7→ gˆ(η(α)v) at −b,−γ− ν(α), an
identity easily proved (or see the proof of lemma 4.1). Also, gˆ(η(α)v) = gˇ(v), where gˇ is the
Fourier transform of g with respect to ψ
′
, and so the analogue of proposition 3.11 follows:
fˇ = ψ′(ab)gˇ−b,−γ−ν(α)ψ′aX
γ .
For f in S(F, ψ′) = S(F, ψ), the analogue of proposition 3.12 now follows: ˇˇf = ˇˇg−a,γψ′−bX
−ν(α).
That is,
ˇˇf(x) = λ′f(−x)X f−1
for all x ∈ F , where λ′ is the double transform constant associated to ψ′ (see the paragraph
preceding proposition 3.12).
4. Integration on F×
In this section, we consider integration over the multiplicative group F×. By analogy with
the case of a local field, we are interested in those functions φ of F× for which x 7→ φ(x)|x|−1
is integrable on F , where | · | is a certain modulus defined below.
4.1. Integration on F×
Let | · | = | · |F denote the absolute value on F normalised by the condition
∫
g(αx) dx =
|α|−1
∫
g(x) dx for g ∈ L, α ∈ F×. First we lift this absolute value to F :
Lemma 4.1. Let f be a C(Γ)-valued integrable function on F and α ∈ F×. Then the scaled
function x 7→ f(αx) also belongs to L(F ), and
∫F
f(αx) dx = |η(α)|−1X−ν(α)
∫F
f(x) dx.
Proof. By linearity we may assume that f is the lift of a function from L; f = ga,γ say.
Then for all x ∈ α−1(a+ t(γ)OF ),
f(αx) = g((αx − a)t(−γ)) = g(η(α) (x− α−1a)t(ν(α) − γ))
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So the function x 7→ f(αx) is the lift of the function y 7→ g(η(α)y) at α−1a, γ− ν(α). This has
integral ∫
F
g(η(α)y) dy Xγ−ν(α) = |η(α)|−1
∫
F
g(y) dyXγX−ν(α)
= |η(α)|−1X−ν(α)
∫F
f(x) dx,
as required.
Remark 4.2. Lemma 4.1 remains valid if L(F ) is replaced by L(F, ψ).
The lemma and remark suggest the follows definition:
Definition 4.3. Let α be in F×; the absolute value of α is |α| = |η(α)|Xν(α).
Let L(F×, ψ) be the set of C(Γ)-valued functions φ on F× for which x 7→ φ(x)|x|−1, a
function of F×, may be extended to F to give a function in L(F, ψ). The integral of such a
function over F× is defined to be∫F×
φ(x) d
×
x =
∫F
φ(x)|x|−1 dx,
where the integrand on the right is really the extension of the function to F .
Remark 4.4. There is no ambiguity in the definition of the integral over F×, for x 7→
φ(x)|x|−1 can have at most one extension to L(F, ψ). This follows from the fact that L(F, ψ)
does not contain char{0}.
L(F×, ψ) is a C(Γ)-space of C(Γ)-valued functions, and
∫F×
is a C(Γ)-linear functional.
Moreover, the integral is invariant under multiplication in the following sense:
Proposition 4.5. If φ belongs to L(F×, ψ) and α is in F×, then x 7→ φ(αx) belongs to
L(F×, φ) and
∫F×
φ(αx) d
×
x =
∫F×
φ(x) d
×
x.
Proof. Let x 7→ φ(x)|x|−1 be the restriction to F× of f ∈ L(F, ψ), say. Then x 7→
φ(αx)|x|−1 = |α|φ(αx)|αx|−1 is the restriction to F× of x 7→ |α|f(αx), which belongs to
L(F, ψ) by lemma 4.1. By the same lemma,
∫F×
φ(αx) d
×
x =
∫F
|α|f(αx)|x|−1 dx
= |α||α|−1
∫F
f(x) dx
=
∫F×
φ(x) d
×
x,
as required.
Example 4.6. Let us evaluate a couple of integrals on F×.
(i) Let g be Haar integrable on F , a ∈ F , γ ∈ Γ, and assume 0 /∈ a+ t(γ)OF . Let φ be the
restriction of ga,γ to F×. Then φ ∈ L(F×, ψ), and
∫F×
φ(x) d
×
x = |a|−1
∫F
ga,γ(x) dx.
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Indeed, x ∈ a+ t(γ)OF implies η(x) = η(a), and so x 7→ φ(x)|x|
−1 is the restriction of
|a|−1ga,γ to F×.
(ii) Let g be Haar integrable on F
×
, and let φ be the function on F× which vanishes off
O×F and satisfies φ(x) = g(x) for x ∈ OF . Then φ ∈ L(F
×, ψ) and
∫F×
φ(x) d
×
x =
∫
g(x)|x|−1 dx.
Indeed, let h be the extension of x 7→ g(x)|x|−1 to F defined by h(0) = 0. Then h
is Haar integrable on F , and h0,0 ∈ L(F ) restricts to the function of F× given by
x 7→ φ(x)|x|−1.
5. Local zeta integrals
In the remainder of the paper we will discuss (generalisations of) local zeta integrals. We
now state the main results of local zeta integrals for the local field F ; see [18, chapter I.2].
Let g be a Schwartz-Bruhat function on F , ω a quasi-character of F
×
, and s complex. The
associated local zeta integral on F is
ζF (g, ω, s) =
∫
F
×
g(x)ω(x)|x|s d
×
x;
this is well-defined (ie. the integrand is integrable) for Re(s) sufficiently large. Associated to the
character ω there is a meromorphic function L(ω, s), the local L-function, with the following
properties:
(AC) Analytic continuation, with the poles ’bounded’ by the L-function: for all Schwartz-
Bruhat functions g, ζF (g, ω, s)/L(ω, s), which initially only defines a holomorphic func-
tion for Re(s) sufficiently large, in fact has analytic continuation to an entire function
ZF (g, ω, s)
of s.
(L) ’Minimality’ of the L-function: there is a Schwartz-Bruhat function g for which
ZF (g, ω, s) = 1
for all s.
(FE) Functional equation: there is an entire function ε(ω, s), such that for all Schwartz-Bruhat
functions g,
ZF (gˆ, ω
−1, 1− s) = ε(ω, s)ZF (g, ω, s).
Moreover, ε(χ, s) is of exponential type; that is ε(χ, s) = aqbs for some complex a and
integer b.
Having lifted aspects of additive measure, multiplicative measure, and harmonic analysis
from the local field F up to F , we now turn to lifting these results for local zeta integrals.
Later, in section 7, we will assume that F is a two-dimensional local field and consider a
different, more arithmetic, local zeta integral. To avoid confusion between the two we may
later refer to those in this section as being one-dimensional; the terminology is justified by the
fact that this section concerns lifting the usual (one-dimensional) zeta integrals on F up to F .
Definition 5.1. For f in S(F, ψ), ω : O×F → C
× a homomorphism, and s complex, the
associated (one-dimensional) local zeta integral is
ζ1F (f, ω, s) =
∫F×
f(x)ω(x)|x|scharO×F
(x)d
×
x,
assuming that the integrand is integrable on F×.
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Remark 5.2. The inclusion of a charO×F
is solely for the benefit of the later study of
two-dimensional zeta integrals where integrals over O×F are more natural.
We will focus on the situation where ω is trivial on 1+ t(1)OF ; that is, there is a homomor-
phism ω : F
×
→ C× such that ω(x) = ω(x) for all x ∈ O×F . If this induced homomorphism
ω is actually a quasi-character (ie. if it is continuous), then we will say that ω is a good
(multiplicative) character.
5.1. Explicit calculations and analytic continuation
We now perform explicit calculations to obtain formulae for local zeta integrals attached to
a good character:
Lemma 5.3. Let ω be a good character of O×F ; let f = g
a,γψb be the product of a lifted
function and a character, where g is Schwartz-Bruhat on F , a, b ∈ F , γ ∈ Γ. Then we have
explicit formulae for the local zeta integrals in the following cases:
(i) Suppose that ν(a) < min(γ, 0); or that 0 < ν(a) < γ; or that 0 < γ ≤ ν(a). Then
f(x)ω(x)|x|scharO×F
(x) = 0 for all x ∈ F , s ∈ C.
(ii) Suppose 0 = ν(a) < γ. Then f(x)ω(x)|x|scharO×F
(x) = ω(a)|a|sf(x) for all x ∈ F ,
s ∈ C; the local zeta integral is well-defined for all s and is given by
ζ1F (f, ω, s) = ω(a)|a|
s−1
∫F
f(x) dx.
(iii) Suppose 0 = γ ≤ ν(a). Then the local zeta integral is well-defined for Re(s) sufficiently
large, and is given by
ζ1F (f, ω, s) =
{
ζF (g1ψb, w, s) if ν(b) ≥ 0
0 if ν(b) < 0
where g1 is the Schwartz-Bruhat function on F given by g1(u) = g(u− a).
Proof. In any of the cases in (i), f vanishes off O×F ; so f(x)charO×F
(x) = 0 for all x ∈ F .
In case (ii), a+ t(γ)OF is contained in O
×
F , and x ∈ a+ t(γ)OF implies ω(x)|x|
s = ω(a)|a|s;
this implies that f(x)ω(x)|x|scharO×F
(x) = f(x)ω(a)|a|scharO×F
(x) for all x ∈ F , s ∈ C.
Moreover, for all x ∈ F , these results again imply f(x)|x|−1 = f(x)|a|−1; therefore f is
integrable over F×, with
∫F×
f(x) d
×
x =
∫F
f(x) dx.
Finally we turn to case (iii). First note that ga,γω| · |s−1charO×F
is the lift of g1ω| · |
s−1char
F
×
at 0, 0. Now, if Re(s) is sufficiently large then the theory of local zeta integrals for F implies
that g1ω| · |
s−1char
F
× is integrable on F ; thus fω| · |s−1charO×F
is the restriction to F× of
(g1ω| · |
s−1char
F
×)0,0ψb, a function which belong to L(F, ψ).
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By definition of the integral on F× it follows that (for Re(s) sufficiently large) fω|·|s−1charO×F
belongs to L(F×, ψ), and
∫F×
f(x)ω(x)|x|scharO×F
(x) d
×
x =
∫F
(g1ω| · |
s−1char
F
×)0,0(x)ψb(x)dx
=

∫F
(g1ω| · |
s−1char
F
×)0,0(x) dx if ν(b) > 0∫F
(g1ω| · |
s−1char
F
×ψb)
0,0(x) dx if ν(b) = 0
0 if ν(b) < 0
=

∫
g1(u − a)ω(u)|u|
s−1char
F
×(u) du if ν(b) > 0∫
g1(u − a)ω(u)|u|
s−1char
F
×(u)ψb(u) du if ν(b) = 0
0 if ν(b) < 0
=

ζ(g1, w, s) if ν(b) > 0
ζ(g1ψb, w, s) if ν(b) = 0
0 if ν(b) < 0
as required.
Remark 5.4. Let ω and f = ga,γψb be as in the statement of the previous lemma. The
lemma treats all possible relations between ν(a), γ, and 0 with the exception of ν(a) ≥ γ < 0.
There are complications in this case: since fcharO×F
= f(0)charO×F
, we wish to calculate
ζ1F (f, ω, s) = f(0)
∫F×
ψb(x)ω(x)|x|charO×F
(x) d
×
x.
For example, if ψb has conductor 1 then
ψbω| · |
scharO×F
= (ψbw| · |
schar
F
×)0,0
and so the zeta integral is formally given by
ζ1F (f, ω, s) = f(0)
∫
F
×
ψb(x)ω(x)|x|
s d
×
x.
If F were finite then this would be a gaussian sum over a finite field, a standard ingredient of
local zeta integrals; with F a local field it is unclear how to interpret this but the following
examples provide insight.
Example 5.5. Suppose F is non-archimedean and consider the formal integral∫
F
×
ψK(x)ω(x) d
×
x
with ψK an additive character and ω a multiplicative quasi-character with Re(ω) > 0 (recall
that this is defined by |ω(x)| = |x|Re(ω) for all x). If n is a sufficiently small integer, then we
have a true integral ∫
w−1(n)
ψK(x)ω(x) d
×
x = 0,
where w is the discrete valuation of F ; so for n sufficiently small the value of the integral∫
{x:w(x)≥n}
ψK(x)ω(x) d
×
x = 0
does not depend on n. It seems reasonable to adopt this value as the meaning of the expression∫
F
× ψK(x)ω(x) d
×
x.
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Example 5.6. Suppose F = R and we wish to understand the formal integral∫∞
0
e2piix dx.
Replacing 2pii by some complex λ with Re(λ) < 0 gives a true integral with value∫∞
0
eλx dx = −1/λ.
Similarly we have ∫0
−∞
eλx dx = 1/λ
for Re(λ) > 0. This suggests that, formally,∫
R
e2piix dx =
∫0
−∞
e2piix dx+
∫∞
0
e2piix dx = 0
and ∫
R
e2piixsign(x) dx ==
∫0
−∞
e2piix dx −
∫∞
0
e2piix dx = i/pi
where sign(x) is the sign (±) of x.
The first of these integrals is already taken into account by our measure theory: if F = R((t))
and ψ is the character defined by ψ(
∑
n ant
n) = e2piia0 (see example 3.2), then ψcharOF belongs
to L(F, ψ) and
∫F
ψ(x)charOF (x) dx = 0. But ψcharOF is also the lift of x 7→ e
2pixi at 0, 0 so
formally
∫F
ψ(x)charOF (x) dx =
∫
R
e2piix dx.
Such manipulations of integrals are common in quantum field theory (see eg. [15]) and I am
grateful to Dr. Jorma Louko for discussions in this subject. That such integrals appear here
further suggests a possible relation between this theory and Feynman path integrals. More
evidence for such relations maybe found in sections 16 and 18 of [6].
Ignoring the complications caused by this difficult case we may now deduce the first main
properties of some local zeta functions. The appendix explains what is meant by a C(Γ)-valued
holomorphic function.
Proposition 5.7. Let ω be a good character of O×F , and let f be in S(F, ψ); assume that
f may be written as a finite sum of terms f =
∑
i g
ai,γi
i ψbi pi where each g
ai,γi
i ψbi is treated
by one of the cases of the previous lemma and pi ∈ C(Γ). Then
(i) For Re(s) sufficiently large, the integrand of the local zeta integral ζ1F (f, ω, s) is inte-
grable over F× and so the local zeta integral is well-defined.
(ii) ζF (f, ω, s)/L(ω, s) has entire analytic continuation: that is, there is a C(Γ)-valued holo-
morphic function Z1F (f, ω, s) on C which equals ζ
1
F (f, ω, s)/L(ω, s) for Re(s) sufficiently
large.
(iii) There is some function g ∈ S(F, ψ) for which Z1F (g, ω, s) = 1 for all complex s.
Proof. The results follow by linearity, the previous lemma, and the main properties of local
zeta integrals on F .
It is important to extend this result to all f in S(F, ψ); therefore the complication discussed
in remark 5.4 must be resolved.
Remark 5.8. We now briefly consider functional equations. These is no result as satisfac-
tory as for zeta functions of a one-dimensional local field, and there is no reason why there
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should be due to the charO×F
factor. The most interesting issue here is making a functional
equation compatible with the difficulties caused by remark 5.4; this should indicate correctness
(or not) of examples 5.5 and 5.6.
6. Local functional equations with respect to s goes to 2− s
In this section we continue our study of local zeta functions, considering the problem of
modifying the functional equation (FE) on F so that the symmetry is not s goes to 1 − s,
but instead s goes to 2− s. This is in anticipation of the next section on two-dimensional zeta
integrals, where such a functional equation is natural.
Since this section is devoted to the residue field F , we write K = F . We fix an non-trivial
additive character ψK of K (until proposition 6.13 where we consider dependence on this
choice). Fourier transforms of complex-valued functions are taken with respect to this character
(and the measure which was fixed at the start of the paper): gˆ(y) =
∫
g(x)ψK(xy) dx.
The two main proofs of (FE) are Tate’s [22] using Fubini’s theorem, and Weil’s [23] using
distributions. For Weil, a fundamental identity in the non-archimedean case is
ĝ(α ·) = |α|−1gˆ(α−1 ·) (∗)
for α ∈ K×, where we write g(α ·) for the function x 7→ g(αx), notation which we shall continue
to use.
The aim of this section is to replace the Fourier transform with a new transform so that (∗)
holds with |α|−2 in place of |α|−1. This leads to a modification of the local functional equation,
with | · |2 in place of | · |; see propositions 6.1 and 6.24.
6.1. Non-archimedean case
We assume first that K is a non-archimedean local field. The following proposition precisely
explains the importance of the identity ĝ(α ·) = |α|−1gˆ(α−1 ·)
Proposition 6.1. Suppose that g 7→ g∗ is a complex linear endomorphism of the Schwartz-
Bruhat space S(K) of K which satisfies, for some integer n,
g(α ·)∗ = |α|−ng∗(α−1 ·)
for all g ∈ S(K), α ∈ K×. Let ω be a quasi-character of K×. Then there is a unique entire
function ε∗(ω, s) which satisfies
Z(g∗, ω−1, n− s) = ε∗(ω, s)Z(g, ω, s)
for all g ∈ S(K), α ∈ K×.
Proof. Let g be a Schwartz-Bruhat function on K, and α ∈ K×. Then for Re(s) sufficiently
large to ensure integrablility, the identity
ζ(g(α·), ω, s) = ω(α)−1|α|−sζ(g, ω, s)
holds. Conversely, for Re(s) sufficiently small, the assumed property of ∗ implies that
ζ(g(α·)∗, ω−1, n− s) = ω(α)−1|α|−sζ(g∗, ω−1, n− s).
Therefore, for all complex s,
Z(g(α·), ω, s) = ω(α)−1|α|−sZ(g, ω, s)
and
Z(g(α·)∗, ω−1, n− s) = ω(α)−1|α|−sZ(g∗, ω−1, n− s).
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So the complex linear functionals Λ on S(K) given by
g 7→ Z(g, ω, s)
and
g 7→ Z(g∗, ω−1, n− s)
(for fixed s) each satisfy Λ(g(α·)) = ω(α)−1|α|−sΛ(g) for all g ∈ S(K), α ∈ K×. But the space
of such functionals is one-dimensional (see eg. [18, chapter I.2]) (for ω 6= | · |−s) and there is
f ∈ S(K) such that Z(f, ω, s) = 1 for all s (property (L) of local zeta integrals); this implies
the existence of an entire function ε∗(ω, s) as required.
Remark 6.2. Suppose that ∗ maps S(K) onto S(K). Then there is g ∈ S(K) such that
Z(g∗, ω−1, 1− s) = 1 for all s and so ε∗(ω, s) is nowhere vanishing.
Our aim now is to investigate the epsilon factors attached to a particular transform ∗ which
satisfies g(α ·)∗ = |α|−2g∗(α−1 ·). Let w : K× → Z be the discrete valuation of K and pi a
prime.
Definition 6.3. Define
∇ :K → K
x 7→ piw(x)x
(and ∇(0) = 0).
For g be a complex-valued function on K, denote by Wg the function
Wg(x) =
{
g(pi−w(x)/2x) if w(x) is even
g(pi(−w(x)−1)/2x) if w(x) is odd
(and Wg(0) = g(0)).
Assuming that Wg is integrable on K, define the ∗-transform (with respect to pi) of g by
g∗ = Ŵg ◦ ∇.
Remark 6.4. Compare this definition with [23] and [AoAS] section 15 where Fesenko
defines the transform on two copies of a two-dimensional local field F × F .
The ∗-transform depends on choice of prime pi. We may also denote by ∇ the composition
operator ∇(g) = g ◦ ∇.
The space of Schwartz-Bruhat functions S(K) is closed under the ∗-transform.
It is easy to verify the the ∗-transform has the desired property:
Lemma 6.5. Suppose that g is a Schwartz-Bruhat on K and that α ∈ K×. Then
g(α ·)∗ = |α|−2g∗(α−1 ·).
Proof. If x ∈ F×, then W (g(α ·))(x) =W (g)(piw(α)αx). Hence
̂W (g(α·)) = |piw(α)α|−1Ŵg(pi−w(α)α−1 ·).
Evaluating this at ∇(x) yields
g(α ·)∗(x) = |α|−2Ŵg(pi−w(α)α−1piw(x)x) = |α|−2g∗(α−1x).
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Remark 6.6. More generally, the previous lemma holds for any complex valued g for which
Wg and W (g(α·)) are both integrable.
We now ∗-transform several functions. Let µ be the measure of OK under our chosen Haar
measure and let d be the conductor of ψK .
Example 6.7. Suppose g = charpirOK . Then Wg = charpi2rOK , which has Fourier trans-
form µq−2rcharpid−2rOK . So the
∗-transform of g is
g∗ = µq−2rcharpi⌈d/2⌉−rOK ,
where ⌈d/2⌉ denotes the least integer not strictly less than d/2. Compare this with the Fourier
transform
gˆ = µq−rcharpid−rOK .
Example 6.8. Suppose h = char1+pirOK with r ≥ 1. Let x ∈ K
×. If w(x) is even, then
Wh(x) = 1 if and only if x ∈ 1 + pirOK ; if w(x) is even, then Wh(x) = 1 if and only if
pi−1x ∈ a+ pirOK . So
Wh = char1+pirOK + charpi(1+pirOK),
whence
Ŵh = µq−rcharpid−rOKψK + µq
−r−1charpid−r−1OKψK(pi ·).
For the remainder of this example assume µ = 1, d = 0, r = 2; we shall compute the double
∗-transform h∗∗.
It may be easily checked that if x ∈ K, then
charpi−2OK (∇(x))ψK (∇(x)) =

0 if x /∈ pi−1OK
ψK(pi
−1x) if x ∈ pi−1O×K
1 if x ∈ OK
and
charpi−3OK (∇(x))ψK (pi∇(x)) =

0 if x /∈ pi−1OK
ψK(x) if x ∈ pi
−1O×K
1 if x ∈ OK .
From the identity for Ŵh it now follows that
h∗ = q−2(ψK(pi
−1 ·) + q−1ψK) charpi−1O×K
+ q−2(1 + q−1)charOK .
Set h1 = ψK(pi
−1 ·) charpi−1O×K
, h2 = q
−1ψK charpi−1O×K
; it may be checked that
Wh1 = ψK(pi
−1 ·) charpi−1O×K
+ ψK charpi−2O×K
Wh2 = q
−1ψK charpi−1O×K
+ q−1ψK(pi ·) charpi−2O×K
Standard Fourier transform calculations now yield
Ŵh1 = q char−pi−1+piOK − char−pi−1+OK + q
2 char−1+pi2OK − q char−1+piOK
Ŵh2 = char−1+piOK − q
−1 charOK + q char−pi−1+pi2OK − charpiOK .
Further, by example 6.7, ̂W (charOK ) = charOK , and so
q2Ŵ (h∗) = q char−pi−1+piOK − char−pi−1+OK + q
2 char−1+pi2OK − q char−1+piOK
+ char−1+piOK + q char−pi−1+pi2OK − charpiOK + charOK .
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Now, x ∈ K× implies w(∇x) is even, and so
q2Ŵ (h∗) ◦ ∇ = q2 char−1+pi2OK ◦ ∇− q char−1+piOK ◦ ∇
+ char−1+piOK ◦ ∇ − charpiOK ◦ ∇+ charOK ◦ ∇
= q2 char−1+pi2OK − q char−1+piOK
+ char−1+piOK − charpiOK + charOK .
That is,
h∗∗ = q−2 charO×K
− q−1(1− q−1)char−1+piOK + char−1+pi2OK .
Note that although the definition of the ∗-transform depends on choice of prime pi, the double
∗-transform h∗∗ of h does not. This will be proved in general below.
Let us now obtain explicit formulae for the epsilon factors ε∗(ω, s).
Example 6.9. We calculate the epsilon factor attached to the ∗-transform for the trivial
character 1. Suppose for simplicity that OK has measure 1 under our chosen Haar measure.
Let f = charOK . Example 6.7 implies f
∗ = charpi⌈d/2⌉−rOK ; it is a standard calculation that
Z(f, 1, s) = 1− q−1 and Z(f∗, 1, 2− s) = (1 − q−1)q⌈d/2⌉(s−2) for all s. Therefore
ε∗(1, s) = q
⌈d/2⌉(s−2)
for all s.
Example 6.10. We now calculate the epsilon factor attached to the ∗-transform for rami-
fied quasi-characters. Continue to suppose that that OK has measure 1.
Let ω be a quasi-character ofK× of conductor r > 0; that is, ω|1+pirOK = 1 but ω|1+pir−1OK 6=
1
Let h = char1+pirOK ; so ζ(h, ω, s) is constantly m, the measure of 1 + pi
rOK under d
×
x =
|x|−1dx. The aim is now to calculate ζ(h∗, ω−1, 2− s) without calculating h∗. By example 6.8,
Wh = h+ h(pi−1·), and so Ŵh = hˆ+ q−1hˆ(pi·). Therefore
ζ(h∗, ω−1, 2− s) =
∫
K×
hˆ(piω(x)x)ω(x)−1|x|2−sd
×
x
+ q−1
∫
K×
hˆ(piω(x)+1x)ω(x)−1|x|2−sd
×
x
=
∑
n∈Z
qn(s−2)
∫
ω−1(n)
hˆ(pinx)ω(x)−1d
×
x
+ q−1
∑
n∈Z
qn(s−2)
∫
ω−1(n)
hˆ(pin+1x)ω(x)−1d
×
x
=
∑
n
qn(s−2)ω(pi)−n
∫
O×K
hˆ(pi2nx)ω(x)−1d
×
x
+ q−1
∑
n
qn(s−2)ω(pi)−n−1
∫
O×K
hˆ(pi2n+1x)ω(x)−1d
×
x
But by Tate’s calculation [22] when calculating the epsilon factor in this same case,
∫
O×K
hˆ(piNx)ω(x)−1d
×
x =
{
q−r/2mρ0(ω
−1) if N = d− r
0 otherwise
,
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where ρ0(ω
−1) is the root number of absolute value one
ρ0(ω
−1) = q−r/2
∑
θ
ω−1(θ)ψK(pi
d−rθ),
the sum being taken over coset representatives of 1 + pirOK in O
×
K .
Therefore
ζ(h∗, ω−1, 2− s) =
{
q(d−r)(s−2)/2ω(pi)(r−d)/2)q−r/2mρ0(ω
−1) d− r even
q(d−r−1)(s−2)/2−1ω(pi)(1+r−d)/2)q−r/2mρ0(ω
−1) d− r odd
= q⌈(r−d)/2⌉(2−s)ω(pi)⌈(r−d)/2⌉q−r/2δd−rmρ0(ω
−1)
where δd−r = 1 if r − d is even and = q
−1 if r− d is odd. Finally, as we have already observed
that ζ(h, ω, s) = m for all s, and L(ω, s) = 1 for such a character,
ε∗(ω, s) = q
⌈(r−d)/2⌉(2−s)ω(pi)⌈(r−d)/2⌉q−r/2δd−rρ0(ω
−1).
Remark 6.11. More generally, if OK has measure µ under our chosen Haar measure, then
each of the epsilon factors above is multiplied by a factor of µ.
Let us now consider what happens when we take the double transform f∗∗. If ω is ramified
with conductor r, then
ε∗(ω, s)ε∗(ω
−1, 2− s) = µ2q2⌈(r−d)/2⌉δ2d−rq
−rρ0(ω
−1)ρ0(ω)
= µ2q2⌈(r−d)/2⌉δ2d−rq
−rω(−1)ρ0(ω)ρ0(ω)
= µ2qr−dδd−rq
−rω(−1)
= µ2q−dδd−rω(−1).
If we declare the conductor of an unramified character to be 0 then this formula remains valid
for unramified ω.
Therefore two applications of the functional equation imply that for all f ∈ S(K), all
characters ω of conductor r ≥ 0, and all complex s,
ζ(f∗∗, ω, s) = µ2q−dδd−rω(−1)ζ(f, ω, s). (A)
We will now proceed to use our results on epsilon factors to deduce properties of the ∗-
transform; the idea is to use identities between zeta integrals to obtain identities between the
functions. The following result is clearly of great importance in this method:
Lemma 6.12. Let f ∈ S(K) and suppose that ζ(f, ω, s) = 0 for all quasi-characters ω and
complex s; then f = 0.
Proof. Let f be in S(K). Then f − f(0)charOK belongs to S(K
×) and so the zeta integral
ζ(f(0)charOK , ω, s) is well-defined for all s and belongs to C[q
s, q−s]. Indeed, it suffices to
observe that S(K×) is spanned by chara+pimOK where w(a) > m, and ζ(chara+pimOK , ω, s) =
q−w(a)s
∫
a+pimOK
ω(s) d
×
x.
However, for ω = 1 the trivial character,
ζ(f(0)charOK , 1, s) = f(0)m(1− q
−s)−1
where m is the multiplicative measure of O×K . So the assumption that ζ(f, 1, s) = 0 implies
f(0)(1− q−s)−1 ∈ C[qs, q−s] as a function of s. This is false unless f(0) = 0; therefore f(0) = 0
and f ∈ S(F×).
So now ζ(f, ω, 1) is well-defined for all characters ω of F× and equals f˜(ω) where˜denotes
Fourier transform on the group K× - so f˜ is a function on the dual group of X(K×) of K×. By
24 MATTHEW T. MORROW
the injectivity of the Fourier transform (see eg. [9, chapter IV]) from L1(K×) to C(X(K×))
our hypothesis implies that f = 0.
We will now use identity (A) to prove results about the ∗-transform. Recall that the transform
depends on the choice of both non-trivial additive character and prime; surprisingly, the double
∗-transform does not depend on choice of prime:
Proposition 6.13. The double ∗-transform does not depend on choice of prime pi. If the
character ψK is replaced by some other character, with conductor d
′ say, and we assume that
d′ = d mod 2, then the double ∗-transform is multiplied by a constant factor of qd
′−d.
Proof. Write more generally Di for the double
∗-transform with respect to prime pii and
character ψiK for i = 1, 2; let di be the conductor of ψ
i
K - assume d1 = d2 mod 2. Equation
(A) implies that for all f ∈ S(K), all characters ω of conductor r ≥ 0, and all complex s
ζ(D1f, ω, s) = µ
2q−d1δd1−rω(−1)ζ(f, ω, s)
= qd2−d1δd2−rζ(f, ω, s).
Lemma 6.12 implies now that D1f = q
d2−d1D2f , revealing the independence from the prime
and claimed dependence on the conductor of the character.
We will now use the identity (A) to prove that ∗ is an automorphism of S(K). It is interesting
that we are using properties of zeta integrals and epsilon factors to deduce properties of ∗; one
would usually work in the other direction but the author could find no direct proof and it is
very satisfying to apply zeta integrals to such a problem!
Proposition 6.14. The ∗-transform is an linear automorphism of S(K).
Proof. Let D denote the double ∗-transform on S(K) with respect to our chosen character
(we have shown that it does not depend on choice of prime); let D1 denote the double
∗-
transform on S(K) with respect to a character ψ1K with conductor d1 6= d mod 2. Equation
(A) implies that for all f ∈ S(K), all characters ω of conductor r ≥ 0, and all complex s
ζ(D1Df, ω, s) = µ
2q−d1δd1−rω(−1)ζ(Df, ω, s)
= µ4q−d−d1δd−rδd1−rω(−1)
2ζ(f, ω, s)
= µ4q−d−d1q−1ζ(f, ω, s)
as δd−rδd1−r = q
−1 for all r.
Lemma 6.12 now implies that D1Df = µ
4q−d−d1q−1f for all f ∈ S(K). Therefore ∗ is
injective. Replacing D1D by DD1 in the argument similarly shows that
∗ is surjective.
Remark 6.15. The key to the previous proof is the identity δd−rδd1−r = q
−1, which
removes the dependence on the conductor r of the multiplicative character. There is no clear
way to relate zeta integrals of f∗∗ with those of f in a manner independent of the character;
so we were forced to transform four times!
The following result shows that if ψK has conductor 0 then the
∗-transform and Fourier
transform agree on functions lifted from the residue field K:
Proposition 6.16. Assume that the conductor of ψK is 0. Let h be a complex-valued
function on K and r an integer; let f = h0,r be the lift of h at 0, r (that is, f vanishes off pirOK
and satisfies f(pirx) = h(x) for x ∈ OK). Then f
∗ = q−r−1fˆ .
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Proof. Suppose initially that r = −1; to prove the assertion it suffices to consider functions
f = chara+OK for a ∈ pi
−1OK . For such an f it is easily checked that W
′(f) = f and f∗ = fˆ .
For arbitrary r, note that x 7→ f(pir+1x) satisfies the hypotheses for the r = −1 case; lemma
6.5 and the corresponding result for the Fourier transform, namely f(α ·)∗ = |α|−1fˆ(α ·) for
α ∈ K×, imply f∗ = q−r−1fˆ .
Let us summarise the main results of this section concerning local zeta integrals, the ∗-
transform, and related epsilon factors.
Proposition 6.17. Let ω be a quasi-character of K×. Then
(AC*) Analytic continuation, with the poles ’bounded’ by the L-function: for all Schwartz-
Bruhat functions g, ζF (g, ω, s)/L(ω, s), which initially only defines a holomorphic func-
tion for Re(s) sufficiently large, in fact has analytic continuation to an entire function
ZF (g, ω, s)
of s.
(L*) ’Minimality’ of the L-function: there is a Schwartz-Bruhat function g for which
ZF (g, ω, s) = 1
for all s.
(FE*) Functional equation: there is an entire function ε∗(ω, s), such that for all Schwartz-
Bruhat functions g,
ZF (gˆ, ω
−1, 1− s) = ε(ω, s)ZF (g, ω, s).
Moreover, ε∗(ω, s) is of exponential type; that is, ε∗(ω, s) = aq
bs for some complex a
and integer b.
Proof. Properties (AC*) and (L*) are just (AC) and (L) because they are independent of
the chosen transform. (FE*) is proposition 6.1 and the epsilon factors were shown to be of
exponential type by explicit calculation in the examples.
Remark 6.18. For applications to zeta-integrals on two-dimensional local fields we will
require the ∗-transform and zeta integrals for functions defined on the product spaceK×K. As
S(K×K) = S(K)⊗S(K), we may just define the ∗-transform on S(K×K) by (f⊗g)∗ = f∗⊗g∗
and linearity.
Suppose that ω is a quasi-character of K× × K×; write ω(x, y) = ω1(x)ω2(y) for quasi-
characters ωi of K
×. The decomposition S(K ×K) = S(K)⊗ S(K) and previous proposition
imply
(i) For all f ∈ S(K × K), the integral ζK×K(f, ω, s) =
∫ ∫
f(x, y)ω(x, y)|x|s|y|s d
×
xd
×
y is
well-defined for Re(s) large enough. Moreover, s 7→ ζK×K(f, ω, s)/(L(ω1, s)L(ω2, s))
has analytic continuation to an entire function ZK×K(f, ω, s).
(ii) There is f ∈ S(K ×K) such that ZK×K(f, ω, s) = 1 for all s.
(iii) For all f ∈ S(K ×K), there is a functional equation:
ZK×K(f
∗, ω−1, 2− s) = ε∗(ω1, s)ε∗(ω2, s)ZK×K(f, ω, s)
for all s. Note that ε∗(ω1, s)ε∗(ω2, s) is of exponential type.
6.2. Archimedean case
Now suppose that K is an archimedean local field. Rather than present a version of propo-
sition 6.1 using tempered distributions, we will just define an analogue of the ∗-transform
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considered above and investigate its properties. The existence of an s goes to 2− s functional
equation will shown as in [22], via Fubini’s theorem.
Definition 6.19. Introduce
∇ :K → K
x 7→ |x|x.
Note that this ∇ is a bijection with inverse x 7→ x|x|−
1
2 (for x ∈ K×). Given a complex-valued
function f on K, define its ∗-transform by
f∗ = ̂f ◦ ∇−1 ◦ ∇,
assuming that f ◦ ∇−1 is integrable.
Remark 6.20. Note that the archimedean and non-archimedean ∇ maps have the same
form: ∇x = σ(x)x where σ is a splitting of the absolute value.
This archimedean ∗-transform has an integral representation similar to the the Fourier
transform:
Lemma 6.21. Let g be a complex-valued function onK such that x 7→ g(x)|x| is integrable.
Then g∗ is well-defined and
g∗(y) = 2
∫
g(x)ψK(∇(yx))|x| dx.
Proof. By definition of the ∗-transform,
g∗(y) =
∫
g(u|u|−
1
2 )ψK(uy|y|) du.
To obtain the desired expression, change variables x = u|u|1/2 = ∇−1(u) in the integral.
Remark 6.22. The previous lemma is enough to prove that if f is a Schwartz function on
K, then both f∗ and f∗∗ are well-defined. Unfortunately, it is false that the ∗-transform of a
Schwartz function is again a Schwartz function, as the following example shows.
Example 6.23. We ∗-transform the Schwartz function g(x) = e−pix
2
on R with additive
character e2piix. Firstly, g ◦ ∇−1(x) = e−pisign(x)x, where sign(x) is the sign (±) of x, and so
̂g ◦ ∇−1(y) =
∫∞
0
e−piye2piixy dx+
∫∞
0
e−piye−2piixy dx.
A standard calculation from the calculus of residues is
∫∞
0 e
−αxeibxdx = 1/(α− ib) for real
α, b with α > 0. Therefore ̂g ◦ ∇−1(y) = 2pi/(pi2 + 4pi2y2) and so
g∗(y) =
2pi
pi2 + 4pi2y4
which does not decay rapidly enough to be a Schwartz function. Since g ◦ ∇−1 is not differen-
tiable at 0, this is in agreement with the duality provided by the Fourier transform between
smoothness and rapid decrease.
We now prove an s goes to 2− s functional equation:
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Proposition 6.24. Suppose that ω is a quasi-character of K×. If f, g are Schwartz func-
tions on K for which f∗, g∗ are also Schwartz, then
ζ(f, ω, s)ζ(g∗, ω−1, 2− s) = ζ(f∗, ω−1, 2− s)ζ(g, ω, s)
for all complex s. Here we write zeta functions where we strictly mean their meromorphic
continuation.
Proof. One imitates Tate’s method, using the representation of the ∗-transform given by
lemma 6.21 to show that
ζ(f, ω, s)ζ(g∗, ω−1, 2− s) = 2
∫ ∫ ∫
K3
f(x)g(z)ψ(∇(xyz))|xyz|ω(y)−1|y|−s dxdydz
for s with Re(s) = 1− Re(ω). This expression is symmetric in f, g from which follows
ζ(f, ω, s)ζ(g∗, ω−1, 2− s) = ζ(f∗, ω−1, 2− s)ζ(g, ω, s).
Apply the identity theorem to deduce that this holds for all complex s.
Example 6.25. Suppose that K = R; let g(x) = e−pix
2
, f = g ◦ ∇. Assume that ψR(x) =
e2piix, and that the chosen measure is Lebesgue measure; then gˆ = g which implies here that
f∗ = f . For s complex of positive real part,
ζ(f, 1, s) =
1
2
pi−s/4Γ(s/4) =
1
2
ζ(g, 1, s/2).
The previous proposition implies that if h, h∗ are Schwartz on R, then
ζ(h∗, 1, 2− s) =
pi(s−2)/4Γ((2 − s)/4)
pi−s/4Γ(s/4)
ζ(h, 1, s)
= 2s/2−1pis/2
(
cos
(pis
4
)
Γ
(s
2
))−1
ζ(h, 1, s),
by the same Gamma function identities used in [22].
Remark 6.26. If f is a Schwartz function and ω a quasi-character, then we know that
ζ(f, ω, s)/L(ω, s) analytically continues to an entire fnction; also, f may be chosen such that
ζ(f, ω, s) = L(ω, s). However, as example 6.23 demonstrates, the standard choice of f may be
such that f∗ is not Schwartz.
The author suspects that if f is a Schwartz function on R for which f∗ is also Schwartz, then
ζ(f, 1, s)/(pi−s/4Γ(s/4)) will analytically continue to an entire function; moreover, we have seen
in the previous example that this denominator satisfies the ”minimality” condition (ie. occurs
as a zeta function). This would justify calling pi−s/4Γ(s/4) the local L-function for ∗.
7. Two dimensional zeta integrals
In this, the final section, we apply the integration theory to the study of two-dimensional
local zeta integrals.
7.1. Non-archimedean case
Henceforth F is a two-dimensional non-archimedean local field. Thus Γ = Z and F is
complete with respect to the discrete valuation ν, with residue field F a non-archimedean
(one-dimensional) local field. Let t1, t2 be local parameters for F which satisfy t2 = t(1) and
t1 = pi, where pi is the prime of F used to define the
∗-transform.
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Let Kt2(F ) denote the second topological K-group of F (see [4]); recall that K
t
2(F ) is the
appropriate object for class field theory of F (see [3] for details). We recall those properties of
Kt2(F ) which we shall use:
(i) A border map of K-theory defines a continuous map ∂ : Kt2(F )→ F
×
which satisfies
∂{u, t2} = u, ∂{u, v} = 1 (for u, v ∈ O
×
F ).
∂ does not depend on choice of t1, t2. Introduce an absolute value
| · | : Kt2(F )→ R>0
ξ 7→ |∂(ξ)|F .
(ii) Let U be the subgroup of Kt2(F ) whose elements have the form {u, t1} + {v, t2}, for
u, v ∈ O×F . K
t
2(F ) decomposes as a direct sum Z{t1, t2} ⊕U . Note that |n{t1, t2}+ u| =
q−ns for n ∈ Z, u ∈ U .
(iii) For any quasi-character χ : Kt2(F ) → C
×, there exist complex s and a character χ0 :
U → S1 such that
χ(n{t1, t2}+ u) = χ0(u)q
−ns (for n ∈ Z, u ∈ U).
The real part of s is uniquely determined by χ and is said to be, as in the one-dimensional
case, the exponent of χ (denoted Re(χ)).
Definition 7.1. Introduce T = O×F ×O
×
F , T
+ = OF×OF , and a surjective homomorphism
t :T → Kt2(F )
(α, β) 7→ {α, t2}+ {t1, β}
for α, β ∈ O×F .
Note that u, v ∈ O×F and i, j ∈ Z implies t(t
i
1u, t
j
1v) = {t
i
1, t
j
2}+ {t1, v}+ {u, t2}.
Remark 7.2. Compare with [AoAS]. t depends on the choice of local parameters t1, t2.
T+ is the closure of T in the two-dimensional topology of F ; it’s relation to T is the same as
F to F
×
in the one-dimensional local theory, the idele group A× to the adele group A in the
one-dimensional global theory, or the matrix algebra Mn to the group GLn in the Jacquet-
Godement generalisation [10] of Tate’s thesis.
Note that (x, y) ∈ T implies |t(x, y)| = |x| |y|.
Given a C(X) (= C(Γ)) -valued function f on T+, a quasi-character χ ofKt2(F ), and complex
s, Fesenko suggests in [AoAS] the following definition for the associated (two-dimensional) local
zeta integral:
ζ(f, χ, s) = ζ2F (f, χ, s) =
∫F××F×
f(x, y)χ ◦ t(x, y)|t(x, y)|s charT (x, y) d
×
xd
×
y,
assuming that the integrand is integrable on F× × F× (integration on this space is discussed
in appendix C).
We now prove analytic continuation, and moreover a functional equation, for a class of
functions f and characters χ; we write f0 for the lift of f ∈ S(F × F ) at (0, 0), (0, 0) - see
appendix C.
Proposition 7.3. Let χ be a quasi-character of Kt2(F ) and suppose that χ ◦ t factors
through the residue map T 7→ F
×
× F
×
. Define LF (χ, s) = L(ω1, s)L(ω2, s), a product of two
L-functions for F , and εF (χ, s) = ε∗(ω1, s)ε∗(ω2, s), a product of two epsilon factors for F .
Then
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(AC2) For all f ∈ S(F × F ), the zeta function ζ(f0, χ, s) is well-defined for Re(s) sufficiently
large. Moreover,
ζ(f0, χ, s)/LF (χ, s)
has analytic continuation to an entire function, Z(f0, χ, s), where ωi are the quasi-
characters of F× defined by χ ◦ t(x, y) = ω1(x)ω2(y).
(L2) There is f ∈ S(F × F ) such that Z(f0, χ, s) = 1 for all s.
(FE2) For all f ∈ S(F × F ), a functional equation holds:
Z(f∗0, χ−1, 2− s) = εF (χ, s)Z(f
0, χ, s).
for all s. Moreover, εF (χ, s) is of exponential type; that is εF (χ, s) = aq
bs for some
complex a and integer b.
Proof. By definition of the integral on F××F× and a similar argument to example 4.6 (i),
we have
ζ(f0, χ, s) =
∫
F
×
∫
F
×
f(u, v)ω1(u)ω2(v)|u|
s|v|s d
×
ud
×
v,
which we denoted ζF×F (f, ω1 ⊗ ω2, s) in remark 6.18. That is, since we are only considering
functions f which lift from F × F , the zeta integral over OF ×OF reduces to a zeta integral
over F × F . All required results follow from that remark.
Remark 7.4. The previous example highlights the importance of lifting the ∗-transform
up to F in a similar way to how we lifted the Fourier transform. Then it may be possible to
generalise this proposition to many more functions on OF ×OF than simply those which lift
from F × F .
Remark 7.5. Having calculated epsilon factors for the ∗-transformation in section 6, we
have formulae for the two-dimensional epsilon factors
εF (χ, s) = ε∗(ω1, s)ε∗(ω2, s).
For example, if ω1 is ramified with conductor r > 0 but ω2 is unramified, then
εF (χ, s) = q
(⌈(r−d)/2⌉−⌈d/2⌉)(2−s)χ(t1, 1)
⌈(r−d)/2⌉q−r/2δd−rρ0(ω
−1
1 )
where d is the conductor of the additive character on F used to define the ∗-transform.
There is another relation between zeta integrals on F and F which we now discuss; first we
need a lemma:
Lemma 7.6. Let g be a complex-valued function on F and s complex such that g| · |2s is
integrable on F
×
. Let w : F
×
→ Z be the valuation; introduce
g′ : F
×
× F
×
→ C
(x, y) 7→ g(pimin(w(x),w(y))−w(x)x) |xy|s
Then g′ is integrable over F
×
× F
×
, with integral∫ ∫
g′(x, y) d
×
xd
×
y = µ(O×
F
)
1 + q−s
1− q−s
∫
g(x)|x|2sd
×
x,
where µ is the multiplicative Haar measure on F
×
.
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Proof. The integral of g′ over F
×
× F
×
is∑
n∈Z
∑
m∈Z
∫
w−1(n)
∫
w−1(m)
g(pimin(n,m)−mx)q−s(n+m)−2 dxdy.
Split the inner summation over m < n and m ≥ n and interchange the order of the double
summation
∑
n
∑
m<n; elementary manipulations complete the proof.
Definition 7.7. Introduce a ’generalised residue map’:
ρ2 : T
+ −→ F
(ti11 t
i2
2 u, t
j1
1 t
j2
2 v) 7→ t
min(i1,j1)
1 t
min(i2,j2)
2 u
where u, v ∈ O×F and i1, i2, j1, j2 ∈ Z.
Remark 7.8. The map ρ2, when restricted to T , factors through K
t
2(F ):
ρ2(t
i
1u, t
j
1v) = ∂ (min(i, j){t1, t2}+ {t1, v}+ {u, t2})
where i, j ∈ Z, u, v ∈ O×F .
ρ2 lifts zeta integrals from F to F :
Proposition 7.9. Let ω be a quasi-character of F
×
, s complex, and g a complex-valued
function on F such that g ω2 | · |2s is integrable on F
×
; let χ = ω ◦ ∂. Then the zeta integral
ζ(g ◦ ρ2, χ, s) is well-defined and
ζ(g ◦ ρ2, χ, s) = µ(O
×
F
)
1 + q−s−c
1− q−s−c
ζF (g, ω, 2s+ c),
where c ∈ C is defined by ω = ω0 | · |
c with ω0 a character of F
× trivial on pi.
Proof. For (x, y) ∈ T ,
g ◦ ρ2(x, y)χ ◦ t(x, y) |t(x, y)
s| |x|−1 |y|−1
= g(pimin(w(x),w(y))−w(x)x)ω(xpiw(y)) |xy|s−1
= g(pimin(w(x),w(y))−w(x)x)ω0(x) |xy|
s+c−1
= g(pimin(w(x),w(y))−w(x)x)ω0(pi
min(w(x),w(y))−w(x)x) |xy|s+c−1,
so that (x, y) 7→ g ◦ ρ2(x, y)χ ◦ t(x, y) |t(x, y)
s| |x|−1 |y|−1 is the lift of
(u, v) 7→ g(pimin(w(u),w(v))−w(v)u)ω0(pi
min(w(u),w(v))−w(u)u) |uv|s+c−1
at (0, 0), (0, 0).
The result now follows from the previous lemma and appendix C.
This is enough to deduce analytic continuation of some zeta functions:
Corollary 7.10. Let ω be a quasi-character of F
×
, L(ω, s) the associated L-function,
and g a Schwartz-Bruhat function on F ; let χ = ω ◦ ∂. Then
(i) For s complex of sufficiently large real part, the zeta integral ζ(g◦ρ, χ, s) is well-defined.
(ii) The holomorphic function ζ(g ◦ ρ, χ, s)/(L(ω, s)(1 − ω(pi)q−s)−1), initially defined for
Re(s) sufficiently large, has analytic continuation to an entire function.
Proof. This follows from the corresponding results for local zeta functions on F , the previous
proposition, and the identity ω(pi) = q−c where c is as in the previous proposition.
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Throughout it has been useful for χ ◦ t to factor through the residue map T 7→ F
×
× F
×
.
In the next two examples we considers some situations in which this happens. Let L, a two-
dimensional local field, be a finite abelian extension of F and let χ be a character of Kt2(F )
which vanishes on NL/FK
t
2(L).
Example 7.11. Suppose L/F is separable with |L : F | = |L : F |.
Then ∂ induces a surjection Kt2(F )/NL/FK
t
2(L) → F
×
/NL/FL
×
. Further, the separability
assumption implies L/F is an abelian extension of local fields so that |F
×
/NL/FL
×
| = |L :
F | = |L : F | = |Kt2(F )/NL/FK
t
2(L)|; so the induced surjection is an isomorphism. Therefore χ
factors through ∂.
Example 7.12. Suppose L = F , p 6 | |L : F |, and t2 ∈ NL/FL
× (”a totally tamely ramified
extension in the second parameter”).
Then (x, y) ∈ T implies t(x, y) = {t1,Θ(y)} mod NL/FK
t
2(L) (see [3]), where Θ is the
projection
Θ : F× = 〈t1〉 × 〈t2〉 × F
×
q × VF 7→ F
×
q .
Here VF is the two-dimensional groups of principal units of F .
Therefore there exists a tamely ramified quasi-character ω of F
×
such that χ◦ t(x, y) = ω(y)
for (x, y) ∈ T .
These examples show that our functional equation applies to all ’sufficiently unramified’
characters. The proof of the functional equation in [AoAS] is valid whenever all relevant
functions are integrable, and proposition 7.3 is certainly a special case. However, it appears
that if χ is ramified then certain interesting functions are not integrable. See also section 8.
7.2. Archimedean case
Now suppose that F is a two-dimensional archimedean local field; that is, Γ = Z and F is
complete with respect to the discrete valuation ν with residue field F an archimedean local
field. The classification of complete discrete valuation fields (see eg [8, chapter II.5]) implies
that F is isomorphic to a field of Laurent series C((t)) or R((t)), where we write t = t(1).
The correct way to use topological K-groups for class field theory and zeta integrals of such
fields is not clear, so we content ourselves with making a few remarks about generalising the
results in the non-archimedean case without appealing to K-groups.
Given Schwartz functions f, g on F for which f∗, g∗ are also Schwartz, and ω a quasi-character
of O×F which factors through the residue map O
×
F → F
×
, proposition 6.24 implies that
∫F×
f0,0(x) ω(x)|x|s charO×F
(x) d
×
x
∫F×
(g∗)0,0(x) ω(x)−1|x|2−s charO×F
(x) d
×
x
is invariant under interchanging f and g. There is an analogous result for integrals over O×F ×
O×F .
An extension of F cannot be wildly ramified in any sense, and so by analogy with examples
7.11 and 7.12 we expect arithmetic characters on O×F (or O
×
F × O
×
F ) to lift from F
×
. Hence
this functional equation may be satisfactory in the archimedean case.
Indeed, in the case F = C((t)), the finite abelian extensions of F have the form C((t1/n))
for natural n. A character attached to such an extension is surely a purely imaginary power of
| · |; this lifts to O×F from F
×
.
If F = R((t)), then F has maximal abelian extension C((t1/2)), with subextensions R((t1/2))
and C((t)). A character attached to the extension C((t1/2)) is O×F → {±1} : x 7→ sg(x), which
again lifts from F
×
.
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8. Further work
We discuss some topics related to the theory of this paper.
Ramified zeta integrals
The proof of the functional equation in section 7 can surely be extended to a wider class of
functions and characters. In particular there should be a theory for ramified characters. The
results may have application in the ramification theory of two-dimensional local fields [24] [25].
The author is certain that the local functional equation presented in this paper can be
significantly strengthened using only the results already present in sections 1 to 6.
Wiener and Feynman measure; quantum field theory
The field R(t), and certain subspaces of R((t)), may be identified with spaces of functions. In
particular, tR[t] may be identified with a subspace of the space of continuous paths [0, 1]→ R
which vanish at 0 ie. Wiener space. It would be interesting to understand relations between
Wiener measure and our measure.
Similarly, the subspace of C((t)) consisting of Laurent series which converge on the punctured
unit disc in the complex plane define continuous loops S1 → C. A comparison of the measure in
this case, in conjunction with the real case above, may provide insight into Feynman measure
on such spaces.
The values of divergent integrals in quantum field theory, after renormalisation, appear as
epsilon factors in our local zeta integrals (example 5.6). The duality provided by a functional
equation would provide arithmetic arguments for the values of such integrals. It would be very
interesting to investigate whether this arithmetic value coincides with the physical value.
Other residue fields
The philosophy followed in this paper is that any reasonable theory (eg. integration, measure
theory, harmonic analysis) should ’lift’ from F ; indeed, most proofs reduce a problem on F to
the analogous problem on F , where the result is known.
If F is not a local field, but instead is an infinite field with the discrete topology, then the
techniques of this paper modify to lift the counting measure on F to F . In particular, if F is a
complete discrete valuation field with residue field Falgp then there is a C(X)-valued integration
theory which specialises to the standard locally compact theory for any subfield F0 ≤ F with
finite residue field by taking X = |F0|
−1.
Fn and GLn(F )
As discussed in appendix C, the space of Haar integrable functions (and the integral) on
F
2
lifts to F 2. This space of functions is not closed under the action of GL2(F ). There exists
a different class of integrable functions which is closed under the action, and for which the
identity ∫F 2
f(τx) dx = | det τ |−1
∫F 2
f(x) dx
holds for appropriate f and τ ∈ GL2(F ). See [19] for details.
Similar results hold for Fn, for any n ≥ 1. Just as we deduced the existence of an invariant
measure on F×, the results for Fn
2
imply the existence of a translation-invariant measure and
integral on GLn(F ). See [19].
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Non-linear change of variables and Fubini’s theorem
For applications in representation theory of algebraic groups over F , it is essential that the
invariant measure on F 2 behaves well under non-linear changes of variables. For example, if f
is a suitable C(Γ)-valued function on F 2 and h is a polynomial with coefficients in F , then it
is expected that∫F ∫F
f(x, y − h(x)) dxdy =
∫F ∫F
f(x, y − h(x)) dydx =
∫F ∫F
f(x, y) dydx.
However, recent work of the author’s [20] show that this identity can fail if the local field F
has finite characteristic p. The problem may be related to the fact that the the pth powers of
F have zero measure in contrast to the classical case where the residue field is finite and the
pth powers are therefore the entire field. Investigation of this ’measure-theoretic imperfectness’
may lead to refinement of the measure.
Appendix A. Rings generated by certain classes of sets
Certain set manipulations used in this section are inspired by [AoAS] and [11].
Definition A.1. Let A be a collection of subsets of some set Ω.
A is said to be a ring if it is closed under taking differences and finite unions.
A is said to be a d-class if it contains the empty set and satisfies the following: A,B in A
with non-trivial intersection implies A contains A ∩ B and A ∪ B. Elements of a d-class are
called d sets.
Example A.2. The following are examples of d-classes.
(i) The collection of finite intervals of R, open on the right and closed on the left, together
with the empty set.
(ii) The collection of translates of some chain of subgroups of a group, together with the
empty set.
We fix for the remainder of this appendix a d-class on some set.
Lemma A.3. Let Ai be d sets, for i = 1, . . . , n. Then there exist disjoint d sets Bj , j =
1, . . . ,m such that each Bj is a union of some of the Ai and such that
⋃
iAi =
⊔
j Bj
Proof. A simple induction on n.
Informally, the result states that any finite union of d sets may be refined to a disjoint union.
Definition A.4. A set of the form A \
⊔
iAi for some d sets A,A1, . . . , An, with Ai ⊆ A
for each i, is said to be a dd set.
Remark A.5.
(i) Consider a set of the form X = A \
⋃
iAi for d sets A,A1 . . . , Am, where we make no
assumption on disjointness or inclusions. Then X = A \
⋃
iA ∩ Ai; lemma A.3 implies
that X is a dd set.
(ii) The identity (A\
⊔
iAi)∩ (B \
⊔
j Bj) = (A∩B)\ (
⊔
iAi∪
⊔
j Bj) and lemma A.3 imply
that dd sets are closed under finite intersection.
Definition A.6. A finite disjoint union of dd sets is said to be a ddd set.
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Lemma A.7. The difference of two dd sets is a ddd set.
Proof. For arbitrary sets A,A0, B, (Bj)j with Bj ⊆ B, the identity
(A \A0) \ (B \
⊔
j
Bj) = (A \ (B ∪A0)) ⊔
⊔
j
((Bj ∩ A) \A0)
is easily verified. Replace A0 by a disjoint union of d sets and use remark A.5 to complete the
proof.
Proposition A.8. The difference of two ddd sets is a ddd set. The union of two ddd sets
is a ddd set.
Proof. The difference of two ddd sets may be written as a finite disjoint union of sets of
the form
⋂
Ei \Di, a finite intersection of differences of dd sets; such a set is an intersection
of ddd sets by lemma A.7. By deMorgan’s laws, this may be rewritten as a disjoint union of
intersections of dd sets. Hence the difference of two ddd sets is again a ddd set.
Let D1, . . . , Dn and E1, . . . , Em be disjoint dd sets. Then
⊔
iDi∪
⊔
j Ej is the disjoint union
of the following three sets:
W1 =
⊔
i
Di ∩
⊔
j
Ej
W2 =
⊔
i
Di \
⊔
j
Ej
W3 =
⊔
j
Ej \
⊔
i
Di.
W2 and W3 are ddd sets by lemma A.3. Further, W1 =
⊔
i,j(Di ∩ Ej) is a ddd set by remark
A.5.
Proposition A.9. The collection of all ddd sets is a ring; indeed, it is the ring generated
by the d-class.
Proof. This is the content of the previous result.
Appendix B. C(Γ)-valued holomorphic functions
We briefly explain the required theory of holomorphic functions from the complex plane to
C(Γ), though C(Γ) could be replaced with an arbitrary complex vector space.
Definition B.1. Suppose f is a C(Γ)-valued function defined on some open subset of the
complex plane. We shall say that f is holomorphic at a point of U if and only if, in some
neighbourhood U0 of this point,
f(z) =
n∑
i=1
fi(z)pi,
for some f1, . . . , fn, complex-valued holomorphic functions of U0, and p1, . . . , pn, elements of
C(Γ).
Although the definition of holomorphicity is a local one, we can find a global representation
of any such function on a connected set:
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Proposition B.2. Let (pi)i∈I be any basis for C(Γ) over C, and let (pii)i∈I be the
associated coordinate projections to C. Let f be a C(Γ)-valued holomorphic function on some
open subset U of C. Then
(i) pii ◦ f is a complex-valued holomorphic (in the usual sense) function of U .
(ii) If U is connected then there is a finite subset I0 of I and complex-valued holomorphic
functions fi, for i ∈ I0, of U such that
f(x) =
∑
i∈I0
fi(z)pi
for all z ∈ U .
Proof. Let us suppose that
f(z) =
n∑
j=1
fj(z)qj (∗)
for all z in some open U0 ⊂ U , where the fj are complex valued holomorphic functions of U0
and q1, . . . , qn ∈ C(Γ). Then each qj is a linear sum (with complex coefficients) of finitely many
pi; therefore there is finite I0 ⊂ I such that f(z) =
∑
i∈I0
fi(z)pi for all z ∈ U0, where each fi
is a sum of finitely many fj . So for any i ∈ I,
pii ◦ f |U0 =
{
fi i ∈ I0
0 i /∈ I0
therefore pii ◦ f is holomorphic on U0.
But f is holomorphic, so each point of U has an open neighbourhood where f can be written
as in (∗); therefore pii ◦ f is holomorphic on all of U . This proves (i).
(ii) follows from (i) as soon as it is known that there are only finitely many i in I for which
pii ◦ f is not identically zero on U . But the identity theorem of complex analysis implies that
if pii ◦ f is not identically zero on U , then it is not identically zero on any open set U0 ⊂ U . So
choose U0 as at the starts of the proof and write f |U0 as in (∗); if pii ◦ f is not identically zero
on U0, then i ∈ I0. So for all z ∈ U ,
f(z) =
∑
i∈I0
pii ◦ f(z) pi.
Although it is very easy to prove, the identity theorem here is fundamental, for else we would
not be assured of the uniqueness of analytic continuations:
Proposition B.3. Suppose that f is a C(Γ)-valued holomorphic function on some con-
nected open subset U of C. Suppose that the zeros of f have a limit point in U ; then f is
identically zero on U .
Proof. Let (pi)i∈I and (pii)i∈I be as in the previous proposition. By the usual identity
theorem of complex analysis, each pii ◦ f vanishes everywhere; therefore the same is true of f .
Enough has now been proved to discuss analytic continuation of C(Γ)-valued functions as
required in section 5.
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Appendix C. Integration on F × F
In this short section we summarise without proofs the required elements of integration theory
for the product space F × F . Proofs of similar results may be found in [19].
Let L2 denote the space of Haar integrable functions on F × F .
Definition C.1. Given g ∈ L2, a1, a2 ∈ F , and γ1, γ2 ∈ Γ, the lift g at (a1, a2), (γ1, γ2) is
the function f = g(a1,a2),(γ1,γ2) which vanishes off a1 + t(γ1)OF × a2 + t(γ2)OF , and satisfies
g(a1,a2),(γ1,γ2)(x1, x2) = g((x1 − a1)t(−γ1), (x2 − a2)t(−γ2))
if xi ∈ ai + t(γi)OF , i = 1, 2. Note that if g = g1 ⊗ g2, where gi ∈ L for i = 1, 2, then
f = ga1,γ11 ⊗ g
a2,γ2
2 .
Let L(F × F ) denote the C(Γ) space of C(Γ)-valued functions on F spanned by ga,γ for
g ∈ L2, a ∈ F × F , and γ ∈ Γ× Γ. The integral on F × F lifts:
Proposition C.2. There is a (necessarily unique) C(Γ)-linear functional
∫F 2
on L(F 2)
which satisfies
∫F 2
(g(a1,a2),(γ1,γ2)) =
∫
g(u, v) dudvXγ1+γ2 for g ∈ L2, a1, a2 ∈ F , γ1, γ2 ∈ Γ.
L(F × F ) is closed under translation and
∫F 2
is translation-invariant.
Let L(F× × F×) be the space of C(Γ)-valued functions φ on F× × F× for which (x, y) 7→
φ(x, y)|x|−1|y|−1 may be extended to F × F as a function in L(F × F ). Define
∫F××F×
(φ) =∫F 2
φ(x, y)|x|−1|y|−1, where the integrand on the right is really the extension of the function
to F × F .
Proposition C.3. If φ belongs to L(F× × F×) and α1, α2 are in F
×, then (x, y) 7→
φ(α1x, α2y) belongs to L(F
× × F×) and
∫F××F×
φ(α1x, α2y) d
×
xd
×
y =
∫F××F×
φ(x, y) d
×
xd
×
y.
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