We propose a new computational approach based on descriptor state space algorithms for computing normalized coprime factorizations of arbitrary rational matrices. The proposed approach applies to both continuous-and discrete-time rational transfer-function matrices and shows that each rational matrix possesses a normalized coprime factorization with proper factors. The new method is conceptually very simple, essentially reducing the original factorization problem to one for proper systems. The main computation consists in solving an appropriate generalized algebraic Riccati equation.
Introduction
Normalized coprime factorization of proper transfer function matrices (TFMs) have many important theoretical and practical applications. From theoretical part, they can be used to define topological properties for rational matrices [14] . Practical applications include model/controller reduction and robust controller design [7] .
Normalized coprime factorizations of proper TFMs has been considered by several authors [15, 16, 3] . The underlying computation involves the solution of a standard continuous-or discrete-time algebraic Riccati equation. The normalized coprime factorization of non-proper TFMs has been recently considered for continuous-time systems in [2] , but for discrete-time systems, there are apparently no corresponding results. The approach proposed in [2] relies on a particular descriptor system representation of the given rational matrix (with the descriptor matrix E in the diagonal form E = diag (I, 0) and with no feedthrough matrix D). The computation of the normalized factorization consists of solving two standard Riccati equations. This approach raises serious concerns regarding the accuracy of the results because the reduction of E involves the application of possibly ill-conditioned similarity transformations (if E has small nonzero singular values) to the system matrices. Thus, the required initial transformation can lead to unnecessary loss of computational accuracy.
In this paper we propose an alternative approach to compute normalized coprime factorizations of both continuous-and discrete-time TFMs which are possibly non-proper. The new approach reduces essentially the problem to one for proper TFMs. The normalized coprime factorizations are computed by solving appropriate generalized Riccati equations. For the proposed approach the numerical aspects are discussed in details. It appears that all involved numerical computations can be performed by using exclussively reliable numerical algorithms.
The Basic Approach
Let G(λ) be a given p × m rational matrix, representing the TFM of an n-th order linear timeinvariant continuous-or discrete-time descriptor system G = (E, A, B, C, D) , where λE −A is an n×n regular pencil (det(λE − A) ≡ 0) and
will be used alternatively to denote the descriptor system G = (E, A, B, C, D). λ is either s or z, the complex variables appearing in the Laplace-or Z-transform, respectively, in accordance with the type of the system. Throughout the paper we assume that the descriptor representation A normalized left coprime factorization (NLCF) is defined analogously. Each algorithm to compute NRCFs can be used to compute NLCFs too, by applying it to the transposed TFMs. Therefore, only procedures to compute NRCFs will be discussed.
The proposed approach can be seen as a constructive proof of the following basic result. Proof. The following procedure to compute the NRCF of G serves also as proof of the theorem:
1 such that both N 1 and M 1 are proper TFMs.
Solve the spectral factorization problem
The first step can be performed by using an efficient algorithm to compute RCFs with proper factors proposed in [12] . For the step 2, algorithms to compute standard inner-outer factorization [5, 6] are extended for the descriptor system representation. The main computation in this step is the solution of appropriate generalized Riccati equations. Computational details of each step are discussed in the next sections.
Note that a direct approach, leading to the solution of descriptor Riccati equations, has been also devised by taking formally in the above procedure N 1 = G and M 1 = I [13] . In the continuous-time case, such a procedure is essentially equivalent to the technique of [2] . However, because of much more involved computations, the direct procedure appears to be less appropriate as a satisfactory computational solution for our problem.
RCF with proper factors
In this section we consider the problem at step 1 of the NRCF Procedure to compute a RCF G = N M −1 such that N and M are proper. For a given irreducible descriptor represention G = (E, A, B, C, D) , a general algorithm for this computation has been proposed in [12] . The basic approach originates from the following result (see also [17] ):
gives a fractional representation of
If F is chosen such that the pair (E, A + BF ) is stable and has only simple eigenvalues at infinity, then the fractional representation is a RCF with proper factors.
If the given system (E, A, B, C, D) has impulsive modes, that is, the finite generalized eigenvalues of the pair (E, A) are fewer than r = rank(E), then the following conceptual approach to compute a RCF with proper factors can be used:
1 , where both factors are proper but possibly unstable.
Compute the RCF
by using an appropriate algorithm (e.g. [12] ).
It is easy to see that G = N M −1 is the desired RCF. Note that at step 1 of the NRCF Procedure, it is sufficient to perform only the first step above. For this purpose we present an easy way to compute F , which defines the proper factors N 1 and M 1 . Because of purely algebraic nature of the problem, the involved computations are the same for both continuous-and discrete-time systems. We can freely assume that the given system matrices are in a SVD-like coordinate form
where E 11 ∈ IR r×r is nonsingular. Such a representation can be always achieved by an orthogonal similarity transformation which compresses the rows and columns of the matrix E. Note that due to irreducibility assumption, rank B 2 = rank C 2 = n − r, where n is the order of the descriptor realization of G.
The state feedback matrix F which moves the impulsive modes to finite locations can be computed as
where F 2 is chosen such that the matrix A 22 + B 2 F 2 is non-singular and well-conditioned with respect to matrix inversion. By this choice the pair (E, A + BF ) is regular and has r finite eigenvalues and n − r simple eigenvalues at infinity (non-dynamic modes) [4] .
The non-dynamic modes can be elliminated with the help of well-known residualization formulas. The resulting proper factors are
where
The NRCF of proper systems
In this section we derive the main results which allow to compute with the NRCF Procedure the NRCF of a proper rational TFM G(λ) from a given irreducible descriptor representation G = (E, A, B, C, D) , with E is nonsingular. This corresponds to take at step 1 simply N 1 = G and M 1 = I. With minor modifications however, the results can be also used to compute the spectral factorization at step 2 of the NRCF Procedure.
The continuous-time case
The following result is an extension of [15] for proper continuous-time descriptor systems.
Proposition 1. Let X be the symmetric stabilizing solution of the generalized continuous-time algebraic Riccati equation (GCARE)
where R = I + D T D, and let F be the corresponding stabilizing feedback matrix
Then
with
Proof. We will show that with the above expressions of F and H the descriptor representation
is similar to the descriptor representation of I + G ∼ G in (4) . With X satisfying (5) we form the left and right transformation matrices
respectively, and apply them to the descriptor representation of I + G ∼ G in (4). It is easy to check that the two descriptor representations are identical. The expressions (8) of N and M result by simple matrix manipulations.
For the numerical solution of the GCARE, consider the extended Hamiltonian pencil (EHP)
The following result allows to compute the solution of GCARE by solving an appropriate generalized eigenvalue problem of the EHP [1, 8] .
Lemma 2. Let V be a basis matrix for the maximal dimension stable deflating subspace V of the EHP (9) and let
T be partitioned in accordance with L and P in (9) . Then V 1 ∈ IR n×n is nonsingular, and the stabilizing solution X of the GCARE (5) and the corresponding stabilizing feedback F can be computed as
1 . Because the EHP is regular, standard numerical techniques can be employed to compute V [9, 10].
The discrete-time case
I + G ∼ G can be represented as
The following result parallels Proposition 1 and represents the extension of [3] for proper discrete-time descriptor systems.
Proposition 2. Let X be a symmetric stabilizing solution of the generalized discrete-time algebraic Riccati equation (GDARE)
Then, the TFM G o defined in (7) with
o of the NRCF can be expressed as in (8) . Proof. We will show that with the above choice of F and H the descriptor representation
is similar to the descriptor representation of I + G ∼ G in (10) . With X satisfying (11) we form the left and right transformation matrices
respectively, and apply them to the the descriptor representation of I + G ∼ G in (10) . It is easy to check that the resulting descriptor representation is identical to (13) . 2 For the numerical solution of the GDARE, consider the extended simplectic pencil (ESP)
The following result parallels Lemma 2 allowing to compute the solution of GDARE by solving an appropriate generalized eigenvalue problem [8] .
Lemma 3. Let V be a basis matrix for the maximal dimension stable deflating subspace V of the ESP (14) and let 
Solution of the spectral factorization problem
Propositions 2 and 3 solve in fact the spectral factorization problem
In the case when N 1 and M 1 have the realizations given in (3), we can solve the same problem with the obvious replacements
in the GCARE (5) 
where F and H have the appropriate expressions resulted using the above replacements.
Numerical examples
To illustrate the proposed approach, consider the TFM
for which we compute NRCFs for both continuous-and discrete-time systems. The first step of the NRCF Procedure is common to both system types, so that we present the preliminary factorization step ignoring the system theory interpretation of G. An irreducible descriptor realization of G in a SVD-like coordinate form is given by 
