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Abstract: We consider the Abelian-Higgs model with two complex scalar fields and
arbitrary positive integer charges with the addition of a higher-order generalization of the
Josephson term. The theory possesses vortices of both local and global variants. The
only finite-energy configurations are shown to be the local vortices for which a certain
combination of vortex numbers and electric charges – called the global vortex number –
vanishes. The local vortices have rational fractional magnetic flux, as opposed to the global
counterparts that can have an arbitrary fractional flux. The global vortices have angular
domain walls, which we find good analytic approximate solutions for. Finally, we find a
full classification of the minimal local vortices as well as a few nonminimal networks of
vortices, using numerical methods.
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1 Introduction
A type-II superconductor expels an applied magnetic field due to the Meissner effect, such
that it flows around the superconducting material – with the exception of formation of
magnetic vortices, called Abrikosov-Nielsen-Olesen (ANO) vortices [1, 2]. The latter can
penetrate the superconductor in the direction of the externally applied magnetic field if
the magnetic field is not too large and not too small. ANO vortices are elegantly described
in the Ginzburg-Landau (GL) effective theory of superconductivity. The static vortices
are independent of the theory being relativistic or nonrelativistic. n vortices are described
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by n zeroes in the order parameter of the theory, which is a complex scalar field, and has
additionally a phase that winds n times at spatial infinity (or at any radius far from the
centers of the n zeroes), see e.g. the text book [3].
The order parameter of a superconductor in the GL effective theory has electric charge
2e. In condensed matter physics, liquid metallic deuterium hosts both a Bose-Einstein
condensate (BEC) as well as Cooper pairs [4]. Such a system can be described by two
coupled fields with opposite signs for their respective electric charges. Mixtures of con-
densates of different electric charges is possible also in ultra-cold atomic gases, with a
synthetic gauge field, see e.g. ref. [5]. Two-dimensional Skyrmions induced by quadratic
band touching fermions can provide superconductivity with charge 4e instead of 2e [6].
These facts motivate the study of Abelian-Higgs type models with generic electric charges.
Condensed matter systems with two superconductors separated physically by a thin insu-
lating or weakly superconducting layer are described by a two-component Abelian Higgs
model, see refs. [8, 9]. The case of a two-component superconductor with generic charges
has been studied already by Garaud and Babaev [7].
This physical setup of two superconductors separated by a thin layer houses a seminal
effect called the Josephson effect, where a superconducting current is passing through the
thin layer and is proportional to sine of the so-called Josephson phase [10, 11]. The Joseph-
son phase is defined as the difference between the arguments of the order parameters of the
two respective superconductors sandwiching the thin insulating layer. The effect can be
understood quantum mechanically as a tunneling of a Cooper pair across the thin layer and
is described in the two-component Abelian-Higgs model by the so-called Josephson term.
Because the effect is really quantum mechanical – although macroscopically observable – it
is possible to construct a single-electron transistor using the Josephson junction [12]. Other
interesting applications are superconducting quantum interference devices called SQUIDs,
as well as qubits which are the integral part of current day’s quantum computing, see
ref. [13] for a review.
The Josephson term also arises in two-component Bose-Einstein condensates (BECs)
as an intrinsic interaction between two different states of the same condensate, propagated
by an external field, as opposed to the Josephson junction, described above, where the
interaction comes from a tunneling effect between two different condensates (order param-
eters). The former is called a Rabi term for BECs [14–16] and an intrinsic Josephson term
for type-II superconductors. Josephson terms have been also studied in field-theoretical
setups [17–19], and have been generalized to non-Abelian Josephson junctions [20, 21] and
intrinsic interactions [22].1
Sine-Gordon solitons often exist in two-component models possessing Josephson terms
and live in Josephson phase function [26, 27]. They have also been found in one-dimensional
type-II superconductors without a Josephson junction [28] and in two-component BECs
[29]. Vortices in each component are fractionally quantized in the sense that integer winding
numbers of the complex fields at spatial infinity lead to a fractional magnetic flux [4, 30].
1The Josephson interaction term also appears naturally in two-Higgs doublet models (2HDMs) in particle
physics (see ref. [23] for a review), which can affect vortices and give rise to domain walls [24, 25].
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The presence of Josephson terms induces attraction between the vortices of the two different
components, which creates the possibility of fractional vortex molecules [29, 31]. Fractional
vortex molecules are subject to vortex confinement [32–34] and can give rise to vortex
lattices [35] as well as Berezinskii-Kosterlitz-Thouless transitions [36].
In this paper, we consider the marriage of the two concepts: namely the possibility of
having generic charges of the two order parameters in a two-flavor model (or two-component
superconductor) and having a Josephson term. This has not been considered previously,
for good reasons, because the Josephson term only allows the two order parameters to
have the same charges. In this paper we propose a generalization of the Josephson term
to arbitrary integer charges of the same sign, which is gauge invariant, but does not have
the physical interpretation of a Cooper pair tunneling across a thin barrier, unless the two
charges are both equal to 2 (from now on, we will only specify the integer coefficient of the
charge e).
Our first result is that the total winding number k, is a rational fraction when the
vortices are local – i.e. when nglobal = 0, but is arbitrarily fractional (could be irrational)
when the vortices are global – i.e. when nglobal 6= 0. The latter situation yields angular
domain walls, which we find analytic approximations for. The angular domain walls live
in the generalized Josephson phase, which we denote the global vortex phase.
Next, we find that the only finite-energy vortices that exist in our model are local
vortices – i.e. with nglobal = 0. If the vortices are global, on the other hand, the energy is
logarithmically divergent (in the plane) without the new generalized Josephson term and
linearly divergent with it. The latter linear divergence is simply due to the presence of the
angular domain walls emanating from the vortex cores of the global vortices.
Finally, we perform numerical calculations and find a full classification of the minimal
local vortices in the theory for electric charges up to four. We also illustrate some nonmin-
imal local vortices that come in two variants of infinitely extendable networks. Finally, we
make a numerical comparison between the angular domain walls and the analytic solution.
The paper is organized as follows. Sec. 2 introduces the model, the symmetries in
sec. 2.1 and the vacuum in sec. 2.2. The vortex Ansatz is used to construct local and
global vortices in sec. 2.3 with and without the generalized Josephson term and in the
former case, an approximation makes it possible to find an explicit analytic solution for the
so-called angular domain wall, that exist for global vortices. Finite energy considerations
are made in sec. 2.4. The results are presented in sec. 3, first describing the numerical
method (sec. 3.1), the visualization scheme (sec. 3.2) and some intuition for constructing
solutions (sec. 3.3). Then local vortices are constructed in sec. 3.4, whose minimal solutions
are illustrated in sec. 3.5 and nonminimal in sec. 3.6. The dependence of the ratio of the
VEVs is explored in sec. 3.7. Global vortices are considered in sec. 3.8, where a numerical
solution is compared with the analytic approximate solution of sec. 2.3. Finally, the paper
is concluded with a discussion in sec. 4.
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2 The model, vortex asymptotics and angular domain walls
The static energy for our model containing two complex scalar fields (two components) φ1
and φ2 with charges Q1 and Q2, respectively, reads
E =
∫
d2x
 1
4e2
F 2ij + |Diφf |2 +
2∑
f=1
λ2f
2
(|φf |2 − v2f)2 − γ (φQ21 φ¯Q12 + φ¯Q21 φQ12 )+ η
 ,
(2.1)
and the covariant derivatives are given by
Diφf = ∂iφf − iQfAiφf , (f not summed over) (2.2)
with the spatial index i running over 1, 2 and the flavor index f = 1, 2. The coupling
constants of the model are e > 0 for the U(1) gauge coupling constant, Qf ∈ Z>0 are
positive integer charges, λf > 0 for the two symmetry breaking potentials, vf > 0 for
the vacuum expectation values of the norm of the complex scalar fields, and finally γ for
the generalized Josephson term. η ∈ R is real constant that will be adjusted so as to set
the vacuum energy to zero. One reason for considering only positive charges Qf ∈ Z>0 is
that the generalized Josephson term is then well defined also at the points in space where∑2
g=1 σ
1
fgφg vanishes, with
σ1fg =
(
0 1
1 0
)
fg
, (2.3)
being the first Pauli matrix and f, g are the matrix indices.
The equations of motion read
D2i φf − λ2f
(|φf |2 − v2f)φf + γ 2∑
g=1
σ1fgQgφ
Qf
g φ¯
Qg−1
f = 0, (f not summed over) (2.4)
∂iFij − ie2
2∑
f=1
Qf
(
φ¯fDjφf − φfDjφf
)
= 0. (2.5)
The generalized Josephson term will lead to a potential runaway instability (i.e. un-
bounded energy functional) for Qf > 4 or for Qf = 4 and γ > λ
2
f . For this reason, we will
not consider charges larger than Qf = 4 for any f .
We note that the sign of the coefficient of the generalized Josephson term, γ, is un-
physical. This can be seen readily by performing a global transformation of either of
the complex scalar fields: e.g. take φ1 and make the transformation φ1 → ei
pi
Q2 φ1, which
changes γ → −γ.
2.1 Symmetries
The symmetry of the model for γ = 0 is
G = U(1)1 ×U(1)2, (2.6)
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which is a global symmetry
U(1)f : φf → eiβfφf , (f not summed over) (2.7)
with f = 1, 2. Turning on γ > 0 breaks the symmetry down to a subgroup – a combination
of the two U(1)’s:
φ1 → eiQ1βφ1, φ2 → eiQ2βφ2. (2.8)
This is the combination that is gauged and thus the gauge transformation reads
φ1 → eiQ1α(x)φ1, φ2 → eiQ2α(x)φ2, Ai → Ai + ∂iα(x). (2.9)
The model is invariant under this U(1) gauge transformation; in particular the generalized
Josephson term is constructed on the principle of gauge invariance.
The breaking of the symmetry G→ G˜ is explicit (for γ > 0) with
G˜ = U(1), (2.10)
and this symmetry is then further completely broken spontaneously
G˜→ H, with H = 1. (2.11)
Thus the topology of the vacuum supports topological vortices
pi1(G˜/H) = pi1(U(1)) = pi1(S
1) = Z. (2.12)
Although the symmetry G is explicitly broken, it will be useful to consider the gen-
eralized Josephson term as a perturbation and hence remember the original symmetry of
the model, G, which gives rise to two distinct vorticities or vortex numbers
pi1(G/H) = pi1 (U(1)1 ×U(1)2) = Z1 ⊕ Z2. (2.13)
If we denote the two vortex numbers by nf :
nf ∈ Zf , f = 1, 2, (2.14)
it will prove convenient to define two linear combinations
nlocal = Q2n1 +Q1n2, (2.15)
nglobal = Q2n1 −Q1n2. (2.16)
The meaning of these new “vortex numbers” will become clear shortly; they can be viewed
as the number of local and number of global vortices, respectively.
– 5 –
2.2 The vacuum
Minimization of the Mexican hat potential (the third term in the energy (2.1)) leads to the
vacuum solution
φf = vfe
iθf . (f not summed over) (2.17)
Substituting this into the generalized Josephson term (the fourth term in the energy (2.1))
gives
−2γvQ21 vQ12 cos(Q2θ1 −Q1θ2). (2.18)
The number of vacua is infinite, because we can shift both angles and get a “new vacuum”:
we will count such a vacuum as the same. Counting how many discrete possibilities the
problem
Q2θ1 −Q1θ2 = pi
2
+mpi, (2.19)
with m ∈ Z has for θ1,2 ∈ [0, 2pi) yields the result
# of vacua = 2 max (Q1, Q2) , (2.20)
where we recall that the charges are positive integers: Qf ∈ Z>0. This means that the
number of different domain walls is
2 max (Q1, Q2)− 1. (2.21)
The constant η is thus determined as
η = 2γvQ21 v
Q1
2 cos(Q2θ1 −Q1θ2), (2.22)
which vanishes (η = 0) for the 2 max(Q1, Q2) solutions (2.19), but otherwise is generically
equal to
η = 2γvQ21 v
Q1
2 . (2.23)
2.3 Vortex Ansatz
2.3.1 γ = 0
We consider the following axially symmetric Ansatz for vortices in both complex scalar
fields and a corresponding transverse component of the gauge field.
φf = vfhf (r)e
infθ, (f not summed over) (2.24)
Ai = −εijx
j
r2
ka(r), (2.25)
with boundary conditions
h1,2(0) = 0, lim
r→∞h1,2(r) = 1, (2.26)
a(0) = 0, lim
r→∞ a(r) = 1. (2.27)
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Writing now the equations of motion (2.4)-(2.5) using the above Ansatz, we have
h′′f +
1
r
h′f −
1
r2
(kaQf − nf )2hf − λ2fv2f (h2f − 1)hf (2.28)
+ γ
2∑
g=1
σ1fgQg cos [(Q2n1 −Q1n2)θ] vQg−2f v
Qf
g h
Qg−1
f h
Qf
g = 0, (f not summed over)
γ
2∑
g=1
fgQg sin [(Q2n1 −Q1n2)θ] vQg−2f v
Qf
g h
Qg−2
f hg = 0, (f not summed over)
(2.29)
k2
(
a′′ − 1
r
a′
)
− 2e2
2∑
f=1
v2fh
2
f (kaQf − nf ) kQf = 0, (2.30)
where h′ ≡ ∂rh, h′′ ≡ ∂2rh and so on. Unless Q2n1 − Q1n2 = nglobal = 0, the generalized
Josephson term is not compatible with the axially symmetric vortex Ansatz and we have
to set γ = 0 due to eq. (2.29), which reduces eq. (2.28) to:
h′′f +
1
r
h′f −
1
r2
(kaQf − nf )2hf − λ2fv2f (h2f − 1)hf = 0. (f not summed over)(2.31)
Applying the boundary conditions (2.27) to eq. (2.30) yields an algebraic equation that
can be solved for the total winding number, k, giving
k =
n1Q1v
2
1 + n2Q2v
2
2
Q21v
2
1 +Q
2
2v
2
2
. (2.32)
The total magnetic flux is thus
Φ =
∫
d2x F12 = 2pik. (2.33)
We will call a vortex configuration with this magnetic flux a fractional vortex, because k is
generically not an integer and not even necessarily a rational number. Rewriting the total
winding number in terms of the local and global vortex numbers (2.15)-(2.16), we get
k =
1
2Q1Q2
nlocal +
Q21v
2
1 −Q22v22
2Q1Q2
(
Q21v
2
1 +Q
2
2v
2
2
)nglobal, (2.34)
from which it is clear that nglobal creates an arbitrary fraction, whilst nlocal yields a rational
number.
Considering now the asymptotic behavior of the complex scalar fields, we apply the
boundary conditions (2.27) to eq. (2.31) and obtain
− 1
r2
2∑
g=1
σ1fg
(
nglobalQgv
2
g
Q21v
2
1 +Q
2
2v
2
2
)2
. (2.35)
This term comes from the mismatch of the gauge field asymptotically trying to cancel the
contribution from the winding of the complex scalar fields. In fact, the presence of this
term (i.e. for nglobal 6= 0) will lead to a logarithmic divergence of the energy, see below.
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2.3.2 γ 6= 0 : Angular domain walls
We will now consider the following axially symmetric vortex Ansatz, but with a nontrivial
phase function and θ dependence:
φf = vfhf (r)e
infΘf (r,θ), (f not summed over) (2.36)
Ai = −εijx
j
r2
ka(r, θ), (2.37)
where the boundary conditions now in addition to eq. (2.26) read
a(0, θ) = 0, lim
r→∞ a(r, θ) = 1, (2.38)
Θ1,2(r, 0) = 0, Θ1,2(r, 2pi) = 2pi. (2.39)
Writing out the equations of motion now for the Ansatz (2.36)-(2.37) yields
h′′f +
1
r
h′f −
1
r2
(
kaQf − nf Θ˙F
)2
hf − n2fhf (Θ′f )2 − λ2fv2f (h2f − 1)hf (2.40)
+ γ
2∑
g=1
σ1fgQg cos (Q2n1Θ1 −Q1n2Θ2) vQg−2f v
Qf
g h
Qg−1
f h
Qf
g = 0,
(f not summed over)
nfΘ
′′
f +
1
r
nfΘ
′
f + 2nf (log hf )
′Θ′f −
1
r2
kQf a˙+
1
r2
nf Θ¨f (2.41)
−γ
2∑
g=1
fgQgv
Qg−2
f v
Qf
g h
Qg−2
f hg sin(Q2n1Θ1 −Q1n2Θ2) = 0,
(f not summed over)
k
(
a′′ − a
′
r
)
− 2e2
2∑
f=1
Qfv
2
fh
2
f
(
kaQf − nf Θ˙f
)
= 0, (2.42)
where fg is the two-dimensional antisymmetric tensor with 12 = 1, Θ
′ ≡ ∂rΘ, Θ˙ ≡
∂θΘ and so on. Since we are interested in the asymptotic behavior, we will consider the
approximation of ignoring the radial derivatives. Suppressing the radial derivatives in
eq. (2.42) and assuming that hf = 1, we get
ka(θ) =
Q1v
2
1n1Θ˙1(θ) +Q2v
2
2n2Θ˙2(θ)
Q21v
2
1 +Q
2
2v
2
2
, (2.43)
which reduces to eq. (2.32) if
1
2pi
∫ 2pi
0
dθ a = 1. (2.44)
Inserting eq. (2.43) into eq. (2.41), suppressing the radial derivatives and assuming hf = 1,
yields
Q2n1Θ¨1 −Q1n2Θ¨2
r2
(
Q21v
2
1 +Q
2
2v
2
2
) − γvQ2−21 vQ1−22 sin (Q2n1Θ1 −Q1n2Θ2) = 0. (2.45)
– 8 –
It will prove convenient to switch variables to
nlocalΘlocal = Q2n1Θ1 +Q1n2Θ2, (2.46)
nglobalΘglobal = Q2n1Θ1 −Q1n2Θ2, (2.47)
for which eq. (2.45) becomes
nglobalΘ¨global − r2γ
(
Q21v
2
1 +Q
2
2v
2
2
)
vQ2−21 v
Q1−2
2 sin (nglobalΘglobal) = 0. (2.48)
For convenience, we will define the variable
ζ ≡ θrκ ≡ θr
√
γ
(
Q21v
2
1 +Q
2
2v
2
2
)
vQ2−21 v
Q1−2
2 , (2.49)
in terms of which eq. (2.48) reads
nglobal
d2Θglobal
dζ2
− sin(nglobalΘglobal) = 0. (2.50)
This equation is the well-known sine-Gordon equation and the solutions to this equation
are sine-Gordon domain walls – which we shall call angular domain walls2
Θglobal =
nglobal−1∑
m=0
ΘH
(
θ − 2pim
nglobal
)
ΘH
(
2pi(m+ 1)
nglobal
− θ
)
Θmglobal, (2.51)
Θmglobal =
4
nglobal
arctan (exp [(θ − ϑm)rκ]) + 2pim
nglobal
,
ϑm ∈
(
2pim
nglobal
,
2pi(m+ 1)
nglobal
)
, m = 0, 1, 2, . . . , nglobal − 1, (2.52)
where ΘH is the Heaviside step function
ΘH(x) =
∫ x
−∞
ds δ(s), (2.53)
ϑm are directional moduli and κ is given by eq. (2.49).
A comment is in store about the approximation we have made by picking up only 3
terms of the imaginary part of the scalar field equation of motion (2.41). More precisely, we
have used the two terms involving θ derivatives as well as the potential bit, but discarded
the radial derivatives. The rationale for this, is that we expect the angular domain walls to
be translational invariant in say x, which means that the angular function will only depend
on r2 via the prefactor of the double θ derivative. We check this statement a posteriori,
and indeed the radial derivative of the solution (2.51) is exponentially suppressed at large r
and can thus safely be ignored in the asymptotic determination of the domain wall profile.
It does, however, play a role for the domain wall shape near the vortex core and this region
will also fix the apparent directional moduli of the angular domain walls. However, to
leading order in the asymptotic expansion, we cannot determine such fine details.
2For Q1 = Q2 = 2 which is the conventional superconductor, the angular domain wall is called a fluxon
[26].
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(d) nglobal = 4
Figure 1. Angular domain walls for nglobal = 1, 2, 3, 4. For the figures, the following values
where used: rκ = 5, 10, 15, 20 for the four panels, respectively, and the directional moduli were
set to ϑm = pi(2m+ 1)/nglobal, with m = 0, 1, . . . , nglobal, which corresponds to the middle of their
respective intervals (maximal repulsion).
Fig. 1 shows examples of the angular domain wall solutions given in eq. (2.51). The
solution is only valid asymptotically, i.e. for rκ nglobal.
Angular domain walls resemble axion domain walls emanating from an axion string in
axion models (for a review, see e.g. ref. [37]), and axial domain walls from an axial vortex
in QCD (for a review, see e.g. ref. [38]).
2.4 Finite energy vortices
We will now consider finiteness of the total energy in the plane. The exact behavior of the
vortices near the origin and hence near their cores will not be important here, merely the
behavior of the fields as they tend to spatial infinity.
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2.4.1 γ = 0
We start with the case of γ = 0, for which the divergence was already spotted in eq. (2.35).
For this analysis we again use the Ansatz (2.24)-(2.25) – which is appropriate for the γ = 0
case – and insert it into the energy functional (2.1). Taking the asymptotic contributions
to the energy integral one-by-one, yields
pi
2e2
∫ R
dr rF 2ij ∼ finite, (2.54)
2pi
∫ R
dr r|Diφf |2 ∼
n2globalv
2
1v
2
2
(Q21v
2
1 +Q
2
2v
2
2)
2pi logR, (2.55)
pi
2∑
f=1
λ2f
∫ R
dr r
(|φf |2 − v2f)2 ∼ finite, (2.56)
with R much bigger than any other scale in the system. It is clear that if we impose the
condition that
nglobal = 0, ⇒ n2Q1 = n1Q2, (2.57)
then the total energy is finite, even for infinitely large systems. Our first result of this paper
is, however, this. Once we impose the condition, nglobal = 0 or equivalently n2Q1 = n1Q2,
the total winding number of the gauge field simplifies to
k =
1
2Q1Q2
nlocal =
n1
Q1
=
n2
Q2
, (2.58)
and is related to the magnetic flux by eq. (2.33). This winding number corresponds to
a finite-energy configuration – we call a vortex with such a winding number a rational
(fractional) vortex.
Notice that the finite-energy configurations do not necessarily have an integer times
2pi for the flux, but can take on any fractional value. Notice also that for any finite-energy
configuration, the values of v1,2 do not affect the total magnetic flux. For infinite-energy
configurations – global vortices that have nglobal 6= 0 – the ratio of v1/v2 can nevertheless
affect the total magnetic flux unless |Q1v1| = |Q2v2|, for which an accidental cancellation
makes gauge field unaware of the global vortex winding in the scalar fields.
2.4.2 γ 6= 0 : Angular domain walls
Turning to the case of γ 6= 0, axial symmetry of the vortices is lost and the phase functions
of the scalar fields, Θ1,2 – see eq. (2.36), develop nontrivial behavior described by angular
domain walls (2.51). For this analysis, we will insert the Ansatz (2.36)-(2.37) into the
energy functional (2.1). Taking again the asymptotic contributions to the energy one-by-
– 11 –
one, starting with the kinetic terms, yields
pi
2e2
∫ R
dr rF 2ij ∼ finite, (2.59)∫ R
dr r
∫ 2pi
0
dθ |Diφf |2 ∼
∫ R
dr
∫ 2pi
0
dθ
1
r
2∑
f=1
v2f
(
kaQf − nf Θ˙f
)2
h2f + finite
∼
∫ R
dr
∫ 2pi
0
dθ
v21v
2
2n
2
globalΘ˙
2
global
r(Q21v
2
1 +Q
2
2v
2
2)
∼ 4γvQ21 vQ12
∫ R
dr
∫ 2pi
nglobal
0
dθ r
nglobal−1∑
m=0
sech2
[
(θ − ϑ˜m)rκ
]
∼ 4
√
γv
Q2
2
+1
1 v
Q1
2
+1
2√
Q21v
2
1 +Q
2
2v
2
2
∫ R
dr
nglobal−1∑
m=0
[
tanh
(
(θ − ϑ˜m)rκ
)] 2pi
nglobal
0
∼ 8
√
γv
Q2
2
+1
1 v
Q1
2
+1
2 nglobal√
Q21v
2
1 +Q
2
2v
2
2
R, (2.60)
where we have defined the shifted directional moduli
ϑ˜m ≡ ϑm − 2pim
nglobal
. (2.61)
Turning now to the potentials, we have
pi
2∑
f=1
λ2f
∫ R
dr r
(|φf |2 − v2f)2 ∼ finite, (2.62)∫ R
dr r
∫ 2pi
0
dθ
[
η − γ
(
φQ21 φ¯
Q1
2 + φ¯
Q2
1 φ
Q1
2
)]
∼
∫ R
dr r
∫ 2pi
0
dθ
[
η − 2γvQ21 vQ12 cos(nglobalΘglobal)
]
∼ 4γvQ21 vQ12
∫ R
dr r
∫ 2pi
nglobal
0
dθ r
nglobal−1∑
m=0
sech2
[
(θ − ϑ˜m)rκ
]
∼ 8
√
γv
Q2
2
+1
1 v
Q1
2
+1
2 nglobal√
Q21v
2
1 +Q
2
2v
2
2
R. (2.63)
Summing up all contributions, we have a linearly divergent energy
E =
16
√
γv
Q2
2
+1
1 v
Q1
2
+1
2 nglobal√
Q21v
2
1 +Q
2
2v
2
2
R+O( logR,R0), (2.64)
if γ 6= 0 and nglobal 6= 0.
Although it is clear that for γ = 0 and nglobal 6= 0, there is a logarithmic divergence,
our analysis does not show whether there is a subleading logarithmic divergence in the case
of γ 6= 0 and nglobal 6= 0; that is, however, beyond the scope of this paper.
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3 Numerical results
3.1 Numerical method
Our numerical calculations are carried out using a custom built CUDA C code for an
NVIDIA GPU cluster and the code uses a simple gradient flow method to find the vortex
solutions in the two-flavor Abelian-Higgs systems with a generalized Josephson interaction
term. The static equations of motion are discretized using a fourth-order 5-point stencil of
a standard finite difference scheme and the lattice points are updated using the fourth-order
Runge-Kutta method.
3.2 Visualization
In order to visualize the results, we will employ a coloring scheme illustrated in fig. 2.
The absolute values of the two complex scalar fields, |φ1,2|, are used via a 2-dimensional
coloring scheme illustrated in the figure to visualize the field configurations. The scheme is
constructed such that the vacuum (|φ1| = v1 and |φ2| = v2) is white, whereas the position
of the vortices in φ1 (i.e. φ1 ≈ 0) are displayed with red and vortices in φ2 (i.e. φ2 ≈ 0) are
displayed with green. The scheme is made such that the superposed vortices become yellow
and the intermediate values of both fields turns out to become an interpolation function
between red and green that goes through gray, see fig. 2.
|φ 2
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(b)
Figure 2. (a) Visualization of 2 complex fields using a customized coloring scheme. The vacuum
is displayed with white, the vortices of φ1 with red, the vortices of φ2 with green and the coincident
vortices of both φ1 and φ2 with yellow. (b) Visualization of the energy density and the generalized
Josephson term (density) using a customized coloring scheme. The vacuum is displayed with white,
the pure energy with green, the pure generalized Josephson term with blue and the overlap of the
latter two with cyan.
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3.3 An intuitive explanation
We will first and foremost be interested in local and hence finite-energy vortices, which
poses the constraint Q2n1 = Q1n2 (i.e. nglobal = 0) and in turn the winding number
compensated by the gauge field is not just fractional, but rational, see eq. (2.58).
(a) (b) (c)
Figure 3. Intuitive explanation of building a vortex solution in our model. (a) Vortices of the
same species repel each other, (b) but for γ 6= 0, φ1 has Q2 legs while φ2 has Q1 legs. (c) The
connected legs attract the two vortices of opposite species in order to minimize the angular domain
wall length. If there is a leg that cannot be connected anywhere, then nglobal 6= 0: in this example
Q2 = 3, Q1 = 2 and n1 = n2 = 1 so nglobal = Q2 −Q1 = 1 6= 0.
First we should mention that we will consider only the strong type II regime for both
vortex species, which is tantamount to the conditions
λf  e, f = 1, 2. (3.1)
This means that vortices of the same species will repel each other, but vortices with different
species only interact with each other via the common gauge field and the generalized
Josephson term (γ 6= 0), see fig. 3(a).
In order to understand what the solutions of the model with γ 6= 0 look like, it will
be illuminating to introduce a simple toy model, where each vortex in the field φ1 has Q2
legs – corresponding to emanating angular domain walls – and each vortex of the field φ2
has Q1 legs, see fig. 3(b).
In fig. 3(c), we have made a simple example where the charges are assigned as Q2 = 3
and Q1 = 2, so that the red vortex species (f = 1) has three legs and the green vortex
species (f = 2) has two legs. We can only connect legs from one vortex species to the
opposite species. If any legs remain, the global vortex number is nonvanishing: the total
energy will thus be linearly diverging, as demonstrated in sec. 2.4.2. In this simple example,
there is one leg from the red vortex species remaining; thus the global vortex number,
nglobal = 1. Had the remaining leg been emanating from the green vortex species, we
should count it with a negative sign in the global vortex number and hence nglobal would
be minus one instead.
Summary of how to construct vortices in our model:
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1. Place n1 red vortices and n2 green vortices, each with Q2 and Q1 legs, respectively.
2. Connect as many legs between two opposite vortex species as possible.
(a) If no legs remain, we have successfully constructed a local vortex.
(b) If legs are remaining, the global vortex number is given by the number of legs
from the red vortex species (f = 1) or minus the number of legs from the green
vortex species (f = 2).
3.4 Constructing local vortices
We will almost exclusively consider local vortex solutions in this paper, which entails
solutions that obey
nglobal = Q2n1 −Q1n2 = 0, (3.2)
for which the “local” vortex number must be
nlocal = 2Q2n1 = 2Q1n2, (3.3)
and in turn the winding number compensated by the gauge field is given by eq. (2.58). The
local vortex number is just a mathematically convenient construct, whereas physically the
winding number k is much more intuitive.
The minimally winding local vortices – which have finite energy and are spatially
localized, have vortex numbers
n1,min =
Q1
gcd(Q1, Q2)
, n2,min =
Q2
gcd(Q1, Q2)
, (3.4)
for which the local vortex number is
nlocal,min =
2Q1Q2
gcd(Q1, Q2)
, (3.5)
while the winding number is
kmin =
1
gcd(Q1, Q2)
. (3.6)
Obviously, we can have n copies of such minimal local vortices, which just amounts to
multiplying the above quantities by the integer n ∈ Z>0.
3.5 Minimal solutions
We will be interested only in the strong type-II domain where
mφf
mγ
=
√
2λfvf
e
√
Q21v
2
1 +Q
2
2v
2
2
 1, (f not summed over) (3.7)
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for both f = 1, 2. For definiteness, we will choose
e = 0.3, (3.8)
λ1 = λ2 = 2.5, (3.9)
γ = 0.1, (3.10)
throughout the paper for all numerical calculations and also
v1 = v2 = 1, (3.11)
in this section, but we change their ratio in sec. 3.7. In order to retain stability of the
vortex vacuum, we only consider the generalized Josephson term as a perturbation and
hence take γ  λ1,2, for which γ = 0.1 is reasonable.
In this section, we will study the minimal solutions, by which we mean the minimal
vortex numbers possible for a local vortex solution. This will in turn also result in the
lowest energy solution – although for charges larger than 3, we begin to find energeti-
cally metastable solutions with the same vortex numbers as the global energy minimizing
solution.
3.5.1 Q1 = Q2 = Q : The normal vortex
The simplest case is when the two charges are equal. This means that the greatest common
divisor is gcd(Q1, Q2) = Q and for Q > 1 we have rational (fractional) vortices with k =
1
Q .
Nevertheless, since the two vortex species have the same number of legs, the minimal local
vortex is simply given by connecting the Q legs between two vortices of each species.
(a) (Q1, Q2) = (1, 1) (b) (Q1, Q2) = (2, 2)
(c) (Q1, Q2) = (3, 3) (d) (Q1, Q2) = (4, 4)
Figure 4. Q1 = Q2 = Q minimal “normal” vortices with Q = 1, 2, 3, 4. Each subfigure contains
3 elements from left to right: an energy density plot, a field density plot and a sketch of how the
red and green vortices are interconnected. The first two plots are made using the coloring scheme
of fig. 2.
Fig. 4 shows the minimal “normal” vortices for Q = 1, 2, 3, 4 and they are all just a
pair of a vortex of each of the two species. Each subfigure shows the energy density and the
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field densities with the color schemes of fig. 2 as well as a sketch of the vortex components
and how they are connected with their legs.
The solutions thus look very similar and in fact the only difference between the solu-
tions is the effective photon mass
mγ = eQ
√
v21 + v
2
2, (3.12)
which changes with Q and this in turn can be seen in fig. 4 as different interpolations
between yellow and gray (and then white being the vacuum).
The nontriviality of the local solutions will be seen first when the charges differ from
unity and from each other; we will classify them in various categories next.
3.5.2 (Q1, Q2) = (Q, 1) : The vortex flower
The simplest nontrivial minimal vortex exists in the theory with one of the charges equal
to unity and the other larger: Thus we can take (Q1, Q2) = (Q, 1) for Q > 1. The vortex
of the second species (green) will now have Q legs and thus naturally be positioned in
the center of the local vortex with Q vortices of the first species (red) as petals around a
receptacle.
(a) (Q1, Q2) = (2, 1) (b) (Q1, Q2) = (3, 1)
(c) (Q1, Q2) = (4, 1)
Figure 5. (Q1, Q2) = (Q, 1) minimal vortex “flowers”, with Q = 2, 3, 4. Each subfigure contains
3 elements from left to right: an energy density plot, a field density plot and a sketch of how the
red and green vortices are interconnected. The first two plots are made using the coloring scheme
of fig. 2.
Fig. 5 displays the minimal “flower” vortices for Q = 2, 3, 4. Each subfigure shows the
energy density with the density of the generalized Josephson term overlaid using the color
scheme of fig. 2(b), the field densities using the color scheme of fig. 2(a) as well as a sketch
of the vortex components and how their legs are connecting them. As anticipated, the
solutions look like flowers with Q petals on a single receptacle. The legs are clearly visible
on energy part of the subfigures as overlaid density of the generalized Josephson term.
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One may speculate what if we were to increase Q: Would the solution still look like a
flower? First of all, if Q is larger than 4, stability is lost for any value of γ, as a runaway
direction is opened up. The second issue is the bond length of the petal to the receptacle
being model dependent; meaning that it depends on the values of λf and e, etc. Some
exploration revealed that what happens if there is energetically no room for an extra petal,
the solution turns into a flower with Q − 1 petals and a vortex with both species as the
receptacle.
3.5.3 (Q1, Q2) = (Q+ 1, Q) : The vortex stick
The next class of minimal vortices appear for (Q1, Q2) = (Q + 1, Q) with Q ≥ 1: We call
this class of solutions vortex “sticks”. The solution looks like a stick with Q+1 red vortices
and Q green vortices of alternating colors. Notice that for Q = 1, the solution is exactly
the same as the vortex “flower” with two petals.
(a) (Q1, Q2) = (2, 1) (b) (Q1, Q2) = (3, 2)
(c) (Q1, Q2) = (4, 3)
Figure 6. (Q1, Q2) = (Q + 1, Q) vortex “sticks”, with Q = 1, 2, 3. Each subfigure contains 3
elements from left to right: an energy density plot, a field density plot and a sketch of how the red
and green vortices are interconnected. The first two plots are made using the coloring scheme of
fig. 2.
Fig. 6 shows the vortex “sticks” with Q = 1, 2, 3. Each subfigure shows the energy
densities with overlaid density of the generalized Josephson term, the field densities as well
as a sketch of the leg connections. For Q = 3, this is not the only possibility as we will see
shortly.
For this class, we see for the first time the situation where more than one leg is
connecting two adjacent vortices of opposite species. In fig. 6(b), the double “bond” appears
twice and is artistically drawn on the sketch on the sides of the two vortices; nevertheless,
the overlay of the density of the generalized Josephson term clearly shows that the binding
“bond” does indeed look like two separated legs. We should also notice that the length
– 18 –
of the “bonds” for the double bond case is shorter than in the single-bond case. This
trend continues to the triple-bond case where, unfortunately, it becomes impossible to see
the density of the generalized Josephson term overlaying the total energy density. This
is because the bond length is extremely short and the energy density is locally too small
compared to that of the single bond.
3.5.4 (Q1, Q2) = (2Q,Q) : The vortex pill
As we cannot take the charges to be too large, we have not yet seen an example where the
charges have a common factor. The simplest case and the only possible one for charges
less-or-equal to four is the case of (Q1, Q2) = (4, 2), which thus can attain the solution of
the (Q1, Q2) = (2, 1) model by doubling the number of legs between the vortices. We will
call this type, the vortex “pill”, which is nothing but the simplest vortex “flower” with
only two petals or the simplest vortex “stick”.
(a) (Q1, Q2) = (2, 1) (b) (Q1, Q2) = (4, 2)
Figure 7. (Q1, Q2) = (2Q,Q) minimal vortex “pills”, with Q = 1, 2. Each subfigure contains 3
elements from left to right: an energy density plot, a field density plot and a sketch of how the red
and green vortices are interconnected. The first two plots are made using the coloring scheme of
fig. 2.
Fig. 7 shows the minimal vortex “pills” for Q = 1, 2. Each subfigure shows the energy
density with overlaid density of the generalized Josephson term, the field densities as well
as a sketch of the leg connections. The double bonds in fig. 7(b) versus the single bonds
in fig. 7(a) are clearly visible in the energy part of the subfigures.
3.5.5 (Q1, Q2) = (4, 3) : The extended flower
So far all the minimal vortices have been the local vortex solutions with the smallest
possible vortex numbers for given electric charges. Additionally, they have also been the
global energy minimizing solutions for all cases but one – namely the (Q1, Q2) = (4, 3) case:
In this case, the vortex “stick” is not the energetically favorable solution, but a slightly
lower total energy can be obtained by deforming the stick into a “flower” form.
Fig. 8 shows the lowest-energy (Q1, Q2) = (4, 3) local vortex, which takes the form
of a flower with composite petals on a single-vortex receptacle. Each subfigure shows the
energy density with overlaid density of the generalized Josephson term, the field densities
as well as a sketch of the leg connections. The composite petals are made of two vortices
– one of each species – and they are connected internally by a triple bond. Unfortunately,
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Figure 8. (Q1, Q2) = (4, 3) minimal vortex “extended flower”, which is the minimum-energy local
vortex in its charge sector. The figure contains 3 elements from left to right: an energy density
plot, a field density plot and a sketch of how the red and green vortices are interconnected. The
first two plots are made using the coloring scheme of fig. 2.
the short triple bond is not visible on the energy part of the figure, whereas the single
bonds are very clearly marked in the overlaid density of the generalized Josephson term.
Although the composite petal is very compact, it is nevertheless possible to see on the field
densities part of the figure that the green vortex is the inner-most one as it must connect
to the red central receptacle.
3.6 Nonminimal solutions
It should be obvious by now that the minimal vortices cannot be the only possibilities
of connecting the legs to form local vortices. We call the remaining infinity of solutions,
nonminimal solutions. Indeed as there are infinitely many nonminimal solutions, we will
only display a selected few solutions that we have found numerically.
Figure 9. (Q1, Q2) = (2, 2) nonminimal vortex ring. The figure contains 3 elements from left to
right: an energy density plot, a field density plot and a sketch of how the red and green vortices
are interconnected. The first two plots are made using the coloring scheme of fig. 2.
Fig. 9 shows the case with the smallest possible electric charges possessing nonminimal
solutions, viz. the (Q1, Q2) = (2, 2) case. The minimal local vortex with these charges is
simply a vortex of both species superposed one on the other, see fig. 4(b). Instead of using
two legs to connect the two vortices of opposite species, we can connect two green vortices
to a single red vortex, which leaves one leg unconnected. The solution is simple: Indeed
we can make a ring network of vortices of alternating species (red, green, red, . . ., green).
The particular ring network solution found and illustrated in fig. 9 contains six vortices of
each species.
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Although the red vortex and the green vortex (i.e. of species 1 and species 2, respec-
tively) do not repel each other, the strong repulsive force between vortices of the same
species push them as far apart as possible, turning the solution into a network of alter-
nating vortex species on a wound-up string – a ring network. The reason for the whole
construction not to fall apart, is that the legs contribute to the energy via the generalized
Josephson term and hence must be shortened as much as possible. The balance act between
the two opposing forces creates the bond length and in turn the specific solution depicted
in the figure.
Figure 10. (Q1, Q2) = (3, 2) nonminimal vortex stick network. The figure contains 3 elements
from left to right: an energy density plot, a field density plot and a sketch of how the red and green
vortices are interconnected. The first two plots are made using the coloring scheme of fig. 2.
The next example of a nonminimal local vortex is for the (Q1, Q2) = (3, 2) case. The
minimal local vortex with these charges is the vortex “stick”, see fig. 6(b). The Q = 2 stick
(i.e. (Q1, Q2) = (Q + 1, Q) = (3, 2)) has two parts with double bonds as opposed to the
Q = 1 stick, which has only single bonds. The double bonds can thus be split and used to
connect other sticks and it is then unlimited how large a stick network one can build from
this foundation.
The two basic building blocks in this construction are a vertex composed by a green
vortex as a receptacle with three red petals, each having an unconnected leg, and the
other is an end cap composed by a red and a green vortex interconnected by a double
bond, leaving the green vortex with an unconnected leg. The two types of bond are clearly
visible in fig. 10 in the energy density part of the figure (the left-most part).
The specific vortex stick network depicted in fig. 10 is composed by three minimal
vortex sticks that have been deformed so as to form the stick network resembling the
capital Latin letter ‘H’.
The next example of a nonminimal local vortex is for the (Q1, Q2) = (3, 3) case. Since
the two electric charges are equal, the minimal vortex is simply a vortex of each species,
mutually interconnected by three legs, see fig. 4(c). This triple bond can be split into a
double bond with two loose legs or into a single bond with four loose legs. This complexity
yields vortex ring network solutions with two basic components. The mentioned former
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Figure 11. (Q1, Q2) = (3, 3) nonminimal vortex ring network. The figure contains 3 elements from
left to right and then down: an energy density plot, a field density plot and a sketch of how the
red and green vortices are interconnected. The first two plots are made using the coloring scheme
of fig. 2.
option provides a link composed by a red and a green with a free leg from each one of
them. The other basic component is the vertex, which is either a single red or a single
green vortex with three legs connecting three chains of links.
Fig. 11 shows the vortex ring network solution that we found numerically. Notice that
at every vertex, the incoming legs must (of course) all be from the opposite vortex species,
which in turn makes the chains of links directed graphs. It is definitely possible to make a
simple ring out of a linked chain, which would be a simpler solution than the one depicted
in fig. 11. The above observation implies that once a vertex is inserted into a ring, an even
number of vertices must be inserted in order to close the ring and hence make the vortex
local. The double bonds in the links and the three single bond emanating from the vertices
are clearly visible in blue on the energy density part of fig. 11.
– 22 –
Figure 12. (Q1, Q2) = (4, 2) nonminimal vortex ring network. The figure contains 3 elements
from left to right: an energy density plot, a field density plot and a sketch of how the red and green
vortices are interconnected. The first two plots are made using the coloring scheme of fig. 2.
The next example is the (Q1, Q2) = (4, 2) case, whose minimal local vortex solution is
in the class of vortex “pills”, see fig. 7(b). The minimal local vortex has two double bonds
and either double bond can be split into two single bonds making the green vortex a link
piece with a red dweller on its back. There are thus two basic components in this model,
the green link piece with a red dweller and simply a red vortex. Alternating these two
components makes it possible to create a vortex ring network of any size.
Fig. 12 shows a nonminimal vortex ring with seven links of both types described above.
Since the dwelling red vortex is attached to the green, necessarily on one side of the green
vortex (due to repulsion from the other red vortices in the ring network), the red dweller
can either sit on the inside or the outside of the ring. The link naturally curves the ring
away from the dweller and hence most dwellers are situated on the outside, since the
overall curvature of the circle must be positive for the ring to close. Both the double bonds
associated with the dweller and the single bond connecting the two types of link in the ring
network of vortices are visible in the energy density part of fig. 12.
The next example is the (Q1, Q2) = (4, 3) case, whose minimal local vortex solutions
are a “stick”, see fig. 6(c) and the “extended flower”, see fig. 8 – the latter of which has
the lowest total energy. The Q = 3 stick (i.e. (Q1, Q2) = (4, 3)) has two triple bonds, two
double bonds and two single bonds. Both the triple and double bonds can be split making
the stick attachable to other sticks and thus provides the breeding ground for the vortex
stick network.
Three basic building blocks can be made: An end cap which is a green and a red
vortex interconnected by a triple bond, leaving the green vortex with a loose leg. The
second building block is a link, which is made of two red vortices encapsulating a single
green vortex with two double bonds, leaving both red vortices with a free leg each. The
third and final building block is the vertex, which comes in two flavors: a three- and four-
legged vertex; the formed is made by attaching a red vortex to the green vortex with a
double bond, creating a vertex with two legs emanating from the green vortex and a single
leg from the red vortex; the latter is simply the green vortex itself.
– 23 –
Figure 13. (Q1, Q2) = (4, 3) nonminimal vortex stick network. The figure contains 3 elements
from left to right and then down: an energy density plot, a field density plot and a sketch of how the
red and green vortices are interconnected. The first two plots are made using the coloring scheme
of fig. 2.
The numerically found vortex stick network in this model is shown in fig. 13 and the
single and double bonds are clearly visible on the energy density part (i.e. upper-left part)
of the figure. Unfortunately, the end caps possessing triple bonds cannot be seen on the
figure as the triple bonds are too short and weak in the energy density plots to be seen.
The specific vortex stick network depicted in fig. 13 is composed of four deformed minimal
vortex sticks.
The final example of nonminimal local vortex solutions is in the Q1 = Q2 = 4 model,
whose minimal local vortex is simply a “normal” vortex composed of a red and green vortex
interconnected by a quadruple bond (i.e. four legs), see fig. 4(d). This quadruple bond can
be split and thus the minimal vortex can be turned into components for building a vortex
ring network.
The two basic building blocks are two types of links. The first type of link has a triple
bond between a red and a green vortex, leaving a free leg on both the vortices. The other
type of link possesses only a double bond, providing them with two free legs on either side.
The second type of link can thus be connected to two links of the first type. In principle,
vertices do also exist, but are not contained in the numerical solution displayed in fig. 14.
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Figure 14. (Q1, Q2) = (4, 4) nonminimal vortex ring network. The figure contains 3 elements from
left to right and then down: an energy density plot, a field density plot and a sketch of how the
red and green vortices are interconnected. The first two plots are made using the coloring scheme
of fig. 2.
Notice that by connecting two chains of the first type to on chain of the second type, the
two chains of the first type necessarily have the same vortex species connecting the chain
of the second type, and hence cannot be interconnected. Therefore, the chains of links are
directed graphs and an even number of insertions of the second type of chain into the first
type must occur. The numerically found solution of this model in fig. 14 contains three
chains of the first type and two chains of the second type, thus providing four insertions of
chains of the second type into the ring of the first type. The single bonds linking the links
of the first type and the double bonds in the chains of the second type are clearly visible
in the energy density part of the figure. The triple bond possessed by the links of the first
type are still not visible, but are illustrated in the sketch of the figure.
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3.7 Varying the VEVs
So far we have worked in a setting where v1 = v2 = 1, which with λ1 = λ2 provides a Z2
flavor symmetry between the vortices of the red and green species. In this section, we will
illustrate how the vortex solutions change by varying the ratio of the VEVs, v1/v2. This
could be done in various ways, but we choose to increase either of the two VEVs, v1,2,
because that would shrink the vortex of the given species (as opposed to lowering the VEV
that would increase the vortex). This is due to the vortex length scales being
`φf = m
−1
φf
=
1√
2λfvf
, (f not summed over) (3.13)
for the scalar fields and
`γ = m
−1
γ =
1
e
√
Q21v
2
1 +Q
2
2v
2
2
, (3.14)
for the gauge field. This choice is simply because we use the solutions displayed in the
previous section as seeds for the calculations and increasing the vortex sizes could make
the solutions run out of space on the finite lattice used for the simulations.
(a) (Q1, Q2) = (1, 1)
Figure 15. Q1 = Q2 = Q minimal “normal” vortex with Q = 1. The figure contains 7 elements
from left to right: For column 1 through 3: v1/v2 = 1: an energy density plot, a field density plot
and a sketch of how the red and green vortices are interconnected. For column 4 and 5: v1/v2 = 2:
an energy density plot and a field density plot. For column 6 and 7: v1/v2 = 1/2: an energy density
plot and a field density plot. All columns except column 3 are made using the coloring scheme of
fig. 2.
We begin with the minimal “normal” vortex with electric charges Q1 = Q2 = 1, whose
solution is axially symmetric since it is made of a red and green vortex superposed at
exactly the same position. We can confirm from fig. 15, that the energy density (first
column) is axially symmetric and the fields are coincident (second column), because the
field plot is yellow turning into gray and then into white. The latter interpolation is exactly
the diagonal of both fields vanishing and while being equal to each other, they increase
to their common VEV. The third column of fig. 15 shows the sketch of the red and the
green vortex being interconnected by a single bond (leg). The fourth and fifth columns
show the same vortex, but for v1/v2 = 2 making the red vortex smaller with respect to the
equal VEV case shown in columns one and two. The result is that the yellow region of the
field plot (fourth column) is small, but surrounded by a green cloud, as the green vortex is
unaltered in size. We also notice that the energy density plot seems to have shrunk with
respect to the equal VEV case; this is merely because the red vortex is smaller and hence
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its energy density is locally higher. It is still surrounded by a larger and weaker cloud of
energy density coming from the green vortex. It can be somewhat hard to see, because
the energy density plot is normalized so that the green color is the maximum local energy
density. Finally, we increase the second VEV instead of the first, so that v1/v2 = 1/2,
which is equivalent to swapping the red and the green vortex in the configuration. For
this particular case, it is a triviality, and the result can be seen in columns six and seven
of fig. 15. In particular we can see that the small yellow region is now surrounded by a
red cloud instead of a green cloud in the seventh column of the figure. For the remaining
figures (except fig. 9) in this section, Q1 6= Q2 and hence the sixth and seventh columns of
the figure will be nontrivial compared with the fourth and fifth columns.
(a) (Q1, Q2) = (2, 1)
(b) (Q1, Q2) = (3, 1)
(c) (Q1, Q2) = (4, 1)
Figure 16. (Q1, Q2) = (Q, 1) minimal vortex “flowers”, with Q = 2, 3, 4. Each subfigure contains
7 elements from left to right: For column 1 through 3: v1/v2 = 1: an energy density plot, a field
density plot and a sketch of how the red and green vortices are interconnected. For column 4 and
5: v1/v2 = 2: an energy density plot and a field density plot. For column 6 and 7: v1/v2 = 1/2:
an energy density plot and a field density plot. All columns except column 3 are made using the
coloring scheme of fig. 2.
We now turn to varying the VEVs of the minimal vortex “flowers”, see fig. 16. As was
the case of the previous figure and for the remaining figures of this section, the columns
show the energy density with v1/v2 = 1, the field densities with v1/v2 = 1, the sketch of
the vortices and legs, the energy density with v1/v2 = 2, the field densities with v1/v2 = 2,
the energy density with v1/v2 = 1/2 and finally the field densities with v1/v2 = 1/2.
Reiterating the properties of the vortex flowers for equal VEVs (v1/v2 = 1) in fig. 16,
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we can see all vortex components in the energy density plots (first column) and the single
bonds are clearly visible in blue as the contribution from the generalized Josephson term.
From the field densities plot (second column), we can see that the vortices of both species
have the same size.
We now turn to the larger VEV case for the red vortex (i.e. v1/v2 = 2), see the fourth
and fifth columns in fig. 16. First we notice that the energy density of the red vortices have
shrunk and are locally so high that the energy density of the green vortex is barely visible.
The single bonds are still visible, but have shrunk a bit due to the smaller size of the red
vortices. The reason for the single bond length still being comparatively long is that the
green vortex as the receptacle retains the same size as in the equal VEV case, thus setting
the length scale between the small red vortices, viz. the petals.
Turning now to the larger VEV case for the green vortex (i.e. v1/v2 = 1/2), see the
sixth and seventh columns in fig. 16, we see a similar trend, but since it is now the receptacle
that has shrunk and not the petals, the solutions are somewhat different in nature. First
we notice that although the green vortex – the receptacle has shrunk significantly – the
red vortices are still visible in the energy density plots, see the sixth column of the figure.
Second, we notice that since the petals are forced to be closer to the receptacle and to
one another, the single bonds binding the petals have been shortened significantly – in
opposition to the v1/v2 = 2 case. Because the petals – the red vortices – are now closer
to the receptacle and to one another, the (Q1, Q2) = (4, 1) vortex flower has almost lost
its clear discrete ZQ1 rotational symmetry (fig. 16(c)), which however is still visible in the
(Q1, Q2) = (2, 1) and (Q1, Q2) = (3, 1) solutions (fig. 16(a,b)).
(a) (Q1, Q2) = (3, 2)
Figure 17. (Q1, Q2) = (Q+ 1, Q) vortex “stick”, with Q = 2. The figure contains 7 elements from
left to right: For column 1 through 3: v1/v2 = 1: an energy density plot, a field density plot and
a sketch of how the red and green vortices are interconnected. For column 4 and 5: v1/v2 = 2: an
energy density plot and a field density plot. For column 6 and 7: v1/v2 = 1/2: an energy density
plot and a field density plot. All columns except column 3 are made using the coloring scheme of
fig. 2.
The last examples that we will display are the (Q1, Q2) = (3, 2) vortex “stick” and the
(Q1, Q2) = (4, 2) vortex “pill”, both possessing double bonds and the former also single
bonds, see figs. 17 and 18, respectively.
Starting with the (Q1, Q2) = (3, 2) vortex “stick” of fig. 17, we again see that the
energy density is localized around the three small red vortices in the fourth column of the
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(a) (Q1, Q2) = (4, 2)
Figure 18. (Q1, Q2) = (2Q,Q) minimal vortex “pill”, with Q = 2. The figure contains 7 elements
from left to right: For column 1 through 3: v1/v2 = 1: an energy density plot, a field density plot
and a sketch of how the red and green vortices are interconnected. For column 4 and 5: v1/v2 = 2:
an energy density plot and a field density plot. For column 6 and 7: v1/v2 = 1/2: an energy density
plot and a field density plot. All columns except column 3 are made using the coloring scheme of
fig. 2.
figure, corresponding to the case of v1/v2 = 2; furthermore, the double bonds are tightly
connected to the exterior red vortices and are visible in blue/gray representing the density
of the generalized Josephson term. The single bonds, on the other hand, are not moved
much and are strung over the length scale of the bond that is roughly set by the size of the
green vortices, which are still being of normal size. In the other regime, i.e. v1/v2 = 1/2,
the green vortices shrink and the red vortices are moved closer to one another, making the
vortex “stick” a cloud of red vortex density with small concentrated green vortices chaining
up the cloud, see the sixth and seventh columns of fig. 17. In this case, the double bonds
are barely visible, but the single bonds still are – although they have shrunk a bit too with
respect to the v1/v2 = 2 case.
Finally, we come to the (Q1, Q2) = (4, 2) vortex “pill”, which possesses only double
bonds and is shown in fig. 18. In the fourth and fifth columns, which correspond to the case
of v1/v2 = 2, the red vortices are small satellites of the larger green vortex “cloud” and the
double bonds are clearly visible in the fourth column of the figure. Somewhat surprisingly,
the opposite case, v1/v2 = 1/2, which only shrinks the center green vortex of the “pill”,
shows a different behavior as the red vortices have collapsed into an indistinguishable cloud
with a small green vortex in the center (shown with yellow color due to the overlap of vortex
densities), see the seventh column of fig. 18.
3.8 Global vortices
In this section, we will consider an example of a global vortex. This is easily achieved
and in fact there is a double infinity of global vortex solutions. The criteria for the global
vortices is simply
nglobal = Q2n1 −Q1n2 6= 0. (3.15)
For concreteness, we consider the model with (Q1, Q2) = (1, 4) and place a single
vortex in the first complex scalar field, i.e. n1 = 1 and n2 = 0, yielding
nglobal = 4, nlocal = 4, (3.16)
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and the total winding number
k =
v21
v21 + 16v
2
2
. (3.17)
For simplicity, we will also consider only the equal VEV case, i.e. v1 = v2, for which the
winding number reduces to
k =
1
17
. (3.18)
Fig. 19 shows a numerical calculation of the model with (Q1, Q2) = (1, 4) with a
single vortex in the first scalar field, namely n1 = 1 and n2 = 0. Fig. 19(a) shows the
energy density plot depicting the total energy density with green and the density of the
generalized Josephson term with blue. Since the vortex is global as opposed to local, there
are Q2 = 4 domain walls emanating from the vortex core and extending towards spatial
infinity. Fig. 19(b) shows the field densities and only the red vortex field is visible; at
the origin, the vortex is clearly seen as the scalar field has zero norm and hence deviates
maximally from its VEV (from below) – this is marked with red color as opposed to the
vacuum which is white. At the center of the domain wall (lines), the complex scalar field
deviates slightly from its VEV and thus four dim red lines emanating from the vortex core
are visible in fig. 19(b). This is counter to the assumptions on which the analytic solution
for the angular domain walls (2.51) were constructed. Finally, the phase of the complex
scalar field, φ1, is shown in fig. 19(c) with the argument of the complex scalar field mapped
to the hue of the color wheel. With this convention arg(φ1) = 0 is red, arg(φ1) = 2pi/3 is
green, arg(φ1) = 4pi/3 is blue, arg(φ1) = pi/3 is yellow, arg(φ1) = pi is cyan, and finally
arg(φ1) = 5pi/3 is magenta.
In fig. 20 we show a comparison of the analytical prediction of the angular domain wall
(2.51) and the numerically extracted phase data from fig. 19. It is observed from fig. 20,
that the analytic solution works qualitatively very well and there is only a slight deviation
from the numerical phase data near the centers of the domain wall. This deviation is caused
by the assumption that the modulus of the complex scalar field, φ1, remains at its vacuum
value |φ1| = v1, which is only approximately true, see fig. 19(b).
4 Conclusion and discussion
In this paper, we have studied a two-component Abelian-Higgs model with new cross inter-
action between the two complex scalar fields, which is inspired by the seminal Josephson
term, but generalized to the case of the complex scalar fields carrying different electric
charges. The new term is manifestly gauge invariant, but does not possess the physi-
cal interpretation of the interaction responsible for the Josephson effect, where quantum
tunneling carries a Cooper pair across a thin layer to another superconductor.
After introducing the model and discussing the symmetries and the vacuum struc-
ture, we studied the vortices with and without the generalized Josephson term for generic
charges, (Q1, Q2). Our first result is that the total winding number k (associated with the
– 30 –
(a) (b)
(c)
Figure 19. (Q1, Q2) = (1, 4) global vortex with four angular domain walls: (a) energy density
(green) and density of the generalized Josephson term (blue) using the color scheme of fig. 2(b);
(b) field density using the color scheme of fig. 2(a); (c) arg(φ1) mapped to the color wheel (hue).
winding compensated by the gauge field Aθ) is a rational fraction when nglobal = 0, but
arbitrarily fractional when nglobal 6= 0. Thereafter, we found the analytic angular domain
wall solutions that exist in the generalized Josephson phase, which we denote the global
vortex phase variable.
We considered also the conditions for having vortices with finite energy and found
that for γ = 0, corresponding to having turned off the generalized Josephson term, the
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Figure 20. Numerical solution possessing four angular domain walls. The theoretical line in green
is from eq. (2.51) and the red crosses are numerical phase data extracted from fig. 19. The data
are extracted at r = 9 and here κ =
√
0.1(1 + 42) ' 1.30384 (see eq. (2.49)).
total energy in the plane is logarithmically divergent with the cut-off scale (the largest
length in the system) unless nglobal = 0, whereas for γ 6= 0 – i.e. with the generalized
Josephson term taken into account – the total energy is linearly divergent with the cut-off
scale, again unless nglobal = 0. The conclusion is thus that the only finite-energy vortices
in the system, are local vortices (i.e. with nglobal = Q2n1 − Q1n2 = 0) – independently
of whether the generalized Josephson term is turned on. The linearly divergent energy, of
course, corresponds just to the fact that there are angular domain walls emanating from
the global vortices and they tend to infinity or to the size of the superconducting system.
The numerical results of the paper comprise a full classification of the minimal local
vortices, which have the smallest energies among their respective classes of electric charges.
The classes of minimal local vortices contain a normal vortex, a vortex flower, a vortex
stick, etc. The nonminimal local vortices exist in an infinite multitude and we have only
provided a few interesting examples. Generally the nonminimal local vortex configurations
appear in two categories: ring networks and stick networks – and both can be infinitely
extended by trivial compositions.
Our final result is a comparison of the analytic angular domain wall solution with those
possessed in a numerically found global vortex. The agreement is very good, even though
the assumption of the complex scalar field to be at its VEV turns out not quite to hold
true.
One improvement of the model would be the possibility to admit larger charges. If the
charges have a common factor, a simple variant of the generalized Josephson term could
be:
−γ
((
φQ21 φ¯
Q1
2
)1/ gcd(Q1,Q2)
+
(
φ¯Q21 φ
Q1
2
)1/ gcd(Q1,Q2))
, (4.1)
which nevertheless does not ameliorate the situation of a large charge ratio. Obviously, the
problem of having a power less than one of either of the field in the generalized Josephson
term leads to an equation of motion with a point singularity at the vortex positions.
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The immediate generalization of our work is to consider N -component superconductors
or N flavors of complex scalar fields [8]. For N = 3 flavors with equal charge, the minimal
local vortex takes the form of a Y-shaped junction of three fractional vortices [39]. Global
analogues of BECs with three or more components allow for molecules made of N vortex
species [40, 41]. It would be interesting to study the details of the solutions for such
multi-component systems with N ≥ 3 and generic electric charges.
Conventional metallic superconductors with the order parameter (scalar field) with
electric charge 2e exhibit a Z2 topological order, due to nontrivial linking of a Wilson
loop and a vortex, associated with the spontaneous symmetry breaking of a Z2 one-form
symmetry [42]. It is an interesting question whether our model with generic charges exhibits
a similar type of topological order.
The more interesting development of this model would be to find a situation in con-
densed matter physics or other areas of physics, where the newly introduced term – the
generalized Josephson term – is realized as a physical effect.
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