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Status kemiskinan penduduk di Kecamatan Bantul diklasifikasikan  melalui  11 aspek. 
Jumlah nilai dari keseluruhan aspek akan menentukan kelas kemiskinan diantaranya 
kelas miskin, sangat miskin dan rawan miskin. Klasifikasi dengan model tersebut 
membuat hasil pengelompokan kurang akurat sehingga perlu dicoba klasifikasi dengan 
model yang lain. Analisis performa klasifikasi data penduduk miskin pada penelitian ini 
dikerjakan menggunakan metode klasifikasi K-NN dan C4.5. Kedua algoritma 
klasifikasi akan dibandingkan performanya melalui uji akurasi, precision dan recall. 
Hasil analisis perbandingan performa algoritma K-NN dengan parameter setting k=1 
memiliki performa yang paling baik dibandingkan dengan nilai k=10, 100, 1000 
maupun algoritma C4.5. Hasil nilai Accuracy sebesar 94,71%, precision sebesar  
84,96% dan recall sebesar 83,6%. 
 





 Klasifikasi data penduduk miskin sudah dilakukan oleh BKKPPKB (Badan 
Kesejahteraan Keluarga Pemberdayaan Perempuan dan Keluarga Berencana)  
Kabupaten  Bantul,  melalui peraturan Bupati. Penentuan klasifikasi saat ini dilakukan 
berdasarkan beberapa aspek penentu kemiskinan diantaranya aspek sandang, 
pangan, papan, kesehatan, pendidikan, kekayaan 1, kekayaan 2, air bersih, listrik dan  
jumlah jiwa. Proses penentuan status miskin, rawan miskin atau miskin sekali 
ditentukan berdasarkan jumlah nilai keseluruhan aspek. Semakin tinggi nilainya maka 
sebuah keluarga dianggap semakin miskin, begitu juga sebaliknya. Dengan prosedur 
seperti itu, maka penentuan status kemiskinan menjadi tidak akurat sehingga 
penyaluran bantuan menjadi tidak tepat sasaran. Hal ini dikarenakan semua keluarga 
dianggap memiliki status yang sama jika masuk dalam range yang sama.  
 Klasifikasi penduduk miskin melalui teknik data mining sudah banyak dilakukan, 
tetapi belum ada yang menganalisa teknik dengan algoritma apa yang paling sesuai 
dan akurat. Analisa berbagai algoritma klasifikasi sudah pernah dilakukan oleh 
beberapa peneliti tetapi dengan obyek yang berbeda. Perbandingan performance 
algoritma K-NN, Decision tree dan Naïve Bayes pernah dilakukan melalui performa 
accuracy, MAE, Kappa Statistic,  algoritma terbaik didapatkan dari model algoritma 
Naive Bayes [1]. Perbandingan metode Decision Tree,  Nearest Neighbour dan Naïve 
Bayes yang lain menunjukkan Decision Tree memiliki tingkat akurasi tertinggi [2]. 
Algoritma Naive Bayesian memiliki akurasi terbaik jika dibandingkan dengan metode 
Lazy-IBK, Zero-R dan Decision Tree [3]. Algoritma C4.5 dan K-NN dengan parameter 
k=100 menghasilkan nilai accuracy, kappa statistic dan recall terbaik dibandingkan 
dengan penggunaan naive bayes pada klasifikasi benih gandum. Nilai accuracy yang 
diperoleh sebesar 95,24%, kappa statistic 0.929 dan recall 95,24 [4]. Algoritma C4.5 
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lebih akurat dibandingkan K-NN dan Neural Network pada kasus penerimaan kredit 
kendaraan bermotor [5]. Selain kasus-kasus tersebut, C4.5 juga terbukti lebih akurat 
dibanding K-NN pada kasus klasifikasi penyakit diabetes pada penderita jantung [6]. 
Prediksi lahan kritis dengan metode C4.5, K-NN dan naive Bayes juga menunjukkan 
C4.5 memiliki akurasi tertinggi [7].  
 Berdasarkan permasalahan tersebut maka dalam penelitian ini akan di lakukan 
klasifikasi dengan metode K-NN dan Decision Tree kemudian akan dianalisis 
performanya berdasarkan nilai accuracy terbaik, precision terbaik dan recall. 
 
2. METODE PENELITIAN 
 
Beberapa metode dan pustaka yang digunakan dalam penelitian ini diantaranya : 
2.1. Data mining 
Data Mining adalah proses yang mempekerjakan satu atau lebih teknik 
pembelajaran komputer (machine learning) untuk menganalisis dan mengekstraksi 
pengetahuan (knowledge) secara otomatis. Data mining berisi pencarian trend atau 
pola yang diinginkan dalam database besar untuk membantu pengambilan keputusan 
diwaktu yang akan datang [8].  
 
2.2. Klasifikasi 
Klasifikasi merupakan suatu pekerjaan menilai objek data untuk memasukkannya 
ke dalam kelas tertentu dari sejumlah kelas yang tersedia. Dalam klasifikasi ada dua 
pekerjaan utama yang dilakukan, yaitu (1) pembangunan model sebagai prototipe 
untuk disimpan sebagai memori dan (2) penggunaan model tersebut untuk melakukan 
pengenalan/ klasifikasi/ prediksi pada suatu objek data lain agar diketahui di kelas 
mana objek data tersebut dalam model yang sudah disimpannya.  
 
2.3. K-NN 
Algoritma k-nearest neighbor (K-NN) adalah sebuah metode untuk melakukan 
klasifikasi terhadap objek berdasarkan dari data pembelajaran yang jaraknya paling 
dekat dengan objek tersebut. Algoritma metode k-nearest neighbor (KNN) bekerja 
berdasarkan jarak terpendek dari query instance ke training sample untuk menentukan 
KNN-nya. Training sample diproyeksikan ke ruang berdimensi banyak, dimana masing-
masing dimensi merepresentasikan fitur dari data. Ruang ini dibagi menjadi bagian-
bagian berdasarkan klasifikasi training sample.  
Sebuah titik pada ruang ini ditandai oleh kelas  jika kelas (c) merupakan 
klasifikasi yang paling banyak ditemui pada K (tetangga terdekat dari titik tersebut). 
Dekat atau jauhnya lokasi (jarak) biasanya dihitung berdasarkan jarak Euclidean [9] 
dengan rumus seperti persamaan (1). 
        (1) 
Dengan :  
Xil  = data testing ke-i pada variabel ke-l  
Xjl  = data training ke-i pada variabel ke-l  
d(Xi,Xj)  = jarak  
N  = dimensi data variabel bebas  
diff(Xil,Xjl)  = difference atau ketidaksamaan 
Langkah yang digunakan dalam metode K-Nearest Neighbor : 
1. Tentukan parameter K (jumlah tetangga paling dekat). 
2. Hitung kuadrat jarak euclid masing  masing objek terhadap data sample yang 
diberikan. 
3. Urutkan objek  objek kedalam kelompok yang memiliki jarak terkecil. 
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4. Kumpulkan kategori Y (Klasifikasi nearest neighbor). 
5. Dengan kategori nearest neighbor yang paling banyak, maka dapat 
diprediksikan nilai query instance yang telah dihitung. 
 
2.4. Decision tree 
Algoritma decision tree yang digunakan untuk membangun pohon keputusan pada 
penelitian ini adalah C4.5. Algoritma C4.5 menurut [10] :  
1. Pilih atribut sebagai root 
2. Buat cabang untuk masing-masing nilai 
3. Bagi kasus dalam cabang 
4. Ulangi proses untuk masing-masing cabang sampai semua kasus pada cabang 
memiliki kelas yang sama. 
Untuk memilih atribut sebagai akar, didasarkan pada nilai gain tertinggi dari 
atribut-atribut yang ada. Untuk menghitung gain digunakan persamaan (2) : 
     (2) 
Dengan : 
{S1, S2, S3 } = partisi S, sesuai dengan nilai atribut A 
A    = Atribut 
n    = jumlah partisi atribut A 
|Si|  = jumlah kasus pada partisi Si 
|S|   = jumlah kasus dalam S 
Sedangkan perhitungan nilai entropy menggunakan persamaan (3) : 
        (3) 
Dengan : 
S   = Himpunan kasus 
n   = jumlah kasus pada partisi S 
pi  = proporsi Siterhadap S 
2.5. Gambaran umum penelitian 
Gambaran umum penelitian dapat dilihat pada Gambar 1.  
 
Gambar 1. Gambaran umum penelitian 
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Mengacu pada Gambar 1., dataset final yang digunakan adalah data penduduk 
miskin Kecamatan Bantul Kabupaten Bantul yang terdiri dari 1313 record dan 11 
atribut. Pengujian pada peneltian ini dimulai dengan menginputkan dataset kemudian 
dataset di - import  ke  machine learning Rapidminer 7.0.0. Dataset di uji coba dengan 
mengimplementasikan beberapa algoritma klasifikasi seperti K-NN dengan parameter 
k yang digunakan adalah k=1,10,100, 1000 dan Decision Tree C4.5 dengan parameter 
setting gain ratio. Setelah diterapkan ke algoritma KNN dan C4.5, selanjutnya 
algoritma divalidasi menggunakan teknik 10-fold cross validation. Setelah divalidasi 
kemudian machine learning Rapidminer akan menghasilkan output berupa performa 
algoritma. Performa yang dibandingkan yaitu accuracy, precision dan recall. 
 
2.6. Dataset Penduduk Miskin 
Data yang digunakan dalam penelitian ini adalah dataset yang diperoleh dari 
BKKPPKB dengan indikator keluarga miskin sebanyak 11 aspek diantaranya : aspek 
sandang, pangan, papan, penghasilan, pendidikan, kesehatan, kekayaan 1, kekayaan 
2, air bersih, listrik dan jumlah jiwa. Contoh dataset dapat dilihat pada Tabel 1. 
 
Tabel 1. Data Penduduk Miskin 
No Nama Dukuh RT 1 2 3 4 5 6 7 8 9 10 11 
1 Abdullah  Ringinharjo  3 0 9 0 35 0 0 5 0 0 0 5 
2 
Abdur Rahim 
Salman  Ringinharjo  4 0 9 0 35 0 0 5 6 0 0 0 
3 Ade Kurniawan  Ringinharjo  1 0 9 0 35 0 0 5 6 0 0 0 
4 Adi Asrori  Bantul  4 0 0 0 35 6 6 5 0 0 0 0 
5 Adi Pawiro  Palbapang  4 0 9 0 35 0 0 5 6 0 0 0 
6 Adi Sucipto  Bantul  4 0 0 0 35 0 6 5 6 4 0 5 
7 Adi Sumarto  Palbapang  2 0 9 0 35 0 0 5 6 0 0 0 
8 Sumidi  Bantul  2 0 9 0 35 0 0 5 6 0 0 0 
9 Adi Suwarno  Trirenggo  7 0 9 9 35 0 0 5 0 0 0 0 
.. ... .. .. .. .. .. .. .. .. .. .. .. .. .. 
.. ... .. .. .. .. .. .. .. .. .. .. .. .. .. 
.. ... .. .. .. .. .. .. .. .. .. .. .. .. .. 
1313 Boinah Palbapang 7 12 9 0 35 6 0 5 0 0 0 0 








7. Kekayaan 1 
8. Kekayaan 2 
9. Air Bersih 
10. Listrik 
11. Jumlah Jiwa 
 
 
3. HASIL DAN PEMBAHASAN 
 
3.1. Hasil perbandingan Accuracy K-NN dan C4.5 
Hasil perbandingan accuracy K-NN dan C4.5 dapat dilihat pada Tabel 2. 
Berdasarkan Tabel 2. tersebut, dapat dilihat nilai accuracy dari dua algoritma yaitu K-
NN dengan parameter setting yang berbeda-beda dan algoritma C4.5.   
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Algoritma K-NN dengan parameter setting k=1 menghasilkan nilai accuracy 
sebesar 97,41%. Parameter setting k=10 menghasilkan nilai accuracy sebesar 96,8%.  
Parameter setting k=100 menghasilkan nilai accuracy sebesar 94,82%. Parameter 
setting k=1000 menghasilkan nilai accuracy sebesar 94,2%. Accuracy untuk k=100 dan 
k=1000 memiliki nilai yang sama. Sedangkan nilai accuracy untuk algoritma C4.5 
sebesar 94,82%. Grafik perbandingan nilai accuracy dengan beberapa metode dapat 
dilihat pada Gambar 2.  
 
 
Gambar 2. Grafik perbandingan Accuracy 
Berdasarkan Gambar 2. dapat dilihat perbandingan nilai accuracy dengan lebih 
mudah. Dari gambar tersebut, dapat dilihat bahwa nilai accuracy tertinggi diperoleh 
saat menggunakan algoritma klasifikasi K-NN dengan parameter setting k=1. Nilai 
accuracy terendah diperoleh ketika menggunakan algoritma K-NN dengan parameter 
setting k=100 dan k=1000 serta algoritma C4.5 yaitu sebesar 94,82%. Berdasarkan 
hasil tersebut dapat disimpulkan bahwa algoritma K-NN dengan parameter setting k=1 
memiliki performa terbaik dibandingkan dengan algoritma C4.5 maupun algoritma yang 
sama dengan parameter lain dari sisi accuracy.  
 
3.2. Hasil Perbandingan Precision K-NN dan C4.5 
Hasil perbandingan Precision K-NN dan C4.5 dapat dilihat pada tabel 3. 
Berdasarkan tabel 3 tersebut, dapat dilihat nilai Precision dari dua algoritma yaitu K-NN 
dengan parameter setting yang berbeda-beda dan algoritma C4.5.  
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Algoritma K-NN dengan parameter setting k=1 menghasilkan nilai precision 
sebesar 84,96%. Parameter setting k=10 menghasilkan nilai precisionsebesar 75,05%.  
Parameter setting k=100 menghasilkan nilai precision sebesar 31,61%. Parameter 
setting k=1000 menghasilkan nilai precision sebesar 31,61%. Sedangkan nilai 
precision untuk algoritma C4.5 sebesar 31,61%. Precision untuk K-NN dengan k=100 
dan k=1000 memiliki nilai yang sama dengan nilai precision C4.5. Grafik perbandingan 
nilai precision dengan beberapa metode dapat dilihat pada Gambar 3. 
Dari Gambar 3. dapat dilihat bahwa nilai precision tertinggi diperoleh saat 
menggunakan algoritma klasifikasi K-NN dengan parameter setting k=1. Nilai precision 
terendah diperoleh ketika menggunakan algoritma K-NN dengan parameter setting 
k=100 dan k=1000 serta algoritma C4.5 yaitu sebesar 31,61%.  Berdasarkan hasil 
tersebut dapat disimpulkan bahwa algoritma K-NN dengan parameter setting k=1 
memiliki performa terbaik dibandingkan dengan algoritma C4.5 maupun algoritma yang 
sama dengan parameter lain dari sisi precision.  
 
Gambar 3. Grafik perbandingan Precision 
 
3.3. Hasil Perbandingan Recall K-NN dan C4.5 
Hasil perbandingan recall K-NN dan C4.5 dapat dilihat pada Tabel 4. 
Berdasarkan Tabel 4 tersebut, dapat dilihat nilai recall dari dua algoritma yaitu K-NN 
dengan parameter setting yang berbeda-beda dan algoritma C4.5.  Algoritma K-NN 
dengan parameter setting k=1 menghasilkan nilai recall sebesar 83,6%. Parameter 
setting k=10 menghasilkan nilai recall sebesar 63,73%.  Parameter setting k=100 
menghasilkan nilai recall sebesar 33,33%. Parameter setting k=1000 menghasilkan 
nilai recall sebesar 33,33%.  








Sedangkan nilai recall untuk algoritma C4.5 sebesar 33,33%. Recall untuk K-NN 
dengan k=100 dan k=1000 memiliki nilai yang sama dengan nilai recall C4.5. Grafik 
perbandingan nilai recall dengan beberapa metode dapat dilihat pada Gambar 4. 
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Gambar 4. Grafik perbandingan Recall 
Dari Gambar 4 dapat dilihat bahwa nilai recall tertinggi diperoleh saat 
menggunakan algoritma klasifikasi K-NN dengan parameter setting k=1. Nilai recall 
terendah diperoleh ketika menggunakan algoritma K-NN dengan parameter setting 
k=100 dan k=1000 serta algoritma C4.5 yaitu sebesar 33,33%. Berdasarkan hasil 
tersebut dapat disimpulkan bahwa algoritma K-NN dengan parameter setting k=1 
memiliki performa terbaik dibandingkan dengan algoritma C4.5 maupun algoritma yang 




Berdasarkan hasil dan pembahasan pada bab-bab sebelumnya maka dapat 
diambil kesimpulan bahwa algoritma K-NN dengan parameter setting k=1 memiliki 
performa yang lebih baik dibandingkan dengan nilai k=10, 100, 1000 maupun algoritma 





Penelitian selanjutnya diharapkan dapat membandingkan metode yang lain agar 
diperoleh metode yang paling tepat akurat. Metode yang sudah digunakan dicoba 
untuk diterapkan pada dataset yang lain. 
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