In order to predict the remaining useful life of rail train wheels progressively under dependent measurement errors, an extended mixed effect degradation model and Bayesian parameter update framework is proposed. The heteroscedastic and correlated structure of error terms are considered in the modeling process, and the spectral decomposition of the error effect matrix is used to realize the independent conversion of online monitoring data. Based on the Bayesian method, the online monitoring data is merged with historical knowledge for parameter updating, and remaining useful life prediction and reliability evaluation are performed. The case study results show that the proposed method considering dependent measurement errors could provide adequate degradation modeling and improve the accuracy of remaining useful life prediction. These results will help the development of prognostic and health management of train wheel.
I. INTRODUCTION
With the increase of the operating frequency of urban rail vehicles, the difficulty and workload of rail vehicle maintenance are greatly increased. At present, the time-based maintenance mechanism of rail vehicle brings many problems, such as frequent temporary maintenance, over-maintenance, insufficient maintenance, etc. [1] , [2] . In China, the maintenance cost of rail vehicles accounts for about 66%-88% of the total life cycle cost of the vehicle. Prognostic and health management (PHM), as an emerging maintenance framework, has been adopted by many engineering practices including train wheel [3] . One of the key problems of PHM is predicting the remaining useful life (RUL) of the equipment (or component) through the data obtained from monitoring [4] , [5] .
Due to the high traffic volume, long operating mileage and complex environment, the complexity and difficult of The associate editor coordinating the review of this manuscript and approving it for publication was Zhaojun Li .
predicting the RUL of key components of railway train are increased. At present, China's railway industry is updating from time-based maintenance to condition-based maintenance (CBM), and theoretical supports and engineering illustration of RUL predicting are badly needed. As one of the important components of the train, the wheel directly determines the stability and safety of the vehicle's operating conditions and it is the core of the bogie [1] . Wear is the main failure mode of the wheel, excessive wear will make the train run unstable when passing the corner, and even cause derailment accidents [6] . The wear of wheel is a typical degradation process. Besides, due to the difference of manufacturing quality and operating environment, the degradation process of wheel has significant individual differences and strong dispersion [7] .
Data fusion is another challenge for degradation modeling and RUL prediction. Traditionally, only historical data were employed for degradation modeling on the population level. For example, in the case of railway train, the historical degradation data are typically from routine maintenance while the online monitoring might form both routine maintenance and track-side detection equipments. In the process of establishing CBM, a realistic problem is to predict the RUL of individual in-use wheel based on degradation models with historical data (prior knowledge). Thus, an adequate modeling framework of train wheel degradation modeling and RUL prediction should address the following challenges: 1) effective integration of historical information and new collected data; 2) considering the differences among individuals and the correlation among multiple measurements within an individual; 3) providing accurate, updatable predictions of RUL for individual wheel.
Mixed effect models are one of the most classical frameworks for degradation modeling [8] . In 1993, Lu and Meeker [9] proposed a nonlinear mixed effect (NLME) model (also known as the general path models with stochastic coefficients) to deal with degradation data. This groundbreaking research linked the degradation repeated measures to time-to-failure distribution estimation, and pointed out the importance of considering unit-to-unit variation and autocorrelated errors. This paper has a critical impact in the field of degradation modeling, on which many extensions and deformations have emerged [10] - [13] . For example, De Oliverira and Colosimo [11] focused on the comparison of parameter estimation methods, while Bae and Kvam [12] applied mixed effect models to the degradation of vacuum fluorescent displays. Chen et al. [14] considered the amonggroup difference by fitting mixed effect models for each subgroup separately and explained the differences among groups from the engineering point of view. Although the unit-to-unit variation could be captured by random effects, the model is still focus on population level based on failure-time model. As a results, the RUL prediction is on population level, not on individual level [15] .
In terms of train wheel degradation modeling, Freitas et al. [16] first applied linear mixed model (LME) for wheel degradation. Along this line of reasoning, Ferreira et al. [17] extended this model and discussed the interaction between adjacent wheels of trains in the running process, and improved the general mixed effect model through the adjustment of random effect structure to analyze the correlation among wheels. Comparative analysis showed that the adjusted model can better fit the wheel degradation process. Oliveira et al. [7] extended the linear degradation models considering skewed and log-skewed distributions for train wheel degradation modeling. Andrade and Stow [18] applied generalized linear mixed models to predict the wear and damage trajectories of railway wheels. Besides the general path models, stochastic process models were also suggested for degradation modeling [19] - [21] . However, to the best of the authors' knowledge, there are few applications of stochastic process models reported in literature on the topic of train wheel degradation.
The Bayesian approach provides a natural way to address parameter inference based on mixed effect models since the degradation rate is treat as a random variable following certain distributions rather than a fixed but unknown parameter. Thus, early studies often used Bayesian methods for inference of degradation rate or failure time [22] . In recent years, the rapid developments of sensor technologies and condition monitoring brings new advantage of mixed effect models. Gebraeel et al. [23] proposed a Bayesian approach for parameter updating of mixed effect models, and online sensor data was employed for RUL prediction of a specific unit. Kontar et al. [15] extended this approach with mixture prior distributions considering the different grouping of historical data. Hamada [22] analyzed the case that reciprocal of the slope in the linear model satisfies the Weibull distribution and uses the Bayesian method to estimate the parameters of the model. In the abovementioned methods, the historical data (prior knowledge regarding the population characteristics) were integrated with the individually online monitoring data in a Bayesian framework, and individual RUL predictions were presented. However, these studies focus on the difference among individuals, while the heteroscedastic and correlated within-group errors were often neglected. As pointed out by Meeker et al. [24] , although autocorrelation was typically weak after considering unit-to-unit variability, but ignoring autocorrelation will lead to seriously incorrect standard errors estimation. This phenomenon might be more serious in the case of data fusion with heteroscedastic random errors and Bayesian parameter updating [25] , [26] .
In summary, the mixed effect models and Bayesian approach are both widely used methods for degradation modelling and RUL predictions. The complexity, flexibility, and expandability of the model structure of the mixed effect model gives it incomparable advantages in dealing with irregular, correlated, and unbalanced data. However, embedding mixed effect models into Bayesian parameter updating considering dependent measurement errors has not been studied extensively. A detailed comparation of related literature are listed in Table 1 .
This comparison shows some limitations of the current research. First of all, most models were focused on the average behavior of degradation process over different individuals. Second, most models assumed that the (measurement) errors are independent and identically distributed. The correlation and time-based heteroscedasticity within individuals or groups were often ignored or simplified. However, the realistic degradation data of train wheel often has temporal correlation among repeated measurements over time and within-group heteroscedasticity is common due to environmental and measurement impacts. Last but not the least, most models were based on a single dataset (historical data or online monitoring data), lacking the abilities to update the model parameters and RUL predictions with the fusion of new collected data.
Motivated by these limitations, this paper proposed a framework of degradation modeling and remaining useful life prediction based on mixed effect model considering dependent measurement errors. The basic mixed effect model VOLUME 7, 2019 structure is extended with the modeling of the variancecovariance matrix of the dependent error terms. Spectral decomposition and Bayesian parameter updating are employed for RUL predictions with the fusion of new collected data. The proposed framework extended the current research and could solve the modeling challenge mentioned above.
The remainder of this paper is organized as follows. The motivating data is presented in Section II. In Section III, the related methods and modeling procedures are introduced. In Section IV, the results of a case study are presented to illustrate and validate the proposed model framework with a comprehensive discussion. Finally, the paper is concluded in Section V with a summary and future research directions.
II. MOTIVATING DATA
Degradation data of forty metropolitan train wheel diameter including 50 consecutive monthly measurements were collected. The degradation plot by individual wheel is presented in Fig. 1 . The x-coordinate is service time and the y-coordinate is the wear of the wheel diameter. The individual wheel is ordered by slope (the degradation rate). It can be seen from the degradation plots that the wheels follow linear degradation path in general. The basic linear regression model (referred as Model 0) is employed to test the data. The normality, linearity, heteroscedasticity, and outlier test of the residuals are conducted. The residuals plots are summarized in Fig. 2 .
For example, the residuals vs. fitted values plot presents a trumpet shape, indicating there is dispersion and heteroscedastic structure in the residuals. The normal quantilesto-quantiles (Q-Q) plot shows a straight line roughly and verifies the normality assumption. Based on the above analysis, it can be concluded that the degradation data of the metropolitan train wheel diameter meets the linearity and normality assumptions. The within unit heteroscedasticity and correlation is significant, which should be addressed in further model identification.
III. METHODS
In this section, the related methods and theoretical basis of the proposed framework are presented. The main technical route includes degradation modeling based on extended linear mixed effect models considering dependent measurement errors; data fusion based on spectral decomposition and Bayesian parameter updating; RUL prediction and reliability evaluation based on conditional probability distribution.
A. BASICS FOR EXTENDED LINEAR MIXED EFFECT MODEL
The linear mixed effect model is a typical method describing the cumulative process of degradation. Fixed effects and random effects in the model appear in an additive relationship. The random effects explain the among groups (units) correlation and difference. The extended linear mixed effect model has been detailed in textbook [27] and in this section, a concise summary of related concepts are given to bridge possible communication gap.
The general form of the linear mixed effect model is presented in (1) .
where Y is the response vector, β is the parameter vector of fixed effect, X and Z are the design matrix. It is usually assumed that the random effect vector u follows normal distribution with mean zero and variance covariance matrix G. The random error vector ε, which is independent with random effect, follows normal distribution with mean zero and variance covariance matrix R. For the most widely used Gauss-Markov linear model, R equals to σ 2 I. In other words, the error terms are independent and identically distributed. Thus, the marginal distribution of Y also follows normal distribution with mean Xβ and variance covariance matrix ZGZ C R. For example, in the case of train wheel degradation, let y ik be the observations of train wheel diameter for the i th (i = 1, . . . , M ) wheel at the k th (k = 1, . . . , N ) time. A candidate form of linear mixed effect model is shown in (2) .
, the matrix form of the model is shown in (3) .
In the basic linear mixed effect model, all the observations are assumed to be independent. However, as mentioned before, the repeated measurements in degradation process will lead to correlation among observations naturally. Besides, the heteroscedastic structure is commonly existed in degradation process since the variation of observations might be increasing over time due to environmental impacts. Thus, heteroscedastic and correlated within-group errors should be considered.
Since the among-group correlations are typically assumed to be zero after considering random effects, the variance covariance matrix of error term R could be presented as a block diagonal matrix, as shown in (4), where i is positivedefinite matrix.
The i matrices can always be decomposed into a product of simpler matrices, e.g. in the form of (5) . (5) where H i is a diagonal matrix describing the heteroscedasticity and i is the correlation matrix. In other words, all diagonal elements of matrix i is one. To ensure uniqueness, it is required that all the diagonal elements of matrix H i to be positive. It is obvious that the variance of a within-group element is Var
There are many forms for modeling within-group heteroscedasticity and correlation. The most widely used forms for modeling time series correlation include first order autoregressive model (AR1), autoregressive-moving average model (ARMA), and compound symmetric model (CS). Heteroscedastic structure H i indicates that the variance of errors may change as the dependent variable increases. The most widely used structural forms include fixed variance (varFixed), power functions of the covariate (varPower), and exponential functions of the covariate (varExp).
The maximum likelihood estimation method or the restricted maximum likelihood (REML) estimation method under Newton-Raphson iteration could be employed for parameter estimation. The parameters estimated by the REML method are generally unbiased. Model selection could base on the likelihood test of nested models, and the goodness of fit test should consider the fitting accuracy, the model complexity, and the prediction accuracy. For instance, root mean square error (RMSE) is widely used in the field of degradation modeling to evaluate the prediction accuracy of models.
B. SPECTRAL DECOMPOSITION OF ERROR EFFECT MATRIX
The extended linear mixed effect model, which considers the heteroscedastic and correlated within-group errors, could not be directly applied for individual RUL prediction. In the general linear model, the Aitken model could be transformed back to the Gauss-Markov model based on the Spectral Decomposition Theorem. The same idea could be applied for extended linear mixed effect model as well.
Since the variance covariance matrix R is symmetric and non-negative definite, based on the Spectral Decomposition Theorem, there exists a symmetric and non-negative definite matrix B such that BB = R. The decomposition process is provided in Appendix. The model after transformation is shown in (6) .
The new model after transformation has the same fixed effect and random effect as the original model. But the error variance covariance matrix of the new model does not contain any unknown variance except one factor. The transformed model could be used for parameter updating and individual RUL prediction.
C. BAYESIAN PARAMETER UPDATING
The individual RUL prediction should have the ability to adjust its prediction as the collecting of online monitoring data. Degradation parameter updating based on Bayesian method is a nature choice for mixed effect model since the fixed effect could be treated as the prior information about parameter mean and the random effect could be treated as the prior information about parameter variance.
For a new individual train wheel, given the online degradation monitor until timepoint t * K , the degradation measurement data y * 1:K = {y * 1 , y * 2 , · · · , y * K is collected. The probability density function of the wheel degradation can be expressed in (7) .
The degradation amount after Spectral Decomposition transformation is independent and identically distributed. The joint prior probability density function can be expressed in (8) .
where µ β 0 and µ β 1 are extracted from fixed effect; σ 2 β 0 and σ 2 β 1 are extracted from random effect. Since the prior distribution is conjugated with the online data distribution, the joint posterior distribution of parameters is still normal distribution. After some algebraic operations, the Bayes posterior estimation of the parameters is obtained, in (9) , as shown at the bottom of this page.
D. RUL PREDICTION AND RELIABILITY EVALUATION
Based the above parameter updating method, the online degradation information can be fused with the historical degradation information. The degradation parameters are updated progressively to achieve the goal of real-time prediction of RUL.
The RUL of wheel is defined as the time interval between the current timepoint t * k and the timepoint that the wheel reached the failure threshold H , as shown in (10) .
where y(t + t * k ) is the degradation observation at time t + t * k . The distribution of this degradation observation is represented as y(t + t * k )|y * 1:k ∼ N (µ(t + t * k ), σ 2 (t + t * k )), and it is easy to derive the expression of µ t + t * k and σ 2 t + t * k as shown in (11) .
Thus, the cumulative distribution function of T is represented in (12) .
where
and (·) is the cumulative distribution function of the standard normal distribution random variable. Besides, since T should be a non-negative value, the cumulative distribution function of T should be truncated at zero, which is shown in (13) .
The conditional probability density function of the corresponding RUL is shown in (14) .
where φ(·) is the probability density function of standard normal distribution random variable. Based on the probability density function, the value of RUL could be estimated by local search algorithm.
IV. RESULTS AND DISCUSSIONS
In this section, the train wheel diameter degradation data is analysis to validate the proposed method. Degradation data from forty wheel for fifty measures are used with the first forty measures for model identification and the last ten measures for model validation.
A. MODEL IDENTIFICATION AND SELECTION
A series of mixed effect models are established for model identification and selection in this section. The overall goal is to find a ''parsimonious'' model with the smallest number of estimated parameters needed to fit the patterns adequately in the available data and make good predictions. First of all, the significance of random and fixed effects should be tested. Based on the basic form introduced in the methods section, three models are proposed as candidate model.
Model 1 has random and fixed effect on both the slope and the intercept, Model 2 only has fixed effect on the slope and random effect on both the slope and the intercept; Model 3 only has random and fixed effect on the slope. In these models, β 0 and β 1 are the coefficients of the fixed effect of the model. a i and b i are the coefficient of random effect of the model, which follow the bivariate normal distribution with mean zero and three variance-covariance parameters. The error effects (measurement errors) are assumed to follow normal distribution with mean and a variance of σ 2 I at this point. The model fittings results are summarized in Table 2 . The log likelihood radio tests show that the fitting results of Model 2 is almost the same as the Model 1, and they are significantly better than the Model 3. These results show that the random effect of intercept rather than the fixed effect has significant influence on the degradation modeling. It is consistent with the engineering practice since the degradation should start from zero on average, and the starting point might be variated due to original manufacturing difference. Thus, Model 2 is selected as the baseline model for further analysis of dependent error structures.
The residuals plot of Model 2 is much better than the basic regression model, as shown in Fig. 3 . In the basic regression model, the residuals are increasing as the fitted values in the shape of a trumpet. In Model 2, the heteroscedasticity of residuals is significantly decreased. However, there are still some patterns existed in the residuals, which indicates the model could be improved by adjusting the variance covariance matrix of error terms.
In this study, two advanced models are proposed based on Model 2 (Model 4 with the exponential function and Model 5 with the Power function) considering the heteroscedastic structures. The model fittings results are summarized in Table 3 . Based on the log likelihood radio tests, the model with exponential heteroscedastic structure is significantly better than the model with fixed structure, and the model with power function heteroscedastic structure is almost the same as the the model with fixed structure. Thus, the adjustment of heteroscedastic structure is significant and Model 4 is the best model until now. Since the repeat measurements of degradation could be viewed as time series, the correlation structure for within-group (grouping by individual wheel) errors should also be considered. Three correlation structures are considered based on Model 4, namely, AR1 structures (Model 6), ARMA structures (Model 7), and CS structures (Model 8). The model fittings results are summarized in Table 4 .
Based on the BIC value, Model 6 is the best model among the three proposed models considering correlation structures. The log likelihood radio tests show that Model 6 is significantly better than Model 4. In other words, considering correlation structures in the error matrix could improve the model fitting significantly, even after considering the heteroscedastic structure.
In summary, it can be concluded that the extended mixed effect model with exponential heteroscedastic structure and first order autoregressive correlation is the best model. The structures of the best model (Model 6) are summarized in (16) . The parameter estimations and its explanations of the Model 6 are reported in Table 5 .
The verification of model assumptions and its in-sample prediction accuracy should be conducted before concluding that Model 6 is the adequate model. A key assumption for applying the linear mixed effect model is the normality of the residuals term and random effects coefficient. Therefore, it is necessary to test normality of model residuals and random effects coefficient. The Q-Q plots of the residuals and the random effects coefficient show a diagonal line pattern, which indicate the normality assumptions are reasonable.
Since the purpose of degradation model is providing a description about the degradation data as well as predicting the degradation process, it is important to verify the predicting performance of the proposed model. In this case, the first 80% measurements (40 data point for each wheel) were used for model identification and selection, the last 20% measurements were saved for prediction validation. The RMSE is used as the criterion to compare predicting performance for basic regression model (Model 0), the mixed effect model (Model 2), and the extended mixed effect model with modeling of error effect matrix (Model 6). The results are summarized in Table 6 .
These results verify that Model 6 is the best model considering the fitting of data, the complexity of model structure, and the in-sample prediction performance.
C. TRAIN WHEEL RUL PREDICTION
As mentioned in the introduction section, one of the main purposes of this study is providing a progressively RUL prediction based on online monitoring data. There are several ways for online RUL prediction. The most straightforward one is only using the new collected data and fit a simple linear regression model. On the other hand, the historical information could be incorporated with the new collected data in a Bayesian framework.
After the spectral decomposition, the online degradation data with independent error could be used. Then the parameter estimations from historical degradation model could be used as the prior information. Based on Bayesian theory, the posterior parameters will be renewed adaptively as the new data are provided. The parameter renewal process is shown in Fig. 5 .
Based on these results, the estimation results of the degradation parameters gradually stabilized as the accumulation of online degradation data. For this new wheel, the change of slope parameter (between prior estimation and posterior estimation) is moderate and the change of intercept is significant.
In order to verify the superiority of the proposed model, the RUL prediction of 1) simple linear regression only based on the new collected data, 2) Bayesian update based on Model 2 that did not consider dependent measurement errors, and 3) Bayesian update based on Model 6 that considers dependent measurement errors are compared. As shown in Fig. 6 , the RUL prediction of the first approach is not good, with large drift for the early time period. In contrast, the fusiondata framework with mixed effect models and Bayesian update (Model 2 and Model 6) have good RUL predictions. The results show that the Bayesian update with the extended mixed effect method can improve the prediction accuracy of RUL significantly. The comparison between Model 2 and Model 6 is shown in Figure 7 .
In order to highlight the effect of considering dependent measurement errors, a closer look of the prediction assurance based on RMSE comparison is needed. As shown in Fig. 7 , the RMSE of RUL prediction with dependent errors are kept at a relatively low level comparing the model which assumes independent error terms.
The prediction accuracy of RUL is very important for PHM, since the reduction of uncertainty in RUL can reduce the maintenance cost of wheels. Through the modeling process of wheel degradation data and the prediction of RUL, it is obvious that the assumption of independent and identically distributed error terms is not reasonable. In contrast, the method proposed in this paper which considered dependent measurement errors can get better results, which verify the effectiveness of the proposed method.
It worth noted that the prediction accuracy increased by time as more online measurements are collected. In Fig. 8 , the probability density functions of the expectation of the RUL for each monitoring point is shown. The actual RUL in the diagram is represented by red lines and the predicted RUL is represented by green lines. As shown in Fig. 8 , the RUL of the wheel decreases by time and its probability density curve moves to the left. At the same time, the curve gradually narrows, indicating that with the collection of new data, the uncertainty of RUL prediction is getting smaller, and its accuracy is getting higher. 
V. CONCLUSION
In this study, a framework of degradation modeling and remaining useful life prediction considering dependent measurement errors is presented. The framework is applied to model the degradation of train wheel diameter and the RUL predictions. The extended mixed effect model with detailed identification of variance covariance matrix of error terms is employed to capture dependent measurement errors. The results and discussions verify the rationality and effectiveness of the proposed method. The main conclusions are as follows:
1) The proposed extended linear mixed effect model is an adequate model for train wheel diameter degradation modeling. Appropriate identification of variance covariance matrix of error terms is necessary and meaningful, which is helpful to capture the dependent measurement errors with autocorrelation and heteroscedastic structure. 2) Bayesian framework is an appropriate road map for information fusion and progressive RUL prediction. The variance covariance matrix of error terms in the proposed extended linear mixed effect model should be decomposed by spectral decomposition. Mean square root matrix obtained by spectral decomposition is useful to transform the online monitoring data into independent basis. 3) Based on the results, considering dependent measurement errors could improve the accuracy of RUL prediction. Prior knowledge is essential in early stage RUL prediction, and these influences will gradually be weakening as online monitoring data are considered in the Bayesian parameter updating.
In summary, the proposed framework can communicate the results of degradation model and RUL prediction considering individual differences and dependent measurement errors. It is obviously superior to the general degradation model and has potential engineering practical value, which can guide the development of condition-based maintenance of train wheel. This study is subject to some limitations. Firstly, the RUL prediction is based on the degradation of train wheel diameter, other parameters such as flange thickness and flange height should also be investigated. Secondly, generalized linear mixed effect model could be used to model skew-heavytailed degradation data. Thirdly, Bayesian parameter updating with numerical simulation method such as Markov Chain Monte Carlo method should be investigated when there is no conjugated distribution existed. It is suggested to address these limitations in the future research.
APPENDIX
The decomposition derivation based on Spectral Decomposition Theorem are provided in this section.
Suppose R is a symmetric and non-negative definite matrix of rank n, based on the Spectral Decomposition Theorem, the matrix R could be decomposed as (17) .
where P = [p 1 , . . . ,p n ] is an n × n orthogonal matrix whose column vector p 1 , . . . ,p n are the orthogonal eigenvectors of R, and V = diag(λ 1 , . . . ,λ n ) is diagonal matrix. The diagonal entries λ 1 , . . . ,λ n ∈ R are the eigenvalues of R.
Because R is non-negative definite, λ i ≥ 0 for all i = 1, . . . , n. Thus, √ λ i ∈ R + ∪ {0} for all i = 1, . . . , n. Let V 1/2 = diag( √ λ 1 , . . . , √ λ n ), and let B = PV 1/2 P . Then the matrix B is also non-negative definite since all its eigenvalues ( √ λ 1 , . . . , √ λ n ) are non-negative. Thus, R could be decomposed as BB, which is shown in (18) . BB = PV 1/2 P PV 1/2 P = PV 1/2 V 1/2 P = PV P = R (18) 
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