Deep graph-theoretic ideas in the context with the graph of the World Wide Web led to the definition of Google's PageRank and the subsequent rise of the mostpopular search engine to date. Brain graphs, or connectomes, are being widely explored today. We believe that non-trivial graph theoretic concepts, similarly as it happened in the case of the World Wide web, will lead to discoveries enlightening the structural and also the functional details of the animal and human brains. When scientists examine large networks of tens or hundreds of millions of vertices, only fast algorithms can be applied because of the size constraints. In the case of diffusion MRI-based structural human brain imaging, the effective vertex number of the connectomes, or brain graphs derived from the data is on the scale of several hundred today. That size facilitates applying strict mathematical graph algorithms even for some hard-to-compute (or NPhard) quantities like vertex cover or balanced minimum cut.
Introduction
In the last several years hundreds of publications appeared describing or analyzing structural or functional networks of the brain, frequently referred to as "connectome" [1, 2] . Some of these publications analyzed data from healthy humans [3, 4, 5, 6] , and some compared the connectome of the healthy brain with diseased one [7, 8, 9, 10, 11] .
So far, the analyses of the connectomes mostly used tools developed for very large networks, such as the graph of the World Wide Web (with billions of vertices), or protein-protein interaction networks (with tens or hundreds of thousands of vertices), and because of the huge size of original networks, these methods used only very fast algorithms and frequently just primary degree statistics and graph-edge counting between pre-defined regions or lobes of the brain [12] .
In the present work we demonstrate that deep and more intricate graph theoretic parameters could also be computed by using, among other tools, contemporary integer programming approaches for connectomes with several hundred vertices.
With these mathematical tools we show statistically significant differences in some graph properties of the connectomes, computed from MRI imaging data of male and female brains. We will not try to associate behavioral patterns of males and females with the discovered structural differences [12] (see also the debate that article has generated: [13, 14, 15] ), because we do not have behavioral data of the subjects of the imaging study, and, additionally, we cannot describe highlevel functional properties implied by those structural differences. However, we clearly demonstrate that deep graph-theoretic parameters show "better" connections in a certain sense in female connectomes than in male ones.
The study of [12] analyzed the 95-vertex graphs of 949 subjects aged between 8 and 22 years, using basic statistics for the numbers of edges running either between or within different lobes of the brain (the parameters deduced were called hemispheric connectivity ratio, modularity, transitivity and participation coefficients, see [12] for the definitions). It was found that males have significantly more intra-hemispheric edges than females, while females have significantly more inter-hemispheric edges than males.
Results and Discussion
We have analyzed the connectomes of 96 subjects, 52 females and 44 males, each with 83, 129 and 234 node resolutions, and each graphs with five different weight functions. We considered the connectomes as graphs with weighted edges, and performed graph-theoretic analyses with computing some polynomial-time computable and also some NP-hard graph parameters on the individual graphs, and then compared the results statistically for the male and the female group.
We have found that female connectomes have more edges, larger (normalized) minimum bisection widths, larger minimum-vertex covers and more spanning trees than the male connectomes.
In order to describe the parameters, which differ significantly among male and female connectomes, we need to place them in the context of their graph theoretical definitions.
Edge number and edge weights
We have found significantly higher number of edges (counted with 5 types of weights and also without any weights) in both hemispheres and also in the whole brain in females, in all resolutions. This finding is surprising, since we used the same parcellation and the same tractography and the same graphconstruction methods for female and male brains, and because it is proven that females have, on average, less-weighting brains than males [16] . For example, in the 234-vertex resolution, the average number of (unweighted) edges in female connectomes is 1826, in males 1742, with p = 0.00063 (see the Appendix for tables with the results). The work of [12] reported similar findings in interhemispheric connections only.
It is known that there are statistical differences in the size and the weight of the female and the male cerebra [16] . It was also published [17] that female brains statistically have a higher white matter/gray matter ratio than male brains. We argue that this observation is in line with the quantitative differences in the fibers and edges in the connectomes of the sexes.
In a simplified view, the edges of the braingraph correspond to the fibers of the myelinated axons in the white matter, while the nodes of the graph to areas of the gray matter. Therefore, since females have a higher white matter/gray matter ratio than males by [17] that fact implies that the number of detected fibers by the tractography step of the processing is relatively higher in females than in males, and this higher number of fibers imply higher number of edges in female connectomes.
Minimum cut and balanced minimum cut
Suppose the nodes, or the vertices, of a graph are partitioned into two, disjoint, non-empty sets, say X and Y ; their union is the whole vertex-set of the graph. The X, Y cut is the set of all edges connecting vertices of X with the vertices of Y ( Figure 1A ). The size of the cut is the number of edges in the cut. In graph theory, the size of the minimum cut is an interesting quantity. The minimum cut between vertices a and b is the minimum cut, taken for all X and Y , where vertex a is in X and b is in Y . This quantity gives the "bottleneck", in a sense, between those two nodes (c.f., Menger theorems and Ford-Fulkerson's Min-Cut-Max-Flow theorem [18, 19] ). The minimum cut in a graph is defined to be the cut with the fewest edges for all non-empty sets X and Y , partitioning the vertices.
Clearly, for non-negative weights, the size of the minimum cut in a nonconnected graph is 0. Very frequently, however, in connected graphs, the minimum cut is determined by just the smallest degree node: that node is the only element of set X and all the other vertices of the graph are in Y ( Figure 1B) . Because of this phenomenon, the minimum cut is frequently queried for the "balanced" case, when the size (i.e., the number of vertices) of X and Y needs to be equal (or, more exactly, may differ by at most one if the number of the vertices of the graph is odd), see Figure 1C . This problem is referred to as the balanced minimum cut or the minimum bisection problem. If the minimum bisection is small that means that there exist a partition of the vertices into two sets of equal size that are connected with only a few edges. If the minimum bisection is large then the two half-sets in every possible bisections of the graph are connected by many edges.
Therefore, the balanced minimum cut of a graph is independent of the particular labeling of the nodes. The number of all the balanced cuts in a graph with n vertices is greater than
that is, for n = 250, this number is very close to the number of atoms in the visible universe [20] . Consequently, one cannot practically compute the minimum bisecton width by reviewing all the bisectons in a graph of that size. Moreover, the complexity of computing this quantity is known to be NP-hard [21] in general, but with contemporary integral programming approaches, for the graph-sizes we are dealing with, the exact values are computable. In computer engineering, an important measure of the quality of an interconnection network is its minimum bisection width [22] : the higher the width is the better the network.
For the whole brain graph, as it is anticipated, we have found that the minimum balanced cut is almost exactly represents the edges crossing the corpus callosum, connecting the two cerebral hemispheres.
We show that within both hemispheres, the minimum bisection size of female connectomes are significantly larger than the minimum bisection size of the males. Much more importantly, we show that this remains true if we normalize with the sum of all edge-weights: that is, this phenomenon cannot be due to the higher number of edges or the greater edge weights in the female brain: it is an intrinsic property of the female brain graph in our data analyzed.
For example, in the 234-vertex resolution, in the left hemisphere, the normalized balanced minimum cut in females, on the average, is 0.09416, in the males 0.07896, p = 0.00153 (see the Appendix for tables with the results).
We think that this finding is one of the main results of the present work: even if the significant difference in the weighted edge numbers are due to some artifacts in the data acquisition/processing workflow, the normalized balanced minimum cut size seems to be independent from those processes.
Eigengap and the expander property
Expander graphs and the expander-property of graphs are one of the most interesting area of graph theory: they are closely related to the convergence rate and the ergodicity of Markov chains, and have applications in the design of communication-and sorting networks and methods for de-randomizing algorithms [23] . A graph is an ε-expander, if every -not too small and not too large -vertex-set S of the graph has at least ε|S| outgoing edges (see [23] for the exact definition).
Random walks on good expander graphs converge very fast to the limit distribution: this means that good expander graphs, in a certain sense, are "intrinsically better" connected than bad expanders. It is known that large eigengap of the walk transition matrix of the graph implies good expansion property [23] .
We have found that women's connectomes have significantly larger eigengap, and, consequently, they are better expander graphs than the connectomes of men. For example, in the 83-node resolution, in the left hemisphere and in the unweighted graph, the average female connectome's eigengap is 0.306 while in the case of men it is 0.272, with p = 0.00458.
The number of spanning forests
A tree in graph theory is a connected, cycle-free graph. Any tree on n vertices has the same number of edges: n − 1. Trees, and tree-based structures are common in science: phylogenetic trees, hierarchical clusters, data-storage on hard-disks, or a computational model called decision trees all apply graphtheoretic trees. A spanning tree is a minimal subgraph of a connected graph that is still connected. Some graphs have no spanning trees at all: only connected graphs have spanning trees. A tree has only one spanning tree: itself. Any connected graph on n vertices has a minimum of n − 1 and a maximum of n(n − 1)/2 edges [24] . A connected graph with few edges still may have exponentially many different spanning trees: e.g., the n-vertex wheel on Figure 1D has at least 2 n−1 spanning trees (for n ≥ 4). Cayley's famous theorem, and its celebrated proof with Prüfer codes [25] shows that the number of spanning trees of the complete graph on n vertices is n n−2 . If a graph is not connected, then it contains more than one connected components. Each connected component has at least one spanning tree, and the whole graph has at least one spanning forest, comprising of the spanning trees of the components. The number of spanning forests is clearly the product of the numbers of the spanning trees of the components.
For graphs in general, one can compute the number of their spanning forests by Kirchoff's matrix tree theorem [26, 27] using the eigenvalues of the Laplacian matrix [27] of the graph.
We show that female connectomes have significantly higher number of spanning trees than the connectomes of males. For example, in the 129-vertex resolution, in the left hemisphere, the logarithm of the number of the spanning forests in the unweighted case are 162.01 in females, 158.88 in males with p = 0.013.
Materials and Methods

Data source and graph computation:
The dataset applied is a subset of the Human Connectome Project [28] anonymized 500 Subjects Release: (http://www.humanconnectome.org/documentation/S500) of healthy subjects between 22 and 35 years of age. Data was downloaded in October, 2014. The Connectome Mapper Toolkit [29] (http://cmtk.org) was applied for brain tissue segmentation into grey and white matter, partitioning, tractography and the construction of the graphs from the fibers identified in the tractography step. The Connectome Mapper Toolkit [29] default partitioning was used (computed by the FreeSurfer, and based on the Desikan-Killiany anatomical atlas) into 83, 129 and 234 cortical and sub-cortical structures (as the brainstem and deepgrey nuclei), referred to as "Regions of Interest", ROIs, (see Figure 4 in [29] ). Tractography was performed by choosing the deterministic streamline method [29] with randomized seeding.
The graphs were constructed as follows: the nodes correspond to the ROIs in the specific resolution. Two nodes were connected by an edge if there exists at least one fiber (determined by the tractography step) connecting the ROIs, corresponding to the nodes. More than one fibers, connecting the same nodes, may give rise to the weight of that edge, depending on the weighting method. Loops were deleted from the graph.
The weights of the edges are assigned by several methods, taking into account the lengths and the multiplicities of the fibers, connecting the nodes:
• Unweighted: Each edge has weight 1.
• FiberN: The number of fibers traced along the edge: this number is larger than one if more than one fibers connect two cortical or sub-cortical areas, corresponding to the two endpoints of the edge.
• FAMean: The arithmetic mean of the fractional anisotropies [30] of the fibers, belonging to the edge.
• FiberLengthMean: The average length of the fibers, connecting the two endpoints of the edge.
• FiberNDivLength: The number of fibers belonging to the edge, divided by their average length. This quantity is related to the simple electrical model of the nerve fibers: by modeling the fibers as electrical resistors with resistances proportional to the average fiber length, this quantity is precisely the conductance between the two regions of interest. Additionally, FiberNDivLength can be observed as a reliability measure of the edge: longer fibers are less reliable than the shorter ones, due to possible error accumulation in the tractography algorithm that constructs the fibers from the anisotropy data. Multiple fibers connecting the same two ROIs, corresponding to the endpoints, add to the reliability of the edge, because of the independently tractographed connections.
By generalized adjacency matrix we mean a matrix of size n × n where n is the number of nodes (or vertices) in the graph, whose rows and columns correspond to the nodes, and whose each element is either zero if there is no edge between the two nodes, or equals to the weight of the edge connecting the two nodes. By the generalized degree of a node we mean the sum of the weights of the edges adjacent to that node. Note that the generalized degree of the node v is exactly the sum of the elements in the row (or column) of the generalized adjacency matrix corresponding to v. By generalized Laplacian matrix we mean the matrix D − A, where D is a diagonal matrix containing the generalized degrees, and A is the generalized adjacency matrix.
Graph parameters:
We calculated various graph parameters for each brain graph and weight function. These parameters included:
• Number of edges (Sum). The weighted version of this quantity is the sum of the weights of the edges.
• Normalized largest eigenvalue (AdjLMaxDivD): The largest eigenvalue of the generalized adjacency matrix, divided by the average degree. Dividing by the average degree of vertices was necessary because the largest eigenvalue is bounded by the average-and maximum degrees, and thus is considered by some a kind of "average degree" itself [24] . This means that a denser graph may have a bigger λ max largest eigenvalue solely because of a larger average degree. We note that the average degree is already defined by the sum of weights.
• Eigengap of the transition matrix (PGEigengap): The transition matrix P G is obtained by dividing all the rows of the generalized adjacency matrix by the generalized degree of the corresponding node. When performing a random walk on the graph, for nodes i and j, the corresponding matrix element describes the probability of transitioning to node j, supposing that we are at node i. The eigengap of a matrix is the difference of the largest and the second largest eigenvalue. It is characteristic to the expander properties of the graph: the larger the gap, the better expander is the graph (see [23] for the exact statements and proofs).
• Hoffman's bound (HoffmanBound): The expression
where λ max and λ min denote the largest and smallest eigenvalues of the adjacency matrix. It is a lower bound for the chromatic number of the graph. The chromatic number is generally higher for denser graphs, as the addition of an edge may make a previously valid coloring invalid.
• Logarithm of number of spanning forests (LogAbsSpanningForestN): The number of the spanning trees in a connected graph can be calculated from the spectrum of its Laplacian [26, 27] . Denser graphs tend to have more spanning trees, as the addition of an edge introduces zero or more new spanning trees. If a graph is not connected, then the number of spanning forests is the product of the numbers of the spanning trees of the components. The parameter LogAbsSpanningForestN equals to the logarithm of the number of spanning forests in the unweighted case. In the case of other weight functions, if we define the weight of a tree by the product of the weights of its edges, then this parameter equals to the sum of the logarithms of the weights of the spanning trees in the forests.
• Balanced minimum cut, divided by the number of edges (MinCutBalDivSum): The task is to partition the graph into two sets whose size may differ from each other by at most 1, so that the number of edges crossing the cut is minimal. This is the "balanced minimum cut" problem, or sometimes called the "minimum bisection width" problem. For the whole brain graph, our expectation was that the minimum cut corresponds to the boundary of the two hemispheres, which was indeed proven when we analyzed the results.
• Minimum cost spanning tree (MinSpanningForest), calculated with Kruskal's algorithm.
• Minimum weighted vertex cover (MinVertexCover): Each vertex should have a (possibly fractional) weight assigned such that, for each edge, the sum of the weights of its two endpoints is at least 1. This is the fractional relaxation of the NP-hard vertex-cover problem [31] . The minimum of the sum of all vertex-weights is computable by a linear programming approach.
• Minimum vertex cover (MinVertexCoverBinary): Same as above, but each weight must be 0 or 1. In other words, a minimum size set of vertices is selected such that each edge is covered by at least one of the selected vertices. This NP-hard graph-parameter is computed only for the unweighted case. The exact values are computed by an integer programming solver SCIP (http://scip.zib.de), [32, 33] .
The above 9 parameters were computed for all three resolutions and for the left and the right hemispheres and also for the whole connectome, with all 5 weight functions (with the following exceptions: MinVertexCoverBinary was computed only for the unweighted case, and the MinSpanningForest was not computed for the unweighted case).
Statistical analysis
Since each connectome was computed in multiple resolutions (in 83, 129 and 234 nodes), we had three graphs for each brain. In addition, the parameters were calculated separately for the connectome within the left and right hemispheres as well, not only the whole graph, since we intended to examine whether statistically significant differences can be attributed to the left or right hemispheres. Each subjects' brain was corresponded to 9 graphs (3 resolutions, each in the left and the right hemispheres, plus the whole cortex with sub-cortical areas) and for each graph we calculated 9 parameters, each (with the exceptions noted above) with 5 different edge weights. This means that we assigned 7 · 5 · 3 + 1 · 3 + 4 · 3 = 120 attributes to each resolution of the 96 brains, that is, 360 attributes to each brain.
The statistical null hypothesis [34] of ours was that the graph parameters do not differ between the male and the female groups. As the first approach, we have used ANOVA (Analysis of variance) [35] to assign p-values for all parameters in each hemispheres and in each resolutions and in each weight-assignments.
Our very large number of attributes may lead to false negatives, i.e., to "type II" statistical errors: in other words, it may happen that an attribute, with a very small p-value may appear "at random", simply because we tested a lot of attributes. In order to deal with "type II" statistical errors, we followed the route described below.
We divided the population randomly into two sets by the parity of the sum of the digits in their ID. The first set was used for making hypotheses and the second set for testing these hypotheses. This was necessary to avoid type II errors resulting from multiple testing correction. If we made hypotheses for all the numerical parameters, then the Holm-Bonferroni correction [36] we used would have unnecessarily increased the p-values. Thus we needed to filter the hypotheses first, and that is why we needed the first set. Testing on the first set allowed us to reduce the number of hypotheses and test only a few of them on the second set.
The hypotheses were filtered by performing ANOVA (Analysis of variance) [35] on the first set. Only those hypotheses were selected to qualify for the second round where the p-value was less than 1%. The selected hypotheses were then tested for the second set as well, and the resulting p-value corrected with the Holm-Bonferroni correction method [36] with a significance level of 5%.
In Table 1 those hypotheses rejected were highlighted in bold, meaning that all the corresponding graph parameters differ significantly in sex groups at a combined significance level of 5%.
We also highlighted (in italic) those p-values which were individually less than the threshold, meaning that these hypotheses can individually be rejected at a level of 5%, but it is very likely that not all of these graph parameters are significantly different between the sexes.
Conclusions:
We have computed 83-, 129-and 234-vertex-graphs from the diffusion MRI images of the 96 subjects of 52 females and 44 males, between the age of 22 and 35. We have found, after a careful statistical analysis, significant differences between some graph theoretical parameters of the male and female brain graphs. Our findings show that the female brain graphs have generally more edges (counted with and without weights), have larger normalized minimum bisection widths and have more spanning trees (counted with and without weights) than the connectomes of males (Table 1) . Additionally, with weaker statistical validity, some spectral properties and the minimum vertex cover also differ in the connectomes of different sexes (each with p < 0.02).
Data availability:
The unprocessed and pre-processed MRI data is available at the Human Connectome Project's website:
http://www.humanconnectome.org/documentation/S500 [28] .
5.1. The results and the statistical analysis of the graph-theoretical evaluation of the sex differences in the 96 diffusion MRI images. The first column gives the resolution in each hemisphere; the number of nodes in the whole graph is 83, 129 and 234, respectively. The second column describes the graph parameter computed: its syntactics is as follows: each parameter-name contains two separating " " symbols that define three parts of the parameter-name. The first part describe the hemisphere or the whole connectome with the words Left, Right or All. The second part describes the parameter computed, and the third part the weight function used (their definitions are given in section "Materials and methods"). The third column contains the p-values of the first round, the second column the p-values of the second round, and the third column the (very strict) Holm-Bonferroni correction of the p-value. With p=0.05 all the first 12 rows describe significantly different graph theoretical properties between sexes. One-by-one, each row with italic third column describe significant differences between sexes, with p=0.05. For the details we refer to the section "Statistical analysis".
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Appendix
In this appendix we list the graph-theoretic parameters computed for the resolutions of 83, 129 and 234 vertex graphs. The tables contain their arithmetic means in the male and female groups, and the corresponding p-values. The values in these tables contain the values corresponded to round 1 (see the "Statistical analysis" subsection in the main text).
The graph-parameters are defined in the caption of 
