Introduction
When a scientist wishes to compute the gradient of a function for optimization or sensitivity analysis, ADIFOR provides a simple means to produce derivative code via automatic di erentiation 1]. However, many optimization methods require the Hessian of the objective function. Currently, ADIFOR does not produce code for second derivatives. But, by applying ADIFOR twice, it is possible to produce code for the Hessian. The next section outlines a procedure for creating code for second derivatives. Section 3 provides more detailed discussion of why certain steps are required and how they should be executed. Section 4 discusses seed matrix initialization as it applies to this second derivative code. Section 5 provides a simple example of the technique. The nal section discusses some of the limitations of the technique and describes how the resultant code might resemble and di er from the code that would be produced by a future version of ADIFOR.
Procedure
This paper assumes that the user is already familiar with ADIFOR and the various les involved in its use. Those readers not familiar with ADIFOR are referred to 3, 4] for an introduction.
The procedure required to produce code capable of computing second derivatives is as follows: Step 11. 8. Run adpre using this composition le. 9. Edit the resulting *.ad.f les so that $ is changed to . 10. Change the .ad.f extension to .f, or modify the composition le to use the new le names. 11. Create a new ADIFOR script le, changing the separator (for clarity), and prefacing the OUT variable(s) with g . 12. Run ADIFOR again (adifor g func.adf g func.comp). 13. Run make on the ADMake le. 14. Create a new main program that does the proper initializations and calls g$g func.
Discussion
The reason for some of the steps in Section 2 may not be obvious. This section explains the motivation behind these procedures. It also includes brief notes about the tools being used.
ADIFOR employs a two-stage process to produce derivative code. In the rst step, ADIFOR analyzes the program, stores intermediate information, and creates a make le. This make le invokes Adtrans, the ADIFOR translator, which translates the intermediate information into source code. The default separator character of $ causes problems for the make utility. This is normally not a problem, because of the naming convention for the les created by ADIFOR, basically the original subroutine name followed by an extension. However, when ADIFOR is applied twice, the subroutine names from the rst application contain the separator character. Thus, the separator character for the rst application of ADIFOR must be something other than $. For this reason, we suggest a separator character of in Step 1.
The exception-handling routines 2] provide an impediment to applying ADIFOR a second time because these routines are implemented as functions, but ADIFOR currently deals only with subroutines. Steps 8{10 describe how the ADIFOR preprocessor, Adpre, can be used to overcome this problem. However, if the exception-handling routines, found in the le intrinsic.f, are not needed these steps can be omitted, as mentioned in Step 7. The ADIFOR preprocessor is described in 4], but its use can be summarized by three steps:
1. Set the RN HOME environment variable using setenv RN HOME /anydir. 2. Create a composition le, as with ADIFOR. 3. Execute Adpre, specifying the composition le name, as for example, adpre -P g func.comp.
For similar reasons to those discussed above, the $ character that occurs in the les produced by Adpre (which have the .f extension replaced by .ad.f) must replaced by another character, such as .
The Hessian is essentially the derivatives of the gradient with respect to the independent variable. Thus, the ADIFOR script le for the second application of ADIFOR should specify the top-level ADIFOR-generated subroutine as TOP, the gradient as OUT, and the same IN variables(s). In order to make it easier to distinguish between the gradient objects of the rst pass and the gradient objects of the second pass, and also to prevent name con icts, a di erent separator character (such as $) should be used.
Initialization
The initialization of seed matrices is nontrivial even for rst-derivative programs 3]. In the case of second derivatives, the situation can become even more complex. The code produced by the method outlined above is capable of computing the matrix product S 1 H S T 2 , where H is the Hessian. The two seed matrices, S 1 and S 2 , arise from the double application of ADIFOR. If x is the only independent variable, these seed matrices will have the names g x and g$x. If all that is desired is the Hessian, these seed matrices should be initialized to an identity matrix, for example by using the code shown in Figure 1 .
If only an m p region of the Hessian is desired, this can be computed by initializing g$x and g x such that the appropriate p elements of g$f and m elements of g f are computed. A special case of this situation arises when a particular column or row of the Hessian is desired. The third column of the Hessian could be computed by using the initialization in Figure 2 . Note that this is the transpose of the column because of the way ADIFOR stores derivatives. Since the Hessian is symmetric, this is less important.
The ability to compute one column at a time can be used to exploit the symmetry of the Hessian. An example of how this might be accomplished is shown in Figure 3 . However, it is important to note that the overhead of recomputing the function and a portion of the gradient on each iteration implies that this method will not be signi cantly more e cient than the full Hessian computation and may even be more expensive.
Perhaps the most promising application for seed matrix initialization is when the pre-and postmultiplication of the Hessian by a vector or pair of vectors is desired. For example, if we wish to compute z T Hy, the simple initialization is su cient. This capability may be particularly useful for optimization techniques like the conjugate gradient method. ADIFOR can be applied a second time to yield the Hessian code. As was discussed in Section 4, the driver code for this subroutine can initialize variables in a number of di erent ways. The simplest scheme, where the entire Hessian is computed at once, is used in the main program in Figure 6 .
Conclusions
Even though ADIFOR does not currently support second derivatives, it is possible to produce code to compute a Hessian by using two passes of ADIFOR. This approach is applicable to all sorts of second derivatives, not just Hessians, but the example of a Hessian has been used for simplicity. The approach described su ers from certain limitations. Foremost is the restriction that the symmetry of the Hessian is not exploited, and unneeded computations are performed. Additional overhead comes from computing the gradient twice. When second-derivative capabilities are built into ADIFOR, it is desirable that this overhead be eliminated. At the same time, there are certain characteristics of the code generated by this procedure that would be desirable in an ADIFOR implementation. In particular, the ability to compute a rectangular region of the Hessian or a matrix-Hessian-matrix product via special seed matrix initializations could be of great bene t to a computational scientist. 
