Abstract-The
cost of solar electricity and attract more and more attention [1] [2] [3] [4] . Cascaded H-bridge (CHB) converters offer modularity and scalability, allow for module-level maximum power point tracking (MPPT) to extract maximum solar power yield through distributed PV/converter cells or modules, and enable direct MV distribution grid access without the need of bulky line-frequency transformers. Despite these advantages, technical challenges arise from the module-mismatch problem. Nonideal elements, such as partial-shading, parameter variations resulting from the manufacturing process of the PV panels, etc., can lead to nonuniform maximum power points at the inputs of individual PV/converter modules and, in turn, cause imbalance of dc input voltage and ac output voltage at each H-bridge inverter. For an economically designed system with limited margin in dc voltages, overmodulation may occur to attempt to meet ac grid voltage requirements, resulting in grid current distortion. In addition, the module-mismatch problem in each phase leg may also lead to the power imbalance in the three-phase system, complicating the control design.
Issues of dc voltage imbalance and three-phase power imbalance have been studied for applications such as static synchronous compensators (STATCOMs), solid-state transformers (SSTs), and battery energy storage systems (BESSs) in the previous work [5] [6] [7] [8] . The capacitor-voltage imbalance in STATCOMs or the state-of-charge imbalance in BESSs is mainly caused by the uneven energy stored in the dc-link capacitors or batteries, which can be easily compensated by feed-forward control of the differences between the individual dc voltages and the dc mean voltage of the phase, since the active power injection/absorption to/from the dc links is allowed to be adjusted flexibly. Similarly, for SSTs [6] [7] [8] , even though total active power is determined by the load, the power distribution among the modules is still adjustable thanks to a common dc link. However, for cascaded PV applications [1] [2] [3] [4] , [9] [10] [11] [12] , situations are a little different. First, the active power flowing in cascaded PV applications is driven by MPPT control, which is desired to maximize solar power yields at most times if no curtailment is required from grid operators. Second, the margin between rated modulation index and maximum modulation index is typically limited and for severe mismatch conditions, the effectiveness of closed-loop individual balancing control of the dc-link voltages (just like the cases with STATCOMs and BESSs) [3] , [4] , [12] is compromised. Although disabling MPPT control [13] , installing extra energy storage components [14] , increasing the dc-link voltages [15] , or adding a common dc link [2] , [16] can mitigate the issues, such solutions reduce system overall efficiency or increase system cost.
Research has been attempted to address the aforementioned imbalance issues for cascaded PV applications. Approaches have been proposed for three-phase power or energy imbalance problem in [4] and [12] . For the issues associated with the distortion of the grid current and dc voltage imbalance, while still maintaining the module-level MPPT control, a few methods [10] , [17] contributed to this topic. In [17] , a control scheme based on an energy model was presented; however, its validity was established on many assumptions made during the modeling process, which in implementation would be quite difficult to determine many control parameters, and the effectiveness against severe mismatch scenarios was not verified with experiments. In [10] , a reactive power compensation method was developed to handle the module mismatch within each phase leg. It has achieved good performance within the system's linear modulation range for certain degrees of module mismatch. But further expansion of the operating range is hindered by the linear modulation constraint.
For multilevel converters, the choice of modulation strategies can be quite flexible, and certain modulation method can be utilized to enhance control performance significantly [18] [19] [20] [21] [22] [23] . Specifically for cascaded PV systems, different modulation methods were compared in [17] and [22] . With this inspiration, we focus on improving system performance on power quality and efficiency, and a modulation coordinated compensation strategy is proposed to ride-through higher degrees of module mismatch and to extend the operating range in cascaded PV systems.
The rest of this paper is organized as follows. Section II introduces the configuration of a two-stage utility-scale gridconnected cascaded PV system. The analysis of power-voltage distribution within one phase is then presented, followed by the formulation of the module-mismatch problem. In Section III, operating limits of conventional methods including reactive power compensation and level-shifted pulsewidth modulation (LS-PWM)-based compensation are analyzed. In Section IV, a new modulation method is introduced to enhance the modulemismatch ride-through capability with its implementation in detail. Next, it is combined with reactive power compensation to further extend the operating range. The operating range of the proposed method is analyzed and compared with conventional methods. Experimental results are presented in Section V to validate the proposed method. Section VI presents the conclusion.
II. MODULE-MISMATCH PROBLEM DESCRIPTION

A. Configuration of the Cascaded PV System
With a series of PV/converter modules cascaded in each phase leg, the grid-interacted PV system can be connected in a single-star structure depicted in Fig. 1 . As to each PV/converter module, a traditional single-stage structure [3] , [4] can be an option in lower voltage applications owing to its simplicity and low device count. However, for high-power and HV applications, two-stage isolated circuit configurations are required for boosting voltage and mitigating potential-induced degradation on solar panel insulation. The first-stage (dc-dc converter with HV galvanic insulation) is responsible for the voltage boosting and MPPT for the segmented PV arrays. The second-stage (H-bridge inverter) fulfills the requirements of grid codes while delivering desirable active power to the grid. The dc voltage can be stabilized at a constant value for each module. Compared with traditional PV systems, this configuration has several advantages [1] , [10] , such as applicability to MV/HV applications, independent MPPT for segmented PV arrays, no propagation of twice-the-line-frequency ripple power into the PV arrays, reduced ground leakage current, better insulation, etc.
B. Formulation of Module Active Power Leading to AC Voltage Mismatch
Considering the three legs to be balanced, the analysis will be focused on one leg, which has its own control and modulation system. As shown in Fig. 1 , phase a is discussed here, while phases b and c are considered as a zero-sequence voltage source of which the fundamental voltage is zero. To analyze the power distribution among modules, the synchronous reference frame d − q with the d -axis oriented by grid current I ga , rather than the traditional d-q frame, is used, as shown in Fig. 2 .
Ignoring the parasitic resistance of the filter, the d -component (v lad ) of V la , which is the voltage across the filter, is zero. The q -component (v laq ) is expressed by (1) , where ω is the grid angular frequency and L f is the filter inductance. The d and q -components of the total ac terminal voltage (V ra ) can be derived as (2) and (3), where V ga is the amplitude of the grid voltage that is tracked by the single-phase phase-locked loop [24]. Other symbols in (2) and (3) are explained as follows:
Suppose P rateda and Q rateda are the rated active and reactive power interacting with the grid, respectively, and I rateda = 2P rateda /V ga is the rated active current. λ P a = P ga /P rateda then represents the per-unit active power injected into the grid, and λ Qa = Q ga /Q rateda is the per-unit reactive power injected into the grid. Owing to the identical grid current flowing through each module, the d -component of the ac voltage in each module is determined by active power distribution. And the qcomponent of ac voltage in each module is determined by the reactive power distribution. By using (1)-(3), the relationship between the ac voltage of the jth module and the amount and distribution of the active power can be derived as shown in (4) at the bottom of this page, where N is the number of modules, and r P ja = P rj a /P ra (j = 1, 2 . . . N) is the active power ratio of the jth module. P ra is the total solar power extracted by MPPT control minus the total loss in the modules of phase leg a. And P ra = P ga holds when ignoring the parasitic resistance of the filter. Similarly, the reactive power is distributed among modules in the phase, i.e., Q rj a = r Qj a Q ra (j = 1, 2 . . . N), where Q ra is the total reactive power of the phase leg. A positive Q ra means the converter modules are injecting reactive power, while a negative Q ra means they are absorbing reactive power.
By fixing λ Qa and r Qj a , (4) shows that the higher the degree of active power mismatch, the more severely the module ac voltages will be asymmetric. Such relationship can be illustrated by the vector diagram in Fig. 2 , which takes a four-module system for instance. Apparently, the modules (the third and fourth ones) with higher active power outputs pose the risk of overmodulation.
III. LIMITATION ANALYSES OF CONVENTIONAL COMPENSATION METHODS
A. Reactive Power Compensation
If allowed by the grid, reactive power can be absorbed from/injected into the grid to alleviate the situation. Suppose that the system is operating at a nonunity power factor, the relationship between the ac voltage of the jth module and the amount and distribution of the reactive power is depicted in Fig. 3 (r P ja = 0.0833 and r P ja = 0.4167 are considered, λ P a = 0.6 for both cases). It can be seen that V rj a decreases with the increasing λ Qa (the absolute value) if r Qj a is small. Conversely, when r Qj a is large, V rj a increases with the increasing λ Qa . Neither the direction of injected reactive power nor the active power distribution ratio affects these two basic trends.
To prevent a high-output module from entering (or running too close to) overmodulation, the following relationship needs to be satisfied:
where K m ja (j = 1, 2 . . . N) is the maximum modulation index that reflects the utilization of the dc voltage [25] . Since λ P a and its distribution ratio r P ja (j = 1, 2 . . . N) can be predetermined with the solar power extracted by MPPT control [26] , (5) can be used to calculate upper bounds of reactive power distribution ratios. To keep the term under the square root sign positive, a necessary condition (or the lower bound) for the r Q j a and the reactive power at different operating conditions. injected reactive power is
Inspired by (6), the following module-mismatch index is defined:
If d misj a ≤ 1 for j = 1 ∼ N , the PV system can still operate with unity power factor in face of the module mismatch. If d misj a gets larger than unity for anyone of the modules, then reactive power compensation becomes necessary to avoid over modulation (and other ensuing issues). In the latter case, the following constraint must also be met to ensure that the needed reactive power as calculated with (6) can be successfully injected into the grid:
Four different module-mismatch scenarios of a four-module system are compared in Fig. 4 to help understand (8) . Conventional phase-shift pulsewidth modulation (PS-PWM) is used for all the cases. Curve 1 corresponds to the module-balanced condition (i.e., all active power values are 0.25 p.u.). Curves 2-4 correspond to different degrees of module mismatch that are all severe enough (i.e., d misj a > 1 for at least one module) to call for reactive power compensation. Specifically, the active power values of the first and second modules (named #1 and #2 modules) are kept at 0.25 p.u. But those of the third and fourth modules (named #3 and #4 modules) are both reduced to 0. λ Qa is increased to a certain value, which means by injecting a bit more reactive power into the grid than calculated with (6), overmodulation can still be avoided [i.e., (5) being fulfilled for all modules]. However, since curve 4 will never reach above 1, successful reactive power compensation is impossible for this case. As illustrated above, even though the maximum tolerable degree of module mismatch can be increased with a certain amount of reactive power, there are still more severe cases of module mismatch that cannot be dealt with, not to mention that the amount of reactive power allowed by the grid is also limited.
B. LS-PWM-Based Compensation
As can be seen from (6), if the dc voltages and/or the maximum modulation index can be raised, the module-mismatch index gets smaller and the required amount of reactive power as calculated with (6) will be reduced or even eliminated. Increasing dc voltage calls for an overdesign, which is apparently not economical. Therefore, the dc voltages are usually regulated at the same level as
where V dcavga is the average value of dc voltages of the N modules in the same leg. To enhance the module-mismatch ridethrough ability of the PV system, it needs to focus on improving the utilization of dc voltages (i.e., maximum modulation index).
LS-PWM is widely adapted in multilevel systems due to its excellent intraphase module balance capacity. Although a limited number of papers have discussed LS-PWM for PV applications, [17] and [22] still show that the unique characteristic of LS-PWM bears significant importance for the energybalancing capacity compared with PS-PWM. The superposition of the instantaneous output voltages of the modules contributes to the nearest level of the normalized ac output voltage reference v * ra, nm l = v * ra /V dcavga . In order to adjust the average output power to match the module input power and to control the dc-link voltages, a carrier permutation is applied in certain time intervals [27] . Neglecting the carrier permutation, the module output voltage can be approximated as a horizontally sliced voltage section of the sinusoidal phase reference voltage [22] . By assuming a constant set of dc-link voltages (v dcl 1 a , v dcl 2 a , v dcl 3 a , v dcl 4 a ) in the ascending order and neglecting the reactive power consumed on the filter (therefore, the amplitude of total ac voltage v ra should be approximately V ga ), the resulting output ac voltages (or gating signals) are shown in Fig. 5 . Note that the sequence of module numbers in ascending dc-link voltages will be denoted as l 1 , l 2 , . . . l N in later analysis.
Due to that active power of each module is proportional to the fundamental d'-component of its ac output voltage; the distribution ratios r P l 1 a -r P l 4 a , as shown in Fig. 5 can be estimated based on a fast Fourier transform analysis of the ac voltages. In real operation, a module's ranking of dc-link voltage may change constantly, so its gating signal can jump among the four waveforms shown in Fig. 5 , and the resulting ac voltage will be an assembly of segments from the four waveforms. Nevertheless, r P l 1 a -r P l 4 a calculated from those waveforms provide a set of thresholds that reflect the maximum degree of module mismatch manageable with LS-PWM and unity power factor. Specifically, if the real active power distribution ratios are denoted as r P k 1 a -r P k 4 a (in the ascending order), they must meet the following constraints: 1) r P k 4 a ≤ r P l 4 a . This is because the gating signal for the #l 4 module in Fig. 5 indicates the highest possible ac voltage (and therefore the maximum active power) allowed for the module with the highest active power output. 2) r P k 3 a ≤ r P l 3 a + (r P l 4 a − r P k 4 a ), or equivalently, r P k 4 a + r P k 3 a ≤ r P l 4 a + r P l 3 a . Fig. 5 implies that if the second-highest active power (r P k 3 a ) is to be higher than its threshold value r P l 3 a , then the increase can only come from the margin of the highest one (r P k 4 a ) from its upper limit r P l 4 a . The related gating signals can be seen as a result of swapping contribution levels between #l 3 and #l 4 modules in places where the level of #l 3 module is originally 0 and the level of #l 4 module is originally 1. Note that in those places, the levels of #l 1 and #l 2 modules are all 0; therefore, they can offer no help. 3) r P k 2 a ≤ r P l 2 a + (r P l 4 a + r P l 3 a ) − (r P k 4 a + r P k 3 a ), or equivalently, r P k 4 a + r P k 3 a + r P k 2 a ≤ r P l 4 a + r P l 3 a + r P l 2 a . The reason is similar to the aforementioned. 4) r P k 1 a ≥ r P l 1 a , i.e., the active power of the module with the lowest active power output cannot be lower than its threshold r P l 1 a . This condition is actually redundant since it can be derived from the aforementioned one plus r P k 1 a + r P k 2 a + r P k 3 a + r P k 4 a = 1. Since LS-PWM will form output ac voltages that have the same polarity with v ra or otherwise will provide a freewheeling path at the grid side, it cannot realize square-wave modulation of the high-output modules. The improvement of dc voltage utilization is, therefore, still limited. The new modulation strategy proposed in the next section will address this issue.
IV. NEW COMPENSATION STRATEGY FOR BETTER RIDING-THROUGH MODULE MISMATCH
A. Proposed Modulation Strategy
According to the sign combinations of i ga and v ra , there are four regions, as shown in Fig. 7 . In each region, LS-PWM provides two alternative switching states contributing to the superposition of v ra for one module. One state provides a path for the grid to charge/discharge the dc link of the module. The other state provides a freewheeling path at the grid side. Fig. 6 shows all eight states that reveal the ongoing statuses of i ga , v ra and the ON/OFF switches in the four regions. It should be noted the combination of being-driven switches in the traditional LS-PWM for A 1 is identical to the one for B 2 (both require that S 1 and S 3 are driven). The same thing can also be found for the following pairs of states: A 2 and B 1 , A 3 and C 2 , and B 3 and C 1 .
In contrast, if the direction of i ga is known as positive or can be predicted as positive (the positive direction is defined with the A 1 state in Fig. 6 ), driving S 1 (or S 4 ) alone instead of both S 1 and S 3 (or both S 4 and S 2 ) will result in state A 1 (or A 2 ). And driving none of S 1 -S 4 instead of driving both S 1 and S 4 will derive the state C 1 . The change is similar to deriving B 1 , B 2 , and C 2 when i ga is negative. A significant advantage of such state derivation considering the polarity of i ga is that the number of switching events can be minimized by arranging the states aforementioned properly. For example, if A 2 and A 3 are assigned in region I, a transition between the two states involves only one turning-ON or turning-OFF event of S 1 . Similarly, if B 2 and C 2 are assigned in region II, B 1 and B 3 are assigned in region III, and A 1 and C 1 are assigned in region IV, a transition between the two states in one region costs only one switching event. In this way, the number of switching events during a switching period is only 2. Since the same number for the traditional LS-PWM or PS-PWM is 8, 75% switching events can be saved with the same equivalent switching frequency.
Since LS-PWM only supplies two states in each region, to increase the module-mismatch riding-through ability, an extended state is introduced in each region. The states already known in LS-PWM are, hence, called basic states. All the states fall into three categories: 1) "Level + 1" states that have the same polarity with v ra ; 2) "Level -1" states that are in the opposite direction with v ra ; and 3) "Level 0" states that provide a freewheeling path at the grid side. The values +1, -1, 0 are defined as "contribution levels" represented by M lv lj a (j = 1, 2 . . . N) . "Level + 1" and "level 0" states are the basic states, while "level -1" states are the extended states. Level 0 states bypass the dc links from the grid, while the effects of the other states on the dc links depend on the direction of grid current. Specifically, in region I/III, level +1 states discharge the dc links and level -1 states charge the dc links. In region II/IV though, the opposite situations happen. Combinations of switching states can be derived as listed in Fig. 7 . The extended state is carefully selected so that a transition between it and the adjacent state also involves only one switching action. For example, a transition between C 1 and A 2 in region I involves only one turning-ON or turning-OFF action of S 4 . Even though a state change between level + 1 and level -1 can involve two switching events, the number of switching events during a switching period is still half of the ones for the traditional LS-PWM or PS-PWM.
Since modules harvesting higher solar power run a higher risk of overmodulation, in the following analysis the active power distribution ratios are sorted from low to high as r P k 1 a , r P k 2 a , . . . , r P k N a , where
In the proposed modulation strategy, logic variables F misk j a (j = 1, 2 . . . N) are used for individual modules to introduce extended states. F misk j a = 0 means the #k j module will only be assigned the states in level 0 or level +1. F misk j a = 1 means the #k j module will be assigned the states in level -1 as far as possible. For low degrees of module mismatch where there is no need for extended states, F misk 1 a F misk 2 a . . . F misk N a can be assigned 000 · · · 000 N . Otherwise, nonzero F misk j a can be considered. Specifically, in region I/III where the grid charges a module's dc link through states in level -1, F misk j a is generated by
In region II/IV though, since the grid discharges a module's dc link through states in level -1, F misk j a is generated by
where 1/N is the average active power ratio of the phase leg, and Δr is a threshold. The idea behind (10) and (11) is that the low-output modules (which tend to have low dc-link voltages) should be given more chance to be charged by the grid, and the high-output modules (which tend to have high dc-link voltages) should be given more chance to be discharged. A lower threshold Δr brings more chance of assigning 1 to F misk j a , which will enhance the system's ability to ride through a higher degree of module mismatches, but at the expense of a few more switching events. Two groups are defined to include modules with different values of F misk j a . Group 0 includes all modules in which F misk j a = 0, while group 1 includes all modules in which F misk j a = 1. Fig. 8 shows the flowchart for implementing the modulation strategy. In the initialization stage, modules with label number j (j = 1, 2 . . . N) smaller than the expected ac voltage v pwma for the phase leg (generating of v pwma is shown in Fig. 9 , where N lv la is the nearest integer to |v * ra, nm l |, d a is the fractional part of |v * ra, nm l |, and v cr is the carrier signal) are put into level + 1 states, while those with larger module numbers are put into level 0 states. After the initialization, v pwma , N regiona , F misk j a (j = 1, 2 . . . N) are sampled. And v dcj a (j = 1, 2 . . . N) are sampled and sorted.
The sampled v pwma at the kth step is then compared with the one at the previous step to get pwm diff a (k), which indicates the direction and amount of the level change. Afterwards, the subloop in Fig. 8 will be initiated once a change of pwm diff a or N regiona is detected. At the beginning of the subloop, a subinitialization is necessary to process region changes and/or apply extended states. If it is during a transition from one region to another, the following state replacements should be done first to prevent v pwma from being improperly changed. 1) States corresponding to level + 1 or level -1 of the previous region should be replaced by states with the same levels if the polarity of v * ra does not change in the new region. Otherwise, they are replaced by states with opposite levels. 2) States corresponding to level 0 of the previous region are replaced by states corresponding to level 0 of the current region. Then, modules are classified into groups 0 and 1 according to the different values of F misk j a (j = 1, 2 . . . N) . Finally, the modules in group 1 are assigned the extended states, and pwm diff a (k) is updated accordingly.
A recurring process is then executed to bring pwm diff a (k) to zero, so that v pwma (k) is realized. If pwm diff a (k) < 0, a sequence of switching events is generated for group 0 modules only, in which some modules will be switched from level + 1 states to level 0 states. For region I/III, modules with lower dc voltages are to be switched first, while for region II/IV, modules with higher dc voltages are to be switched first. On the other hand, if pwm diff a (k) > 0, a switching sequence involving modules in both groups 0 and 1 will be generated, in which some modules will be switched from a lower level to a higher level. For region I/III, modules with higher dc voltages are to be switched first, while for region II/IV, modules with lower dc voltages are to be switched first. Besides, the level +1 modules in group 0 will be switched first (to level 0 states). If this alone cannot bring pwm diff a (k) to zero, then some modules in group 1 will be switched from level -1 states to level 0 states. If this still cannot bring pwm diff a (k) to zero, then some modules in group 1 that have already been put in level 0 will be switched to level + 1 states. After a complete execution of the subloop, the gating signals are finally updated. Fig. 10 is the overall control system of a three-phase grid-interactive cascaded PV system. Since control subsystems of the three-phase legs are decoupled through the power balanced control [12] , only the details of phase a are shown. First of all, the MPPT is always guaranteed. The perturb and observe method is employed due to its simple implementation [28] . To satisfy the dc-dc voltage-boosting requirement and the grid code, the average dc-link voltage is regulated closely by the dc voltage regulating loop shown in Fig. 11(a) . For better dynamic performance, feed-forwarding of the total solar power is also included. The reference of reactive current is derived from the reactive power reference. Preferably, MPPT and unity power factor should be maintained simultaneously. In face of severe module mismatches though, reactive power compensation will be called upon to maintain MPPT control. Reactive power absorption (from the grid) will be selected if the voltage at the point of common coupling is lower than the rated value, and reactive power injection will be selected if it is higher. A coordinated reactive power compensation will be further discussed later. Then, with decoupled control of the active and reactive currents, the d-q components of ac voltage references are generated, as shown in Fig. 11(b) . The proposed modulation strategy is then used to generate gating signals.
B. Modulation Coordinated Compensation Strategy
Shown in
The modulation strategy is supposed to be implemented with a digital signal processor (DSP) and an field programmable gate array (FPGA) cooperatively. Fig. 12 details the modulation stage, including the preparing processes like region judging, calculation of d a and N lv la , and the determination of F misk j a (j = 1, 2 . . . N), which are carried out in the DSP. Region judging is based on the references of grid current and ac voltage. The time delay of current tracking control is ignored for ease of implementation. The signal v pwma is generated in the FPGA using the calculated d a and N lv la from the DSP. F misk 1 a F misk 2 a . . . F misk N a are calculated with (10) and (11) in the DSP. The initial value of Δr in (10) and (11) can be set based on the maximum manageable degree of mismatch with an all-zero F misk j a array (as have been discussed in the previous section). Therefore, with relatively low degrees of module mismatches, only the basic states will be assigned to the modules, resulting in fewer switching actions. When the degree of mismatch gets higher, a nonzero F misk j a array will arise naturally, which continues to ride through the mismatch by further improving the utilization of the dc voltages (at the expense of a bit more switching actions). Δr will be switched to 0 when reactive power compensation finally becomes necessary. This removes all restrictions on utilizing the extended states and maximizes the mismatch-riding-through ability of the enhanced LS-PWM proposed previously. The reactive power injection into the grid can, therefore, be minimized or even postponed.
In regions I and III, F misk 1 a F misk 2 a . . . . Note that an all-unity combination is impossible from (10) and (11) . Also, the proposed modulation strategy, as shown in Fig. 8 , determines that an all-unity F misk j a array will generate the same gating signals as an all-zero one.
C. Extending of an Operating Range
With the implementation process illustrated in Fig. 8 , the relationship between ac terminal voltage distribution and different nonzero F misk j a arrays for the four-module system can be obtained, as shown in Fig. 13 , where n Q denotes the degree of reactive power compensation:
Since the F misk j a combinations in regions I and III are symmetrical with those in regions II and IV, only three independent scenarios of nonzero F misk 1 a F misk 2 a F misk 3 a F misk 4 a combinations are compared, in which the F misk j a arrays for regions I, III and regions II, IV are, respectively, 1000/0111, 1100/0011, and 1110/0001. Fig. 13 shows an intuitive explanation of the mechanism by which dc voltage utilization is improved with the extended states. Take the first row for example. By assigning level -1 states to the low-output module(s) (e.g., module #l 1 in this case), the high-output module(s) (e.g., module #l 4 and module #l 3 in this case) will have to be assigned more level + 1 states to maintain the total ac voltage, thus improving dc voltage utilization for those modules. Consequently, the active power of these high-output modules can be sent to the grid without any obstruction.
Based on a Fourier analysis of these ac voltage waveforms, the active power distribution ratios of the modules can be obtained, as shown in Fig. 14 . Just like the power ratios in Fig. 5 provided the operating range of the traditional LS-PWM with zero reactive power compensation, the power ratios in Fig. 14 provide the operating range of the proposed modulation method with different degrees of reactive power compensation. The four consecutive constraints listed at the end of Section III can be used again to judge whether a real scenario of module mismatch exceeds the operating range provided with specific F misk j a array and degree of reactive power compensation (n Q ).
Since Fig. 5 only covers the case of n Q = 0, the active power distribution for different degrees of reactive power compensation for an all-zero F misk j a array (which corresponds to the traditional LS-PWM) is presented in Fig. 15 . By comparing Figs. 14 and 15, it is easy to find out that the proposed method provides larger operating ranges, and the improvement becomes more significant with a greater amount of reactive power compensation.
It should be noted that the negative active power ratios in Fig. 14 do not mean a certain module is absorbing active power constantly, because (as mentioned in Section III,) the labels "#l 1 -#l 4 " have no fixed relation with real module numbers. Negative active power ratio can make some of the constraints redundant. For example, the last constraint r P k 1 a ≥ r P l 1 a becomes redundant if r P l 1 a is negative.
Fig. 14 also presents a quicker and simpler way of determining the necessary amount of reactive power than using (5), since K m ja (j = 1, 2 . . . N) is changeable and varies with operating conditions. With the proposed modulation strategy, the distribution ratios of reactive power are not explicitly assigned, but rather implicitly generated.
D. Reduced Requirement of Reactive Power
Conventional reactive power compensation is carried out in conjunction with PS-PWM, and using (5), (6) , and (8) explicitly [10] . Fig. 16 compares the conventional method and the proposed one in terms of required reactive power amount. (Only nonzero F misk j a arrays are considered here, since the reactive power compensation cannot significantly extend the operating range associated with an all-zero F misk j a array, as indicated by Fig. 15 .) For each case of F misk j a arrays, the maximum spreading of active power ratios with the proposed method has been demonstrated in Fig. 14 . Those mismatch scenarios are used as benchmarks to calculate the required amounts of reactive power for the conventional method. The latter is then plotted against those with the proposed method in Fig. 16 .
For ease of comparison, the reactive power is measured in n Q . As shown, at the starting points of the three curves, the amounts of reactive power for the conventional method and the proposed method are 0.62 versus 0. With more serious module mismatch, the required reactive power increases for both methods, but the amount needed by the proposed method is always less than that of the conventional method. Conversely, this can also serve as a proof that the operating range of the proposed method is greater than the conventional method (PS-PWM plus reactive power compensation).
V. EXPERIMENT RESULTS
Since a three-phase system can be decomposed into three single-phase systems in terms of control, experiments are made on a single-phase cascaded PV system. The system is constructed with configurable power modules, as shown in Fig. 17 . Key parameters and operating conditions are listed in Table I. A TABLE II  SOLAR POWER DSP + FPGA control platform employing a TMS320C28346 DSP and a Cyclone IV FPGA is used. The boost dc-dc converter is employed, of which the capacitor value, the input voltage, and the switching frequency are, respectively, 2200 μf, 68 V, and 12 kHz. Control loops for the H-bridge modules and dc-dc converters and determination of the reactive power are implemented with the DSP. The DSP also prepares the necessary data for modulation, including region judging, determination of F misk j a (j = 1, 2 . . . N), and generation of v pwma . The main part of the modulation is accomplished in the FPGA.
In the experiments, six mismatch scenarios as listed in Table II are considered. Case 0 is the balanced condition with each module running at rated power, while other cases are with different degrees of power mismatch.
First, Fig. 18 compares the performances with a fixed all-zero F misk j a array (i.e., traditional LS-PWM) and with the value of F misk j a determined based on (10) and (11) (i.e., proposed modulation strategy). Both cases are without reactive power compensation. Although the difference in grid current waveform is not that clear, the polarization of the dc voltages is evidently smaller with the proposed modulation strategy, which adds extended states to the traditional LS-PWM. The detailed process is explained as follows. At t 1 , the operating condition changes from case 0 to case 1, where the solar power of the first module drops to 0.2 p.u. However, the associated zoomedin view shows that good quality of the grid currents and good consistency of dc voltages still remain. At t 2 , the operating condition changes from case 1 to case 2, where the power of the second module drops to 0.8 p.u. The dc voltages show some signs of polarization, but the grid currents show no evident distortion. However, for case 3 where the power of the second module is further reduced to 0.2 p.u., the polarization of dc voltages becomes quite severe, and the grid currents are significantly distorted. For case 4, where the solar power of the third module decreases from 1 to 0.8 p.u., the spread of dc voltages further widens. Finally, at t 5 , the power of the third module decreases to 0.2 p.u. accompanied by the most severe scenario of grid current distortion and dc voltage polarization.
Next, the modulation coordinated compensation is added to help overcome the problems, with the results for cases 4 and 5 shown in Fig. 19(a) and (b) , respectively. For each case, the value of F misk j a is determined based on (10) and (11) , and the demand of reactive power is found by looking up Fig. 14(a), (b) , or (c), depending on the specific F misk j a array. The minimum required n Q for cases 4 and 5 can be found to be 0.58 and 0.80, by checking Fig. 14(b) and (c), respectively. The corresponding values of reactive power are calculated as 0.39 and 0.53 p.u. according to (12) . The reactive power compensation is initiated at t 41 and t 51 , respectively. For both cases, the polarization of dc voltages and distortion of grid currents are eliminated after applying reactive power compensation.
Finally, a special experiment is made with case 5 to highlight the performance of the proposed modulation strategy, and the results are shown in Fig. 20 . Initially, an all-zero F misk j a array is used, and the reactive power compensation is enabled at t 52 . Since no extended states are available, the reactive power compensation fails to achieve much correcting effect, as shown in Fig. 20(a) . At t 53 , assignment of F misk j a based on (10) and (11) is enabled, and the grid current distortion and dc voltage polarization are quickly eliminated, as shown in Fig. 20(b) . The active/reactive power distribution during the entire process is shown in Fig. 20(c) . Before t 53 , since the modulation strategy cannot assign extended states to the modules in need, the resulting reactive power is evenly distributed among the four modules. Conversely, after time t 53 , the reactive power distribution is optimized (so that the highest output module always shares the least portion of the reactive power) by the proposed modulation, leading to successful riding-through of the mismatch condition.
VI. CONCLUSION
In this paper, the solar power module-mismatch problem in cascaded PV systems was formulated based on the analysis of voltage-power distribution. A new modulation method was then proposed to enhance the dc voltage utilization of the modules. When this strategy was synthesized with reactive power compensation, the operating range of the system was further extended. The resulting solution reduced the switching events and minimized the required amount of reactive power, and therefore enabled the system to ride through more severe scenarios of module mismatches. Moreover, the MPPT was always noncompromised. Thus, the tradeoff between efficiency and performance in face of module mismatches was finally alleviated. Experiments confirmed the validity of the proposed method.
