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The Boltzmann equation provides a rigorous theoretical framework to study dilute
gas flows at arbitrary degrees of rarefaction. Asymptotic methods have been applied
to steady flows, enabling the development of analytical formulae. For unsteady
(oscillatory) flows, two important limits have been studied: (i) at low oscillation
frequency and small mean free path, slip models have been derived; and (ii) at
high oscillation frequency and large mean free path, the leading-order dynamics are
free-molecular. In this article, the complementary case of small mean free path and
high oscillation frequency is examined in detail. All walls are solid and of arbitrary
smooth shape. We perform a matched asymptotic expansion of the unsteady linearized
Boltzmann–BGK equation in the small parameter ν/ω, where ν is the collision
frequency of gas particles and ω is the characteristic oscillation frequency of the
flow. Critically, an algebraic expression is derived for the perturbed mass distribution
function throughout the bulk of the gas away from any walls, at all orders in the
frequency ratio ν/ω. This is supplemented by a boundary layer correction defined
by a set of first-order differential equations. This system is solved explicitly and in
complete generality. We thus provide analytical expressions up to first order in the
frequency ratio, for the density, temperature, mean velocity and stress tensor of the
gas, in terms of the temperature and mean velocity of the wall, and the applied body
force. In stark contrast to other asymptotic regimes, these explicit formulae eliminate
the need to solve a differential equation for a body of arbitrary geometry. To illustrate
the utility of these results, we study the oscillatory thermal creep problem for which
we find a tangential boundary layer flow arises at first order in the frequency ratio.
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1. Introduction
The Boltzmann equation is a conservation law for the number density of particles
in a dilute gas system and has been applied across a range of disciplines. These
include applications in plasma physics (Bittencourt 2004), cosmology and astrophysics
(Dodelson 2003; Camenzind 2007), molecular biology (Dubois, Ouanounou &
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Rouzaire-Dubois 2009), and economics (Toscani 2009). When applied to study of
the dynamics of a dilute gas, the underlying assumptions and physical basis of the
Boltzmann equation ensure solutions remain accurate for flow regimes outside the
continuum limit (Grad 1958; Vincenti & Kruger 1965; Cercignani 1988; Sone 2000).
The distinction between continuum and non-continuum flows is most commonly made
through use of the Knudsen number Kn, which is defined as
Kn= λ
L
, (1.1)
where λ is the mean free path and L is a characteristic geometric length scale of the
flow. Importantly, solutions of the Boltzmann equation provide an accurate model of
the (true) flow across the full range of Knudsen number for a dilute gas (Agarwal,
Yun & Balakrishnan 2001; Hadjiconstantinou 2005b). For consistency, in this article
we adopt the convention that the constituent molecules/particles of the dilute gas are
simply referred to as particles.
Analytical solutions of the Boltzmann equation are difficult to obtain due to the
complicated nature of the collision integral, which constrains the efficacy of this
approach. The collision integral is derived by considering the number of replenishing
and depleting collisions that occur between gas particles in phase space, which results
in a quadratic nonlinearity in the mass distribution function for a dilute gas; see
Vincenti & Kruger (1965) and Sone (2007). The Boltzmann equation is therefore
a nonlinear integro-partial differential equation for the mass distribution function of
the gas. This statement is true for all non-zero gas particle interaction potentials, as
discussed by Sone (2007).
For this reason, numerical methods based on the direct simulation Monte Carlo
(DSMC) algorithm by Bird (1963) have been developed to directly study flows in
complex geometries (Bird 1998). Until recently, DSMC simulations of low Mach
number flows were complicated by excessive statistical noise (Hadjiconstantinou
et al. 2003; Baker & Hadjiconstantinou 2005; Chun & Koch 2005). This issue was
addressed by Homolle & Hadjiconstantinou (2007), who developed the low variance
DSMC (LVDSMC) method to solve the hard-sphere Boltzmann equation. Later work
by Wagner (2008) and Radtke, Hadjiconstantinou & Wagner (2011) generalized this
approach to simulate low Mach number flows using the variable hard sphere (VHS)
collision model.
Model equations have also been proposed to simplify the nature of the collision
integral and preserve the qualitative behaviour of the flow (Bhatnagar, Gross &
Krook 1954; Welander 1954; Lebowitz, Frisch & Helfand 1960; Holway 1963;
Bouchut & Perthame 1993; Struchtrup 1997; Cercignani 2000; Sone 2000). The BGK
collision model by Bhatnagar et al. (1954) and Welander (1954) approximates the
collision integral with a simple relaxation process. The relaxation rate is the inter-
particle collision frequency, ν, of the gas, which is independent of particle velocity.
Importantly, the physical conservation laws and the Boltzmann H-theorem also hold
for the Boltzmann–BGK equation (Sone 2000). The insight afforded by this model
equation is sufficient to describe the qualitative properties of the (true) flow in many
cases of practical interest (Vincenti & Kruger 1965; Cercignani 2000; Sone 2007).
Furthermore, the DSMC and LVDSMC methods discussed for the Boltzmann equation
have been applied to study of the Boltzmann–BGK equation (Ramanathan & Koch
2009; Hadjiconstantinou, Radtke & Baker 2010). Other numerical schemes, such as
finite differencing techniques and the lattice Boltzmann (LB) method, have been used
to investigate a number of canonical gas flows (Loyalka, Petrellis & Storvick 1979;
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Chen et al. 2003; Yu, Girimaji & Luo 2005; Loyalka & Tompson 2009; Shi & Sader
2010; Yap & Sader 2012). Analytical moment methods have also been proposed and
applied; see Struchtrup & Torrilhon (2003), Torrilhon & Struchtrup (2008) and Taheri
et al. (2009).
Two well-documented shortcomings of the Boltzmann–BGK equation exist. First,
the simplified collision integral depends on the local equilibrium Maxwellian
distribution function, and is thus highly nonlinear (Cercignani 2000; Sone 2000).
Second, the BGK approximation contains a single parameter, the inter-particle
collision frequency. This sole degree of freedom is insufficient to simultaneously set
the correct gas viscosity and thermal conductivity. As such, the correct Prandtl number
for a monatomic gas is not recovered (Cercignani 2000; Sone 2000).
Alternatives to the BGK kinetic model have been proposed to address these issues.
The quadratic nonlinearity of the Boltzmann equation is recovered under certain
conditions by the integro-differential model studied by Lebowitz et al. (1960); see also
Cercignani (2000). The correct Prandtl number is predicted by the ellipsoid statistical
(ES) model proposed by Holway (1963), where the local equilibrium Maxwellian
solution that appears in the BGK approximation is replaced by an anisotropic Gaussian
defined in terms of the Prandtl number and the stress tensor of the gas (Holway
1966; Cercignani 2000; Brull & Schneider 2008; Gallis & Torczynski 2011). The BGK
approximation is a special case of the ES model, that is recovered when the Prandtl
number is set to unity. Relative to the BGK approximation, the improved accuracy that
these model equations and others offer comes at a cost of diminished tractability
(Cercignani 1988, 2000). Further, the physical intuition garnered by an analysis
of the Boltzmann–BGK equation has proved to be important in many theoretical
investigations (Sone 2000). As such, this article focuses on the Boltzmann–BGK
equation.
Asymptotic methods have been utilized to investigate steady flow according to both
the Boltzmann equation for hard spheres and the Boltzmann–BGK equation in the
small and large Knudsen number limits, i.e. Kn  1 and Kn  1 (Hilbert 1900;
Knudsen 1909a,b; Hilbert 1912; Chapman 1916; Enskog 1917). Hilbert (1900, 1912)
performed an expansion of the Boltzmann equation in the Knudsen number, and
recovered the Euler equations to leading order; higher-order equations in the Knudsen
number contained additional forcing terms, but the classical nonlinear Navier–Stokes
equations did not appear (Sone 2000). Sone (1969, 1974) generalized the approach of
Hilbert in an analysis of the linearized Boltzmann–BGK equation for steady, slightly
rarefied gas flows across solid walls, i.e. Kn 1. A matched asymptotic expansion
was performed, where solutions for the perturbation to the mass distribution function
and its respective moments were derived in the asymptotic limit of infinitesimal scaled
Knudsen number k, defined as
k =
√
pi
2
Kn. (1.2)
The method implemented by Sone formally accounted for the thin Knudsen layer
present near the wall at small Knudsen numbers, which is not modelled by classical
continuum theory. The usual Stokes equations for creeping flow were derived in the
bulk (outer) flow region, while analysis of the inner region yielded a general set of
slip models and Knudsen layer corrections. The techniques and results employed by
Sone have been applied to the study of many canonical rarefied gas flows (Cercignani
1962, 1964; Sone 1966, 1969, 1972, 1974). The hard-sphere Boltzmann equation was
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investigated much later (Ohwada, Sone & Aoki 1989; Sone, Ohwada & Aoki 1989;
Ohwada & Sone 1992).
Critically, the steady-state assumption underlying these analyses is brought into
question in modern nanoscale flows, which exhibit Knudsen numbers of order unity,
and are distinctly oscillatory (time-varying) with a broad oscillation frequency range,
ω. For example, oscillation frequencies of several hundred megahertz have been
reported for nanoelectromechanical systems (NEMS) (Bargatin, Kozinsky & Roukes
2007), while oscillation frequencies ranging from tens of gigahertz to several terahertz
have been observed for metal nanoparticles (Pelton et al. 2009; Juve´ et al. 2010).
This broad spectrum of operating conditions encompasses the inter-particle collision
frequency, ν, of many typical gases at standard laboratory conditions. In the low
frequency range, gas particles undergo many inter-particle collisions over a single
oscillation period; this contrasts with the high frequency range, where ω is much
larger than the relaxation frequency of the gas ν. To characterize this behaviour, the
frequency ratio, θ , is defined:
θ = ω
ν
. (1.3)
The limit θ  1 therefore corresponds to the low oscillation frequency range, while
θ  1 corresponds to high frequency. The purpose of this article is to theoretically
investigate the dynamics of oscillatory gas flows in the high frequency limit, based on
an analysis of the Boltzmann–BGK equation.
The approach of Sone (1969, 1974) was revisited recently by Nassios & Sader
(2012), who examined the linearized Boltzmann–BGK equation for oscillatory gas
flows. In independent work, Takata & Hattori (2012) presented an analysis of the
linearized Boltzmann equation for hard spheres, and the linearized Boltzmann–BGK
equation. Both studies derived slip models and bulk flow hydrodynamic equations for
flows at low frequency in a slightly rarefied gas, i.e. θ  1 and k  1. The low
frequency assumption was implicit in both cases. In Nassios & Sader (2012), θ is
written in the form
θ = 12βk2, (1.4)
where β = ωL2/νKin is the Stokes number and νKin is the kinematic viscosity. The
frequency ratio θ is small when operating in the asymptotic limit of slight gas
rarefaction k 1, for all values of inertia β. Takata & Hattori (2012) express the
frequency ratio as
θ = St k, (1.5)
where the Strouhal number
St = ωL
vmp(T0)
(1.6)
is assumed to be O(k). The most probable speed of gas particles at the equilibrium
temperature T0 is vmp(T0). Interestingly, in both studies the classical steady slip models
for the tangential component of the mean velocity remained unaltered at second order
in the scaled Knudsen number k, while all other slip models, i.e. for the temperature
and normal component of the mean velocity, were modified. In contrast, a variation of
the classical linearized Navier–Stokes equation for the bulk flow appeared at first order
in the scaled Knudsen number for non-isothermal systems – an additional body force
term appeared, that was proportional to β. Therefore, the hydrodynamic equations are
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modified by unsteadiness at O(k), whereas the slip boundary conditions are altered at
O(k2). Nassios & Sader (2012) explored the effect of the additional body force at O(k),
by studying the oscillatory (time-varying) thermal creep problem, where temperature
gradients are applied along two adjacent walls.
Unsteady effects in the complementary ultra-rarefied limit Kn 1 have also been
investigated using asymptotic methods, by Sone (2007). No assumption was made
on the form of the collision integral, with the results applicable for all interaction
potentials and model equations. To facilitate analysis, the frequency ratio was rewritten
as in (1.5), and it was assumed that St ∼ O(1). As such, the frequency ratio was
assumed to be large, θ  1 (see (1.5)), and an asymptotic expansion was performed
in the inverse of the scaled Knudsen number k−1. No boundary layer flow arose.
Instead, in the asymptotic limit of ultra-rarefied and highly oscillatory flow, i.e.
k−1 → 0 and θ−1 → 0, the mass distribution function throughout the bulk of the
gas was given by the solution of the collisionless Boltzmann equation, as expected;
see Clausing (1971), Sone (1984), Cercignani (2000), Park, Bahukudumbi & Beskok
(2004), Hadjiconstantinou (2005a), Sharipov & Kalempa (2007) and Yap & Sader
(2012). The equations for the higher-order terms in the k−1-expansion of the mass
distribution function took a similar form. However, source terms in these equations
appeared that account for the effect of inter-particle collisions. The general solution
to the first-order correction for the mass distribution function in the inverse scaled
Knudsen number k−1 was found by the method of characteristics. This correction was
defined in terms of the leading-order solution, and the task of solving the collisionless
Boltzmann equation remained.
The purpose of this article is to present a formal asymptotic analysis of the
Boltzmann–BGK equation for slightly rarefied oscillatory flows at high oscillation
frequency, i.e. small Knudsen numbers and large frequency ratios (k 1 and θ  1).
In so doing, we elucidate the physical distinction between this class of highly
oscillatory flows and the ultra-rarefied limit (k  1) investigated by Sone (2007).
Our work also provides the complementary high frequency solution to the recent
studies by Nassios & Sader (2012) and Takata & Hattori (2012), of slightly rarefied
flows at low frequency (θ  1). These two analyses can be realized physically using
a single oscillating device of fixed (small) size, operating at low and high frequency.
An asymptotic expansion in the inverse frequency ratio θ−1 is performed, and k is
assumed to be a small parameter. As we shall show, flow throughout the bulk of the
gas (away from any walls) is not free-molecular. This contrasts with the ultra-rarefied
formulation of Sone (2007), where flow of gas particles is free-molecular to leading
order in k−1 throughout the gas. Instead, the mass distribution function away from the
walls for slightly rarefied flow up to first order in θ−1 is directly proportional to the
applied oscillatory body force; the linearized inviscid Euler equation thus describes
the mean velocity of the bulk flow away from the walls to leading order in θ−1. The
first-order corrections are also derived and discussed.
A matched asymptotic expansion is performed to account for the collisionless
boundary layer near the walls. The dominant wall-normal length scale is the acoustic
length scale Lc = vmp/ω, which is small relative to the mean free path of the gas;
this acoustic length scale specifies the nominal thickness of the collisionless boundary
layer. Free-molecular transport away from the wall, i.e. in the wall-normal direction
only, governs the local leading-order correction to the mass distribution function
in θ−1. The usual multi-dimensional collisionless Boltzmann equation, which fully
describes the leading-order dynamics of an ultra-rarefied gas flow, does not appear in
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the collisionless boundary layer. At higher order, source terms arise in this region that
describe the influence of (i) collisions, and (ii) the advection of gas particles parallel
to the wall; these effects become increasingly significant at small inverse frequency
ratios.
Importantly, the boundary layer equations can be solved in complete generality. We
thus derive explicit and general analytical expressions for the gas density, temperature,
mean velocity and stress tensor components, up to O(θ−1). Critically, these formulae
supplant the need to solve any additional differential equations for the bulk flow
quantities. This explicit solvability property contrasts to slightly rarefied flows at low
frequency (k 1 and θ  1), and ultra-rarefied flows at high frequency (k 1 and
θ  1); see Sone (2007) and Nassios & Sader (2012) and Takata & Hattori (2012).
In line with previous work, application of this theory is illustrated with a study of
the oscillatory (time-varying) thermal creep flow generated between two adjacent walls.
As a cornerstone rarefaction phenomenon, this mechanism has been widely discussed
and applied. Thermal creep was first studied by Maxwell (1879), and is the dominant
physical effect driving steady flow in the Knudsen compressor (Knudsen 1909b, 1910;
Loyalka 1971; Vargo et al. 1999; Sone 2007). More recently, steady thermal creep has
also been used to explain motion of (volatile) Leidenfrost drops on a ratchet surface;
see Lagubeau et al. (2011) and Wu¨rger (2011).
An analytical formula for the classical steady thermal creep flow at small scaled
Knudsen number k was derived by Sone (1966) using the linearized Boltzmann–BGK
equation. The single-wall problem was considered as opposed to the two-wall case;
this yields an integral equation for the mean tangential velocity of the gas that is
of identical form to the one studied by Tamada & Sone (1966). Using the general
solution given there, it was shown that the leading-order thermal creep flow was
O(k); because the flow was steady, this result was also valid in the two-wall case
studied numerically by Loyalka et al. (1979), where identical (symmetric) temperature
gradients are applied along a pair of parallel, plane walls. The ultra-rarefied limit
was also investigated by Sone (1984), who showed that no steady thermal creep
flow occurs if the gas is free-molecular, i.e. k−1 = 0. This result was proved for the
Maxwell-type boundary condition, of which diffuse reflection is one special case; see
Sone (1985, 2000). Preziosi (1992) later studied the thermal creep problem for a dense
gas using the discrete Boltzmann equation, where both binary and triple inter-particle
collisions are permitted to occur. As discussed, the oscillatory (time-varying) problem
was studied for low frequency ratio and small scaled Knudsen number by Nassios &
Sader (2012). For zero inertia, the classical steady result at small Knudsen number
of Sone (1966) was recovered; additional out-of-phase corrections to the bulk flow
appeared as inertia increased.
While oscillatory shear-driven flows, e.g. oscillatory Couette flow, have been widely
studied using a variety of numerical and analytical techniques, these flows are
unidirectional in the linear limit (Park et al. 2004; Hadjiconstantinou 2005a; Sharipov
& Kalempa 2007, 2008; Tang et al. 2008; Yap & Sader 2012). Small collisional
corrections arise at O(θ−1), but these do not alter the leading-order (free-molecular)
shear flow. For this reason, we only present a detailed exposition of the oscillatory
(time-varying) thermal creep problem in § 4.
As we shall show for θ  1 and k  1, flow driven by oscillatory temperature
gradients along two parallel plane walls is confined to thin collisionless boundary
layers – unsteady effects do not result in a bulk inviscid flow away from the walls.
Analysis of the boundary layer flows near each wall decouple, and can be performed
independently. We therefore consider the related problem of a single wall, and seek the
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thermal creep flow generated in a half-space of gas. No thermal creep flow is found
to leading order in the inverse frequency ratio θ−1, i.e. no mean flow occurs parallel
to the wall, but a normal flow away from the wall is observed. A thermal creep flow
does develop at first order in the inverse frequency ratio, i.e. O(θ−1), and the physical
mechanisms driving this flow are explored. The complete solution to first order in θ−1
is therefore critical in describing the full two-dimensional flow that arises for k 1
and θ  1.
The outline of this article is as follows. In § 2, a brief summary of the linearization
of the governing equation is presented, assuming small perturbations about the
equilibrium gas state. We assume the flow to be slightly rarefied and of high frequency,
i.e. k 1 and θ  1. The appropriate scaling analysis for this problem is discussed
in § 2.1. The shape of the wall is arbitrary, and is characterized by the method of
moving frame; see § 2.2. The boundary conditions are given in § 2.3. In § 3 we provide
the details of our matched asymptotic expansion for the mass distribution function and
its moments. Explicit analytical formulae for all bulk flow hydrodynamic quantities
are given in table 1. The leading-order collisionless boundary layer corrections are
given in table 2, while the first-order corrections appear in appendix A. Finally, the
oscillatory thermal creep problem is investigated in § 4. Details of the mathematical
and numerical analysis are relegated to appendices B and C.
2. Formalism
We assume that the mass distribution function F(x,v, t) of the homogeneous, dilute
gas obeys the Boltzmann–BGK equation (Bhatnagar et al. 1954; Welander 1954),
∂F
∂t
+ vi ∂F
∂xi
+ ai ∂F
∂vi
= ν (ρ (x, t) f0 (v)− F) , (2.1)
where t is time, ν is the inter-particle collision frequency, and x, v and a are the
particle position, particle velocity and body force, respectively. The local gas density
is ρ(x, t), while the equilibrium velocity distribution function f0(v) is evaluated at the
local gas temperature T(x, t) and mean velocity v¯(x, t), and takes the Gaussian form
f0(v)=
(
1√
pivmp(T)
)3
exp
(
−
[
vi − v¯i
vmp(T)
]2)
. (2.2)
Here, kB is Boltzmann’s constant and the most probable speed of gas particles of mass
m at temperature T(x, t) is
vmp(T)=
√
2kBT
m
. (2.3)
The local gas density ρ, mean gas velocity v¯, gas temperature T and stress tensor eij
are given by the following moments of the mass distribution function:
ρ =
∫ ∞
−∞
F dv, (2.4a)
v¯= 1
ρ
∫ ∞
−∞
vF dv, (2.4b)
3kBT
m
= 1
ρ
∫ ∞
−∞
(v− v¯)2F dv, (2.4c)
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eij =
∫ ∞
−∞
(vi − v¯i)
(
vj − v¯j
)
F dv, (2.4d)
p
ρ
= kBT
m
, (2.4e)
where the equation of state is the ideal gas law, and p(x, t) is the local pressure of the
gas.
We consider weakly perturbed solutions of (2.1) for which deviations in the
mass distribution function and its moments about their equilibrium states are small.
This corresponds to an assumption of low Mach and Reynolds number flow, i.e.
Ma Re 1. The gas is therefore slightly rarefied, which can be shown using the
von Ka´rma´n (1963) relation:
Kn∝ Ma
Re
 1. (2.5)
The mass distribution function F and its moments are thus written as
ρ = ρ0 (1+ σ(x, t)) , (2.6a)
T = T0 (1+ τ(x, t)) , (2.6b)
p= p0 (1+ P(x, t)) , (2.6c)
eij = p0
(
δij + ij
)
, (2.6d)
F = ρ0E0 (1+ φ(x,v, t)) . (2.6e)
The functions ρ0, T0, p0 and ρ0E0 are the equilibrium density, temperature, pressure
and mass distribution function, respectively, while σ , τ , P and φ are perturbations to
these equilibrium values, with ij defined as the perturbation to the stress tensor. E0 in
(2.6) is given by
E0 =
(
1√
pivmp(T0)
)3
exp
(
−
[
vi
vmp(T0)
]2)
. (2.7)
We then substitute (2.6) into (2.1), and retain terms linear in the perturbed quantities σ ,
τ , P and φ. This allows all time-varying functions to be expressed as
α (x,v, t)= α˜ (x,v) exp (−iωt) , (2.8)
where i is the usual imaginary unit, and α represents any of (i) the perturbed quantities
defined in (2.6), (ii) the mean gas velocity, v¯i, or (iii) the body force ai, which is
regarded in general as oscillatory (time-varying). For simplicity, the ‘ ˜ ’ notation is
omitted henceforth, and we operate exclusively in the frequency domain. This yields
the linearized Boltzmann–BGK equation for oscillatory flow,
−iθφ + 1
ν
vi
∂φ
∂xi
− 2
ν v2mp(T0)
viai = σ − φ + 2
v2mp(T0)
v¯ivi +
[(
vi
vmp(T0)
)2
− 3
2
]
τ, (2.9)
where we have used the definition of θ in (1.3) for the frequency ratio. Note that the
linearization procedure removes all gradients of φ with respect to the particle velocity
vi, given that ai is regarded to be oscillatory. Performing a similar procedure on (2.4)
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yields the linearized moment relations
σ =
∫ ∞
−∞
φE0 dv, (2.10a)
v¯i =
∫ ∞
−∞
viφE0 dv, (2.10b)
3
2
τ =
∫ ∞
−∞
((
vi
vmp(T0)
)2
− 3
2
)
φE0 dv, (2.10c)
v2mp (T0)
2
ij =
∫ ∞
−∞
vivjφE0 dv, (2.10d)
P= σ + τ. (2.10e)
2.1. Scaling analysis
We choose the following scalings for the particle velocity vi, mean velocity v¯i and
body force ai:
vs = vmp(T0), v¯s = vmp(T0), as = vmp(T0)ω, (2.11)
where a subscript ‘s’ denotes a scale. The choice of as is appropriate under the
assumption of an oscillatory body force.
Three distinct length scales exist: (i) the characteristic geometric length scale of the
solid boundary/wall, L, (ii) the gas mean free path, λ, and (iii) the acoustic length
scale, Lc, which is defined as
Lc = vmp(T0)
ω
. (2.12)
This is the most probable distance travelled by a gas particle in equilibrium, over a
single oscillation period.
As discussed in § 1, the unsteady flow of an ultra-rarefied gas k  1 was
investigated by Sone (2007), where the Strouhal number defined in (1.6) was assumed
to be of order unity, i.e. St ∼ O(1). For this choice of k and St, the inverse frequency
ratio θ−1 is small; see (1.5). By (1.5) and (1.6) the three length scales in the analysis
of Sone (2007) are then related by the inequality
λ L∼ Lc. (2.13)
To study the bulk flow of the gas (away from any wall), all spatial dimensions are
scaled isotropically by the characteristic geometric length scale L. From (2.13), the
mean free path is much larger than L and the bulk flow is thus free-molecular in
all spatial directions for this limit of k 1, as expected. In addition, L and Lc are
identical given that St ∼ O(1). As such, the free-molecular solution remains valid for
k 1 near any solid wall. No boundary layer flow occurs, and the mass distribution
function is obtained via a Hilbert expansion in the small parameter k−1, which is
matched directly to the boundary condition at the wall at all orders in k−1.
In this article, we solve the linearized Boltzmann–BGK equation in (2.9) to study
high frequency oscillatory flows when the gas is slightly rarefied, i.e. θ  1 and k 1.
This provides the complementary analysis to Sone (2007), who considered k 1 only.
For θ  1 and k 1, (1.2) and (1.3) yield the following relationship between the
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FIGURE 1. An illustration of the general physical structure of the flow at high frequency in a
slightly rarefied gas, i.e. θ  1 and k 1. The illustrated upper, middle and lower regions are
referred to as the Hilbert (bulk flow), Knudsen and collisionless regions, respectively.
three length scales:
Lc
√
pi
2
λ L. (2.14)
This breaks the degeneracy between L and Lc that exists in the ultra-rarefied limit of
k 1 studied by Sone (2007), and in general yields three distinct flow regimes; see
figure 1. We now discuss these three regions in detail, which are formally obtained by
balancing terms in the linearized Boltzmann–BGK equation in (2.9).
2.1.1. Hilbert region
The characteristic geometric length scale L in the Hilbert region is found to be
large relative to all other length scales of the flow; see figure 1 and analysis below.
Therefore, flow throughout the bulk of the gas away from the walls is not free-
molecular – this differs fundamentally from the k 1 limit. Under the assumption of
small Knudsen number, inter-particle collisions dominate gas particle advection. This
result is also true for slightly rarefied flows at low oscillation frequencies θ  1; see
Nassios & Sader (2012) and Takata & Hattori (2012), where collisional effects also
dominate inertia. However, at high oscillation frequency ratios (θ  1), collisional
effects are negligible relative to inertia.
For a general length scale l, the method of dominant balance may be used to show
that the advection term in (2.9) is negligible relative to all other terms provided that
l vmp(T0)
ν
=
√
pi
2
λ. (2.15)
By (2.14), the length scale l in the bulk flow region is defined to be l ≡ L. Therefore,
the inertial terms in (2.9) are O(θ), while the collisional terms on the right-hand
side are O(1). The advection term is O(k), which is small in comparison. We
thus investigate the bulk flow by scaling the linearized Boltzmann–BGK equation
isotropically by L. A Hilbert expansion is performed in the small parameter θ−1 to
derive the relevant hydrodynamic equations.
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2.1.2. Knudsen region
For small scaled Knudsen numbers k 1, the effect of gas rarefaction is localized
near the wall within a thin boundary layer referred to as the Knudsen layer; the
thickness of this layer scales with the mean free path λ, as shown in figure 1. Within
the Knudsen layer, advection of reflected gas particles away from the wall, i.e. in the
wall-normal direction only, locally balances the effect of inter-particle collisions on
the flow; see Sone (1969, 1974, 2000), Nassios & Sader (2012) and Takata & Hattori
(2012). Mathematically, the wall-normal component of the advective term in (2.9) is
equivalent in order to the collisional contributions on the right-hand side. This balance
directly gives the appropriate length scale l for this region:
l=
√
piλ
2
, (2.16)
where
√
pi/2∼ O(1).
Both the thickness of the Knudsen layer and the dominant wall-normal length scale
therefore scale with the mean free path. As such, to study flow in the Knudsen layer
the linearized Boltzmann–BGK equation is rescaled in the wall-normal direction by l;
see (2.16). As we discussed, only advection normal to the wall balances collisional
effects at small Knudsen numbers. Therefore, the tangential directions remain scaled
by L, as before.
2.1.3. Collisionless region
Throughout both the bulk of the gas and the Knudsen layer, inertial effects dominate
the flow due to the high oscillation frequency. However, since
θ =
√
pi
2
λ
Lc
, (2.17)
high frequency flow, i.e. θ  1, corresponds to the case where the acoustic wavelength
Lc is much smaller than the mean free path, λ, i.e. Lc  λ. Particles undergoing
diffuse reflection from the wall may therefore travel a short distance Lc  λ away
from the wall in a single oscillation period. Physically, this corresponds to a (local)
balance between the advection of reflected gas particles away from the wall, i.e. in
the wall-normal direction only, and particle inertia; see figure 1, which illustrates this
thin collisionless layer that forms near the wall of thickness Lc. Mathematically, the
wall-normal component of the advective term in (2.9) locally balances the remaining
inertial terms on the left-hand side of this equation. The method of dominant balance
then gives the appropriate length scale l in the wall-normal direction,
l∼ vmp(T0)
ω
= Lc. (2.18)
As we shall show, this balance corresponds to a leading-order local flow of gas
particles in the normal direction from the wall, that is free-molecular. We study
the flow in this collisionless layer by rescaling (2.9) once more in the wall-normal
direction by the local length scale Lc; see figure 1. As discussed for the Knudsen layer
flow, the tangential directions again remain scaled by the macroscopic length scale L.
2.1.4. Mathematical approach
To account for this three-layer structure, we seek a solution for φ and all
its respective moments (all represented by α) using a 3-way matched asymptotic
expansion in the (small) inverse frequency ratio θ−1  1. Importantly, expanding in
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small θ−1 first, rather than small scaled Knudsen number k, ensures that the acoustic
length scale Lc approaches zero relative to the mean free path λ, for all small k. The
resulting composite solution for the flow is thus:
α = αH + αK + αC, (2.19)
where the bulk flow quantities in the Hilbert region are represented by a subscript H,
while the Knudsen layer corrections are denoted by a subscript K. The collisionless
layer corrections are distinguished by a subscript C. The sum of the three distinct
components yields the complete solution; see (2.19). These three components and the
thickness of the two boundary layers are illustrated in figure 1.
2.2. Generalized coordinates
The surface geometry within the Knudsen and collisionless layers is specified using
the method of moving frame (Cartan 1977; Sone 2000). A local orthonormal
coordinate system is chosen comprising two (principal) tangent vectors t1i and t
2
i
(parametrized by χ1 and χ2 respectively) and an associated outward wall-normal ni.
The coordinate normal to a solid wall is denoted by ηK within the Knudsen layer,
and is scaled by the mean free path λ. Within the collisionless layer, this coordinate
is denoted by ηC and is scaled by the most probable distance travelled Lc. The wall
curvature is chosen to be negative when its centre of curvature lies within the gas
(Sone 1969, 1974). The analysis of the Knudsen and collisionless layers requires the
following geometric relations (Cartan 1977; Sone 2000):
tqj
∂tqi
∂xj
=−κqni − (−1)qgqt3−qi , (2.20a)
tqj
∂t3−qi
∂xj
= (−1)qgqtqi , (2.20b)
tqj
∂ni
∂xj
= κqtqi , (2.20c)
κij = κ1t1i t1j + κ2t2i t2j , (2.20d)
κ¯ = κ1 + κ2
2
, (2.20e)
where the index q takes the values 1, 2, and the normal and geodesic curvatures are κq
and gq, respectively. The curvature tensor κij is defined on the surface in terms of the
normal curvatures and local tangents, whereas the mean curvature is κ¯ .
2.3. Boundary conditions
In this section, we discuss solution of (2.9) subject to classic diffuse reflection from
a rigid wall of arbitrary and smooth shape. Without loss of generality, we assume the
presence of a single wall, and choose a local coordinate system as per the formalism
in § 2.2 to analyse the Knudsen and collisionless layer flows; see figure 1. The results
generalize to multiple walls by choosing a unique local coordinate system to study the
local flows near each wall.
We assume the following functional form of the mass distribution function for
reflected particles (vini > Vini):
Fb = ρb
(
1√
pivmp(Tb)
)3
exp
(
−
[
vi − Vi
vmp(Tb)
]2)
, (2.21)
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where the subscript ‘b’ denotes values at the solid wall, and Vi is the velocity of the
solid wall.
Zero net mass flux at the solid wall is also required. This immediately leads to
the following results for the density of particles reflected from the wall and the usual
no-penetration condition,
ρb =−2
√
pi
vmp(Tb)
∫
(vi−Vi)ni<0
(vi − Vi) niF dv, (2.22a)
Vini = v¯ini. (2.22b)
Linearizing and scaling (2.21) and (2.22) yields the required set of boundary
conditions for particles reflected from the solid wall,
φb = σb + 2Vivi +
(
v2i −
3
2
)
τb, (2.23a)
σb =
√
piVini − 12τb − 2
√
pi
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
ξ φ E(vit
1
i , vit
2
i , ξ) dξ d(vit
1
i ) d(vit
2
i ), (2.23b)
Vini = v¯ini, (2.23c)
ξ = vini − Vini, (2.23d)
where φ in the second line of (2.23) is evaluated at the wall, and we have defined the
normalized Gaussian function
E(v1, v2, v3)= pi−3/2 exp
(−v2i − v22 − v23) . (2.24)
From (2.23), it then follows that outgoing particles from the solid wall satisfy the
condition
φC,ξ>0
∣∣
ηC=0 = φb − φH − φK, (2.25)
where φH and φK in (2.25) are evaluated at the solid wall. In the outer region of
the Knudsen and collisionless layers, i.e. ηK→∞ and ηC→∞, respectively, we also
require that φK and φC decay to zero:
lim
ηK→∞
φK,ξ<0 = 0, (2.26a)
lim
ηC→∞
φC,ξ<0 = 0. (2.26b)
Finally, the solid wall is considered rigid, as formalized by the condition of zero
rate-of-strain:
∂Vi
∂xj
+ ∂Vj
∂xi
= 0. (2.27)
This ensures that the curvatures κs and gs are constant and well-defined over the course
of the flow.
3. Asymptotic results
The mass distribution function is expanded according to (2.19) and scaled in each
flow region (see § 2.1). This leads to the following set of scaled governing equations:
−1
θ
(iφH + 2aivi)+ kvi ∂φH
∂xi
= σH − φH + 2v¯H|ivi +
(
v2i −
3
2
)
τH, (3.1a)
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− iφK
θ
= σK − φK + 2v¯K|ivi +
(
v2i −
3
2
)
τK − vini ∂φK
∂ηK
− k
(
vit
1
i t
1
j
∂φK
∂xj
+ vit2i t2j
∂φK
∂xj
)
, (3.1b)
1
θ
(
−iφC + vini ∂φC
∂ηC
)
= σC − φC + 2v¯C|ivi +
(
v2i −
3
2
)
τC
− k
(
vit
1
i t
1
j
∂φC
∂xj
+ vit2i t2j
∂φC
∂xj
)
. (3.1c)
Here, we introduce the vertical line ‘|’ in the subscript to delineate between the indices
of the tensor (on the right of the vertical line) and other subscripts (on the left). This
notation will be adopted henceforth.
The boundary conditions are reported in (2.23), (2.25) and (2.26). The scaled
moment equations are
σA =
∫ ∞
−∞
φAE(v) dv, (3.2a)
v¯A|i =
∫ ∞
−∞
viφAE(v) dv, (3.2b)
3
2
τA =
∫ ∞
−∞
(
v2i −
3
2
)
φAE(v) dv, (3.2c)
A|ij
2
=
∫ ∞
−∞
vivjφAE(v) dv, (3.2d)
(3.2e)
and the pressure is
PA = σA + τA. (3.3)
The subscript A in (3.2) and (3.3) takes the values H, K or C, i.e. the expressions
are equivalent for the Hilbert (bulk flow), Knudsen and collisionless layer quantities.
The function E is defined in (2.24). We emphasize that all variables in (3.1)–(3.3)
represent their scaled quantities. The perturbation to the mass distribution function φA,
and all moments of this function for the density, mean velocity, temperature and stress
tensor of the gas, i.e. σA, v¯A|i, τA and A|ij, respectively, are the deviations from the
equilibrium gas state. Henceforth, this interpretation shall be implicitly assumed, e.g.
we refer to φA as the mass distribution function, and σA as the density, thus omitting
the term ‘perturbation’. The full solutions may be constructed from (2.6) and (2.19).
3.1. Outline of analysis
For all A, which takes the values H, K or C, we expand φA and all moments of this
function in an asymptotic series in the small parameter θ−1, i.e.
αA =
∞∑
n=0
α
(n)
A θ
−n, (3.4)
where αA represents any of these dependent functions, and α
(n)
A is the nth-order
component in the θ−1-expansion. We perform this procedure for all of (i) the
linearized Boltzmann–BGK equations in (3.1), (ii) the moment equations in (3.2),
High frequency asymptotic analysis of the Boltzmann–BGK equation 15
and (iii) the diffuse reflection, zero net mass flux and decay conditions in (2.23), (2.25)
and (2.26). The form of the expansion in (3.4) is identical in all three physically
distinct regions, while the equations reported in (3.1) that govern the flows in these
regions differ.
Substituting (3.4) into the bulk flow equation in the top line of (3.1) and equating
powers of θ−1 yields the required relations for the nth-order terms in the θ−1-
expansion of φH . Evaluating the moments of these expressions using (3.2) produces
the relevant hydrodynamic equations at each order in the inverse frequency ratio, θ−1.
For completeness, we also evaluate all components of the stress tensor ij in the gas,
which together with the hydrodynamic equations, are reported up to first order, i.e.
n= 1, in § 3.2.
An equivalent analysis is undertaken for both the Knudsen layer and collisionless
layer equations from (3.1). In § 3.3, we prove that the zero solution is the unique
solution to the Knudsen layer equation, to infinite order n in the inverse frequency
ratio θ−1.
Analysis of the collisionless layer is given in § 3.4, and yields a collisionless
Boltzmann equation in the local wall-normal coordinate ηC to leading order (n = 0).
This is solved exactly for the leading-order mass distribution φ(0)C . Explicit equations
for the density, mean velocity, temperature and stress tensor of the gas are presented,
in terms of the reflected gas particle density, the mean velocity and temperature of the
wall, and the applied body force. We remind the reader that the density of reflected
gas particles from the wall is chosen to ensure zero net mass flux; see (2.23).
A similar analysis at first order (n = 1) also yields explicit solutions for φ(1)C and
its moments, that are valid for a general wall geometry. As before, the equations are
expressed in terms of the density of reflected gas particles at the wall, the wall mean
velocity and temperature, and the applied body force; additional terms proportional to
the normal and geodesic curvatures of the wall also arise. These algebraic formulae are
relegated to appendix A, by virtue of their size.
To summarize, we show that flow in the Hilbert region to leading order in θ−1
is inviscid and determined by solution of the linearized Euler equation in § 3.2.
Higher-order terms are proportional to gradients in the body force. We prove that
the zero solution uniquely satisfies the Knudsen layer equation in § 3.3. Flow within
the thin collisionless layer near the wall is free-molecular in the wall-normal direction
to leading order; at higher order, advection parallel to the wall and inter-particle
collisions also influence the flow. Explicit solutions for the mass distribution function
at leading and first order in θ−1 are given in §§ 3.4.1 and 3.4.2, which yield formulae
for the hydrodynamic quantities in terms of the mean velocity and temperature of the
wall, the density of reflected particles from the wall, and the applied body force.
3.2. Hilbert expansion and the bulk flow hydrodynamic equations
Proceeding as outlined above, we arrive at the following expressions for φ(n)H :
−iφ(0)H = 2aivi, (3.5a)
−iφ(n)H = σ (n−1)H − φ(n−1)H + 2v¯(n−1)H|i vi +
(
v2i −
3
2
)
τ
(n−1)
H − kvi ∂φ
(n−1)
H
∂xi
, n> 1. (3.5b)
Interestingly, all components of the mass distribution function φ(n)H , for all n > 0,
are determined explicitly and in complete generality by (3.5). For any given applied
body force ai, the first line in (3.5) yields the leading-order component, φ
(0)
H . The
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n= 0 n= 1
φ
(0)
H = 2iamvm φ(1)H = 2kvmvl ∂am
∂xl
σ
(0)
H = 0 σ (1)H = k ∂am
∂xm
P(0)H = 0 P(1)H = 5k3
∂am
∂xm
τ
(0)
H = 0 τ (1)H = 2k3
∂am
∂xm

(0)
H|ij = 0 (1)H|ij = k
(
∂ai
∂xj
+ ∂aj
∂xi
+ δij ∂am
∂xm
)
−iv¯(0)H|i = ai v¯(1)H|i = 0
TABLE 1. Outer flow field hydrodynamic relations to first order (n= 1) in the inverse
frequency ratio θ−1.
higher-order corrections in θ−1 can be found iteratively. The leading-order (n= 0) and
first-order (n = 1) components of the mass distribution function, and all the moments
from (3.2), are reported in table 1; the symbol δij is the usual Kronecker delta
function.
From table 1, the bulk gas flow in the asymptotic limit θ−1→ 0 is inviscid; see the
hydrodynamic equation for v¯(0)H|i, which is the linearized Euler equation. Also, the flow
at leading order is isobaric; the only forcing term that appears in the Euler equation
is the applied body force. In addition, the gas is isothermal at this order, while all
components of the stress tensor are zero. For small and finite θ−1, the first-order
(n = 1) gas density, temperature, and pressure, as well as all components of the stress
tensor, are non-zero; see the n = 1 quantities in table 1. These all depend on spatial
inhomogeneities in the body force. In contrast, the first-order mean velocity is zero.
As such, the leading-order solution for the bulk flow mean velocity v¯(0)H|i is accurate to
O(θ−2) away from the walls.
Critically, the equations in table 1 are explicit in terms of the applied body force.
No differential equations arise. This contrasts with the low frequency ratio formulation
by Nassios & Sader (2012) and Takata & Hattori (2012), where a set of integral
equations were derived for φ(n)H . In this case, by enforcing conservation of mass,
momentum and energy, a coupled set of differential hydrodynamic equations for the
moments of φ(n)H are derived, at each order n.
3.3. Knudsen layer analysis
Substituting (3.4) into the Knudsen layer equation from (3.1) and equating powers of
θ−1 results in the following expressions for φ(n)K :
−iφ(0)K = 0, (3.6a)
−iφ(n)K = σ (n−1)K − φ(n−1)K + 2v¯(n−1)K|i vi +
(
v2i −
3
2
)
τ
(n−1)
K − vini ∂φ
(n−1)
K
∂ηK
− k
(
vit
1
i t
1
j
∂φ
(n−1)
K
∂xj
+ vit2i t2j
∂φ
(n−1)
K
∂xi
)
, n> 1. (3.6b)
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It is clear from the first line of (3.6) that
φ
(0)
K = 0. (3.7)
In appendix B, we use (3.7) to prove that φ(n)K ≡ 0 for all n > 0 in the Knudsen
layer using the method of induction. The problem thus reduces to a classical matched
asymptotic expansion between two unique solutions: the bulk flow represented by a
subscript H, and the collisionless layer represented by a subscript C. An analysis of
the collisionless layer is the focus of the following subsection.
3.4. Collisionless layer analysis
We now substitute (3.4) into the collisionless layer equation in (3.1). Equating powers
of θ−1, we arrive at a set of equations for φ(n)C of general form,
−iφ(n)C + vini
∂φ
(n)
C
∂ηC
= G(n)(ηC)+ K(n)(ηC), (3.8)
where G(n)(ηC) and K(n)(ηC) are defined as
G(n)(ηC)=

0, n= 0,
σ
(n−1)
C − φ(n−1)C + 2v¯(n−1)C|i vi +
(
v2i −
3
2
)
τ
(n−1)
C , n> 1,
(3.9)
K(n)(ηC)=

0, n= 0,
−k
(
vjt
1
j t
1
i
∂φ
(n−1)
C
∂xi
+ vjt2j t2i
∂φ
(n−1)
C
∂xi
)
, n> 1. (3.10)
In (3.9) and (3.10), all collisionless layer quantities are presented with no argument for
simplicity of notation, e.g. σ (n−1)C implicitly takes the argument ηC. Setting n = 0 in
(3.8)–(3.10) yields a collisionless Boltzmann equation for φ(0)C in the spatial coordinate
ηC; this is the scaled wall-normal coordinate introduced in § 2.1. For a slightly rarefied
gas, the leading-order (n = 0) flow within the collisionless layer corresponds to free-
molecular flow of reflected gas particles away from the wall, i.e. in the wall-normal
direction only.
The differential equations that specify the higher-order (n > 1) components of the
mass distribution function φ(n)C are of similar form; see (3.8). However, inhomogeneous
terms are clearly present on the right-hand side of (3.8). For small and finite θ−1, these
terms are non-zero in general and alter the flow; see (3.9) and (3.10). To facilitate a
clear physical description, we write the inhomogeneities at O(θ−n) as the sum of two
components, G(n) and K(n). For n > 1, G(n) is functionally identical to the linearized
BGK approximation; see (3.9) and the right-hand side of the first line of (3.1). This
term accounts for the influence of inter-particle collisions on the flow at small and
finite θ−1. The second component, K(n), is proportional to the scaled Knudsen number
k and accounts for advective transport of gas particles parallel to the wall; this is
clear from (3.10). For an arbitrary wall shape, we analyse this term using generalized
coordinates and the method of moving frame from § 2.2.
As we shall show, the mass distribution function in the collisionless layer, φ(n)C , is a
discontinuous function of the wall-normal particle velocity, vini, at all orders n. This is
a result of the presence of the wall, and the contrasting conditions applied to particles
incident upon the wall and those reflected from the wall. Importantly, both G(n+1) and
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K(n+1) are functions of φ(n)C , for n> 0. Their respective functional forms will thus differ
for incident particles (vini < Vini) and reflected particles (vini > Vini).
Next, we present the solutions to (3.8) up to and including all first-order (n = 1)
terms in the inverse frequency ratio θ−1. We impose the diffuse reflection boundary
condition with zero net mass flux at the wall position (ηC = 0), and require all
collisionless layer quantities to decay rapidly for increasing ηC; see (2.23), (2.25) and
(2.26). The analysis of the leading-order equation (n = 0) is presented in § 3.4.1. The
first-order analysis is given in § 3.4.2; the equations for the hydrodynamic quantities at
this order are extensive, and relegated to appendix A.
3.4.1. Leading-order analysis (n= 0)
We define the leading-order mass distribution function for incident particles as
φ
(0)
C|vini<Vini , and the corresponding quantity for reflected particles as φ
(0)
C|vini>Vini . Setting
n = 0 in (3.8) and substituting for G(0) and K(0) from (3.9) and (3.10), the resulting
differential equations for both φ(0)C|vini<Vini and φ
(0)
C|vini>Vini are identical. This is because
G(0) and K(0) are both uniquely zero; see (3.9) and (3.10). As discussed in § 2.3, the
collisionless layer is localized near the wall. For large ηC, we therefore require that
φ
(0)
C|vini<Vini decay in accordance with (2.26), which gives
−iφ(0)C|vini<Vini + vini
∂φ
(0)
C|vini<Vini
∂ηC
= 0, (3.11a)
0= lim
ηC→∞
φ
(0)
C|vini<Vini . (3.11b)
Since particles undergo diffuse reflection with zero net mass flux from the wall,
φ
(0)
C|vini>Vini must satisfy
−iφ(0)C|vini>Vini + vini
∂φ
(0)
C|vini>Vini
∂ηC
= 0, (3.12a)
φ
(0)
C|vini>Vini
∣∣∣
ηC=0
= σ (0)b + 2V (0)i vi +
(
v2i −
3
2
)
τ
(0)
b − φ(0)H
∣∣∣
ηC=0
, (3.12b)
where the reflected particle density is given by
σ
(0)
b =
√
piV (0)i ni − 12τ
(0)
b
− 2√pi
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
ξ φ
(0)
C|ξ>0
∣∣∣
ηC=0
E(vit
1
i , vit
2
i , ξ) dξ d
(
vit
1
i
)
d
(
vit
2
i
)
. (3.13)
The integration variable ξ is defined in (2.23). The solution of (3.11)–(3.13) yields the
required result for φ(0)C , for all vini,
φ
(0)
C =

(
P(0)b + 2c(0)i vi +
(
v2i −
5
2
)
τ
(0)
b
)
exp
(
iηc
vini
)
, vini > Vini,
0, vini < Vini,
(3.14)
where P(0)b = σ (0)b + τ (0)b and
c(0)i = V (0)i − iai|ηc=0. (3.15)
High frequency asymptotic analysis of the Boltzmann–BGK equation 19
√
piσ
(0)
C
P(0)b J0(−iηC)+ 2c(0)i niJ1(−iηC)
+ τ (0)b
(
J2(−iηC)− 32J0(−iηC)
)
√
piv¯
(0)
C|ini
P(0)b J1(−iηC)+ 2c(0)i niJ2(−iηC)
+ τ (0)b
(
J3(−iηC)− 32J1(−iηC)
)
√
piv¯C|it
1,2
i c
(0)
i t
1,2
i J0(−iηC)
3
2
√
piτ
(0)
C
P(0)b
(
J2(−iηC)− 12J0(−iηC)
)
+ 2c(0)i ni
(
J3(−iηC)− 12J1(−iηC)
)
+ τ (0)b
(
J4(−iηC)− 2J2(−iηC)+ 74J0(−iηC)
)
√
pi
2

(0)
C|ijninj
P(0)b J2(−iηC)+ 2c(0)i niJ3(−iηC)
+ τ (0)b
(
J4(−iηC)− 32J2(−iηC)
)
√
pi
(0)
C|ijt1i t
1
j =
√
pi
(0)
C|ijt2i t
2
j
P(0)b J0(−iηC)+ 2c(0)i niJ1(−iηC)
+ τ (0)b
(
J2(−iηC)− 12J0(−iηC)
)
√
pi
2

(0)
C|ijnit
1,2
j =
√
pi
2

(0)
C|jinit
1,2
j c
(0)
i t
1,2
i J1(−iηC)

(0)
C|ijt
1,2
i t
2,1
j = (0)C|jit1,2i t2,1j 0
TABLE 2. The macroscopic flow quantities and stress tensor components to leading order
(n= 0) in the inverse frequency ratio θ−1 within the collisionless layer.
The solution in (3.14) is a free-molecular solution, where advection of reflected gas
particles occurs in the normal direction from the wall only.
To summarize, using the applied body force ai, and the mean velocity V
(0)
i and
temperature τ (0)b of the wall, the density of particles reflected from the wall σ
(0)
b may
be evaluated using (3.13). Equation (3.14) is therefore an algebraic expression for φ(0)C ,
which is the leading-order (n = 0) mass distribution function within the collisionless
layer.
Substituting (3.14) into the moment relations in (3.2) also yields algebraic
expressions for the hydrodynamic quantities within the collisionless layer, at leading
order in θ−1. The density, mean velocity and temperature of the gas, and all
components of the gas stress tensor, are therefore determined explicitly and in
complete generality at this order; see table 2, where the Abramowitz functions Jn(η)
are defined by (Abramowitz & Stegun 1965)
Jn(η)=
∫ ∞
0
tn exp
(
−η
t
− t2
)
dt. (3.16)
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
(0)
C|ijninj
1
2
P(0)b +
2√
pi
c(0)i ni

(0)
C|ijt1i t
1
j = (0)C|ijt2i t2j
1
2
P(0)b +
1√
pi
c(0)i ni

(0)
C|ijnit
1,2
j = (0)C|jinit1,2j
1√
pi
c(0)i t
1,2
i

(0)
C|ijt
1,2
i t
2,1
j = (0)C|jit1,2i t2,1j 0
TABLE 3. The leading-order stress tensor components (0)ij in the collisionless layer
evaluated at the solid wall, ηC = 0. The solutions are evaluated using the generalized
representation of the Abramowitz functions in § C.
The Abramowitz functions are discussed further in appendix C. At η = 0, the Jn
functions reduce to Gaussian moment integrals; see (3.16). This property is exploited
to provide algebraic expressions for each component of the leading-order stress tensor

(0)
ij at the wall ηC = 0, in terms of ai, V (0)i , τ (0)b , and P(0)b = σ (0)b + τ (0)b ; see table 3.
3.4.2. First-order analysis (n= 1)
We now turn our attention to solution of the governing equation in (3.8) at next
order, i.e. n = 1. Setting n = 1 in (3.8)–(3.10) yields two distinct, inhomogeneous
first-order differential equations for φ(1)C|vini<Vini and φ
(1)
C|vini>Vini . The differential equation
and boundary condition for the mass distribution function of incident particles is
∂φ
(1)
C|vini<Vini
∂y
− i
vini
φ
(1)
C|vini<Vini =
1
vini
(
G(1)vini<Vini(ηC)+ K(1)vini<Vini(ηC)
)
, (3.17a)
0= lim
ηC→∞
φ
(1)
C|vini<Vini . (3.17b)
The corresponding equation for particles reflected from the wall is
∂φ
(1)
C|vini>Vini
∂ηC
− i
vini
φ
(1)
C|vini>Vini =
1
vini
(
G(1)vini>Vini(ηC)+ K(1)vini>Vini(ηC)
)
, (3.18a)
φ
(1)
C|vini>Vini |ηC=0 = σ (1)b + 2V (1)i vi +
(
v2i −
3
2
)
τ
(1)
b − φ(1)H
∣∣∣
ηC=0
, (3.18b)
where the reflected particle density is
σ
(1)
b =
√
piV (1)i ni − 12τ
(1)
b
− 2√pi
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
ξ φ
(1)
C|ξ>0
∣∣∣
ηC=0
E(vit
1
i , vit
2
i , ξ) dξ d(vit
1
i ) d(vit
2
i ). (3.19)
As discussed earlier, G(1) and K(1) are functions of φ(0)C , which is discontinuous in vini.
Substituting the results in table 2 and (3.14), into (3.9), we find that G(1) for incident
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particles takes the form
G(1)vini<Vini(ηC)=
1√
pi
[
P(0)b
(
J0(−iηC)+ 2viniJ1(−iηC)+ 23
(
v2i −
3
2
)(
J2(−iηC)
− 1
2
J0(−iηC)
))
+ 2c(0)i ni
(
J1(−iηC)
+ 2viniJ2(−iηC)+ 23
(
v2i −
3
2
)(
J3(−iηC)− 12J1(−iηC)
))
+ 2J0(−iηC)
(
vjt
1
j c
(0)
i t
1
i + vjt2j c(0)i t2i
)
+ τ (0)b
(
J2(−iηC)− 32J0(−iηC)
+ 2vini
(
J3(−iηC)− 32J1(−iηC)
)
+ 2
3
(
v2i −
3
2
)(
J4(−iηC)
− 2J2(−iηC)+ 74J0(−iηC)
))]
, (3.20)
while the corresponding expression for reflected particles is
G(1)vini>Vini(ηC)=
1√
pi
[
P(0)b
(
J0(−iηC)−
√
pi exp
(
iηC
vini
)
+ 2viniJ1(−iηC)
+ 2
3
(
v2i −
3
2
)(
J2(−iηC)− 12J0(−iηC)
))
+ 2c(0)i ni
×
(
J1(−iηC)−
√
pivini exp
(
iηC
vini
)
+ 2viniJ2(−iηC)
+ 2
3
(
v2i −
3
2
)(
J3(−iηC)− 12J1(−iηC)
))
+ 2
(
vjt
1
j c
(0)
i t
1
i
+ vjt2j c(0)i t2i
)(
J0(−iηC)−
√
pi exp
(
iηC
vini
))
+ τ (0)b
(
J2(−iηC)− 32J0(−iηC)+ 2vini
(
J3(−iηC)
− 3
2
J1(−iηC)
)
−√pi
(
v2i −
5
2
)
exp
(
iηC
vini
)
+ 2
3
(
v2i −
3
2
)(
J4(−iηC)− 2J2(−iηC)+ 74J0(−iηC)
))]
. (3.21)
Substituting (3.14) into (3.10), we find that K(1) for incident particles is uniquely zero:
K(1)vini<Vini(ηC)= 0. (3.22)
Using the results in § 2.2, the expression for reflected gas particles is non-zero and is
given by
K(1)vini>Vini(ηC)=−k exp
(
iηC
vini
)[(
vjt
1
j t
1
i
∂
∂xi
+ vjt2j t2i
∂
∂xi
)(
P(0)b +
[
v2i −
5
2
]
τ
(0)
b
)
− iηC
(vini)
2 viκijvj
(
P(0)b + 2c(0)i vi +
(
v2i −
5
2
)
τ
(0)
b
)
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+ 2c(0)j t1j
(
−κ1vst1svini + g1vst1svit2i + g2
[
vit
2
i
]2)
− 2c(0)j t2j
(
κ2vst
2
svini + g1
[
vit
1
i
]2 + g2vst1svit2i )
+ 2c(0)j njviκijvj + 2vjt1j
(
vjt
1
j t
1
i
∂
∂xi
+ vjt2j t2i
∂
∂xi
)(
c(0)i t
1
i
)
+ 2vjt2j
(
vjt
1
j t
1
i
∂
∂xi
+ vjt2j t2i
∂
∂xi
)(
c(0)i t
2
i
)
+ 2vjnj
(
vjt
1
j t
1
i
∂
∂xi
+ vjt2j t2i
∂
∂xi
)(
c(0)i ni
)]
. (3.23)
By linearity and (3.20)–(3.23), the first-order (n = 1) correction to the mass
distribution function can be written in the general form
φ
(1)
C = φ(1)C,fm + φ(1)C,col + φ(1)C,tan. (3.24)
The three components of φ(1)C have the algebraic representations
φ
(1)
C,fm =

[
σ
(1)
b + 2V (1)i vi +
(
v2i −
3
2
)
τ
(1)
b
− 2kvivj ∂aj
∂xi
∣∣∣∣
ηC=0
]
exp
(
i
ηC
vini
)
,
vini > Vini,
0, vini < Vini,
(3.25)
φ
(1)
C,col =

∫ ηc
0
exp
(
i ηC−y0
vini
)
vini
G(1)vini>Vini(y0)
 dy0, vini > Vini,
∫ ηC
∞
exp
(
i ηC−y0
vini
)
vini
G(1)vini<Vini(y0)
 dy0, vini < Vini,
(3.26)
φ
(1)
C,tan =

∫ ηc
0
exp
(
i ηC−y0
vini
)
vini
K(1)vini>Vini (y0)
 dy0, vini > Vini,
0, vini < Vini.
(3.27)
In (3.27), we have made use of (3.22) to eliminate K(1)vini<Vini . Mathematically, φ
(1)
C,fm is
the homogeneous solution to (3.17) and (3.18) for φ(1)C . Physically, this component of
φ
(1)
C accounts for free-molecular flow of reflected gas particles away from the wall,
i.e. in the wall-normal direction only; we remind the reader that this was the only
physical mechanism present at leading order (n = 0), as discussed in § 3.4.1. The
second component φ(1)C,col is one part of the particular solution to (3.17) and (3.18);
given the dependence upon G(1), this models the effect of inter-particle collisions on
the flow, for small but finite inverse frequency ratio θ−1. The third component φ(1)C,tan is
defined in terms of K(1). It therefore accounts for advection of gas particles parallel to
the wall, and the influence of this motion on the flow within the collisionless layer.
Interestingly, (3.24)–(3.27) define a set of algebraic expressions for the first-order
(n = 1) mass distribution function. As was the case at leading order (n = 0), the
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
(1)
C|ijninj
P(0)b
(
6.33× 10−7 − 0.0700i)+ c(0)i ni (2.40× 10−6 − 0.1420i)
+ τ (0)b
(
1.54× 10−6 − 0.0582i)+ P(1)b
4
+ V
(1)
i ni√
pi
− k
2
∂aj
∂xk
∣∣∣∣
ηC=0
(
njnk + δjk2
)

(1)
C|ijt1i t
1
j
P(0)b
(
1.26× 10−5 − 0.0606i)+ c(0)i ni (4.23× 10−6 + 0.0853i)
+ τ (0)b
(
1.62× 10−5 + 0.0237i)+ P(1)b
2
+ V
(1)
i ni√
pi
− k
4
∂ai
∂xi
∣∣∣∣
ηC=0
− k
2
(
t1k
∂
(
ajt1j
)∣∣
ηC=0
∂xk
+ κ1
(
ajnj
)∣∣
ηC=0
− g1
(
ajt
2
j
)∣∣
ηC=0
)
+ ik
4
√
pi
(3κ1 + κ2)
[
P(0)b −
1
2
τ
(0)
b
]

(1)
C|ijt2i t
2
j
P(0)b
(
1.26× 10−5 − 0.0606i)+ c(0)i ni (4.23× 10−6 + 0.0853i)
+ τ (0)b
(
1.62× 10−5 + 0.0237i)+ P(1)b
2
+ V
(1)
i ni√
pi
− k
4
∂ai
∂xi
∣∣∣∣
ηC=0
− k
2
(
t2k
∂
(
ajt2j
)∣∣
ηC=0
∂xk
+ κ2
(
ajnj
)∣∣
ηC=0
+ g2
(
ajt
1
j
)∣∣
ηC=0
)
+ ik
4
√
pi
(κ1 + 3κ2)
[
P(0)b −
1
2
τ
(0)
b
]

(1)
C|ijnit
1,2
j = (1)C|jinit1,2j
c(0)i t
1,2
i
(−2.56× 10−9 − 0.1068i)+ Vit1,2i√
pi
− k
4
(
t1,2j nk + njt1,2k
) ∂aj
∂xk
∣∣∣∣
ηC=0

(1)
C|ijt
1,2
i t
2,1
j = (1)C|jit1,2i t2,1j −
k
4
(
t1,2j t
2,1
k + t2,1j t1,2k
) ∂aj
∂xk
∣∣∣∣
ηC=0
TABLE 4. The leading-order stress tensor components (1)ij in the collisionless layer
evaluated at the solid wall, ηC = 0.
resulting expressions are explicit in terms of ai, P
(0)
b , V
(0)
i and τ
(0)
b . Additional terms
also appear, which are proportional to the normal and geodesic curvatures of the wall,
as well as P(1)b = σ (1)b + τ (1)b , V (1)i and τ (1)b . The moments of φ(1)C can be evaluated
by substituting (3.24) into the moment relations in (3.2). Interchanging the order of
integration over particle velocity, v, and coordinate space, y0, we arrive at an explicit
set of expressions for the macroscopic flow quantities, and the gas stress tensor
components. These are summarized in (A 2)–(A 12) in appendix A.
For completeness, the first-order (n = 1) components of the gas stress tensor are
evaluated at the wall ηC = 0, with the results reported in table 4. The figures reported
there were calculated using NIntegrate in MATHEMATICA R©; see the discussion in
appendix C. This approach yields solutions for all non-dimensional hydrodynamic
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quantities, including all stress tensor components, which possess a maximum error
magnitude of 10−4 at the wall, i.e. at ηC = 0.
Together with the hydrodynamic equations in table 1 and the leading-order
corrections due to the collisionless layer in table 2, the set of equations in appendix A
gives the gas density, mean velocity, and temperature, and all components of the
stress tensor, up to first order in the inverse frequency ratio θ−1. All equations are
explicitly specified in terms of ai, and P
(n)
b = σ (n)b + τ (n)b , V (n)i and τ (n)b for n = 0, 1.
This information is uniquely prescribed for a well-defined boundary value problem.
The expressions in tables 1 and 2, and appendix A, thus eliminate the need to solve
a system of differential equations for each flow problem and provide a complete
asymptotic theory correct to O(θ−1), in the limit of high frequency ratio and small
scaled Knudsen number, i.e. θ  1 and k  1. This theory complements previous
analyses at (i) small scaled Knudsen number and low oscillation frequency (k 1,
θ  1) by Nassios & Sader (2012) and Takata & Hattori (2012), and (ii) high
oscillation frequency, high Knudsen number and Strouhal numbers of order unity
(θ  1, Kn 1, St ∼ O(1)) by Sone (2007). Next, we contrast these results to the
formulation by Sone (2007).
3.5. Comparison to the ultra-rarefied formulation by Sone (2007)
As discussed in § 1, for highly oscillatory flow in an ultra-rarefied gas, i.e. θ  1
and k  1, inertia is balanced by gas particle advection in all spatial directions
and the flow is free-molecular to leading order in k−1; see Sone (2007) and § 2.1.
For weakly perturbed flows, this yields a collisionless Boltzmann equation and
associated boundary condition, for the nth-order term in the k−1 expansion of the
mass distribution function φ:
∂φ(0)
∂t
+ vi ∂φ
(0)
∂xi
= 0, (3.28a)
φ
(0)
vini>0
∣∣∣
b
= σ (0)b + 2V (0)i vi +
(
v2i −
3
2
)
τ
(0)
b . (3.28b)
In (3.28), all spatial directions are scaled isotropically by the geometric length scale
L λ, and particles incident on any solid wall undergo diffuse reflection. The Strouhal
number St defined in (1.6) is assumed to be O(1); see § 2.1.
The leading-order reflected particle density σ (0)b from a solid wall is a function of
the mass distribution function of incident particles:
σ
(0)
b =−
1
2
τ
(0)
b − 2
√
pi
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
viniφ
(0)
vini>0
∣∣∣
y=0
E(vit
1
i , vit
2
i , vini)
× d (vini) d
(
vit
1
i
)
d
(
vit
2
i
)
. (3.29)
At higher order in k−1, Sone (2007) showed that collisions become important, with φ(1)
given by
∂φ(1)
∂t
+ vi ∂φ
(1)
∂xi
= σ (0) − φ(0) + 2v¯(0)i vi +
(
v2i −
3
2
)
τ (0), (3.30a)
φ
(1)
vini>o
∣∣∣
b
= σ (1)b + 2V (1)i vi +
(
v2i −
3
2
)
τ
(1)
b , (3.30b)
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FIGURE 2. Schematic showing infinite parallel walls where temperature gradients are applied
in the x-direction. Gas is confined between the walls.
where the reflected particle density σ (1)b is
σ
(1)
b =−
1
2
τ
(1)
b − 2
√
pi
∫ ∞
−∞
∫ ∞
−∞
∫ 0
−∞
viniφ
(1)
vini>0
∣∣∣
y=0
E(vit
1
i , vit
2
i , vini)
× d (vini) d
(
vit
1
i
)
d
(
vit
2
i
)
. (3.31)
Importantly, (3.28) and (3.30) are valid throughout the gas, i.e. no boundary layer is
present for k 1 and θ  1; the reflected gas particle densities given in (3.29) and
(3.31) are therefore coupled for problems involving more than one wall.
This differs markedly from the results for highly oscillatory flow at small scaled
Knudsen number, i.e. θ  1 and k 1, where wall-normal and tangential advection
of gas particles have disproportionate effects on the flow near a solid wall. This
is because particles can travel a short distance Lc  λ away from a wall before
undergoing a collision. A collisionless boundary layer is therefore present near any
solid wall, where wall-normal advection balances inertia to leading order in θ−1; see
§ 3.4. The collisionless Boltzmann equation does not appear within the collisionless
layer, because tangential advection is a higher-order effect in θ−1 relative to both
inertia and wall-normal advection. This physically distinguishes highly oscillatory
flows in a slightly rarefied gas studied here, from the ultra-rarefied or free-molecular
case investigated by Sone (2007).
4. Application to time-varying thermal creep
To illustrate the utility of the derived theory, we analyse the oscillatory thermal
creep problem between two walls, which are infinite in extent and separated by a
distance L; see figure 2. In accordance with the presented theory, we implicitly assume
that (i) the oscillation frequency greatly exceeds the inter-particle collision frequency
of the gas ν, i.e. θ  1, and (ii) the scaled Knudsen number is small, i.e. k 1.
Solutions to first order in the inverse frequency ratio θ−1 are presented. Oscillatory
temperature gradients of magnitude A in the x-direction are imposed at the walls, and
no body force exists, i.e. ai = 0.
We consider two canonical flows: (i) the symmetric case, where temperature
gradients are identical on both walls, and (ii) the antisymmetric case, where they
are equal and opposite in sign. The general problem can be constructed from a
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FIGURE 3. Schematic showing a single infinite plane wall, where a temperature gradient is
applied in the x-direction. An infinite expanse of gas is located in the upper half-plane, ηC > 0.
linear superposition of these flows, as in Nassios & Sader (2012), who considered the
complementary problem of low oscillation frequency.
From table 1, it is evident that no bulk flow exists for either the symmetric or
antisymmetric oscillatory thermal creep problems. The only non-trivial flow occurs
within the collisionless layers and is thus localized to the walls. Consequently, analysis
of the flow at the top wall (y = L/2) formally decouples from that at the bottom wall
(y = −L/2). It is therefore sufficient to analyse the thermal creep flow generated in
a half-space of gas by an oscillatory temperature gradient imposed along an isolated
plane wall; see figure 3. The flow between two parallel plane walls (the two-wall
problem) is then constructed by an appropriate translation and linear superposition of
the isolated wall solution.
Within the collisionless layer near a single wall, the scaled wall-normal coordinate is
ηC, with the wall positioned at ηC = 0. The length scale in the wall-normal direction
is the most probable distance travelled by a particle over a single oscillation period Lc;
see (2.12). The length scale l in the x-direction is the reciprocal of the (scaled) wall
temperature gradient; see figures 2 and 3, and
l≡
(
A
T0
)−1
. (4.1)
As in the two-wall case, A is the magnitude of the temperature gradient in the
x-direction; see figure 3. The temperature scale T0 is the wall temperature at the
reference position x = 0; the wall temperature at this point is an appropriate scale
because it remains constant for all time, as we now illustrate. The nth-order terms in
the θ−1-expansion of (perturbed) wall temperature τb are
τ
(0)
b = x, (4.2a)
τ
(n)
b = 0, n> 1, (4.2b)
where x is the scaled coordinate tangential to the wall; see figure 3. From (4.2),
τ
(n)
b = 0 for all n> 0 at x= 0, thus establishing T0 as an appropriate temperature scale
for all time. Also, the wall is stationary and therefore
V (n)i = 0, (4.3)
for all n > 0. In addition, we require expressions for the reflected particle densities at
leading and first order, i.e. σ (0)b and σ
(1)
b . Substituting (4.2) and (4.3), as well as the
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formulae for φ(0)C|vy<0 and φ
(1)
C|vy<0 from (3.14) and (3.24), into (2.23) yields
σ
(0)
b =−
τ
(0)
b
2
, (4.4a)
σ
(1)
b = −4
√
piτ
(0)
b
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)
− 1
2
I4,0(0)+ 94 I2,0(0)−
9
4
I0,0(0)
])
. (4.4b)
The equations for the gas density, mean velocity, temperature and stress tensor of
the gas in table 2 and appendix A are defined in terms of P(0)b = σ (0)b + τ (0)b and
P(1)b = σ (1)b + τ (1)b , which we summarize in (4.5):
P(0)b =
τ
(0)
b
2
, (4.5a)
P(1)b = −4
√
piτ
(0)
b
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)
− 1
2
I4,0(0)+ 94 I2,0(0)−
9
4
I0,0(0)
])
. (4.5b)
Substituting (4.2), (4.3) and (4.5) into the expressions in table 2 and appendix A
yields the complete solution for the gas density, mean tangential and normal velocities,
and the temperature to O(θ−1); these are summarized in table 5. The stress tensor
components are given in table 6.
4.1. Discussion of the thermal creep flow
The flow is localized to the wall and is driven by the leading-order wall temperature
τ
(0)
b ; see (4.2). To ensure zero mass flux across the wall, the leading-order (n= 0) and
first-order (n = 1) reflected gas particle densities at the wall are modified; see (4.4).
Thus, rapid oscillations in the wall temperature at leading order induce perturbations to
both the temperature and density of the gas away from the wall, which we discuss in
§ 4.1.1. In § 4.1.2, we examine the mean wall-normal flows at leading and first order
in θ−1, before studying the thermal creep flow in § 4.1.3, and the shear and normal
stresses in the gas in §§ 4.1.5 and 4.1.6, respectively. For clarity, all leading-order
(n= 0) solutions will be plotted with solid lines, whereas the first-order results (n= 1)
will be represented by dashed lines.
4.1.1. Temperature and density fields
Plots of the leading-order and first-order temperature, τ (0)C /x and τ
(1)
C /x, are given
in figure 4; both real and imaginary parts are presented. Note that the true
(physical) solutions of this time-varying flow are given by a weighted superposition
between the real and imaginary parts. For example, if the temperature at the wall
is Ttrue = Re{T exp(−iωt)}, then all true flow/temperature variables are given by
Xtrue = Re{X exp(−iωt)} = Re{X} cos(ωt) − Im{X} sin(ωt), for any transport variable X.
Thus, the solution periodically alternates between the real and imaginary components,
as time evolves.
First consider the real component of the temperature. We remind the reader that the
scaled temperature of the wall at leading order is τ (0)b /x = 1. In contrast, the leading-
order (n = 0) gas temperature (evaluated at the wall) is τ (0)C /x = 0.5; see figure 4(a).
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√
piσ
(0)
C
x
J2 (−iηC)− J0 (−iηC)
3
2
√
piτ
(0)
C
x
J4 (−iηC)− 32J2 (−iηC)+
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2
J0 (−iηC)
√
piv¯
(0)
C|y
x
J3 (−iηC)− J1 (−iηC)
v¯
(0)
C|x 0
σ
(1)
C
x
2
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I3,0 (ηC)− I1,0 (ηC)
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3
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3
2
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2
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9
4
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− ηC√
pi
[J1(−iηC)
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C
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1
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]
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− 21
8
I2,−1 (ηC)+ 218 I0,−1 (ηC)
]}
− ηC√
pi
[
J3(−iηC)− 32J1(−iηC)
+ 3
2
J−1(−iηC)
]
− 4
(
J2(−iηC)− 12J0(−iηC)
) (
I3,1(0)− I1,1(0)
+ 1
3
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)− 12 I4,0(0)+
9
4
I2,0(0)− 94 I0,0(0)
])
v¯
(1)
C|y
x
2
{[
I3,1 (ηC)− I1,1 (ηC)
]+ 1
3
[
I4,2 (ηC)− 32 I2,2 (ηC)+
3
2
I0,2 (ηC)
− 1
2
I4,0 (ηC)+ 94 I2,0 (ηC)−
9
4
I0,0 (ηC)
]}
− ηC√
pi
[J2(−iηC)
− J0(−iηC)]− 4J1(−iηC)
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)
+ 3
2
I0,2(0)− 12 I4,0(0)+
9
4
I2,0(0)− 94 I0,0(0)
])
v¯
(1)
C|x
k
− ηC
2
√
pi
(J1(−iηC)+ J−1(−iηC))
TABLE 5. The hydrodynamic quantities, σ , τ and v¯i, at leading and first order in the
inverse frequency ratio θ−1 i.e. n = 0 and n = 1, for the oscillatory thermal creep problem
across an infinite plane wall.
This represents a temperature jump at the wall. Interestingly, the first-order (n= 1) gas
temperature displays no jump at the wall, matching the first-order wall temperature,
which is zero; see (4.2) and figure 4(a).
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
(0)
C|zy = (0)C|yz 0

(0)
C|xz = (0)C|zx 0

(0)
C|xy = (0)C|yx 0√
pi
2

(0)
C|yy
x
J4 (−iηC)− J2 (−iηC)
√
pi
(0)
C|xx
x
=
√
pi
(0)
C|zz
x
J2 (−iηC)

(1)
C|yz = (1)C|zy 0

(1)
C|xz = (1)C|zx 0

(1)
C|xy
k
= 
(1)
C|yx
k
− ηC√
pi
[J2(−iηC)+ J0(−iηC)]
1
2

(1)
C|yy
x
2
{
I3,2 (ηC)− I1,2 (ηC)+ 13
[
I4,3 (ηC)− 32 I2,3 (ηC)+
3
2
I0,3 (ηC)
− 1
2
I4,1 (ηC)+ 94 I2,1 (ηC)−
9
4
I0,1 (ηC)
]}
− ηC√
pi
[J3(−iηC)
− J1(−iηC)]− 4J2(−iηC)
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)
+ 3
2
I0,2(0)− 12 I4,0(0)+
9
4
I2,0(0)− 94 I0,0(0)
])

(1)
C|xx
x
= 
(1)
C|zz
x
2
{
I3,0 (ηC)− I1,0 (ηC)+ 13
[
I4,1 (ηC)− 32 I2,1 (ηC)+
3
2
I0,1 (ηC)
+ 1
2
I4,−1 (ηC)+ 34 I2,−1 (ηC)−
3
4
I0,−1 (ηC)
]}
− ηC√
pi
J1(−iηC)
− 4J0(−iηC)
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)
− 1
2
I4,0(0)+ 94 I2,0(0)−
9
4
I0,0(0)
])
TABLE 6. The stress tensor components, ij, at leading and first order in the inverse
frequency ratio θ−1 i.e. n = 0 and n = 1, for the oscillatory thermal creep problem across
an infinite plane wall.
In contrast, the imaginary component of the leading-order (n = 0) gas temperature
in figure 4(b) exhibits no jump, while the first-order (n = 1) correction is non-zero at
the wall. Thus, the real component of the gas temperature at the wall is not altered
at first order, while the imaginary component is modified – the real and imaginary
components exhibit opposite behaviour. This establishes that as time evolves in a real
flow, a temperature jump is exhibited at all time but alternates between a leading-order
and first-order effect in θ−1.
With this knowledge in hand, we now probe the underlying physics driving the
first-order temperature jump (in the imaginary component). To proceed, we consider
the three physical components affecting this behaviour: free-molecular flow, collisional
effects and advection parallel to the wall. Importantly, the advective component
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FIGURE 4. Scaled temperature, τ (0)C /x and τ
(1)
C /x: (a) real component; (b) imaginary
component. Results given for the leading-order solution (n = 0, solid) and first-order
correction (n= 1, dashed).
(parallel to the wall in the x-direction) of the Boltzmann–BGK equation is an odd
function of the tangential particle velocity vx and therefore does not affect the gas
temperature. This is evident from (3.23) and (3.27) – K(1) is an odd function of
the tangential particle velocity vx for flow over a stationary and flat wall, leading
to φ(1)C,tan also being an odd function of vx. In contrast, free-molecular and collisional
contributions to the first-order mass distribution function are even functions of the
tangential particle velocity, vx, and thus provide non-zero contributions to the first-
order gas temperature field; see (3.25) and (3.26).
We now compare the relative contribution of these non-zero effects. The first-order
(n= 1) temperature is formally expanded (due to linearity):
τ
(1)
C
x
= τ
(1)
C,fm
x
+ τ
(1)
C,col
x
, (4.6)
where
τ
(1)
C,fm
x
=− 8
3pi
(
J2(−iηC)− 12J0(−iηC)
)(
I3,1(0)− I1,1(0)
+ 1
3
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)− 12 I4,0(0)+
9
4
I2,0(0)− 94 I0,0(0)
])
, (4.7a)
τ
(1)
C,col
x
= 4
3pi
[[
I3,2 (ηC)− I1,2 (ηC)− 12 I3,0 (ηC)+
1
2
I1,0 (ηC)
]
+ 1
3
[
I4,3 (ηC)
− 3
2
I2,3 (ηC)+ 32 I0,3 (ηC)− I4,1 (ηC)+ 3I2,1 (ηC)− 3I0,1 (ηC)
+ 5
4
I4,−1 (ηC)− 218 I2,−1 (ηC)+
21
8
I0,−1 (ηC)
]]
− 2
3
ηC√
pi
[
J3(−iηC)
− 3
2
J1(−iηC)+ 32J−1(−iηC)
]
. (4.7b)
Plots of the real and imaginary components of τ (1)C,fm/x and τ
(1)
C,col/x are given in
figure 5. Note that the free-molecular contribution exhibits classical wave behaviour.
Nonetheless, the collisional term τ (1)C,col/x is an order of magnitude larger than this
free-molecular contribution τ (1)C,fm/x, and thus wave behaviour has a minimal effect on
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FIGURE 5. The free-molecular and collisional components of the first-order scaled
temperature, τ (1)C /x. Free-molecular component: (a) real; (b) imaginary. Collisional
component: (c) real; (d) imaginary.
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FIGURE 6. Scaled density, σ (0)C /x and σ
(1)
C /x: (a) real component; (b) imaginary component.
Results given for the leading-order solution (n = 0, solid) and first-order correction (n = 1,
dashed).
the gas temperature. Furthermore, only the imaginary component of the collisional
term exhibits a temperature jump. This establishes that collisional effects drive the
first-order temperature jump which appears only in the imaginary component.
Plots of the scaled density at leading order and first order, σ (0)C /x and σ
(1)
C /x,
are given in figure 6. As for the temperature, the leading-order component of the
density displays classical wave-like behaviour, as noted previously by Manela &
Hadjiconstantinou (2007), with collisional effects again dominating at first order; this
can be easily seen by following a similar analysis to the above.
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FIGURE 7. Scaled mean normal velocity, v¯(0)C|y/x and v¯
(1)
C|y/x: (a) real component; (b)
imaginary component. Results given for the leading-order solution (n = 0, solid) and first-
order correction (n= 1, dashed).
4.1.2. Mean normal velocity
The scaled leading-order and first-order mean normal velocities, v¯(0)C|y/x and v¯
(1)
C|y/x,
are given in figure 7. Since each component is proportional to the tangential coordinate
x, these scaled mean velocities are independent of x. Note that the mean normal
velocity is zero to O(θ−1) for all positions away from the wall, ηC, at the reference
point x= 0.
The mean normal velocity is zero at the walls as required by no penetration. The
leading-order flow is free-molecular and exhibits classical wave-like behaviour, as
found for the temperature and density fields. To study the first-order component of the
normal velocity, we follow a procedure identical to that in § 4.1.1. We thus express the
mean normal velocity at this order as
v¯
(1)
C|y
x
= v¯
(1)
C|y,fm
x
+ v¯
(1)
C|y,col
x
, (4.8)
where
v¯
(1)
C|y,fm
x
=− 4
pi
J1(−iηC)
(
I3,1(0)− I1,1(0)+ 13
[
I4,2(0)− 32 I2,2(0)+
3
2
I0,2(0)
− 1
2
I4,0(0)+ 94 I2,0(0)−
9
4
I0,0(0)
])
, (4.9a)
v¯
(1)
C|y,col
x
= 2
pi
([
I3,1 (ηC)− I1,1 (ηC)
]+ 1
3
[
I4,2 (ηC)− 32 I2,2 (ηC)+
3
2
I0,2 (ηC)
− 1
2
I4,0 (ηC)+ 94 I2,0 (ηC)−
9
4
I0,0 (ηC)
])
− ηC√
pi
[J2(−iηC)− J0(−iηC)] . (4.9b)
As proved for the temperature and density fields at this order, advection parallel to the
wall does not affect the mean normal velocity because φ(1)C,tan is an odd function of vx.
Plots of the real and imaginary parts of v¯(1)C|y,fm/x and v¯
(1)
C|y,col/x are given in figure 8.
Figures 8(a) and 8(c) show that the real part of the collisional term is an order
of magnitude larger than the free-molecular component. In contrast, the imaginary
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FIGURE 8. The free-molecular and collisional components of the first-order scaled mean
normal velocity, v¯(1)C|y/x. Free-molecular component: (a) real; (b) imaginary. Collisional
component: (c) real; (d) imaginary.
parts are comparable in magnitude near the wall; at the wall, they are equivalent in
magnitude and opposite in sign: see figures 8(b) and 8(d). Therefore, as time evolves,
collisional and free-molecular effects periodically balance near the wall. This balance
ensures that the impermeability condition is satisfied at first order for all time, and is
distinct from our findings for the gas temperature and density.
4.1.3. Mean tangential velocity
Next, we examine thermal creep, i.e. the mean tangential velocity, induced by the
high frequency oscillatory wall temperature gradients. In a slightly rarefied gas, k 1,
the leading-order (n = 0) mean tangential velocity in the x-direction v¯(0)C|x is zero; see
table 5. In contrast, the scaled first-order mean tangential velocity v¯(1)C|x/k is non-zero;
see table 5 and plots of the real and imaginary parts in figure 9. Note that scalings
for the normal and tangential velocities differ – the normal component is linearly
dependent on x whereas the tangential velocity is independent of x.
The first-order mean tangential velocity v¯(1)C|x/k is the leading-order thermal creep
flow in a slightly rarefied gas at high oscillation frequency, i.e. k 1 and θ  1. The
real and imaginary parts exhibit wave-like behaviour in the normal coordinate ηC, with
periodic zeros appearing for increasing ηC.
The physical mechanism driving the thermal creep flow is advection parallel to
the wall. It can be shown using an analysis similar to § 4.1.1 that collisional and
free-molecular contributions are identically zero. This proof involves comparison of
even and odd contributions in the particle velocity vx. Interestingly, no slip is also
observed between the mean gas velocity and the wall velocity, for both the real and
imaginary components; see figure 9.
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FIGURE 9. Scaled mean tangential velocity, v¯(1)C|x/k: (a) real component; (b) imaginary
component. Result given for the first-order correction (n = 1, dashed). The leading-order
solution (n= 0) is uniquely zero.
(a) (b)
0
1
2
3
4
5
0
1
2
3
4
5
–0.4 –0.2 0 0.2 0.4
–0.4 –0.2 0 0.2 0.4
FIGURE 10. Streamlines for the flow at θ−1 = 0.1. The tangential velocity v¯C|x has been
scaled by k to emphasize the critical points in the flow. Flow centred at x = 0: (a) real; (b)
imaginary.
4.1.4. Streamlines
The imposed temperature field at the walls generates a rich flow distribution in the
gas. A series of critical points arise in the form of both centres and saddle points.
These features are now illustrated and their origin explored.
From §§ 4.1.2 and 4.1.3, the mean normal velocity to O(θ−1) is zero for all ηC, at
the reference point x = 0. In contrast, the mean tangential velocity exhibits a periodic
array of zeros as ηC increases, at x = 0. This periodic array arises from the wave-like
nature of this component; see § 4.1.3. This immediately generates a series of critical
points along x= 0, which coincide with the zeros of v¯(1)C|x.
This phenomenon is clearly evident in figure 10, where the streamlines of this
flow are presented. Note that these streamlines have been scaled by the Knudsen
number to ensure they are universally valid for all (small) Knudsen number. This is
achieved as follows. Because the mean tangential velocity is proportional to the scaled
Knudsen number, k, it has been normalized by k, thus removing the Knudsen number
dependence of this component. In contrast, the mean normal velocity is not scaled
in this fashion. Taking these two components and plotting their streamlines gives the
required universal solution.
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FIGURE 11. Scaled shear stress, (1)C|xy/( k) = (1)C|yx/( k): (a) real component; (b) imaginary
component. Result given for the first-order correction (n = 1, dashed). The leading-order
solution (n= 0) is uniquely zero.
4.1.5. Shear stress
We now examine the shear stress in the gas. To leading order (n = 0), all shear
stress components are zero; see table 6. In contrast, the first-order (n = 1) scaled
components (1)C|xy/k and 
(1)
C|yx/k are non-zero, and are identical by symmetry. Plots of
the real and imaginary parts of these components are given in figure 11. The shear
stress is always zero at the wall, as required for a stationary wall; see table 4.
The functions (1)C|xy/k and 
(1)
C|yx/k are the leading-order shear stress components in
the gas, and are of equivalent order in θ−1 to the thermal creep velocity field; see
§ 4.1.3. As for the velocity field, the shear stress components in the gas also have their
genesis in advection of gas particles parallel to the wall – this can be proved using the
methods outlined in § 4.1.3.
4.1.6. Normal stresses
In contrast to the shear stress, the normal stress components in the gas occur at both
leading order (n = 0) and first order (n = 1). To study each component, we define xˆ
to be the unit vector in the x-direction, with similar interpretations for yˆ and zˆ; see
figure 3.
The xˆxˆ and zˆzˆ normal stress components are identical. Plots of their real and
imaginary parts, at leading (n = 0) and first order (n = 1) in θ−1, are given in
figure 12(a,b). The yˆyˆ component differs from the other normal components, which
is evident from figure 12(c,d).
Qualitative features of all normal stress components in figure 12, with respect to
variations in position ηC and time t, are similar to the gas temperature and density
fields discussed in § 4.1.1.
5. Conclusions
We have investigated the high frequency oscillatory (time-varying) flow of a slightly
rarefied gas, i.e. θ  1 and k  1. This analysis complements previous theoretical
investigations of (i) highly rarefied flows at high frequency by Sone (2007), i.e. k 1
and θ  1, and (ii) slightly rarefied flows at low frequency by Nassios & Sader
(2012) and Takata & Hattori (2012), i.e. θ  1 and k  1. The geometry of any
bounding wall was chosen to be arbitrary and smooth, with diffuse reflection of
particles assumed.
A matched asymptotic expansion in the (small) inverse frequency ratio θ−1 was
performed. In a slightly rarefied gas where k 1, a local boundary layer flow near the
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FIGURE 12. Scaled normal stresses, (0)C|xx/x and 
(1)
C|xx/x: (a) real component; (b) imaginary
component. (0)C|zz/x and 
(1)
C|zz/x are identical. 
(0)
C|yy/x and 
(1)
C|yy/x: (c) real component; (d)
imaginary component. Results given for the leading-order solutions (n = 0, solid) and first-
order corrections (n= 1, dashed).
wall was identified. The thickness of this boundary layer scales with the most probable
distance travelled by a particle over a single oscillation period, Lc. For high oscillation
frequencies, θ  1, this distance is much smaller than the mean free path λ – reflected
gas particles from the wall do not collide over this length scale, to leading order.
This leads to dramatically different flow behaviour in comparison to the low frequency
limit.
The leading-order mass distribution function of the gas in the bulk flow region
(away from any walls) is directly proportional to the applied oscillatory body force, ai.
This immediately leads to a linearized Euler equation in that region. Higher-order
corrections to the mass distribution function in θ−1 are proportional to gradients in the
applied body force. Zero body force therefore yields no bulk flow.
The boundary layer near the wall, away from the bulk flow and termed the
collisionless layer, was studied in detail. Solutions in this region were derived up to
first order in θ−1. Interestingly, the complete set of boundary layer and bulk flow
equations are independent of any differential or integral operators. This property
yielded explicit and general solutions in all regions, which is unique to highly
oscillatory and slightly rarefied flows.
Application of this general theory was illustrated for oscillatory thermal creep
between two infinite and parallel walls. The absence of a body force in this model
flow yields two localized flows at each wall – the related single-wall problem
was therefore considered. The leading-order thermal creep flow, i.e. the mean
tangential velocity component, was found to occur at first order (n = 1) in θ−1. The
corresponding temperature, density and stress fields were also studied, and streamlines
for the flow presented.
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Appendix A. Forms of the first-order corrections in the collisionless layer
This appendix contains formulae for the first-order (n = 1) corrections within the
collisionless layer. Expressions are given for the gas density σ (1)C , mean velocity v¯
(1)
C|i ,
temperature τ (1)C , and all components of the stress tensor 
(1)
C|ij; see (A 2)–(A 12).
All equations are specified in terms of the Kronecker delta function δjk, the
Abramowitz functions Jn from (3.16), and c
(0)
i defined in (3.15). Also, we define
the integrals
Im,n(ηC)= 1
pi

∫ ∞
0
Jm (−iy0) Jn (−i |ηC − y0|) dy0, n= 2s+ 1,∫ ∞
0
sgn (ηC − y0) Jm (−iy0) Jn (−i |ηC − y0|) dy0, n= 2s,
(A 1)
where the indices m, s ∈ Z. A full discussion of these functions and their numerical
treatment is provided in appendix C.
σ
(1)
C = 2
{
P(0)b
(
I1,0 (ηC)+ 13
[
I2,1 (ηC)− 12 I0,1 (ηC)−
1
2
I2,−1 (ηC)+ 74 I0,−1 (ηC)
])
+ 2c(0)i ni
(
I2,0 (ηC)+ 13
[
I3,1 (ηC)− 12 I1,1 (ηC)−
1
2
I3,−1 (ηC)+ 74 I1,−1 (ηC)
])
+ τ (0)b
(
I3,0 (ηC)− 32 I1,0 (ηC)+
1
3
[
I4,1 (ηC)− 2I2,1 (ηC)+ 74 I0,1 (ηC)
− 1
2
I4,−1 (ηC)+ 52 I2,−1 (ηC)−
25
8
I0,−1 (ηC)
])}
− ηC√
pi
[
P(0)b J−1(−iηC)+ 2c(0)i niJ0(−iηC)+ τ (0)b
(
J1(−iηC)− 32J−1(−iηC)
)]
+ 1√
pi
{
P(1)b J0(−iηC)+ 2V (1)i niJ1(−iηC)+ τ (1)b
(
J2(−iηC)− 32J0(−iηC)
)
− 2k ∂aj
∂xk
∣∣∣∣
ηC=0
(
nknj
[
J2(−iηC)− 12J0(−iηC)
]
+ δkj
2
J0(−iηC)
)}
− kηC√
pi
J−1(−iηC)
[
c(0)i
(
g2t
1
i − g1t2i + 2κ¯ni
)+ t1j ∂∂xj
(
c(0)i t
1
i
)
+ t2j
∂
∂xj
(
c(0)i t
2
i
)]
+ ikη
2
C
2
√
pi
κ¯
[
P(0)b J−3(−iηC)+ 2c(0)i niJ−2(−iηC)+ τ (0)b
(
J−1(−iηC)
− 1
2
J−3(−iηC)
)]
, (A 2)
v¯
(1)
C|ini = 2
{
P(0)b
(
I1,1 (ηC)+ 13
[
I2,2 (ηC)− 12 I0,2 (ηC)−
1
2
I2,0 (ηC)+ 74 I0,0 (ηC)
])
+ 2c(0)i ni
(
I2,1 (ηC)+ 13
[
I3,2 (ηC)− 12 I1,2 (ηC)−
1
2
I3,0 (ηC)+ 74 I1,0 (ηC)
])
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+ τ (0)b
(
I3,1 (ηC)− 32 I1,1 (ηC)+
1
3
[
I4,2 (ηC)− 2I2,2 (ηC)+ 74 I0,2 (ηC)
− 1
2
I4,0 (ηC)+ 52 I2,0 (ηC)−
25
8
I0,0 (ηC)
])}
− ηC√
pi
[
P(0)b J0(−iηC)+ 2c(0)i niJ1(−iηC)+ τ (0)b
(
J2(−iηC)− 32J0(−iηC)
)]
+ 1√
pi
{
P(1)b J1(−iηC)+ 2V (1)i niJ2(−iηC)+ τ (1)b
(
J3(−iηC)− 32J1(−iηC)
)
− 2k ∂aj
∂xk
∣∣∣∣
ηC=0
(
nknj
[
J3(−iηC)− 12J1(−iηC)
]
+ δkj
2
J1(−iηC)
)}
− kηC√
pi
J0(−iηC)
[
c(0)i
(
g2t
1
i − g1t2i + 2κ¯ni
)+ t1j ∂∂xj
(
c(0)i t
1
i
)
+ t2j
∂
∂xj
(
c(0)i t
2
i
)]
+ ikη
2
C
2
√
pi
κ¯
[
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Appendix B. Proof by induction that φ(n)K ≡ 0 for all n> 0
In this appendix, we provide a proof by induction of the following proposition.
PROPOSITION 1. The nth-order components of the θ−1-expansion of the mass
distribution function within the Knudsen layer, represented by φ(n)K , are uniquely zero
for all n> 0.
Proof. Let Pn be the proposition that the mass distribution within the Knudsen layer
φ
(n)
K at order n is zero.
From (3.7), P0 is true. Substituting this into the moment equations in (3.2), we find
the corresponding density σ (0)K , mean velocity v¯
(0)
K|i, temperature τ
(0)
K and stress 
(0)
K|ij are
also zero.
Setting n = 1 in the second line of (3.6), the right-hand side reduces to zero. Thus,
P0 implies P1.
Finally, we assume Pm is true, i.e. φ
(m)
K = 0. All moments of φ(m)K in (3.2) are also
zero. Setting n = m + 1 in the second line of (3.6), it is evident that Pm implies Pm+1,
i.e. φ(m)K = 0 implies that φ(m+1)K = 0.
To conclude, P0 is true. This implies P1 is also true; assuming Pm to be true for
m> 1, we have shown Pm+1 to be true. Therefore, by induction we conclude that Pn is
true for all integer n> 0, and φ(n)K = 0. 
Appendix C. The Abramowitz functions
We now discuss the Abramowitz functions defined in (3.16). For a pure real η, the
Abramowitz functions can be expressed in terms of the in-built Meijer-G function
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in MATHEMATICA R© (see (C 1) and Loyalka & Tompson 2009):
Jn(η)= η
n+1
2n+2
√
pi
MeijerG
(
{ {}, {} },
{{
0,−n+ 1
2
,−n
2
}
, {}
}
,
η2
4
)
. (C 1)
This representation is accurate for all η 6= 0; at η = 0 the Abramowitz functions reduce
to Gaussian moment integrals, which are easily evaluated analytically.
In this article, η is purely complex – expressed in plane polar form, the argument
of this complex number is −pi/2; see table 2 and appendix A. The correct expression
for the Abramowitz functions in this case utilizes the in-built Conjugate function in
MATHEMATICA R©, and is
Jn(−iη)= Conjugate
[
(iη)n+1
2n+2
√
pi
× MeijerG
(
{ {}, {} },
{{
0,−n+ 1
2
,−n
2
}
, {}
}
,
(iη)2
4
)]
. (C 2)
All numerical results in this article utilize (C 2) to evaluate the Abramowitz functions.
Also, for large modulus η, the Abramowitz functions decay rapidly to zero.
As discussed in appendix A, the first-order corrections to the flow within the
collisionless layer are defined in terms of the Im,n(ηC) integrals; see (A 1). These
integrals take the variable ηC; in this article, ηC is the scaled distance in the normal
direction from a wall positioned at ηC = 0. The length scale is Lc, which is the
thickness of the collisionless layer; see figure 1. The integrand of Im,n(ηC) is composed
of a product of Abramowitz functions of the general form given in (C 2) – from
before, the Jn(−iη) functions are highly oscillatory in η. Hence, the integrals Im,n(ηC)
from (A 1) are computationally expensive to evaluate. To facilitate application of the
theory in this article, the complete set of the Im,n(ηC) integrals necessary to study the
flow using the formulae in appendix A were evaluated numerically. The supplementary
material to this article available at http://dx.doi.org/10.1017/jfm.2013.281 includes data
sets for Im,n(ηC), spanning all pairs of (m, n) for the range m= 0–4, and n=−1 to 3.
We now discuss the numerical technique applied to construct the data sets. The
integrals for n=−1 to 1 were evaluated by direct numerical integration of (A 1) using
the in-built MATHEMATICA R© function NIntegrate, over the domain ηC ∈ [0, 16] with
a step size of 0.01. This domain extends a distance of 16Lc from the wall, and
provides sufficient scope to study the flow within the collisionless layer near the wall,
which is of thickness Lc; see figure 1. To evaluate the Im,n(ηC) integrals numerically,
the integration region was truncated to y0 ∈ [0, 50]. The upper limit (y0 = 50) yields a
sufficiently small integrand, which for y0 > 50 is zero to at least eight decimal places
for all (m, n). Finally, the relative and absolute tolerances were each set to 10−5 using
the AccuracyGoal and PrecisionGoal functions in MATHEMATICA R©.
The numerical precision of this approach was explored using convergence studies.
At the wall, i.e. at ηC = 0, an upper bound of 10−5 was established for the error
magnitude of Im,n(0); this finding is independent of m and n. In contrast, the maximum
error magnitude of Im,n(ηC) is 10−3 for ηC > 0; this is because the collisionless
boundary layer solutions are localized at the wall and exhibit decay for increasing
ηC, while the absolute and relative tolerances remain fixed. The numerical errors
compound when the Im,n(ηC) numerical data is applied to study of the O(θ−1)
collisionless layer hydrodynamic quantities from appendix A. In non-dimensional units,
this results in solutions that exhibit a maximum error magnitude of (i) 10−4 at the wall,
and (ii) 10−2 away from the wall.
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To reduce the computational time required to evaluate the higher-order integrals with
n= 2 and n= 3, we first substitute for Jn (−i |ηC − y0|) in the integrand of (A 1) using
the recurrence relation (Abramowitz & Stegun 1965):
Js+3(x)= 12 (xJs(x)+ (s+ 2)Js+1(x)) , (C 3)
where the index s ∈ Z. Equation (C 3) can be derived using integration by parts.
Substituting (C 3) with s=−1 into (A 1) for n= 2 gives
Im,2(ηC)= 1
pi
∫ ∞
0
(−i |ηC − y0|) sgn (ηC − y0) Jm (−iy0) J−1 (−i |ηC − y0|) dy0
+ Im,0(ηC). (C 4)
The integral Im,0(ηC) is already required, and is easily evaluated using the approach
outlined. Also, the remaining term on the right-hand side of (C 4) is more amenable
to numerical integration using NIntegrate, thus reducing computation time. Similar
arguments for s= 0 and n= 3 yield the expression
Im,3(ηC)= 1
pi
∫ ∞
0
(−i |ηC − y0|) Jm (−iy0) J0 (−i |ηC − y0|) dy0 + 2Im,1(ηC), (C 5)
where once more, integration of the former of the two expressions using NIntegrate
is more efficient than directly integrating Im,3(ηC), and Im,1(ηC) is already required.
The full numerical data set in the serialized package integralData.mx can
be accessed by running the code in the supplementary MATHEMATICA R© notebook
integralDataImporter.nb. For further information regarding the syntax, see the
notebook file.
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