Abstract-How to efficiently train recurrent networks remains a challenging and active research topic. Most of the proposed training approaches are based on computational ways to efficiently obtain the gradient of the error function, and can be generally grouped into five major groups. In this study we present a derivation that unifies these approaches. We demonstrate that the approaches are only five different ways of solving a particular matrix equation. The second goal of this paper is develop a new algorithm based on the insights gained from the novel formulation. The new algorithm, which is based on approximating the error gradient, has lower computational complexity in computing the weight update than the competing techniques for most typical problems. In addition, it reaches the error minimum in a much smaller number of iterations. A desirable characteristic of recurrent network training algorithms is to be able to update the weights in an on-line fashion. We have also developed an on-line version of the proposed algorithm, that is based on updating the error gradient approximation in a recursive manner.
I. INTRODUCTION

R
ECURRENT networks are basically dynamic systems where the states evolve according to certain nonlinear state equations. Because of their dynamic nature, they have been successfully applied to many problems involving modeling and processing of temporal signals, such as adaptive control, forecasting, system identification, and speech recognition [1] - [9] . Despite the potential and capability of recurrent networks, the main problem is the difficulty of training them, and the complexity and slow convergence of the existing training algorithms.
The training problem consists of adjusting the parameters (weights) of the network, so that the trajectories have certain specified properties. Because of the fact that a weight adjustment affects the states at all times during the course of network state evolution, obtaining the error gradient is a rather complicated procedure. However, methods from the well-developed optimal control theory and dynamic programming were of help in giving some insights into the problem. Several training methods have been developed, that are basically different computational methods to obtain the gradient [10] - [20] . Some of these methods compute the gradient very efficiently. However, the main shortcoming of these methods is the excessive number of iterations needed to reach the minimum. Only few methods in the literature attempt to overcome this shortcoming. To name a few, some are based on approximating the gradient (the truncated backpropagation through time (BTT) approach and the BTT approach [21] ), others are based on novel formulations of the training problem (e.g., the extended Kalman filter approach [6] , [22] , and the EM-based algorithm [23] , [24] ), and some are based on novel architectures (e.g., the focused backpropagation [25] , the gating-unit-based method of [26] and [27] ), and most recently the approximated Levenberg-Marquardt algorithm [53] .
The first goal of this paper is to present a derivation that unifies the existing recurrent network gradient-based training algorithms (we are considering here only the problem of learning trajectories, not learning fixed points such as [28] , [29] and [30] ). We demonstrate that the algorithms are only several different ways of solving a particular matrix equation (see a preliminary study in [31] ). The second goal is to develop a new recurrent network algorithm based on the insights gained from the novel formulation. The algorithm has two versions: an off-line version and an on-line version. Both versions are faster than their respective competing algorithms. This paper is organized as follows. In the next section we describe briefly the five main recurrent network training algorithms. Section III presents preliminaries and definitions. In Section IV we present the novel formulation, and show how this unifies the main existing algorithms. In Section V we develop the new training algorithm. The algorithm is tested through some numerical simulations in Section VI. Section VII presents the conclusions of this work.
II. AN OVERVIEW OF THE ALGORITHMS
The recurrent network training algorithms can be grouped into five major categories, which are described below (for details of the algorithms refer to the cited references and to the reviews [32] - [34] ).
1) The forward fropagation approach (FP) [10] , [11] , also called real time recurrent learning (RTRL): The weights are updated in an on-line fashion. The gradients of the network states with regard to the weights at time instant are obtained in terms of those at time instant . Once these are evaluated, the error gradients can be obtained in a straightforward way. This method is suitable for applications which need an on-line adaptation property. Its drawback is the large computational complexity.
computations are performed for each data point, where denotes the number of nodes in the network.
2) The BTT [12] - [14] : This is a computationally very efficient off-line training technique. The basic idea is to turn the recurrent network into an equivalent feedforward network by unfolding time iterations into layers, each layer with identical weights. The equivalent feedforward network is trained using the backpropagation algorithm. For off-line applications the method needs only computations per data point. On the other hand, for on-line applications the method is not very practical, since for each data point the error gradients have to be propagated all the way to time .
3) The fast forward propagation approach (FFP) [15] , [16] :
The drawback of the BTT method is its inefficiency in the case of on-line update. The FFP approach is a procedure for obtaining the gradients recursively, and is thus an on-line technique. The basic idea of the FFP technique is that the boundary conditions of the backpropagated gradients at time are obtained recursively. This allows solving the gradient recursion forward in time, rather than backwards. The computational complexity of this method is . 4) The Green's function (GF) approach [17] : In this approach the computational complexity of the FP approach is improved, by considering the recursive equations for the output gradients. A Green's function solution is computed, from which the sought error gradient is obtained by a simple dot product. This method is an on-line technique, and the complexity is . 5) The block update approach (BU) [18] - [20] : This is an on-line approach that updates the weights every data points using some aspects of the FP and BTT methods. Each update has complexity . Since the update is performed every data points, the complexity per data point is . In this paper we present a novel formulation to unify these five algorithms. This also serves as a review of these algorithms. We also wish to refer the reader to an alternate study [35] , [36] , which connects the FP method with the BTT method using the concept of flow graph interreciprocity and Tellegen's theorem. Another study [32] uses adjoint systems for the differential equation formulation. We wish to note that the formulation presented is based on the standard fully recurrent network model. It can be easily generalized for the many other models which use recurrent network training principles [1] , [37] - [46] . In fact, networks which possess a feedforward component in addition to a recurrent component [1] , [37] , [38] have been shown to be easier to train (less prone to local minimum) than fully connected recurrent networks, and have therefore found many applications. Other models, such as spatiotemporal or finite impulse response (FIR) networks [39] - [41] , networks with trainable delays [42] , networks [43] , memory neuron networks [44] , generalized recursive neuron networks [45] , [46] , etc, have shown much success, and can be trained with some modifications of existing recurrent network algorithms. Also, for the problem of training a feedforward neural-network controller with an outer control loop (see for example [7] and [47] ), it is preferable to train it using recurrent network training principles, because of the composite recurrent structure. Practice has shown in such a case that training the network using the standard (feedforward based) backpropagation algorithm-which amounts to looking one-step-ahead in time-is not as powerful as training the whole structure using a recurrent network-type algorithm. This also applies for feedforward networks used for recursive multi-step-ahead forecast. Recurrent training algorithms perform better than the standard backpropagation algorithm trained to predict simply the next-step-ahead [48] . For all these models, the proposed formulation will still apply with some modification. Also, the algorithm to be developed in the later part of the paper can be easily adapted for these models.
III. PRELIMINARIES
Let be the network state vector (vector of node outputs) at time , and let be the weight matrix. Furthermore, let denote the node function (e.g., sigmoid, tanh, etc.). As an extension, applied to a vector , is defined as . The network dynamics are given by (1) where denotes the time index. Note that represents the vector of initial conditions for the network. It is noted that in the above definition, all external input nodes and network nodes are lumped into one vector , for simplicity. Thus, the input nodes are always clamped at the particular input values:
, where represents the input vector at time , and represents the set of input nodes.
Training the network is accomplished by updating the weights in the negative direction of the error gradient, i.e., (2) where is the learning rate, and represents the sum of square error (3) where is the desired output for unit at time step , and is the set of output nodes. Most of the recurrent network training algorithms revolve around ways to efficiently evaluate the error gradient. The five major algorithms can be unified as shown next section.
IV. UNIFICATION OF THE ALGORITHMS
The training problem can be formulated in the form of the following constrained minimization problem.
Minimize , given by (3) subject to (4) The weights are considered the "control" or "decision variables," according to optimal control terminology [49] . The 's are the "state variables," whose values are determined by the control parameters through the constraint equations (4). Let . Let us arrange the rows of in one long column vector , i.e., . Similarly, let . To clarify the variable dependencies in the following derivation, let us write as , as , and as . We can write (5) where equals zero, because there is no explicit dependence on . By taking the derivative of the equation
, we get (6) Solving (5) and (6), we get
A similar derivation of (7), but with more detailed analysis can be found in [49, pp 2-20] . For simplicity, let us from now on drop the notations expressing variable dependencies in (7), to obtain (8) This equation will be the basis for the unification formulas to be obtained this section. Note the convention here is that for two vectors and is the matrix whose th element is . The matrices in (8) can be evaluated as follows: (9) . . .
and . . . (11) where is a row vector, whose elements are given by otherwise (12)
. . .
is the identity matrix, and 0 in (10) and (14) is a matrix (or vector) of zeros. In other instances later we will also use the error gradient in a matrix form, rather than row vector form. We will denote this (note the upper case ), and this will mean the matrix with components . The recurrent network training algorithms are basically different approaches in solving the matrix equation (8), as will be shown in the following five sections.
A. The Forward Propagation Method
In this approach the product (say ) is computed first, and then is premultiplied by to obtain . This is demonstrated as follows. By the definition of , one can write (15) Let be written as
where is an partition matrix. Substituting the values of the gradients (10) and (11), into (15) , the following equations are obtained:
Thus, in the forward propagation approach, the recursion (18) is solved with initial conditions (17) . The final gradient is obtained as (19) which follows from (8) and the definition of .
B. The Backpropagation Through Time Method
In the BTT approach, on the other hand, we evaluate first , (say ), and then postmultiply the result by . By the definition above of , we can write (20) Let (21) where is a row vector associated with time step . Note that the here is the same as the in the delta rule of backpropagation. The gradient values (9) and (10) into (8), we get the error gradient (24) It is easier to express it in the form of a matrix . After little manipulation, we get (25)
C. The Fast Forward Propagation Method
Assume a solution is obtained for the system (22) , (23) of equations. When a new data point arrives, there is no point in solving the new system of equations from scratch by propagating the gradients back according to (22) till , but rather, the old solution of the equations is utilized. The update (22), we observe, represents iteration of a linear system [for ] with boundary conditions at . If the boundary conditions at are known, the system can be solved equally well forward in time. The FFP determines these initial conditions recursively, and based on these it evaluates the gradients.
Let be the solution of the system (22), (23) 
where (27) (28) As can be seen and are independent of . In fact they can be recursively obtained, as will be shown in the description of the algorithm later. The initial condition , on the other hand, is changed every time step in order to ensure that (26) satisfies the boundary condition at . To obtain , the inverse of is first evaluated, to obtain the equation shown in (29) at the bottom of the page. Since , the following recursion can be obtained:
(30) Using (24) and (11), we can write (31) Substituting from (26), we get (32) The basic idea of the algorithm is to obtain the initial condition recursively according to (30) , obtain and recursively, and then update (32) to obtain the updated gradient. The algorithm is summarized below. First, let and represent an matrix and a row vector, respectively. They are to hold the first sum and the second sum in (32), respectively. Also let be an matrix.
1) Initialize:
, Go to 2) until end of data.
D. The Green Function Approach
The GF approach exploits the fact that the matrix in update (18) of the FP approach has many zeros and has repeated rows, in an attempt to reduce the complexity. Assume the gradient at the previous time step , , is already evaluated, and we would like to obtain in terms of it. We evaluate and by substituting in (8) the values of the constituent matrices from (9), (11) , and (29), then subtracting both gradients. This results in
The matrix in the middle of the right-hand side of the previous equation represents the last block of rows (last rows) of the inverse matrix in (29) . Multiplying the two last matrices in the right-hand side, and taking a common factor , we get
It can be seen that can be obtained recursively from . As of the term in the brackets in (34) , it can be interpreted as a sum of tensor products, that can be obtained recursively as (36) The algorithm is as follows (let be an matrix):
is the th column of ; 3)
, , , Go to 2) till end of data.
E. The Block Update Approach
Assume the gradient is computed at time step . We wait until data point , and then update the gradient. Denote the gradient update as . The update , is obtained by solving (8) , with replaced by the vector (37) because the effect of the errors earlier than data point should not be taken into account (they will get subtracted out). Thus is the result of solving the following equations similar to (22) but with used instead of (38) (39) (40) with given similar to (25) (41) where (42) (note that we have partitioned the summation in (25) into two parts).
At every update the term is easily computed using (42) and the 's obtained from (39) and (40) . To obtain the term , on the other hand, we have first to solve for . By solving the backward recursion (38), we get (43) Substituting (43) (47) where (48) The quantity can be obtained recursively as
Once we obtain as described, the gradient can be obtained as .
V. THE NEW METHOD
A. Derivation of the Algorithm
Rather than insisting on computing the exact gradient for the recurrent network training problem and paying the price in high computational complexity, the approach proposed here is to obtain an approximation for the gradient that can be efficiently computed. As we will see later, although the search direction proposed is different from the actual gradient direction, it will result in faster convergence to the minimum than the gradient-based approach.
The idea of the proposed algorithm is to interchange the roles of the network states and the weight matrix . The states are considered as the control variables, and the change in the weights is determined according to the changes in . In other words, we calculate the gradient of with respect to the states , and assume a small change in the states in the negative direction of that gradient [ ]. Next, we determine the change in the weights that will result in changes in as close as possible to the targeted changes . The details of the algorithm are as follows: Take (50) Note that the transpose in (50) is because is by definition a row vector. From (9), (51) Before we proceed, we make a simple adjustment in the formulation presented in Section IV, since this will simplify the derived formulas. The constraints in can be rewritten as (52) and let . The derivatives of with respect to and will be modified as shown in (53) at the bottom of the page, and as . . .
Since , given by (52), equals zero, we get
It is required to find the direction of weight change that will result in (55) being approximately satisfied, i.e., such that (56) Since the number of weights is typically less than the dimension of , an exact solution is usually not possible. We therefore opt for the minimum sum of square error solution for the overdetermined system (56). That leads to the following solution involving the pseudoinverse of :
Let (58) and partition the vector into the vectors . . .
where is the vector associated with time step . Using (53) and (58) 
In addition, the matrix inverse can be evaluated using the definitions of and [(14) and (54)]. We get (61), shown at the bottom of the page. Let (62) Rather than representing the weights in the form of one long vector , we return to representing them in the more convenient form of matrix . Substituting (61), (62), (54), and (58) into (57), we get after some manipulation (63) The problem with the previous equation is that there is a matrix inversion, causing in most likelihood ill-conditioning problems. We have alleviated this problem by adding to the outer product matrix a small matrix , where is a small positive constant, to obtain (64) (65) This will make the new matrix strictly positive definite. Even a very small was effective in practically preventing ill-conditioning of the matrix. The algorithm is summarized as follows:
Off-Line Training Algorithm: 1) , .
2) . 3)
. This algorithm represents the off-line version of the proposed method. Although it is a computationally efficient update, it is advantageous to have also an on-line version, whereby the update at data point can be efficiently computed on the basis of the update at data point . A method to implement that is discussed in the Section V-C.
B. Computational Complexity
The complexity of the algorithm is operations (multiplications and additions) for a whole cycle, where is the number of output nodes. The first term represents the number of operations in computing the summation in the brackets in (65) ( operations) and in computing ( operations, by exploiting the matrix symmetry). The second term represents the complexity in computing the 's. The last term represents the multiplication of the term in the brackets in (65) with , which amounts to a solution of a linear system, and can be computed with operations (see [50] ). Since typically (the number of examples is typically several hundreds or thousands, whereas the number of nodes is typically ten or 20), the complexity is approximately operations, or operations per data point. Also, typically , and in a majority of applications there is only one output node. In such a case we will have about operations per data point. As a comparison, the complexity of the fastest of the existing off-line techniques is about operations per data point. Thus the new techniques is about 25% faster in terms of update direction calculation in case of a small number of outputs, and is always faster if , which is usually true in most applications.
C. On-Line Update
Assume that the update based on the data is already available 
[say ]. Now, a new data point arrives. The update becomes (66) Using the small rank adjustment matrix inversion lemma (see [51] ), we can obtain the inverse of recursively in terms of the inverse of , as follows:
(67) Let (68) Substituting (67) into (66), and after some simplification, we get the final on-line update formula shown in (69) at the bottom of the page.
The algorithm can be summarized as follows.
On-Line Training Algorithm::
, if , otherwise. , Update according to (69), . Go to 2) until end of data. We note here that the on-line update can also be advantageous in problems, which need only off-line training. The reason is that the on-line algorithm permits implementing the so-called sequential update (also called pattern update). By sequential update we mean that the weights are updated after the presentation of each example. For the other type of update, the batch update, the weights are updated only after cycling through all examples. It is well known that for the standard backpropagation algorithm the sequential update is generally faster than the batch update, so the on-line algorithm presented in this section could provide an advantage in this respect.
D. Complexity of the On-Line Update
It can be shown that the complexity of one iteration is on the order of operations per data point (including multiplications and additions). This can be easily shown by counting the number of matrix-vector or vector-vector multiplications, in the algorithm discussed previous section. One can see that the complexity for the on-line update is higher than that of the off-line update (about 11 to three). This apparently is the price one has to pay for the flexibility of being able to update the weights in an on-line fashion.
E. Treating Input Nodes Separately
For applications such as time-series prediction or system identification there are external inputs to the recurrent network. As mentioned in Section III, we assumed for such a case that we have input nodes that are clamped at all times at the input values. To obtain more direct formulas in this case, let us here consider the input nodes as a separate entity.
Let the model be (70) where is the input vector at time , , and are weight matrices. Define the augmented matrices (71)
The algorithm will be the same, except that (60a)-(60c) for the update of the 's will be modified to (73a)
(73c) and any in (61)-(69) will be replaced by . Also, in (65) and (69) will be replaced by .
F. Extension to Continuous-Time Networks
The new method can be generalized to the case of continuous-time networks. Consider the following model: (76) where . Expressing the error as (77) we obtain the constraint equations " " [similar to (4)], and the discretized objective function. The analysis follows similar steps as described for the discrete-time case, though we will not describe such detail in this paper.
VI. SIMULATION RESULTS
Both versions of the new algorithm have been tested on a number of problems. To obtain a comparative idea about the speed of the algorithm, we have also implemented on these same problems the following two methods: 1) the BTTapproach, which is the fastest of the existing gradient-descent-based algorithms and 2) the BTT approach [21] , which is a very efficient accelerated technique for recurrent networks. The BTT is summarized as follows. 1) Run the network for steps. 2) Propagate backwards for steps ( ), and update the weights. 3) Run the network for the next steps, then propagate backwards steps, and update the weights. Continue in a similar manner till the end of the data, and then repeat another cycle. The BTT( ) method basically approximates the gradient, but with less computations. An attractive feature about this method is the ability to perform sequential (or on-line) update, which typically is superior to batch update. Typically, is chosen as twice the value of . In the comparison simulations, we have implemented two versions: BTT(5,10) and BTT (10, 20) . These fall in the typical range of and used by the inventors of the method.
We wish to note that when comparing the speed of two algorithms, two different components of the speed have to be taken into account: the speed of computing the update direction, and the speed of converging to the minimum error solution. We have seen in previous sections that for the off-line version and the on-line version of the developed algorithm the update direction is computed using and operations, respectively (assuming small number of output nodes). The BTT approach, on the other hand, needed operations. As for the BTT( ) method, the update direction is computed using about operations. Since typically , the number of operations is about . As for the number of iterations till convergence, this has to be tested through numerical simulations, by comparing the number of iterations till reaching an acceptable error. For all of the gradient-descent-based methods (BTT, FP, FFP, GF, and BU), they will have identical number of iterations until convergence, because they update the weights in exactly the same direction (the negative direction of the gradient). They differ in only the algorithm to obtain the update direction. We have therefore decided to make the comparison study with only one of the gradient-descent-based methods, the BTT method.
In the test comparisons we used the abbreviation OFFL and ONL to denote respectively the off-line and the on-line version of the proposed algorithm. We have implemented the on-line algorithm in a sequential update mode, whereas the off-line algorithm is implemented as a batch update. We used as our error function the normalized mean of square error, defined as (78) In the first trial we tune the parameter values and for each of the methods (all runs start from the same initial weights). The way we have done the comparison is to perform the following for each method. Several runs each with different parameter values (learning rate, etc.) are performed. We then choose the parameter values that lead to fastest convergence. We then fix the parameters on these values, and run ten more trials each with different initial weights. For a particular trial we fix the initial weight configuration across the five methods to make the comparison fair. We record the number of iterations needed to reach particular error levels, and obtain the average for each method. We note that for recurrent networks it is always better to start with small weights, because if we have long sequences for large initial weights the states tend to wander off into the saturation region. We have generated the initial weights always in the range from 0.2 to 0.2. We have trained all methods for a maximum of 10 000 iterations. If the method did not reached the prespecified error levels by then, then we declare that it failed to converge on this particular trial.
The following is a description of the comparison results. Example 1-A Second-Order Dynamical System: We considered the dynamical system.
The problem is to design a network that identifies the given system. The recurrent network receives one input , and attempts to emulate the dynamics of the given system and to produce an output as close as possible to . We generated a sequence of 200 points by considering to be independent uniform noise (uniform in [0, 0.5]), and generating according to (79). The output is scaled by multiplying by two, to get it into a range suitable for the network. We have used a fully connected recurrent network with ten hidden nodes. In the tuning trial we observed that the minimum is approximately at . We have set up two targeted levels: , and
, and recorded the average number of iterations to reach these two levels. Table I shows the results of this simulation. (80) (see [7] , but parameters are somewhat different). We generated 200 points from a uniform density in [0, 0.5], and drove the system using this uniform noise, to generate the input-output examples. We have used a network with ten hidden nodes. The minimum was found in the tuning stage to be approximately 0.002. So we took 0.005 and 0.003 as our target error levels. [52] . Data set represents a chaotic oscillator. It is a time-series, and the task here is to predict one-step-ahead. We considered the first 1000 data points as our training set. We have also used a network with ten hidden nodes. In the tuning trial we found that the minimum is approximately at . We have therefore measured the speed till reaching the two levels: and . Table III shows the average number of iterations to reach these levels.
Example 4-A Two-Input/Two-ouput Nonlinear System: We consider a two-input/two-output nonlinear system described by the following nonlinear state equations:
where are the three states of the system; are the two inputs; are the two outputs. The problem is to identify the given system. We generated the inputs as independent identically distributed (iid) from a uniform density in [0, 0.5]. We considered 500 data points as our training examples. Being a multiinput-multioutput system, and being expressed in a state-space formulation, this problem is more difficult than the preceding problems. We have considered a network with 20 hidden nodes. The minimum error was found in a few exploratory runs to be approximately 0.0005. So we set 0.001 and 0.0006 as our target error levels. (86) It is well known that for problems with long-term time dependencies recurrent networks are very hard to train [27] . This problem has a time-lag of ten time steps, and hence it is a fairly difficult problem compared to Examples 1-3. We used 200 data points as a training set. Again, the inputs are generated from a uniform density in [0, 0.5]. We have considered a network with 40 hidden nodes. The minimum error was found in a few exploratory runs to be approximately 0.015. So we set 0.03 and 0.02 as our target error levels. Table V shows the comparison results. Also, Fig. 1 shows a plot of the network output as compared to the desired output for the proposed off-line algorithm at the achieved minimum.
Comments on the Results: One can see from the tables that both versions of the developed algorithm significantly outperform the BTT method and the BTT( ) versions. The acceleration as achieved over BTT is typically several hundreds of times. Adding to that the fact that the off-line version of the developed algorithm is about 25% faster than the BTT and about 8/3 times faster than BTT( ) in calculating the update direction, we realize that some extra speed-up is gained. As for the on-line technique, the results in terms of convergence speed are about the same as those of the off-line version. One powerful aspect of the developed method is being able to use large learning rates, making it possible to take big steps to reach the minimum faster. But this also causes the side effect of having an overshoot in the error a few iterations after reaching the minimum. This, however, does not cause any problems, since one can simply stop further iterations when error increases beyond a certain percentage. We wish to note that we have implemented the new algorithm to many other problems, and the results are very consistent in terms of speed-up over the methods compared. The five examples presented are a representative of the sample problems considered. It would be interesting to compare the algorithms for other recurrent-type architectures [37] - [46] , since these architectures are often more powerful than fully connected recurrent networks, but this will be performed in a future study. Another aspect that could be performed in future work is to modify the algorithm so that it can handle very large time lags, say of the order of several hundreds or thousands of time steps. So far, there is only one method [27] that can handle such large time lags. So far the approximation quality of the proposed algorithm has been shown through simulations. One possible future study is to derive that analytically, in order to gain more understanding of the method.
VII. CONCLUSIONS
In this paper we have developed a novel formulation of recurrent network training algorithms. This formulation allows the unification of existing algorithms. In addition it gives insights into the problem, and can potentially help in deriving new algorithms. Based on this formulation we have derived a new algorithm for training recurrent networks. The off-line version of the new algorithm has complexity of operations per iteration for the case of small number of output nodes, about 25% faster than that of the backpropagation through time algorithm, which is the fastest of the existing gradient-based algorithms. In addition, the number of iterations needed to converge to the minimum is significantly less than that of the backpropagation through time and the BTT( ) acceleration technique. In addition, an on-line version of the proposed algorithm has been developed, that also exhibits considerable speed approaching that of the off-line version.
