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RÉSUMÉ 
Un plan de contrôle pour les réseaux lP/Optiques dans une architecture SDN est très 
important, parce qu ' il permet de centra liser de façon logique l'intelligence et l'état du réseau 
à partir des applications sur des super-ordinateurs appelés contrôleurs ou plans de contrôle. 
Les protocoles les plus utilisés pour implémenter un plan de contrôle respectant l' architecture 
SDN pour les réseaux !P/Optiques sont Open Flow et GMPLS . 
Mais, en dépit d'énormes progrès et d'expérimentation sur OpenFiow, il demeure 
efficace comme plan de contrôle sur les réseaux TP, et reste encore à un stade initial sur les 
réseaux optiques. Aussi, malgré plus de deux décennies de développement et des travaux de 
standardisation sur GMPLS, il demeure seulement efficace comme plan de contrôle sur les 
réseaux optiques. 
Le défi que nous avons relevé a été de concevoir et d'implémenter un plan de contrôle 
basé à la fois sur OpenFiow et GMPLS, et d'introduire une technique d'interfonctionnement 
entre les protocoles OpenFiow et GMPLS. En plus, nous avons été capables par notre plan de 
contrôle, de faire fonctionner les équipements compatibles GMPLS ou non dans un réseau 
GMPLS tout en respectant l'architecture SDN. 
La faisabilité globale de notre solution est démontrée, et sa performance est évaluée 
quantitativement et comparée à celle d ' une solution basée sur OpenFiow étendue, et d' une 
autre basée sur GMPLS. Les résultats de cette comparaison montrent que la solution 
Open Flow étendue serait plus rapide que les autres. Mais, les caractéristiques de comparaison 
des plans de contrôle montrent qu'un plan de contrô le basé à la fois sur OpenFiow et GMPLS 
pour les réseaux lP/Optiques serait mature et facilement évolutif contrairement aux autres. 
MOTS-CLÉS: OpenFiow, GMPLS, plan de contrôle, plan de données, réseau 
multicouche, réseau TP/Optique. 
- ----------------------·----

INTRODUCTION 
L'Internet du futur et les applications Internet émergentes sont caractérisés par le 
transfert global du trafic des paquets commutés, conduit par les applications basées sur des 
réseaux à haute performance tels que la demande vidéo sur streaming et l'infonuagique 
(Azodolmolky et al., 2011 p. l ; Channegowda et al. , 2013 p.2). Afin que ce transfert de 
paquets soit effectué de façon efficiente, les opérateurs et fournisseurs de services et produits 
réseaux doivent gérer des réseaux multi domaines (domaines IP et optiques). Cette gestion 
pose d'énormes problèmes. En effet, les domaines fP et optiques sont exploités séparément 
par deux équipes distinctes (une pour le domaine IP et une pour le domaine optique), sans 
interaction dynamique ; ce qui entraîne des coûts d'exploitation élevés, une faible efficacité 
du réseau, et une longue latence de traitement pour acheminer des données (Lei, Tsuritani et 
Morita, 20 12a p. l ). Aussi, on assiste à une augmentation très importante des réseaux 
hautement sécurisés. De ce fait, les opérateurs et fournisseurs de services réseaux ont 
impérativement besoin d'une nouvelle solution réseau pour s'attaquer de façon efficiente aux 
demandes croissantes de l'évolution du paysage réseau. Avec les interfaces programmables 
des équipements réseaux d'aujourd'hui, cela est difficile à accomplir (Sezer et al., 2013 p. l ); 
d'où la nécess ité de repenser la conception et le fonctionnement des équipements réseaux 
actuels. Pour cela, les recherches ont conduit à une nouvelle architecture nommée SDN 
(Software-Defined Network). Cette dernière a la particularité de séparer le plan de contrôle de 
celui de données, et de centraliser de façon logique l'intelligence et 1 'état du réseau à partir 
des applications. Les protoco les couramment util isés dans la mise en œuvre des plans de 
contrôle respectant l'architecture SDN sont OpenFiow et GMPLS. 
Mais en dépit d'énormes progrès et d'expérimentation sur OpenFiow, il demeure 
efficace comme plan de contrôle sur la portion IP du réseau (Das et al., 2010; Gudla et al., 
2010; Simeonidou, Nejabati et Azodolmolky, 2011), et reste encore à un stade initial pour 
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les réseaux optiques. Pour cela, le protocole MPLS devenu aujourd'hui GMPLS a vu le jour 
pour assurer la gestion efficace de la couche optique. Aussi, malgré plus de deux décennies 
de développement et des travaux de standardisation sur GMPLS, il demeure seulement 
efficace comme technique de plan de contrôle pour les réseaux optiques; mais, comme plan 
de contrôle dans les réseaux multicouches IP/Optiques, il est trop complexe à mettre en 
œuvre en raison de sa nature distribuée, du nombre de protocoles et des interactions entre les 
différentes couches (Kumaki, 2008 ; Shiomoto, 2008). Pour assurer efficacement la gestion 
des réseaux fP/Optiques à partir d'un plan de contrôle, une solution logique à l'heure actuelle 
serait d'introduire une technique d'interfonctionnement entre les protocoles OpenFlow et 
GMPLS, capable d'utiliser GMPLS pour contrôler la couche optique (nœud de commutation 
optique des réseaux de transport optique) et Open Flow pour coordonner et faire interagir les 
couches IP et optiques dynamiquement. 
Au meilleur de nos connaissances, trois auteurs ont déjà implémenté des plans de 
contrôle basés à la fois sur OpenFiow et GMPLS; il s'agit de: Azodolmolky et al. (2011); 
Channegowda et al. (2013); Lei, Tsuritani et Morita (2012b, 2012a). Par contre, leurs plans 
de contrôle ne gèrent pas les équipements non-compatibles GMPLS. Ce qui soulève un 
problème crucial, qui est le fait qu'un grand nombre d'équipements réseaux en 
fonctionnement de nos jours ne sont pas compatibles GMPLS. 
La première différence fondamentale entre notre plan de contrôle et ceux des auteurs suscités 
est que, le nôtre est capable de gérer dans une architecture réseau les équipements non-
compatibles GMPLS. La deuxième différence fondamentale est que, les auteurs suscités sont 
partis des protocoles OpenFiow standand et GMPLS standard pour implémenter leurs plans 
de contrôle, alors que nous sommes partis de OpenFlow standard et de GMPLS-Dragon qui 
est une version étendu de GMPLS. Notre contribution est donc de bâtir un plan de contrôle 
basé sur OpenFiow et GMPLS, capable de gérer les équipements réseaux compatibles 
GMPLS ou non, et pouvant assurer la restauration d 'un lien réseau après sa rupture. 
Pour bâtir notre plan de contrôle, nous avons fait des extensions des protocoles OpenFiow 
standard et GMPLS-Dragon. Nous avons ensuite conçu et mis en œuvre une architecture 
réseau basée sur SDN qui convient à notre solution. Nous avons aussi implémenté, testé et 
évalué notre plan de contrôle. Ce dernier a également été comparé à un plan de contrôle basé 
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sur Openflow étendu et à un autre basé sur GMPLS. Ce choix de comparaison est expliqué 
plus loin dans le document. Nous avons enfin décrit le comportement de notre plan de 
contrôle en cas de rupture de lien dans l'architecture réseau qui a été proposée. Les résultats 
d'évaluation et de comparaison montrent que notre plan de contrôle basé à la fois sur 
OpenFiow et GMPLS-Dragon serait mature et facilement évolutif, bien qu' il serait aussi 
légèrement moins rapide que ceux basés uniquement sur OpenFiow ou uniquement sur 
GMPLS et qui ne gèrent pas de module de restauration d'un lien réseau après sa rupture. 
Notre mémoire est organisé comme suit: le premier chapitre est consacré à la 
problématique, à l'objectif et à la méthodologie de recherche. Le deuxième chapitre est dédié 
à la revue de littérature. Les troisième et quatrième chapitres sont réservés à la connaissance 
des protocoles GMPLS via le projet DRAGON (Dynamic Resource Allocation in GMPLS 
Op/ica/ Networks) et OpenFiow via le tutorial de déploiement de OpenFiow de la OF 
Foundation. Les cinquième et sixième chapitres concernent la conception, l'implémentation, 
le test, et l'évaluation du plan de contrôle OpenFiow-GMPLS. 
Après cette introduction, nous passons maintenant à la problématique, à l'objectif et à la 
méthode de recherche. 
CHAPITRE 1 
PROBLÉMATlQUE, OBJECTfF ET MÉTHODOLOGlE DE RECHERCHE 
Dans ce chapitre, nous allons poser le problème de recherche et faire ressortir les 
concepts clés. L' objectif de recherche et la solution proposée seront ensuite présentés. La 
méthodologie de recherche viendra clore ce chapitre. 
1. 1 Contexte et Problématique 
Dans celte section, nous présentons le contexte de notre étude et la problématique qui a 
motivé cette recherche. 
1.1.1 Contexte 
L'lnternet d'aujourd'hui est caractérisé par le transfert des données extrêmement élevé, 
et nécessite des applications basées sur des ré eaux à haute performance. Ces applications 
multimédias sont de plus en plus exigeantes en termes de débit de communication et de bande 
passante. Le fait que les plans de contrôle et de données soient associés dans une même 
couche de l' architecture réseau traditionnelle, et que les réseaux multicouches IP/Optiques 
d'aujourd'hui ne possèdent pas de plan de contrôle, viennent compliquer la situation 
existante. Un plan de contrôle basé sur 1 'architecture SDN est plus que nécessaire. 
L'origine du problème remonte à la technologie client-serveur sur laquelle 
l' architecture réseau actuelle est basée. 
Sezer et al. , (20 13) présentent clairement les différences entre l'architecture des réseaux 
traditionnels d'aujourd ' hui, et l'architecture SDN. En effet, dans l'architecture des réseaux 
traditionnels de nos jours, chaque nœud réseau comprend un plan de données et un OS 
5 
( Operating System) incluant un plan de contrôle et une couche application. La figure ci-
dessous illustre cette représentation . 
os 
( App IOn\ ) 
Control pldn 
twor topology ACL.s. 
forward~ng and rout nCJ 
QoS. hn m.1 g ment 
Source : (Sezer et al., 2013 38) 
Figure 1.1 Architecture de réseau traditionnel 
Dans l'architecture SDN, le plan de contrôle et la couche application sont extraits et 
constituent une couche appelée « pile SDN >> qui se situe hors de l'OS. La figure ci-dessous 
illustre ce concept SDN. 
0.11.1 ploiOC 
Lm \W1tchanq. 
fotwoHdtnq, routong 
Source : (. e::er et al .. 2013 38) 
Figure 1.2 Architecture de réseau SDN 
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Or, l'explosion des appareils mobiles, les types de contenu échangés par les 
internautes, la virtualisation des serveurs et l'avènement des services en nuage sont des 
exemples des tendances de l'industrie de la réseautique qui forcent à réexaminer les 
architectures réseaux traditionnelles d'aujourd'hui. De leurs structures hiérarchiques, les 
nombreux réseaux conventionnels sont construits avec des niveaux de commutateurs Ethernet 
disposés dans une structure arborescente. Cette conception était logique au moment où la 
technologie informatique client-serveur était dominante ; mais une telle architecture statique 
est inadaptée aux besoins de stockages dynamiques des centres de données, des campus et 
environnements des prestataires de services réseaux d'aujourd'hui (Foundation, 20 12). 
Cette non-compatibilité a un impact très large, allant des entreprises fournissant des 
services réseaux jusqu 'aux consommateurs que nous sommes. En effet, le fait que les plans 
de contrôle et de données soient associés dans une même couche réseau, oblige les praticiens 
à accéder individuellement sur chaque équipement réseau pour sa configuration ou sa 
maintenance. Cette façon de faire impacte négativement les performances du réseau, car les 
temps de configuration et de maintenance des équipements réseaux sont plus longs, 
contrairement à une gestion des équipements réseaux dont l'intelligence et l'état sont 
centralisés de façon logique à partir des applications sur des contrôleurs comme dans 
l'architecture SDN. Le fait d'accéder individuellement sur chaque équipement réseau pour 
une quelconque intervention pousse aussi les praticiens réseaux à travailler plus, pour un 
rendement pas toujours à la hauteur de l'effort fourni. Cela pose aussi un problème 
d'efficacité des entreprises fournisseurs des services réseaux, quand on sait qu 'e lles ont 
plusieurs milliers d'équipements réseaux à gérer. Cette inefficacité impacte négativement la 
qualité de service. Moins le réseau est performant, moins la qualité de service réseau est 
bonne. 
Les impacts et leurs conséquences sont mis en évidence dans le schéma de la page 
suivante: 
Gestion de 
réseau f""o ______ .,. ······················~ 
Praticiens 
~ 
Coût 
d'exploitation f""o 
----:-----·1· l Gestionn1lres 
Coût d'exploitation 
éleYé 
Performance 
~f""o L____j.,. 
li:eude 
.................... > 
-----? 
,... 
•• 
l Consommateurs 
l\lauvaise qualité de 
ser\'ices 
facteurs 
lntplct 
Consrquencts 
Cible la plus afte~tét 
Figure 1.3 Impacts et conséquences de l'architecture réseau traditionnel 
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La figure 1.1 montre que la gestion des réseaux traditionnels d aujourd'hui a une influence 
négative sur une grande partie de la population (praticiens, gestionnaires et consommateurs 
des services réseaux). Les conséquences qui en découlent sont, la mauvaise qualité de service 
pour les consommateurs, et les coûts d' exploitation élevés pour les gestionnaires. 
Il est alors extrêmement important d'étudier ce problème afin de relever ces défis énormes. 
1.1.2 Question centrale 
Pour suivre l'évolution des réseaux et maintenir ou améliorer la qualité de service dans 
les réseaux IP/Optiques, il faudrait séparer le plan de contrôle de celui de données, centraliser 
de façon logique l'intelligence et l'état du réseau à partir des applications sur des super-
ordinateurs appelés contrôleurs ou plans de contrôle, et permettre aux équipements réseaux 
compatibles GMPLS ou non, de fonctionner dans une architecture réseau GMPLS. Ce grand 
défi nous interpelle chercheurs et praticiens, et nous amène à nous poser la question 
suivante: comment assurer la gestion intelligente, dynamique et centralisée des réseaux 
multicouches IP/Optiques, en permettant aux équipements non-compatibles GMPLS d'être 
fonctionnels dans un réseau GMPLS tout en utilisant l' architecture SDN ? 
Cette question est essentielle pour la réseautique, car elle permet d 'obéir à la tendance 
générale qui est la migration des réseaux actuels vers l'architecture SDN. 
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1.1.3 Questions sectorielles 
1.1.3.1 Pourquoi un plan de contrôle? 
Un plan de contrôle pour le management de l'infrastructure réseau (routeurs, 
commutateurs, etc.) permet de rendre la gestion très efficace, capable de supporter la nature 
dynamique des fonctions futures du réseau et des applications intelligentes, tout en réduisant 
les coûts grâce aux équipements, aux logiciels et à une gestion simplifiée (Sezer el al., 201 3). 
1.1.3.2 Pourquoi sur les équipements compatibles GMPLS ou non? 
Les plus grands constructeurs d'équipements réseaux (Cisco, HP, 3 Corn, Jupiter, etc.) 
produisent de nos jours des équipements compatibles GMPLS, contrairement aux 
équipements produits antérieurement. De ce fait, un grand nombre d 'équipements non-
compatibles GMPLS sont toujours en utilisation. C'est pour faciliter la transition matérielle 
vers les nouveaux équipements, et laisser le temps aux utilisateurs finaux d 'abandonner par 
eux-mêmes leurs anciens matériels au lieu d 'être forcés à le faire, que nous proposons un 
plan de contrôle permettant également aux équipements non-compatibles GMPLS d'être 
fonctionnels. 
Après avoir présenté le contexte et la problématique de recherche, nous nous focalisons à 
présent sur l'objectifet la solution proposée. 
1.2 Objectif et solution proposée 
Dans cette section, nous présentons le but de notre recherche et la solution que nous 
offrons. 
1.2. 1 Objectifs et pertinence du sujet 
Notre recherche a pour objectif de concevoir et d'implémenter un plan de contrôle pour 
assurer la gestion dynamique, intelligente et centralisée des réseaux multicouches 
lP/Optiques respectant l'architecture SDN, tout en permettant aux équipements non-
compatibles GMPLS d'être fonctionnels dans des réseaux GMPLS. Aussi, notre plan de 
contrôle devra être en mesure d'assurer la restauration d' un lien réseau après sa rupture. Ces 
objectifs ont été atteints via la mise en œuvre d'un plan de contrôle basé à la fois sur 
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OpenFiow et sur GMPLS-Dragon, et possédant un module de restauration après rupture de 
lien. 
Notre travail de recherche est pertinent, car la gestion des réseaux traditionnels 
d' atùourd' hui a une influence négative sur ses performances. Ce qui impacte négativement la 
qualité des services réseaux offerts aux consommateurs qui constituent une très grande partie 
de la population. En plus, nous avons pensé au grand nombre d 'équipements non-compatibles 
GMPLS toujours en fonctionnement. Cela permet d assurer une transition aisée entre les 
équipements d'aujourd'hui et ceux de demain; car une gestion eflicace du changement, même 
matérielle passe par une bonne gestion de la transition entre les anciens et les nouveaux 
équipements. 
1.2.2 Solution proposée 
Nous présentons notre so lution sur le plan architectural et sur le plan logiciel. 
Sur le plan architectural, nous proposons une solution dont l'architecture est basée sur SDN, 
qui est l'architecture par exce llence pour le déploiement des plans de contrô le. 
Sur le plan logicie l, notre so lution est basée sur l'approche utilisant les protocoles de 
communication OpenFiow et GMPLS de façon simultanée. Cette approche innovatrice a été 
proposée pour la première fois en 20 Il par Azodolmolky qui declare : « To the best of our 
knowledge, this is the first ti me that integration of Open Flow and GMPLS control plane for 
software-defined packet over optical networks has been proposed and experimentally 
demonstrated » (Azodolmolky et al., 20 Il p.l ). 
Notre contribution est de bâtir un plan de contrôle OpenFiow-GMPLS pour les réseaux 
IP/Optiques respectant la technologie SDN, capable de gérer les équipements réseaux 
compatibles GMPLS ou non, et pouvant restaurer un lien réseau après rupture. Le tableau ci-
dessous donne une représentation des composants initiaux clés (OpenFiow et GMPLS) à 
partir desquels il faut bâtir un plan de contrôle basé à la fois sur OpenFlow et GMPLS. JI en 
ressort aussi la différence des composants fondamentaux entre notre plan de contrô le et ceux 
des auteurs (recensés dans le tableau ci-dessous) qui nous ont précédés. 
Tableau l.l Composants initiaux clés pour les plans de contrôle OpenFlow-
GMPLS 
Composants initiaux clés 
Auteurs qui nous ont précédés OpenFiow standard 
Azodolmolky et al. (20 Il) ; 
Channegowda el al. (2013) ; GMPLS standard 
Lei. Tsuritani et Morita (20 12) 
- OSPF-TE standard 
-RSVP-TE standard 
OpenFlow standard 
Notre recherche GMPLS-Dragon 
- OSPF-TE Dragon 
-RSVP-TE Dragon 
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Les composants de GMPLS-Dragon sont OSPF-TE Dragon et RSVP-TE Dragon. OSPF-TE 
Dragon est une extension du module OSPF de GNU Zebra, qui est elle-même une extension 
du OSPF standard. RSVP-TE Dragon est une extension de l 'open source KOM RSVP Engine, 
qui est elle-même une extension de RSVP-TE standard. 
Nous avons choisi GMPLS-Dragon plutôt que GMPLS standard parce que les équipements 
non-compatibles GMPLS peuvent fonctionner dans un réseau GMPLS à l' aide de GMPLS-
Dragon (Bahnasy, fdoudi et Elbiaze, 20 15). Aussi , les équipements optiques (Cisco 15 454) 
dont nous disposons dans notre laboratoire informatique et se trouvant dans notre architecture 
réseau ne sont pas compatibles GMPLS. En plus, nous avons utilisé dans notre plan de 
contrôle un composant SNMP/TL 1 (Bahnasy, fdoudi et El bi aze, 2015) issu des recherches 
précédentes sur GMPLS-Dragon afin de ne pas partir de zéro. 
Une fois l'objectif et la solution proposée présentés, nous pouvons aborder la méthode de 
recherche. 
Il 
1.3 Approche méthodologique 
Cette section présente l' architecture générale d 'un plan de contrôle Openflow-
GMPLS, ainsi que toutes les phases et livrables par lesquels nous sommes passés pour mener 
à bien notre travail de recherche. 
1.3.1 Présentation de l'approche générale d ' un contrôlew· Openflow-GMPLS 
L'approche générale pour implémenter un plan de contrôle basé à la fois sur les 
protocoles OpenFlow et GMPLS, consiste à faire le déploiement de deux 
serveurs/contrôleurs dans une même architecture réseau, comportant une portion fP et une 
portion optique. L' installation, le paramétrage et la configuration du protocole OpenFiow 
sont effectués sur un serveur. Il en est de même sur l'autre serveur concernant le protocole 
GMPLS. Le contrôleur OpenFiow assure la gestion de la portion lP du réseau, alors que le 
contrôleur GMPLS assure la gestion de la portion optique. Le plan de contrôle OpenFiow-
GMPLS vient ass urer la gestion des contrôleurs OpenFiow et GMPLS, étab lir et gérer la 
communication entre eux comme le montre la figure ci-dessous. 
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Figu•·e 1.4 Présentation d'une architecture générale OpenFiow-GMPLS 
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. 
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1.3.2 Phases et livrables de l'approche méthodologique 
Les phases et livrables par lesquels nous sommes passés pour mener à bien notre 
travail de recherche sont présenté ci-dessous. 
• Phase 1 : appropriation du protocole OpenFlow et de quelques-unes de ses 
implémentations pour nous familiariser avec cet environnement. La version standard 
de Open Flow de la OF Fondation constituera notre point de départ pour bâtir un plan 
de contrôle OpenFiow-GMPLS. 
• Phase 2: appropriation du protocole GMPLS-Dragon et de quelques-unes de ses 
implémentations pour aussi nous familiariser avec cet environnement. La version de 
G MPLS du projet Dragon constituera également notre point de départ pour bâtir un 
plan de contrôle Openflow-GMPLS. 
• Phase 3 : conception et mise en œuvre physique d ' une architecture réseau basée sur 
SDN, et qui convienne à notre solution. 
• Phase 4 : extension du protocole Open Flow à l'aide de trois éléments que nous avons 
conçu et développé afin que le contrôleur soit à même de faire une réinitialisation 
aisée d' un environnement réseau même complexe. Ces éléments permettront 
l' initialisation et la préparation de l' environnement réseau sans l'intervention de 
l'utilisateur. Le premier élément (Activation Openflow) est chargé d ' activer 
automatiquement le protocole OpenFiow sur tous les commutateurs OpenFiow du 
réseau. Le second élément (Création GRE) est chargé de créer automatiquement 
toutes les interfaces GRE (Generic Routing Encapsulation) sur tous les équipements 
intermédiaires dans le domaine GMPLS. Le troisième élément (Démarrage GMPLS) 
est chargé de démarrer de façon automatique les composants GMPLS-Dragon sur 
tous les équipements intermédiaires dans le domaine GMPLS. 
• Phase 5 : implémentation de l'agent OpenFlow-GMPLS qui intègre la technique 
d' interfonctionnement et de communication entre les plans de contrôle Open Flow et 
GMPLS. Cet agent effectue la création automatiquement de deux LSP (Label 
Switched Path), un principal et un de sauvegarde entre un CSA (Client System Agent) 
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source et un CSA de destination. Le LSP de sauvegarde est chargé de remplacer 
immédiatement le LSP principal en cas de rupture de ce dernier. 
• Phase 6 : description du comportement de notre plan de contrôle en cas de rupture de 
lien dans l'architecture réseau proposée. C'est-à-dire comment notre plan de contrô le 
pourra rétablir un nouveau lien après une rupture de lien . Pour cela, nous avons fait 
l'extension du protocole GMPLS-Dragon. Elle consiste en l' ajout d'un é lément de 
reprise dans le domaine GMPLS-Dragon que nous avons conçu et implémenté. 
• Phase 7 : expérimentation, évaluation et test de la solution dans notre laboratoire de 
réseau informatique. 
Cette approche nous a permis de solutionner le problème parce qu'à chaque phase, nous 
avons obtenu les li vrab les explicites nous permettant de mener à bien notre recherche. Ces 
livrables sont représentés dans le tableau qui su it. 
Tableau 1.2 Livrables issus de chaque phase du travail de recherche 
Phase Livrable 
Rapport de: 
1 -synthèse des principales architectures des plans de contrôle OpenFiow 
-synthèse des composants utilisés dans les plans de contrô le basés sur OpenFiow 
- rôle et interaction entre les différents composants 
Rapport de: 
2 -synthèse des principales architectures des plans de contrôle GMPLS 
-synthèse des composants utilisés dans les plans de contrô le basés sur GMPLS 
- rôle et interaction entre les différents composants 
3 Architecture réseau basée sur OpenFiow et GMPLS conçue, installée en réel et 
configurée, respectant la technologie SDN 
Extension de OpenFiow pow· permettre 1' initialisation automatique de 
4 l'environnement réseau en produisant du code informatique nécessaire (Appendice 
A l). 
Implémentation de l'agent OpenFiow-GMPLS en produisant aussi du code 
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informatique nécessaire (Appendice A4). 
6 
Extension de GMPLS-Dragon pour gérer les cas de reprise après rupture de lien, 
v ia du code informatique produit (Appendice A5). 
7 
Rapport de test et d'évaluation du plan de contrôle via les tableaux présentant les 
temps de traitement d' information dans chaque nœud de l'environnement réseau. 
14 
Cette recherche est menée dans un environnement d'expérimentation constitué des 
équipements de pointe pour les réseaux IP et optiques. 
li est composé de: cinq micro-ordinateurs, trois commutateurs optiques Cisco 15454, deux 
commutateurs é lectriques Cisco 6504 et un analyseur de paquet/données (EXFO FTB-500). 
Ces équipements sont disposés, installés et configurés pour correspondre à l'architecture 
réseau mise sur pied pour mener à bien notre recherche. 
Et comme le disait si bien le philosophe français Auguste Comte, « Savoir pour 
prévoir, afin de pouvoir», nous allons faire l'état de l'art des travaux de recherche visant à 
apporter un éc lairage sur la situation actuelle. 
--------------·---------
CHAPITRE Il 
REVUE DE LITTÉRATURE 
Ce chapitre présente un regroupement des travaux publiés concernant l' implémentation 
des plans de contrôle pour les réseaux multicouches 1 P/Optiques. Il permet aussi de nous 
familiariser avec les recherches effectuées afin de clarifier notre réflexion pour nous engager 
sur des voix fructueuses. 
2.1 Introduction 
Cela fait deux décennies que plusieurs travaux de normalisation et de standardisation 
du protocole GMPLS ont été réalisés dans le but de mettre sur pied des plans de contrôle pour 
la gestion des réseaux multicouches IP/Optiques, afin d'assurer une gestion dynamique des 
domaines TP et optiques. 
Aussi, en 2007 des travaux de modification et d 'extension du protocole OpenFiow ont été 
effectués dans le même but. En plus, les plus grands constructeurs d' équipements réseaux ont 
aussi commencé à intégrer des modules compatibles OpenFiow sur leurs modèles, à l' instar 
de Cisco, HP, 3 Com, Jupiter, etc. 
Notre état de l' art comporte deux points majeurs (les approches de recherche et l'architecture 
adéquate pour les plans de contrôle). 
Dans ce chapitre, nous allons définir les concepts clés, présenter la genèse du domaine, 
aborder les principales approches de recherche et l' architecture nécessaire aux plans de 
contrôles pour les réseaux IP/Optiques. 
Nous définissons dans la section qui suit les concepts clés de notre sujet de recherche afin de 
permettre une aisance dans la compréhension du sujet abordé. 
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2.2 Définitions des concepts clés 
Dans cette section, les concepts clés que nous dégageon de notre sujet d 'étude 
permettent une meilleure compréhension des termes utilisés. Nous avons ressorti trois 
concepts clés (plan de contrôle, réseau multicouche et réseau IP/Optique) que nous allons 
définir. 
Plan de contrôle : applications permettant de gérer de l'extérieur via des API les équipements 
réseaux (routeurs, commutateurs, concentrateurs, convertisseurs, etc.), à partir d' une couche 
appelée couche application. 
Plan de données : partie du réseau liée aux aspects ayant trait au format de trame, au débit de 
données et au matériel. 
Réseau multicouche: réseau comportant plusieurs couches. 
Réseau lP/Optique : réseau dont les flux de données sont transformés en paquets dans la 
portion IP et en lumière (longueur d'onde) dans la p01tion optique. 
La figure ci-dessous illustre les concepts de plan de contrôle et de plan de données. 
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Figure 2.1 Illustration du concept de plan de contrôle et de plan de données 
17 
En utilisant une logique booléenne sur ces mots clés, nous avons pu dégager un grand 
nombre de travaux et de publications précis en rapport avec notre sujet. Nous avons extrait un 
regroupement axé sur la base des protocoles sous-jacents (Openflow, GMPLS) des 
approches de recherche. 
Cette définition des concepts clés nous conduit à une brève présentation de l'historique du 
domaine. 
2 .3 Historique du domaine 
Dans cette partie, nous présentons une brève évolution des protocoles GMPLS et 
Open Flow. 
Le souci d 'avoir un plan de contrôle pour les réseaux IP/optiques remonte à près de deux 
décennies avec GMPLS et depuis 2007 avec Open Flow. 
En effet, depuis les années 1990, il y a eu progressivement une prolifération du trafic 
de données sur Internet via de nombreux services exigeants en bande passante tels que les 
jeux vidéo avec partenaires distants, la voix sur lP, la vidéo sur streaming, l'infonuagique 
(cloud computing), etc. Il fallait alors élaborer une nouvelle technologie pour augmenter la 
vitesse de transfert de données, et assurer une évolutivité aisée de l'Internet qui devenait de 
plus en plus difficile. En conséquence, une nouvelle technique appelée MPLS (Multiprotocol 
Label Slvitching) a été mis au point pour augmenter la vitesse de commutation des paquets de 
données. Dans la commutation traditionnelle des paquets IP, un routeur effectue une 
consultation de la table de routage et utilise la règle du « longest prefix match>> pour 
déterminer le prochain saut (nœud) sur le chemin vers la destination en fonction de l'adresse 
IP de destination du paquet. En revanche avec MPLS, chaque paquet est marqué d ' une 
étiquette, et un LSR (routeur à commutation d'étiquette) maintient également une table de 
commutation MPLS qui contient les mappages de [interface entrante, étiquette entrante] à 
[interface sortante, étiquette sortante]. Ainsi, quand un paquet marqué atteint un LSR, ce 
dernier consultera la table de commutation MPLS pour trouver une entrée qui correspond à 
l'ét iquette et l'interface entrante du paquet. Une fois 1' entrée correspondante trouvée, 
l' étiquette existante du paquet est supprimée. Ensuite, le paquet est étiqueté avec une 
nouvelle étiquette et expédié vers une interface de sortie selon le mappage. Cette approche 
augmente la vitesse de la transmission des paquets étant donné que le routeur n'a pas besoin 
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d'examiner le paquet. En outre, MPLS offre d' autres avantages tels que le TE 
(fngénierie/technique de la circulation), le VPN, le transport de couche 2 et l' élimination des 
couches multiples. Malheureusement, MPLS ne s'applique qu'aux réseaux à commutation par 
paquets. Or Internet n'est pas seulement composé des réseaux à commutation par paquets, 
mais aussi de différents types de réseaux de transport qui utilisent des technologies « non-
paquets» tels que les réseaux WDM (Wavelength Division Multiplexing), et TOM (Time 
Division Multiplexing). Par conséquent, une nouvelle suite de protocoles appelés GMPLS 
(Generalized MPLS) a été mise au point pour que le concept de MPLS puisse être appliqué à 
tous types de réseaux de transport sur Internet (Domancich et Wannasai, 2009). 
L'historique de OpenFiow remonte vers 2006, lorsque Martin Casado, étudiant en 
doctorat à l'université de Stanford dans la Silicon Valley en Californie, a développé un 
prototype appelé Éthane. Conçu comme un moyen de gérer de manière centralisée la 
politique mondiale de réseau, il a utilisé un réseau basé sur les flux et un contrôleur axé sur la 
sécurité du réseau (OpenFiowNetworks.com, 2013). Cette idée a finalement conduit en 2007 
à ce qui est connu comme OpenFlow, grâce à des recherches menées conjointement par des 
équipes des universités de Stanford et de Californie à Berkeley. 
En 2011 , la ONF (Open Networking Foundation) a été créée dans le but de standardiser les 
technologies émergentes à la pointe, et de faire la promotion de SDN et de OpenFlow. La 
version 1.1 qui est la première a été publiée en février 2011 , et la seconde (version 1.2) a été 
supervisée par la ONF qui conserve le contrôle de la spécification. Les membres initiaux de 
cette fondation ont été les entreprises comme Google, Facebook et Microsoft. D'autres 
membres ont depuis rejoint la fondation à l' instar de Citrix, Cisco, Dell, HP, IBM, NEC, 
Huawei, JuniperNetworks, Oracle, VMware, etc. 
Après ce bref historique sur GMPLS et OpenFiow, nous passons à la présentation des 
approches de recherche. 
2.4 Principales approches de recherche 
Dans cette section, nous présenterons les trois principales approches de recherche 
concernant l'implémentation des plans de contrôle respectant l'architecture SDN. 
Note : toutes les figures présentées dans ce chapitre nous permettent de nous approprier des 
architectures conçues, des différents composants utilisés et de l'interrelation entre eux. 
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2.4.1 Approches basées sur GMPLS 
Un UCP (plan de contrôle unifié) basé sur GMPLS consiste à la transformation 
(extension, réduction, modification, etc.) de ce protocole dans le but de fournir un plan de 
contrôle pour les réseaux multicouches IF/Optiques. Plusieurs chercheurs se sont orientés 
vers cette approche, et les techniques utilisées permettent de mettre en évidence la faisabilité. 
Nous éluciderons et montrerons de façon très brève les architectures des principaux auteurs 
ayant utilisés cette approche. Cela nous permet de comprendre (dans le cas d' une 
élucidation), le fonctionnement intrinsèque d'un plan de contrôle pour les réseaux 
multicouches lP/Optiques. 
Comme plan de contTôle, GMPLS est devenu la suite de protocole de choix. Cependant, son 
adoption est confrontée à des défis majeurs en termes de faisabilité, de performance et de 
gain lors de la migration des paquets existants sur des réseaux optiques multicouches conduit 
par les plans de contrôle superposés. Un UCP constitue la base pour la construction d'un plan 
de contrôle unifié d'interopérabilité (Papadimitriou et al. , 2006). 
Le projet !TEA TBONES visait à s'attaquer au développement d'une plate-forme 
comprenant tous les éléments constitutifs de réseaux (dimensionnement de réseau, plan de 
gestion et plan de contrô le GMPLS). En plus, il visait aussi à démontrer la faisabilité de la 
mise en œuvre d'un plan de contrôle unifié GMPLS conforme pour les environnements 
multizones et multicouches. Les objectifs du projet comprenaient également la validation de 
la migration d'un modèle d'interconnexion de plan de contrôle superposé (nécessitant une 
instance de plan de contrô le séparée du plan de données par une couche de commutation) 
vers un modèle d'interconnexion de plan de contrô le unifié. Dans ce dernier, une instance de 
plan de contrôle gère un réseau comprenant plus d'une couche de commutation. Celle-ci 
constitue la base pour la construction d'un plan de contrôle unifié d'interopérabilité. Le 
schéma ci-dessous montre l'architecture réseau et logicielle qui a été utilisée dans le projet 
TBONES pour l'implémentation d'un plan de contrôle des réseaux multicouches basé sur 
GMPLS. 
------ - ----------
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Source (Papadimitriou et al., 2006 3) 
Figure 2.2 Architecture logicielle de TBONES 
Dans la mouvance de cette approche de recherche, Lei, Tsuritani et Morita (2012b) 
disent que les plans de contrô le unifiés, basés sur SDN sont très importants pour les réseaux 
parce qu ' ils peuvent permettre l' approvisionnement dynamique des chemins optiques, la 
restauration, l' amélioration de l'intelligence du réseau et la réduction considérable du temps 
de latence de traitement et des dépenses opérationnelles. Ces dernières années, il y a eu de 
grandes progressions dans ce domaine, allant de l'architecture GMPLS traditionnelle au PCE 
1 GMPLS. Ces auteurs présentent les techniques habilitantes pour chaque plan de contrôle, et 
nous résume leurs avantages et leurs inconvénients. Le schéma de la page suivante donne les 
architectures basées sur GMPLS et sur PCE/GMPLS. 
2 1 
' 1 
1 1 
... 11.,----~·'Ml'..---i:'irl l 1 
1 
Source (Lei, Tsuritani et Morita, 2012b !) 
Figure 2.3 Architectures basées sur GMPLS et sur PCE/G MPLS 
Les plans de contrôle des réseaux WSON (réseaux optiques à commutation de longueur 
d onde) basés sur GMPLS ou PCE/GMPLS montrent bien qu' une solution basée sur GMPLS 
ou sur PCE/GMPLS est d ' une très grande complexité. Nous n' avons pas pris la peine 
d'expliquer ces architectures, car nous n' avons pas l' intention d'évoluer vers cette direction . 
Mais ces so lutions sont présentées afin de nous rassurer que nous avons parcouru toutes les 
so lutions env isageables les plus connues, et de discerner les composants GMPLS dont nous 
avons besoin pour notre plan de contrôle. Le tableau de comparaison ci-dessous nous donne 
déjà une idée des différents facteurs à prendre en compte dans notre travail de recherche. 
Tableau 2.1 Compara ison des plans de contrôle basés sur GMPLS, PCE/GMPLS 
et Open.Flow 
(ontmll'l.ull.' 1 ~~IIUt\' ( 'umplc\11} llc\lhilll) 1\.'\:hmc.tl ~t.tml.tr,ltt,tluln 
\1 ,mouH.'<lbtlll\ \IJIUrlll 
(o\11'1 S 1 ull) \lt,ln hut~·d llo~h 1 (1\\ llogh \ n:htt~cturl' fr.l111è\~tlr~ 'tantl:trdt/l'tltn ~tK)~ 
[ 1]. R~.·m:umnt: I)'U"'' \Ire.• l'll:t ng. di,cu,,~·d '' uh 
lhc Il Il C<A~II' '""'"'ggrmop. 
l'( 1 foMPlS Cclllmlitcd JMih lhgh \h:dium lhgh \ n.:lutCl'IUn.· frJill\'\\llrk .. ~;~ndardttl'J m1UII 
cumpul.lltun. [~J. ){l'm;umng '"ur:' Jrc ht:tng dt,..:u"c.·~l \\ tlh 
do,inbuicd conlrol lhc Il Il CC .\\11' and l'( 1· ""'''"c gr''"'" 
Open! hm 1-ulh ccnlr.Jhtcd l <t\\ "'~" 1(1\\ \ 1 :s ,l,tnm • 'laul.' 
Source (Lei, Tsurilani cl Mori ta, 20 12b 3) 
Après ces approches basées sur GMPLS, et le tableau ci-dessus évoquant à ta troisième ligne 
les caractérist iques de OpenFiow, nous enchaînons avec les approches basées sur ce dernier. 
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2.4.2 Approches basées sur OpenFiow 
Des recherches ont été faites sur la conception, la réalisation et l'évaluation 
expérimentale d'un plan de contrôle basé sur un PCE (élément de calcul de chemin), agissant 
comme un contrôleur OpenFiow. Un PCE est une composante fonctionnelle du plan de 
contrôle (physique ou logique), capable d'effectuer un calcul de chemin sur un graphique 
représentant un réseau ou une partie de réseau fixe et à grille flexible. Pour les recherches, les 
chercheurs ont fait une extension du protocole OpenFiow, sans traiter des aspects spécifiques 
tels que la connectivité intra-nœud et de déficiences physiques (Casellas et al. , 2013). Nous 
é luciderons de façon brève, certaines architectures pour nous permettre de comprendre le 
fonctionnement essentiel d' un plan de contrôle basé sur Openflow pour les réseaux 
multicouches JP/Optiques. 
En effet, Channegowda et al. (20 13) ont défini une approche basée sur une extension 
de OpenFiow (OF) en 2012 et 2013. Ils proposent une approche étendue OF pure, qui 
comprend un agent OF sur chaque NE (élément de réseau). L ' agent développé utilise une 
APT interne pour communiquer avec les éléments réseaux, et l'extension du protocole pour 
communiquer avec le contrôleur OF développé. Dans cette approche, le contrôleur utilise les 
demandes de fonctionnalités de commutation 1 réponses (ports, longueur d'onde, etc.) pour 
construire la topologie du réseau, et les messages Flow _MOD (spécification de flux) pour 
contrôler les connexions croisées dans les commutateurs optiques. Une application réseau 
spécialisée dans le calcul de chemin (OF _PCE) est mise en œuvre et intégrée dans le 
contrôleur étendu. rt est chargé de calculer un trajet optique à l'intérieur du domaine optique 
en tenant dûment compte des contraintes de commutation. 
Les schémas de la page suivante donnent l'architecture d'un plan de contrôle basé sur 
OpenFiow pour les réseaux multi-technologies et multi-domaines. 
IVO C 
IVT 
Oom••n "d 
ff<hnoiOCV Spe<ofoe 
Of Aaon c 
Source: (Channegowda et al., 2013 4) 
Of 
lnterl <• 
Figure 2.4 Architecture UCP multi-domaines et multi-technologies 
Source: (Channegowda el al., 2013 7) 
Figure 2.5 Approche Open Flow étendue 
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Aussi, Das et al. (20 1 0) nous proposent un plan de contrôle basé uniquement sur 
OpenFiow. Ils soutiennent que OpenFiow est un exemp le de mise en réseau défini par 
logiciel (SDN), où le matériel de commutation sous-jacent (commutateurs de paquets et de 
circuits) est contrôlé par l'intermédiaire d'un logiciel qui s'exécute sur tm plan de contrô le 
externe découplé et automatisé. Les auteurs nous proposent un plan de contrô le composé de 
trois parties: un système d'exploitation réseau situé dans le NOX (contrôleur OpenFlow ou 
plan de contrôle OpenFlow) logé dans plusieurs contrôleurs logiciels, les applications réseaux 
qui fonctionnent sur le système d'exploitation réseau, et le protocole OpenFlow qui permet 
2 4  
d ' a c c é d e r  a u x  p l a n s  d e  d o n n é e s  d e s  c o m m u t a t e u r s ,  à  l e u r s  t a b l e s  d e  f l u x  i n t e r n e s ,  à  l a  
c o n f i g u r a t i o n  e t  a u x  s t a t i s t i q u e s .  L e  s c h é m a  c i - d e s s o u s  m o n t r e  l ' a r c h i t e c t u r e  r é s e a u  p r o p o s é e  
p o u r  l e s  r é s e a u x  m u l t i c o u c h e s  f P / O p t i q u e s .  
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S o u r c e  ( D a s  e l  a l . ,  2 0 1 0  2 )  e l  ( G u d l a  e l  a l . ,  2 0 1 0  2 )  
F i g u r e  2 . 6  A r c h i t e c t u r e  u n i f i é e  O p e n  F l o w  
U n i f 1 e d  
C o n t r o l  
P l . 1 n  
D e  m ê m e ,  G u d l a  e t  a l .  ( 2 0 1  0 )  n o u s  p r é s e n t e n t  O p e n  F l o w  c o m m e  u n e  a r c h i t e c t u r e  e t  u n  
p l a n  d e  c o n t r ô l e  u n i f i é  p o u r  l e s  r é s e a u x  m u l t i c o u c h e s  I P / O p t i q u e s  ( p a q u e t / c i r c u i t  r é s e a u x  
c o m m u t é s ) .  I l s  d é m o n t r e n t  s u r  u n  b a n c  d ' e s s a i  d e  v a l i d a t i o n  s i m p l e ,  o ù  u n  c i r c u i t  d e  l o n g u e u r  
d ' o n d e  ( o p t i q u e )  b i d i r e c t i o n n e l l e  e s t  c r é é  d e  f a ç o n  d y n a m i q u e  p o u r  t r a n s p o r t e r  u n  f l u x  T C P  
( p a q u e t ) .  E n  p l u s ,  i l s  o n t  m e s u r é  l a  l a t e n c e  d a n s  l a  c r é a t i o n  d u  c i r c u i t  e t  c r o i e n t  q u ' a v e c  
l ' o p t i m i s a t i o n ,  l e  t e m p s  d e  l i a i s o n  p e u t  ê t r e  r é d u i t  à  m o i n s  d ' u n e  s e c o n d e .  L e u r s  f u t u r s  
t r a v a u x  i m p l i q u e r o n t  l ' é l a r g i s s e m e n t  d u  b a n c  d ' e s s a i  p o u r  i n t é g r e r  d ' a u t r e s  t y p e s  d e  r é s e a u  
c o m m e  T D M  ( m u l t i p l e x a g e  t e m p o r e l ) ,  e t  l e s  c o m m u t a t e u r s  à  f i b r e s .  I l s  v i s e n t  é g a l e m e n t  à  
d é m o n t r e r  l a  v i r t u a l i s a t i o n  u n i ·f i é e  d u  p l a n  d e  d o n n é e s .  
L'environnement d'expérimentation est présenté dans la figure ci-dessous : 
Openflow Testbed 
Open Flow Protocol 
Source (Gudla et al., 2010 2) 
Figu•·e 2. 7 Banc d 'essai Open Flow 
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De plus, Lei et al. (20 13) proposent une technologie basée uniquement sur Open Flow. 
Ils montrent que 1 'architecture SDN basée sur OpenFiow permettra aux opérateurs réseaux 
de contrôler le réseau à l'aide de logiciels s'exécutant sur un système d'exploitation réseau au 
sein d'un contrôleur externe (plan de contrôle externe). Cette architecture assurera aussi une 
flexibilité maximale aux opérateurs réseaux pour contrôler un réseau, étant donné son 
architecture centralisée permettant de simplifier et faciliter la gestion. Lei et al. (2013) 
montrent sur un champ de test un plan de contrôle unifié basé sur OpenFlow pour les réseaux 
multicouches à commutation optique, et vérifient la faisabilité et l'efficacité globale en 
évaluant quantitativement les latences pour la création du chemin de bout en bout et la 
restauration. Ces auteurs affirment aussi qu ' au meilleur de leurs connaissances, un champ de 
test UCP axé sur OpenFiow pour les réseaux optiques est une première mondiale (Lei et al. , 
2013), 
Le schéma d 'expérimentation et le tableau présentant les temps de latence des 
différents chemins sont présentés dans les pages suivantes. 
OF.OBS 
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1 
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Source (Lei et al., 2013 6) 
Figure 2.8 Procédure de création des chemins de bout en bout 
Une fois qu'un nouveau flux IP arrive sur le routeur d'entrée (OF-R ou OF-OBS-ER), il 
transmet le premier paquet de ce flux au NOX (contrôleur exécutant un système 
d'exploitation réseau). Le NOX calcule l'itinéraire, attribue la longueur d'onde dans le 
domaine optique et ajoute ensuite une entrée de flux dans tous les nœuds le long de la route 
calculée dans un ordre séquentie l, à partir du routeur d'entrée comme illustré dans le schéma 
ci-dessus. Après l'entrée de flux, chaque VOFS (commutateur Openflow virtuel) dans les 
nœuds OBS (commutation de rafales optique)/WSON (réseau optique à commutation de 
longueur d'onde) contrôle automatiquement le matériel sous-jacent pour traverser les ports 
correspondants, grâce à la même vue virtuelle de la structure physique de la VOFS. Notons 
que si les paires BHP (paquet de tête à rafale) /DB (rafale de données) sont essentielles pow-
transmettre via l'intermédiaire du WSON, le NOX doit insérer une paire d'entrée de flux pour 
établir un groupe de chemins de lumière (chemin optique) comprenant au moins un chemin 
de lumière BHP et un DB pour le transfert de bout en bout BHP/DB. 
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Le sommaire des chemins est présenté dans le tableau ci-dessous. 
Tableau 2.2 Résumé des chemins et temps de latence 
Source (Lei el al. , 2013 6) 
Après ces approches basées sur OpenFiow, passons maintenant aux approches basées à la 
fois sur OpenFlow et GMPLS. 
2.4.3 Approches basées sur OpenFiow et GMPLS 
Les auteurs ayant abordé cette approche fournissent une démonstration de la faisabilité 
de leurs solutions et proposent des architectures réseaux pour les plans de contrôle des 
réseaux lP/Optiques. 
En effet, Azodolmolky et al. , (2011) disent qu'ils ont été les premiers à proposer et 
démontrer ex_'Périmentalement l'intégration du plan de contrôle OpenFiow-GMPLS pour le 
Sofiware-Defined Paclœt sur des réseaux optiques (Azodolmolky et al., 2011 p.l). Auteur de 
plus de deux articles dans le domaine, Azodolmolky et ses co-auteurs proposent une 
architecture, un montage expérimental et le temps moyen d'installation de flux pour les 
différents flux optiques. La solution proposée est une architecture basée sur SDN qui intègre 
GMPLS et OpenFiow. Cette architecture utilise un plan de contrôle (contrôleur) OpenFlow 
étendu pour la commutation (distribution) de paquets, intégré à un plan de contrôle GMPLS 
dans un modèle de superposition. 
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Cette solution dite de superposition est représentée dans le schéma ci-dessous : 
Pi)~kct SwJtchcd Domain Optical (ctrcult swttchl domain Packct Switched Oomatn 
Source : (Azodolmolky et al. , 2011 2) 
Figure 2.9 Architecture du plan de contrôle OpenFiow-GMPLS intégré 
D'une part, le plan de contrôle GMPLS suit le modèle standard de ASON (réseau optique à 
commutation automatique) et ses blocs de construction comprennent : le contrôleur de 
connexion réseau (NCC) chargé de gérer et de traiter les demandes de connexion; le 
contrôleur de signalisation (SC) qui implémente le protocole RSVP-TE et est chargé de gérer 
la signalisation GMPLS; le contrôleur de routage (RC) comprenant Je protocole OSPF-TE et 
un algorithme de calcul de trajectoire pour calculer le chemin de bout en bout; le gestionnaire 
de ressources de lien (LRM) qui est responsable de la collection de suivi et d'information 
concernant le statut des éléments du réseau et le contrôleur de ressources de réseau de 
transport (TNRC) qui assure l'interface entre GMPLS et les éléments du réseau pour leurs 
configurations et surveillances. 
D'autre part, le contrôleur OpenFiow étendu comprend : le processeur de flux (FP) qui est 
responsable du traitement des nouveaux flux et crée des règles de flux et de mises à jour des 
tableaux de flux dans les commutateurs; l'élément de calcul de chemin (PCE) responsable du 
calcul de chemin d'accès pour chaque flux au sein de chaque domaine commuté par paquets; 
l'agent de découverte (DA) qui est responsable de la découverte de la topologie du réseau et 
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de la connectivité, y compris les points de terminaison dans chaque paquet de domaine 
commuté ; la passerelle OpenFlow (OFGW) qui fournit l'interface entre le contrôleur 
Openflow et le contrôleur GMPLS en passant par une interface utilisateur réseau (interface 
de signa li sation UNI). Le contrô leur de protocole OpenFiow (OFPC) est responsable de 
l'interfaçage entre le contrô leur OpenFlow et les commutateurs où OpenFiow est activé. Les 
figures ci-dessous présentent une configuration expérimentale dans un banc d 'essai, et les 
temps moyens d'établissement des flux de bout en bout en fonction du nombre de sauts par 
flux optique. 
Source: (Azodolmolky et al .. 20 11 3) 
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Figure 2.10 Configuration expérimentale d' un banc d'essa i 
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Source : (Azodolmolky et al. , 20 Il 3) 
Figure 2.11 Temps d'établissement des flux en fonction du nombre de sauts 
Aussi, Channegowda et al. (20 13) définissent une approche hybride dans laquelle 
chaque élément réseau (NE) fonctionne comme un commutateur où OpenFiow (OF) est 
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activé. Le contrôleur OF reçoit des informations concernant la topologie et les ressources à 
l'aide du protocole et de l' agent OF étendu. Par contre, le calcul de chemin d'accès, la 
création de chemin optique et le démontage sont effectués en utilisant le plan de contrô le 
GMPLS. L'agent OF étendu, le contrôleur et les applications de contrô le d' échantillon de 
réseau sont élaborés compte tenu de la création des chemins de lumière explicites. Dans le 
premier cas, seuls les ports et les éléments réseaux d'entrées et de sorties sont spécifiés et le 
plan de contrôle gère le calcul de chemin d'accès et sa mise en place. Dans le deuxième cas, 
le contrôleur est en mesure de préciser les détails comp lets du chemin optique; c'est-à-dire 
tous les commutateurs et ports situés le long du chemin optique. Le contrô leur vérifie aussi la 
faisabilité du chemin optique et effectue la mise en place. L'idée principale est de fournir une 
interface étendue au contrôleur pour réutiliser les fonctionnalités GMPLS. Le contrôleur OF 
étendu explo ite la bibliothèque GMPLS pour calcu ler, établir et vérifier les chemins optiques 
à l'aide d'éléments de calcul des chem ins intégrés, des contraintes de commutation et des 
fonctionnalités de péréquation puissantes. Ci-dessous la figure concernant l' approche 
GMPLS-Openflow hybride. 
rxrendtd Openflow 
<ommunlcatlon• ----------~~---------------, GMP 
communie tlofl 
. 
Source (Channegowda et al., 2013 7) 
Figure 2.12 Approche GMPLS-OpenFlow hybride 
En plus, Lei, Tsuritani et Morita en 2012, ont affirmé qu'un UCP pour les réseaux 
optiques multicouches IP/Optiques est très impottant pour les compagnies de réseaux. En 
effet, ils présentent une solution à l'heure actuelle qu'ils qualifient de logique, qui est 
d'introduire un plan de contrôle OpenFlow/GMPLS qui est capable d'utiliser GMPLS pour 
contrôler la couche optique, et OpenFiow pour coordonner et faire interagir les couches IP et 
optiques dynamiquement. Pour cela, les auteurs présentent expérimentalement trois solutions 
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d'interfonctionnement (parallèle, superposition et intégrée) entre OpenFiow et GMPLS pour 
le contrôle intelligent des chemins de longueur d'onde dans les réseaux multicouches 
lP/Optiques. 
La solution parallèle se résume dans l'architecture ci-dessous : 
1 TPDN • Optical Network TPDN 
LTE!P.tll IréUlSJ;l.O.Il.dc.r - - - - - - (!) - - - - - - - - - - - - - -
Source (Lei. Tsurilani el Morita. 20 12a 2) 
Figure 2.13 Architecture de la solution parallèle d'un plan de contrôle Openflow-
GMPLS 
Dans la figure ci-dessus, le transfert de flux se déroule comme suit : 
1- Lorsqu'un flux arrive à l'entrée OF-RI (routeur [p compatible Openflow), son premier 
paquet est transmis au NOX (contrôleur OpenFlow ou plan de contrôle OpenFiow) s ' il n y a 
aucune correspondance avec les entrées existantes dans la table de flux du OF-Rl. 
2- Le NOX exécute le calcul RW A (routage et affectation de longueur d'onde), et envoie un 
ERO (Objet de Route Explicite) au plan de contrôle GMPLS qui établit un LSP (Label 
Switched Path) dans le domaine optique via le signalement RSVP-TE (protocole de 
réservation de ressource avec l'ingénierie de trafic) et au même moment contrôle les TPNDs 
(brasseurs optiques). 
3- Un chemin optique est établi dans le domaine optique. Après que ce chemin soit configuré, 
une entrée de flux est insérée dans l' OF-RI par le NOX. Le flux est alors transmis via le 
chemin optique et arrive à la sortie OF-R2. 
La solution parallèle est le moyen le plus simple pour l'interfonctionnement 
Openflow/GMPLS. Mais dans ce cas, l'interface entre le NOX et le plan de contrôle GMPLS 
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n'est pas basée sur un protocole standard. Ce type d'interface non-standard peut poser des 
problèmes sérieux d'interopérabilité multifournisseurs puisque les vendeurs pourraient faire 
des interfaces différentes pour satisfaire leurs propres besoins. Par ailleurs, les nouveaux 
messages et les protocoles doivent être introduits dans le NOX, ce qui augmente la 
complexité de la conception. Pour résoudre ces problèmes, la solution de superposition est 
proposée. 
C'est une approche de virtualisation qui introduit I'OFS (commutateur OpenFiow). Le 
NOX est capable de contrôler les couches optiques et fP via le protocole Open Flow standard, 
ce qui est bénéfique pour aborder les questions d'interopérabilité multifournisseurs 
mentionnées ci-dessus et simplifie la conception du NOX. Il est mentionné comme solution 
de superposition parce que le plan de contrôle basé sur OpenFiow existe en tant que couche 
supérieure du plan de contrôle GMPLS. 
Le fonctionnement diffère de la solution parallèle au niveau de l'étape N° 2. En effet, cette 
phase se déroule comme ci-dessous : 
2 - Le NOX exécute le calcul RWA, et insère un flux d'entrée spécifié dans chaque OFS 
(Switch OpenFiow). Une extension de OpenFiow est nécessaire pour envoyer un ERO (objet 
de route explicite) au plan de contrôle GMPLS. Par ailleurs, si le RWA est mené par le plan 
de contrôle GMPLS, le NOX a seulement besoin d'insérer une nouvelle entrée de flux dans 
I'OFS d'entrée; ensuite ce dernier informe le plan de contrôle GMPLS pour terminer le calcul 
R W A et fournir des canaux optiques selon les résultats de calcul RW A. Selon le «flow 
enlty!ERO translation table», I'OFS envoie un ERO au plan de contrôle GMPLS qui établit 
un LSP (Label Switched Path) dans le domaine optique via le signalement RSVP-TE 
(protocole de réservation de ressource avec l'ingénierie de trafic) et au même moment 
contrôle les TPNDs (brasseurs optiques). 
Le schéma suivant donne l'architecture de la solution superposée d'un plan de 
contrôle OpenFiow-GMPLS. 
______ ] 
-----------------------------, 
~ox 
· es;enFia·~ 
IP • . -:' ~ -·.·_-Netwo~~ . .. - · ~ ~ . - GPJ LŒS.J _ 
' GC • GMPLS 
Conuo/ Plane 
' GC 
TPDN Optlcal Network TPDN L-------------~L-------------~ 
Source (Le i, Tsurifani et Morira, 20 12a 2) 
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Figure 2.14 Architecture de la so lution superposée d ' un plan de contrôle OpenFlow-
GMPLS 
Avec l'introduction du commutateur OpenFiow, le contrô leur OpenFlow est capable de 
contrô ler les deux couches optiques et rP, via le protocole OpenFiow standard qui est un 
protocole de commun ication réseau ouvert. 
Concernant la solution dite intégrée, le fonctionnement diffère de la précédente au 
niveau de l'étape N° 2. En effet, cette phase se déroule comme ci-dessous: 
2- Le NOX exécute le calcul RWA et insère un flux d'entrée spécifié (le long de la trajectoire 
calculée) dans chaque OF-GC (contrôleur GMPLS compatib le OpenFiow) qui traduit ce flux 
selon le <iflow entry/ ERO translation table», et configure le LSP (Label Switched Path) dans 
le domaine optique via le signalement RSVP-TE et au même moment contrôle les TPNDs 
(brasseurs optiques). 
Le schéma suivant nous donne l'architecture de la so lu tion intégrée d'un plan de 
contrôle OpenFiow-GMPLS. 
----------------------------- , 1 
IP 
Network 
::"\OX 
, .... Ô;~nFi~;,i -
IP 
Network 
1 Optical Network TPDN 
L - - - - :!:_P~N- - - - - - - (!) - - - - - - - - - - - - - -
Source (Lei, Tsuritani et Morita, 2012a 2) 
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Figure 2.15 Architecture de la so lution intégrée d' un plan de contrôle OpenFiow-
GMPLS 
Cette so lution dite « intégrée » est presque s imilaire à la solution de superposition. La légère 
différence est que le contrôleur GMPLS et le commutateur OpenFiow sont fusionnés et 
intégrés dans un même contrôleur. Toutes les opérations échangées entre eux sont réalisées à 
l'intérieur de ce super contrô leur, ce qui est utile pour réduire la latence de traitement globa l, 
au détriment de la charge de traitement élevée. 
Les résultats expérimentaux montrent que la solution intégrée surpasse les solutions de 
superposition et parallèle en termes de latence d'approvisionnement de chemin général, au 
détriment de la complexité de conception plus élevée et la charge de traitement dans un seul 
super contrôleur. 
L'environnement d 'expérimentation et les résultats des trois solutions suivent. 
Source (Lei. Tsuritani et Morita, 2012a p. 3) 
Figu•·e 2.16 Dispositif expérimental 
Tableau 2.3 Résumé des latences de provisionnement des chemins. 
(li 
( ) 
(l) 
00 0 1 
12 0 
700 706] 
t1 
700 !lill 
Source (Lei, Tsuritoni et Morita, 20 12a p. 3) 
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Après avoir présenté les trois principales approches de recherche concernant 
l'implémentation des plans de contrôle respectant l'architecture SDN, nous présentons 
maintenant ladite architecture. 
2.5 Architecture nécessaire pour un plan de contrôle dans les réseaux multicouches 
Cette section donne plusieurs représentations de l'architecture adéquate pour la mise en 
œuvre des plans de contrôle dans les réseaux multicouches. 
Le terme SDN (réseau défini par logiciel) a été inventé au cours des récentes années. 
Toutefois, le concept derrière SDN a évolué depuis 1996, animé par le désir de fournir la 
gestion contrôlée par l'utilisateur de la transmission dans les nœuds de réseau . Les études 
menées à ce jour dans le but de trouver une architecture adéquate pour un plan de contrôle 
dans les réseaux en général, et dans les réseaux CP/Optiques en particulier ont montré que 
l'architecture SDN reste la plus prometteuse (Gringeri, Bitar et Xia, 2013 ; Ii, 2012 ; Jiayuan, 
Ying et Dittmann, 2013 ; Patel, Ji et Ting, 2013 ; Simeonidou, Nejabati et Channegowda, 
2013). Les architectures Éthane en 2007 et OpenFiow en 2008 ont amené la mise en œuvre 
de SDN plus proche de la réalité (Sezer el al., 2013). Le fait d' adopter l'architecture SDN 
peut améliorer la commodité de gestion de réseau, son évolutivité et son dynamisme dans un 
centre de données d'entreprise (Azodolmolky, Wieder et Yahyapour, 20 13). De même, cette 
architecture aussi appelée architecture divisée, permettra aux opérateurs réseaux de gérer de 
façon flexible les équipements réseaux à l'aide de logiciels s'exécutant sur des serveurs 
externes. En plus, cette architecture peut être exploitée pour offrir de façon efficace des 
services innovants, en améliorant la qualité de service et l'expérience des utilisateurs finaux. 
Si elle est appliquée convenablement, elle peut aussi entraîner des économies CAP EX (coûts 
d'investissement), et OPEX (les coûts récurrents) pour les opérateurs à long terme. Dans les 
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réseaux à paquets, la nécessité d 'adopter SDN vient principalement de nouvelles exigences 
ré eaux imposées par de nouveaux services (services mobiles haut débit, contenus vidéo 
déployés dan les réseaux d'accès, services d ' info nuagique et de centre de données) 
(S hirazipour et al. , 2012). 
Sezer et a l. , (2013) présentent clairement les différences entre l' architecture des 
ré eaux traditionnels d 'auj ourd ' hui (figure l.l), et l' architectu re SDN (figure 1.2). Vu ous 
un autre angle, on obtient la figure sui vante où ressort clairement la séparation entre le plan 
de données (couche infrastructure) et le plan de contrôle (couche application). 
! r 1 ~~ Il ~~ Il Tc=!~Ry 1 ------------- ----· ._I _Eni!f_nerv,gy-e_'JOf_~_- -_9_1_,, Q. .__ ___ __. 
~ l~------------------------~--------------------A_w_lk_a_~ __ _J 
Nonhbound APl (~-9~ F1L. Prcx~ra. Fcenetic, RESTful) 
~---------., 
~ Westboond nox . Easlbound Maesuo 8 ( re-· .. - 1 § (ALTO. BEA = ~, (ALTO, t ONro; Hyperflow,l eo,....,.., Hyperflow, 
Conuoller ~tc.) ComiOII~r ~tr.) ContJoler ) 
Sotnhbound APl (~-9- Ope, w. foiCES. PŒP, NetConf, IRS) 
5 ~.- ;=__-=====~ ~ 1 Router Il Swil<h Il Vinual switch 1----·-------------1 Wirela<> access pown 1 
.. 
~ \. ~------------------------J 
Source : (Sezer el al. , 2013 37) 
Figure 2.17 Architectu re fo nctionnelle de SDN 
Aussi, la « Open Networking Foundation » du fa it des tendances de l'industrie de la 
ré eautique (explosion des appareils mobiles et des types de contenu échangés par les 
internautes, virtua li sation des serveurs, avènement des services en nuage, etc .), a réexaminé 
1 'architecture réseau traditionnelle d'auj ourd ' hui pour nous proposer une architectu re SDN. 
La vue logique de cette archi tecture se présente comme suit : 
APPLICATION LAYER 
CONTROL LAY R 
INFRASTRUCTURE LAYER 
Network Deviee Network Deviee 
Network Dev1ee Network Dev1ee 
Source : (F oundation, 2012 7) 
Figure 2.18 Architecture SDN 
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Dans cette architecture, l' inte lligence réseau est ( logiquement) centra lisée dans les 
contrô leurs logiciels basés sur SDN, qui maintiennent une vue g lobale du réseau. En 
conséquence, le réseau apparaît à l' application et aux moteurs de règles comme un seul 
commutateur logique. Avec SDN, on peut prendre le contrôle du réseau entier à partir d'un 
point logique unique, ce qui simplifie grandement la conception et le fo nctionnement réseau. 
SDN s implifie aussi fortement les périphériques réseaux, car on n'a plus beso in de 
comprendre et d'exécuter des milliers de processus standards des protocoles, mais 
simplement d'accepter les instructions du contrô leur SDN. 
En plus, Ji (201 2) présente une architecture SDN personnalisée au domaine optique. 
En effet, cette structure appelée SDON (Software Dejined Optical Network), réseau optique 
défini par logicie l contient trois éléments principaux. L'élément le plus bas est la couche 
phys ique matérielle ou couche de données (transmetteurs, receveurs, nœuds de commutat ion, 
ampli ticateurs, etc.). L'élément supérieur ou couche d' application est un contrô leur 
intelligent qui utilise la flex ibilité du matérie l physique pour gérer le réseau et effectuer une 
opt imisation et une personnalisation de réseau. Outre les applicati ons, le contrôleur réseau 
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comprend également l'hyperviseur de réseau, le système d'exploitation, le débogueur et le 
gestionnaire. Faisant écho à la terminologie de SDO (Software De.fined Optics), ce contrô leur 
peut être appelé optique défini par logiciel (ODS) Optics Defining Software. Le schéma ci-
dessous montre la structure de cette architecture. 
Network controller (005) 
1 Debugger & manager 1 
Network appl ications 
!RouhngjGroommg ll l Resourc~ ~ 
IProtecttonll Oefrag 1 allocation ... 
1 0Qerating s~stem 1 
1 Network h~Qervisor 1 
l Common o_f)en interface l 
Variable ·Il Flexible J ... transponder ROADM 
Physical hardware (SDO) 
Source : (Ji, 2012 2) 
Fi gu re 2.19 Architecture SDON 
Après avoir défini les concepts clés, parcouru brièvement l' historique du domaine, évoqué les 
principales approches de recherche et l' architecture nécessaire pour l'implémentation d' un 
plan de contrôle, quelle conclusion pouvons-nous en tirer? 
2.6 Conclus ion 
Les solutions proposées et les plus avancées à ce jour pour centraliser de façon logique 
l'intelligence et l'état du réseau à partir des applications dans des réseaux multicouches 
IP/Optiques sont celles utilisant les protocoles GMPLS et/ou Open Flow dans une architecture 
SDN. Trois principales approches de recherche concernant l' implémentation des plans de 
contrôle respectant l' architecture SDN ont vu le jour. 
Nous avons l' approche basée sur GMPLS uniquement, où les recherches se focalisent sur des 
modifications ou des extensions de GMPLS pour bâtir des plans de contrôle pour les réseaux 
rP/Optiques. 
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Nous avons aussi l' approche basée sur Openflow uniquement, où les recherches sont 
centrées sur des modifications ou des extensions de Openflow pour bâtir des plans de 
contrôle pour les réseaux IP/Optiques. 
Nous avons enfin l'approche basée à la fois sur Open Flow et GMPLS, où les recherches sont 
axées sur des modifications ou des extensions de Openflow et de GMPLS pour implémenter 
des plans de contrô le pour les réseaux IP/Optiques, en utilisant OpenFlow pour la gestion de 
la portion IP et GMPLS pour la gestion de la portion optique. 
L'architecture adéquate des so lutions utilisant toutes ces approches est SDN. Elle fait 
la quasi-unanimité pour l'Internet du futur si les opérateurs et fournisseurs de services 
réseaux veu lent respecter le exigences sans ce se en croissance exponentielle des 
app lications utilisées via le réseau, et qui demandent de plus en plus de bande passante, de 
flexibilité d 'administration et d'évolution. Quel que soit sa spécification ou sa 
personnalisation, cette architecture est appropriée pour bâtir des plans de contrôle pour les 
réseaux IP/Optiques. 
Malgré le fait que les solu tions proposées et implémentées à ce jour restent encore au 
stade d'essai en laboratoire, les chercheurs et praticiens avancent de plus en plus vers une 
solution pour une exploitation réelle. En effet, les plus grands constructeurs des nœuds 
réseaux (routeurs, commutateurs, hubs, etc.), à l'instar de Cisco System, HP, 3Com, etc., 
intègrent déjà progressivement sur certains modèles des compatibilités avec le protocole 
OpenFiow, ce qui permettra de faire des tests en réel sans perturbation du réseau 
informatique en exploitation. Mais plusieurs équipements réseaux sont encore non-
compatib les GMPLS, et les solutions basées sur Openflow et GMPLS n' intègrent pas ce 
genre d 'équipements. 
Après cette recension des écrits concernant les approches de recherche et l' architecture 
adéquate pour l' implémentation des plans de contrô le, nous passons à l'étude de GMPLS. 
CHAPITRE Ill 
ÉTUDE DE GMPLS 
Pour cette étude, nous nous sommes intéressés au projet DRAGON (Dynamic 
Resource Allocation in GMPLS Op/ica/ Networks) dont le déploiement dans notre 
architecture réseau de certains de ces composants logiciels et configurations matérielles sont 
un préalable au fonctionnement du contrôleur OpenFiow-GMPLS que nous avons 
implémenté. 
Il était très important pour nous d 'apprivoiser les composants et les configurations matérielles 
dudit projet afin de pouvoir les intégrer à notre architecture réseau et les adapter à nos 
besoins. 
3. 1 Jntroduction 
Le projet DRAGON, financé par la NSF (National Science Foundation) s'occupe de la 
recherche et du développement des services dynamiques de transport des réseaux 
déterministes de bout à bout et gérable pour les applications haut de gamme (vidéo haute 
définition, grand flux de données, etc.). Pour sa mise en œuvre, DRAGON dép loie 
l'infrastructure de réseau rP et crée un GMPLS (Generalized Multi-Protocol Label Switching) 
compatible avec le cœur du réseau optique pour permettre un approvisionnement dynamique 
de chemins d'accès des réseaux déterministes en réponse directe aux demandes des 
utilisateurs finaux, s'étendant sur plusieurs domaines administratifs. 
Les informations contenues dans ce chapitre sont tirées du guide nommé « Virtual Label 
Switching Router Implementation Guide», écrit par I'USC (University of Southern 
Ca/ifornia), l' IS l (Information Sciences lnstitute ), 1' UMD (Université du Mmyland), la MAX 
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(Mid-Atlantic Crossroads) et le GMU (George Masan University). Ce guide fournit une 
description de la mise en œuvre d'une partie de la suite logicielle de DRAGON. Dans ce 
chapitre, nous allons étudier, installer et configurer certains composants du plan de contrôle 
DRAGON pour une prise en main totale. 
Après cette brève introduction, nous passons aux é léments qui composent le plan de contrôle 
DRAGON. 
3.2 Composants du plan de contrôle DRAGON 
Cette section présente les éléments fonctionnels clés identifiés dans l'architecture du 
plan de contrô le DRAGON. 
En effet, l' utilisation de certains logiciels et composants du projet DRAGON permet de 
mettre en place les possibilités d' approvisionnement dynamique des chemins dédiés à travers 
le réseau pour les applications haut de gamme. Ceci est accomp li via un VLSR (routeur 
virtuel à commutation par étiquettes). Généra lement, sur une topo logie basée sur GMPLS, le 
chemin approvisionné dynamiquement se fait d' un nœud d'extrémité vers un nœud 
d' extrémité. Toutefois, si le logiciel DRAGON s'exécute sur les systèmes d'extrémités, le 
chemin d'accès peut être établi de bout en bout. Nous avons ci-dessous un exemple de 
déploiement des VLSR. 
Source : ((USC) er al., 2008 2) 
Figure 3.1 Diagramme général pour le déploiement des VLSR 
L'architecture de DRAGON utilise GMPLS comme composante fondamentale pour le 
contrôle et la mise en service d'éléments réseaux. Les éléments fonctionnels clés se trouvant 
dans l'architecture du plan de contrôle DRAGON sont : 
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• VLSR (Virtual Label Switch Router) 
• NARB (Network Aware Resource Broker) 
• CSA (Client System Agent) 
• ASTB (Application Specifie Topo/ogy Bui/der) 
Tl existe deux principaux modes de fourniture des services dynamiques (c'est-à-dire les 
circuits) qui sont: 
• CSA-to-CSA 
• VLSR-to-VLSR 
Commençons par définir les rôles de ces éléments fonctionnels clés. 
3.2. 1 VLSR 
En tant que composant clé de notre plan de contrôle OpenFiow-GMPLS, le VLSR est 
l'ensemble composé d'un PC (où DRAGON est installé) et d' une structure de commutateur. 
Ce PC doit exécuter un logiciel de plan de contrôle basé sur GMPLS. Son utilisation 
principale dans le projet DRAGON est de contrôler les commutateurs Ethernet via un 
contrôleur GMPLS. Ce routeur virtuel permet de mettre en place l'approvisionnement 
dynamique de routes dédiées, et fournit un mécanisme pour intégrer les équipements non-
compatibles GMPLS dans un réseau qui offre des services GMPLS de bout en bout. Le 
VLSR transforme la suite de protocoles standards GMPLS par des protocoles d'équipements 
spécifiques, afin de permettre la reconfiguration dynamique des équipements non-GMPLS. 
Le PC VLSR se compose d'une pile de protocoles qui comprend OSPF-TE (Kompella et 
Rekhter, 2005) et RSVP-TE (Berger, 2003) et agit comme un proxy pour les périphériques 
non-GMPLS. Ceci permet à ces derniers d'être inclus dans les instanciations des chemins de 
bout à bout. Toutefois, le VLSR a également été adapté pour contrôler certains commutateurs 
TDM et optiques. 
L'application de VLSR aux environnements Ethernet a inclus la modification de OSPF-TE et 
RSVP-TE pour permettre la fourniture des circuits Ethernet basés sur les configurations 
VLAN. À chaque commutateur Ethernet, le VLSR traduit les messages de signalisation 
RSVP-TE en commandes de commutateur local et crée les associations VLAN-ports désirées 
ainsi que les bandes passantes requises garanties. Chaque fois qu'un circuit Ethernet (LSP) est 
mis en place ou coupé, la bande passante et les informations d'étiquetage de VLAN sont mis 
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à jour par la distribution d'annonces à état de lien OSPF-TE (LSAs) afin de maintenir les 
états de liens appropriés sur le réseau. Le PC VLSR utilise une combinaison de SNMP RFC 
2674 et CLL (Interface de Ligne de Commandes) pour le contrôle local du Switch Ethernet. 
Il est à noter que la version actuelle du code de VLSR prend en charge un nombre très 
limité de commutateurs. 
Tableau 3.1 Commutateu•·s prises en charge par le code VLSR de DRAGON 
Nom du commutateur Modèle Méthode de contJ·ôle 
Dell PowerConnect 5224/5324 RFC2674 SNMP 
Dell PowerConnect 6024/6024F RFC2674 SNMP 
Extreme Summit 1 i/5i RFC2674 SNMP 
Intel Express 530T InteiES530 SNMP 
Raptor ER1010 R3Q_torER 10 l 0 SNMP 
Cisco Catalyst3750 Catal_yst3750 SNMP 
Cisco Catalyst6550 Catalyst6550 SNMP 
HP 5406 HP5406 SNMP 
SMCIOG8708 SMC lOG 8708 SNMP 
Force 10 E300/E600 Force! OE600 CL! (SSH/TELNET) 
Linux Software Switch LinuxSwitch Sheii/SSH/TELNET 
EoS Subnet NIA TLJ 
Ce tableau est présenté pour marquer le fait que les commutateurs de marque Cisco, de 
modèle ONS 15454 avec lesquels nous avons travaillé ne sont pas pris en charge dans le code 
VLSR du projet DRAGON. Nous allons par conséquent adapter notre plan de contrôle 
OpenFiow-GMPLS Dragon, afin que le code VLSR-Dragon soit en mesure de fonctionner 
avec les commutateurs Cisco 15454. 
3.2.1.1 DRAGON OSPF-TE 
Le logiciel DRAGON OSPF-TE est une extension du module OSPF de GNU Zebra 
(package de logiciel de routage open source). 
OSPF est un protocole de routage à état de lien développé pour les réseaux IP. Il envoie les 
LSAs (Annonce à État de Lien) à tous les autres routeurs dans la même zone. Chaque 
routeur OSPF maintient une base de données identique décrivant la topologie du réseau . À 
partir de cette base de données, une table de routage est calculée en construisant un arbre de 
chemin d'accès plus court vers chaque nœud. OSPF recalcule les routes rapidement face aux 
changements topologiques en utilisant un minimum de trafic. 
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OSPF porte également les informations d'état de lien pour GMPLS en possédant I'OSPF-TE. 
Le module CSPF (Constraint Shortest Path First) est fourni comme un module séparé qui 
inclut une APl sous forme d 'appel fonction et offre la possibilité de calculer les chemins 
d'ingénierie de trafics basés sur le LSDB (LinkState Database) OSPF-TE dérivé. 
3.2.1.2 DRAGON RSVP-TE 
Le logiciel DRAGON RSVP-TE est une extension de l'open source KOM RSVP 
Engine de l'Université Technique de Darmstadt pour inclure la fonctionnalité requise de 
GMPLS TE. 
RSVP est un protocole de signalisation qui permet à l'expéditeur et au destinataire dans une 
communication, de mettre en place une large bande réservée pour la transmission de données 
avec une qualité de Service (QoS) spécifiée. 
3.2.2 CSA 
Le CSA (Client System Agent) est l' un des composants essentiels de notre plan de 
contrôle OpenFiow-GMPLS. C'est un logiciel qui s'exécute sur tout système qui termine un 
lien de plan de données du service fourni. C'est le logiciel qui permet l'approvisionnement de 
la demande de bout en bout entre les systèmes clients dans le domaine GMPLS. Dans ce 
contexte, un client est un système qui demande des services réseaux. Le CSA s'exécute 
généralement en mode peer-ta-peer, mode de superposition via un protocole d' interface 
usager-réseau (UNI) ou en mode de service web. 
L'architecture DRAGON identifie trois types distincts de modes opératoires CSA. 
• Peer-ta-peer CSA 
o CS (Client System) qui termine le lien du plan de données, 
o CS qui termine le lien du plan de contrôle, 
o CS qui possède à la fois RSVP et OSPF. 
Note : dans ce mode de fonctionnement, le CSA ressemble beaucoup à un VLSR. 
• UNI CSA 
o CS qui termine le lien du plan de données, 
o CS qui termine le lien du plan de contrôle, 
o CS qui utilise le signalement UNT (basé sur RSVP). 
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• Service Web CSA 
o CS qui termine le lien du plan de données, 
o CS qui termine le lien du plan de contrôle, 
o CS qui utilise XML pour demander la mise en service. 
3.2.3 DRAGON NARB and RCE 
NARB (Network Aware Resource Broker) est utilisé pour le ca lcul sophistiqué des 
chemins d'accès et l' ingénierie de trafic, où les systèmes d'extrémités ou autres dispositifs 
peuvent faire des interrogations pour connaître la disponibilité des voies de trafic conçues 
entre les paires sources et destinations spécifiées. C'est une entité qui représente le système 
autonome local (AS) ou le domaine. L'abstraction de domaine fournit des mécanismes pour 
un domaine administratif afin d'annoncer au monde extérieur une vue très simplifiée de sa 
topologie. Cela permet aux domaines de cacher leurs véritables topologies, mais aussi de 
réduire la quantité de mises à jour externes requises. Chaque domaine administTatif peut 
utiliser des paramètres de configuration pour personnaliser son abstraction du domaine au 
niveau désiré. 
Un sous-composant autonome du NARB appelé RCE (Resource Computation Element) 
effectue les tâches de calcu l de chemin d'accès inter-domaine et la mise en service du LSP 
(Label Switched Path). Le NARB est également responsable du routage inter-domaine. 
3.2.4 ASTB 
L'architecture de DRAGON inclut l'idée de créer des AST (Application Specifie 
Topologies). Celles-ci sont requises par un utilisateur final et sont généralement un ensemble 
de LSP qu'un domaine d'application désire mettre en place en tant que groupe. L'élément 
DRAGON, connu comme ASTB (Application Specifie Topo/ogy Builder) est chargé de 
coordonner cela en réponse aux demandes de l'app lication. L'ASTB utilise les fonctionnalités 
des autres éléments du plan de contrôle DRAGON (NARB, VLSR, CSA) pour demander une 
instanciation individuelle des LSP, maintenir la cartographie des différents groupements LSP 
aux topologies spécifiques et interagir avec les demandes des utilisateurs . 
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Après avoir parcouru les quatre composants du plan de contrôle DRAGON , passons 
maintenant à son installation . 
3.3 Installation du logiciel DRAGON 
Nous présentons dans cette sect ion l' installation de l'environnement DRAGON et les 
conditions nécessaires pour cela. 
3.3. 1 Préparation avant l' insta llation 
Les configurat ions requises se situent au ni veau du matériel et du système d 'exploitation. 
a) Le matérie l 
Au moins 500 MHz de vitesse du processeur (Pentium [JI) et 256 Mo de RAM sont 
nécessaires pour exécuter le système d'exploitation et le logicie l DRAGON. Après 
l'insta llation du système d'exploitat ion, il faut au moins 1 Go d'espace libre sur le disque dur. 
Chaq ue machine doit avo ir au moins deux cartes réseau Ethernet (FastEthernel) ; Gigabil 
Ethernet est préférable mais pas indispensable. 
b) Le système d'exploitation 
Les hôtes et les ordinateurs de contrôle VLSR peuvent fonctionner avec Linux (version 
du noyau 2 .4.20 ou supérieur), FreeBSD (version du noyau 4. 11 ), ou une version hybride de 
Linux et FreeBSD. 
3.3.2 Prérequis avant l' installation 
Le log icie l « DRAGON dependency » est requis avant l'installation du logiciel 
DRAGON. li comprend les outils SSH, GNU, Net-SNMP, SYN, libxml2 et z lib- 1.2.3. Le 
rô le de chaque outil est exp liqué c i-dessous. 
3.3.2. 1 SSH 
SSH (Secure Shel[) est à la fois un programme informatique et un protocole de 
communication sécurisé qui permet la connexion sécurisée à un ord inateur distant. On peut 
déplacer des fichiers d'une machine à l'autre avec des communications sécur isées via des 
canaux non sécurisés. Sans SSH, quelqu'un qui a un accès « root » sur les ord inateurs du 
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réseau ou un accès physique au câble réseau, peut accéder sans autorisation aux fichiers de 
plusieurs façons. 
3.3.2.2 Les compilateurs GNU 
a) gcc/g++ 
Les logiciels de DRAGON ont été compilés sous le nom de ONU GCC/G++, versions 
2.95.x, 3.2.x, 3.4.x, et 4.0.x. 
b) bison 
C'est le générateur d'analyseur syntaxique de ONU pour interpréter les fichiers 
d'extension« .y». 
c) flex 
C'est le générateur d'analyseur lexical rapide pour interpréter les fichiers d'extension 
(( .1 ». 
3.3.2.3 Net-SNMP 
Net-SNMP (Net-Simple Network Management Protocol) est une suite d'applications 
utilisées pour implémenter le SNMP vi, SNMP v2c et SNMP v3 , et qui utilise à la fois LPv4 
et 1Pv6. Le logiciel DRAGON nécessite Net-SNMP pour son installation. Cette suite 
d'applications comprend : 
• une application en ligne de commande, 
• un navigateur graphique MIB, 
• l'application daemon pour la réception des notifications SNMP, 
• un agent extensible pour la gestion de l'information et qui permet de répondre aux 
requêtes SN M P, 
• une bibliothèque pour le développement de nouvelles applications SNMP avec les 
APls Cet Perl. 
SNMP (Simple Network Management Protocol) est le protocole le plus utilisé pour la gestion 
des éléments actifs du réseau (commutateurs, routeurs, serveurs, postes de travail, 
imprimantes, etc.) et/ou des logiciels. Chaque élément du réseau dispose d'une entité dite 
agent qui répond aux requêtes de la station de supervision (ordinateur exécutant les 
applications de gestion qui contrôlent les éléments réseaux). Les agents sont des modules qui 
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rés ident dans les éléments réseaux. SNMP permet à la station de supervision d'al 1er chercher 
des informations sur les éléments réseaux et de recevoir des alertes provenant de ces derniers. 
Il est aussi utilisé pour la gestion à distance des applications comme les bases de données et 
des équipements comme les serveurs. 
3.3.2.4 SVN 
SVN (SubVersioN) est un système de contrô le de version open source utili sé pour le 
contrô le des sous-vers ions. Cela signifie que si une modification incorrecte a été apportée aux 
don nées, les données précédentes ne sont pas perdues parce que tout le travail est sauvegardé. 
Ainsi, peu importe le nombre de modifications qui sont effectuées dans un fichier, le fichier 
origina l ainsi que toutes les autres versions du fichier peuvent toujours être référencés à tout 
moment. 
3.3.2.5 Libxml2 
La bibliothèque libxm l2 est utilisée pour analyser les fichiers XML. Le logiciel 
DRAGON en a besoin pour supporter la mise en service de la topologie spécifiq ue des 
applications XML. 
3.3.2.6 zlib-1.2.3 
Zlib est utilisé pour compresser et décompresser des données qui figurent dans 
certa ins protocoles de routage et de signa lisation. 
3.3.3 Installation de Dragon VLSR 
Pour installer les logiciels DRAGON VLSR, KOM-RSVP (autre implémentation de 
RSVP) et GNU ZEBRA, il faut se référer à l'annexe A.l. 
Après avoir fait ces installations, parcourons par la suite les étapes de configuration des 
commutateurs. 
3.4 Etapes de configuration du commutateur 
Cette section présente les étapes à parcourir pour configurer les commutateurs (qui 
prennent en charge Net-SNMP). Ces étapes ont aussi été utilisées dans notre plan de contrôle. 
Pour cette configuration, nous devons contrô ler les éléments c i-dessous : 
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Activation du serveur SNMP 
Le serveur SNMP doit être activé sur le commutateur contrôlé par le VLSR. Pour cela, il 
faut ajouter une communauté (option de commande du commutateur) nommée « dragon» sur 
le serveur SNMP. La communauté devrait avoir deux privilèges (lecture et écriture). 
Affectation et administration d'adresses fP 
Il faut attribuer une adresse IP à l'interface du commutateur reliée au YLSR. Il est 
important de conserver cette adresse, puisque nous l'ajouterons dans le fichier de 
configuration des commutateurs par la suite. 
Création des YLANs vides 
Pour les commutateurs qui utilisent la méthode de contrôle SNM P, mais ne supportent 
pas la création et la suppression dynamique des V LANs, nous devons créer des V LANs vides 
portant des balises qui seront éventuellement utilisées dans les mises en service futures. 
Après la présentation des étapes de configuration, voici la configuration des éléments de 
DRAGON. 
3.5 Configuration des éléments de DRAGON 
Cette partie présente toutes les configurations des éléments de DRAGON (nécessaires 
à notre plan de contrôle) qui seront également effectuées dans notre plan de contrôle à l' instar 
des tunnels GRE, de DRAGON OSPF-TE, DRAGON RSVP-TE, DRAGON daemon et 
ZEBRA. 
En effet, l'exemple de configuration établit les LSPs (chemins commutés par étiquettes) entre 
les hôtes exécutant GMPLS via un hôte spécial sans compatibilité GMPLS, fournissant des 
services de base GMPLS de bout en bout. Cet hôte spécial est désigné comme VLSR, routeur 
virtuel à commutation par étiquettes. lei, le logiciel DRAGON est installé sur trois machines 
où l' une d'elles sera la machine de contrôle (YLSR) qui prendra en charge le commutateur 
Ethernet. 
La configuration qui sera faite plus loin dans cette section est celle de l'architecture réseau 
suivante: 
"'c "'c 
Source : ((USC) et al., 2008 7) 
. 
î 
. 
.. 
:3 
Figure 3.2 Prototype de configuration du VLSR 
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Il s'agit d'une topologie simple composée de deux systèmes d'extrémités (hôte 1 et hôte 2) 
connectés à un commutateur Ethernet lié au VLSR. Le logiciel DRAGON s'exécute sur ces 
hôtes. Un Switch hub permet de relier le VLSR aux hôtes. Le VLSR contrô le le Switch 
Ethernet (qui prend en charge SNMP vi ou v2) et la rend compatible avec la commutation 
par étiquettes, alors que ce genre de commutatew· est par défaut compatible avec la 
commutation par paquets. Ceci est rendu possible avec l'aide de Net-SNMP et du logiciel 
DRAGON installé sur le YLSR. Pendant ce temps, les tunnels GRE (Generic Routing 
Encapsulation) sont mis en place entre les hôtes et le VLSR et vice versa. De cette manière, 
les plans de données et de contrô le sont séparés. Les LSPs peuvent ensuite être mis en place 
entre les deux hôtes par l'intermédiaire du VLSR. 
3.5. 1 Configuration des tunnels GRE sur les hôtes 
L'encapsulation à routage générique (GRE) prend des paquets ou des trames d'un 
système réseau et les place à l'intéri eu r d ' une trame d'un autre système réseau. Cette méthode 
est parfois appelée tunneling, et fournit un moyen d'encapsuler les paquets à l'intérieur d'un 
protocole routable via des interfaces virtuelles. Le tunnel permet à n'importe quel protocole 
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du plan de contrôle d'être transmis d'un réseau viituel vers un réseau physique qui s ' exécute 
sur un autre protocole. 
Dans l'exemple représenté à la figure 3.2, nous avons besoin de mettre en place deux tunnels 
GRE. Le premier appelé gre!, de l'hôte l vers la machine de contrôle VLSR, et le second 
appelé gre2, de l'hôte 2 vers la machine de contrôle VLSR. Les messages de signalisation et 
de routage peuvent ensuite circuler dans les tunnels GRE de l'hôte 1 à l'hôte 2. 
Nous commençons la configuration en chargeant d'abord le module de tunnel GRE dans le 
noyau Linux à l'aide de la commande«# lsbinlmodprobe ip_gre ». 
Pour expliquer la configuration du tunnel GRE entre l'hôte 1 et la machine de contrôle, nous 
avons considéré les adresses IP suivantes : 
Host 1 (cnl_hostl): 
Adresse réseau: 129.174.43.90 
Masque de sous-réseau: 255.255.255.0 
Adresse locale de l'intet.face gre 1: 10.10.0.1 
Host 2 (cnl_host2): 
Adresse réseau: 129.174.42.221 
Masque de sous-réseau: 255.255.255.0 
Adresse locale de l'inteJ.face gre2: 10.20.0.1 
Machine de contrôle (eni_ vlsr): 
Adresse réseau: 129.17-1.-12. 12 
Masque de sous-réseau: 255.255.255.0 
Adresse locale de l 'inteJ.face gre/: 10.10.0.2 
Adresse locale de 1 'interface gre2: 10.20.0. 2 
Pour configurer les tunnels GRE sur les hôtes 1, 2 et sur le VLSR, il faut se référer à 
l'annexe A.2. 
3.5.2 Configuration de DRAGON OSPF-TE, DRAGON RSVP-TE, DRAGON daemon et 
ZEBRA 
L'exemple des configurations présentées sont celles du cas illustré à la figure 3.2, 
c'est-à-dire pour les équipements cnl_hostl (hôte J ), cnl_host2 (hôte 2) et eni_ vlsr (VLSR). 
Le contenu des fichiers de configuration et les processus d'installation sont présentés à 
l' annexe A.3. 
Après avoir configuré les éléments de DRAGON, nous pouvons passer à l'étude des 
commandes de mise en service du chemin commuté par étiquettes (LSP). 
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3.6 Commandes de mise en service du LSP via CU 
Cette section présente les commandes qui seront automatisées dans le code de notre 
plan de contrôle OpenFlow-GMPLS pour mettre en marche les LSP. 
En effet, la mise en service du LSP permet d'établir un chemin à commutation par étiquettes 
entre deux ordinateurs (source et destination). 
Pour cela, il faut taper les commandes ci-dessous: 
1. $ telnet 129.74.43.90 2611 
129.74.43.90 via le porl2611) 
(se connecte sur la machine d'adresse JP 
2. A ffi cher les modules et les configurer un par un 
a. show module 
b. con.ftgure [MODULE_NAME] 
(affiche les modules que nous avons) 
(cotifigure le module) 
3. Créer un LSP sur l'ordinateur source 
a. edit lsp [LSP _NAME] (donne un nom au lsp) 
b. set ip_src A.B.C.D port X /sp-id XX ip_dest A.B.C.D port Y tunnel-id YY 
(définit 1 'adresse IP et le numéro de port source et de destination) 
c. set bandwidth gige swap Ise encoding Ethernet gpid Ethernet 
(définit la valeur de la capacité de commutation à Ise (Label Switch 
Capability)) 
d. exit 
4. [nitier le chemin d'accès de l'expéditeur 
a. commit lsp [LSP _NAME] (valide et active le LSP) 
5. Vérifier l'état LSP 
a. show lsp [LSP _NAME} 
Le statut LSP est comme suit: 
Lsp status = ln service: 
= Commit: 
= Edit: 
= Listening: 
= De/ete: 
(montre le statut du lsp) 
le chemin d'accès a été établi 
en attente des réponses du narb 
n'a pas été encore validé 
écoute les prochaines demandes de chemin 
en attente de confirmation de suppression du narb 
Après avoir effectué l'étude des composants et logiciels de GMPLS via le projet DRAGON, 
quel le conclusion pouvons-nous en tirer ? 
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3.7 Conclusion 
Le guide de mise en œuvre de DRAGON vise à fournir les informations nécessaires 
aux utilisateurs et aux développeurs pour installer et mettre en place un réseau YLSR. Ce 
guide nous a permis de prendre en main les composants du projet DRAGON (GMPLS), via 
l'identification des composants du plan de contrôle DRAGON, l'installation des logiciels 
nécessaires, la configuration des tunnels GRE et des éléments de DRAGON OSPF-TE, 
CHAPITRE lV 
ÉTUDE DE OPENFLOW 
Pour cette étude, nous nous sommes familiarisés avec l'environnement OpenFiow via 
le tutorial de déploiement de OpenFiow de la OF Foundation. Le déploiement dans notre 
architecture réseau des composants de OpenFlow est un préalable au fonctionnement de 
l' agent OpenFiow-GMPLS que nous avons implémenté. 
li était aussi imp01tant pour nous d'apprivoiser ces composants et les configurations 
nécessaires pour être capable de les intégrer à notre architecture réseau et les adapter à nos 
besoins. 
4.1 introduction 
OpenFlow est une interface ouverte pour contrôler à distance les tables de transfert 
dans les commutateurs, les routeurs et les points d'accès réseawc Avec la version actuelle de 
OpenFiow, les chercheurs peuvent construire des réseaux avec de nouvelles propriétés de 
haut niveau. Par exemple, OpenFlow facilite la gestion des réseaux sécurisés, des réseaux 
sans fil avec des transferts fluides, des réseaux des centres de données évolutifs, de la 
mobilité de l' hôte, des réseaux plus efficients en termes d' énergie et des nouveaux réseaux 
étendus, pour ne nommer que ces quelques fonctionnalités. 
Dans ce chapitre, nous allons dans un premier temps énumérer les composants nécessaires à 
l' environnement virtuel OpenFiow. Dans un second temps, nous allons installer ces 
composants et les configurer pour la création de l'environnement virtuel. Dans un troisième 
temps, nous allons effectuer la mise en service de réseau virtuel. Puisque le tutorial de 
déploiement de OpenFiow de la OF Foundation se déroule en environnement virtuel, nous 
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allons étudier cet environnement. Pour cela, nous pouvons nous poser la question suivante: 
quels sont les éléments qui constituent cet environnement? 
4.2 Composants/logiciels de l' environnement virtuel de OpenFiow 
Cette portion permet de nommer les composants ou logiciels nécessaires au 
déploiement de l'environnement virtuel OpenFiow. 
Les composants dont l'environnement virtuel OpenFiow a besoin sont: un système 
d'exploitation, un logiciel de virtualisation, un serveur X et un terminal. Ces composants se 
révéleront utiles pour faire tourner le hub prévu dans un commutateur d'apprentissage. Nous 
nommerons ces logiciels et donnerons leurs rôles plus bas dans la sous-section prérequis 
avant l'installation. 
Après avoir nommé les composants de l' environnement virtuel , nous passons à leurs 
installations. 
4.3 Installation des logiciels/composants 
Nous présentons dans cette partie l' in tallation de l'environnement virtuel OpenFiow 
et les conditions nécessaires pour cela. 
Dans le cadre du déploiement virtuel de OpenFiow, il nous a été fourni l'image (mininet-
2.0.0-ll3012-amd64-ovt) préconfigurée de la machine virtuelle, qui comprend les logiciels 
et les composants dont Open Flow a besoin. 
4.3.1 Préparation avant l'installation 
Cette préparation se situe au niveau du matériel et du système d'exploitation. 
a) Le matériel 
Nous avons besoin d'un ordinateur avec au moins 1 Go de RAM (2 Go et plus est 
préféré) et au moins 5 Go d'espace libre sur le disque dur (plus préféré). Un processeur plus 
rapide peut accélérer le temps de démarrage de l'ordinateur virtuel, et un plus grand écran 
peut aider à gérer plusieurs fenêtres. 
b) Système d'exploitation 
Le système d' exploitation que nous utiliserons pour abriter l'environnement virtuel 
OpenFlow est Windows 7, car il est déjà installé sur l' ordinateur requis à cet effet. 
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4.3.2 Prérequis avant l'installation 
Plusieurs logiciels sont requis avant l'installation de OpenFlow. Nous avons besoin 
d' un logiciel de virtualisation qui est Vittual Box. Il sera utilisé pour faire tourner le système 
d' exploitation Linux au-dessus de Windows 7. 
Nous avons aussi besoin d' un serveur X, qui est le logiciel Xming. Léger et rapide, il permet 
de rediriger l'affichage des app lications graphiques qui tournent sur des systèmes distants 
Unix ou Linux vers l'écran du PC qui fait tourner le serveur Xming. 
Nous avons enfin besoin d' un terminal virtuel qui est puTTY. Compatible SSH (protocole de 
communication sécurisé permettant l'accès distant à des machines Linux ou Unix), il permet 
de se connecter sur un ordinateur distant. 
4.3.3 Installation de l'environnement virtuel 
Pour installer l'environnement virtuel OpenFiow, il faut importer dans Virtual Box 
l' image préconfigurée de la machine vi ttuelle (min inet-2.0.0- 11 30 l2-amd64-ovt), et insta ller 
le server Xming. Une fois l'image importée et la machine virtuelle démarrée, nous devons 
fournir le nom d' utilisateur « mininet » et le mot de passe «m ini net» afm d 'obtenir 
l'environnement Mininet ci-dessous : 
Figure 4.1 Environnement virtuel Mininet 
57 
C' est environnement Mininet est la plate-forme d'émulation du réseau qui permet de créer un 
réseau virtuel Openflow (un contrôleur, des commutateurs, des hôtes et des liens). Cet 
environnement possède plusieurs utilitaires qui sont: 
- Dpctl : c'est l'utilitaire de ligne de commande qui permet l'envoie rapide des messages 
Open Flow entre un contrôleur OpenFiow et des commutateurs Openf low. Il est utile pour la 
visualisation des ports de commutation et pour l'insertion manuelle des entrées de flux. Il 
active la vis ibilité et le contrôle dans la table de flux d'un commutateur OpenFiow. Il est 
également utile pour le débogage, via la visualisation des compteurs de flux et l'état de flux. 
La plupart des commutateurs OpenFlow peuvent démarrer avec un port d'écoute passif (dans 
notre configuration actuelle c ' est le numéro de port 6634), à partir duquel nous pouvons 
interroger le commutateur, sans avoir à ajouter du code de débogage au contrô leur. 
- Wireshark: c'est l'utilitaire graphique qui permet de visua liser des paquets. La distribution 
de référence de Openflow comprend un dissecteur Wireshark qui analyse les messages 
Openf low envoyés vers le port Openflow par défaut (port 6633) d'une manière pratique et 
lisible. 
- lperf: c'est l'utilitaire général de ligne de commande qui permet de tester la vitesse d'une 
connexion TCP. 
- Cbench : c'est l'utilitaire qui pem1et de tester la vitesse de configurat ion de flux des 
contrô leurs OpenFiow. 
Une fois les logiciels et composants nécessaires à OpenFlow installés via l' image 
préconfigurée de la machine virtuelle (mininet-2.0.0-113012-amd64-ovt), nous passons à la 
création d ' un réseau virtuel OpenFlow. 
4.4 Création d' un environnement virtuel OpenFlow 
Cette section permet de créer un réseau virtuel OpenF iow préconfiguré, et d'obtenir les 
configurations nécessaires à la portion OpenFiow de notre plan de contrôle OpenFiow-
GMPLS. 
Toutes les commandes à exécuter sont effectuées via le «X fonvarding >> (option de 
connexion utilisée par l'émulateur puTfY), où les programmes graphiques d'affichage se 
feront via un « X server » tournant sur le système d'exploitation hôte. Pour démarrer le «X 
fonvarding », nous devons d'abord trouver l'adresse rP des clients. Pour ce déplo iement, nous 
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devons nous assurer que notre VM (Machine Virtuelle) dispose de deux interfaces réseaux: 
une interface NAT que peut utiliser la VM pour accéder à Internet, et une interface de type 
hôte uniquement pour permettre à la VM de communiquer avec la machine hôte. Notre 
interface NAT est eth 1 avec l'adresse IP 1 O.X.X.X, et notre interface de type hôte est ethO 
avec l' adresse fP 192.168.X.X. Nous devons nous connecter via l'interface hôte uniquement 
(ethO). Les deux interfaces doivent être configurées à l'aide de DHCP. 
Le réseau virtuel OpenFiow qui sera créé sur la YM se composera d' un contrôleur Open Flow 
(cO), d'un Switch Openflow (si), et de trois hôtes (h2, h3 et h4). Ce réseau dispose aussi 
d' un espace de travail utilisateur (dpctl) où des commandes peuvent être exécutées pour 
interroger le Switch Open Flow. Le schéma ci-dessous donne un aperçu du réseau virtuel. 
cO 
s1 
Controller 
port 6633 
loopbac 
(127.0.0.1) 
Open Flow 
Svlltch 
127.0.0.1 6634 
r---
rO Sl e1h1 S I~ 
h2·ethY -~~~~al h3·eth0 ~4-ethO 
e1heme1 .--- '----, 
h2 patrs h3 h4 
10.0.0.2 10.0 .0.3 10.0.0.4 
virtual hosts 
Source (OF-Foundarion, 2011) 
dpcll 
(user-space 
process) 
Figure 4.2 Architecture du réseau virtuel OpenFiow avec un Switch (sl) 
Dans ce réseau, le contrôleur et le Switch OpenFlow agissent comme un Switch Ethernet 
d'apprentissage. Pour créer ce réseau dans la machine vi1tuelle, il faut : 
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Premièrement démarrer la machine virtuelle, se connecter et taper la commande « ijèonjig -
a>> qui permet d'afficher la configuration réseau sur un système d 'exploitation Linux. La 
fenêtre ci-dessous montre le résultat de cette commande. 
Figure 4.3 Résultat de la commande« ifconfig - a>> 
Trois interfaces sont affichées ( ethO, eth 1, lo ); deux de ces interfaces ( ethO et eth 1) ont une 
adresse IP attribuée. Cette adresse se trouve à la deuxième ligne de chaque intertàce après 
l'étiquette« inet addr :». 
Deuxièmement lancer puTTY et établir une connexion SSH à la machine virtuelle via 
l'interface ethO (IP : 192. !68.56.1 0!) en activant XII. Se connecter et créer le réseau virtuel 
à l' aide de la commande« sudo mn --topo single, 3 --mac --switch ovsk --controller 
remote ». 
Cette commande exécute les actions ci-dessous : 
• créer 3 hôtes virtuels, chacun avec une adresse IP distincte. 
• créer un commutateur OpenFiow avec 3 ports. 
• connecter chaque hôte virtuel au commutateur avec un câble Ethernet virtuel. 
• définir l'adresse MAC de chaque hôte égal à son adresse rP. 
• configurer le commutateur OpenFiow pour se connecter à un contrôleur distant. 
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La fenêtre ci-dessous donne le résultat de cette commande. 
Figure 4.4 Création du réseau v irtue l Mininet 
Après la création de l' environnement pour le déplo iement de OpenFiow, nous le mettons en 
service. 
4.5 Mise en service du réseau virtuel OpenFiow 
Cette section permet de mettre en service le réseau virtuel OpenFiow via le démarrage 
du contrôleur OF qui gèrera tous les équipements de l' envi ronnement réseau. 
Pour mettre en service le réseau virtue l, nous devons dans un premier temps tester la 
connex ion entre deux hôtes (h 1 et h2) . Pour cela, il faut exécuter la commande « h 1 ping -c3 
h2 ». La figure ci-dessous donne le résultat de ce tes t. 
Figut·e 4.5 Test du réseau virtue l 
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Nous observons dans le petit rectangle blanc de la figure 4.5, 3 paquets transmis, 3 reçus, 0% 
de paquet perdu. Ce qui montre que le test a réussi. 
Dans un second temps, nous devons faire un test de transm ission des paquets Ope11Fiow. 
Pour cela, nous devons lancer le serveur Xm ing en passant par les menus « Démarrer- Tous 
les programmes- Xmi ng » sur le bureau du PC hôte. 
Dans un troisième temps, nous devons lancer Wireshark à l' aide de la commande « sudo 
wireshark & » Via puTTY. Par la suite, nous devons démarrer le contrôleur OF à l' aide de la 
commande « contro ller ptcp: » dans le terminal SSH de puTTY. La capture des échanges 
entre le contrô leur OF et le Switch OF est représentée dans la figure ci-dessous : 
Captur~ng from lo (loopback) 
Fra .. 2269) 74 bytes on wue f~92 b.ttst, 7<4 byt .. captured (~92 bJ.ts) on 1ntel"face 0 
Et~m.t II, Src · 00 OO ·OO_oo· oo 00 (00 00:00 0000001, Dst 00 0000_00 00 · 00 (00 · 0000: 00 00001 
C. Internet Protoco\ Ver•.ton A, Src 127 0 0 1 (127 0 0 1), O.t 127 0 0 1 U27 0 0 l) 
C> Tr..,..._1.SSJ.on Contra\ Protoco\, Src Port 487~ i487!18), O.t Por-t 6G3l (G6U), S~ l, Ack 1, Len 8 
C> OpenF\ow Protcx:o\ 
00 00 00 00 00 00 00 00 00 00 00 00 01 00 4S 00 
00 le f6 U 40 00 -'0 04i "' aG 7f 00 00 01 7f oo 
00 01 lM 76 19 e9 a8 611 .. -' 4b 08 e!l Sb 10 18 
00 41 fe 10 00 00 01 01 08 Oa 00 16 ~8 b4 00 16 
"b4010000080000 OOld 
c. t' f F 
v l K 
A 0 
x 
.!.1 
Figut·e 4.6 Échange des messages entre le contrôleur OpenFlow et le Switch 
OpenFiow 
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Les di fférents types de messages Open Flow sont représentés dans les tableaux c i-dessous : 
Tableau 4.1 Types de messages OpenFlow 
Message Type Description 
Hello Contrôleur -7 Switch Suivant l'échange TCP, le contrô leur envoie son 
numéro de version au Switch 
Hello Switch -7 Contrôleur Le Swi tch répond avec son numéro de version 
supporté 
Features Contrôleur -7 Switch Le contrôleur demande les ports disponibles 
Request 
Set Config Contrôleur -7 Swi tch Dans ce cas, le contrôleur demande au Switch 
d'envoyer les flu x d'expi rat ion 
Features Contrôleur -7 Switch Le Switch répond avec une liste de ports, les 
Reply vitesses de ports, et les tables et actions 
supportées 
Port Status Switch -7 Contrôleur Permet au Switch d' informer le contrô leur sur les 
vitesses et les connecti vités. 
Tableau 4.2 Nouveaux types de messages Openf low 
Message T ype Descl"iption 
Packet-ln Switch -7 Contrô leur Un paquet est reçu et ne correspond à aucune 
(port 6633) ent rée dans la table de flu x du Switch. Ce qui 
pousse le Switch à expédier le paquet au 
contrô leur 
Packet-Out Contrôleur -7 Switch Le contrôleur envoie un paquet à un ou plusieurs 
po1ts du Switch. 
Flow-Mod Contrôleur -7 Switch Ordonne au Switch d' ajouter un flux particulier à 
sa table de flux. 
Flow-Expired Switch -7 Contrô leur Donne l' informati on sur un flu x expiré après une 
période d'inacti vité 
Après s'être approprié de OpenFiow en nommant et en installant les composants de 
l'environnement virtuel, en créant et en mettant en service cet environnement, quelle 
conc lusion pouvons-nous en tirer ? 
4.6 Conclusion 
L'étude du déploiement de O penFiow a été pour nous l' occas ion d'acquéri r une 
expéri ence pratique avec la plate-forme et les outils de débogage très util es pour le 
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déve loppement des plans de contrô le réseau utilisant Openf low. Au cours de cette étude, 
nous nous sommes appropriés des commandes, des composants logic iels et matérie ls, de 
l' installat ion et de la mise en serv ice de O penFiow. Cela a été une étape inéluctab le et 
cruciale dans la suite de notre recherche qui concerne à la fo is OpenFiow et GMPLS. 
Après la prise en mai n de G MPLS grâce au projet DRAGON et de OpenF iow à 
travers son déploiement, il est temps pour nous de passer à notre plan de contrô le (contrô leur) 
OpenFiow-GMPLS. Pour ce fa ire, nous devons d' abord concevoir une architecture SDN qui 
nous permettra d'implémenter notre plan de contrôle. Le chapitre sui vant porte sur la 
conception de notre archi tecture réseau Openf low-GMPLS. 
CHAPITRE V 
CONCEPTION DE L' ARCHITECTURE OPENFLOW-GMPLS 
La conception d ' une architecture réseau a pour objectif essentiel de créer un schéma de 
réseau capable de répondre à des contraintes fonctionnell es et organi sationnelles. Pour cela, 
nous nous sommes inspirés des architectures OpenFiow et GMPLS qui sont présentées dans 
ce chapitre. 
5.1 Introduction 
Pour implémenter un plan de contrôle Openf low-GMPLS, il faut d 'abord concevoir 
une architectw·e réseau intégrant d' une part une architecture OpenF iow, et d'autre part une 
architecture GMPLS. Afin que cette architecture puisse répondre au réseau du futur, il faut en 
plus ajouter la contrainte maj eure de la séparation du plan de contrôle de celui des données. 
L'évo lutivité, la mobilité et la sécurité des réseaux sont aujourd ' hui les composantes 
centrales des architectures réseaux. La technologie SDN intègre toutes ces composantes. 
Dans ce chap itre, nous a llons présenter dans les déta ils la démarche qui nous a permis de 
fa ire la conception de l' architecture OpenFiow-GMPLS. 
5.2 Conception de l' architecture OpenFiow-GMPLS 
Cette section permet à partir des modifi cations et des extensions des architectures 
OpenFiow d ' une part et GMPLS d'autre part, d' obtenir une architecture OpenFiow-GMPLS 
qui convienne à notre so lution . 
Pour concevoir cette architecture, nous sommes partis de l' architecture du réseau virtuel 
OpenFiow avec 2 Switchs et du prototype d' architecture GMPLS de DRAGON se trouvant 
dans ce chapitre. 
--------------------------------------------~~-------------
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5.2. 1 Architecture Openf low 
L'architecture du réseau virtuel OpenFlow proposé par la OF Fondation est 
représentée comme c i-dessous : 
Controller 
cO 
port 6633 
, ' 
, ' loopback 
,," (127 .0.0.1) ',, 
, ' 
s2-eth1 
s1 
s1-eth1 s2 
s1-eth0 s2-eth0 
h3-elh0 h4-eth0 
h3 
virtual hosts 
h4 
10.0.0.3 10.0.0.4 
Source (OF-Foundalion, 201 1) 
Figure 5.1 Architecture du réseau virtuel OpenFlow avec 2 Switchs (si et s2) 
Cette architecture possède un contrô leur Openf low (cO), deux commutateurs ou Switch 
OpenFiow (s l et s2) et deux hôtes (h3 et h4). Le contrôleur OpenFiow est re lié aux deux 
commutateurs qui sont à leurs tours reliés entre eux, et chaque commutateur est relié à un 
hôte. 
Pour obtenir la portion OpenFiow de notre architecture OpenFiow-GMPLS, nous avons fait 
une transpos ition et une extension de l' architecture ci-dessus en y intégrant beaucoup plus de 
commutateurs et d ' hôtes. 
Nous avons alors obtenu l' archi tecture de la page suivante: 
Légende 
!2. Hôtes 
Switch/Commutateur 
---- ->- Lien du plan de contrô le 
Lien du plan de données 
Contr61eur OpenFiow 
. 
Domaine IP 
... 
' \ ' 
\ ' ' 
\ ' ' 
\ \ ' 
' \ 
' \ \ ' 
' ' '' 
\ ' 
' ' \ ..... ~ ......... )...., __ _ 
.... 'l:._ '' 
,,.. ' 
',, Domaine IP 
Figure 5.2 Po1tion Open Flow de l' architecture OpenFiow-GMPLS 
66 
Dans cette architecture, nous avons deux domaines JP reliés par des li ens Ethernet (liens du 
plan de contrôle) au contrôleur OpenFiow. Chaque domaine IP possède trois commutateurs 
é lectriques et quatre hôtes reliés entre eux par des liens Ethernet (liens du plan de données). 
5.2.2 Architecture GMPLS 
Le projet DRAGON (Dynamic Resource Allocation in GMPLS Optical Networks) nous 
propose un prototype d 'architecture. 
Cette architecture possède un ordinateur de contrôle (Net-SNM~) appelé VLSR, w1 
commutateur é lectrique supportant SNM P version 1 ou 2 et deux hôtes (host 1 et host 2). 
Tous ces équipements réseaux sont reliés entre eux via un Switch hub. Cette architecture est 
représentée comme suit : 
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CATA 
Source : ((USC) et al. , 2008 7) 
Figure 5.3 Prototype d'architecture GMPL de DRAGON 
En faisant une extension de cette architecture, c'est-à-dire en utili sant deux ordinateurs de 
contrô le appe lés VLSR plutôt qu 'un, deux ordinateurs clients appe lés CSA (Client System 
Agent), et en remplaçant le commutateur électrique par deux commutateurs optiques, nous 
arrivons à 1 'arch itecture ci-dessous : 
Légende 
Switch/Commutateur optique 
Lien Ethernet du plan de contrôle 
Lien Optique du plan de données 
Contrôleur GMPLS.Dragon 
r---~ r---~ 
Figure 5.4 Portion GMPLS de l' architecture OpenFiow-GMPLS 
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Cette archi tecture possède deux ordinateurs de contrôle VLSR, un contrô leur GMPLS-
Dragon, deux hôtes c lients CSA et deux commutateurs optiques. Les VLSR et les CSA 
(équipements du plan de contrôle) sont reliés par des liens Ethemet, et les commutateurs 
optiques (équipements du plan de données) par un lien optique. Les plans de contrôle et de 
données sont reliés entre eux par deux liens Ethernet. Chaque VLSR a pour rô le d 'assurer la 
gestion et le contrô le de chaque commutateur optique. 
Après avo ir fa it des extensions et des modifications des architectures OpenF low d ' une pa1t et 
GMPLS-Dragon d 'autre part, nous passons à la conception de l' architecture OpenFiow-
GMPLS. 
5.3 Architecture OpenFiow-GMPLS 
Cette section permet d' intégrer les architectures OpenFlow (fi gure 5.2) et GMPLS 
(fi gure 5.4) dans une seule architecture réseau respectant le princ ipe de la séparation du plan 
de données de celui de contrô le, afin d 'obtenir notre archi tecture OpenFlow-GMPLS. 
Pour cela, nous sommes pa1t is de 1 ' archi tecture GMPLS en ajouta nt un commutateur optique, 
et nous avons octroyé les fo nctions de commutation OpenFiow aux deux postes cli ents 
(CSA). Nous avons lié chaque domaine lP à un routeur optique via un transpondeur. Nous 
avons enfin fusionné les contrô leurs OpenFiow et GMPLS-Dragon avec une passerelle 
OpenFlow-G MPLS. 
En combinant de faço n conceptuelle les architectures OpenFlo w et GMPLS-Dragon, nous 
obtenons le schéma suivant inc luant une dé limitat ion du plan de contrôle de celui des 
données. 
Légende 
P lan de contrôle 
Plan de données 
1 T ranspondeur 
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,~--------------------------------------------------~, 
: Contrôleur Open Flow ~ 
1 1 
1 / ~~ / \ ' ' 1 
1 /' 1 1 Passerelle OpenFiow-GMPt.: , : 
1 / 1 1 ' 1 /Il ,, 1 
1
1 
/ , 
1 1 Contrèleur GMPLS·Dragon ' '' : 
.,' 1 ,' \ ' 1 ~ '' ,' 1 1 C SA 1 VLSR 1 C SA 1 , \ '' ) '~------·~ - ~ - ~--------- ----------·-~~-~~-----; 
1 
, 1 
~ 
Figure 5.5 Architecture OpenFiow-GMPLS 
Cette archi tecture possède un plan de contrô le et un plan de données. Le plan de contrôle 
comporte un contrôleur Openf low et un contrôleur GMPLS-Dragon (possédant quatre 
ordinateurs) . Ces deux contrôleurs sont re liés par un agent ou passerelle Openf low-GMPLS. 
Le plan de données comporte deux domaines IP à commutation par paq uets et un domaine 
optique. Chaque domaine lP possède des commutateurs électriques et des ordinateurs hôtes, 
et le domaine optique possède trois commutateurs optiques. Deux transpondeurs permettant 
de converti r le signal é lectrique en signal optique et vice-versa reli ent le domaine optique des 
domaines IP. 
Après la conception d' une archi tecture Openf low-G MPLS adéquate à notre solution, que lle 
conc lusion pouvons-nous en t irer? 
70 
5.4 Conclus ion 
Après s'être inspi ré des architectures des plans de contrôle OpenF low d' une part, et 
GM PLS-Dragon d'autre part, nous avons bâti une archi tecture OpenFlow-G MPLS. 
En effet, nous avons transposé et étendu l'architecture OpenFiow en y intégrant beaucoup 
plus de commutateurs et d' hôtes. Ensui te, nous avons auss i étendu l'architecture GMPLS-
Dragon en util isant deux ordinateurs de contrôle appe lés VLSR, deux ordinateurs clients 
appelés CSA, et en remplaçant le commutateur électrique par des commutateurs optiques . 
Enfi n, nous avons intégré ces deux architectures dans une seul e, tout en respectant le principe 
de la séparat ion du plan de données de celui de contrô le pour obtenir notre architecture 
OpenFiow-GMPLS. Cette dernière a été insta ll ée phys iquement dans notre laborato ire 
réseau. 
La configurat ion préalable de l'architecture OpenFiow-G MPLS, les tâches à acco mplir et 
l' implémentation proprement di te du plan de contrô le OpenFlow-G MPLS seront décri tes 
dans le chapitre sui vant. 
CHAPITRE VI 
IMPLÉMENTATION DU PLAN DE CONTRÔLE OPENFLOW-GMPLS 
L'implémentation d' un plan de contrôle OpenFiow-GMPLS dans une architecture 
réseau conçue et installée, consiste en une modification et/ou extension des protocoles 
OpenFiow et GMPLS, pour centraliser de façon logique l'intelligence et l'état du réseau à 
partir des applications sur un super-ordinateur. 
6.1 Introduction 
Tout environnement réseau a besoin de configurations préalables pour fonctionner, 
parce que chaque équipement réseau doit connaître les équipements voisins (ceux avec qui il 
est directement connecté) et leurs modes de fonctionnement. La configuration de notre plan 
de contrôle OpenFlow-GMPLS passe par la configuration de chaque équipement présent dans 
l'architecn1re réseau. 
Dans ce chapitre, nous allons configurer tous les équipements réseaux, tester et évaluer le 
plan de contrôle implémenté et décrire son comportement en cas de rupture de lien réseau. 
Nous abordons alors la configuration de notre environnement réseau. 
6.2 Configuration de l' environnement OpenFiow-GMPLS 
Dans cette section, nous allons détailler toutes les configurations qui ont été effecn1ées 
dans l'architecture de l'environnement réel de test OpenFiow-GMPLS. Nous allons présenter 
les configurations liées au contrôleur Openflow-GMPLS, aux commutateurs OpenFiow, aux 
interfaces GRE et aux VLSR. 
Il est à noter que les installations de certains composants et outils de OpenFiow et de 
GMPLS-Dragon ont été préalablement faites. Il s'agit de l'installation des composant de 
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GMPLS (section 3.3) et de l' installation des logiciels et composants de Openflow (section 
4.3) . 
L'architecture de l'environnement de test OpenFlow-GMPLS (représentant le réseau 
physique réel) que nous allons configurer est représentée par le schéma ci-dessous: 
Client 1 
1 
1 
1 
1 
OF SIC SA 
Contrôleur OpenFiow 
Agent OpenFiow-G:\{PLS 
Contrôleur GMPLS-Dragon 
\ 
\ 
VLSR2 ~ 
- L--------l. ~-_, 
C!sco6504 
1 
\ 
' 
' ', ROAOM 1 .... _____ _ 
, 
, 
, 
1 
1 
C!sco6504 
Figure 6.1 Architecture de l'environnement de test du contrôleur OpenFlow-GMPLS 
Cet environnement de test, issu de l' architecture OpenFlow-GMPLS de la figure 5.5 a été 
déployé physiquement dans notre laboratoire informatique. Or, les Switch Openflow utilisés 
dans le tutorial du déploiement de OpenFlow de la OF Foundation sont des PC transformés 
en Switch OpenFiow via l'installation des composants de OpenFlow. Tl a fallu réajuster notre 
architecture pour son déploiement en réel. En effet dans la figure 6.1 , les PC nommés 
OFS/CSA ou CSA/OFS jouent les rôles de CSA pour la portion GMPLS du contrôleur 
OpenFiow-GMPLS et de Switch OpenF iow pour la portion Openflow du contrôleur 
OpenFiow-GMPLS. De ce fait, chaque domaine JP est donc constitué d' un hôte (Client J ou 
Client 2), d'un Switch Cisco 6504 et d'une partie logique du PC OFS/CSA ou CSA/OFS. 
73 
Notre environnement de test est alors composé de deux clients (Client 1 et 2) qui sont 
reliés aux commutateurs OFS/CSA et CSNOFS. Chacun d'eux est relié à un commutateur 
électrique Cisco 6504, connecté au domaine optique via un convertisseur électrique 1 optique. 
Le domaine optique est composé de trois commutateurs optiques Cisco (ROADM 1, 2 et 3). 
Chaque ROADM est contrôlé par un agent SNMP-TLl. Un agent Openflow-GMPLS relie le 
contrôleur Open Flow au contrôleur GMPLS-Dragon. 
6.2.1 Configuration des postes clients 
Les postes clients ici sont les ordinateurs d'extrémité à l' architecture, c'est-à-dire les 
équipements des utilisateurs finaux qui doivent communiquer entre eux. Dans notre cas ces 
équipements doivent appartenir à un même sous-réseau. Pour cela ils doivent avoir la même 
adresse réseau et le même masque de sous-réseau. Dans notre exemple, l'adresse réseau est 
172. 16.0.0 et le masque 255.255.0.0; donc toutes les adresses de la forme 172. 16.X.X 
appartiennent au même sous réseau de masque 255.255.0.0. 
Configuration du client 1 : 
• Adresse lP : 172.16.98. 101 
• Masque de sous réseau: 255.255.0.0; équivaut au préfixe « /16 » 
Configuration du client 2: 
• Adresse IP : 172. 16.98.102 
• Masque de sous réseau: 255.255.0.0; équivaut au préfixe « /16 » 
6.2.2 Configuration du contrôleur Openflow-GMPLS 
Le contrôleur OpenFiow-GMPLS possède deux cartes réseaux Ethernet ; une servant 
de connexion avec le plan de contrôle et l'autre avec le plan de données. 
Configuration de la lere carte réseau (connexion avec le plan de contrôle): 
• AdresseiP: 10.10.23.101 
• Masque de sous réseau : 255.255.240.0 ; équivaut au préfixe « /20 » 
Configuration de la 2 ème carte réseau (connexion avec le plan de données) 
• Adresse lP : 192.1.0. 101 
• Masque de sous réseau: 255.255.255.0; équivaut au préfixe « /24 » 
L'ordinateur jouant le rôle de contrôleur OpenFlow-GMPLS possède deux ordinateurs 
virtuels pour contrôler les deux commutateurs OpenFiow (OFS/CSA et CSA/OFS). La figure 
suivante donne une représentation de ce phénomène de virtualisation. 
Conlrôleur 
OpenFiow-GMPLS 
Ordinateur vi rtuel 1 
Ordinaleur virluel 2 
Figure 6.2 Ordinateurs virtuels du contrôleur OpenFlow-GMPLS 
L'ordinateur v irtue l 1 doit être configuré comme suit: 
Configuration de la 1 '"• ca rte réseau (connexion avec le plan de contrô le) 
• Adresse JP: 10 .10.23. 100 
• Masque de sous réseau : 255.255.240.0 ; équi vaut au préfixe « /20 » 
Configuration de la 2eme carte réseau (connex ion avec le plan de données) 
• A dresse iP : 192.1.0.1 00 
• Masque de sous réseau: 255.255 .255.0 ; équivaut au préfixe « /24 » 
L'ordinateur v irtuel 2 doit être configuré comme suit : 
Config uration de la I ère carte réseau (connexion avec le plan de contrô le) : 
• AdresselP: 10.10.23. 102 
• Masque de sous réseau : 255.255.240.0 ; équivaut au préfixe« /20 » 
Configuration de la 2éme carte réseau (connex ion avec le plan de données) 
• Adresse lP : 192. J.O.l 02 
• Masque de sous réseau: 255.255.255.0 ; équivaut au préfixe« /24 » 
6.2.3 Configuration des commutateurs/Switch Openflow 
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Chaque ordinateur converti en commutateur OpenFlow doit avoir tro is cartes réseaux 
afi n de jouer le rô le de Switch OpenFiow, et respecter le principe de la séparat ion du plan de 
données de celui de contrôle. La première carte réseau sert à relier l'ord inateur (commutateur 
OpenFiow) à un c li ent, la seconde au contrôleur (plan de contrô le), et la troisième au plan de 
données. Pour act iver la commutation OpenFiow sur chaque commutateur, i 1 faut effectuer 
les configurations des sous-sections qui suivent. 
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6.2.3. 1 Configuration du Switch (OFS/CSA) 
Pour configurer ce Switch afi n qu ' il agisse comme Switch OpenFiow, il faut ouvrir 
l'environnement de développement (Eclipse) sur une machine virtue lle du contrô leur 
OpenFiow-GMPLS, exécuter les classes Java suivantes: SimpleContro ller.java, 
SimpleONS 1 SW.java, SimpleONS2SW.java, et Simple0NS3SW.java. Ces classes 
contiennent du code Java permettant de gérer les commutateurs OpenF iow et les 
commutateurs optiques. Une pa1tie du code contenu dans ces classes Java provient du log iciel 
libre Open.Fiow de la OF Foundation, et l'autre partie provient de l'extension que nous avons 
effectué dans le cadre de notre recherche. L'appendice A présente uniquement cet ajout, car 
nous n'avons pas jugé opportun de publier des milliers de lignes de code de la OF 
Foundation dans notre mémoire. 
Après l'exécution de ces classes Java, il fa ut aller à l'invite de commande du système Linux 
et exécuter les commandes sui vantes: 
sudo -s (connexion via la console du système Linux en tant qu 'administrateur) 
cd openjlow (entre dans le répertoire nommé « openjlow ») 
.!udatapath/ofdatapath -detach punix:/varlrunldpO -d 004E46324301 -i ethl,ethO 
./secclwnlofprotocol unix:/varlrunldpO tep: 10.10.23.100:6633 
La ligne 3 permet de faire la correspondance entre I'LD du Switch OF (004E4632430l) et les 
cartes Ethemet Eth 1 (où le c li ent est connecté) et EthO (connecté au Switch Cisco 6504). 
La ligne 4 permet de fa ire une connexion TCP à la machine virtuelle 1 dont l'adresse IP est 
1 O.l 0.23.1 00, via le port 6633. 
L'écran suivant donne le rés ultat de la configuration du Switch OpenFiow. Remarquer à la 
fin de la dernière ligne le mot «connec led » qui nous indique que le Switch Open Flow est 
connecté au contrôleur OpenFiow-GMPLS via la machine vi rtuelle d'adresse IP 10.1 0.23. 100 
à travers le port 6633. 
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Figure 6.3 Écran de connexion du Switch Open Flow (OFS/CSA) 
6.2.3.2 Configuration du switch (CSNOFS) 
Pour configurer ce Switch afin qu'il agisse aussi comme Switch OpenFiow, il faut 
suivre les mêmes étapes que précédemment concernant l'exécution des classes citées plus 
haut. Ensuite, il faut aller à l' invite de commande du système Linux et exécuter les 
commandes suivantes : 
sudo-s (connexion via la console du système Linux en tant qu'administrateur) 
cd openjlow (entre dans le répertoire nommé (( openjlow ))) 
./udatapathlofdatapath --detach punix:lvar!rullldpO -d 004E46324302 -i eth l,ethO 
./secc/wn/ofprotocol u nix:!var!rtmldpO tep: 1 O. 1 O. 23.102:6633 
La ligne 3 permet de faire la correspondance entre l' rD du Switch OF (004E46324302) et les 
cartes Ethernet Eth 1 (où le client est connecté) et EthO (connecté au Switch Cisco 6504). 
La ligne 4 permet de faire une connexion TCP à la machine virtuelle 2 dont l'adresse IP est 
10. 1 0.23.1 02, via le port 6633. 
L'écran suivant donne le résultat de la configuration du Switch OpenFiow. Remarquer à la 
tin de la dernière ligne le mot «connec led» qui nous indique que le Switch Open Flow est 
connecté au contrôleur OpenFiow-GMPLS via la machine virtuelle d'adresse lP 1 0.10.23.1 02 
à travers le port 6633 . 
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Figure 6.4 Écran de connexion du Switch Open Flow (CSA/OFS) 
6.2.4 Configuration des interfaces GRE 
Dans le schéma ci-dessous, les interfaces GRE 1, 2 et 3 sont représentées en violet. Les 
adresses IP de ces interfaces sont les suivantes : 
Gre 1 (côté OFS/CSA): l 0.1 0.0.1 /30 et Gre 1 (côté VLSR2): 10.10.0.2/30 
Gre2 (côté VLSR2): 10.20.0.2/30 et Gre2 (côté VLSRI): 10.20.0.1 /30 
Gre3 (côté VLSRI): 10.30.0.2/30 et Gre3 (côté CSA/OFS): 1 0.30.0. 1/30 
1 1 
+-+ 
Gre1 
+-+ 
Gre2 
Figure 6.5 Représentation des interfaces GRE dans l'architecture OpenFiow-GMPLS 
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Les interfaces GRE devraient être configurées sur tous les appareils qui sont dans le domaine 
GMPLS-Dragon. Pour cela, il faudrait utiliser les fichiers greScriptHostl , greScriptVLSR2, 
greScriptYLSR 1, greScriptHost2 qui contiennent les commandes de configuration de ces 
interfaces. Le contenu de ces fichiers se trouve dans l'appendice B. 
Pour configurer l'interface Grel sur OFS/CSA, nous avons effectué les opérations 
suivantes: 
Se connecter en mode racine : sudo- set entrer le mot de passe 
Entrer dans le répertoire« Desktop » à l' aide de la commande« cd Desktop » 
Exécuter Je fichier« greScriptHostl » à l'aide de la commande«. lgreScriptHostl » 
L'extrait de la capture d'écran ci-dessous montre le tunnel« grel »créé. 
L>nk encap:UNSfEC HWaddr OA-OA-17-03-00-00-00-00-00-00-00-00-00-00-00-00 
~~et addr : lO.lO.O . l P-t-P:lO . lO.O.! Mask : 255 . 2S5.255.25~ 
1net6 addr : !eeO : : 5efe:a0a:1703/64 Sçope:L1nk 
UP PO!NTOPOINT RU!l!ll!lG !lOARP MT'J : H-~ !1et:1c : l 
R.'< p~.::k'!!::s:O er:cr~ : J drcppect : O C~verro..:.:-.s : O tra:r.e: :i 
TX P4Ckets : l er~or~ : O drc~ped:O overro..:.n~ : O ca:r1er:O 
ccll~~~on~ : O txqueuelen : O 
RX b;·te!!:O (0.0 S) TX b;·te!!:60 (ti0.'} Bl 
Figure 6.6 Création manuelle du tunnel gre 1 
Dans la figure ci-dessus, nous avons à la deuxième ligne après l' étiquette « inet addr : » 
l'adresse TP du tunnel «gre 1 » qui est 10.1 0.0.1 et le masque de sous réseau qui est 
255.255.255.252 correspondant à« /30 ». 
Pour configurer les interfaces Grel et Gre2 sur le VLSR2, nous avons effectué les 
opérations précédentes en remplaçant le fichier « greScriptHostl » par le fichier 
« greScriptVLSR2 ». L'extrait de la capture d'écran suivant montre les tunnels «gre! » et 
« gre2 » créés. 
qre: 
çr~2 
!..>nl< encap: üNSPE::: !!1-;actctr OA-·JA-: 7-01-00-0 ·0-·0G-ûo-oo-oo-oo-oo-oo- oo-oo--oo 
1ne~ addr:lO . l0.0.2 P-t-P : !O.:J.0 . 2 Ma~k : 255.255.2Ss.:sz 
1net6 ad::l~: teeo: :5efe:a0a:l704/64 Scope:t1nk 
r;p !?CINTCPCINT RUNNING NCkRP M!U: :1-:'6 Met ne : l 
RX pecket.~:O ~rror!l:::) drcpped:O ov~::-r:J!;-':0 !rarr.e:O 
TX çacke~:s:: er:-cr~: 'J :tropç~d: 'J cverr·J.::=: 0 car r .1er: Q 
cclll:5lc:-:,:,:Q :xq~e;,;,ele!î.:O 
RX bj·:e~:O (0.·0 !3) :!'X b;·te~ : 6J (60.0 !3) 
!.J.ni< encap : t;NSFE::: !!Wa::ldr o;;- OA-l 7- o.; -o::;- oo- 00-00-0 •J- 00-0 o -00-00-00-00-00 
1net addr : l0.20.0.2 P-t-P : l0.28 . ~.2 Ma~k:255.2S~.255.2~2 
1~~t6 addr: feBO : : S~fe:aJa:170~,'64 Sccçe:L1nk 
:JP FC!NTOPCHIT RUN.SI!'I:; !lChRP !ITU: :.-;:6 !~~t!".lC : : 
RX pack~t~: 0 erro~.!l: 0 drcpped: :. cverr'...!:.~: :• trar..~: 0 
TX pecket~:l er:or~:O dropped:O ove::u~~:o cArr.ler:O 
cclll~tcn~ : O txqueu~len : O 
RX byte~:O (0.0 B) !X b:ite~:6J (60 . 0 3) 
Figut·e 6.7 Création manuell e des tunnels gre l et gre2 
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Dans la fi gure ci-dessus, nous avons à la deuxième ligne après l'étiquette « inet addr : » du 
tunnel gre 1 l'adresse fP 10.1 0.0.2 et le masque de sous réseau qui est 255.255 .255.252 
correspondant à« /30 ». Il en est de même de la deuxième ligne concernant le tunnel « gre2 >> 
où l'adresse lP est 1 0.20.0.2. 
Pour configurer les interfaces Gre 2 et 3 sur le VLSRl , nous avons effectué les 
opérations précédentes en remplaçant le fichier « greScriptVLSR2» par le fichier 
«greScriptVLSRI ». Un extrait de la capture d'écran ci-dessous montre les tunnels« gre2 »et 
« gre3 » créés. 
qre3 
!.1nk ~ncap: tmSPEC HWaddr CoA-OA-: -:'- 06- 00-0(}-~0-G0-00-.Jc-o:•-iJO-oo-oo-oo-oo 
1net ad: : l0.20.C.! P--:-P::0.2~.0.: Ma~q~~:255.25S.2SS.2S2 
ad~ 1ne:6: t~eJ::Sefe:aoa:l,06/64 Scoç~:~1en 
t;p PClhïCPOI~J'! Rü!fNHTG NOARP M!U: l'ii6 ~etrlc : : 
PJ)Cket~ reçu~:~ e:rre...:.r!!:O :0 ov~:~U!'l!I:O !~e.rne:0 
TX p~cket~:: er:cr~:J dropped : ~ cve~runs:~ carr1~r:O 
cclll-'lCn!I:O l<J f~le :ran~m'..l!l!l:lon:O 
Cctet~ re:ç-..;!!:0 (·:• . 0 8) Cctet.5 trar.!lnu.!!:60 (6').0 3) 
Ll n k en cap: UNSPEC HWaddr OA-OA-; 7-·0 6-00-Qü-00-00-0o-00-00-0 0- OC-00-00 -00 
:~et 4dr:10 . 30 . 0.2 P-:-P:10 . 3D.0.2 ~a~que:255.255.255 . 252 
ad: 1net6 : teeo: : Set'e:a0a:::o6/61 Scoçe::..1en 
iJP PO!NTOPOINT RU"!m!NG HCl~F M'!':J : 14'76 Metr1.c:: 
Packe':~ reç:.;.s:O erre;..n:·, : o :0 ove:r~n!J:? !rarr.e:O 
TX p~clcet!!- : : error:s::. dropr;ed:O C'l'e.r:~:::s:J carr1er:Ci 
ccll~3~cne:O lq tile tr~~~rr~~!ll.cn : O 
Octet• reç~•:O (0 . 0 5) Cctet• tra~•œ1~:60 (60.0 6) 
Figure 6.8 Création man uelle des tunnels gre2 et gre3 
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Dans la figure précédente, nous avons à la deuxième ligne après l'étiquette « inet addr : » du 
tunnel gre2 l'adresse IP 10 .20.0. 1 et Je masque de sous réseau qui est 255.255.255.252 
correspondant à« /30 ». JI en est de même à la deuxième ligne concernant le tunnel « gre3 » 
où l'adresse IP est 1 0.30.0.2. 
Pour configurer l' interface Gre3 sur le CSA/OFS, nous avons effectué les opérations 
précédentes en remplaçant le fichier « greScriptVLSRI » par le fichier «greScriptHost2». Un 
extrait de la capture d 'écran montre le tunnel « gre3 » créé. 
Lu·.k e:-:.caç.:üNSPF.C rf"Waddr OA-OA-: "7-0~·-00-00-'J0-00-QQ-00-'J)-00··00-00-00-0C, 
!net addr:l0.3G.O.l P-t-F:l0.30.0.l Me~k:255 . 255.255.2S2 
1net6 addr: feeO::Sefe:aCe:!~OS/64 Scope:~2~k 
:..JP FCI!:TOPC!!fT R;r..tNIHG ~lC:...RP MT:;: :.i-:'1) Xetr1c: l 
RX pa=ket~::• erro:.:J:C d.rcppe:d::'J cve:r~::~::::· frart(!::: 
TX ,Çaclcet!':! e:-ror . ,::'l drq: ..ped;Q C'Je!'.:-u:;;~:C· carrier:O 
colll.:Jlcr.s:O txq-.Jeuelen:O 
RX t>yce~:o 10.0 BJ TX t;;·ce~:60 {60.') B) 
Figure 6.9 Création manuelle du tunnel gre3 
A la deuxième ligne après l'étiquette « inet addr: », nous avons l'adresse lP du tunnel 
« gre3 » qui est 1 0.30.0. 1 et Je masque de sous réseau qui est 255.255.255.252 correspondant 
à (( /30 )), 
6.2.5 Configuration du VLSR 
Le VLSR est l'ensemble composé d'un PC (exécutant un logiciel de plan de contrôle 
basé sur GMPLS où DRAGON est installé) et d' une structure de commutateur. rt traduit les 
messages de signalisation RSVP-TE en des commandes de commutateur local, et l'agent 
SNMP-TLl traduit ces commandes en TLI qui sont comprises par les ROADM Cisco 15 
454. Il permet en outre de créer un LSP entre le dispositif source et le di spositif de 
destination grâce au contrôleur Openflow-GMPLS via la communication interne entre 
OpenFiow et GMPLS. 
Pour la configuration des VLSR, outre les tunnels GRE configurés, il faut auss i démarrer les 
composants du domaine GMPLS-Dragon. Pour cela, il faut effectuer les commandes 
suivantes : 
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Se connecter en mode racine : su do -s et entrer le mot de passe 
Entrer dans le répertoire « usr/ locaVdragon/b in » à l' a ide de la commande « cd 
lusrllocalldragonlbi n » 
Démarrer le VLSR à l' aide de la commande « .ldragon. sh start-vlsr » 
Un extrait de la capture d ' écran montre les composants zebra, ospf, rsvp et dragon démarrés 
et qui sont mis en surbrillance pour une bonne v is ibilité. 
Figure 6.10 Démarrage du VLSR 
Après la configuration de l'environnement OpenFiow-GMPLS, décrivons l' implémentation 
de notre plan de contrôle. 
6.3 Description de l' implémentation du plan de contrô le OpenFiow-G MPLS 
Cette section décrit tous les modules des é léments qui ont été implémentés dans le 
cad re de notre recherche. E ll e décrit auss i la passerell e OpenFiow-G MPLS et son 
fonct ionnement via la séquence de circul ation des données dans l'archi tecture OpenFiow-
GMPLS. 
--------- ----------------
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Cette description se fera à partir de l' architectw-e de test OpenFiow-GMPLS proposé ci-
dessous. 
Cirent 1 
Crsco6504 
1 
1 
1 
1 
Contrôleur Open Flow étendu 
\ 
Agent OpenFiow-G;\{PLS 
1 
1 
1 
r ROADM2 
1 
\ 
\ 
\ 
' 
... 
' , ROADM 1 
--
\ 
\ 
\ 
ROADM3 t 
1 
1 
1 
\ 
\ 
Crsco6504 
Figure 6.11 Architecture OpenFiow-GMPLS proposée 
La figure ci-dessus montre l'architecture proposée du plan de contrôle OpenFlow-GMPLS. 
Sa description est presque similaire à celle de la figure 6.12, sauf qu 'elle possède un 
contrô leur OpenFlow étendu et un contrôleur GMPLS-Dragon étendu. 
Pour étendre le contrôleur Open Flow, nous avons conçu, implémenté et ajouté trois éléments. 
Ces éléments permettent l'initialisation et la préparation de l'environnement réseau sans 
l' intervention de l'utilisateur. Traditionnellement, il faut une exécution des commandes de 
façon manuelle par l'utilisateur sur chaque commutateur Open Flow pour activer le protocole 
OpenFlow, comme le montre les sous-sections 6.2.3.1 et 6.2.3.2 (configuration des Switch 
OFS/CSA et CSA/OFS). Aussi, lorsqu ' il faut créer des interfaces GRE et démarrer les VLSR 
sur toutes les machines du domaine GMPLS, l' exécution des commandes de façon manuel le 
est requise, comme le montre la sous-section 6.2.4 (configuration des interfaces GRE). Nous 
avons solutionné cet état de chose. Chaque élément est décrit à partir de son fonctionnement. 
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6.3.1 1 cr é lément (Acti vation automatique du protocole Open Flow) 
Le premier élément est chargé d 'activer automatiquement le protocole OpenFlow sur 
tous les commutateurs OpenFiow du réseau . En effet, les commandes sont passées par le 
contrô leur OpenFiow-GMPLS aux commutateurs OpenF iow présents dans le réseau ; ces 
derni ers utilisent le protocole OpenF iow standard pour s ' auto-activer. Par exemple, lorsque le 
protoco le OpenF iow est acti vé sur le OFS/CSA d'adresse IP 10. 1 0.23.3, nous avons la 
console de l' environnement de programmation qui se présente comme ci-dessous : 
0 Error log "' T asl<s Problems 0 Consolo .• M ~ = f 
<term1notod> ActiYabonProtocoleOF (J•va Apphcallon) C:\Program FilosVava\jdkl .7.0_45\b~n\javaw.oxo (25 ma1lOlS 21:08:56) 
Configuration do OponFlO><: Tolnot du 10.10.23 . 3 
D~lf'IT!arage du processu5 d'~coute des reponses de telnet 
10.19. 23.100:6633: connoctod 
Figure 6.l3 Activation du protocole OpenFiow sur OFS/CSA 
La dernière ligne dans la conso le indique que le commutateur OpenFlow est connecté au 
contrôleur OpenFiow-GMPLS (d' adresse !P : 10.1 0.23 .1 00) via le port 6633 . Cela signifi e 
que le protocole OpenFiow est acti vé sur ce commutateur. La capture Wireshark lors de cette 
phase se présente comme ci-dessous : 
--- .. 
Protocol le:ngth lnfo 
fllter. l tcpo,teln•t - -> TCP & Telnet 
No. ,;-me- - J Source Dest•nation 
..,. Express1on.. Clcar S.v• 
[. 
29 19.617203000 OF-GMP Ctrl OFS ·CSA TCP 
30 19 . 61 7623000 OFS CSA OF-GMPLS_Ctrl TCP 
-.3W9tlliil.~2iioOIIIII F'ioij:- - llllllll-'lillloS.-.: r-. '*nliillo•-
32 19.627334000 OF•GMPLS_Ctrl OFS CSA OpenFlo..: 
33 19 . 62n08000 OFS, CS4 OF·GMPLS_Ctrl TCP 
35 19. 628J95000 OFS CSA OF - GMPLS_Ctrl openFlo~·J 
36 19 . 628512000 OF·GMPLS_etrl OFS CSA TCP 
37 19.628562000 OF • GMPL S_Ctrl OFS CSA openl='low 
38 19. 633503000 OF - GMPLS_Ctrl OFS CSA openFlow 
39 19. 633529000 OF-GMPLS_Ctrl OFS. ·csA TCP 
40 19. 633565000 OF · GMPLS_Ctrl OFS: CSA OpenFloov 
41 19. 636596000 OF · GMPLS_Ctcl OFS CS4 OpenFlow 
42 19.636619000 OF • GMPLS_Ct:rl OFS CSA TCP 
~42.9-~0~6~ ~-~P~-c~l_s~~c~ _oe!n~= ·"-
78 6633-40109 (SYN, ACK) Seq• 
66 J0109-6633 (ACK) Seq• 1 Ack •: 
-~--~~---" 82 Type: OFPT_FEATURES_REQUES~
66 40109·6633 (4CK) Seq• 9 Acl: 
242 Type: OFPT_F(ATURES_REPLY 
66 6633-40109 (ACK) seq- 17 AC k,: 
144 Type: OFPT_ PACKET_ IN 1 
144 Type: OFPT_ PACKET_IN 
66 6633-40109 (ACK) Seq• ll Ackl 
150 Type: OFPT _ PACKET _IN 1 2 150 Type: OFPT_PACKET_IN 
66 6633-40109 (ACK) Seq• l7 Ac 
. 
Figure 6.14 Échange des messages du processus d 'activati on du protocole Open Flow 
sur OFS/CSA 
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A partir de la capture précédente, nous observons en ( 1) l' établissement d' une connexion 
TCP en 3 étapes entre le OFS/CSA (Switch Openflow 1 CSA) et le contrôleur OpenFlow-
GMPLS (OF-GMPLS_Ctrl). 
1 -Le OFS/CSA envoie un segment (SYN] au contrôleur OF-GMPLS_Ctrl 
2- Le contrô leur OF-GMPLS_Ctrl répond par un segment [SYN, ACK] à OFS/CSA 
3 -Le OFS/CSA confirme l' étab lissement de la connexion par un segment [ACK] 
En (2), l' échange de données d' ouverture de session se fait avec accusé de réception. Cela 
concerne les informations de session du OFS/CSA (login de connexion et mot de passe, nom 
de l' utilisateur racine et mot de passe). Dans la colonne « lnfo » de la figure précédente, nous 
avons plusieurs messages dont nous donnons la description. 
Les messages « OFPT HELLO » permettent de synchroniser la version supportée de 
OpenFlow. 
Les messages « OFPT_FEATURES_REQUEST » permettent de connaitre les ports 
disponib les. 
Les messages «OFPT_PACKET_IN », « OFPT_PACKET_OUT» permettent au Switch 
OpenFiow et au contrôleur de communiquer pendant le transfert des commandes afin que le 
processus d' auto-activation soit effectif. 
Aussi, lorsque le protocole Openflow est activé sur le CSNOFS (Switch OpenFiow 
servant aussi de CSA) d'adresse IP 10.1 0.23.5, nous avons la console de l'environnement de 
programmation qui se présente comme ci-dessous : 
0 Error Log v' Tasks • Problems Console 11 .-~ • t# 
<terrninated> ActivatoonProtocoleOF [Java Applicatoon] C:\Program Foles\Java\jdk1.7.0_45\bon\javaw.exe (25 mao 2015 21:17:01) 
~onfiguration de Openflow: Telnet du 10.10.23.5 
Oé~arage du processus d'écoute des reponses de telnet 
10.10.23.102:6633: connected 
Figure 6.15 Activation du protocole Open Flow sur CSA/OFS 
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La capture Wireshark lors de cette phase se présente comme ci-dessous : 
--- .. 
Folter. 1~ o:;:ln,! 1- - > TCP & Tel net 
No. Tome 0 
1" 
3 0 A 
39 18 . 783549000 CSA. OFS 
40 18.788324000 OF-Q.IPLS Ctr1 CSA OFS 
p 
openF1o· 
openF1ow 
p Save 
A 
74 Type: OFPT_HELLO 1 
82 Type: OFPT FEATURES REQUEST 
41 18. 788494000 OF - GI<PLS_Ctr 1 CSA/OF S OpenF IOW 82 ITCP Retrans m1S S 101ll lype : ! 
42 18. -88763000 CSA OFS OF -G/>\PLS_C t r 1 
.. • 
44 18 . 790460000 OF -G'lPLS_C tr 1 CSA OFS 
4 5 18. 7 90470000 OF -Q.IPLS_C t r 1 CSA OFS 
.. 1 • 
4- 18. 790517000 OF -G'IPLS_C tr 1 CSA OFS 
48 18. 790781000 CSA 'OFS OF-G'IPLS_Ctr1 
49 18. 790790000 OF-G\PLS_Ctr1 CSA OFS 
• : 
., ltt . 1 
51 18.791092000 OF-Q.IPLS_Ctr1 CSA OFS 
,E t!· 7.,2,13,l70,2il ,2f -2;1P~-~rL c~ ~ s _ 
TCP 66 50885-6633 (ACK) seq•9 Ack-
openF1ol·l 144 Type: OFPT_PACKET_IN 
TCP 66 6633-50885 (ACK) Seq•l7 AC~ 
1 . 
openF1ow 144 Type: OFPT_PACKET_IN 
OpenF10I'I 242 Type: OFPT_FEATURES_REPLY 1 TCP 66 6633-50885 (ACK) seq-17 Ack 
• . 
OpenF1 01'1 150 Type: OFPT _PACKET _IN 
..,2D!!lf'l,2!'• _ U.O ~D.!i.i, ~P1.,PA~KE,l,l!!_ 
Figut·e 6.16 Échange des messages du processus d'activati on du protoco le OpenFiow 
sur CSA/O FS 
A partir de cette capture, nous observons à la partie ( l) l'étab lissement d ' une connex ion TCP 
en 3 étapes entre le CSA/OFS (Switch OpenF iow 1 CSA) et le contrôleur OpenFlow-GMPLS 
(OF-GMPLS_Ctrl ). A la partie (2), l' échange des données d 'ouverture de sess ion se fa it avec 
accusé de réception comme précédemment. 
Cet élément d 'activation automatique du protocole OpenFiow fonctionnerait auss i bien si 
l' on possédait beaucoup plus de commutateurs OpenFiow dans l'environnement réseau. 
Le code que nous avons développé pour ce module se trouve à l'appendice A 1, et a permis 
d 'étendre le code standard de OpenF iow. 
6.3 .2 i ème élément (Création automatique des interfaces GRE) 
Le second é lément est chargé de créer automatiquement toutes les interfaces GRE sur 
tous les équipements intermédiaires dans le domaine GMPLS-Drago n. Dans notre cas, les 
interfaces Gre 1, Gre2 et Gre3 sont créées. 
Une fois ces interfaces créées, nous avons la conso le de l' environnement de programmation 
pour le YLSR d'adresse fP 10.1 0.23.4 qui se présente comme sui t: 
0 Errer log '<( T tsks • Probltms C Consolt X 
<ttrmmated> Actrv111onProtocoltOF {Java Apphc:auon) C:\Program F11ts\Ja~.l\tdk1 .7.0_4S\ bin\Javaw.ae (2S ma120lS 22:32:47} 
~onfisur-ation des int~rhcu GRE du 10.10.23.4 
OH.a,..ase du prO<essus d'~coute dts r-tponsu de ulnet 
... 
grd 
grt2 
Interfaces gre créée 1 Adresses IP 
Link encap:UUSPEC HWaddr OA·0A·17·94·00-00-00·00·00·00-00-00-ee-oo-ee-OO 
Llnk encap:Uf1SPfC 'addr eA·OA-17-&4-ee-ee-ee-ee-ee-ee-ee-ee-ee-ee-ee-ee 
inet adr:l9.30.0.2 P·t·P:19.30.8.2 ~sque: 
inet adr:10.40.8.2 P·t·P:18.48.8.2 ~~sque: 
F i gu re 6. l 7 Création automatique des tunnels gre l et gre2 
La capture Wireshark lors de cette phase se présente comme ci-dessous : 
--- .. F.tt•r. t !;.P~•I~ 1- -> TCP & Telnet 3 Expression... Cl•ar p Save 
6 3. 522435000 OFSiCSA OF-GIPLS_Ctrl TCP 62 telnet-57929 (SYN, ACK 
- U·.llUS~L Sl.E.-rt!P~l..~ ~1\... __ T<;f. __ ~ lZ,9~-~l~t..Lf.W~II.i:i 
21 8. 533837000 OFS CSA OF-G'1PLS_Ctrl TELNET 66 Telnet Data . .. 
22 8. 534029000 OF-G'IPLS_Ctrl OFS, CSA TCP 54 5~929-telnet (ACK] SeqJ 
23 8. 537085000 OF-G'IPLS_Ctrl OFS CSA TELNET 57 Tel net Data . . . 
24 8. 537547000 OFS CSA OF-G'1PL5_Ctrl TCP 60 telnet-57929 (ACK) Seq 
25 8. 537617000 OF-G1PLS_Ctrl OFS CSA TELNET 63 Tel net Data .. . 
26 8 . 537929000 OFS CSA OF -GIPLS_Ctrl TCP 60 telnet-57929 (ACK) Seq-t 
2ï 8 . 538333000 OFS CSA OF-GIPLS_Ctrl TELNET 69 Tel net Data . . . J 
-W~w~~~~w~~~~L--~--~~w~~w~u~ 
29 8. 538564000 OF-G'IPLS_Ctrl OFS CSA TELNET 57 Tel net Data l 
30 8. 539886000 OFS CSA OF-G'IPLS_Ctrl TEL ET 60 Telnet Data 
31 8. 539968000 OF-G'IPLS_Ctrl OFS. CSA TEL ET 66 Telnet Data 1 
32 8.540524000 OFS CSA OF-GMPLS_Ctrl TELNET 60 Telnet Data 
33 8. 540607000 OF-G'1PLS_Ctrl OFS CSA TELNET 57 Tel net Data 
34 8. 540894000 OFS, CSA OF-G'IPLS_Ctrl TELNET 68 Telnet Data 
35 8. 540972000 OF-G'IPL5_Ctrl OFS CSA TELNET 57 Telnet Data 
36_!1 .~8!!: 3_220_ ~S ,.SS'!..,- _o:,:G'I~L~C~ l -T~NE.!, :;.! !!l~t .2,a t;,:. --
F igure 6. l 8 Échange des messages dans le processus de création automatique des 
tunnels Gre 
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A partir de cette capture, nous observons à la partie (1) l' établissement d' une connex ion TCP 
en 3 étapes entre le contrô leur (OF-G MPLS_ Ctrl) et le OFS/CSA (Switch Open Flow servant 
aussi de CSA): 
l -Le contrôleur OF-GMPLS_Ctrl envo ie un segment [SYN] au OFS/CSA 
2 - Le OFS/CSA répond par un segment [SYN, ACK] 
3- Le contrôleur OF-GMPLS_ Ctrl confi rme par un segment [ACK) 
A la partie (2), l' échange des données d' ouverture de sess ion se fait avec acc usé de réception . 
Cela concerne les in formations du système d istant ( log in de connexion et mot de passe, 
uti lisateur rac ine et mot de passe) . 
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La partie (3) est la phase de transfert des commandes où le contrô leur OpenFiow-GMPLS 
exécute les commandes sur fe système distant ; ce dernier répond à chaque exécution d ' une 
commande afin que le contrôleur transfère la commande sui vante. 
Il en est de même de toutes les autres interfaces GRE créées sur tous les équipements 
intermédiaires du domaine G MPLS-Dragon. Le code que nous avons développé concernant 
ce module se trouve à l'appendice A2, et a permis d' étendre le code standard de OpenFiow. 
6.3.3 J'ème élément (Démarrage automatique des composants GMPLS-Dragon) 
Le troisième élément est chargé de démarrer automatiquement les composants GMPLS 
de Dragon sur tous les équipements intermédiaires dans le doma ine GMPLS. Il s'agit des 
daemon zebra, ospf, rsvp et dragon. Après que ces éléments aient été démarrés sur le VLSR 
(VLSR d 'adresse [p 10 .1 0.23.4), nous avons fa console de l' environnement de 
programmation qui se présente comme ci-dessous : 
0 Error Log ., Tasks Probltms 0 Consol• 
<ttrm1na!td> AcbvallonProtocoltOF (Java Apphcohon) C:\Program F11es\Java\Jdkl.7.0_4S b1n\Javaw.u• (28 ma120IS 21:31:07) 
Oé~r:arrage des COft'!posants Gi."1PLS-Dragon de 19 .19. 23.4 
Délm'arage du process d'écoute des reponses de telnet 
dragon-sw: ::ebra daeft'IOn is running , pid•3903. 
dragon-sw: rsvp daeron is running, pid•3007 . 
dragon-sw: intra -domain ospf daemon is running .. 
dragon-sw: dragon daew.on is running, pid•3919. 
dragon-sw: node agent is UOT runni ng. 
dragon-sw: narb daefr'Cn is r~T running .l 
dragon-sw: rce daemon is UOT f"Unning. 
Figure 6.19 Démarrage automatique des composants du domaine G MPLS-Dragon 
Nous observons que les quatre daemon GMPLS de Dragon (zebra, rsvp, ospf et dragon) sont 
en exécution. La capture Wireshark suivante prise pendant l'exécution de cette phase montre 
que l'a lgorithme se déroule avec les mêmes séquences que précédemment. 
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- - - .. ---c-~=-:-c 
Ftlter: 1~ ~el::;t 1- -> TCP & Telnet G ExprMs•on... Clear Save 
1 . o 4 0 6 Te net Data .. . 
11 1.018679000 TCP 54 57942-telnet (ACK] Seq, 
18 4. 019330000 TELNET 57 Tel net Data ... 
19 4.019793000 TCP 60 telnet-57942 (ACK] Seq 
20 4 . 019868000 TELNET 63 Tel net Data . . . 
214.020467000 TCP 60 telnet-57942 [ACK) Seq• 
22 4.020468000 VLSR1 OF-GMPLS_Ctrl TELNET 69 Telnet Data . . . 1 
-'-3 .&rQ.;l,PW~ -Oii.iG!IIeL~C"' l~~ -- _.Cl:. --~ 54:,i.l~t&J~ ~C~ .:M:ClJI 
24 4. 020656000 OF-Gf.lPLS_Ctrl VLSRl TELNET 5- Tel net Data . .. 
25 4.021085000 VLSR1 OF - GMPLS_Ctrl TELNET 60 Telnet Data . . . 1 
26 4. 021169000 OF-GMPLS_Ctrl VLSR1 TEL NET 66 Tel net Data 
27 4 . 021737000 VLSR1 OF-Gf.1PLS_Ctrl TELNET 60 Telnet Data 
28 4. 021821000 OF-GMPLS_Ctrl VLSR1 TELNET 57 Tel net Data 
29 4. 022380000 VLSR1 OF-GMPLS_Ctrl TELNET 68 Tel net Data 
30 4. 022461000 OF-GMPLS_Ctrl VLSRl TELNET 57 Tel net Data 
U. 4...1>W~~ ..ltl :iil - __ g,jdiiiP~~rl. 'Œ,LIIIIi,T - ..;'4 ... e J.ge t_DjU;a _ . - - 1 
Figure 6.19 Échange des messages dans le processus de démarrage automatique des 
composants de GMPLS-Dragon 
Le code que nous avons développé pour ce module se trouve à l' appendice A3, et a permis 
d'étendre aussi le code standard de OpenFlow. 
Une fois que ces trois éléments aient été exécutés par notre p lan de contrôle 
Openflow-GMPLS, l' environnement réseau est prêt à transmettre. Tous les équipements 
réseaux intermédiaires (commutateurs OpenFiow, CSA et VLSR) viennent ainsi d ' être 
initialisés. 
6.3.4 Passerelle Openflow-GMPLS 
La passerelle OpenFlow-GMPLS ou agent OpenFiow-GMPLS permet la 
communication entre les portions OpenFlow et GMPLS dans le contrôleur. Elle effectue la 
création automatiquement de deux LSP (un principal et un de sauvegarde) entre un CSA 
source et un CSA de destination. Cette création est particulière et différente de celle exécutée 
dans les autres approches en ce sens que, non seulement elle n'est pas déclenchée 
manuellement, et en plus son élément déclencheur n' appartient pas au domaine GMPLS 
comme c'est souvent le cas, mais au domaine Openflow. Dans le guide de référence de 
DRAGON, en passant par plusieurs articles et mémoires traitants de la création des LSP, il 
est le plus souvent déclenché de façon manuelle à l' invite de commande ((USC) et al., 2008 
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p. 22 ; Carela Espafiol , 2007 p. 29 ; Me ij erink et Prickaerts, 2006 p. 30). Le LSP peut être 
déclenché automatiquement par la s ignalisation de MPLS-TE dans le réseau du c lient 
(Kumaki, 2008 p. 5), ou par la mise en place d' un lien PSC TE (Paclœt Swilched Capable 
Traffic Engineering) créé en utilisant un message de chemin RSVP-TE envoyé à partir du 
nœud source directement à l'autre extrém ité de la même liai son (Mart inez et al., 20 11 p. 3). 
Le code de l' agent Openflow-GMPLS se trouve à l' appendice A4, et son fonctionnement est 
expliqué dans la séquence de circulation des données dans l'env ironnement réseau. 
6.3.5 Séquence de c irculation de données dans l' architecture OpenFiow-GMPLS 
Cette séquence est celle d' une première information envoyée entre le C lient 1 et le 
C lient 2. 
Clieotl 
~quest 
OFS/ 
CSA 
Contrôleur 
OF étendu 
~ Qfl'.I,Y ~c)l:tùn ;) ~ 
Contrôleur 
G~IPLS étendu 
! 2 : 
: : OFI!I_~a~tLQJJt 
13 
i< 
1 1 
CS.-\1 
OF 
! 
Client 2 
) ~ Request ~j __ ..... __ ~).,: 
1,
8 Respond back to ! 
the Chent 1 ! 
9 ' 
Figure 6.20 Séquence de circu lat ion de données dans le contrôleur OpenFiow-
GMPLS 
Dans la figure ci-dessus, nous observons les étapes ci-dessous : 
Étape l : le paquet va du Client 1 au OFS/CSA (Switch Openflow/CSA) 
Étape 2 : le Switch envo ie un « OFPT _ Packet_Jn » au contrôleur Open Flow étendu via le 
port 6633 si le paquet reçu ne correspond à aucune entrée dans la table de flux du 
Switch (c' est-à-dire que la destinat ion du paquet n' est pas connue par le Switch). 
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Étape 3 : le contrôleur Open Flow étendu envoie un message broadcast « OFPT _Packet_ Out» 
à tous les ports des Switch Open Flow avec qui il est connecté. 
Étape 4: le Switch OpenFiow de destination envoie un « OFPT_Packet_ In » au contrôleur 
(réponse ARP contenant l'adresse MAC de destination). 
Étape 5 : le contrôleur OpenFlow étendu ordonne au Switch d'ajouter un flux particulier à sa 
table de flux via un message « OFPT_F iow_ Mod». Ce flux contient le numéro de port que 
doit emprunter le paquet pour se rendre à destination. 
C'est à ce moment qu'intervient l'agent OpenFlow-GMPLS représenté dans la figure ci-
dessous. 
Légende 
Contrôleur OpenFiow étendu 
Contrôleur GMPLS étendu 
Agt'ul Opt'nFlow-Gl\IPLS 
Agt'ul S~IP TLl 
SNJa···a·····~. ······· ·········j·: 
- ~ SN,.,..PA& nt ntA&ent ~ 
VLSR : : 
·· ................................................................. · 
LSP pdncipal 
LSP sau,·egardé 
OFS/CSA 
Figure 6.21 Fonctionnement de l'agent OpenFiow-GMPLS 
Étape 6: lorsque l'agent OpenFiow-GMPLS détecte qu'un message OFPT _ Flow_Mod ou 
« Flow_Mod »est envoyé vers un Switch OF (OFS/CSA ou CSNOFS), Tl se connecte via la 
commande Telnet au plan de contrôle GMPLS (sur le CSA source) en passant les paramètres 
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d'ouverture de session, et attend la réponse de ce dernier. Une fois que le CSA ait répondu, 
l'algorithme ci-dessous que nous avons conçu est exécuté. 
Algorithme : 
Methode etablirLSP(idSource, idDestination) { 
Lire les paramètres de connexion Te/net (fichier ini) 
Établir connexion TCP à ordinateur cible 
Initialiser le compteur de commande à 0 
Tant que ordinateur _cible est connecté { 
Lire les textes renvoyés par ordinateur_ cible 
Si le texte contient « : >> { 
Si nous sommes à la position 0, alors envoyer à ordinateur_ cible le nom 
utilisateur et incrémenter 
Si nous sommes à la position /, alors envoyer à ordinateur_ cible le mot de 
passe utilisateur et incrémenter position} 
position} 
Sinon si le texte contient « - $>> et que nous sommes à la position 2 { 
Envoyer la commande d'appel vers Te/net de dragon et incrémenter 
Sinon si le texte contient « User Access Verificatiom> et que nous sommes à la 
position 3 { 
position} 
Envoyer le mot de passe utilisateur de dragon et incrémenter position} 
Sinon si le texte contient « > >> { 
Envoyer la commande« edit lsp nom_LSP>> à dragon et incrémenter 
Sinon à chaque apparition de « #>> { 
Envoyer successivement dans 1 'ordre les commandes suivantes : 
Envoyer commande 1 
Recevoir réponse 1 
Envoyer commande 2 
Recevoir réponse 2 
Envoyer commande n 
Recevoir réponse n 
incrémenter à chaque fois position} 
} 
} 
Après l'exécution de cet algorithme, le VLSR envoie des commandes SNMP à la passerelle 
pour la création de deux LSP (un LSP principal et un LSP de sauvegarde). Ces messages 
SNMP sont transmis à un agent SNMPffLI. Ce derni er est chargé de les traduire en 
commandes TU pour qu 'elles so ient compréhensibles par les ROAMD Cisco ONS 15454 
(Bahnasy, ldoudi et Elbiaze, 20 15). 
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Pendant cette étape, nous avons obtenu les captures Wireshark ci-dessous : 
--- .. 
Frtttr: l !!!m~r ~P.- -> SNMP & RSVP • Exprtssron... Cltar Sa· 
No. Trml! Sourct 
- --- - ·-- -- -
~.!!!!t~  __ ~to~l _ ~n~~f~- -. ~- __ 
VLSR1 s lP 93 get-response1 4 5 2. 341007000 46 2. 341057000 
47 2. 342i88000 
48 2 . 342838000 
49 2.347060000 
50 2. 347115000 
51 2.358795000 
Gatewayl. 
VLSRl 
Gatewayl 
VLSRl 
Gatewayl 
VLSRl 
Gate1·1~1 
V LSRl (Gr tl) -
CSAl(Grel) 
VLSRl 
Gatewayl 
VLSRl 
Gatewayl 
VLSRl 
Gatewayl 
VLSRl 
Gatewayl 
Gate·1ayl. s P 93 get-request . 
VLSRl SN'>!P 9.1 get-response l ~ 
Gatewayl. s . P 92 get -reques t l '--.!J 
- 52 2:1s 9'327'0oo 
53 2. 381885000 
54 2. 395334000 
55 2 . 398818000 
56 2.398947000 
57 2.400865000 
58 2. 400926000 
59 2.402990000 
60 2.403042000 
61 2.405031000 
VLSRl SNMP 93 get-response 
Gatel'layl s P 90 geteul kRequel 
VLSRl s. p ..l4~ ~t ;!;,e~o~e1U 
- CSAl (Grëi)- R SVP - - 234 PATH Message. 2 
VLSRl (Gr· el ) RSVP 186 RE SV Message. 
Gatewayl 93 get -reques t l 
VLSRl 94 get-response 
Gatewayl s P 92 get-request : 
VLSRl s P 92 get-response 
Gatewayl 92 get-request : 
VLSRl 92 get-response 
Gatewayl SNMP 93 set-request : 
VLSRl SN P 93 get-response 
Figure 6.22 Échange des messages dans le processus de création automatique du LSP 
Nous observons à la partie ( 1) les messages SNMP échangés entre un VLSR (VLSR 1) et la 
passerelle OpenFiow-GMPLS (Gatewayl). La partie (2) montre la ligne où le VLSRI envoie 
un « PATH Message » au CSA 1 via l' interface Gre!. Ce dernier répond avec un « RESV 
Message» à la ligne de la partie (3). Ceci montre que le LSP a été créé. 
Étape 7 : les messages sont échangés entre le CSA source (OFS/CSA) et le CSA de 
destination (CSA/OFS). 
Étape 8 : le Switch de destination envoie le flux de paquets vers le Client 2. 
Étape 9 : le Client 2 envoie un message de réponse au Client 1. 
A travers les étapes précédentes, le flux de paquets a circulé du Client 1 vers le Client 2. 
Puisque notre plan de contrôle OpenFiow-GMPLS a initialisé l' environnement réseau 
de la figure 6. J 1, les LSP ont alors été créés entre les équipements intermédiaires sources 
(OFS/CSA) et destinations (CSNOFS) afin d ' établir la communication entre le Client 1 et le 
Client 2. 
A présent que notre plan de contrôle Openflow-GMPLS est fonctionnel, nous passons 
maintenant à son évaluation. 
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6.4 Évah.,aation du plan de contrôle OpenFiow-GMPLS 
Cette section montre les temps d'établissement des chemins dans l'architecture réseau 
proposée. Elle présente aussi une comparaison de notre plan de contrôle à un plan de contrôle 
basé sur Open Flow d' une part, et à un autre basé sur GMPLS d'autre part afin de juger de son 
acceptabilité. 
Pour évaluer la solution proposée, nous allons présenter les résultats d 'expérimentation et les 
valider. 
6.4.1 Résultat d'expérimentation de notre solution 
Le tableau ci-dessous présente les temps d'établissement des chemins entre un nœud 
source el un nœud de destination . Ces données n'i ncluent pas les temps de configuration des 
équipements OF et GMPLS. 
Tableau 6.J Temps de transfert des données pour chaque chemin 
Contrôleur OF RSVP-TE ROADM2 ROADM l ROADM3 Total 
(ms) 
Pat hl 28 141 105 105 362 -152 
Patll2 32 143 158 94 39 103 394 
Dans ce tableau, Pathl représente le chemin principal et Path2 le chemin de sauvegarde. Les 
nœuds du chemin principal sont: OFS/CSA (Contrôleur OF 1 RSVP-TE) --> ROADM2 --> 
ROADM 3 --> CSAIOFS. Ceux du chemin de sauvegarde sont : OFS/CSA --> ROADM2 --> 
ROADM 1 --> ROADM 3 --> CSAIOFS. 
Les colonnes «Contrôleur OF» et« RSVP-TE» contiennent les temps de traitement des 
informations dans chaque portion du contrôleur OpenFiow-GMPLS. La première colonne 
concerne la partie OF, et la seconde la partie GMPLS. Ces temps ne sont pas cumulatifs en ce 
sens que lorsque la pa1tie OF commence son traitement, elle passe la main à la partie GMPLS 
avant la fin de son traitement. Les deux processus évoluent alors parallèlement pendant un 
laps de temps. 
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6.4.2 Validation des résultats 
Bien que la validation et la comparaison sur deux seuls chemins ne semblent pas 
suffisantes pour aboutir à des conclusions générales sur la pertinence et l'efficacité de ces 
approches, nous avons comparé nos résultats (tableau 6. 1) à ceux d'autres plans de contrôle. 
Le cho ix des solutions (p lan de contrô le) avec lesquelles nous avons comparé nos résultats a 
été fait en fonction de deux critères principaux. Le premier critère est le même 
environnement technique (même cadre empirique et mêmes équipements). Le deuxième 
critère est la métrique de mesure (même simu lateur intégré personnalisé). Notre solution a été 
comparée à deux autres plans de contrôle, l'un utilisant l'approche OpenFiow, et l'autre 
l'approche GMPLS. À partir de cette comparaison, nous obtenons les temps de latence des 
plans de contrô le concernant les trois principales approches de recherche évoquées dans la 
revue de littérature. Nous avons les résultats ci-dessous: 
Tableau 6.2 
OF Controller 
Pathl 16 
Path2 18 
RSVP-TE 
LSP 130 
Temps de transfert des données de deux solutions (OpenFlow 
étendue et GMPLS) 
QP~nFlow Extension Solution 
S,,·itch Establishment 
ROADM2 ROADM 1 ROADM3 Total (ms) 
100 - 100 216 
90 30 101 239 
GMPLS Solution 
Switch Establishment 
ROADM2 ROADM 1 ROADM3 Total (ms) 
llO - 100 1 340 
Source : (Bahnasy, ldoudi et El bi aze, 20 15) 
Dans ce tableau, nous constatons que les temps de transfert du chemin Path 1 est de 216 ms 
pour la solution OpenFiow étendue et de 340 ms pour la so lution GMPLS. 
Dans notre cas (tableau 6.1) nous avons obtenu un résultat de 362 ms en combinant 
OpenFiow et GMPLS-Dragon. Nos résultats sont convenables et ne sont pas surprenants à 
cause du déploiement complexe de GMPLS en raison de sa nature distribuée, du nombre de 
protocoles et des interactions entre les différentes couches. Aussi, afin de garantir qu'un LSP 
soit pleinement établi avant que le flux n'arrive au niveau du nœud optique entrant 
(ROADM2), OpenFiow doit attendre pendant un temps (temps de latence de signali sation 
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RSVP-TE) pour démarrer la transmission de flux. De plus, notre plan de contrôle possède un 
module de reprise après rupture de lien, contrairement aux deux autres plans de contrôle avec 
lesquels nous avons fait la comparaison. Ce module de reprise qui tourne en arrière-plan 
~oute une légère lourdeur dans le fonctionnement de notre plan de contrôle. 
Malgré les différences de 22 ms (362 - 340) entre notre plan de contrôle et celui basé 
uniquement sur GMPLS, et de 146 ms (362- 216) avec celui basé seulement sur Openflow 
étendu, un plan de contrôle basé à la fois sur Openflow et GMPLS est nécessaire d'après les 
caractéristiques des protocoles des plans de contrôle représentées dans le tableau ci-dessous. 
Tableau 6.3 Caractéristiques de comparaison des plans de contrôle 
Plan de contrôle Réseau fP Réseau optique Réseau JP/Optique 
basé sur 
Openflow Mature, efficace Stade initial Efficace 
GMPLS Efficace Mature, efficace Complexe 
Openflow-GMPLS Mature, efficace Mature, efficace Complexe, Mature, 
facilement évolutif 
Nous observons qu ' un plan de contrôle basé à la fois sur Openflow et GMPLS pour les 
réseaux IP/Optiques est complexe, mais mature et facilement évolutif. De ce fait, des 
recherches sur son efficacité (temps de traitement dans les différents noeuds) devront encore 
être plus poussées pour rivaliser en termes d'efficacité aux autres types des plans de contrôle. 
Après cette évaluation, nous pouvons nous poser la question suivante: qu 'arrive-t-il si un lien 
dans l' architecture réseau est rompu ? 
6.5 Comportement du plan de contrôle Openflow-GMPLS après rupture de lien 
Dans cette section, nous allons expliquer le fonctionnement de notre plan de contrôle 
après une rupture de lien via la description des évènements s'y déroulant. Nous allons aussi 
présenter les temps de rupture et de remise en service d ' un LSP, et les temps de reprise après 
rupture du chemin principal. 
li était alors important pour nous de penser à une reprise après panne. En effet, toute panne de 
lien sur le plan de données a des répercussions sur le plan de contrôle. Autrement dit, 
lorsqu ' un lien physique est coupé, le lien logique (LSP) l'est aussi. Nous nous occupons 
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d'abord de gérer le cas où le lien logique (LSP) est rompu; ensuite, nous ajouterons ce temps 
à celui du chemin de backup (Path2) lorsque le chemin principal (Path 1) est rompu. 
Pour cela, nous avons donc fait le choix d 'étendre GMPLS-Dragon. Cette extension consiste 
en l'ajout d ' un élément de reprise dans le domaine GMPLS. Le code du module d 'élément de 
reprise que nous avons développé est présenté à l'appendice AS. 
Lorsqu ' un LSP est rompu, que ce soit d ' origine physique (rupture physique d'un lien) ou 
d ' origine logique (rupture d ' un LSP à l'aide de la commande « de/ete lsp nomLSP »), il y a 
envoi des messages retournés le long du chemin d'accès au nœud d'entrée pour annoncer à 
tous les nœuds la rupture du LSP. A ce moment, le nœud d'entrée utilise une voie différente 
en contournant la panne pour alerter les nœuds supplémentaires (nœuds au-delà de la panne) 
sur ce chemin, afin que ces nœuds poursuivent la démolition du LSP concerné (Adami et al., 
2005; Ceccarelli, Caviglia et Fondelli, 2011). 
La meilleure façon pour nous de décrire ou d 'expliquer le fonctionnement de notre 
agent de reprise après panne est de le faire dans la description des évènements se déroulant 
lors d ' une rupture. Le cas que nous allons décrire dans notre environnement réseau (dans le 
domaine GMPLS qui constitue l'ensemble des équipements intermédiaires) est celui où trois 
nœuds en aval sont concernés par la panne (CSAI, YLSRI et CSA2). La figure ci-dessous 
donne une représentation de la situation. 
CS Al \ "LSRI CSA2 \ "LSR2 
CD! ) ~ ): ) ~ .; .......... LSP 
~ PATHTEARMessage G'! PATHTEARMessagefî'! 
. E \,:~). E \!:). 1- 1- l 
Figure 6.23 Séquence de rupture de LSP 
La figure 6.23 montre les étapes d'une rupture de LSP entre les nœuds CSA2 et VLSR2. 
Après cette rupture, le nœud CSA2 envoie un message « PA TH TEA R » (2) pour informer le 
précédent (VLSRl) de la rupture du lien entre CSA2 et VLSR2, afin que la portion de LSP 
entre les deux nœuds (VLSRI et CSA2) so it rompue. Le nœud VLSR 1 envoie à son tour un 
message « PA TH TEAR » (3) pour informer le nœud précédent (CSA 1) de la rupture du lien 
afin que la portion de LSP entre les deux nœuds (CSA 1 et VLSR 1) soit également rompue, et 
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ainsi de suite. S' il y avait d'autres nœuds après le VLSR2, le CSAl (considéré comme le 
nœud d'entrée) devait à son tour envoyer en contournant la panne, un message « PATH 
TEAR » au nœud de sortie afin que par le procédé susmentionné, tous les nœuds du réseau 
soient informés de la rupture du lien. 
La capture wireshark du cas susmentionné nous donne le temps mis pour les étapes (2) et (3), 
ainsi que le temps de reprise après panne. 
co 
lO ~- ~ c Ftlter. s;nmp or rsvp ~ Expresston... Cle~ r Sa 2 
2 No. Time Source Ornmotion Protocol len9th lnfo )E{ 195 53.2191 65000 CSA2(Gre3) VLSRl(Gre2) RSVP 1 50 PATH TEAR Message 
(3 196 53.219462000 VLSR1(Gre1) CSAl(Grel) RSVP 150 PATH TEAR ~1essage 
c: 197 53.219777000 VLSRl Gateway1 s P 92 set-request 1. 3. 6{2] 
tQQ 198 53.222473000 Gateway1 VLSR1 S"-"--P 92 get-response 1. 3. J 
~ 208 57.803341000 CSA2(Gr e3) VLSRl(Gre2) RSVP 266 PATH ~lessage. SES 
209 57.804249000 VLSRl Gat:ewayl s ' lP 85 get-request 1. 3. 6. es 210 57. 810183000 Gatel•ayl VLSRl SNMP 34- get-response 1. 3. 6 
_.l 211 57 . 810342000 VLSR1 Gatewayl SN"P 85 get-request 1. 3. 6. 
"' 212 57. 8122~9000 Gatewayl VLSRl 3J~ get-response 1. 3. 6 
..- 213 57 . 812349000 VLSR1 Gatewayl 86 getsulkRequest 1. 3 
Q) 
= 
c: 
0 
:e 
0 
Q. 
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en 
_.l 
214 57.821198000 Gatewayl VLSR1 1422 get-response 1. 3. 6 
215 57 . 821266000 VLSRl Gatev.•ay1 86 getsulkRequest 1. 3 
216 57 . 831604000 Gateway1 VLSR1 1422 get-response 1. 3 . 6 
21~ 5-.831701000 VLSRl Gate •ayl 90 getBUlkRequest 1. 3 
218 57 . 844792000 Gate••ayl VLSR1 S"-'IP 1474 get-response 1. 3 . 6 
219 57 . 844870000 VLSR1 Gateway1 s 'IP 90 getsulkRequest 1. 3 
220 57.872647000 Gateway1 VLSR1 s P 1436 get-response 1.3.6 
221 57 . 872706000 VLSR1 Gat:ewayl SNMP 92 getsulkRequest 1. 3 
222 57.898018000 Gateway1 VLSR1 SN"P 1436 get-response 1. 3. 6 
223 57.898075000 VLSR1 Gatewayl S~\P 92 getsulkRequest 1. 3 
224 57.968475000 Gatewayl VLSR1 S"'IP 1467 get - r·esponse 1 . 3 . 6 
225 57.968553000 VLSR1 Gatewayl SN'IP 90 getsulkRequest 1. 3 
226 57.982652000 Gatewayl VLSRl SNMP 1474 get-response 1. 3. 6 
227 57.982786000 VLSR1 Gatewayl SNI•IP 86 get:sulkRequest 1. 3 
228 57.992926000 Gateway1 VLSR1 SNMP 1422 get-r·esponse 1. 3. 6 
229 57. 99 3020000 VLSRl Gate:::w-::a::-yl-;;- --s~~=\P:;----c8;;;6;;-::g::e7t;;-Bu-;:l;;ki7.R'::e:::q::-u::e::s7t-;-1-:;. 3
230 58 . 003381000 Gatewayl VLSR1 SN~IP 1422 get-response 1. 3. 6 
231 58.003486000 VLSRl Gate\vayl SNMP 90 getBul kRequest: 1 . 3 
232 58 . 018915000 Gateway1 VLSR1 SNMP 1474 get-response 1. 3. 6 
233 58.018997000 VLSRl Gat:ewayl s P 90 getBulkRequest 1.3 
234 58.043844000 Gatewayl VLSRl 1436 get-response 1. 3 . 6 
235 58. O-H903000 VLSR1 Gate•·layl 92 get:BulkRequest 1. 3 
236 58.071581000 Gateway1 VLSR1 s 1436 get-response 1. 3. 6 
237 58.071636000 VLSRl Gatewayl s P 92 getsulkRequest 1. 3 
239 58.142993000 Gateo ay1 VLSRl s P 1467 get -response 1. 3. 6 
240 58 . 143066000 VLSR1 Gat:e1vay1 s 93 get:-request 1. 3. 6. 
241 58.145359000 Gateway1 VLSR1 s 94 get-response 1. 3.6 
242 58 . 14 5410000 VLSRl Gatewayl SNf.IP 92 get-request 1. 3. 6. 
243 58.149729000 Gatel,·ay1 VLSRl s MP 93 get-response 1. 3. 6 
244 58.149779000 VLSRl Gatewayl S~\P 93 get-request 1. 3. 6. 
24 5 58.151856000 Gatewayl VLSR1 s . P 94 get-response 1. 3. 6 
246 58.151906000 VLSR1 Gatewayl s"'MP 92 get-request 1. 3. 6. 
24- 58.156163000 Gatewayl VLSRl SN"'P 93 get-response 1. 3 . 6 
248 58.156216000 VLSRl Gateway1 SN'IP 90 ge~BulkRequest 1. 3 
249 58.168113000 Ga~eway1 VLSR1 SNMP 1474 get-response 1. 3 . 6 
250 58.168592000 VLSR1(Gre1) CSAl(Gre1) RSVP 250 PATH Message. SESS 
251 58.173339000 CSAl(Gre1) VLSRl(Gre1) RSVP 186 RESV ~essage. SESS 
252 58.173673000 VLSRl Ga~ewayl SNMP 93 get-reques~ 1. 3. 6. 
253 58 . 1770340_0_0 __ G_a_t_e_w_a~yl-------v_L_SR1 __________ s_~ __ IP _______ 94 __ ~g~e_t_-_r_es~p~o_n_s_e __ 1_. _3_.6_ 
Figure 6.24 Échange des messages du processus de rupture de LSP 
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Dans la capture ci-dessus, la ligne portant le numéro (2) indique qu ' un message « PATH 
TEAR » a été envoyé du nœud CSA2 au nœud YLSRI. La ligne portant le numéro (3) 
indique qu ' un message « PATH TEAR »a été envoyé du nœud VLSRI au nœud CSA l. 
Le temps mis pour les étapes (2) et (3) correspondant à la destruction des portions du 
LSP est d'environ 0,0003 ms (c'est-à-dire 53,219462- 53,219165). 
C'est alors qu 'entre en jeu notre agent de reprise après panne. Lorsqu'il detecte un PATH 
TEAR Message, il met en service le LSP de backup qui devient le LSP principal, et crée en 
mémoire un autre LSP qui devient à son tour le LSP de backup. C'est ainsi que tous les LSP 
qui sont mis en service entre les équipements d'extrémités dans le domaine GMPLS 
fonctionnent. 
La figure 6.24 montre aussi le temps mis pour créer la première portion de LSP (nœuds 
CSA2 et VLSRI) qui est de.4,584176 ms (c'est-à-dire 57,803341 - 53,219165). Pour la 
seconde portion de LSP (nœuds V LSR 1 et CSA 1 ), le temps mis après la création de la 
première portion est de 0,36525 1 ms (c'est-à-dire 58,168592 -57,803341). D'où un temps 
total de 4,949427 ms. 
Le tableau ci-dessous nous donne les temps entre la rupture totale d'un LSP et celui de la 
mise en service d ' un autre. Ces temps ont été évalués en l 0 tentatives pour obtenir une valeur 
moyenne maximale. 
Tableau 6.4 Temps de rupture et de remise en service d' un LSP 
Considérant le temps maximal de 5 ms, nous arrivons au temps de reprise total pour le 
chemin principal dans le tableau ci-dessous : 
Tableau 6.5 Temps de reprise pour le chemin principal après rupture du lien 
OF Controller RSVP-TE ROADM ROADM 1 ROADM3 Total (ms) 
1 
Path2 37 1.:18 9.:1 39 103 399 163 
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Ces résultats sont attendus car le chemin de backup Path2 (OFSI/CSAJ -> ROADM2-> 
ROADM 1 -> ROADM 3 -> OFS l/CSA 1) comprend un nœud de plus que le chemin 
principal. En plus, il faut ajouter un temps de 5 ms (temps de recré.:'ltion du LSP) au temps du 
chemin de backup qui est Path2. 
A présent que nous avons réussi à bâtir, tester et évaluer un plan de contrôle basé à la fois sur 
OpenFiow et GMPLS, faisant fonctionner les équipements compatibles GMPLS ou non dans 
une architecture réseau respectant le principe de la technologie SDN, nous passons 
maintenant à la conclusion de ce chapitre. 
6.6 Conc lusion 
fi était question de faire une implémentation d ' un plan de contrôle OpenFiow-GMPLS 
pour centraliser de façon logique l'intelligence et l'état du réseau à partir des applications sur 
un super-ordinateur appelé contrô leur. 
Pour réaliser cette implémentation, nous avons d 'abord configuré l'environnement 
OpenFiow-GMPLS en configurant les postes clients, le contrôleur OpenFiow-GMPLS, les 
commutateurs OpenFlow, les interfaces GRE et les VLSR. Par la suite, nous avons effectué 
une description de l' implémentation à travers l'extension des protocoles OpenFiow standard 
et GMPLS-Dragon. Les trois éléments d'initialisation du plan de contrô le OpenFiow-GMPLS 
et l'élément de reprise après rupture de lien ont été conçus, implémentés et décrits. La 
passerelle Openflow-GMPLS a été aussi conçue, implémentée et son fonctionnement décrit. 
Enfin, nous avons évalué notre solution en présentant les résultats d'expérimentation et en les 
validant. A travers toutes ces étapes, nous avons pu mettre sur pied notre solution. 
Une fois notre implémentation terminée, quelle conclusion pouvons-nous en faire ? 
CONCLUSION 
Notre recherche avait pour objectif de faire une implémentation pour assurer la gestion 
centralisée des réseaux multicouches IP/Optiques en permettant aux équipements non-
compatibles GM PLS d 'être fonctionnels dans un réseau GMPLS, tout en utilisant 
l' architecture SDN. Cet objectif a été atteint via la mise en œuvre d' un plan de contrôle basé 
à la fois sur OpenFiow et sur GMPLS-Dragon. 
En effet, nous sommes partis de la conception et de la mise sur pied d' une architecture 
réseau LP/Optique respectant le principe SDN. Nous avons utilisé les protocoles OpenFlow 
standard et GMPLS-Dragon comme point de départ à l'implémentation. Nous avons fait une 
extension du protocole Open Flow standard à l' aide de trois éléments (activation automatique 
du protocole OpenFlow, création automatique des interfaces GRE et démarrage automatique 
des composants GMPLS-Dragon) que nous avons conçu et implémenté. Nous avons 
également fait une extension de GMPLS-Dragon à l' aide d' un élément (élément de reprise) 
que nous avons conçu et implémenté. Les trois éléments d'ex-tension de OpenFiow ont 
permis d'initialiser tous les équipements intermédiaires de l' environnement réseau afin qu ' ils 
soient prêt à transmettre des données. L'élément d'extension de GMPLS-Dragon a permis 
l'activation du LSP secondaire en cas de rupture du LSP principal en 5 millisecondes 
environ. Afin que les portions IP et Optiques de l' environnement réseau puissent échanger 
des données, nous avons conçu et implémenté une passerelle permettant aux protocoles 
OpenFiow et GMPLS-Dragon de pouvoir communiquer entre eux. Cette passerelle 
OpenFiow-GMPLS traduit les instructions Openflow en instructions GMPLS et vice-versa. 
Nous avons enfin testé et évalué notre plan de contrôle OpenFiow-GMPLS, et nous l' avons 
comparé aux solutions OpenFiow étendue d' une part, et GMPLS d 'autre part ; car ces deux 
solutions ont été implémentées dans le même cadre empirique que le nôtre, avec les mêmes 
équipements et nous avons utilisé la même métrique de mesure. 
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Bien que la comparaison sur deux seuls chemins ne semble pas suffisante pour aboutir 
à des conclusions générales sur la pe1tinence et l'efficacité de ces approches, les résultats 
montrent que la solution OpenFlow étendue serait la plus rapide. Nous observons d 'après les 
caractéristiques de comparaison des plans de contrôle (tableau 6.3) qu ' un plan de contrôle 
basé à la fois sur OpenFlow et GMPLS pour les réseaux IP/Optiques serait mature et 
facilement évolutif. 
Aussi, notre plan de contrôle assure la restauration d ' un lien réseau brisé dans l'architecture, 
contrairement aux deux autres plans de contrôle avec qui il a été comparé. 
En plus, notre plan de contrôle basé sur OpenFlow et GMPLS permet aux équipements non-
compatibles GMPLS de fonctionner dans un réseau GMPLS, contrairement aux autres plans 
de contrôle OpenFiow-GMPLS de l' heure. 
Bien que nous ayons déployé toutes nos forces et compétences pour mener à bien cette 
recherche, nous avons toutefois identifié les limites suivantes: 
La petite taille de l'architecture réseau proposée; une architecture moyenne 
comportant plusieurs centaines de nœuds aurait permis de mieux apprécier les 
résultats de recherche. 
Le nombre de chemins sur lesquels les tests ont été réalisés; deux seuls 
chemins ne sauraient être suffisants pour généraliser les résultats de notre étude. 
Le cadre empirique qui est celui d'un laboratoire; ce cadre n'est pas assez 
pertinent contrairement à un cadre de réseau réel en exploitation. 
La métrique de mesure utilisée pour recueillir les résultats; nous avons utilisé 
un simulateur intégré personnalisé, contrairement à un simulateur universel 
standardisé. 
Puisque ces limites constituent des failles à la validité des expérimentations menées, 
nous recommandons qu 'elles soient prises en considération lors des recherches futures 
concernant les plans de contrôle OpenFiow-GMPLS. 
Une question intéressante pour une recherche future serait donc de savoir si 
l'optimisation du temps de traitement dans un plan de contrôle basé à la fois sur Open Flow et 
GMPLS, et gérant les équipements compatibles GMPLS ou non peuvent égaler voir surpasser 
en termes de temps de latence la solution OpenFlow étendue. 
APPENDICE A 
INSTALLATION DU LOGICIEL DRAGON 
A.l Installation de Dragon V LSR 
Pour installer de façon basique le logiciel Dragon VLSR, il faut exécuter les 
commandes ci-dessous : 
#tar -zxf dragon-sw-snapshot.xxxx.tar.gz (décompresse le fichier dans un répertoire) 
Ensuite, il faut entrer dans le répertoire de travail où le paquet de DRAGON a été 
décompressé et taper les commandes suivantes: 
#./do builtl.sll (configure et construit le paquet) 
# sudo sll do install.sh (installe le logiciel DRAGON) 
Par défaut, le logiciel est installé dans le sous répertoire « lusrl local/dragon ». 
Pour faire une installation étape par étape, il faut installer Je logiciel DRAGON incluant 
KOM-RSVP (DRAGON RSVPTE) et GNU ZEBRA (y compris DRAGON OSPF-TE et le 
daemon dragon). 
Pour installer KOM-RSVP (autre implémentation de RSVP), il faut entrer les 
commandes suivantes : 
#cd kom-rsvp (entre dans le répertoire kom-rsvp) 
#.!configure -with-sump=lusr/local (configure kom-rsvp avec snmp fourni ; les fichiers 
d'en-tête de net-snmp sont installés dans « /usr/ local »). 
Après les étapes ci-dessus, il faut aussi exécuter les commandes suivantes: 
# gmake c/ean (nettoie le répertoire) 
# gmake tlepeml (reconstruit les fichiers de dépendances) 
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#gmake (recompile le code) 
# sutlo gmake instal/ (installe les nouveaux fichiers binaires et de bibliothèque) 
Pour installer GNU ZEBRA, il faut entrer les commandes suivantes : 
# cd zebra (entre dans le sous- répertoire <<zebra » se trouvant dans le répertoire 
« dragon-sw ») 
#. !configure --prefix=lusrllocal/dragon -enahle-dragon (configure le protocole ; le 
pr~fixe de la commande définit le répertoire où ZEBRA-OSPF' doit être installé.) 
# make (compile le code) 
# sudo make instal/ (installe les fichiers) 
A.2 installation des tunnels GRE 
Les configurations ci-dessous doivent être faites sur l'hôte 1. 
lsbinlip tunnel ad tl gre 1 mode gre remote 129. 174.42. 12 local 129.174.43.90 tt/ 255 
/sbinlip link set grel up 
lsbinlip ad dr adtl 10.1 O. 0.1 tl ev gre 1 
lsbinlip route add 10.10.0.0124 dev gre] 
La première ligne nous permet d'ajouter un tunnel gre 1. Ce tunnel utilise le mode de 
protocole GRE «gre». L'adresse distante (de la catte réseau du VLSR reliée au Hub) est 
129.174.42.12 . Les paquets de tunneling doivent provenir de 129. 174.43.90 (adresse de la 
carte réseau de l'hôte 1 reliée au Hub). Le champ TTL des paquets a la valeur 255. 
La deuxième ligne nous permet d'activer le tunnel grel. 
La troisième ligne nous permet d ' affecter l'adresse IP 10. 1 0.0.1 à l'interface gre 1 (interface 
de l' hôte 1 reliée au Switch). 
La quatrième ligne nous permet d 'ajouter une route à la machine de contrôle avec l'adresse JP 
10.1 0.0 .0 et un masque de sous réseau « /24 ». 
Les configurations ci-dessous doivent également être faites sur l'hôte 2. 
lsbinlip tumrel adtl gre2 mode gre remote 129.174.42. 12 local/29. 17-1.42.22 1 tt1 255 
/sbinlip link set gre2 up 
lsbinlip adtlr atld 10.20.0. 1 dev gre2 
/sbinlip route add 10.20.0.0124 dev gre2 
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Ces quatre lignes sont interprétées de façon similaire aux précédentes (sous-section 3.5.1.1 ), 
à la différence que le nom du tunnel gre 1 a été remplacé par gre2. Les adresses de la carte 
réseau de l'hôte 2 reliées au Hub (adresse locale), de l'interface gre2 et de la route à ajouter à 
la machine de contrôle ont changé. 
Les configurations suivantes doivent être faites sur le VLSR. Concernant le tunnel 
gre 1, nous devons avoir : 
/sbinlip tunnel add gre 1 mode gre remote 129. 174.43.90 local 129.1 7-1.42.12 ttl 255 
lsbinlip link set gre 1 up 
/sbin/ip ad tir add 10.1 O. O. 2 tl ev gre 1 
lsbinlip route add 1 O. 10. O. 0/24 de v gre 1 
Ces quatre lignes sont interprétées de façon similaire à celles de la configuration de l'hôte 1, 
à la différence que l'adresse de l' hôte distant est celle de la carte réseau de l'hôte 1 reliée au 
hub, et l'adresse de l' hôte locale est celle de la carte réseau du VLSR reliée au hub. Aussi, 
l'adresse de l'interface grel est celle du Switch reliée à la carte réseau de l' hôte 1. 
Concernant le tunnel gre2, nous devons avoir : 
lsbinlip tunnel atltl gre2 mode gre remote /29.174.42.22 /local129.174 . .f2.12 tt/ 255 
lsbin/ip link set gre2 up 
lsbinlip adtlr atlt/10.20.0.2 dev gre2 
lsbinlip route atld 10. 20.0.0/24 dev gre2 
Ces quatre lignes sont interprétées de façon similaire à celles de la configuration de l'hôte 2, 
à la différence que l'adresse de l' hôte distant est celle de la carte réseau de l'hôte 2 reliée au 
hub, et l'adresse de l' hôte locale est celle de la carte réseau du VLSR reliée au hub. Aussi, 
l'adresse de l'interface gre2 est celle du Switch reliée à la carte réseau de l'hôte 2. 
Dans le cas où le tunnel GRE n'est pas défini correctement, il peut être enlevé comme suit: 
#lsbinlip link set gre 1 down 
#/sbinlip tunnel del gre 1 
La première ligne permet d'arrêter le fonctionnement de l' interface grel du tunnel GRE, et la 
seconde permet de supprimer cette interface. 
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A.3 Processus de configuration de DRAGON OSPF-TE, DRAGON RSVP-TE, 
DRAGON daemon et ZEBRA 
A.3.1 Configuration de DRAGON OSPF-TE 
Pour configu rer le protocole DRAGON OSPF-TE, il faut modifier le contenu du 
fichier nommé « ospfd.conf » (fichier contenant des commandes de configuration) sur les 
systèmes clients (hôte 1 et hôte 2) et sur le VLSR. 
Ici , nous spécifions le nom de l'hôte, le mot de passe, les interfaces de tunnel GRE entre les 
hôtes, le VLSR et enfin les [0 (identifiant) du routeur et la capacité de commutation. Les 
fichiers de configuration se trouvent dans le répertoire« /usr/local!dragon/etc ». 
Note : «etc» est le nom d'un répertoire du système d'exploitation Linux. 
a) Configuration de DRAGON OSPF-TE sur l'hôte 1 
Pour configurer l'hôte 1, il faut ouvrir le fichier « /usr/local/dragon/etc/ospfd.conf», 
copier et coller ce qui suit puis enregistrer. 
Note : les mots qui suivent le caractère« ! »sont des commentaires 
! 
! zebra-ospfd configuration file for en/_ host 1 
! 
host na me cnl_host 1-ospf 
password [specify password} 
log stdout 
! 
! 
inte1jace gre 10 
description GRE tunnel betJ.veen en!_ host 1 and en/_ narb 
ip ospf nefi.Vork point-ta-point 
interface gre 1 
description GRE tunnel between cnl_hostl and cnl_vlsr 
ip ospf network point-ta-point 
! 
! 
routerospf 
ospfrouter-id 129.174.43.90 
network 10.1.0.0/24 area 0.0.0.0 
nerwork 1 O. 1 O. O. 0124 a rea O. O. O. 0 
ospfte router-address 12 9. 17 4 . .J 3. 90 
! 
ospfte interface gre 10 
exit 
1 
ospf-te interface gre 1 
levet gmpls 
data-interface ip 10.1.10.2 
swcap Ise encoding Ethernet 
exit 
! 
line vty 
1 
b) Configu ration de DRAGON OSPF-TE sur l'hôte 2 
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Pour configurer l'hôte 2, il faut ouvrir le fichier « /usr/local /dragon/etc/ospfd.conf», 
copier et coller ce qui suit puis enregistrer. 
! zebra-ospfd configuration file for cnl_host2 
! 
hostname cnl_host2-ospf 
password [specify password] 
log stdout 
1 
! 
interface gre2 
description GRE tunnel between cnl_host2 and cnl_vlsr 
ip ospf network point-ta-point 
1 
! 
router ospf 
ospfrouler-id 129.174.-12.221 
network 10.20.0.0/24 area 0.0.0.0 
ospf-te router-address 129.1 7 4.42. 22 1 
ospf-te inleJface gre2 
leve/ gmpls 
data-inte1jace ip 10.1.20.2 
swcap Ise encoding Ethernet 
exit 
! 
line vty 
! 
c) Configuration de DRAGON OSPF-TE sur le VLSR 
Pour configurer le VLSR, il faut ouvrir le fichier « /usr/local/dragon/etc/ospfd.conf », 
copier et coller ce qui suit puis enregistrer. 
1 zebra-ospfd configura/ ion file for en!_ v/sr 
1 
host na me eni_ vlsr-ospf 
password [specify here] 
log stdout 
! 
! 
in te/face gre 1 
description GRE tunnel between cnl_vlsr and cnl_hostl 
ip ospf nelwork point-lo-poinl 
! 
! 
interface gre2 
description GRE tunnel between cnl_vlsr and cnl_host2 
ip ospf network point-to-point 
! 
router ospf 
ospfrouter-id 129.174.42.12 
network 10.10.0.0/24 area 0.0. 0.0 
network 10.20.0.0/24 area 0.0.0.0 
ospfte router-address 129.17-1.42. 12 
! 
ospfte interface gre 1 
leve/ gmpls 
data-interface ip 10.1.10. 1 protoco/ snmp swilch-ip 
10.1./.2 switch-port 9 
swcap Ise encoding Ethernet 
exit 
ospfte intel.face gre2 
leve/ gmp/s 
data-inte!.face ip 1 0.1.20. 1 protocol snmp switch-ip 
10.1.1.2 switch-port JO 
swcap Ise encoding Ethernet 
exit 
fine vty 
! 
A.3.2 Configuration de DRAGON RSVP-TE 
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Pour configurer le protocole DRAGON RSVP-TE, il faut spécifier les interfaces des 
tunnels GRE dans le fichier « RSVPD.conf » et le mettre dans le répertoire 
« /usr/ locaVdragon/etc ». 
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a) Configuration de DRAGON RSVP-TE sur l' hôte 1 
Pour configurer l' hôte l , il faut ouvrir le fichier « /usr/ local/dragon/etc/RSVPD.conf», 
copier et coller ce qui suit puis enregistrer. 
! 
interface grelle none mp/s 
api 4000 
b) Configuration de DRAGON RSVP-TE sur l' hôte 2 
Pour configurer l' hôte 2, il faut ouvrir le fichier « /usr/ local/dragon/etc/RSVPD.conf », 
copier et coller ce qui suit puis enregistrer. 
! 
interface gre2 tc none mpls 
api4000 
c) Configuration de DRAGON RSVP-TE sur le VLSR 
Pour configurer le VLSR, il faut ouvrir le fichier « /usr/ local/dragon/etc/RSVPD.conf », 
copier et coller ce qui suit puis enregistrer. 
! 
inlerjàce gre 1 tc none mpls 
intetjace gre2 le none mpls 
api 4000 
A.3.3 Configuration du daemon DRAGON 
Pour configurer le daemon DRAGON, il faut spécifier le nom d'hôte et le mot de passe 
pour chaque machine dans le fichier « dragon.conf» (fichier des commandes de configuration 
du daemon DRAGON) et le mettre dans le répertoire« /usr/local/dragon/etc ». 
a) Configuration du daemon DRAGON sur l' hôte J 
Pour contigu rer l' hôte 1, il faut ouvrir le fichier « /usr/local/dragon/etc/dragon.conf », 
copier et coller ce qui suit puis enregistrer. 
! DRAGON configuration file for cnl_host 1 
! 
hostname en!_ host !-dragon 
password [speci.fY password here] 
'-------- - ---- --- - ----------------------------------
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b) Configuration du daemon DRAGON sur l'hôte 2 
Pour configurer l'hôte 2, il faut ouvrir le fichier « /usr/ local/dragon/etc/dragon.conf », 
copier et coller ce qui suit puis enregistrer. 
! DRAGON configuration file for en/_hos/2 
! 
host na me eni_ host2-dragon 
password [speeify password here} 
c) Configuration du daemon DRAGON sur le YLSR 
Pour configurer le YLSR, il faut ouvrir le fichier « /usr/local/dragon/etc/dragon.conf », 
copier et coller ce qui suit puis enregistrer. 
! DRAGON configuration file for cnl_host2 
! 
hostname enl_vlsr-dragon 
password [speeify password here] 
A.3.4 Configuration de ZEBRA 
ZEBRA est un daemon qui fait fonctionner I'OSPF daemon. Il ne contient aucun ajout de 
DRAGON. Pour le configurer, il faut spécifier certa ines informations pour chaque machine 
dans le fichier « zebra.conf» (fichier des commandes de configuration de ZEBRA) et le 
mettre dans le répertoire « /usr/local/dragon/etc ». 
a) Configuration de ZEBRA sur l' hôte 1 
Pour configurer l' hôte 1, il faut ouvrir le fichi er « /usr/local/dragon/etc/zebra.conf», 
copier et coller ce qui suit puis enregistrer. 
! zebra configuration file for cnl_host 1 
! 
host na me eni_ host !-zebra 
password [speeify password] 
! ena ble password [speeify password] 
! 
! lnteJfaee description. 
! 
interface lo 
intetface gre 1 
inte1face gre 10 
! description test of de sc. 
! 
!inteJface silO 
! multicast 
! Static default route sample. 
! 
!log file zebra. log 
b) Configuration de ZEBRA sur l' hôte 2 
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Pour configurer l'hôte 2, il faut ouvrir le fichier « /usr/ local/dragon/etc/zebra.conf », 
copier et coller ce qui suit puis enregistrer. 
! zebra configuration file for cnl_host2 
1 
hostname en/ host2-zebra 
password [specify password} 
! ena ble password [specify password] 
! 
! lnleiface's description. 
! 
interface lo 
inteJface gre2 
! description test of desc. 
! 
!inteJface sitO 
! multicast 
! 
1 Static default route sample. 
! 
!logjile zebra. log 
c) Configuration de ZEBRA sur le VLSR 
Pour configurer le VLSR, i 1 faut ouvrir le ti chier « /usr/local/dragon/etc/zebra.conf », 
copier et coller ce qui suit puis enregistrer. 
! zebra configuration file for cnl_ vlsr 
! 
hostname en/ v/sr-zebra 
password dragon 
! ena ble password dragon 
! 
! lnterjàce 's description. 
! 
interface /o 
inletface gre 1 
interface gre2 
/ description les/ of desc. 
! 
! inte!face sitO 
! multicast 
! Static default route sample. 
! 
/ log.file zebra. log 
--- ----- -----------
Ill 
APPENDICE B 
EXTENSION EFFECTUÉE DANS LE CODE OPEN FLOW 
B. 1 Code d'activation automatique du protocole Open Flow 
pr1vate Str~no f~leNarr~OF • 
p:r1.va~e: Scr1no t1le!lazr.e:Grr.pl~ • 
p:~vate TelnetTools telnet: 
pr~vate stat~c Conf~osw~cchOF conf~osw~cch : 
pr1.vaee sca~1c boolean l.50nGol.nQ - talse ; 
·.uo.t 
publ1c stac1c vo-d ~~n ( Str~no( J arqs ) ( 
Acc~vac~onPrococoleOF act~v ~ new Act~vac~onPrococoleOF () ; 
try ( 
&Ct1V.&Ct~ver0F () ; 
catch ( F~leNotFoundExcept~on e ) ( 
try 
Syscem . ouc . pr~ncln ( 
e . pr~ntStackTrace () ; 
act~ v. act1 verG!1PLS () ; 
catch ( F~lellotFoundExcept>.on e ) ( 
System . ouc . pr~ntln ( 
e . pr~ntStackTrace () ; 
publ>.c vo~d act>.verOF () throws F>.leNotFoundExcept~on 
hre le J.J,..c-.'+l. '"% e s; - '-'~9-D 
~l.sc<Contl.QSWl.CchOf> lstPa:am - LeccureFl.chJ.e:rOF 
. l>.reParamSw~ tchOF ( f>.leNarr.eOF) ; 
for ( Conf~osw~tchOF conf~qSw>.cchOF : lscParam) ( 
if ( 1 conf~qSw1tchOF . qet7~~e () . e~~alsionoreCase ( )) 
conttnue ; 
while (uOnGoJ.nQ ) ( 
try ( 
Thread . sleep ( ) : 
oatoh ( Ineerrupeed!xcepe~on el ) ( 
el.pr~ncScackTrace () ; 
~sOnGo1nq • trne ; 
C0:1f l.QS'IIl. t:Ch 
Sy.seem . oue 
con tl.QSWJ.tchO!"; 
. pr1nt.ln ( "' ·'"·" +con!J.QSwJ.echO!".QeeipSwJ.ech ()) ; 
co~nec~1on au serveur :elnet 
try ( 
eelnee • new TelneeTools (con!l.qSwl.tchOF . qeeipSw.1tch () , ) ; 
catc.h (Except.l.On e ) 
Sy.seem.oue 
.pnneln ( 
e.prl.nt:SeackTrace () ; 
retorn .-
(new Thread (new Runnable () { 
@Overnde 
publl.c vo1d run () ( 
sy.seem. out. 
.pnntln ( 
try { 
Thread . sleep ( ) ; 
catch (IneerrupcedExcept.l.on el ) ( 
el.prlntStackTrace () : 
try 
.1nt: po.sl.Cl.on 
1nt ch; 
x 
Strl.nqBut!er ee~p • new St:rlnqBu!ter () : 
do { 
try { 
" ) ; 
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) ; 
ch • cel nec . Qel:TelnecRHourCmd () . read () ;Il =.,.lne:Re=ourOr.d . r ead 0 ; 
catch {IOExcepcJ.on e ) { 
e.prl.nt:SeackTrace () : 
Sy.seem.out. 
.pnncln ( 
re torn ; 
t! (ch < 
re tu rn ; 
57/S~e.!T . • cuc . pr1.ne (char' ch ) : 
Syseem.ouc.!lush () : 
cerr~.append ((char ) ch ) ; 
1! ( te~~.toStrl.nQ () .conca1ns ( 
" (pOSl.l:l.OO <- ) ) ( 
te~p • new St:rl.ng3u!~er ( ) ; 
synchonl.serCorr8~nde (po.sl.t:l.On++ ) ; 
else 1.! ( ·-:.~rrp.-=~S~rlnO( . ccn:.al.ns(":" )) 
" U:>o:n:1cr. -- 1) 1 1 
:.e.rr.p • new S:rJ.noBu!ter (); 
~~~chonl.~erCoŒrr~ndetpc31~1on••) ; 
" ) ; 
else i! ( e~rnp . eoSer~nq () .conea~ns ( 
&& ( po:ue~on - ) ) ( 
e~rr~ • new Str~nqBu!t~r () : 
synchon1serCorr~~nde (pos~c~on++) ; 
else 1! ( t~~p.toSer~nq () .conea~ns ( 
&& t~rr~.toSer1nq () .conta~ns ( 
cont1qSw1ech.qecUser ()) 
&& ( pos~taon - ) ) ( 
terr.p • new Str~nqBuf!er () : 
synchon1serCorr~~nde ( pos1e~on++) ; 
else i! ( cerr~.toStr1nq () .conta1ns ( )&& ( pos~e1on - )) ( 
cerr~ • new Str1nqBu!fer () : 
synchon~serCorr~~nde (pos~t1on++) ; 
}else 1! ( terr.p. toStr1::l9 () . co::lta~:ls (conf1qS•.;1tch. qetRepOF () + 
terr~ • new Str1nqBut!er () ; 
synchon~serCorr~~nde (pos1t1on++) ; 
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)) ( 1 
)else 1! ( ce~p.coScr1nq () . conta1ns ( co:lf~qSw1ech . qecipV1rtuelle () 
+ 
+ co:lf1qSw1tch.qetNumPort ()+ 
Sysee~.oue 
. pr1:ltl:l (confl.qSw1tch. ;etipV1rtuel1e () 
+ 
+ conf1qSw~cch . qecNurr.Port () + 
terr,p • new Str1nq3utter () : 
synchon1serCorrmande ( pos~t~on++) ; 
}else 1! ( temp . toStr1nq () .conca1ns ( . 
System. out 
. pr1ntln (cont1qSw1tch.qecipV1rtuelle () 
+ , 
+ co::lf1qSw1tch.qetNumPort ()+ 
cerr.p • new Scr1nqButter () ; 
Sy~chon1serCorrrr.ande (pos~t:10::l++ ) ; 
if ( pos1t~on > 
retn rn ; 
wh1le (Crue ) ; 
catc h CExcept1on e ) 
e.pr1ncScack!race () ; 
) ) { 1 ser-:eur ccr 
" ) ; 
)) .serve: 
) ; 
pr1vace vo1d s;~chon1serCo~~Ande ( 1nc 1 ) ( 
.se ccnn~c:er 
try 
SWltCh (1 ) ( 
case : ( 
celnec . envoyerCo~mande (con!1QSW1Cch . qe"User ()) ; 
retnrn ,· 
case : ( 
celnec . envoyerCo~Ande ( con!1QSW1CCh . Qec~NdUser ()) ; 
re torn ; 
case { 
celnec . envoyerCo~~Ande ( 
re tu rn ; 
case ( 
) ; 
"elnec . envoyerCo~Ande ( con!1QSW1Cch.qecPwdUser ()) ; 
retnrn ; 
case : ( 
1 cnl_hos~2> ed1- lsp s~o3-n­
celnec . envoyerCo~.rr.ande ( 
+ cont1qSw1cch.qecRepOF ()) ; 
re torn; 
case : ( con!1qSw1cchOF.q~"R~pOF( l ~ 
celnec . envoyerco~~Ande ( . 
+ con!1QSW1CCh.qe"IdSW1CCh () 
+ 
+ con!1QSW1Cch.qecincer!aceVersC11enc () 
+ 
+ con!1QSW1Cch.qe"Incer!aceVersSw1cch ()) ; 
return; 
case ( con!1qSw1cchOF . qecRepOf()• 
celnec . envoyerCo~~Ande ( . 
re tarn ; 
+ con!1QSW1Cch . qecipV1rcuelle () 
+ 
+ contiqSwH;ch . qec!lumPorc () ) ; 
case : ( anclen 9 
celnec . deconnex1onTelnec () ; 
1sOnGo1nq - !alse ; 
re tom ; 
de!au.lt: 
Syscem . ouc 
.pr1ncln ( 
x: 
catch (Excepc1on el ) { 
el.prln"ScackTrace () ; 
s"arc () ; 
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x 
.. ~.y~ ·.tt;: \ .... .;.., .. ;; .. ·' ) : 
B.2 Code de création des interfaces GRE 
pr1vae~ vo1d ace1v~rG~pl~Gr~ ( ~1~e<Cont~oSw1echOF> l~eParam) ( 
tor (Conf19SW1tchOF conf1oSw1tchOf : l~tParam) ( 
tf (! conf1QSW1tchOF . o~tiyp~ () .~qual~Ionor~Ca~~ ~ )) 
c ontinue; 
whil~ ( 1~0nGo1n9 ) { 
try { 
Ihr~ad.~l~~p ( ) ; 
catch ( Ine~rrupt~dExc~pt1on ~1 ) ( 
el . pr1ntStackirace () ; 
1sOnGo1~q - trne; 
con!19SW1tch - conf1QSW1tCh0F; 
Sy~t~m . out 
. pr1ntln ( +conf1QSW1tCh0F . Q~eipSW1tCh( )) ; 
co::n~c~10~ au !t~zz~ r ~ ~t 
try ( 
t.~ln~t = new IelneeTool~ (conf19SW1tchOC. oeeipS•.,1tch (), ) ; 
catch (Except1on e ) { 
Sy~tem.out 
.pn.neln( 
~ . pr1ntSeackirace () ; 
retarn ; 
(new Thread (new Runnable( ) { 
@Overr1de 
publ1c votd run () { 
Sy~t:em . out: 
.prtntln ( 
try { 
Ihread.sleep ( ) ; 
catch ( Interrupt:edExcepe1on el ) { 
el . prtntSt:ackirace () ; 
try 
t .• t: po~1t.J.on 
>.nt: ch; 
St:rtno3utter t:~p - new St:rtno3u!fer () ; 
St:rtnoButter ~~0 - new Strtno3utter () ; 
do ( 
try 1 
~~") ; 
ch - telnet . oecTelneeRetour~d () .read () ; 
catch ( IOExcept:ton ~ ) 1 
e . prtnt:Stackirac~ () ; 
Sy~tem . out 
re torn : 
tf {ch < 
returu ; 
. pr1ntln ( 
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... ) ; 
" ) ; 
S~·s-::= . cu:: . s:r1nc ((chari ch) : 
Syscem. ouc.flush ( ) ; 
cemp.append (( char ) ch ) : 
tf (cemp . coScr1nq () . concaJ.ns ( 
" (pOS1C10n <- ) ) { 
cemp - new Scr1nq3uffe= (l ; 
synchonJ.serCo"~Ande ( posJ.cJ.on++ ) ; 
else if (cerr.p . coScrJ.ng () .conca1ns ( 
&& (pOSl.Cl.On - )) { 
cerr.p - new Scr1nq3uffer () ; 
synchon1serCo"~ande (pos1c1on++) ; 
else tf (ce.l\'.p . coScr1ng () . concaJ.ns ( 
&& cel\'.p. coScr1ng () . conca1ns ( 
confJ.gSwJ.cch.gecUser ()) 
&& (pOS1Cl.On - ) ) { 
cerr.p - new ScrJ.ng3u ffer () : 
synchonJ.serCo~Ande (pos1C1on++ l ; 
else ir (cemp.coScrJ.nq (l .conca1ns ( Il 
if (pOS1C10n-- 1 { 
Scr1ng [] val - cemp . coScrJ.ng () . subscrJ.ng (( 
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+ conf1gSw1cch . gecidSwJ.cch ()) . lengch () + ) . spll.c ( ) : 
tf (val . lengch> ) { 
Syscem . ouc.pr1ncln ( ) ; 
for (1nc 1• ; J.<val.lengch ; J.++) { 
Syscem . ouc . prJ.ncln ( +val[J. ) ) ; 
Il 
cerr.p • new ScrJ.ngSuffer () ; 
synchonJ.serCorr~ande ( posJ.cJ.on++) ; 
if (pOSl.Cl.On > 
retnrn ; 
while (crue) ; 
catch (ExcepcJ.on e ) 
e . prJ.ncScac~Irace (l ; 
pr~va&~ vo~d ~ynchon~~~rCorrFAnde ( ~nc ~ ) { 
.~ 
try { 
~~~ 
sw1toh (l. ) { 
ca~e : { 
&el~e&oenvoyerCo~~Ande ( confl.qSw1&Choqe&U~er ()) : 
re tarn : 
case : { 
&el~ecoenvoyerCo"~Ande ( confl.qS~1CChoqe&~~dUser ()) : 
re tu rn ; 
case ( 
celnec.envoyerCo"~nde ( 
return : 
case : ( 
.... ) : 
celne&oenvoyerCo"~Ande (conf1qSwl.cch o qecPwdUser ()) : 
return ; 
case : ( " * 
: cnl_ncs~2> ed~ ~ ~ 5~c3-~­
eelnet.envoyerCo"~Ande ( 
+ confl.qSwl.CChoqecRepOf ()) : 
return : 
case { CO:l!l.qSo"1 .:chOF . qe~RepOF () " 
cel ne.: 0 envoyerCo".ma"de ( . 
+ confl.Q5W1CChoqecldSWl.CCh ()) ; 
return ; 
case ( .::l."'*..e,:) 9 
celnecodeconnex1onTelnec () : 
1sOnGo1nq • false : 
return ; 
default : 
Syscemoouc 
opn.ncln ( 
catch (Excepcl.on el ) ( 
elopr1n<:S&ackTrace () : 
o ~&arc () : 
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.Ço; .--.·~~ ) : 
8.4 Code d 'activation des composants GMPLS 
pr1vac~ V01d &CC~v~rGrr~lsVlsr ( ~15C<Conf1Q5W1CCh0F> lsCP&r&m) 
for (Conf1QSw1cchOF conf1QSW1CchOF : lscParam) ( 
if ( ! con!1QSW1CchOF . q~cTyp~ () . ~~~alsiqnoreCase ( )) 
c onti noe ; 
while ( 150nGo~nQ ) { 
try { 
Thr~ad . sle~p { ) ; 
catch (Incerr pcedExcepc~on el ) { 
~l . pr~ncSc&ck!rac~ () ; 
1sOnGo1no • true ; 
con!~QS•,~cch 
Syscem . ouc 
. prH>Cln ( 
co:mec~~on 
try { 
con!~QSw~cchOF ; 
+con!~qSw~cchOF . qecipSw~cch ()) ; 
celnec • new Telnec!ools ( con!~QSw~cchOF.QecipSw~cch () , ) ; 
catch ( Lxcepc~on e ) { 
Syscem . ouc 
. pr~ncln ( 
e . pr~ncScack!race () ; 
return : 
(new Thread (new Runnable () { 
@Ov~rrl.de 
publ~c vo_d run () { 
Sy5Cem . ouc 
. prJ.ncln ( 
try { 
Thread.sleep ( ) ; 
catch (Incerr pc~dExcepc~on el ) ( 
e1 . pr~ncScackTrace () ; 
try 
.l.nt pOS1t:.l.On 
J.nc ch ; 
Scr~nq3u!fer cerr~ • new Scr~nqBu!!er () ; 
do 
try ( 
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) : 
) ; 
ch • c~lnec.ç~c!~lnecRecourCrrn () .read () : 1 ~elnecRe~curCmd . read () ; 
catch ( IOExc~pc~on ~ ~ { 
e . pr~nc5cack7race () ; 
Syscem . ouc 
return ; 
if ( Ch < 
retnrn ; 
. pr~ncln ( ) ; 
tr (posl.Cl.on- ) 
Syscem.ouc.prl.nc (( char ) ch ) ; 
Syscem.ouc . !lush () ; 
ir (Scrl.nq .valueor ((char ) ch) . equals ( )) { 
1r (posl.Cl.on-- ) 
Syscerr . . ouc . prl.ncln ( ) ; 
ce~~ . append (( char ) ch ) ; 
ir ( ce~~ . coScrJ.nq () .concaJ.ns ( 
' ' (pOSl.Cl.O!"l <• )) ( 
cell'.p u new Scrl.nq!luffer () ; 
synchonJ.serCo!l'~nde ( posl.tl.on++) ; 
else ir (cemp . coScr1nq () . concal.ns ( 
' ' (posl.Cl.On - ) ) { 
cerr~ - new ScrJ.nqBuffer () ; 
synchonJ.serCo~~~nde ( posl.tl.on++ ) ; 
else 1r ( C<!~.p.coScrl.nq () .contal.ns ( .l:-:1~" ) 
'' ce~.p.coScrl.nQ () . conca1ns ( 
con!J.qSwJ.cch . qecvser ()) 
' ' (pO.!Il.Cl.On -- ) ) ( 
cemp = new ScrJ.nqSufter () ; 
Sy~chonJ.serCc~nde ( posl.Cl.on++) ; 
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else 1r (cemp . coScrl.nq () .concaJ.ns (confl.QSWl.Cch.qecRepOF () + )) { 
ce~.p - new Scrl.nqButter () ; 
s~~chonl.serComreande ( posl.Cl.on++ ) ; 
else tr (cemp.coScrJ.nq () .conca1ns ( )) ( 
cerr~ - new ScrJ.nqSu!!er () ; 
synchonJ.serCo~nde (posl.Cl.on++) ; 
ir (PO.!Il.Cl.On > 
return : 
whtle (true ) ; 
catch (Excepc1on e ) 
e . prJ.ncScack7 race () : 
pr1va~~ vo1d 5ynchon1~~rcorr~nde (~nt 1 ) ( 
!: ÇQ:)Jl~.c:.;,~ . r 
try { 
switch {l. ) { 
case : { 
c~ln~c . ~~voyerCorr~~nd~ { con!J.QSWJ.cch.Q~tüs~r ()) ; 
retnrn : 
case : { 
t~ln~c . ~nvoy~rCorr~and~ ( con!J.QSwJ.tch . Q~t~•düs~r ()) ; 
re tu rn. ; 
case : { 
t~ln~c . ~nvoy~rcorrrr.and~ ( 
retorn ; 
.... 
) : 
case : { 
t~ln~t.~nvoy~rCorrma~d~ ( confJ.QSWJ.Cch.Q~tPwdüs~r () ) ; 
retorn : 
case : ( 
1 cnl_nosc2> ~d1c ~ 5to3- A-
c~ln~c.~nvoy~rcorrma~d~ ( 
+ eonfl.QS~l.CCh.Q~CR~pOF ( )) ; 
return ; 
case ( con~1qS~1~chO: . çe~Rep0f( ' ~ 
celnet . envoyerCo"~~nde ( . 
+ eon!J.QSWlCCh.Qet!dSWl.CCh () ) ; 
return ; 
case { confJ.QSWJ.tchOf . QetRepOf ( )~ 
eelnec.envoy~rCorr~ande ( 
re torn ; 
case { ~~li 9 
t~ln~c . d~conn~xJ.onT~ln~c () ; 
1sO~Go1n0 - ralse ; 
re tu rn ; 
detault : { 
System.ouc 
. pr1neln ( . ........;;; 
" ) : 
catch (ExeepcJ.on el ) ( 
el.prJ.ntScackTrace () ; 
scarc () : 
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B.5 Code de l'agent Openflow-GMPLS 
packaqe orq.open!low.example.ofG~~ls : 
import Java.~o.IOExcep~~on; 
1mport Java . 1o . OUcpucS~ream; 
1mport Java . nec.URL; 
1mport )ava.ne~. R~Conn~ce~on ; 
import ~hor . ne~ . De!aul~!elne~Term1nalHandler: 
1~rt ehor.n~c . I~ln~~URLConnecc~on; 
,. 
• ~ · - . ~ Pa~r1ce Ku~riM TCHOü~. 
publ1c class ConcroleurOpenëlo••GHP:.S extends Defaul~Telnet.TeriT'..>.nal!!andler 
pr1vace Telne~Tools celnec: 
pr1va~e s~a~1c ConcroleurOpenëlowGMPLS concroleurOpenëlowG:iPLS; 
Scr1n0 src, desc ; 
pr~vate ~eat~c 1ne ~dOFSrc -
pr1vaee st&tl.c 1nc 1dOFOese -
pr1vaee ~tac1c Str1no 1pS:rc -
pr1vae~ stat1c Str1no 1pOest -
pr1vaee seae1c Str1no no~~sp • 
pr.l va te ~tatl.C Scrl.nQ use:rTelnec • "~u ; 
pr1vaee stae1c Str1no pwdTelnee -
pr1vace seae1c Scr1no 1pSrcTelnec • 
pr1vace scae1c Str~no pwdDraoon -
pr1va~e sca~1c scr1n9 1dSw1t.chOFSrc 
private scae1.c Sc:r.1no J.dSwl.tchOFDese • '' 
pr1vace ConcroleurOpenflowGMPLS () 
saper () : 
publ1c "eac1c ConcroleurOpenFlowGt·!P:.s qet:Ins~ance () ( 
t · 
1! (concroleurOpenflowGHP:.S - null ) ( 
coneroleurOpenFlo·N"GMP:.S - new Con~roleurOpenFlowG:iP:.s () : 
retnrn concroleurOpenFlowGHP:.S ; 
publ1c vo1d et:abl1rLSP (lonq 1dSw~cch ) ( 
1r (1dSw1cch - Lonq.par,e:.onq ( 1dSw~tc~OFSrc, )) ( 
etabl1rLSP (1dOFSrc , 1dOFDesc ) ; 
else 1! (1dSw1t:ch -- :.onq . parse:.onç (1dSw1tchOFDesc, )) ( 
ecabl1r:.SP ( ~dOFDes~, 1dOFSrc ) ; 
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/• 
. ta~ :.sp ~Xt: AA\JX. .1.._<:!-~tJ.~. Of de ll'.ac!ane 
publ1c vo1d ecabl1rLSP (1nc 1dScr , 1nc 1dDesc ) ( 
1! (( 1dScr -- 1dOFSrc) && (1dDesc -- 1dOFDesc)) 
~re • J.pSrc ; 
desc • 1pDesc ; 
else !! ( (1dScr 
~re - 1pDe5c ; 
de.st: • l.pSrc ; 
else ( 
return : 
1dOFOesc ) && (1dDesc -- 1dOFSrc)) ( 
connec:J.on a:J ~:t.e~ .;_U;';l.e_; 
try 1 
celnec • new TelnecTools (1pSrcTelnec, ) : 
catch (Excepc1on e ) 1 
Syscem.err.prl.nt:ln ( ~ ~~ ) ; 
e.pr1nCScackTrace l) ; 
return ; 
(new Thread (new Runnable () 1 
G0verr1de 
publ1c vo1d run () 1 
Syscem. err 
.pn.ncln ( 
try 1 
Thread.sleep ( ) ; 
-
catch (IncerrupcedExcepc1on el ) 1 
el . pr1ncScackTrace () ; 
try 
l.n t l)OSJ.t.l.On 
1nc ch ; 
'-; -- ;,.;.~ fi"' ~ 
Str1nq3uffe:: cell'.p • 1\ew Scr1nqBu!!er (); 
do 
try 1 
-~ 
-
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) ; 
ch • celnec.qecTelnecRecourC!!'.d () . read () ; 
catch ( IOExcepc1on e ) 1 
e.pr1ncSeackTrace () ; 
l:elne~RetourC!!'.d. read (); 
Syscem.err 
. pr1ncl n ( 
return : 
it (ch < 
retnn1 : 
Syscern . oue.pr1nt (( char ) ch) : 
Syscern . ouc.!lush () ; 
ternp.append (( char ) ch ) ; 
1! ( te!!'~ . coSer1nq () .conea1ns( 
t.e~p • new St:rJ.ngButter () : 
synchon1serCo~.ande ( ) ; 
pO.Sl..t:..l.On • 
) && (pOS1 Cl. On -- ) ) 1 
else 1! (( eemp . eoStr1nq l) . conta1ns ( )) 
&& (POS1C10n -- )) ( 
cemp • new Str1nqBuffer () ; 
synchon1serCo!!'~.ande (pos1e1on++ ) ; 
) ; 
else 1r ( cerr~ . coscr~nç ( ) .conca~ns ( )) { 
cerr.p • new Scr1nçBufter () ; 
synchon~sercorr~ande ( ) ; 
posl.t;J.on • 
else tr {( cerr~.coscr~nç {) 
. conca1ns ( 
&& (pOS1C10n -- )) 
cerr~ • new Scr1nçButte= <> : 
synchon1serComrr~nde {pos~c~on++ ) ; 
else ir ( cerr~ . coScr~nç () . conca1ns ( )) { 
cerr.p • new Scr1nçBu!te= () ; 
synchon~serCorr~~nde ( pos~c1cn++ ) : 
else ir ( cerr.p . coScr>.nç () . ccnc,uns ( )) { 
ce~p • new Sc=~nçButter () ; 
synchon~serComrr~nde (pos~c~on++ ) ; 
tr ( pos1c~on > 
rettlrn : 
while (true ) ; 
catch (Excepc1on e ) 
e . pr1ncScackTrace () : 
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)) 
pr1vaee vo~d 5ynchon1serCo~ande ( 1ne 1 ) { 
'.1: s;~;m_~;:; ~· 
try ( 
swttch ( l. ) ( 
case : ( 
telnee.envoyerCorr.:r.ande ( u.s~~Teln~e ) ; 
re torn : 
case : ( 
t~lnet . ~nvoy~rcc~~nd~ (pwdT~lnet ) : 
re tarn : 
case { 
eelnet . envoyerCo~ande ( 
retarn : 
case ~ : C 
e~ln~t.envoy~rCorr.:r~nde ( pwdDraoon ) : 
re tarn ; 
ca.se " : { 
case 
- cnl_ nos:Z> ed1~ ~ S~o3-A­
eelnee . envoyerCorr~Ande ( 
re tarn ; 
" ) ; 
+ nom!..sp ) : 
cnl_ho~t2(ed1:-~-5:o3-A-) ~ 3e: .5ource ~-addre3s 
10 . 10 . .. 3 . 5 
~-id lSO de3-=.1na~10:1 l,.Ç.,.,_;:,a.;~~ ! 0 . 10. 23.3 ~u:lnel-1d 
telnet. envo!J·erCorr.n:ande ( 1 .. r ~ ~ .l·:t·:trc :J + .src 
+ ~n.,l-::1-:: .lt: :t~~1r4!:".s. + de.st 
+ ) : 
retorn : 
case .. : { 
3 cnl_host2 (e<:h : -~~- S:o3-A-) • oe: band••>d:h SI.UI.I: 
·'~'.u l2sc 
encodl.nQ 
-:~ ~1.e.- $11:.1>\ e -;~.~,;1,e; 
e~ln~t.envoyerCorrJT'.ande ( ~~ 
re tarn ; 
case { 
4 cr:.l_hos:2 ed1:-m-s-.o-1-;..- .t e x1:. 
telnee . envoyerCo~nde ( ) ; 
re tarn : 
case : ( 
telnee.envoyerCorrmande ( 
re tarn ; 
+ norn!...sp ) ; 
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case : { 
celnec . deconnex1onTelnec () ; 
re tu rn ; 
de:fauJ.t : 
Syscem . e:rr 
. pr1ncln ( "~ 
catch (Excepc1on el ) { 
el . pr1ncScack7race () ; 
scarc () ; 
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~;.....l.M.,. ) ; 
p~l~c ~cac~c vo1d rna~n ( Scr~nq [J arq~ ) tbrows IOExcepc~on { 
Co:lcroleurOpenFlowGHPLS ccrl 
ctrl.ecabllrLSP ( 
ConcroleurOpenFlo•HG!1P:.S . qec In~ta:lce () ; 
~ ) ; 
package org . open~low . example . o~Gmpl~ ; 
@~ Pa-.:nce KUEKD: TCHOUA 
lpublJ.c ela~~ Con~J.qSWJ.CChOF { 
pr1vace St:r1ng cype 
-
pr1vace St:rl.ng l.pS·,;J.cch • lfl o 
pr1.vace Scr1.ng repOF - "" ; 
pr1.vace St:r1.ng l.dSWl.t:Ch ~ 
pr1.vace St:r1.ng l.ncer~aceVer~ClJ.enc = "" · 
pr::.vat:e St:rl.nq l.ncerfaceVer~Swl.t:ch = '''' ; 
prl.vat:e St:rl.nQ J.pVJ.rt::lelle 
pr~vace St:rl.ng :1uml?orc 
pr1.vace St:rl.nq u.ser = 
prl.vace ScrJ.nO pwdUser 
-
ttff . 
publl.c Confl.gSwl.t:chOF (St:rl.:"lq ll.qne ) 
super() ; 
Scrl.nq [1 cab~1.gne - ll.Q:"le . ~pll.t: ( ) ; 
l.!'!C l.- ; 
1f ( cab~l.one [ 1 .equa1s:qnoreCase( )){ 
cype= 
l.pSwl.t:ch - cab~l.qne [ l. ++1 ; 
repOF = cab~l.qne [ l. ++1 ; 
l.dSwl.t:ch - cab~l.qne [ l. + +1 ; 
l.nt:erfaceVersCll.enc - cab~J.qne [ J. ++1 ; 
l.nt:erfaceVer~SWl.t:ch • cab~l.gne ( l. ++1 ; 
J.pVl.rt:uelle • cab~l.qne [ l. ++ 1 ; 
numl?orc • cabLl.qne [ l.++1 ; 
u~er • cabLJ.gne [ l. ++1 ; 
p•,;dU.:ser - cab!..1.gne [ 1. ++ 1 ; 
)else if ( cab~l.qne [ 1 . equal~IqnoreCase ( )) { 
cype-
J.pSwl.cch = cabLl.qne [ l. ++1 ; 
repOF - cab:.J.qne [J.++1 ; <)-9m 
l.dSwl.t:ch • cab~l.one [ l. ++1 ; 
user = cabLl.qne [l.++1 ; 
pwdUser - cab:.l.qne ( l. ++) ; 
reper-.:o1.re *~~~~~x le scr1.p:. 
ru;rr, ~ ~cr 1.p:. 
)else 1f ( t:ab~l.qne [ ]. equal~IqnoreCase ( )) ( 
cype• 
l.pSWl.CCh • cabLl.qne [ l. ++) ; 
repOF = cab~l.gne [ l. ++) ; ~~  ~ reper-.:o1.re draocn 
l.dSWJ.t:ch • cab~J.gne [ J. ++1 ; 1 de la &..~m:r,_~<)~ dragon 
u~er = cabLJ.qne [ l.++ ) ; 
pwdUser • cab~J.gne [ l. ++) ; 
127 
• ~recurn che 1pSw1:ch 
publ1C S~r1ng ge~Ip5W1~Ch () 
return 1pSw1~ch ; 
• ~pararr. 1pS·..t1cch 
:he 1pSw1:ch co ~e: 
publ1C V01d ~e~IpSw1tch ( Str1nq 1pSw1tch) ( 
thiS . 1pSW1tCh • 1pSW1tCh ; 
- @recurn che repOF 
publ1c Str1ng getRepOF () 
return repOF ; 
• ~o:ararr. repOF 
~h~ repOF ~c sec 
publ1c vo1d ~ecRepOF ( Str1nq repOF) { 
thls . repOF - repOF ; 
• @recurn :he 1dSw1cch 
publ1c Str1ng ge~IdSW1~Ch () 
return 1dSw1~ch ; 
- ~param 1dSw1:ch 
:he ldSW1CCh CC ~ec 
publlC V01d ~e~IdSWl~Ch ( S~rlnq ldSWltCh ) { 
thlS . ld5W1~Ch • 1dSWl~ch ; 
/ •• 
- @re~urn che 1nterface~er~Clienc 
publ1c Str1ng getinterfaceVer~Cllen~ () 
return 1nterfaceVer~Cl1enc ; 
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- !!para.rr. 1.:1-:.~rfoce~/~r~Cl~~:'l~ 
~he 1n~~rfaceVersCl1en~ :c ~e~ 
publ~c vo~d seci~cer!aceVersCl~enc ( Scr~~~~ ~ncer!aceVersC1~enc ) 
this . ~~cer!aceVersCl~enc ~ ~ncertaceVersCl~enc ; 
t-~ 
~ ~r~:urn :he ~~=er!aceVersSv~:ch 
publ~c Scr~~q qecincerfaceVersSw1CCh () 
return ~ncer!aceVersSW1Cch ; 
/ •• 
... Jpar~rr~ .ln~-::rfaceVersS't~.l. -:.ct. 
~~e 1nterfac~Ver~Sw1~ch ~o ~ec 
publ~c vo~d secincertaceVerssw~cch ( Scr~nq 1ncer!aceVersSw~cch ) 
thts .~ncer!aceVersSw~cch - ~ncer!aceVersSw~cch : 
- 3r~:u:n :he ip~1r:uelle 
publ~c Scr~nq gecipV~rcuelle () 
return ~pV~rcuelle ; 
@;:ararr. ~;:':~r:uelle 
:he ~p-•"lr:uelle ;;o sec 
publ1c vo1d secipV1rcuelle ( Scr~nq 1pV1rcuelle) 
thi s .1pV~rcuelle - ~pV~rcue11e : 
• @re:~rn ~he n~.Por~ 
• / 
publ~c Scr1ng c;~ecNumPorc () 
return ~UIT'.Porc ; 
• @pa:-arr. :mrr.For;; 
t!"le nurr.Fcr:. :c ~ew; 
publ~c vo1d secNurrPorc ( Scr~nq nurrPorc ) { 
thts . numPort a numPort ; 
129 
- @re~~r~ ~he u~~r 
publ1c Scr1no gecUser () 
return user; 
- @param u.sf!r 
t.h~ U!ler -:.o 9e':. 
publ1c vo1d secUser (Scr1nq user ) 1 
th1s . user - user; 
• ~re~urn ~he ç~dUser 
publ1c Scr1no oecPwdUser () 
return P',;dUser; 
• @paran-. p·,,dUser 
~he çwdUser ~a se~ 
. ' 
publlc vo1d secPwdUser (SCrlnq pwdUser ) 1 
this . pwdUser ~ pwdUser; 
- @re~urn che ~YP~ 
publ1c Scr1n9 qecType () 
return cype: 
... @para.rr. ~ype ~he -:::,tp'! co se~ 
publ1c vo1d secType (Scr1n9 cype ) 
th1s .cype = cype; 
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• @re~urn :he 1pSw1tch 
publ~c Scr~ng qecipSw~cch () 
re torn ~ps•.a cch; 
• @pararr. 1pSw1~ch 
;;he 1pS•,a -;ch :;c ~e-; 
publ1C vo~d ~ecipSW1CCh ( SCr1nq 1pSW1CCh) 
thiS .1p5W1CCh - 1pSw1cch ; 
• @re;;urn che repOf 
publ~c Scr1nq qecRepOf () 
return repOF ; 
• @param repOF 
<;he repOF -;c se;; 
publ1c vo1d ~ecRepOf ( Scr1ng repOf) 
thls .repOf • repOf; 
• ~re:urn :he 1dSw1:ch 
publ1c Scr1ng qecidSw1cch () 
retorn 1dSw1cch ; 
• apara.rr, ~ds•,;1 teh 
the 1dS•,11 teh tc ~et 
publ1C V01d ~ecidSW1CCh ( SCr1nq 1dSW1CCh ) { 
thiS .1dSW1CCh = 1dSW1CCh; 
... @re:.:.:r!'l :.!'le ~n:.e~face·-:~rsClJ..en~ 
publ1c scr1ng qecincerfaceVer~Cl1enc () 
retorn l.ncerfaceVer~Cl1enc ; 
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packaqe orq.openflow.exarr~le.ofG~pls ; 
impo rt )ava.~o.IOExcep~~on; 
1mport )ava.~o.Inpu~S~ream; 
import Java.~o.Ou~pu~S~ream; 
import Java . ne~ . URL; 
import java . ne~ . UR:Con~ec~~on: 
import ~hor . ne~ . Defaul~Telne~Terre~nalHandler; 
1mport ~hor.ne~.Telne~UR:Connec~~on; 
publ~c class Telne~Tools extends Defaul~Telne~Te~nal~andler 
pr~va~e Ou~pu~S~ream ~elne~Envo~eCmd; 
publ~c s ~a~~c Inpu~S~rearn ~elne~Re~ourCrr~; 
pr~va~e R:Connec~~on urlTelne~Connec~~on; 
, .. 
• @;:.h::::o·,;s IOE>:c'!!pt.~on 
., 
pub ~c Telnet.Tools ( Scr~ng celnet.Hosc, ~ne celnet.Po::::c ) throws IOExcepc~on l 
super (): 
connex~onTelnec ( ~elnecHos~, t.elnet.Pore): 
pub ~c vo~d deconnex~onTelne~ () 
try 
/ •• 
t.elnecEnvo~eCred.close (); 
t.elnet.ReeourCred.close () : 
(( Telnet.UR:Connect.~on ) urlTelne Connect.~on ) .d~sconnecc(): 
catch ( IOExcept.~on e ) 
e.pr~nt.ScackTrace (); 
- connec;:.~cn ~ l'!! ~.~ ~-
• @~ararr. ;:.elnet.~cs;:. 
• @param t.elnet.Po::::;:. 
- Jt.hrcws IOE xcept.~cn 
• / 
publ~c vo~d connex~onTelnet. ( St.r~nq celnecHosc, ~nt. ~elnet.Port. ) 
throws IOExcepc~on { 
if (( urlTelnet.Connec~~on •= null ) 
&& (((Telnet.UR:Connec~~on ) r_TelnecConnect.~on ) .connecced())) 
if ( ~elne~Envo~eCred != null ) 
~elne~Envo~eCmd.close () ; 
if ( celne~Re~o rC~d ' • null ) 
~elnet.Re~ourCmd.close () ; 
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el se 
url!el~ecConnecc~on - gecürlConnex~onTelnec ( celnecHosc, celnecPorc ) ; 
cel~ec:::~vo~eCrr.d 
celnecRecou::Crr.d 
url!elnecConnecc~on.gecOUcpucScrearr. () ; 
url!elnecCo~~ecc~on . gecinpucScrearn () ; 
pr1vace URLConnecc~on gecUrlConnex1on7elnec (Scr~nq celnecHosc, 
~ne celnecPorc ) throws IOExcepc~on { 
1-M: la .((,1.~ ~;i,M P-~.::l~ m 30Ur ces ~ la ~kU.Q..I: 
UR:.. url = new URL ( """' ~ , celnec:losc, celnecPorc, " , 
new chor.nec.UR~Screa~~andler ()) ; 
UR:..Connecc~on urlTelnecConnecc~on = url.openConnecc1on () ; 
urlTelnecConnecc~on . connecc () ; 
return urlTelnecConnecc~on; 
publ~c OucpucScream gecOucp~cScream ( URLConnecc~on urlTelnecConnecc~on ) 
throws IOExcepc~on { 
if ( ~rlTelnecconnecc~on instanc e o f 7elnecUR:..Connecc~on ) 
(( TelnecORLConnecc~on ) urlTelnecConnecc~on ) 
.3ecTelnec!erm~nalHandler ( this ) ; 
return urlTelnecConnecc~on . qecOucpucScream () ; 
publ~c vo~d envoyerCorr~ande ( Scr~ng crr.d) throws Excepc~on 
Syscem . ouc.pr~ncln ( ) ; 
5~;5cerr. . ouc.~...r~.::l ( " l " + ~q • " ] " ) ; 
gec!elnecEnvo~eCmd () .wr~ce (( crr.d + r ) . qec3yces ()) ; 
try { 
Thread.sleep ( ) ; 
catch ( IncerrupcedExcepc~on el ) { 
el.pr~ncScackT::ace () ; 
• @recurn che celnecEnvo~eCrr.d 
publ1c Oucpucscream gecTelnecEnvo1eCrr.d () 
return celnecEnvo~eCrr.d; 
~ ~pararr. :.elne~Envc1.eCrr.d ~he ~elne:.Envc1.eCrr.d :.c se:. 
publl.c vo1.d secTelnecEnvol.eCrr.d (OucpucScrearr. celnecEnvol.eCred) 
thls .celnecEnvol.eCrr.d • celnecEnvol.eCrr.d; 
• ~re:.urn ~he :.elne::Re":.curCrr.d 
publl.c scac1.c InpucScrearr. qecTelnecRecourCrr~ () 
retorn celnecRecourCrr.d; 
• êpararr. ::elne:.Re:.curCrr.d :.he :.elne-:.Re-:curCmd co se-: 
publl.c scac1.c vo1.d secTelnecRecourCmd (InpucScrearn celnecRecourCrr.d) 
TelnecTools . celnecRecourCrr.d = celnecRecourCrr.d ; 
• ~re:urn :he urlTelnecConneccl.on 
publl.c U~Conneccl.on gecUrlTelnecConneccl.on () 
return urlTelnecConneccl.on; 
" apararr. urlTelne~Ccnneccl.cn -:he urlTelnecCo:mec:l.on -:.c se:. 
publl.c vo1.d secUrlTelnecConneccl.on ( UR~Conneccl.on urlTelnecConneccl.on ) 
this .urlTelnecConneccl.on • url!elnecConnecCl.on ; 
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B.6 Code de restauration de LSP après rupture de lien 
paekaq~ orq.op~ntlow.~xatt~l~.o!G~~ls ; 
~~.:.oi ~ Pa~::1e~ ï<UEiŒI~ TCHOCA 
tmport )ava . 1o.IOExe~pt1on : 
tmport java.nec.Oaca;ramPackec; 
tmport java.n~t.Dataqra~Soek~c ; 
1mport java.n~t.Sock~tExcept1on; 
p~bl1c class Serveu::Rep::ls~ ( 
pr1vat~ TelnetTools t~lnet ; 
publ1c stat1c vo1d ~A1n ( St::1nQ arqs (J ) throws Exeept10n 
ServeurRepr1~e ~vr - new ServeurRepr~~e () : 
5vr.runt~3Cener () ; 
publ1c vo1d t::a1terPaquet (DataqramPacket rece1vePacket ) ( 
)<.:;~ le t:;pe de :\! ~ 
System . out . pr1ntln ( rec~1v~Packet.qetData ()) ; 
~.+ _ç~ ' ~~; ;,m ~1.er~ en lance la prccedure 
tt ContrcleurOpenflo~Œ1F~S ~~ • CcncroleurOpenFlcw~~P~S.oecin~cance(l; 
//~~ . recabllr~SP(Oxacl06ZeS, Oxacl06266); 
publ1e vo1d run~1stener () ( 
ccnn~c-1cn au ;~~ • e~ 
try ( 
telnet • new TelnetTools (Control~ur0penFlowGMPLS.1pSrcTelnet, ) ; 
catch (Exception e ) ( 
Sysce~ . err.pr1ntln ( 
e . pr1ntStackTrace () ; 
return; 
" 
) ; 
(new Thread (new Runnable () ( 
@Overr1de 
publ1e vo1d run () ( 
Syscem.err 
. pr1ntln ( 
try ( 
Thr~ad . sleep ( ) ; 
catch (InterrUPtedExcept1on el ) 1 
el.p::1ntStackTrace () ; 
try 
1n1; POS1 tl On 
l.nt. ch ; 
StrlnQB~tter te~~ • new Str1nqButter () ; 
do ( 
try ( 
ch • telnet . qecTelnetRetour~ () . read () : 
catch CI0Except1cn e ) 1 
e . p::1ncscackTrace ( ) : 
Sy!Jt.ern . err 
.prl.ncln ( 
~ ) ; 
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retnrn ; 
if: (Ch < 
retnrn ; 
s:;st.err.oou: oPrlon::. 1 (char) ,(;P,); 
s~·st.~err .. oue. fl1..1sh ( : 
cerropoappend (( char ) ch ) ; 
iC ( cerr.pot.oScr~n<J () oconca~ns ( ) && ( pos~c~on - ) ) ( 
ce~~ - new Scr~n<JBu!!er () ; 
synchon~serCo~~nde (pos~cion++) ; 
else iC (( ce~opocoSt.r~n<J () ocont.a~ns ( )) 
&& ( pos~c~on - )) ( 
cemp • new Scr~n<JBu!!er () ; 
synchon~serCo~~~nde (pos~c~on++) ; 
else iC ( t.ettpot.oScr~n<J () oconca~ns ( ) && ( posu~on - ) ) ( 
ce~oP - new Scr~nC}3U!!er () ; 
synchon~se:::Cottmande (pos~c~on++ ) ; 
else iC ( cerr.pocoScr~ng () oconca~ns ( _,, - h> 
&& ce~oP o coscr~ng () o conc1uns ( 
Concroleur0penflo••G!1P:.S o userTelnec ) 
&& ( pos~c~on - ) ) ( 
cerr,p - new Scr~ng3u!fer () ; 
synchon~serCo~~nde (pos~c~on++ ) ; 
else 1f (( cempocoScr~nQ () 
. conta~ns ( )) 
&& ( pos~c~on -- )) ;;o~Ono•::;co . envoyerCc~::r.ande (p-.;dDragon); 
c~p - n ew Str~nC}Buf!er () ; 
synchon1serCommande (pos1c1on++ ) ; 
else if ( ce~~ o t.oScr~nQ () o conca~ns ( 
boolean lstHanquanc- false; 
1f ( pOS1C~on-- ) ( 
Syst.err, . err 
opr1nt.ln ( 0 ) ; 
~r-•u.x.~r 
)) ( 
1f ( ( 1 t.e~.p o toSt.r~nCJ () , cont.a~ns (ControleurOpenflowG!o!PLS 0 norr.LspPr~nc )) && 
( 1 cerrop o toStnnQ () o conta~ns (ControleurOpenflowGMP:.s o nom:..spBack))) ( 
Syscemoerr 
oPr~nt ( ) : 
l else >f ( ( 1 ce~.p o coStr~nQ () oconca~ns (Controleur0penfloo•G!1P:.S o nom:..spPr~nc ) 1 
1 1 ( 1 ce.~oP o coSt:nnQ ( 1 o conta~ns (ConcroleurOpenflowGt1P:.S o nomLsp3ack)) ) ( 
1f ( 1 te~~ o toStr1nQ () 0 conta~ns (Cont:::oleurOpenflowG!o!P:.S 0 nomLspPr~nc)) ( 
lstl1anquant = true ; 
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Controleu:::OpenflowGMP:.Sonom:.sp2 - ControleurOpenflowGMP:.S onomLsp3ack ; 
Controleur0pen1!'lowGHP:.S o nom:.sp - ControleurOpenflowG!1PLS 0 nom:."pPr~nc ; 
l else i f ( 1 te~oPo coStr~nQ () . conca1ns (Cont:::oleurOpenflowGt1P:.S o norr.LspBack ) ) ( 
lst!1anquant - trne ; 
Cont.roleur0penflowG:1P:.S 0 nom:.sp - Cont.roleurOpen1!'lowG!1P:.S 0 ncrr.:.sp3ack ; 
Controleur0penFlo•"G:1P:S o norr.Lsp2 - ControleurOpen1!'lowG!1P:S 0 nomLspPr~nc ; 
if (lstl1anquant ) ( 
Syscem ooutopr1ntln (terr.p otoStr1nQ ()) ; 
Syst~oerr 
opr1ntln ( +ControleurOpen1!'lowG!1PLS 0 norr.Lsp2 ) ; 
<:err.porl.~er 
wh ile (Con~roleurOpenFlowG!·l P:.S .l.~OnGol.nq ) 
try ( 
try 
!hread.~leep ( ) ; 
catch ( IncerrupcedExcepcl.on el ) ( 
el.prl.ncScackTrace () ; 
!hread.~leep ( ) ; 
catch ( In~errupcedExcep~l.on el ) { 
el . prl.n~Scack!race () ; 
~~~ la po~l.<:l.O:"l pour sm.:..v U~ .:1-\U: place 
1f ( !ls~Manquan~ ) 
po~l.Cl.on= · ; 
}else if (posl.Cl.On =- ) { 
posl. ~l.on- · ; 
~e~p = new S~rl.nq3uffer () ; 
synchonl.serCorr~~nde ( posl.Cl.on++ ) : 
else if ( ce~p.~os~rl.nq () . concal.ns ( )) { 
~e~p = new Scrl.nq3uffer () ; 
synchonl.~erCorr~ande (posl.~l.on++ ) ; 
>rhile (true ) ; 
catch (Excepcl.on e ) 
e . prl.n~ScackTrace () ; 
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pr1vace vo1d ~ynchon1~erCorr~nde ( 1nc 1 ) 
~ &..WJ.l~ 
try ( 
switch ( 1 ) { 
ca~e : ( 
ce1nec.envoyerCorrrr~nde ( Concro1eurOpenf1ow81P~S . u~erTe1nec); 
re torn ; 
case : ( 
ce1nec.envoyerCorr~ande ( Concro1eurOpenf1owGMP:S . pwdTe1nec ): 
return ; 
case : ( 
celnec . envoyerCorr~ande ( 
return ; 
case 3 : { 
-
" ); 
ce1nec.envoyerCorr~ande (Concro1eurOpenf1owGMP:S.pwdTe1nec ): 
return ; 
case : { 
celnec.envoyerCcrr~~nde ( 
return ; 
) : 
case : { 
ce1nec.envoyerCorrn-~nde ( Concro1eurOpenF1owGHP:S.pwdDraQon ) ; 
return ; 
case : ( 
celnec . envoyerCcrrz~nde ( 
return ; 
" ); 
case : ( 
celnec.envoyerCo~ande ( 
return ; 
~ 
case 
1 cnl_hos;:;Z> ed1;:; Jc~J< S;:;o3 - A-
celnec.envoyerCorr~ande ( 
return; 
......... 
case : { 
case 
1 cnl_hos~2> ed1~ ~~~ Sco3-A-
ce1nec.envoyerComn:ande ( 
retorn ; 
+ Concro1eurOpenF1owGHPLS.nom:.~p2 ) ; 
+ ConcroleurOpenFlowGHP:.S . no!l'~sp ) · 
+ Concro1eurOpenF1ow81P:S . noll'~sp); 
2 cnl_hoscZ(ed1~-l-~-S~o3-A- ) > sec ~ource ~-addr~~~ 
1 10 . 1~ . 23 . 5 
1 ~.-1d 150 de~c1na;:;1cn ~~~~~ 10.10.23 . 3 cunnel- 1d 
250 
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tel~e~.e~voyerCo~~nde ( 
+ ControleurOpenFlcwS1P:S . ~pSrc + + ControleurOpenFlowGMP:S.l~pld 
+ 
+ 
+ ControleurOpenFlowœ4P:s.~pOe$~ 
+ Concroleur0penflo~~1PLS.cunnel!d) ; 
reto.rn ; 
case 
3 cnl_hc5C2(ed~~-.l-'.»-S"o3-A-l~ 5et ba.:>d·••d~h ll.l..!l.e 
11 ~~·s-~ 12 .. c 
enccd1.no 
e.;;.M.;-A~ liP ~'<M~ 
telnet . envoyerCo~~nde ( 
re torn ; 
case 4: : 
cnl_hos~2 ( ~d1t -~;-5tc3-h- ) & ex1: 
telnet.envoyerCorr~~nde ( ) ; 
re torn ; 
detau1t : 
Sy.s t~.er:r 
. println ( "~ ~ 
catch ( Excepe~on el ) ( 
el.prl.ntStackTrace () ; 
. 5tarc () ; 
-......~ 
~~ .. ) ; 
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APPENDICE C 
FICHIERS DES COMMANDES DE CONFIGURATION DES TUNNELS GRE 
C.l Contenu du fichier greScriptHost 1 
######################################## 
# Bash script to create the GRE tunnels 
######################################## 
#!/bin/sh 
#touch /var/ lock/subsys/local 
/sbin/modprobe ip _gre 
/sbin/ i p tunnel del gre 1 
/sbin/ip twmel add grel mode gre remote IO.l0.23.4local 10.10.23.3 ttl255 
/sbin/ip link set gre! up 
/sbin/ip addr add 10.10.0.1/30 dev grel 
/sbin/ ip route add 10.1 0.0.2 dev grel 
/sbin/ifconfig 
C.2 Contenu du fichier greScriptVLSRJ 
######################################## 
# Bash script to create the GRE tunnels 
######################################## 
#!/bin/sh 
#touch /var/lock/subsys/ local 
sudo /sbin/modprobe ip__gre 
sudo /sbin/ip tunnel del gre2 
sudo /sbinlip tunnel add gre2 mode gre remote 10.1 0.23.4 local 10.1 0.23.6 tt! 255 
sudo /sbin/ip link set gre2 up 
sudo /sbin/ip addr add 10.20.0.2/30 dev gre2 
sudo /sbinlip route add 10.20.0.1 dev gre2 
su do /sbin/ ip tunnel del gre3 
su do /sbin/ ip tunnel add gre3 mode gre rem ote 10.1 0.23.5 local LO.I 0.23.6 ttl255 
sudo /sbin/ip link set gre3 up 
sudo /sbin/ ip addr add 10.30.0.2/30 dev gre3 
su do /sbin/ ip route add 1 0.30.0.1 dev gre3 
sudo /sbin/ ifconfig 
C.3 Contenu du fichier greScriptYL R2 
######################################## 
# Bash script lo create the GRE tunnels 
######################################## 
#to uch /var/ locklsubsys/ local 
sudo /sbin/modprobe ip_gre 
su do /sbin/ ip tunnel del gre l 
sudo /sbin/ip tunnel add grel mode gre remole 10.1 0.23.3 local 1 0.10.23.4 ttl255 
sudo /sbin/ ip link set gre J up 
su do /sbin/ ip addr add 10.10.0.2/30 dev gre 1 
su do /sbin/ip route add 1 O. J 0.0.1 dev gre 1 
sudo /sbin/ip tunnel del gre2 
su do 1 bin/ ip tunnel add gre2 mode gre rem ole 10.1 0.23.6 local 10.1 0.23.4 ttl 255 
sudo /sbin/ ip link set gre2 up 
sudo /sbin/ip addr add 10.20.0.2/30 dev gre2 
sudo /sbin/ip route add 1 0.20.0.1 dev gre2 
sudo /sbin/ifconfig 
C.4 Contenu du fichier greScriptHost2 
######################################## 
# Bash script to create the GRE tunnels 
######################################## 
#touch /var/locklsubsys/local 
udo /sbin/modprobe ip_gre 
sudo /sbin/ ip tunnel del gre3 
su do /sbin/ ip tunnel add gre3 mode gre remote 10.1 0.23.6 local 10.1 0.23.5 ttl 255 
sudo /sbin/ip link set gre3 up 
su do /sbin/ip addr add 1 0.30.0.1/30 dev gre3 
sudo /sbin/ ip route add 1 0.30.0.2 dev gre3 
sudo /sbin/ifconfig 
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APPENDICE D 
RÉSOLUTION DES ERREURS 
E!Teur de création du LSP nommé« test» sur l' hôte 1 
Solution: 
Exécuter correctement les commandes c i-dessous : 
1 eni_ host J -dragon> edit lsp test 
2 cnl_host 1-dragon( edit-l sp-test)#set source ip-address 10.1 O. 23.5 lsp-id 150 
destination ipaddress 10.10.23.3 tunnel-id 250 
3 cnl_hostl-dragon(edit-lsp-test)# set bandwidth gige swcap 12sc encoding ethernet 
gpid ethernet 
4 cnl_host !-dragon( edit- lsp-test)# exit 
5 cnl_host !-dragon> commit 
Erreur de configuration des Switch Ci sco 6504 
~~nt•" Bou tot.-.~. Uu>•o lon 12 .2<17r>SX3. ~Et.EASE SOI'!IIAJIF (fe 1 > 
~:~hn:c;.! ~~~p;.;;~~ hy c: iat:o t;y:;tcnÂ., lnr: . 
. ~-.tlk~SPC2A ul,,tfvt"t"• whh 524288 Khytu t "f n~tu tn)nory 
ln,..rMn 1 > ennr,.r.g fht21A2 
bonitor: colf'1rU\ru.t ••conff'~!l'' not found r n•utan ?. ) J•r.nr.t 
Svutch Uoot~trap. Uer::ion 12.2(1./r):iXJ .. fU::LI::ASl: SOITIWAJU:! <rc.t> 
fltH:hntr.~l SHlllHU't: ' . . 
1Copyrl9ht <e> 2UY4 J,y cbc;:u Syac.v• ... lnc. 
I
Cn.tt.k- nSFC2A plntfurw~ uit h ~24288 JUJ!Jlc::. of n"dn 11enury 
t•o•n.ou l ) ro.-.non t ) confrcu UliC41!1Y2 
ou lfiUC:t rctoct or powr:or cycle far nc:w conl' i!t t.o tftkc e!(cct 
•nr.nnn ?. > v.-,nct 
Solution: 
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Configurer l' interface Fa0/5 sur les deux Switch Cisco 6504 à l'aide des commandes 
suivantes: 
Swtich>En 
Swtich#Configure terminal 
Swtich(config)#Int Fa0/5 
Swtich(config-if)#Swticltport mode access 
Swtich(config-if)#Swtichport access vlan 98 
Swtich(config-if)#Exit 
Swtich#wr 
Erreur de démarrage Switch Cisco 6504 
Solution : 
Éteindre le Switch, attendre environ 5 minutes et redémarrer 
Erreur sur le VLSR2 
r • '"t'li. ,, \" ltH.J •• 
Solution : 
Assure la connexion physique du VLSR2 au réseau 
Erreur 1 du démarrage du processus d 'écoute 
"•• 1 .o o~ .. , ... - a . . .. .. ~ 1""" '"' 
,, ' trr !lll If, a . , , ... tif, rr .. ('I·J~ 1 ., ,_ ,. rn ""'"ll ·r 11, '" ( t:'l.' •r ' " ' · • 1 •, ., .. , .. , . , .. 1 • " ' ' 
.,.," .. . , . . ,..,.... """"' 'r"""' ' "'~"" .,,.,_, 
. ..... ,. p . 
• ..... .. ! , ... . . 
llta/d [4f -t 1 
,,,,_..,, 
t rr •tllfl 1 "~"" '" 1' "' ' 1 • " ' ' '" """·"" " v ·-h JU:tol'l' /Y., ,. tu"' • 
1 1161"' "'1"'1 1\lt l o '" ' "'IM I\ •·•·••• 1\ J UI ·I• '" "' ' 
Solution: 
Modifier le contenu du fichier« ParamActivGmpls.txt » pour obtenir les lignes ci-dessous 
G; 10.1 O. 23. 3; Desktop;greScriptHost 1 ;uqam; uqam 
G: 1 O. 1 0.23. 5;Desktop;greScriptHost2;uqam; uqam 
G; 1 O. 1 0.23. 4;Bureau;greScriptVLSR;uqam;uqam 
*G; 10.1 O. 2 3. 6; Desktop;greScript VLSR2;uqam;uqam 
V; 1 0.10.23. 3;/usr/local/dragon/bin;start-vlsr; uqam;uqam 
V; 10.1 O. 23. 5;/usr/local/dragon/bin;start-vlsr;uqam;uqam 
V; 10.1 0.23. 4;/usr/local/dragon/bin:start-vlsr;uqam;uqam 
*V; 10.1 O. 2 3. 6;/usr/local/dragon/bin;start-vlsr;uqam;uqam 
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Erreur 2 de démarrage du processus d' écoute 
', ... ?t. ,. r 1,.. ~'-l'ln · ?' ''"' ,.,, : 1 "' ' '"'-.. -'"' ' tv'' . r 'IC • 
• 1 1 1. 1 !"'f "'r.f .l' ct .' 1• '4 1 ., .:"' '1 \: "' " · "'' h' ~li , 1 t 1 :1 ,_.,,, l'lll'f'VII/1'1"'"' 
1 U4 1 _ _.,. • ., • • n l uv u n 
lC>.tO.~' ... l n tt,,., 1.• • 1. 1.1 ''\.!~nt• 1),')·1 (~l'f :.. , 1.~.1 .o; •J'' tl He~• 
1-1 . ... i 1 1 'J"f t l ll lt'11'1 U+.,:">. ,,. ,.l:•r • t••uf 1 '11'1 
J 1 1 ' J ul1•\. ,. $11l\.;~·"''"'" '- •J.. •I. h ~·1,09\,..,fl lo'lloUI ''llflt l ' _.,, vi 
t O t 1C ! 46' '1 101 1. -~~~ \.1 olh : • •:~ut /·1 ti&IU.hJ;.~O 1.1 
Solution: 
Fermer le fichier de configuration« ParamActiveOF.txt »avant l'exécution du code Java 
Erreur 3 de démarrage du processus d 'écoute 
, , 1 1 ' " 
I l .., ,. ,. l<" fl llf 1., 1111 1 t .. r. ~ l•u ,\•·1 \V·•I 
!~(li 1 J •l • tol .(u.JI<4 Hrl ..: ~ ll,el.'l~ ~t>LI~i ll •l,;t.J_./,1 !:ouf-l"! 
l."lluot\. .. 1. 0-t .. ., ... .. ,lf: .... .~~ ,., .... u~ ; 
,,,. 1 , .. \' ' ... , ,. ,. ' 1:1 T .. ,., 1 r :• ·, 1 ' '· !1 ' ''· l'. , •. J~> ,, ,. • t h u.· ,. ~ "' • 1 o~.u 1,1 :"''"' .a ·' ,., ·e•r ... 1 1 
\. 11'1Ftf,•1"' .J.o,.lll· r, '-'-"' li• • 
te l P•l"''f•t l f ·' 1 
........ h,,_ 1'1 ....... , ... , • 
1 • 
<U .. .. 1 1 • Il .. 
'f,, '\ • .:1~.1 '\ 1 "~ lld • '•l' ' 11~Jt· l oi oJ YI•'• h o ~ 1,1. d Jr Y" l• h • t• f 11 n, !ftH n!t"t l , , , ,, ;1 !!1! "> "'o('\f .,,,, •J otr." 
1111 • l)".,'"l ."'')l'~l"'lof ""YI r J''"' "'.,'H Jr "'" l,.v• ft r,..,,. '"'' ' ,., 1 ... .. , , ,.,. .. , tr...,.t(IIW] lf".,)'•r:•· ti JU"I\"' Irv• 
,.,,.. j • .: .. i 1 1 l t• • t' · t ,.,ul lot • l ' • ·1 l 'l or 1 rft'lf"!V'" 1 ,. "'''"' l ">n V" t"' \"" 1 ·1 /'\>'l y 1 .: : ~~ 1• 1 i J. .,,. " ,.,, 11 Il '1 r-ul ,t'•f tr>t 
Solution 
Modifier le contenu du fichier « ParamActiveOF.txt » pour obtenir les lignes ci-dessous 
0 ; 10.1 0.23.3;op enjlow;004E46324301; eth1 ;eth0; 10.1 0.23.1 00;6633;uqam;uqam 
0 ; 10.1 0.23. 5;openflow;004E46324302;eth1 ;ethO; 10.1 0.23.1 02;6633;uqam;uqam 
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22 erreurs du test du code Java 
< 
O.o,.U.JI 
., ... ~ "' ,.., 
:..... .. \•Ut 
1rllnn, 
1 
u li )' 
tf"llltn : 
• y 
' 1 ,.,.,.. tt !•.-,.! , r i" ;'f'III'JI) ....,.1\ tf\• r~t • f• J 
~. Il ... Il 1 11 .... J 
••11 • l•f"'l C\lolo.ll,o.U•I , 
~ .... ·l . .tl.l "' ~· ....... ~ .~. -ll• ,, 1 ) 
1 111 1.11 If (t "'1·'' 'liT · Jll . '' " ' •l' 11 • 
C"nt' PH l'l' r ., • • u~ .. , 1, , 
1....1-~~ I.Ji.tf(,.ltfll 
c:. ... , ~.,w . ·•·h ... .,, ...... ,~.toA • ...J' •• ..-.,,."..; ... ~,~~~,.,.,,,,J,, .. ,,"", .4 A.t"'•~·•" ·-"''l.o"'1llof\f. t.•t.i: : ...... ~~ .... 
•'<A••''•'I''VJ t•h" lh\,. liiJ04 l•',.u •h itot o.l lit · t tJ\.IIUUI"•' '!) hll· o .l l' ,til l •.,~ ' IHJII• •.,.., .... ). ~f 
N,-"\'I•"";,.M\• "/r o\ ,.,,,., Ill) -r·to,o.rv ,,,,. h '<td /i"1"1t'lll'lfhrtl~·l''(l 4 1""V''I I' rffl h ~ ·' Ir 1 
(/IIV't•t ,.,...,..," , • ·r- / r.~ """'" " '#') ·•··~· • ,..ri-; 'Il'"''''"'""~,.,... n ,,.,,.rrf,. ,, .. ., A'fN~u" ·r~,h~'ll""' 
•l·~•to , -f"I ,.,.. ; IOI~ .. 11 11 •l "iv' ntoi• WIYOidU-tM,...:n•lYI..,Ofl..,.l' d t. I N" t l l...-1 1 ·.,"11·~· 
Solutions: 
Modifier les li gnes de code concernées pour obtenir les lignes ci-dessous. 
Sl i mport java. io. Fi leNotFoundException; 
S2 import java. io. TOException; 
S3 List<ConfigSwitchOF> lstParam = LectureFich ierOF 
• \t 
'J lflh ••T"fl' ,·r:lc 
.... ,.......... """'"' ... 
, .. ,h .,., 
lh'h .... 41. 
.... 
•· t l 01tloJ 
.... !Jun•t .. 
'o# ).-,\.~ 
S4 public TelnetTools(String telnetHost, int te lnetPort) throws IO Exception { 
superQ; 
connexionTelnet(telnetHost, telnetPort); 
} 
S5 uriTelnetConnection = getUriConnexionTelnet(te lnetHost, telnetPort); 
S6 isOnGoing = true; 
S7 (new Thread(new Runnable() { 
S8 System. out 
.println("demmarage du process decoute des reponses de telnet") ; 
try { 
Thread.sleep(3000); 
} catch (lnterruptedException e 1) { 
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r 
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e 1. print8tackTrace(); 
} 
89 if (temp.to8tri ng() .contai ns(" :") 
&& (pos ition <= 1)) { 
temp = new 8tringBuffer(); 
s ynchon iserComma nde(pos i ti on++); 
810 } el se if (temp.toString().contains("#")&& (position = 4)) { 
S ll + configSwitch.getNumPOJt()+ ": connected")) { 
S l2 tel net. envoyerCommande( configS wi tch.getUser()); 
813 telnet.envoyerCommande("sudo -s"); 
8 14 telnet.envoyerCommande(" ./udatapath/ofdatapath --detach punix:/var/run/dpO -d " 
S IS telnet.envoyerCom mande(" ./secchan/ofprotocol un ix :/var/run/ dpO tep:" 
SJ6 telnet.deconnexionTelnet(); 
isOnGoing = fal se; 
8 17 for (Config8witchOF configSwitchOF : lstParam) { 
if (!config8witchOF.getType() .equals lgnoreCase("G")) 
continue; 
8 18 while (isOnGoing) { 
try { 
Thread.s leep(2000); 
} catch (lnterruptedException e l) { 
e l .printStackTrace(); 
} 
} 
8 19 ch = telnet.getTelnetRetowünd().read(); 
820 else if (temp.to8tring().contains("sudo") 
S21 for(int i= 1 ;i<val.length;i++ ){ 
System.out.println("gre"+val[i]); 
}} 
822 if(position > 6) 
return ; 
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Accès root 
Adresse TP 
Backbones 
c 
Classes Java 
Contrôleur 
OpenFiow 
Da eman 
DWDM 
GLOSSAIRE 
Niveau de connexion d'administrateur qui donne la possibilité de prendre 
Je contrôle complet d'un système. 
Étiquette numérique attribuée à chaque appareil (par exemple : 
ordinateur, imprimante, camera, tablette, etc.) et participant à un réseau 
informatique qui utiUse le protocole Internet pour la communication. 
Canaux de communication de transmission à très haut débit, qui relient 
les principaux nœuds du réseau. 
Langage de programmation impératif (paradigme de programmation qui 
décrit les opérations en séquences d'instructions exécutées par 
l'ordinateur), généraliste, conçu pour la programmation système. 
Description de données Java appe lées attributs, et d'opérations appelées 
méthodes. 
Serveur ayant les capacités d 'accueillir différentes applications de gestion 
et de contrô le réseau pour gérer efficacement le réseau de manière 
centrali sée ou distribuée. 
Processus ou ensemble de processus qui s'exécutent en arrière-plan plutôt 
que sous le contrôle direct d'un utilisateur. 
Technique utilisée pour les communications optiques à grande bande 
passante, permettant de faire passer dans une seule fibre optique plusieurs 
Eclipse 
Éthane 
FastEthernet 
FreeBSD 
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signaux de longuew· d'onde différentes. Ces signaux sont mélangés à 
l'entrée à l'aide d'un multip lexeur (MU X), et séparés à la sortie à 1 'aide 
d'un démultipl exeur (DEMUX). 
Environnement de déve loppement (IDE) hi storiquement destiné au 
langage Java, même si grâ.ce à un système de plugins il peut également 
être utilisé avec d'autres langages de programmation, dont le C/C++ et le 
PHP. 
Architecture de gestion de sécurité qui combine des commutatew·s (basés 
sur des flux) à un contrôleur central de ges tion d'admiss ion et de routage 
des flux. 
Dénomination pour décrire une variété de technologies utili sées pour 
implémenter le standard Ethernet (Implémentation au niveau de la couche 
physique et de la sous-couche MAC) à des débits jusqu'à LOO Mbit/s. 
Système d'exploitation informatique souvent utili sé pour alimenter les 
servew·s, ordinateurs de bureau modernes et plateformes embarquées. 
Gigabit Ethernet Terme utilisé pour décrire une variété de technologies permettant de 
mettre en œuvre le standard Ethemet à des taux de transfert de données 
d'un gigabit par seconde (ou 1 000 mégabits par seconde). 
GMPLS 
GNU 
Hub 
Générali sation du protocole MPLS dans les domaines des réseaux 
informatiques et de télécommunications, et qui permet de posséder une 
structure de contrôle unique sur les trois premières couches du réseau. 
Projet de système d'exploitation libre lancé en 1983 par Richard Stallman, 
puis maintenu par le projet GNU. 
Station qui assure la coordinat ion d'un groupe de stations ou de sous-
réseaux, a insi que leurs accès éventuels à d'autres réseaux. 
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lnfonuagique Modèle d 'organisation informatique permettant l'accès à des ressources 
numériques dont le stockage est exiernalisé sur plusieurs serveurs. 
Linux Système d'exploitation libre fonctionnant avec le noyau Linux qui est une 
implémentation libre du système UNIX respectant les spécifications 
POSfX. 
Masque de sous Succession de bits permettant de distinguer la partie de l'adresse utili sée 
réseau pour le routage et ce lle utilisée pour numéroter des interfaces. 
Mhz (mégahertz) Multiple de l'hertz qui est l' unité de fréquence du système international. 
Mo (mégaoctet) Unité de capacité de la mémoire des ord inateurs. 
Nœud Équipement intermédiaire du réseau (routeur, commutateur, hub, etc.) 
OpenFiow Technologie basée sur des commutateurs Ethernet; une technologie 
habilitante pour les réseaux SDN (Sof/:Hiare-Defined Networldng). Selon 
la ONF (Open Networking Foundation), il permet l'accès direct et la 
manipulation du plan d'acheminement des périphériques réseaux tels que 
les commutateurs et les routeurs, qu'ils soient physiques ou virtuels (basés 
sur un hyperviseur). 
OSPF 
Peer-ta-peer 
Pentium lU 
Perl 
Protocole de routage qui permet au routeur de prendre des décisions 
fondées sur la charge de trafic, le débit, le coût des c ircuits et les priorités 
affectées aux trames. ® 
Technologie permettant l'échange direct de données entre deux 
ordinateurs reliés à Internet, sans passer par un serveur central. (On dit 
aussi poste à poste). 
Microprocessew· de la gamme x86 d'Intel. fl est de la 6e génération. 
Langage de programmation de haut niveau avec un héritage éclectique 
Ping 
Protocole 
Pro x y 
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écrit par Larry Wall et un bon millier de développeurs. 
Uti litaire de logiciel d'administration de réseau informatique utilisé pour 
tester l'access ibilité d'un hôte sur un réseau de protocole Internet (lP) et 
de mesurer le temps aller-retour pour le messages envoyés à pa1tir de 
l'hôte d'origine vers un ordinateur de destination. 
Spécification d'un ensemble de règles permettant d'établir un type de 
communication particulier entre deux entités informatiques. 
Composant logicie l informatique qui joue le rôle d'intermédiaire entre 
deux équ ipements pour faci liter ou surveiller leurs échanges. 
PuiTy Programme permettant de se connecter à distance à des serveurs en 
uti li sant les protocoles S H, Telnet ou Rlogin. 
Réseau Réseau permettant à la fois des débits élevés et une garantie dans la 
déterministe promptitude. 
Réseau DWDM Réseau optique utilisé pour la transmission point à point à l'aide de la 
technique DWDM. 
Réseau Ensemble d'ordinateurs ou de terminaux qui son t interconnectés, 
informatique généralement de façon continue au moyen des voix des 
télécommunications. 
RFC 
Sous-réseau 
SSH 
Série numérotée de documents officiels décrivant les aspects techniques 
d'Internet, ou de différents matériels informatiques. 
Ensemble constitué d'un ou plusiew-s systèmes ouverts intermédiaires 
servant de relais au travers duquel des systèmes ouverts d 'extrémité 
peuvent établir des connexions de réseau. 
Programme informatique et protocole de communication sécurisé qui 
Streaming 
Technologie 
client-serveur 
Tel net 
ITL 
Tunneüng 
Unix 
Utilitaire 
Vi rtual isati on 
VLAN 
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permet la connexion distante sécurisée. 
Mode de diffusion en continu; procédé permettant de diffuser un 
programme via In ternet avant son téléchargement complet. 
Mode de comm unication à travers un réseau entre pl usieurs programmes 
ou logici els : l'un quai ifié de client qui envoie des requêtes et l'autre 
qualifié de servew· quj reçoit les requêtes des clients et y répondent. 
Protocole d'émulation de terminal TCPIIP qui permet aux utilisateurs d'un 
ordinateur hôte de se connecter aux ressources matérielles et logicielles 
d'un autre ordinateur via un réseau. 
Mécanisme qui limite la durée de vie des données dans un ord inateur ou 
un réseau. 
Encapsulation de données d'un protocole réseau dans un autre, situé dans 
la même couche du modèle en couches, ou dans une couche de niveau 
supérieur. 
Système d'exploitation multitâche et multi-utilisateur qui repose sur un 
interpréteur ou superviseur (le shell ). 
Logiciel conçu pour aider à gérer et à régler un équipement informatique. 
Phénomène qui cons iste à faire fonctionner un ou plusieurs systèmes 
d'exploitation comme simple logicjeJ au-dessus d' un autre système 
d'exploitation. 
Réseau d'ordinateurs utilisant des inter-réseaux comme li aisons de 
données transparentes pour les utilisateurs, et qui n'impose pas de 
restrictions sur les protocoles, de so1te que ce réseau se comporte comme 
un réseau loca l. ® 
Wireshark 
X forwarding 
1 
L 
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Analyseur de paquets libre utilisé dans le dépannage et l'analyse des 
réseaux informatiques, Je développement de protocoles, l'éducation et la 
rétro-ingénierie. 
Option de connexion utilisée par l' émulateur puTTY qui permet à partir 
d ' un ordinateur de lancer des applications graphiques sm un ordinateur 
distant. 

