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Introducción
Acerca de la función T de Jones se encuentra mucho trabajo en la litera-
tura, aśı que es de nuestro interés estudiar algunas propiedades que aparecen
en [1], además deseamos analizar algunas propiedades de la función S, la cual
aparece en [3], y estudiar algunas relaciones con la función T . En [7] aparece
un estudio de la función T en la clase de los continuos métricos, y en [1] da
un estudio de la función T sin considerar espacios métricos. Cabe mencionar
que durante la lectura de este trabajo se encontrarán algunos resultados co-
nocidos en los cuales se debilitaron algunas hipótesis, sin perder la veracidad
de los mismos.
En el Caṕıtulo 1, se describen hechos básicos que serán de utilidad durante
este trabajo, por ejemplo: presentamos definiciones de: espacios Hausdorff,
regular, normal entre otras. También en este caṕıtulo escriben resultados
acerca de un espacio X y sus componentes, los cuales nos van ser de utilidad
para poder estudiar algunas propiedades de la función T de Jones, además
se describen a los hiperespacios C(X) y 2X sobre los cuales las funciones T ,
K y S van a ser definidas.
En el Caṕıtulo 2, se muestra la definición de la función T de Jones y se
define a la función T n de P(X) en P(X), donde X es un espacio topológico
y se hace un estudio de la función T n en espacios topológicos de manera
general, algunas propiedades importantes que se estudian sobre la función
T n son los siguientes:
Sean X un espacio topológico y x ∈ X. Si T n+1(x) = T n(x) para alguna
n ∈ N, entonces T n+m(x) = T n(x) para toda m > 1.
Sean X un espacio regular, localmente conexo y n ∈ N. Para cada




Sea X un espacio compacto. Entonces T (∅) = ∅ si y sólo si X tiene
una cantidad finita de componentes.
Sean X un espacio compacto, conexo y de Hausdorff y {X1, . . . , Xn} ⊂
P(X) \ {∅} tal que Xi ∩ Xj = ∅, si i 6= j. Si cada Xi es conexo,
entonces existen subconjuntos no vaćıos cerrados y conexos Y1, . . . , Ym,






Yj, cada Yj contiene algún
Xi y Yi ∩ Yj = ∅, si i 6= j.
En la segunda parte del Caṕıtulo 2, se estudian definiciones como aposin-
desis, irreducibilidad, simetŕıa e indescomponibilidad del espacio y algunas
relaciones que se tienen con la función T de Jones, por ejemplo tenemos los
siguientes resultados interesantes:
Si X es un espacio conexo, regular, localmente conexo y T1, entonces
X es aposindético.
Sean X un espacio conexo y p, q ∈ X. Entonces X es aposindético en
p con respecto a q si y sólo si p ∈ X \ T (q).
Un espacio X es aposindético si y sólo si T (p) = {p} para cada p ∈ X.
Si X es un espacio compacto, conexo, irreducible y de Hausdorff, en-
tonces X es n-simétrico.
Un espacio X es indescomponible si y sólo si T (p) = X para cada
p ∈ X.
En el Caṕıtulo 3, se introducen las funciones S y K utilizando la defi-
nición de la función T y se estudian relaciones entre estas funciones con los
conceptos de aposindesis, indescomponibilidad, unicoherencia, conexidad, si-
metŕıa, aditividad, idempotencia y continuidad de S, algunas propiedades
respecto a lo anterior son las siguientes:
Para un espacio X se tienen las siguientes condiciones:
1. Si X es T1, entonces X es indescomponible si y sólo si S(A) = X
para cada A ∈ 2X ,
Introducción III
2. Si X es aposindético, entonces S(A) = A para cada A ∈ 2X ,
3. Si X es continuo hereditariamente unicoherente y S(A) = A para
cada A ∈ 2X , entonces X es aposindético.
Sean X un espacio topológico y A ⊂ X cerrado no vaćıo. Si T es




Sea X un espacio topológico conexo. Si X satisface una de la siguiente
condiciones:
1. Indescomponible,
2. Aposindético y T1,
3. Localmente conexo, regular y T1
entonces S|2X es continua.
En este Caṕıtulo también se analizará la relación existente entre las
funciones T , S y K, por ejemplo, se tiene este resultado:
• Sea X un continuo. Entonces se tienen las siguientes condiciones:
1. Si A ⊂ B ⊂ X, entonces K(A) ⊂ K(B),
2. S(p) = T (p) ∩K(p) para cada p ∈ X,
3. S(A) ⊂ T (A) ∩K(A) para cada A ∈ 2X ,
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Sea A un conjunto. El conjunto potencia de A es denotado por P(A).
Sea A un subconjunto de un espacio topológico X, el interior de A se define
como la unión de todos los conjuntos abiertos contenidos en A y se denota
como int(A), la cerradura de A se define como la intersección de todos los
conjuntos cerrados que contienen a A y se denota como cl(A), la frontera de
A se define mediante la ecuación: fr(A) = cl(A)∩cl(X \A). Los śımbolos R y
R2 detonarán a los números reales y a el espacio Euclideano, respectivamente.
El śımbolo N dentorará al conjunto de los números naturales.
Definición 1.1. Se dice que un espacio topológico X es de Hausdorff si
para cada par de puntos x, y de X distintos, existen abiertos disjuntos que
contienen a x e y, respectivamente.
Definición 1.2. Sea X un espacio topológico tal que los conjuntos unipun-
tuales son cerrados en X.
1. Se dice que X es regular si para cada x ∈ X y cada cerrado B de X
tal que x /∈ B, existen dos conjuntos abiertos ajenos que contienen a x
y B, respectivamente.
2. Se dice que X es normal si para cualesquiera dos cerrados ajenos A
y B de X, existen dos conjuntos abiertos ajenos que contienen a A y
B, respectivamente.
2
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Observación 1.3. En un espacio topológico X tal que los conjuntos unipun-
tuales son cerrados, se tiene que la normalidad de X implica la regularidad
de éste.
Proposición 1.4. Cada subespacio compacto de un espacio de Hausdorff es
cerrado.
Demostración. Sea Y un subespacio compacto del espacio de Hausdorff X.
Probaremos que X \ Y es abierto, luego Y será cerrado.
Sea x0 un punto de X \ Y . Vamos a demostrar que existe un entorno de x0
que no intersecta a Y . Para cada punto y ∈ Y , elijamos entornos disjuntos
Uy y Vy de los puntos x0 e y, respectivamente (utilizando la condición de
Hausdorff). La colección {Vy : y ∈ Y } es un cubrimiento de Y por abiertos
de X; por tanto podemos cubrir a Y con un número finito de estos conjuntos,
por ejemplo Vy1 , . . . , Vyn .El conjunto abierto
V = Vy1 ∪ . . . ∪ Vyn
contiene a Y , y es ajeno al abierto
U = Uy1 ∩ . . . ∩ Uyn
que se forma al tomar la intersección de los correspondientes entornos de x0,
ya que si z es un punto de V , entonces z ∈ Vyi para algún i, por tanto, z /∈ Uyi
y aśı z /∈ U . Por tanto, U es un entorno de x0 que no intersecta a Y .
El resultado que hemos establecido a lo largo de la demostración anterior
nos será útil más tarde, aśı que vamos a enunciarlo de un modo expĺıcito
para referirnos a él de una manera mas fácil con el siguiente Lema (ver [8,
Lema 26.4, p. 188].
Lema 1.5. Si Y es un subespacio compacto de un espacio de Hausdorff X y
x0 /∈ Y , entonces existen abiertos disjuntos U y V de X conteniendo a x0 y
a Y respectivamente.
Proposición 1.6. Todo espacio de Hausdorff compacto es normal.
Demostración. Primero veamos que X es regular. Sean X un espacio de
Hausdorff compacto, x ∈ X y B un conjunto cerrado en X tal que x /∈ B,
aplicando el Lema 1.5 se prueba que existen conjuntos abiertos disjuntos al-
rededor de x y B respectivamente.
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Utilizando el mismo argumento que se dio en la Proposición 1.4 se puede
probar que X es normal: dados conjuntos cerrados disjuntos A y B en X,
elijamos para cada punto a ∈ A , conjuntos abiertos disjuntos Ua y Va que
contengan a a y B respectivamente (aqúı usamos la regularidad de X). La
colección {Ua} es una cubierta abierta de A; como A es compacto se puede
recubrir por un número finito de conjuntos {Ua1 , . . . , Uam}. Aśı,
U = Ua1 ∪ · · · ∪ Uam
y
V = Va1 ∩ · · · ∩ Vam
son los conjuntos abiertos disjuntos que contienen a A y B respectivamente.
Lema 1.7. Sean X un espacio topológico y A un subconjuto cerrado de X
con un número finito de componentes. Si x ∈ int(A) y C es la componente
de A que contiene a x, entonces x ∈ int(C).
Demostración. Sean C,C1, . . . , Cn las componentes de A. Supongamos que
x ∈ C y x ∈ int(A). Entonces existe un subconjunto abierto U de X tal que
x ∈ U ⊂ A.











es un abierto X. Sea







. Probaremos que x ∈ V ⊂ C. Dado que x ∈ C ∩ U
y C es una componente de A, x ∈ V . Para probar la contención, sea z ∈ V .
Dado que V ⊂ U , z ∈ A. Aśı, como z ∈ X \
n⋃
j=1
Cj, z ∈ C. Esto prueba que
V ⊂ C. Por lo que x ∈ int(C).
Sean X un espacio topológico y Y ⊂ X. La notación Y = P |Q significa
que Y = P ∪ Q donde P y Q son abiertos de Y tales que P 6= ∅, Q 6= ∅,
cl(P ) ∩Q = ∅ y cl(Q) ∩ P = ∅.
Proposición 1.8. Sean X un espacio conexo y C un subconjunto conexo de
X tal que X \ C = A|B. Entonces A ∪ C y B ∪ C son conexos. Más aún, si
C es cerrado, entonces A ∪ C y B ∪ C son cerrados y conexos.
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Demostración. Para probar la conexidad A ∪ C supongamos lo contrario.
Entonces existen K,L ⊂ X tales que A ∪ C = K|L. Como C es conexo,
C ⊂ K o C ⊂ L. Sin pérdidad de generalidad, supongamos que C ⊂ K.
Probaremos que X = L|(B ∪ K). Claramente L y B ∪ K son no vaćıos
y X = L ∪ (B ∪ K). Necesitamos probar que L ⊂ A. Sea x ∈ L. Como
A ∪ C = K|L, x ∈ A o x ∈ C. En el caso de que x ∈ C, se tiene que x ∈ K,
esto es una contradicción. Por lo que L ⊂ A.
Finalmente, veamos que cl(L)∩(B∪K) = ∅ y L∩cl(B∪K) = ∅. Notemos que
cl(L) ∩K = ∅. Como cl(L) ⊂ cl(A), cl(L) ∩ B = ∅. Aśı, cl(L) ∩ (B ∪K) =
∅. Ahora, como L ⊂ A, cl(B) ∩ L = ∅. Aśı, dado que cl(K) ∩ L = ∅,
L ∩ cl(B ∪K) = ∅. De donde X = L|(B ∪K), lo que implica que X no es
conexo, una contradicción.
Por lo que A ∪ C es conexo.
De la misma manera, podemos probar que B ∪ C es conexo.
Finalmente, veamos que A ∪ C y B ∪ C son cerrados. Como C es cerrado,
X \ C = A|B y cl(A) ∩B = ∅, entonces:
B = X \ (cl(A) ∪ C) = X \ (A ∪ C).
Por lo que B es abierto y A ∪ C es cerrado. De manera análoga se prueba
que B ∪ C es cerrado.
Antes de continuar, recordemos el concepto de relación.
Definición 1.9. Sea A un conjunto no vaćıo. Si R es un subconjunto de
A× A, entonces a R le llamaremos una relación.
Definición 1.10. Sea X un espacio topológico. Definimos una relación R
en X de la siguiente manera: dados x, y ∈ X, entonces (x, y) ∈ R si y sólo
si todo abierto-cerrado en X que contiene a x también contiene a y. Es fácil
probar que R es una relación de equivalencia en X. Las clases de equivalencia
reciben el nombre de cuasi-componentes de X.
Teorema 1.11. Sea X un espacio topológico. Entonces se tienen las siguien-
tes condiciones:
1. Cada componente de X es un subconjunto de una cuasi-componente.
2. La cuasi-componente de x en X es la intersección de todos los abiertos
y cerrados que contienen a x.
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3. Si X es compacto y de Hausdorff, entonces cuasi-componentes y com-
ponentes coinciden.
Demostración. Para probar 1, sean C una componente de X y x, y ∈ C.
Supongamos que x y y están en distintas cuasi-componentes de X. Enton-
ces existe un abierto-cerrado A en X tal que x ∈ A pero y /∈ A. Notemos,
x ∈ C ∩A, y ∈ C \A, C = (C ∩A)∪ (C \A). Dado que A y C son cerrados
X, C ∩ A es cerrado en X. Ahora, como A es abieto, C es cerrado en X
y C \ A = C ∩ (X \ A), C \ A es cerrado en X. Aśı, (C ∩ A)|(C \ A) es
una separación de C, esto es una contradicción. De donde x y y están en
una cuasi-componente de X. Por lo tanto C está contenida en una cuasi-
componente.
Para demostrar 2, sean Q una cuasi-componente de X, x ∈ Q y
Q = {F ⊂ X : F es abierto y cerrado y x ∈ F}.
Probaremos que Q =
⋂






Ahora, sea z ∈
⋂
Q. Veamos que (x, z) ∈ R. Sea F un abierto y cerrado tal
que x ∈ F . De donde F ∈ Q. Aśı, como z ∈
⋂
Q, x, z ∈ F . Por lo que z ∈ Q.
Esto prueba que Q =
⋂
Q.
Para probar 3, sean C una componente de X, x ∈ C y Q la cuasi-
componente de X la cual contiene a x. Probaremos que C = Q. Por 1,
C ⊂ Q.
Para probar la otra contención, es suficiente mostrar que Q es conexa.
Supongamos que existen dos conjuntos cerrados y ajenos A y B distintos del
vaćıo tales que Q = A ∪ B. Sin pérdidad de generalidad, supongamos que
x ∈ A. Por la normalidad del espacio X, existen conjuntos abiertos V,W ⊂ X
tales que A ⊂ V , B ⊂ W y V ∩W = ∅. Denotamos por U a la familia de todos
los abiertos y cerrados tal que
⋂
U = Q y sea F = {U \ (V ∪W ) : U ∈ U}.
Notemos que los elementos de F son subconjuntos cerrados de X. Veamos
que
⋂
F = ∅. Tomemos y ∈
⋂
F . En particular y /∈ V ∪W . Por otra parte,
y ∈
⋂
U . Aśı, dado que
⋂
U ⊂ V ∪W , y ∈ V ∪W , esto es una contradicción.
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Ahora, como
⋂
F = ∅, se tiene que:
X = X \
⋂
F
= X \ (
⋂
U∈U












((X \ U) ∪ (V ∪W )).
Como cada (X \ U) ∪ (V ∪W ) es abierto, por la compacidad de X, existen




((X \ Ui) ∪ (V ∪W )).
De donde:
∅ = X \
k⋃
i=1
















Ui ⊂ V ∪W . Notemos que x ∈
k⋂
i=1
Ui es un abierto y cerrado




Como cl(V ) ∩ (V ∪W ) = (cl(V ) ∩ V ) ∪ (cl(V ) ∩W ) = V ,
















De donde, V ∩
k⋂
i=1




Ui, se tiene que Q ⊂ V ∩
k⋂
i=1
Ui. Por lo que:
B ⊂ Q ∩W ⊂ V ∩ (
k⋂
i=1
Ui) ∩W = ∅, esto es una contradicción.
Lo cual prueba que la cuasi-componenteQ es conexa. Por lo tantoQ = C.
Teorema 1.12. Sean X un espacio topológico conexo, compacto y de Haus-
dorff. Si A es un subconjunto propio, cerrado y no vaćıo de X y C es una
componente de A, entonces C∩ fr(A) 6= ∅.
Demostración. Supongamos que C∩fr(A) = ∅. Denotamos por U a la familia
de todos los abiertos y cerrados de A que contienen a la componente C. Por el
Teorema 1.11,
⋂
U = C. Necesitamos probar que la familia F = {fr(A) \U :
U ∈ U} es una cubierta abierta de fr(A). Notemos que, por cada U ∈ U , A\U
es abierto y cerrado en A. Aśı, por cada U ∈ U , fr(A) \ U = fr(A) ∩ (A \ U)
es abierto en fr(A). Notemos que fr(A) 6= ∅. Para ver que F es una cubierta
de fr(A), sea y ∈ fr(A). Dado que
⋂
U = C y C ∩ fr(A) = ∅, existe U ∈ U
tal que y ∈ fr(A) \ U . Esto demuestra que F = {fr(A) \ U : U ∈ U} es una
cubierta abierta de fr(A).
Ahora, dado que fr(A) es compacto (pues es cerrada en el compacto X),
existen U1, . . . , Uk ∈ U tales que fr(A) ⊂
k⋃
i=1




Por lo que fr(A) = fr(A) \
k⋂
i=1
Ui. Aśı, fr(A) ∩
k⋂
i=1








Ui. Claramente ∅ 6= C ⊂ U . Como fr(A) ∩
k⋂
i=1
Ui = ∅, U es
un subconjunto propio de X. Ahora, probaremos que U es abierto y cerrado
en X. Dado que A es cerrado en X y cada Ui es cerrado en A, U es cerrado
en X. Primero, veremos que U es abierto en X. Sea x ∈ U . Probaremos que
existe un abierto V en X tal que x ∈ V ⊂ U . Como cada Ui es abierto en A,




(Vi ∩ int(A)). Dado que
k⋂
i=1
Ui ⊂ int(A), x ∈ V .
Finalmente, veamos que V ⊂ U . Sea z ∈ V . Por lo que z ∈ (Vi ∩ int(A)) ⊂
Vi ∩ A = Ui para cada i ∈ {1, . . . , k}. De donde z ∈ U . Esto prueba que U
es abierto en X.
De lo anterior, tenemos que U es un abierto y cerrado en X tal que ∅ 6= U 6=
X, esto contradice la conexidad de X.
Por lo tanto cada componente C de A, cumple que C∩ fr(A) 6= ∅.
Lema 1.13. Sean X un espacio topológico, V ⊂ X y U un abierto no vaćıo
de X. Si cl(U) ∩ cl(V ) = ∅, entonces fr(U) ∩ (U ∪ V ) = ∅.
Demostración. Si x ∈ fr(U), entonces probaremos que x /∈ U ∪ V . Sea x ∈
fr(U). Si x ∈ U , entonces x ∈ U ∩ cl(X \ U). Aśı, dado que U es abierto y
x ∈ cl(X \ U), U ∩ X \ U 6= ∅, lo cual es una contradicción. En el caso de
que x ∈ V ⊂ cl(V ), entonces x ∈ cl(U)∩ cl(V ), lo cual es una contradicción.
Por lo que x /∈ U ∪ V . Esto prueba que fr(U) ∩ (U ∪ V) = ∅.
1.1.1. Compacidad y redes
Definición 1.14. Sean A un conjunto no vaćıo y R una relación en A.
Decimos que R es:
a) reflexiva, si para cada a ∈ A, (a, a) ∈ R;
b) simétrica, si para cada (a, b) ∈ R, (b, a) ∈ R;
c) transitiva, si para cada par (a, b), (b, c) ∈ R, (a, c) ∈ R;
d) antisimétrica, si (a, b) ∈ R y (b, a) ∈ R, entonces a = b;
e) comparativa, si para cada (a, b) ∈ R, (a, b) ∈ R o (b, a) ∈ R.
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Definición 1.15. Sean A un conjunto no vaćıo y ≤ una relación en A.
Decimos que ≤ es un:
orden parcial en A, si ≤ es reflexiva, antisimétrica y transitiva.
orden total en A, si ≤ es un orden parcial y es comparativa.
Definición 1.16. Un conjunto parcialmente ordenado (resp. conjunto
totalmente ordenado) es una pareja (A,R), en donde A es un conjunto y
R es un orden parcial (resp. es un orden total).
Definición 1.17. Sea A un conjunto no vaćıo y ≤ un orden parcial en A y
B ⊂ A. Decimos que B es una cadena en A, si ≤ es un orden total en B.
Definición 1.18. Sean ≤ un orden parcial en A y B ⊂ A. Decimos que
b ∈ B es un elemento maximal de B en el orden ≤, si no existe x ∈ B
tal que b ≤ x y x 6= b.
Definición 1.19. Sean (A,≤) un conjunto parcialmente ordenado y B ⊂ A.
Decimos que x0 ∈ A es una cota superior de B, si x ≤ x0 para cada x ∈ B.
Lema 1.20. (Lema de Zorn) Sea (A,≤) un conjunto parcialmente ordena-
do. Si toda cadena en A tiene una cota superior, entonces existe un elemento
maximal en A.
Definición 1.21. Un conjunto no vaćıo parcialmente ordenado (J,≤) es
un conjunto dirigido, si para cada par de elementos α, β ∈ J , existe un
elemento γ ∈ J con la propiedad de que α ≤ γ y β ≤ γ.
Definición 1.22. Sean (J,≤) un conjunto dirigido y K un subconjunto no
vaćıo de J . Se dice que K es cofinal en J , si para cada α ∈ J , existe β ∈ K
tal que α ≤ β. En el caso de que K = J usaremos que J es cofinal, en vez
de cofinal en J .
Definición 1.23. Sea A un conjunto no vaćıo. Una red en A es una función
f : J −→ A, donde J es un conjunto dirigido. El punto f(α) lo denotaremos
por xα. Denotaremos a la red por (xα)α∈J .
Definición 1.24. Sean X un espacio topológico, (xα)α∈J una red en X y
z ∈ X. Se dice que la red converge a z, si para cada abierto U que contiene
a z, existe α ∈ J tal que xβ ∈ U , para todo β ≥ α.
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Definición 1.25. Sean A un conjunto no vaćıo; (J,≤), (K,) conjuntos
dirigidos y f : J −→ A una red en A. Si g : K −→ J es una función que
satisface las siguientes condiciones
si α  β, entonces g(α) ≤ g(β)
g(K) es cofinal en J
entonces decimos que la función f ◦ g : K −→ A es una subred de (xα)α∈J .
Definición 1.26. Sean X un espacio topológico, (xα)α∈J una red en X y
z ∈ X. Decimos que z es un punto de acumulación de (xα)α∈J , si para
cada abierto U que contiene a z, J(U) = {α ∈ J : xα ∈ U} es cofinal en J .
Ahora veremos algunos resultados sobre redes.
Proposición 1.27. Si (J,≤) es un conjunto dirigido y K es cofinal en J ,
entonces (K,≤) es un conjunto dirigido.
Demostración. Sean α, β ∈ K. Como (J,≤) es un conjunto dirigido, existe
δ ∈ J tal que α ≤ δ y β ≤ δ. Dado que K es cofinal en J , existe γ ∈ K tal
que δ ≤ γ. Aśı, usando que ≤ es un orden parcial, α ≤ γ y β ≤ γ.
Lema 1.28. Sean X un espacio topológico, (xα)α∈J una red en X y z ∈ X.
Entonces z es un punto de acumulación de (xα)α∈J si y sólo si alguna subred
de (xα)α∈J converge a z.
Demostración. Primero supongamos que z es un punto de acumulación de
(xα)α∈J . Sea ≤ el orden del conjunto J . Tomemos
K = {(α, U) : α ∈ J y U es un abierto tal que z, xα ∈ U}.
Definimos un orden en K como sigue: dados (α, U), (β, V ) ∈ K, (α, U) 6
(β, V ) si y sólo si α ≤ β y V ⊂ U . Claramente (K,6) es un conjunto
parcialmente ordenado.
Veamos que (K,6) es un conjunto dirigido. Tomemos (α, U), (β, V ) ∈ K.
Como J es un conjunto dirigido, existe δ ∈ J tal que α ≤ δ y β ≤ δ. Dado
que U ∩ V es un abierto que contiene a z, J(U ∩ V ) es cofinal en J , por lo
que, para δ, existe γ ∈ J(U∩V ) tal que δ ≤ γ. De la cofinalidad de J(U∩V ),
xγ ∈ U ∩ V . Aśı (γ, U ∩ V ) ∈ K y cumple lo requerido. Esto prueba que
(K,6) es un conjunto dirigido.
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Definamos g : K −→ J como g(α, U) = α. Claramente, si (α, U) 6 (β, V ),
entonces g(α, U) = α ≤ β = g(β, V ). Ahora, dado que para cada α ∈ J ,
(α,X) ∈ K y g(α,X) = α, se tiene que g(K) = J . Aśı, de que J es dirigido,
g(K) cofinal en J .
De esta manera, (xg(α,U)) es una subred de (xα)α∈J . Finalmente, veamos
que xg(α,U) −→ z. Tomemos U un abierto que contiene a z; por hipótesis,
J(U) es cofinal en J . Sea α ∈ J(U), xα ∈ U . Ahora, consideremos (β, V ) ∈ K
tal que (β, V ) > (α, U). Veamos que xg(β,V ) ∈ U . Esto se sigue de que xβ ∈ V ,
V ⊂ U y xg(β,V ) = xβ.
Para probar la suficiencia, sean (S,) un conjunto dirigido y g : S −→ J
una función tal que f ◦ g es la subred que converge a z. Tomemos un abierto
U de X que contenga a z. Veamos que J(U) es cofinal en J . Sea α ∈ J .
Puesto que xg(s) converge a z, existe s0 ∈ S tal que xg(s) ∈ U para toda
s s0. Dado que g(S) es cofinal en J , existe s1 ∈ S tal que α ≤ g(s1). Para
s0, s1, existe s2 ∈ S tal que s0  s2 y s1  s2. De donde g(s0) ≤ g(s2) y
g(s1) ≤ g(s2), en consecuencia α ≤ g(s2) y xg(s2) ∈ U . De esta manera, g(s2)
es un elemento de J(U) que cumple lo requerido. De lo anterior, se sigue que
z es un punto de acumulación de (xα)α∈J .
La prueba del siguiente teorema la encontramos en [8, Teorema 26.9, p.
193], la cual nos ayudará para algunos resultados.
Teorema 1.29. Sea X un espacio topológico. Entonces X es compacto si y
sólo si, para cada colección C de conjuntos cerrados en X con la propiedad de




Teorema 1.30. Sea X un espacio topológico. Entonces X es compacto si y
sólo si toda red de X tiene una subred convergente.
Demostración. Supongamos que X es compacto. Sean (J,≤) un conjunto
dirigido y (xα)α∈J una red en X. Para cada α ∈ J , definimos Bα = {xβ :
β ≥ α}. Notemos que xα ∈ Bα. Veamos que {Bα}α∈J tiene la propiedad de
la intersección finita. Sea {Bα}ni=1 una subcolección finita de {bα}α∈J . Aśı,
dado que (J,≤) es dirigido, usando inducción, existe un elemento β ∈ J tal
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tanto {Bα}α∈J tiene la propiedad de la intersección finita.
Notemos que {cl(Bα)}α∈J también tiene la propiedad de la intersección
finita. Aśı, como X es compacto, por el Teorema 1.29,
⋂
α∈J





Afirmamos que z es un punto de acumulación de (xα)α∈J , para lo cual es
suficiente mostrar que, dado U un abierto que contiene a z, J(U) es cofinal
en J .
Sea α ∈ J , como z ∈ cl(Bα), U ∩Bα 6= ∅. Tomemos y ∈ U ∩Bα, entonces
existe β ≥ α tal que y = xβ ∈ U ∩ Bα. Por tanto, J(U) es cofinal en J . De
esta manera, z es un punto de acumulación de (xα)α∈J y por el Lema 1.28
existe una subred de (xα)α∈J que converge a z.
Para probar la implicación inversa, supongamos que toda red en X tiene
una subred convergente. Consideremos una familia F de subconjuntos cerra-
dos de X con la propiedad de la intersección finita y tomamos J = {
⋂
E :
E ⊂ F y 0 < |E| < ℵ0}. Definamos un orden ≤ en J como sigue: dados
σ, σ′ ∈ J , σ ≤ σ′ si y sólo si σ′ ⊂ σ. Claramente (J ≤) es un conjunto
dirigido. Por el Axioma de Elección, existe una red (xσ)σ∈J en X tal que
xσ ∈ σ. Por hipótesis, existe una subred de (xσ)σ∈J que converge a un pun-
to z, luego usando el Lema 1.28, z es un punto de acumulación de (xσ)σ∈J .
Ahora, mostremos que z ∈ C para todo C ∈ F . Sean C ∈ F y U una abierto
que contenga a z. Dado que J(U) es cofinal en J , existe σ′ ∈ J(U) tal que
{C} ≤ σ′ y xσ′ ∈ U . Como C =
⋂
{C} ⊃ σ′ y xσ′ ∈ σ′, se tiene que xσ′ ∈ C.
Aśı, U ∩C 6= ∅. Por lo que z ∈ Cl(C) = C. Por tanto,
⋂
F 6= ∅ y se concluye
que X es compacto.
Corolario 1.31. Sea X un espacio topológico. Entonces X es compacto si y
sólo si toda red en X tiene un punto de acumulación.
Demostración. Es inmediato del Lema 1.28 y Teorema 1.30
1.2. El hiperespacio 2X
Un hiperespacio de X es una colección espećıfica de subconjuntos de
un espacio topológico X.
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Definición 1.32. Dado un espacio topológico X, definimos al hiperespacio
de subconjuntos cerrados y no vaćıos de X como el conjunto:
2X = {A ⊂ X : A es cerrado y no vaćıo }
Sea X un espacio topológico. A 2X lo consideramos con la topoloǵıa
de Vietoris, la cual describimos a continuación. Sean E1, . . . , Ek ∈ P(X),
definimos:
〈E1, . . . , Ek〉 = {A ∈ 2X : A ⊂
k⋃
i=1
Ei y A∩Ei 6= ∅, para todo i ∈ {1, . . . , k}}.
El siguiente lema enlista algunas propiedades de los conjuntos definidos
anteriormente 〈· · · 〉 para 2X .
Lema 1.33. Sean k ∈ N y U1, . . . , Uk ∈ P (X). Se tienen las siguientes
propiedades.







b) 〈U1〉 ∩ 〈U2〉 = 〈U1 ∩ U2〉.
c) 〈X,U1〉 ∩ 〈X,U2〉 = 〈X,U1, U2〉.
d) 〈U1〉 ∩ 〈X,U2〉 = 〈U1, U1 ∩ U2〉.
e) Si Θ : 2X → 2X una función, entonces {A ∈ 2X : Θ(A) ∩ U1 6= ∅} =
Θ−1(〈U1, X〉).
f) Si Θ : 2X → 2X una función, entonces {A ∈ 2X : Θ(A) ⊆ U1} =
Θ−1(〈U1〉).
Demostración. A continuación probaremos a).
⊂c Sea A ∈ 〈U1, . . . , Uk〉. Claramente A ∈ 〈
k⋃
i=1
Ui〉. Notemos que como A ∩
Ui 6= ∅ para todo i ∈ {1, . . . , k}, A ∈ 〈X,Ui〉 para todo i ∈ {1, . . . , k}. Por lo
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〈X,Ui〉). Entonces A ∈ 〈
k⋃
i=1







Ui y A∩Ui 6= ∅ para todo i ∈ {1, . . . , k}. De donde A ∈ 〈U1, . . . , Uk〉.







Ahora demostraremos la parte b).
⊂c Sea A ∈ 〈U1〉 ∩ 〈U2〉. Entonces A ∈ 〈U1〉 y A ∈ 〈U2〉. De lo anterior, se
tiene que A ⊂ U1 ∩ U2. Por lo que A ∈ 〈U1 ∩ U2〉.
⊃c Sea A ∈ 〈U1 ∩ U2〉. Entonces A ⊂ U1 ∩ U2. Aśı, A ⊂ Ui para i ∈ {1, 2}.
De donde, A ∈ 〈U1〉 ∩ 〈U2〉.
Concluimos 〈U1〉 ∩ 〈U2〉=〈U1 ∩ U2〉.
En seguida probaremos c).
⊂c Sea A ∈ 〈X,U1〉 ∩ 〈X,U2〉. Entonces A ⊂ X ∪ U1 ∪ U2, A ∩ U1 6= ∅ y
A ∩ U2 6= ∅. Por lo que A ∈ 〈X,U1, U2〉.
⊃c Sea A ∈ 〈X,U1, U2〉. Entonces A∩U1 6= ∅ 6= A∩U2 y A∩X 6= ∅. Notemos
que X ∪ U1 = X = X ∪ U2, aśı A ∈ 〈X,U1〉 ∩ 〈X,U2〉.
Por tanto 〈X,U1〉 ∩ 〈X,U2〉=〈X,U1, U2〉.
Finalmente justificaremos d).
⊂c Sea A ∈ 〈U1〉∩〈X,U2〉. Entonces, dado que A ∈ 〈U1〉 y U1 = U1∪(U1∩U2),
se tiene que A ⊂ U1 ∪ (U1 ∩ U2).
Ahora, dado que A ⊂ U1, se tiene que (A ∩ U1) ∩ U2 = A ∩ U2 6= ∅. Aśı,
A ∩ (U1 ∩ U2) 6= ∅. Por lo que A ∈ 〈U1, U1 ∩ U2〉.
⊃c Sea A ∈ 〈U1, U1 ∩ U2〉. Dado que A ⊂ U1 ∪ (U1 ∩ U2) = U1 y A ∩ U1 6= ∅,
A ∈ 〈U1〉.
Por otro lado, como A ∩ (U1 ∩ U2) 6= ∅, A ∈ 〈X,U2〉. Por lo que A ∈
〈U1〉 ∩ 〈X,U2〉.
Concluimos 〈U1〉 ∩ 〈X,U2〉=〈U1, U1 ∩ U2〉.
Para probar e), sea A ∈ {A ∈ 2X : Θ(A)∩U1 6= ∅}. Entonces Θ(A)∩U1 6=
∅. Aśı, Θ(A) ∈ 〈U1, X〉. De donde, A ∈ Θ−1(〈U1, X〉).
Para ver la otra contención, sea A ∈ Θ−1(〈U1, X〉). Entonces Θ(A) ∈ 〈U1, X〉
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y Θ(A) ∩ U1 6= ∅. Aśı, A ∈ {A ∈ 2X : Θ(A) ∩ U1 6= ∅}. Esto prueba e).
Ahora, para probar f), sea A ∈ {A ∈ 2X : Θ(A) ⊂ U1}. Entonces Θ(A) ⊂
U1. Aśı, Θ(A) ∈ 〈U1〉. De donde, A ∈ Θ−1(〈U1〉).
Para ver la otra contención, sea A ∈ Θ−1(〈U1〉). Entonces Θ(A) ∈ 〈U1〉 y
Θ(A) ⊂ U1. Aśı, A ∈ {A ∈ 2X : Θ(A) ⊂ U1}. Esto demuestra f).
Ahora, necesitamos dotar a 2X de una topoloǵıa, ésta es la topoloǵıa
de Vietoris la cual definiremos de la siguiente forma: sea S = {〈U〉 : U ∈
τX} ∪ {〈X,U〉 : U ∈ τX}, entonces existe una única y mı́nima topoloǵıa, la
cual denotaremos por τV, para 2
X tal que S ⊂ τV (ver [2, Teorema 3.1, p.
65]). Obsevemos que S es una subbase para τV .
El siguiente resultado permite obtener una base para la topoloǵıa τV.
Teorema 1.34. Sea (X, τX) un espacio topológico. La familia
BV = {〈U1, . . . , Uk〉 : U1, . . . , Uk son abiertos en X, k ∈ N}
es una base para τV .
Demostración. Sean S = {〈U〉 : U ∈ τX} ∪ {〈X,U〉 : U ∈ τX} y S∗ la familia
formada por las intersecciones finitas de elementos de S. Dado que la familia
S es una subbase para τV , es suficiente probar que S∗ = BV.
Primero probaremos que:
BV ⊂ S∗.
Sean k ∈ N y U1, . . . , Uk ∈ τX tales que 〈U1, . . . , Uk〉 ∈ BV. Probaremos que
〈U1, . . . , Uk〉 ∈ S∗.
Por Lema 1.1.1. a), 〈U1, . . . , Uk〉 ∈ S∗.
Finalmente veamos que:
S∗ ⊂ BV.
Sean U1, U2 ∈ τX tales que 〈U1〉, 〈U2〉, 〈X,U1〉, 〈X,U2〉 ∈ S. Por lo obtenido
en b), c) y d) del Lema 1.1.1, se concluye que S∗ ⊂ BV.
Por lo tanto BV es base para la topoloǵıa de Vietoris.
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1.3. La métrica de Hausdorff
A continuación vamos a introducir la métrica de Hausdorff.
Definición 1.35. Sea (X, d) un espacio métrico. Para cualesquiera A,B ∈
2X definimos d(A,B) como
d(A,B) = ı́nf{d(a, b) : a ∈ A y b ∈ B}.
En el caso de que A = {x} y B contenga más de un punto, escribiremos
d(x,B) en lugar de d({x}, B).
Sean r > 0 y A ∈ 2X definimos la nube de radio r con centro en A como:
N(r, A) = {x ∈ X : d(x,A) < r}.
Y para todo ε > 0 y x ∈ X, definimos la bola abierta de radio ε y centro en
x como:
B(ε, x) = {p ∈ X : d(x, p) < ε}.
Ahora probaremos el siguiente lema.
Lema 1.36. Sea A ⊆ R tal que A 6= ∅ y acotado. Si α = ı́nf A, entonces
existe una sucesión {εn}∞n=1 ⊂ A tal que εn → α.
Demostración. Usando la definición de ı́nfimo, para cada n ∈ N, existe εn ∈
A tal que α ≤ εn < α+ 1n . Dado que α+
1
n
−→ α, entonces α ≤ ĺım
n→∞
εn ≤ α.
Por lo tanto εn −→ α.
El siguiente lema será de ayuda posteriormente.
Lema 1.37. Sean (X, d) un espacio métrico y v ∈ X. Entonces la función
f : X → [0,∞) definida por f(x) = d(x, v) es continua.
Demostración. Sean ε > 0 y x, y ∈ X tales que d(x, y) < ε. Mostraremos
que |f(x)− f(y)| < ε.
Notemos que:
d(x, v) < d(x, y) + d(y, v) < ε+ d(y, v)
y
d(y, v) < d(y, x) + d(x, v) < ε+ d(x, v).
De donde |f(x)− f(y)| = |d(x, v)− d(y, v)| < ε.
Por lo que f es continua.
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Definición 1.38. Sea (X, d) un espacio métrico compacto. La métrica de
Hausdorff inducida por d, la cual se define de la siguiente manera: H : 2X ×
2X −→ [0,∞) dada por
H(A,B) = ı́nf{r > 0 : A ⊂ N(r, B) y B ⊂ N(r, A)}
para todo A,B ∈ 2X .
Antes de demostrar que H es en efecto una métrica, veamos el siguiente
resultado.
Lema 1.39. Sean (X, d) un espacio métrico compacto, A,B ∈ 2X y ε > 0.
Entonces se tienen la siguientes condiciones:
1. H está bien definida.
2. A ⊂ N(H(A,B) + ε, B).
Demostración. Para probar 1, sean A,B ∈ 2X . Probaremos que existe r ∈
(0,∞) tal que B ⊂ N(r, A) y A ⊂ N(r, B). ComoX es compacto, el conjunto
D = {d(a, b) : a ∈ A y b ∈ B} está acotado en [0,∞), por lo que el supremo
de D existe. Sea r = supD. Entonces r + 1 cumple con lo requerido. Por lo
que H está bien definida.
Para demostar 2, sea a ∈ A. Como H(A,B) < H(A,B) + ε, entonces
H(A,B) + ε no es cota inferior de {r > 0 : A ⊂ N(r, B) y B ⊂ N(r, A)},
es decir, existe r > 0 tal que A ⊂ N(r, B, B ⊂ N(r, A) y H(A,B) ≤
r < H(A,B) + ε. Dado que a ∈ A ⊂ N(r, B), entonces d(a,B) < r, aśı
d(a,B) < H(A,B) + ε. Por lo tanto A ⊂ N(H(A,B) + ε, B).
Ahora, consideramos la distancia entre dos conjuntos A y B para el menor
real r tal que A y B satisfacen las siguientes condiciones:
(1) Para cada a ∈ A, existe b ∈ B tal que d(a, b) < r.
(2) Para cada b ∈ B, existe a ∈ A tal que d(b, a) < r.
De lo anterior podemos tener el siguiente resultado.
Lema 1.40. (a) Para todo a ∈ A, existe b ∈ B tal que d(a, b) < r si y sólo
si A ⊂ N(r, B).
(b) Para todo b ∈ B, existe a ∈ A tal que d(b, a) < r si y sólo si B ⊂ N(r, A).
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Demostración. (a) Veamos primero que A ⊂ N(r, B). Sea a ∈ A, enton-
ces por hipótesis existe b ∈ B tal que d(a, b) < r, y como d(a,B) =
ı́nf{d(a, c) : c ∈ B} ≤ d(a, b), entonces d(a,B) < r, es decir, a ∈
N(r, B). Por lo tanto A ⊂ N(r, B).
Rećıprocamente, sea a ∈ A, como A ⊂ N(r, B) entonces a ∈ N(r, B), es
decir, d(a,B) < r. Si d(a, b) ≥ r para todo b ∈ B, entonces d(a,B) ≥ r,
lo cual contradice la hipótesis. Por lo tanto para a ∈ A, existe b ∈ B
tal que d(a, b) < r.
(b) La demostración es análoga a la de (a).
Teorema 1.41. Si (X, d) es un espacio métrico compacto, entonces H es
una métrica.
Demostración. Sean A,B ∈ 2X . Como {r > 0 : A ⊂ N(r, B) y B ⊂
N(r, A)} ⊆ [0,∞), entonces H(A,B) ≥ 0.
Veamos que H(A,B) = 0 si y sólo si A = B. Primero, supongamos que
H(A,B) = 0, entonces ı́nf{r > 0 : A ⊂ N(r, B) y B ⊂ N(r, A)} = 0, por
el Lema 1.36, existe {εn}∞n=1 ⊆ {r > 0 : A ⊂ N(r, B) y B ⊂ N(r, A)} tal
que εn −→ 0. Probaremos que A = B. Sea a ∈ A. Veamos que b ∈ B. Como
A ⊂ N(εn, B), existe {bn}∞n=1 ⊂ B tal que d(a, bn) < εn para todo n ∈ N.
Dado que εn −→ 0, {bn}∞n=1 que converge a a. Aśı, como B es cerrado en X,
a ∈ B. Por lo que A ⊂ B.
De forma similar, se prueba que B ⊂ A. Y por lo cual se obtiene que A = B.
Ahora, supongamos que A = B. Entonces H(A,A) = ı́nf{r > 0 : A ⊂
N(r, A)} = ı́nf(0,∞) = 0. Aśı, H(A,B) = 0.
Claramente H(A,B) = H(B,A).
Finalmente, para ver que H(A,C) ≤ H(A,B) +H(B,C), sean A,B,C ∈
2X . Tomemos ε > 0. Necesitamos probar que A ⊂ N(H(A,B) + H(B,C) +
ε, C) y C ⊂ N(H(A,B) + H(B,C) + ε, A). Para la primera contensión, sea
a ∈ A. Por Lema 1.40 existe b ∈ B tal que




Ahora, por Lema 1.40, existe c ∈ C tal que
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Entonces,








= H(A,B) +H(B,C) + ε.
Por lo que A ⊂ N(H(A,B) +H(B,C) + ε, C).
De forma similar, obtenemos que C ⊂ N(H(B,A) + H(C,B) + ε, A).
Dado que H(A,B) = H(B,A), entonces C ⊂ N(H(A,B) +H(B,C) + ε, A).
De lo anterior, se tiene que H(A,C) ≤ H(A,B) +H(B,C) + ε.
Además, como e’sta desigualdad es para cualquier número positivo, en
particular para la sucesión { 1
n











Por lo tanto H(A,C) ≤ H(A,B) +H(B,C) y aśı, H es una métrica.
Lema 1.42. Sean X un espacio métrico compacto, A,B ∈ 2X y ε > 0.
Entonces H(A,B) < ε si y sólo si A ⊂ N(ε, B) y B ⊂ N(ε, A).
Demostración. Supongamos que H(A,B) < ε. Veamos que A ⊂ N(ε, B)
y B ⊂ N(ε, A). Sea ε′ ∈ R tal que H(A,B) < ε′ < ε. Por definición de
ı́nfimo, existe 0 < r < ε′ tal que A ⊂ N(r, B) y B ⊂ N(r, A). Entonces
B ⊂ N(r, A) ⊂ N(ε′, A) ⊂ N(ε, A) y A ⊂ N(r, B) ⊂ N(ε′, B) ⊂ N(ε, B).
Aśı, A ⊂ N(ε, B) y B ⊂ N(ε, A).
Rećıprocamente, supongamos que A ⊂ N(ε, B) y B ⊂ N(ε, A). Proba-
remos que existe η ∈ R tal que 0 < η < ε y A ⊂ N(η,B) y B ⊂ N(η,A).
Antes, necesitamos probar que A ⊆
⋃
δ<ε
N(δ, B). Para esto, sea a ∈ A.
Como A ⊂ N(ε, B), existe b ∈ B tal que d(a, b) < ε. Tomemos δ ∈ R





Ahora, por la compacidad de A, existen δ1, δ2, . . . , δn < ε tales que A ⊆
n⋃
i=1
N(δi, B). Definamos η1 = máx{δ1, δ2, . . . , δn}. Entonces 0 < η1 < ε y
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A ⊂ N(η1, B).
De forma análoga, podemos encontrar η2 ∈ R tal que 0 < η2 < ε y B ⊂
N(η2, A).
Tomemos η = máx{η1, η2}. Entonces 0 < η < ε y A ⊂ N(η,B) y B ⊂
N(η, A).
Por tanto H(A,B) ≤ η < ε.
Finalmente, enunciaremos las siguientes proposiciones, las cuales son muy
conocidas en la literatura de Hiperespacios.
Proposición 1.43. Sea X un espacio métrico compacto. Sean A,B ∈ 2X y
{An}n∈N, {Bn}n∈N ⊂ 2X tales que limAn = A y limBn = B. Si An ⊂ Bn para
toda n ∈ N, entonces A ⊂ B.
Proposición 1.44. Sea X un espacio métrico compacto. Sean {An}n∈N ⊂ 2X
tal que limAn = A para algún A ∈ 2X y {an}n∈N ⊂ X tal que liman = a para
algún a ∈ X. Si an ∈ An para toda n ∈ N, entonces a ∈ A.
Caṕıtulo 2
La función T de Jones
En [6] F. Burton Jones define las funciones de tipo conjunto T y K, las
cuales están relacionadas con el concepto de aposindesis, conexidad local,
indescomponibilidad, unicoherencia, simetŕıa, entre otras. Ésta función es
conocida en la literatura como la función T de Jones y ha sido motivo de
diversos estudios al respecto, con los cuales se ha desarrollado un gran acervo
de resultados y aplicaciones sobre esta función. En el caso de la función K aún
hace falta tener un estudio más profundo para obtener resultados amplios,
la cual se presenta en la Sección 3.1.5.
2.1. Propiedades básicas de la función T de
Jones
A continuación iniciamos introduciendo algunos hiperespacios de un es-
pacio topológico.
Definición 2.1. Dado X un espacio topológico no degenerado. Consideramos
las siguientes familias de subconjuntos de X:
C∗(X) = {A ∈ P(X) \ {∅} : A es conexo}.
C(X) = {A ∈ P(X) \ {∅} : A es cerrado y conexo}.
En este Caṕıtulo las anteriores familias no son consideradas con la métrica
de Hausdorff o con la topoloǵıa de Vietoŕıs. En el caso de que halla alguna
confusión, se especificarán estas estructuras. Ahora, introducimos el concepto
de función T de Jones.
22
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Definición 2.2. Sean X un espacio topológico. Definimos la función T :
P(X)→ P(X) como:
T (A) = {x ∈ X : para cada W ∈ C(X) tal que x ∈ int(W ) y W ∩ A 6= ∅}.
De esta manera, definimos a T 2 : P(X)→ P(X) como:
T 2(A) = T (T (A)).
Aśı, de manera inductiva, para cada n ∈ N, definimos T n : P(X) → P(X)
como:
T n(A) = T (T n−1(A)).
Vamos a considerar a T 0 como la función identidad de P(X). En el caso de
que A = {x}, escribiremos T n(x) en lugar de T n({x}).
A continuación veremos unos ejemplos que nos ayudarán a visualizar a la
función T de Jones.
Ejemplo 2.3. Sean a, b ∈ R tal que a < b. Consideremos el intervalo cerrado
[a, b] como subespacio de R con la topoloǵıa usual. Entonces T (p) = {p} para
cada p ∈ [a, b].
Primero, probaremos que T (a) = {a}. Sea x ∈ (a, b). Entonces x ∈
(a+x
2
, b) ⊂ [a+x
2
, b] ⊂ (a, b] (ver Figura 2.1). Aśı, x /∈ T (a).
Figura 2.1:
Para x = b, tenemos que b ∈ (a+b
2
, b] ⊂ [a+b
2
, b] ⊂ (a, b] (ver Figura 2.2).
Por lo que T (a) = {a}. De manera similar se prueba que T (b) = {b}.
Figura 2.2:
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Ahora, sea p ∈ (a, b). Veamos que T (p) = {p}. Consideremos x ∈ (p, b).
Entonces x ∈ (p+x
2
, b) ⊂ [p+x
2
, b] ⊂ [a, b] \ {p} (ver la Figura 2.3). De donde,
x /∈ T (p).
Figura 2.3:
Para x = b, tenemos que b ∈ (p+b
2
, b] ⊂ [p+b
2
, b] ⊂ [a, b]\{p} (ver la Figura
2.4. Por lo que, x /∈ T (p). De manera similar se puede probar que x /∈ T (p)
cuando x ∈ [a, p). Concluimos que T (p) = {p}.
Figura 2.4:
Ejemplo 2.4. Sea S1 = {(x, y) ∈ R2 : x2 + y2 = 1}. Consideremos a S1
como subespacio de R2 con la topoloǵıa usual. Entonces T (p) = {p} para cada
p ∈ S1.
Para mostrar lo anterior, sea p ∈ S1 como en la Figura 2.5. Veamos que
T (p) = {p}. Sea x ∈ S1 \ {p}, ver la Figura 2.5.
Figura 2.5: El espacio S1.
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Entonces existe un subarco α de S1 tal que x ∈ int(α) ⊂ α ⊂ S1 \ {p},
ver la Figura 2.6. De donde x /∈ T (p). Por lo que, T (p) = {p}.
Figura 2.6: Subarco α de S1.
A continuación vamos a definir el abanico armónico, que posteriormente
utilizaremos. Para cada n ∈ N, sea Ln el segmento de recta en R2 que inicia en
el punto (0, 0) y termina en el punto (1, 1
n
). Considerando a L0 = [0, 1]×{0}
el segmento de recta en R2 que inicia en el punto (0, 0) y termina en el punto
(1, 0). Hagamos A =
∞⋃
n=0
Ln, ver Figura 2.7. El conjunto A es considerado
como subespacio de R2 y se le conoce como el abanico armónico.
Figura 2.7: Abanico armónico.
Por conveniencia, es necesario introducir la siguiente notación: para cada
a ∈ R, [a, a] = {a}.
Ejemplo 2.5. Sea A el abanico armónico definido anteriormente. Tomemos
p ∈ A. Probaremos que:
T (p) =
{
{p} si p ∈ A \ {L0},
[x, 1]× {0} si p = (x, 0) y x ∈ [0, 1).
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Sea p ∈ A \ {L0}. Supongamos que p ∈ Ln \ {(0, 0)} para alguna n ∈ N,
ver la Figura 2.8. Sea x ∈ A \ {p}.
Figura 2.8: p ∈ Ln.
Consideremos los siguientes casos.
Caso I. Supongamos que x ∈ A \ {L0}.
Entonces existe un segenemto α ⊂ A \ ({L0} ∪ {p}) tal que x ∈ int(α), ver
Figura 2.9. Por lo que x /∈ T (p).
Figura 2.9: x ∈ int(α).
Caso II. Supongamos que x ∈ L0.
Notemos que A = L0 ∪ α1 . . . ∪ αn ∪
∞⋃
i=n+1
Li, donde α1 . . . αn son como en
la Figura 2.10, es un subconjunto cerrado y conexo de A tal que x ∈ int(A).
Por lo que x /∈ T (p). Por lo anterior, T (p) = {p}.
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Figura 2.10: x ∈ int(A).
Finalmente, sean x ∈ [0, 1] y p = (x, 0). Si x = 1, entonces T ((1, 0)) =
{(1, 0)}. Primero consideremos que x = 0. Por la forma en que se definió
el abanico armónico, los subconjuntos cerrados y conexos que contienen en
su interior a un punto de L0 son copias del abanico, algunas de estas copias
están representadas en las Figuras 2.11 y 2.12, los cuales contienen al punto
(0, 0). Por lo que T (p) = T ((0, 0)) = L0.
Figura 2.11: Una copia del Abanico armónico.
Figura 2.12: Una copia del Abanico armónico.
Ahora, supongamos que x ∈ (0, 1). Por la forma en que se definió el
abanico armónico, los subconjuntos cerrados y conexos que contienen en su
interior a un punto de [x, 1]× {0} son copias del abanico, ver Figura 2.11 y
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Figura 2.12, los cuales contienen al punto (x, 0).
Por lo que T (p) = T ((x, 0)) = [x, 1]× {0}.
Teorema 2.6. Sea X un espacio topológico. Entonces se tienen las siguientes
consideraciones:
1. Para cada A ⊂ X, A ⊂ T (A).
2. Si A ⊂ B ⊂ X, entonces T n(A) ⊂ T n(B) para cada n ∈ N ∪ {0}.
Demostración. La prueba de 1, se sigue directamente de la definición de la
función T .
Para la demostración de 2, será por inducción sobre n.
Para n = 0, A = T 0(A) ⊂ T 0(B) = B.
Supongamos que el resultado se cumple para n. Probaremos que T n+1(A) ⊂
T n+1(B). Si x ∈ T n+1(A) \ T n+1(B), entonces existe W ∈ C(X) tal que
x ∈ int(W ) ⊂ W ⊂ X \ T n(B). Ahora, dado que X \ T n(B) ⊂ X \ T n(A),
x /∈ T n+1(A), lo cual es una contradicción.
Teorema 2.7. Sean X un espacio topológico, n ∈ N y {Aα : α ∈ Λ} ⊂ P(X).
Entonces ⋃
α∈Λ












Demostración. Sea α ∈ Λ. ComoAα ⊂
⋃
α∈Λ











Por otro lado, comoAα ⊃
⋂
α∈Λ
Aα, por el Teorema 2.20, T
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El siguiente resultado se puede enunciar para cualquier función conjunto
y usar una prueba similar al mismo.
Teorema 2.8. Sean X un espacio topológico y x ∈ X. Si T n+1(x) = T n(x)
para alguna n ∈ N, entonces T n+m(x) = T n(x) para toda m > 1.
Demostración. Vamos a hacer la demostración por inducción sobre m.
Probaremos el resultado para m = 2. Como T n+1(x) = T n(x), se tiene que:
T (T n+1(x)) = T (T n(x)) = T n+1(x) = T n(x).
Por lo que T n+2(x) = T n(x).
Ahora, supongamos cierto el resultado param. Demostraremos que T n+m+1(x) =
T n(x). Como T n+m(x) = T n(x), se tiene que:
T (T n+m(x)) = T (T n(x)) = T n+1(x) = T n(x).
Por lo que T n+m+1(x) = T n(x).
Teorema 2.9. Sean X un espacio topológico y x, p ∈ X. Si T n+1(p) = T n(p)
para alguna n ∈ N y x ∈ T n(p), entonces T n(x) ⊂ T n(p).
Demostración. Sea x ∈ T n(p). Por el Teorema 2.6, T n(x) ⊂ T n(T n(p)) =
T 2n(p). Aśı, por el Teorema 2.8, T n(x) ⊂ T n+n(p) = T n(p). De donde
T n(x) ⊂ T n(p).
Lema 2.10. Sean X un espacio topológico y n ∈ N∪{0}. Entonces T n(P(X)) ⊂
2X , es decir T n(A) es cerrado para todo A ∈ P(X).
Demostración. Sólo probaremos que cl(T n+1(A)) ⊆ T n+1(A), ya que T n+1(A) ⊆
cl(T n+1(A)). Necesitamos probar la siguiente afirmación.
Afirmación. Si x ∈ X \ T n+1(A), entonces x /∈ cl(T n+1(A)).
Sea x ∈ X \ T n+1(A). Entonces existe W ∈ C(X) tal que x ∈ int(W ) ⊆
W ⊆ X \ T n(A). Aśı, dado que T n(A) ⊆ T n+1(A), int(W ) ∩ T n+1(A) = ∅.
Esto prueba que x /∈ cl(T n+1(A)).
Usando la Afirmación, se sigue que cl(T n+1(A)) ⊆ T n+1(A).
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Antes de probar el siguiente resultado, recordemos el concepto de cone-
xidad local. Un espacio topológico X es localmente conexo si para cada
x ∈ X y cada abierto U el cual contiene a x, existe un abieto conexo V en
X tal que x ∈ V ⊂ U .
Lema 2.11. Sean X un espacio regular, localmente conexo y n ∈ N. Para
cada C ∈ 2X , se tiene que T n(C) = C. En particular T n : P(X) → 2X es
una función suprayectiva.
Demostración. Dado queX ⊂ T n(X), T n(X) = X. Ahora, sea C ∈ 2X\{X}.
Vamos a probar que T n(C) = C.
Primero vamos a comenzar tomando a n = 1, es decir, vamos a probar que
T (C) = C. Por el Teorema 2.6, C ⊂ T (C). Supongamos que existe x ∈ T (C)
tal que x /∈ C. Como X\C es una abierto que contiene a x, por la regularidad
de X, existe un abierto U en X tal que x ∈ U y cl(U) ⊂ X \ C. Por la
conexidad local de X, existe un abierto conexo en X tal que x ∈ V ⊂ U ⊂
X \ C. Aśı, x ∈ V ⊂ cl(V ) ∈ C(X) y cl(V ) ∩ C = ∅. Por lo que x /∈ T (C),
esto es una contradicción. Esto prueba que T (C) = C.
Ahora supongamos que el resultado es cierto para n−1. Sea C ∈ 2X\{X}. Por
hipótesis de inducción, T n−1(C) = C. Como T n−1(C) ∈ 2X , T (T n−1(C)) =
T n−1(C). Aśı, T n(C) = T (T n−1(C)) = C.
Es conocido que la conexidad local y la conexidad en pequeño son equi-
valentes, ver [10, Teorema 27.16, p. 201], esta equivalencia la usaremos en la
prueba del siguiente resultado.
Lema 2.12. Sea X un espacio topológico. Si para cada A ∈ 2X , T (A) = A,
entonces X es localmente conexo.
Demostración. Sean p ∈ X y U un subconjunto abierto de X tales que p ∈ U .
Notemos que X \U es cerrado en X y p /∈ X \U . Como X \U = T (X \U),
existe W ∈ C(X) tal que p ∈ int(W ) ⊂ W ⊂ X \ (X \ U) = U . Aśı, X es
conexo en pequeño en p. De donde, X es localmente conexo.
Teorema 2.13. Sea X un espacio topológico. Si X tiene una cantidad finita
de componentes, entonces T (∅) = ∅. En particular, si X es conexo, T (∅) = ∅.
Demostración. Consideremos los siguientes casos.
Caso I. Supogamos que X no es conexo y tiene una cantidad finita de
componentes.
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Para probar que X \T (∅) = X, sea x ∈ X. Es suficiente probar que existe un
subconjunto conexo y cerrado W de X tal que x ∈ int(W ) ⊂ X \∅. Tomemos
C la componente de X tal que x ∈ C. Como x ∈ int(X), por el Lema 1.7,
x ∈ int(C). Notemos que W = C cumple con las condiciones requeridas. Por
lo tanto T (∅) = ∅.
Caso II. Supogamos que X es conexo.
Nuevamente para probar que X \ T (∅) = X, sea x ∈ X. Observemos que
es suficiente probar que existe un subconjunto conexo y cerrado W de X tal
que x ∈ int(W ) ⊂ X \ ∅. Claramente W = X cumple con las condiciones
requeridas. De donde, T (∅) = ∅.
Teorema 2.14. Sea X un espacio compacto. Si T (∅) = ∅, entonces X tiene
una cantidad finita de componentes.
Demostración. Supongamos que T (∅) = ∅. Entonces para cada punto x ∈ X
existe un cerrado y conexo Wx de X tal que x ∈ int(Wx) ⊂ Wx ⊂ X \ ∅.
Por lo que la familia {int(Wx) : x ∈ X} es una cubierta abierta de X.






(Wxj) ⊂ X. Por lo que
n⋃
j=1
Wxj = X. Aśı, X es la unión de una cantidad
finita de conjuntos conexos. Por lo tanto X tiene una cantidad finita de
componentes.
Corolario 2.15. Sea X un espacio compacto. Entonces T (∅) = ∅ si y sólo
si X tiene una cantidad finita de componentes.
Lema 2.16. Sean X un espacio compacto, conexo y de Hausdorff y A ∈
P(X) \ {∅}. Si T (A) = E ∪ F , donde E y F son cerrados, no vaćıos y
ajenos, entonces A ∩ E 6= ∅ 6= A ∩ F .
Demostración. Supongamos que A ⊂ E. Por la normalidad de X, existen dos
abiertos D y D′ en X tales que A ⊂ E ⊂ D, F ⊂ D′ y cl(D) ∩ cl(D′) = ∅.
Por otra parte, por el Lema 1.13, fr(D′) ∩ (D ∪ D′) = ∅, en particular
fr(D′) ∩ T (A) = ∅. Por la conexidad de X, fr(D′) 6= ∅. Ahora, por ca-
da b ∈ fr(D′), existe un subconjunto cerrado y conexo Wb de X tal que
b ∈ int(Wb) ⊂ Wb ⊂ X \ A. Entonces la colección {int(Wb) : b ∈ fr(D′)}
es una cubierta abierta de fr(D′). Por la compacidad de fr(D′), existen
b1, . . . , bn ∈ fr(D′) tales que fr(D′) ⊂
n⋃
j=1
int(Wbj). Necesitamos probar la
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siguiente afirmación.
Afirmación. Si C es una componente de cl(D′), entonces C∩ fr(D′) 6= ∅.
Por la Teorema 1.12, C ∩ fr(cl(D′)) 6= ∅. Aśı, dado que:
C ∩ fr(cl(D′)) = C ∩ (cl(D′) ∩ cl(X \ cl(D′)))
⊂ C ∩ (cl(D′) ∩ cl(X \D′))
= C ∩ fr(D′),




Wbj ∪ cl(D′). Probaremos que K tiene un número finito




Wbj = ∅. Entonces W ⊂ cl(D′). Sea L la componente de cl(D′) tal
que W ⊂ L. Por la Afirmación, L ∩ fr(D′) 6= ∅. De donde L ∩Wbj 6= ∅ para
alguna j ∈ {1, . . . , n}. Aśı, como L ∪Wbj es un conexo contenido en K y
W es una componente de K, L ∪Wbj = W , esto es una contradicción. Por
lo que toda componente de K intersecta al conjunto
n⋃
j=1
Wbj . Aśı, dado que
n⋃
j=1
Wbj tiene un número finito de componentes, K tiene un número finito de
componentes.
Notemos que K∩A = ∅ y K es cerrado en X. Sea y ∈ F ⊂ D′ ⊂ K. Entonces
y ∈ int(K). Sea C la componente de K que contiene a y. Por el Lema 1.7,
y ∈ int(C). Aśı, dado que C ⊂ X \ A y C es cerrado en X, se tiene que
y /∈ T (A), una contradicción.
Por lo tanto A ∩ E 6= ∅ 6= A ∩ F .
Para la prueba del siguiente resultado ver [4, 2.41, p. 104].
Proposición 2.17. Sea A una familia no vaćıa de compactos cerrados en
un espacio topológico X. Si U ⊂ X es un abierto tal que
⋂
A ⊂ U , entonces
existe una subfamilia finita T de A tal que
⋂
T ⊂ U .
Proposición 2.18. Sea X un espacio compacto y de Hausdorff. Si A y B
son dos cerrados no vaćıos en X y ninguna componente de X intersecta a A
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y a B, entonces existen cerrados no vaćıos y ajenos XA, XB de X tales que
X = XA ∪XB, A ⊂ XA y B ⊂ XB.
Demostración. Fijemos a ∈ A. Probaremos que existe un abierto y cerrado
Va en X tal que a ∈ Va ⊂ X \B. Sea Ha la familia de los conjuntos abiertos
y cerrados en X que contienen al punto a. Notemos que X ∈ Ha. Por la
Proposición 1.11 2) y 3),
⋂
Ha es una componente de X. Aśı, por hipótesis,⋂
Ha ∩ B = ∅. De donde
⋂
Ha ⊂ X \ B. Según la Proposición 2.17, existen
V1, . . . , Vk ∈ Ha tales que
k⋂
i=1





Por otra parte, tenemos que la familia {Va : a ∈ A} es una cubierta abierta










XB = X \XA.
Notemos que los conjuntos XA y XB cumplen con las condiciones reque-
ridas.
Teorema 2.19. Sean X un espacio compacto, conexo y de Hausdorff y
{X1, . . . , Xn} ⊂ P(X) \ {∅} tal que Xi ∩Xj = ∅, si i 6= j. Si cada Xi es co-
nexo, entonces existen subconjuntos no vaćıos cerrados y conexos Y1, . . . , Ym,






Yj, cada Yj contiene algún Xi y
Yi ∩ Yj = ∅, si i 6= j.
Demostración. Sea A =
n⋃
i=1
Xi. Por el Lema 2.7, T (A) es cerrado. Aśı, T (A)
es compacto. Dado que A ⊂ T (A), elegimos Y1, . . . , Ym las componentes de
T (A) tales que cada Yj contiene algún Xi. Notemos que m ≤ n. Probaremos
que T (A) =
m⋃
j=1




ninguna componente de T (A) intersecta tanto a A como a {x}. Aśı, dado que
T (A) es de Hausdorff, por la Proposición 2.18, existen E y F subconjuntos
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cerrados no vaćıos y ajenos de T (A) tales que A ⊂ E, x ∈ F y T (A) = E∪F .








Corolario 2.20. Sean X un espacio conexo, compacto y de Hausdorff y
n ∈ N. Entonces T n(C∗(X)) ⊆ C(X).
Demostración. Sean n ∈ N y A ∈ C∗(X). Por el Lema 2.10 y el Teorema
2.19, T (A) es cerrado y conexo.
Supongamos que T n(A) es cerrado y conexo. Probaremos que T n+1(A) es
cerrado y conexo. Dado que T n+1(A) = T (T n(A)) es cerrado y T n(A) es
conexo, T n+1(A) es cerrado y conexo.
Corolario 2.21. Sean X un espacio compacto, de Hausdorff y localmente
conexo y n ∈ N. Entonces T n|C∗(X) : C∗(X) → C(X) es suprayectiva, es
decir, T n(C∗(X)) = C(X).
Demostración. Por el Corolario 2.20, T n(C∗(X)) ⊆ C(X). Para probar la
otra contención, sea C ∈ C(X). Como C es cerrado, por el Lema 2.11,
T n(C) = C. Aśı, dado que C es conexo, T n(C) ∈ C∗(X). De lo anterior,
T n(C(X)) ⊆ C∗(X). Por lo tanto, T n(C∗(X)) = C(X).
Finalmente terminamos esta sección introduciendo los siguientes concep-
tos.
Definición 2.22. Sean X un espacio topologico y Φ : P(A) → P(A) un
función. Decimos que X es
1. n-simétrico si para cualesquiera dos elementos x, y ∈ X tales que
y ∈ Φn(x), entonces x ∈ Φn(y).
2. Φ-simétrico si para cada A,B ⊂ X cerrados no vaćıos, entonces
Φ(A) ∩B 6= ∅ si y sólo si A ∩ Φ(B) 6= ∅.
3. puntualmente Φ-simétrico si para cada p, q ∈ X, se tiene que p ∈
Φ(q) si y sólo si q ∈ Φ(p).
4. Φ-aditivo si para cada A,B ⊂ X cerrados no vaćıos, se cumple que
Φ(A ∪B) = Φ(A) ∪ Φ(B).
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5. Decimos que Φ es idempotente si para cada A ⊂ X cerrado no vaćıo,
Φ2(A) = Φ(A).
Vamos a considerar a Φ0 como la función identidad de P(X) en P(X).
Para {x} ∈ P(X), escribiremos Φn(x) en lugar de Φn({x}).
2.2. Aposindesis, irreducibilidad, indescom-
ponibilidad y la función T
2.2.1. Aposindesis y la función T
Definición 2.23. Sean X un espacio conexo y p, q ∈ X. Decimos que X es
aposindético en p con respecto a q si existe un subconjunto cerrado y
conexo H de X tal que p ∈ int(H) y q /∈ H. Decimos que X es aposindético
en p si X es aposindético en p con respecto a cada punto de X distinto de
p. Decimos que X es aposindético si X es aposindético en cada uno de sus
puntos.
Proposición 2.24. Si X es un espacio conexo, regular, localmente conexo y
T1, entonces X es aposindético.
Demostración. Sean p 6= q ∈ X. Como X es T1, X \ {q} es abierto en
X. Dado que p ∈ X \ {q} y X es regular, existe un abierto U tal que
p ∈ U ⊂ cl(U) ⊂ X \ {q}. Como X es localmente conexo en p, existe
un abierto conexo V tal que p ∈ V ⊂ U ⊂ X \ {q}. De tal manera que cl(V )
es un cerrado y conexo y p ∈ cl(V ) ⊂ cl(U) ⊂ X \ {q}. Por lo tanto X es
aposindético.
Teorema 2.25. Sean X un espacio conexo y p, q ∈ X. Entonces X es apo-
sindético en p con respecto a q si y sólo si p ∈ X \ T (q).
Demostración. La prueba se sigue de la definición de aposindesis y de que:
X \T (q) = {x ∈ X : existe W ∈ C(X) tal que x ∈ int(W ) ⊂ W ⊂ X \{q}}.
Teorema 2.26. Un espacio X es aposindético si y sólo si T (p) = {p} para
cada p ∈ X.
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Demostración. Supongamos que X es aposindético. Sea p ∈ X. Necesitamos
probar que: si q ∈ X \ {p}, entonces q ∈ X \T (p). Sea q ∈ X \ {p}. Como X
es aposindético en q con respecto a p, por el Teorema 2.25, q ∈ X \ T (p).
Por lo que T (p) = {p}.
Ahora, sean p, q ∈ X, con p 6= q. Como T (q) = {q}, p ∈ X \ T (q). Aśı,
por Teorema 2.25, X es aposindético en p con respecto a q. Por lo que X es
aposindético.
Teorema 2.27. Sea X un espacio conexo. Si T n : P(X) → 2X es una
función suprayectiva, entonces X es aposindético.
Demostración. Sea p ∈ X. Como T n es suprayectiva, existe A ∈ P(X) tal
que T n(A) = {p}. Aśı, dado que A ⊂ T n(A), A = {p}. Por lo que T (p) = {p}.
Por el Teorema 2.26, X es aposindético.
A continuación mostraremos un espacio métrico, compacto, conexo y apo-
sindético X tal que T n : P(X)→ 2X no es suprayectiva.
Ejemplo 2.28. Sea C el conjunto de Cantor. Definamos una relación de
equivalencia ∼ en C × [−1, 1], de la siguiente manera, (x, a) ∼ (y, b) si y
sólo si (x, a) = (y, b) o a = b = 1 o a = b = −1. Sea X el espacio cociente
C × [−1, 1]/ ∼, ver Figura 2.13. Hagamos p = X × {1} y q = X × {−1}.
Figura 2.13: El espacio X.
Claramente, X es aposindético. Probaremos que {p, q} /∈ T n(P(X)). Pri-
mero, necesitamos probar T ({p, q}) = X. Supongamos que existe x ∈ X \
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T ({p, q}). Entonces existe W ∈ C(X) tal que x ∈ int(W ) ⊆ W ⊆ X \ {p, q}.
Aśı, dado que X \{p, q} es homemorfo C × (0, 1), W es homemorfo a un arco
con interior vaćıo, lo cual es una contradicción. Por lo que T ({p, q}) = X.
Por otra parte, supongamos que existe A ∈ P(X) tal que T (A) = {p, q}. Da-
do que A ⊂ T (A), A ∈ {∅, {p}, {q}, {p, q}}, esto es una contradicción, ya que
T (∅) = ∅, T (p) = p, T (q) = q, T ({p, q}) = X. Por lo que {p, q} /∈ T (P(X))
y T n no es suprayectiva.
2.2.2. Irreducibilidad y la función T
A continuación veremos el concepto de irreducibilidad que más adelante
nos ayudará a estudiar algunas propiedades la función T de Jones.
Definición 2.29. Sean X un espacio conexo y A ⊂ X. Decimos que X es:
1. Irreducible en A, si ningún cerrado y conexo propio de X contiene
a A.
2. Irreducible, si existen p 6= q ∈ X tales que X es irreducible sobre
{p, q}. En el caso de que A = {p, q}, escribiremos que X es irreducible
entre p y q.
Definición 2.30. Sean X un espacio conexo y p ∈ X. Decimos que p es un
punto de irreducibilidad de X, si existe z ∈ X tal que X es irreducible
entre p y z.
Observemos que si un espacio conexo tiene un punto de irreducibilidad,
entonces éste es irreducible.
Proposición 2.31. Sea X un espacio conexo. Si p es un punto de irreducibi-
lidad de X, entonces X no es la unión de dos subconjuntos propios cerrados
y conexos tales que ambos contengan a p.
Demostración. Sea q ∈ X tal que X es irreducible entre p y q. Supongamos
lo contrario, es decir, existen dos subconjuntos propios cerrados y conexos A
y B de X tales que X = A ∪ B y p ∈ A ∩ B. Sin pérdida de generalidad,
podemos suponer que q ∈ A. Aśı, A es un subconjunto propio cerrado y
conexo de X que contiene a p y q, lo cual es una contradicción.
Por lo tanto X no es la unión de dos subconjuntos propios cerrados y conexos
tales que ambos contengan a p.
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Proposición 2.32. Sean X un espacio conexo y p un punto de irreducibilidad
de X. Si A ⊂ X es cerrado y conexo tal que p ∈ A, entonces X \A es conexo.
Demostración. Sea A un subconjunto cerrado y conexo de X tal que tal que
p ∈ A. Supongamos que X \A no es conexo. Entonces existen P,Q ⊂ X tales
que X\A = P |Q. Sean Y = P∪A y Z = Q∪A. Por la Proposición 1.8, Y y Z
son cerrados y conexos. Notemos que X = Y ∪Z, Y ∩Z = A y Y 6= X 6= Z.
Aśı, utilizando la Proposición 2.31, p /∈ A, esto es una contradicción. Por lo
tanto X \ A es conexo.
Proposición 2.33. Sea X un espacio irreducible entre p y q. Si C es un
subconjunto cerrado y conexo de X tal que X \ C no es conexo, entonces
X \ C tiene exactamente dos componentes tales que cada una de ellas es
abierta en X y una contiene a p y la otra contiene a q.
Demostración. Sean P,Q ⊂ X tales que X \ C = P |Q. Probaremos que P
y Q son conexos. Hagamos Y = P ∪ C y Z = Q ∪ C. Por la Proposición
1.8, Y y Z son subconjuntos cerrados y conexos de X. Notemos X = Y ∪Z,
Y ∩ Z = C y Y 6= X 6= Z. Aśı, como p y q son puntos de irreducibilidad de
X, por la Proposición 2.31, p, q /∈ Y ∩ Z = C. Sin pérdida de generalidad,
podemos suponer que p ∈ P = X \ Z y q ∈ Q = X \ Y .
Como p y q son puntos de irreducibilidad de X y dado que Y y Z son
subconjuntos propios cerrados y conexos de X tales que p ∈ Y y q ∈ Z, por
el Teorema 2.32, X \ Y y X \Z son conexos. Por lo que P y Q son conexos.
Por lo tanto, P y Q son las componentes requeridas.
Proposición 2.34. Sean X un espacio compacto, conexo y de Hausdorff y
A ⊂ X no vaćıo. Entonces existe un subespacio compacto y conexo e irredu-
cible M de X sobre A.
Demostración. Sea D = {C ⊂ X : C es un cerrado, conexo y A ⊂ C}.
Claramente X ∈ D. Definamos un orden 6 en D como sigue: dados C1, C2 ∈
D, C1 6 C2 si y sólo si C2 ⊂ C1. Notemos que (D,6) es un conjunto
parcialmente ordenado.
Consideremos una cadena (C,6) en D. Claramente (C,6) es un conjunto
dirigido. Más aún, la función inclusión i de (C,6) en D es una red en D.
Sea i(α) = Cα, para cada α ∈ (C,6). Aśı C = {Cα : α ∈ (C,6)}. Hagamos
J = (C,6) y definamos C =
⋂
α∈J
Cαi ; mostremos que C ∈ D. Es claro que
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A ⊂ C y C es cerrado en X, por lo que es suficiente ver que C es conexo.
Para esto, supongamos que existen H,K ⊂ C cerrados ajenos no vaćıos de
X tales que C = H ∪ K, C ∩ H 6= ∅ y C ∩ J 6= ∅. Como X es normal,
existen U, V abiertos ajenos de X tales que H ⊂ U y K ⊂ V , aśı C ∩ U 6= ∅
y C ∩ V 6= ∅. Además X \ (U ∪ V ) 6= ∅, de no ser aśı, U y V formaŕıan una
separación de X, lo cual es una contradicción; de esta manera X \ (U ∪ V )
es un subconjunto compacto no vaćıo de X.
Para cada α ∈ J , Cα * U ∪ V , en caso contrario, existiŕıa β ∈ J tal que
Cβ ⊂ U ∪V . De la conexidad de Cβ, Cβ ⊂ U o Cβ ⊂ V . Si Cβ ⊂ U , entonces
C ⊂ U y C ∩ V = ∅; si Cβ ⊂ V , C ⊂ V y C ∩ U = ∅, lo cual no es posible.
Por cada α ∈ J , tomemos xα ∈ Cα \ (U ∪V ), entonces (xα)α∈J es una red
en X \ (U ∪ V ), por el Corolario 1.31, (xα) tiene un punto de acumulación
z ∈ X \ (U ∪ V ).
Tomemos W un abierto en X tal que z ∈ W . Veamos que W ∩ Cα 6= ∅
para toda α ∈ J . Sea α ∈ J , como J(W ) es cofinal en J , existe β ∈ J(W )
tal que β > α y xβ ∈ W . Dado que xβ ∈ Cβ, W ∩ Cβ 6= ∅ y como Cβ ⊂ Cα,
W ∩ Cα 6= ∅, por lo que z ∈ cl(Cα) = Cα. Aśı z ∈ C ⊂ U ∪ V , esto es
una contradicción. En consecuencia C ∈ D. Aśı, C tiene una cota superior,
a saber, la intersección de sus elementos. Por el Lema de Zorn 1.20, D tiene
un elemento maximal M .
Finalmente, probaremos que M es irreducible sobre A. Sea C un subconjunto
cerrado, conexo y propio de M tal que A ⊂ C. Claramente C ∈ D. Entonces
C 6 M . Aśı, M ⊂ C. Por lo que M = C, lo cual es una contradicción. Por
lo tanto M es irreducible sobre A.
Ahora veremos algunos resultados relacionados entre la función T de Jo-
nes y el concepto de irreducibilidad.
Lema 2.35. Sean X un espacio compacto, conexo, de Hausdorff e irreducible
entre, x, y ∈ X y j, k ∈ N. Si 0 6 j < k y si T j(x) ∩ T k−j(y) = ∅, entonces
T j+1(x) ∩ T k−j−1(y) = ∅.
Demostración. Sea z′ ∈ T k−j−1(y). Probaremos que z′ /∈ T j+1(x). Primero,
necesitamos probar que existe W ∈ C(X) tal que T k−j−1(y) ⊂ X \ W ⊂
X \ int(W ) ⊂ X \ T j(x). Sea z ∈ T j(x). Entonces z /∈ T k−j(y). Aśı,
existe un subconjunto cerrado y conexo Wz tal que z ∈ int(Wz) ⊆ Wz ⊆
X \T k−j−1(y). Entonces {int(Wz) : z ∈ T j(x)} es una cubierta de T j(x). Da-
do que T j(x) es compacto (Teorema 2.10), existe {z1, . . . , zr} ⊂ T j(x) tal que
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Dado que T j(x) es conexo (Corolario 2.20), W es conexo. Notemos que
T j(x) ⊂ int(W ) ⊂ W ⊂ X \ T k−j−1(y) y W es compacto. Por lo ante-
rior, z′ ∈ T k−j−1(y) ⊂ X \ W ⊂ X \ int(W ) ⊂ X \ T j(x). Por las Pro-
posiciones 2.32 y 2.33, X \ W tiene a lo más dos componentes abiertas
en X. Sea A la componente de X \ W que contiene a z′. De esta manera
z′ ∈ A ⊂ cl(A) ⊂ X \ int(W ) ⊂ X \T j(x). Por lo que z′ /∈ T j+1. Por lo tanto
T j+1(x) ∩ T k−j−1(y) = ∅.
Teorema 2.36. Si X es un espacio compacto, conexo, irreducible y de Haus-
dorff, entonces X es n-simétrico.
Demostración. Sean n ∈ N y x, y ∈ X tales que y ∈ T n(x). Probaremos
que x ∈ T n(y). Supongamos que x /∈ T n(y). Entonces T 0(x) ∩ T n(y) = ∅.
Aplicando el Lema 2.35, obtenemos que T (x) ∩ T n−1(y) = ∅. Nuevamente
por el Lema 2.35, se tiene que T 2(x) ∩ T n−2(y) = ∅. Aśı, aplicando n − 2
veces el Lema 2.35, tenemos que T n(x) ∩ T 0(y) = ∅. Por lo que, y /∈ T n(x),
esto es una contradicción.
Teorema 2.37. Sea X un espacio compacto, conexo, de Hausdorff e irredu-
cible. Si existe n ∈ N tal que T n+1(p) = T n(p) para todo p ∈ X, entonces
{T n(p) : p ∈ X} es una partición de X.
Demostración. Claramente, cada T n(p) es no vaćıo y la unión de los elemen-
tos de {T n(p) : p ∈ X} es X. Finalmente, veamos que si T n(p) ∩ T n(q) 6= ∅,
entonces T n(p) = T n(q). Sea x ∈ T n(p) ∩ T n(q). Por el Corolario 2.9,
T n(x) ⊂ T n(p). De la irreducibilidad de X, de que x ∈ T n(p) y por el Teo-
rema 2.36, p ∈ T n(x). Nuevamente, por el Corolario 2.9, T n(p) ⊂ T n(x). De
donde T n(x) = T n(p). De la misma manera, se demuestra que T n(x) = T n(q).
Por lo tanto T n(p) = T n(q).
2.2.3. Indescomponibilidad y la función T
En lo siguiente estudiaremos el concepto de indescomponibilidad y algu-
nas relaciones que hay entre éste y la función T de Jones.
Definición 2.38. Sea X un espacio conexo. Decimos que X es descompo-
nible si existen A,B ∈ C(X) \ {X} tales que X = A∪B. En el caso de que
el espacio no sea descomponible, entonces lo llamaremos indescomponible.
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Proposición 2.39. Un espacio X es descomponible si y sólo si X contiene
un subconjunto propio cerrado y conexo con interior no vaćıo.
Demostración. Supongamos que X es descomponible. Entonces existen dos
subconjuntos propios cerrados y conexo A y B en X tales que X = A∪B. No-
tamos que X\B es un conjunto abierto contenido en A. Por lo que int(A) 6= ∅.
Por lo que A es un subconjunto propio cerrado y conexo de X con interior
no vaćıo.
Para la suficiencia, sea A es un subconjunto propio cerrado y conexo de
X con interior no vaćıo. Consideremos los siguientes casos:
Caso I. X \ A es conexo.
Entonces cl(X \ A) es un subconjunto cerrado y conexo de X. Necesitamos
probar que cl(X \A) 6= X. Sea p ∈ int(A). Veamos que p /∈ cl(X \A). En el
caso de que p ∈ cl(X \ A), entonces int(A) ∩X \ A 6= ∅, esto es una contra-
dicción. De donde, cl(X \ A) 6= X. Aśı, dado que X = A ∪ cl(X \ A), X es
descomponible.
Caso II. X \ A no es conexo.
Entonces existen subconjuntos abiertos U, V ∈ X tales que X \ A = U ∪ V .
Por la Proposición 1.8, A ∪ U y A ∪ V son subconjuntos propios, cerrados y
conexos de X y X = (A ∪ U) ∪ (A ∪ V ). De donde X es descomponible.
Corolario 2.40. Un espacio X es indescomponible si y sólo si para cada
A ∈ C(X) \ {X}, se tiene que int(A) = ∅.
Teorema 2.41. Un espacio X es indescomponible si y sólo si T (p) = X para
cada p ∈ X.
Demostración. Supongamos que X es indescomponible. Sea p ∈ X y x ∈ X.
Probaremos que x ∈ T (p). Sea W ∈ C(X) tal que x ∈ int(W ). Veamos
p ∈ W . Por en Corolario 2.40, W = X. De donde p ∈ W . Por lo que,
x ∈ T (p). Aśı, T (p) = X.
Ahora, supongamos queX es descomponible. Entonces existenA,B ∈ C(X)\
{X} tales que X = A ∪ B. Sean a ∈ A \ B y b ∈ B \ A. Entonces
b ∈ int(B) ⊂ B ⊂ X \ {a}. De esta manera b ∈ X \ T (a). Por lo que
T (a) 6= X.
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2.3. El conjunto L
Definición 2.42. Un continuo es un espacio métrico, compacto y conexo.
Un subconjunto Y de un continuo X es un subcontinuo de X si es un
continuo como subespacio de X.
Sea X un continuo. Consideremos a 2X con la topoloǵıa de Vietoris. Sean
A,B ∈ 2X . Definimos el conjunto L como sigue:
L = {(A,B) ∈ 2X × 2X : A ⊂ T (B) y B ⊂ T (A)}.
Directamente de la definición del conjunto L tenemos lo siguiente.
Proposición 2.43. Sea X un continuo. Se tienen las siguientes condiciones:
1. {(A,A) : A ∈ 2X} ⊂ L,
2. (A,B) ∈ L si y sólo si (B,A) ∈ L,
3. Para cada A ∈ 2X , (A, T (A)) ∈ L.
Demostración. La prueba de 1, se sigue del Teorema 2.6 y de que {(A,A) :
A ∈ 2X} = {(A,A) ∈ 2X × 2X : A ⊂ T (A) y A ⊂ T (A)}. Para la prueba de
2, se sigue de que:
L = {(A,B) ∈ 2X × 2X : A ⊂ T (B) y B ⊂ T (A)}
= {(A,B) ∈ 2X × 2X : B ⊂ T (A) y A ⊂ T (B)}
= {(B,A) ∈ 2X × 2X : B ⊂ T (A) y A ⊂ T (B)}.
La demostración de 3, se sigue de que A ⊂ T (A) ⊂ T (T (A)) y T (A) ⊂
T (A).
Teorema 2.44. Sea X un continuo. Entonces
1. Si (A,B) ∈ L y A ⊂ C ⊂ B, entonces (A,C) ∈ L y (C,B) ∈ L.
2. Si (A,D), (C,D) ∈ L y A ⊂ B ⊂ C, entonces (B,D) ∈ L.
3. Si (A,B) ∈ L, entonces (T (A), T (B)) ∈ L.
4. Si (A,B) ∈ L, entonces (A,A ∪B) ∈ L.
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Demostración. Para probar 1, sean (A,B) ∈ L y A ⊂ C ⊂ B. Primero vea-
mos que (A,C) ∈ L. Como A ⊂ C tenemos que A ⊂ C ⊂ T (C). Veamos que
C ⊂ T (A). Dado que C ⊂ B y B ⊂ T (A), C ⊂ B ⊂ T (A). Aśı, C ⊂ T (A).
Por lo que (A,C) ∈ L.
Finalmente, veamos que (C,B) ∈ L. Como C ⊂ B, C ⊂ T (C) ⊂ T (B).
Falta ver que B ⊂ T (C). Como A ⊂ C y B ⊂ T (A), B ⊂ T (A) ⊂ T (C). De
donde, (C,B) ∈ L.
Para probar 2, sean (A,D), (C,D) ∈ L y A ⊂ B ⊂ C. Probaremos que
(B,D) ∈ L. Como C ⊂ T (D) y B ⊂ C, B ⊂ T (D). Ahora, veamos que
D ⊂ T (B). Dado que D ⊂ T (A) y A ⊂ B, D ⊂ T (A) ⊂ T (B) y D ⊂ T (B).
Por lo que (B,D) ∈ L.
La prueba de 3, se sigue de la siguiente afirmación: si A ⊂ T (B) y
B ⊂ T (A), entonces T (A) ⊂ T (T (B)) y T (B) ⊂ T (T (A)).
Finalmente probaremos 4. Sea(A,B) ∈ L. Probaremos que (A,A ∪ B) ∈
L. Como A ⊂ A∪B, A ⊂ T (A∪B). Ahora bien, como B ⊂ T (A) y A ⊂ T (A),
A ∪B ⊂ T (A). Aśı, (A,A ∪B) ∈ L.
Teorema 2.45. El conjunto L es cerrado en 2X × 2X .
Demostración. Sea (A,B) ∈ 2X×2X \L. Sin pérdidad de generalidad, pode-
mos suponer que A * T (B). Sean a ∈ A\T (B) y un subcontinuo W de X tal
que a ∈ int(W ) y W ∩B = ∅. Sea V = X \W . Notemos que V es un abierto
en X tal que B ⊆ V y V ∩W = ∅. Sea U = 〈int(W ), X〉 × 〈V 〉. Claramente,
(A,B) ∈ U y U es un abierto en 2X . Para probar que U ⊂ 2X × 2X \ L, sea
(C,D) ∈ U . Entonces C ∩ int(W ) 6= ∅ y D ⊆ V . Ahora, sea c ∈ C ∩ int(W ).
Veamos que c /∈ T (D). En el caso de que c ∈ T (D), W ∩ D 6= ∅, esto es
una contradicción. De donde c /∈ T (D). Aśı, (C,D) ∈ 2X × 2X \ L. Lo cual
prueba que 2X × 2X \ L es abierto.
Por lo tanto L es cerrado en 2X × 2X .
Definición 2.46. Un arco es cualquier espacio topológico que sea homeo-
morfo al intervalo cerrado [0, 1] ⊂ R con la topoloǵıa usual. Decimos que un
espacio topológico X es arco conexo si para cada par de puntos x, y ∈ X
existe un arco en X que une a x con y.
Definición 2.47. Sean X un continuo y A,B ∈ 2X . Un arco ordenado
de A en B es una función uno a uno, definida de la siguiente manera, α :
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[0, 1] → 2X tal que α(0) = A, α(1) = B y para cada s, t ∈ [0, 1] tales que
s < t, α(s) ( α(t).
Los siguientes teoremas serán utilizados posteriormente, sin embrago no
escribiremos su prueba, la cual se encuentra en [5, Teorema 14.9, p. 113] y
[5, Teorema 15.3, p. 120].
Teorema 2.48. Si X es un continuo, entonces 2X y C(X) son arco conexos.
Teorema 2.49. Sean X un continuo y A0, A1 ∈ 2X tales que A0 6= A1.
Entonces:
existe un arco ordenado en 2X de A0 a A1 si y sólo si A0 ⊂ A1 y cada
componente de A1 intersecta a A0.
Teorema 2.50. Sea X un continuo. Entonces L ∩ [C(X) × C(X)] es arco
conexo.
Demostración. Sea (A,B) ∈ L ∩ [C(X) × C(X)]. Dado que A y T (B)
son elementos de C(X), por el Teorema 2.49 existe un arco ordenado α :
[0, 1] → C(X) tal que α(0) = A,α(1) = T (B) y para cada t ∈ [0, 1],
A ⊆ α(t) ⊆ T (B). Además, como (A,B) ∈ L y por el Teorema 2.44.2,
(α(t), B) ∈ L para cada t ∈ [0, 1]. Por lo que j(t) = (α(t), B), t ∈ [0, 1]
define un arco que une a (A,B) con (T (B), B) y este es un subconjunto de
L ∩ [C(X)× C(X)].
Por otra parte, como B y T (B) son conexos y B ⊆ T (B) y nuevamen-
te por el Teorema 2.49, existe un arco ordenado γ : [0, 1] → C(X) tal que
γ(0) = B y γ(1) = T (B) y para cada t ∈ [0, 1], B ⊆ γ(t) ⊆ T (B). Aśı,
para cada t ∈ [0, 1], B ⊆ γ(t) ⊆ T (B), lo cual implica que T (B) ⊆ T (γ(t)),
y γ(t) ⊆ T (T (B)). De donde (γ(t), B) está en L ∩ [C(X) × C(X)] para
cada t ∈ [0, 1]. Entonces g : [0, 1] → L ∩ [C(X) × C(X)] definido como
g(t) = (γ(t), B) es un arco que une a (B,B) con (T (B), B) y este es un
subconjunto de L ∩ [C(X)× C(X)].
Finalmente, como {(A,A) : A ∈ 2X} ∩ [C(X)× C(X)] es homeomorfo a
C(X) y C(X) es arco conexo, entonces L∩[C(X)×C(X)] es arco conexo.
Caṕıtulo 3
La función S
3.1. La función S y la función T
En esta sección usaremos la definición de la función T para definir una
nueva la función que llamaremos S, presentaremos algunos ejemplos y pro-
piedades básicas de esta función.
Definición 3.1. Sea X un espacio topológico. Definimos la función S :
P (X)→ P (X), de la siguiente manera, para cada A ∈ P (X),
S(A) = {x ∈ T (A) : A ∩ T (x) 6= ∅}.
Para el caso en el que A = {p}, vamos a escribir S(p) en lugar de S({p}).
El siguiente ejemplo muestra que la función T y la función S son distintas.
Ejemplo 3.2. Sea A el abanico armónico definido en el Ejemplo 2.5. En-
tonces, para cada p ∈ [0, 1)× {0}, T (p) 6= S(p).
Recordando que en el Ejemplo 2.5 se probó lo siguiente, para cada p ∈ A:
T (p) =
{
{p} si p ∈ A \ {L0},
[x, 1]× {0} si p = (x, 0) y x ∈ [0, 1].
Ahora, sea x ∈ [0, 1) y p = (x, 0). Probaremos que S(p) 6= T (p). Notemos
que para cada z ∈ [x, 1]× {0}
T ((z, 0)) =
{
{(z, 0)} si z = 1,
[z, 1]× {0} si z < 1.
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Aśı:
S(p) = {(z, y) ∈ T (p) : {p} ∩ T ((z, y)) 6= ∅}
= {(z, 0) ∈ [x, 1]× {0} : {p} ∩ T ((z, 0)) 6= ∅}
= {(x, 0)}.
Por lo que S(p) 6= T (p).
En los siguientes teoremas probaremos algunas propiedades básicas de la
función S motivadas por las propiedades de la función T de Jones.
Teorema 3.3. Sean X un espacio topológico y A,B ⊂ X. Se tienen las
siguientes condiciones:
1. A ⊂ S(A) ⊂ T (A);
2. p ∈ S(q) si y sólo si q ∈ S(p);
3. si A ⊂ B, entonces S(A) ⊂ S(B);
4. si X es compacto y A es cerrado no vaćıo, entonces S(A) es cerrado
en X.
Demostración. Para probar 1, sea x ∈ A. Como x ∈ T (x), x ∈ A∩ T (x). De
donde A∩ T (x) 6= ∅. Por lo que A ⊂ S(A). La otra contención se sigue de la
definición de la función S.
Probaremos 2. Para la necesidad, sea p ∈ S(q). Supongamos que q /∈ S(p).
Entonces T (q) ∩ {p} = ∅. Por lo que p /∈ T (q), lo cual es una contradicción.
De donde q ∈ S(p). De la misma manera se prueba la suficiencia.
Para demostrar 3, sea x ∈ S(A). Aśı, x ∈ T (A) y T (x) ∩ A 6= ∅. Dado que
T (A) ⊂ T (B) y A ⊂ B, x ∈ T (B) y ∅ 6= T (x) ∩ A ⊂ T (x) ∩ B. De donde
x ∈ S(B).
Probaremos 4. Vamos a ver que X \ S(A) es abierto. Sea p ∈ X \ S(A).
Consideremos los siguientes casos:
Caso I. p /∈ T (A).
Como T (A) es cerrado, entonces X \ T (A) es un abierto que contiene p que
se queda contenido en X \ S(A).
Caso II. p ∈ T (A) y A ∩ T (p) = ∅.
Entonces para cada a ∈ A, existe Ca ∈ C(X) tal que a ∈ int(Ca) y p /∈ Ca.
Notemos que {int(Ca) : a ∈ A} es una cubierta abierta de A. Como A
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p ∈ X \
n⋃
i=1
Cai y X \
n⋃
i=1




Cai ⊂ X \ S(A).
Sea z ∈ X \
n⋃
i=1
Cai . Para ver que z /∈ S(A) es suficiente probar que
T (z)∩A = ∅. Supongamos que T (z)∩A 6= ∅. Tomemos y ∈ T (z)∩A. Dado
que y ∈ A ⊆
n⋃
i=1
int(Cai), y ∈ int(Cai) ⊂ Cai para algún i ∈ {1, . . . , n}. Aśı,
como y ∈ T (z), Cai∩{z} 6= ∅. De donde z ∈ Cai , lo cual es una contradicción.
Por lo que X \
n⋃
i=1
Cai es un abierto contenido en X \ S(A).
Por lo tanto, en cualquier caso X \ S(A) es abierto en X.
3.1.1. Indescomponibilidad, unicoherencia y la función
S
A continuación veremos la relación que hay entre los conceptos de indes-
componibilidad, unicoherencia y la función S.
Definición 3.4. Sea X un espacio conexo. Decimos que X es unicoherente
si A,B ∈ C(X) \ {X} son tales que X = A ∪B, entonces A ∩B es conexo.
Decimos que X es hereditariamente unicoherente si para cada A,B ∈
C(X), A ∩B es conexo.
Teorema 3.5. Para un espacio X se tienen las siguientes condiciones:
1. Si X es T1, entonces X es indescomponible si y sólo si S(A) = X para
cada A ∈ 2X ,
2. Si X es aposindético, entonces S(A) = A para cada A ∈ 2X ,
3. Si X es un continuo hereditariamente unicoherente y S(A) = A para
cada A ∈ 2X , entonces X es aposindético.
Demostración. Para probar 1, supongamos que X es indescomponible. Sea
A ∈ 2X . Veamos que S(A) = X. Sea x ∈ X. Para probar que x ∈ S(A) es
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suficiente ver que A ∩ T (x) 6= ∅. Dado que X es indescomponible, tenemos
por el Teorema 2.41 que T (x) = X. Aśı A∩T (x) 6= ∅. Por lo que S(A) = X.
Ahora, para probar la suficiencia de 1, sea p ∈ X. Veamos que T (p) = X.
Dado que {p} ∈ 2X y X = S(p) ⊂ T (p) ⊂ X, T (p) = X. Aśı, por el Teorema
2.41, X es indescomponible.
Veamos 2, Sea A ∈ 2X . Probaremos que S(A) = A. Dado que A ⊂ S(A),
sólo necesitamos probar que S(A) ⊂ A. Sea x ∈ S(A). Entonces x ∈ T (A) y
A ∩ T (x) 6= ∅. Como X es aposindético, T (x) = {x}. Aśı, x ∈ A. Por lo que
S(A) = A.
Probaremos 3. Sean p ∈ X. Para probar que X es aposindético en p con
respecto a q, es suficiente ver por el Teorema 2.26 que p /∈ T (q). En el caso
de que T (q) = {q}, se tiene que p /∈ T (q). Ahora, supongamos que p ∈ T (q)
y T (q) 6= {q}. Dado que T (q) es un subcontinuo de X (ver Corolario 2.20),
por la Proposición 2.34, existe un subcontinuo M de T (q) irreducible entre
p y q. Sea z ∈ M \ {p, q}. Demostraremos que z ∈ S({p, q}). Notemos que
z ∈ M ⊂ T (q) ⊂ T ({p, q}). Falta probar que {p, q} ∩ T (z) 6= ∅. Basta ver
que p ∈ T (z). Sea G es un continuo que contiene a p en su interior. Dado
que p ∈ T (q), q ∈ G. Ahora, vamos a demostrar que M ⊂ G. Como M es
un continuo en T (q), M es un continuo en X. Por ser X hereditariamente
unicoherente, M ∩ G es un continuo. Notemos que p, q ∈ M ∩ G ⊂ M . Aśı,
M ∩G = M . De donde M ⊂ G. Por lo que z ∈ G. Concluimos que p ∈ T (z).
De lo anterior z ∈ S({p, q}), esto contradice la segunda parte de la hipótesis.
Por lo tanto p /∈ T (q).
La implicación inversa del Teorema 3.5.2 no es cierta en general, es decir,
existe un espacio X tal que S(A) = A para cada A ∈ 2X y X no es apo-
sindético. A continuación vamos a construir un espacio que cumple con éstas
condiciones. Sea Z el espacio como en la Figura 3.1, y sean v1 y v2 sus vértices.
Figura 3.1: El espacio Z.
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Consideremos C el espacio cociente que resulta de identificar a v1 con v2
a un punto, ver la Figura 3.2, a dicho punto lo denotaremos por v.
Figura 3.2: El espacio C.
Es fácil convencerse que C como subespacio de R2 es métrico, compacto
y conexo, además es la unión numerable de circunferencias C0, C1, C2, . . .,
como en la Figura 3.3.




Vamos a probar que C es el espacio requerido. Sea A ∈ 2C. Probaremos
que S(A) = A. Primero vamos a calcular T (A). Para esto necesitamos probar
la siguiente afirmación.
Afirmación I. Si z ∈
∞⋃
n=1
Cn \ (A ∪ {v}), entonces z /∈ T (A).
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Sea n ∈ N tal que z ∈ Cn. En el caso de que A∩Cn = ∅, z ∈ int(Cn). Por
lo que z /∈ T (A). Supongamos que A∩Cn 6= ∅. Como Cn es una circunferen-
cia, existe una parametrización g : [−π, π] → Cn tal que g(−π) = g(π) = v
y g|(−π,π) es un homeomorfismo. Aśı, g−1(A ∩ Cn) es un cerrado no vaćıo en
[−π, π]. Ahora, notemos que g−1(z) /∈ g−1(A∩Cn) y −π, π /∈ g−1(A∩Cn). Sea
a′ = mı́n{g−1(A∩Cn)} y b′ = máx{g−1(A∩Cn)}. De donde −π < a′ ≤ b′ < π
y g−1(z) ∈ (−π, a′)∪ (b′, π). Sean a, b ∈ [−π, π] tales que −π < a < a′ ≤ b′ <
b < π y g−1(z) ∈ (−π, a) ∪ (b, π). Hagamos W = g([−π, a] ∪ [b, π]). Notemos
que z ∈ int(W ) ⊂ W ∈ C(C) y W ∩ A = ∅, (ver la Figura 3.4). Por lo que
z /∈ T (A).
Figura 3.4: z ∈ int(W ) ⊂ W ∈ C(C).
Ahora, veremos los siguientes casos.
Caso A. v ∈ A.
Vamos a demostrar que T (A) = C0 ∪ A. Por el Teorema 2.6.1, A ⊂ T (A).
Sea z ∈ C0 \ {v}. Veremos que z ∈ T (A). Sea W ∈ C(C) tal que z ∈ int(W ).
Probaremos que W ∩ A 6= ∅. Dado que z ∈ int(W ) y W es un cerrado y
conexo, por la construcción de C, v ∈ W ∩ A, ver la Figura 3.5. De donde
z ∈ T (A). Por lo que C0 ⊂ T (A).
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Figura 3.5: z ∈ int(W ).
Sea z ∈ T (A) \A. Mostraremos que z ∈ C0∪A. Supongamos que z /∈ C0.
Por la construcción de C, z ∈ Cn \{v} para algún n ∈ N. Por la afirmación I,
existe un subarco de circunferencia W de Cn tal que z ∈ int(W ) y W ∩A = ∅,
esto es una contradicción. Por lo que z ∈ C0.
Por lo tanto T (A) = C0 ∪ A.
Caso B. v /∈ A.
Primero necesitamos probar las siguientes afirmaciones.
Afirmación II. v /∈ T (A).
Supongamos que A ∩ C0 6= ∅.
Como C0 es una circunferencia, existe una parametrización f : [−π, π]→ C0
tal que f(−π) = f(π) = v y f |(−π,π) es un homeomorfismo. Aśı, f−1(A∩C0)
es un cerrado no vaćıo en [−π, π]. Dado que v /∈ A, −π, π /∈ f−1(A∩C0). Sea
a′ = mı́n{f−1(A∩C0)} y b′ = máx{f−1(A∩C0)}. Sin pérdida de generalidad,
podemos suponer que a ≤ b. Sean a′, b′ ∈ [−π, π] tales que −π < a < a′ ≤
b′ < b < π.
Notemos que f([−π, a] ∪ [b, π]) ∈ C(C) y f([−π, a] ∪ [b, π]) ∩ A = ∅. Ha-
gamos γ = f([−π, a] ∪ [b, π]), ver la Figura 3.6.
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Figura 3.6: El arco γ.
Dado que {Cn}∞n=1 converge a C0, existen dos sucesiones {an}∞n=1, {bn}∞n=1 ⊂
C convergentes a f(a) y a f(b), respectivamente, tales que an, bn ∈ Cn para
cada n ∈ N. Ahora, por cada n ∈ N, sea γn el arco en Cn, como en la Fi-
gura 3.7, que une a an con bn. Por la construcción de C, {γn}∞n=1 converge a γ.
Figura 3.7: {γn}∞n=1 converge a γ.
Necesitamos probar lo siguiente: existe N ∈ N tal que γn∩A = ∅ para to-
do n ≥ N . Supongamos que, por cada i ∈ N, existe ni ≥ i tal que γni∩A 6= ∅,
ver Figura 3.8. Ahora, por cada i ∈ N, sea yni ∈ γni ∩A. Por la compacidad
de C, podemos suponer que {yni} conerge a y ∈ A. Aśı, por la Proposición
1.44, y ∈ γ ∩ (A ∩ C0), esto es una contradicción.
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Ahora, supongamos que Ci intersecta a A para cada i ∈ {1, . . . , N − 1}.
Sea i ∈ {1, . . . , N − 1}. Como Ci es una circunferencia, existe una para-
metrización gi : [−π, π] → Cn tal que gi(−π) = g(π) = v y gi|(−π,π) es un
homeomorfismo. Aśı, g−1i (A∩Cn) es un cerrado no vaćıo en [−π, π]. Notemos
que −π, π /∈ g−1i (A∩Ci). Sea a′i = mı́n{g−1i (A∩Ci)} y b′i = máx{g−1i (A∩Ci)}.
De donde −π < a′i ≤ b′i < π. Sean ai, bi ∈ [−π, π] tales que −π < ai < a′i ≤
b′i < bi < π. Entonces [−π, ai] ∪ [bi, π] ⊂ [−π, π] \ g−1i (A ∩ Ci). Por cada







γi∪γ, ver la Figura 3.9. Notemos que W es un
subconjunto compacto, conexo de C, W ∩A = ∅ y v ∈ int(W ) ⊂ W ∈ C(C).
De donde v /∈ T (A).
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Supongamos que C0 ∩ A 6= ∅. Como C0 es una circunferencia, existe una
parametrización f : [−π, π] → C0 tal que f(−π) = f(π) = v y f |(−π,π) es
un homeomorfismo. Aśı, f−1(A ∩ C0) es un cerrado no vaćıo en [−π, π].
Dado que v /∈ A, −π, π /∈ f−1(A ∩ C0). Sea a = mı́n{f−1(A ∩ C0)} y
b = máx{f−1(A ∩ C0)}. Sin pérdida de generalidad, podemos suponer que
a ≤ b. Hagamos β = f([a, b]). Entonces A ∩ C0 ⊂ β. Necesitamos probar la
siguiente afirmación.
Afirmación III Si z ∈ C0 \ (β ∪ {v}) y A ∩ C0 6= ∅, entonces z /∈ T (A).
Como C0 es una circunferencia y A∩C0 ⊂ β el cual no contiene a v, usando
una parametrización como arriba, podemos probar que existen a, b ∈ C0 \ β
y un arco γ en C0 con puntos extremos a y b tales que z, v ∈ γ \ {a, b} y
γ ∩ β = ∅. Sin pérdidad de generalidad podemos suponer que γ es como en
la Figura 3.10.
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Figura 3.10: A ∩ C0 ⊂ β.
Dado que {Cn}∞n=1 converge a C0, procedemos como arriba, para probar
que existe una sucesión {γn}∞n=1 ⊂
∞⋃
i=1
Ci tal que, por cada n ∈ N, γn el arco
en Cn que cintiene a v y {γn}∞n=1 converge a γ.
Ahora, necesitamos probar que existe N ∈ N tal que γn ∩ A = ∅ pa-
ra todo n ≥ N . Supongamos que, por cada i ∈ N, existe ni ≥ i tal que
γni ∩ A 6= ∅. Ahora, por cada i ∈ N, sea yni ∈ γni ∩ A. Por la compacidad
de C, podemos suponer que {yni} converge a y ∈ A. Aśı, por la Proposición
1.44, y ∈ γ ∩ (A ∩ β), esto es una contradicción.
Finalmente, sea W =
∞⋃
n=N
γn ∪ γ. Claramente W ∈ C(C), z ∈ int(W ) y
W ∩ A = ∅, ver la Figura 3.8. Por lo que z /∈ T (A).
Ahora, consideremos los siguientes casos.
B.1. A ∩ C0 = ∅.
Para este caso demostraremos que T (A) = A. Antes, necesitamos probar
que: existen n1, . . . , nk ∈ N tal que A ⊂
k⋃
i=1
Cni . Supongamos que existe una
sucesión {ni}∞i=1 de N tal que A ∩ Cni 6= ∅ para todo i ∈ N. Tomemos, por
cada i ∈ N, ai ∈ A ∩ Cni . Por la compacidad de A, podemos suponer que
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existe un a ∈ A tal que ani converge a a, ver la Figura 3.11. Dado que Cnk
converge a C0 (por la construcción de C), a ∈ C0. Aśı, a ∈ A∩C0, lo cual es
una contradicción.
Figura 3.11: ani ∈ A ∩ Cni .
Ahora, probaremos la siguiente afirmación.
Afirmación B.1.1. Si z ∈ C0, entonces z /∈ T (A).
Sean z ∈ C0, m = máx{n1, . . . , nk} e i ∈ {1, . . . ,m}. Sin pérdida de ge-
neralidad, podemos suponer que A∩Ci 6= ∅ para cada i ∈ {1, . . . ,m}. Como
Ci es una circunferencia, existe una parametrización gi : [−π, π] → Cn tal
que gi(−π) = g(π) = v y gi|(−π,π) es un homeomorfismo. Aśı, g−1i (A∩Cn) es
un cerrado no vaćıo en [−π, π]. Ahora, notemos que g−1i (z) /∈ g−1i (A ∩ Ci) y
−π, π /∈ g−1i (A∩Ci). Sea a′i = mı́n{g−1i (A∩Ci)} y b′i = máx{g−1i (A∩Ci)}. De
donde −π < a′i ≤ b′i < π. Sean ai, bi ∈ [−π, π] tales que −π < ai < a′i ≤ b′i <
bi < π. Entonces [−π, ai]∪ [bi, π] ⊂ [−π, π] \ g−1i (A). Por cada i ∈ {1, . . . ,m}







Ci ∪ C0, ver la Figura 3.12. Notemos que
W es un subconjunto compacto, conexo de C, W ∩A = ∅ y z, v ∈ int(W ) ⊂
W ∈ C(C). De donde z, v /∈ T (A).
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Regresado a la prueba de que T (A) = A, sea z ∈ T (A). Por las Afirma-
ciones I, II y B.1.1, se tiene que z ∈ A.
Por lo que en este caso T (A) = A.
B.2. A ∩ C0 6= ∅.
Consideremos los siguientes casos.
B.2.1. Si A ∩ C0 es un conexo, entonces T (A) = A.
Dado que A ∩ C0 es un conexo y cerrado en C0, β = A ∩ C0. Sea z ∈ T (A).
Por las Afirmaciones I, II y III, se tiene que z ∈ A.
Por lo que en este caso T (A) = A.
B.2.2. Si A ∩ C0 no es conexo, entonces T (A) = A ∪ β.
Recordemos que A ∩ C0 ⊂ β. Sea z ∈ T (A). Por las Afirmaciones I, II y
III, se tiene que z ∈ A ∪ β.
Finalmente, sea z ∈ β \A∩C0. Probaremos que z ∈ T (A). Sea W ∈ C(C)
tal que z ∈ int(W ). Por la construcción de β y C, a ∈ W o b ∈ W . Por lo
que, A ∩W 6= ∅. De donde z ∈ T (A).
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Esto finaliza el cálculo de T (A) para cada A ∈ 2C.
Ahora vamos a probar que S(A) = A. Para esto tenemos los siguientes
casos.
Caso I v ∈ A.
Recordemos que en este caso, T (A) = C0 ∪ A. Claramente A ⊂ S(A).
Ahora, sea x ∈ S(A). Entonces x ∈ T (A). En el caso de que x ∈ C0 \ A, se
tiene que T (x) = x, aśı T (x) ∩ A = ∅, una contradicción. De donde, x ∈ A.
Caso II v /∈ A.
En este caso, si A ∩ C0 = ∅ o A ∩ C0 es conexo, entonces T (A) = A y
dado que A ⊂ S(A) ⊂ T (A), se sigue que S(A) = A.
Ahora, supongamos que A ∩ C0 no es conexo. Entonces T (A) = A ∪ β. No-
temos que A ⊂ S(A). Ahora, sea x ∈ S(A). Si x ∈ β \ A, tenemos que
T (x) = x, aśı A ∩ T (x) = ∅. De donde x ∈ A. Por lo que, S(A) = A.
De lo anterior, concluimos que S(A) = A.
Finalmente, dado que T (v) = C0, por el Teorema 2.26, C no es aposindético.
Proposición 3.6. Sea X es un espacio conexo, regular y T1. Si X es local-
mente conexo, entonces S(A) = A para cada A ∈ 2X .
Demostración. La prueba se sigue de la Proposición 2.24 y del Teorema 3.5
inciso 2.
3.1.2. Conexidad y la función S
A diferencia de la función T de Jones, S(A) no siempre es conexo para A ∈
C(X). En esta parte discutiremos este problema. Comenzamos construyendo
un espacio métrico compacto y conexo en el cual se muestra que S(A) no
siempre es conexo para A ∈ C(X).
Ahora, consideremos dos abanicos armónicos ajenos, ver la Figura 2.5,
X1 y X2, dichos abanicos con barra ĺımite Cvi,ui , donde vi es el vértice del
abanico armónico y ui el punto final de la barra ĺımite de Xi, ver Figura 3.13.
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Figura 3.13: Abanicos armónicos.
Sea G el espacio que resulta de identificar a v1 con u2 y a v2 con u1,
ver la Figura 3.14. Sin pérdidad de generalidad, podemos suponer que C0 =
Cv1,u1 ∪ Cv2,u2 . Hagamos p = {u1, v2} y q = {u2, v1}.
Figura 3.14: El espacio G.
Ejemplo 3.7. El espacio G cumple las siguientes condiciones:
1. T (p) = Cv1,u1 y T (q) = Cv2,u2.
2. S(p) = S(q) = {p, q}.
Probaremos que S(p) = S(q) = {p, q}. Primero, calcularemos T (p). No-
temos que p ∈ T (p).
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Claramente si x ∈ G \ C0, entonces x /∈ T (p). Ahora, probaremos que si
x ∈ Cv2,u2 \ {p, q}, entonces x /∈ T (p). Sea x ∈ Cv2,u2 \ {p, q}. Por la forma en
que se construyó G, existe un abanico W , como en la Figura 3.15, contenido
en G tal que x ∈ int(W ) ⊂ W ⊂ G \ {p}. Aśı, x /∈ T (p).
Figura 3.15: x ∈ int(W ).
Ahora, para x ∈ Cv1,u1 , probaremos que x ∈ T (p). Sean x ∈ Cv1,u1 \{p, q}
y W ∈ C(G) tal que x ∈ int(W ). Probaremos que p ∈ W . Por la forma en
que se construyó G, existe un abanico W ′ ⊂ W , como en la Figura 3.16, tal
que x ∈ int(W ′) ⊂ int(W ) y p ∈ W ′. Por lo que p ∈ W . Aśı, x ∈ T (p).
Figura 3.16: x ∈ int(W ′).
En el caso de que x = q, sea W ∈ C(G) tal que q ∈ int(W ). Probaremos
que p ∈ W . Por la forma en que se construyó G, existe W ′ ∈ C(W ), como
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en la Figura 3.17, tal que q ∈ int(W ′) ⊂ int(W ) y p ∈ W ′. Por lo que p ∈ W .
Figura 3.17: q ∈ int(W ′).
De lo anterior, tenemos que T (p) = Cv1,u1 . Haciendo el mismo análisis,
tenemos que T (q) = Cv2,u2 .
Ahora vamos a calcular S(p). Sea x ∈ Cv1,u1 \ {p, q}. Claramente, T (x)
es el arco γ con extremos x y q, como en la Figura 3.18, el cual no contiene
a p. Por lo que, x /∈ S(p). Aśı, dado que T (p) = Cv1,u1 y T (q) = Cv2,u2 ,
S(p) = {p, q}.
De manera similar, se prueba que S(q) = {p, q}.
Figura 3.18: El arco γ.
Los siguientes dos teoremas son consecuencia inmediata del Teorema 3.5.
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Teorema 3.8. Si X es aposindético, entonces S(A) es conexo para cada
A ⊂ X ∈ C(X) .
Teorema 3.9. Si X es T1 e indescomponible, entonces S(A) es conexo para
cada A ⊂ X ∈ C(X).
Teorema 3.10. Sean X un espacio conexo y
S∗ = {(x, y) ∈ X ×X : x ∈ T (y) y y ∈ T (x)}
1. Si S(p) es conexo para cada p, entonces S∗ es conexo.
2. Si S∗ es conexo, entonces S(p) es conexo para algún p ∈ X.




Sea (x, y) ∈ S∗. Veamos que (x, y) ∈ {x} × S(x). Dado que {x} ∩ T (y) 6= ∅
y y ∈ T (x), y ∈ S(x). De donde (x, y) ∈ {x} × S(x). Por lo que S∗ ⊂⋃
p∈X
({p} × S(p)).
Para probar la otra contención, sea (x, y) ∈ {p} × S(p). Entonces x = p y
y ∈ S(p). Aśı y ∈ T (x) y T (y) ∩ {x} 6= ∅. De donde (x, y) ∈ S∗. Por lo que⋃
p∈X
({p} × S(p)) ⊂ S∗.
Notemos que la diagonal ∆ = {(x, x) : x ∈ X} ⊂ S∗ es conexa y ésta
intersecta a cada uno de los conjuntos {p}× S(p). Aśı, dado que cada {p}×
S(p) es conexo, S∗ es conexo.
Para ver 2, supongamos que para cada punto p ∈ X, S(p) = Hp ∪Kp donde







({p} ×Kp) notemos que los conjuntos {p} ×Hp y
{p} × Kp son cerrados en X × X pero S∗ =
⋃
p∈X







({p} ×Kp). Si (x, y) ∈ {p} ×Hp ∩ {q} ×Kp entonces x = p = q y
y ∈ Hp ∩ kp lo cual es una contradicción. Esto prueba que para algún p ∈ X,
S(p) es conexo.
Observación 3.11. En el Teorema 3.10, la hipótesis de la condición del
inciso 1, es necesaria, ya que en el Ejemplo 3.7 se tiene que S(x) = {x} para
cada x ∈ G \ {p, q} y que S∗ = {(x, x) : x ∈ G} ∪ {(p, q), (q, p)} el cual no es
conexo.
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3.1.3. Simetŕıa, aditividad e idempotencia de la fun-
ción S
Se sigue de la definición de la función S que cualquier continuo es pun-
tualmente S-simétrico (ver la parte 2 del Teorema 3.3) pero no siempre es
S-simétrico, ya que el espacio A como en el Ejemplo 2.5, es un puntualmente
S-simétrico pero no es S-simétrico, la prueba la realizaremos a continuación.













, ver Figura 3.19.
Figura 3.19: Los conjuntos A y B.
Primero calculamos T (A) y T (B). Dado que, para cada p ∈ A,
T (p) =
{
{p} si p ∈ A \ {L0},
[x, 1]× {0} si p = (x, 0) y x ∈ [0, 1].
tenemos que:




T (B) = [1
2
, 1]× {0}.
Ahora veamos S(A) y S(B). De lo probado en el Ejemplo 3.2 y de que
para cada p ∈ A,
T (p) =
{
{p} si p ∈ A \ {L0},
[x, 1]× {0} si p = (x, 0) y x ∈ [0, 1].















De lo anterior, se tiene que:




































Por lo tanto X no es S-simétrico.
Ahora vamos a presentar algunas relaciones entre simetŕıa y aditividad.
Teorema 3.12. Sea X un espacio topológico. Si X es S-simétrico, entonces
éste es S-aditivo.
Demostración. Sean A,B ⊂ X cerrados no vaćıos. Dado que S(A)∪S(B) ⊂
S(A∪B), es suficiente ver que S(A∪B) ⊂ S(A)∪ S(B). Sea x ∈ S(A∪B).
Como {x} ∩ S(A ∪ B) 6= ∅ y X es S-simétrico, S(x) ∩ (A ∪ B) 6= ∅. Aśı,
S(x) ∩ A 6= ∅ o S(x) ∩ B 6= ∅. Sin pérdidad de generalidad, supongamos
que S(x) ∩ A 6= ∅. De esta manera, por hipótesis, {x} ∩ S(A) 6= ∅, es decir
x ∈ S(A) y x ∈ S(A) ∪ S(B).
Por lo tanto S(A) ∪ S(B) = S(A ∪B) y X es S-aditivo.
Teorema 3.13. Si X es puntualmente T -simétrico, entonces S(p) = T (p)
para cada p ∈ X.
Demostración. Sea p ∈ X. Dado que S(p) ⊂ T (p), es sufiente probar que
T (p) ⊂ S(p). Sea x ∈ T (p). Como X es puntualmente T -simétrico, p ∈ T (x).
Aśı x ∈ S(p).
Por lo tanto S(p) = T (p).
Corolario 3.14. Sea X un espacio compacto y de Hasudorff. Si X es pun-
tualmente T -simétrico, entonces S(p) es conexo para cada p ∈ X.
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Demostración. Dado que X es puntualmente T -simétrico, por el Teorema
3.13, S(p) = T (p) para cada p ∈ X. Ahora por Corolario 2.20, T (p) es
conexo para cada p ∈ X. Por lo tanto S(p) es conexo para cada p ∈ X.
Corolario 3.15. Sea X un espacio compacto y de Hasudorff. Si X es T -
simétrico, entonces S(p) es conexo para cada p ∈ X
Teorema 3.16. Sea X un espacio T1. Si T es idempotente en X, entonces
para cada p ∈ X, S(p) = S(q) si q ∈ S(p).
Demostración. Sean p ∈ X y q ∈ S(p). Entonces q ∈ T (p) y p ∈ T (q).
Ahora, sea x ∈ S(p). Entonces x ∈ T (p) y p ∈ T (x). Como p ∈ T (q) y T
es idempotente en X, T (p) ⊆ T (T (q)) = T (q), aśı x ∈ T (q). Falta probar
que q ∈ T (x). Como p ∈ T (x), por la idempotencia de T , T (p) ⊆ T (T (x)) =
T (x). Aśı, dado que q ∈ T (p), q ∈ T (x). Por lo que x ∈ S(q). Esto prueba
que S(p) ⊂ S(q).
De manera similar se prueba que S(q) ⊂ S(p).
Por lo tanto S(q) = S(p).
Corolario 3.17. Sea X un espacio T1. Si T es idempotente en X, entonces
el conjunto {S(x) : x ∈ X} es una descomposición del espacio X.
Demostración. Para probar que {S(x) : x ∈ X} es una descomposición,
primero veremos que si S(p) 6= S(z) para x 6= z ∈ X, entonces S(p)∩S(z) =
∅. Sea q ∈ S(p)∩S(z), por el Teorema 3.16, S(p) = S(q) y S(z) = S(q). Por
lo que S(p) = S(z), lo cual es una contradicción. De donde, S(p)∩S(z) = ∅.
Ahora, para todo p ∈ X, se sigue del Teorema 3.3.1 que p ∈ S(p). Aśı




S(p) = X. Sólo veremos la prueba de la





Por lo tanto, hemos probado que {S(x) : x ∈ X} es una descomposición del
espacio X.
El siguiente teorema nos dice cuando S es idempotente.
Lema 3.18. Sean X un espacio topológico y A ⊂ X cerrado no vaćıo. Si T
es idempotente, entonces:
S(S(A)) = {p ∈ T (A) : S(A) ∩ T (p) 6= ∅}.
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Demostración. Por el Teorema 3.3.1, A ⊂ S(A) ⊂ T (A) y el Teorema 2.6.2,
T (A) ⊂ T (S(A)) ⊂ T (T (A)). Aśı, como T es idempotente, T (S(A)) = T (A).
Por lo que:
S(S(A)) = {p ∈ T (S(A)) : S(A) ∩ T (p) 6= ∅}
= {p ∈ T (A) : S(A) ∩ T (p) 6= ∅}.
Teorema 3.19. Sea X un espacio topológico. Si T es idempotente en X,
entonces S es idempotente en X.
Demostración. Sea A un subconjunto cerrado no vaćıo en X. Dado que
S(A) ⊂ S(S(A)), es suficiente ver que S(S(A)) ⊂ S(A). Sea x ∈ S(S(A)).
Por el Lema 3.18, x ∈ T (A). Finalmente, necesitamos probar que A∩T (x) 6=
∅. Como x ∈ S(S(A)), S(A) ∩ T (x) 6= ∅. Sea y ∈ S(A) ∩ T (x). Entonces
A ∩ T (y) 6= ∅ y T (y) ⊂ T (T (x)) = T (x). De donde, A ∩ T (x) 6= ∅. Aśı,
x ∈ S(A) por lo que S(S(A)) ⊂ S(A).
El siguiente Teorema nos dice que si T es idempotente en un continuo X,
entonces tenemos algún tipo de aditividad para la función S, es decir, para
cada p ∈ S(A), la unión de S(p) coincide con S(A).
Teorema 3.20. Sean X un espacio topológico y A ⊂ X cerrado no vaćıo.




Demostración. Sea A ⊂ X cerrado no vaćıo. Para probar la primera con-








Para probar la otra contención, sean p ∈ S(A) y w ∈ S(p). Probaremos
que w ∈ S(A). Dado que w ∈ T (p) y p ∈ T (A), tenemos que w ∈ T (p) ⊆
T (T (A)). Ahora, como T es idempotente, w ∈ T (A). Finalmente, veamos que
A∩T (w) 6= ∅. Como w ∈ S(p), por el Teorema 3.3.2, p ∈ S(w), aśı p ∈ T (w).
De lo anterior y de que T es idempotente, p ∈ T (p) ⊆ T (T (w)) = T (w). De
donde, T (p) ⊆ T (w). Ahora, dado que A∩T (p) 6= ∅ (p ∈ S(A)), A∩T (w) 6= ∅.
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3.1.4. Continuidad de la función S
Sean X un continuo. Consideremos a 2X con la topoloǵıa de Vietoris. Sea
Θ : 2X → 2X una función.
Decimos que Θ es semicontinua superiormente si el conjunto {A ∈ 2X :
Θ(A) ⊆ U} es abierto en 2X para todo conjunto abierto U ⊂ X.
Decimos que Θ es semicontinua inferiormente si el conjunto {A ∈ 2X :
Θ(A) ∩ U 6= ∅} es abierto en 2X para todo conjunto abierto U ⊂ X.
Teorema 3.21. La función Θ : 2X → 2X es continua si y sólo si es semi-
continua inferiormente y semicontinua superiormente.
Demostración. Sea U un abierto en X. Por Lema 1.33 e), f), tenemos que
1. {A ∈ 2X : Θ(A) ∩ U 6= ∅} = Θ−1(〈U,X〉),
2. {A ∈ 2X : Θ(A) ⊆ U} = Θ−1(〈U〉).
Usando que 〈U,X〉, 〈U〉 son abiertos en 2X y si Θ es continua, entonces Θ es
semicontinua inferiormente y semicontinua superiormente.
Ahora, si {A ∈ 2X : Θ(A) ∩ U 6= ∅} y {A ∈ 2X : Θ(A) ⊆ U} son abiertos en
2X , entonces Θ es continua.
Como una consecuencia inmediata del Teorema 3.5 y la Proposición 3.6
tenemos el siguiente resultado.
Teorema 3.22. Sea X un espacio topológico conexo. Si X satisface una de
la siguiente condiciones:
1. Indescomponible,
2. Aposindético y T1,
3. Localmente conexo, regular y T1,
entonces S|2X es continua.
Demostración. Para la prueba de la continuidad de S|2X , usaremos el Teo-
rema 3.21. Supongamos que X es indescomponible. Por el Teorema 3.21.1,
es suficiente probar que S|2X es semicontinua inferiormente y semicontinua
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superiormente. Sean U un abierto de X. Si U 6= X, por el Teorema 3.5.1,
{A ∈ 2X : S(A) = X ⊆ U} = ∅. Ahora, en el caso de que U = X, por el
Teorema 3.5.1, {A ∈ 2X : S(A) = X} = 2X . Por lo que S|2X es semicontinua
superiormente.
Por el Teorema 3.5, {A ∈ 2X : S(A) ∩ U 6= ∅} = {A ∈ 2X : X ∩ U 6=
∅} = 2X . Por lo que S|2X es semicontinua inferiormente. Por lo tanto S|2X es
continua.
Ahora, consideremos que X es aposindético. Sea U un abierto de X. Por
el Teorema 3.21.2, se tiene que:
{A ∈ 2X : S(A) ⊆ U} = 〈U〉 y
{A ∈ 2X : S(A) ∩ U 6= ∅} = 〈U,X〉.
De lo anterior, S|2X es semicontinua inferiormente y superiormente. Por el
Teorema 3.21.1, S|2X es continua.
Para el caso en que X es localmente conexo, por la Proposición 3.6, la
prueba es similar a la anterior.
El ejemplo 3.7 muestra que S no es continua incluso si es restringida a X.
En efecto, existe una sucesión {xn} que converge a p tal que S(xn) = {xn}
mientras que S(p) = {p, q}.
Teorema 3.23. Sea X un continuo. Entonces S|2X es semicontinua supe-
riormente.
Demostración. Sean V un abierto en X y W = {A ∈ 2X : S(A) ⊆ V }. Para
demostrar queW es abierto en 2X , es suficiente probar que 2X \W es cerrado
en 2X . Hagamos K = 2X\W . Notemos que K = {A ∈ 2X : S(A)∩X\V 6= ∅}.
Sean A ∈ cl2X (K) y {An} ⊆ K una sucesión que converge a A. Con el fin
de probar que A ∈ K, es suficiente ver que S(A) ∩ X \ V 6= ∅. Como cada
An ∈ K, existe yn ∈ S(An) ∩ (X \ V ) para cada n ∈ N. Por la compacidad
de X, podemos suponer que {yn} converge a y en X. Dado que (X \ V ) es
cerrado, y ∈ X\V . Por otra parte, necesitamos probar que y ∈ S(A). Primero
veremos que y ∈ T (A). Sea C un subcontinuo de X tal que y ∈ int(C).
Veamos que C ∩ A 6= ∅. Como y ∈ int(C), existe N ∈ N tal que yn ∈ int(C)
para n > N . Aśı, dado que yn ∈ T (An) para n > N , C ∩ An 6= ∅ para
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todo n > N . A continuación probaremos que C ∩ A 6= ∅. Por cada n > N ,
sea xn ∈ C ∩ An. Por la compacidad de X, podemos suponer que {xn}n>N
converge a x en X. Aśı, por la Proposición 1.44, x ∈ A ∩ C. Esto prueba
que y ∈ T (A). Finalmente, veremos que A ∩ T (y) 6= ∅. Como yn ∈ S(An),
An ∩ T (yn) 6= ∅. Por cada n ∈ N, sea xn ∈ An ∩ T (yn). Por la compacidad
de X, podemos suponer que xn converge a algún x ∈ X. Por la Proposición
1.44, x ∈ A. Ahora veremos que x ∈ T (y). Sea C un subcontinuo de X tal
que x ∈ int(C). Vamos a probar que y ∈ C. Sea N0 ∈ N tal que xn ∈ int(C)
para todo n > N0. Como xn ∈ T (yn), yn ∈ C para todo n > N0. Aśı, yn ∈ C
para todo n > N0. Dado que C es cerrado, y ∈ C. Por lo que x ∈ A ∩ T (y).
Lo anterior prueba que y ∈ S(A)∩X \V . Concluimos que K es cerrado. Por
lo tanto W es abierto y S|2X es semicontinua superiormente.
Corolario 3.24. Sea X un continuo métrico. Entonces S|2X es continua si
y sólo si S|2X es semicontinua inferiormente.
Demostración. Para la Necesidad, si S|2X es continua, por el Teorema 3.21,
S|2X es semicontinua superiormente y semicontinua inferiormente. Para la
Suficiencia, como S|2X semicontinua inferiormente y por los Teoremas 3.23 y
3.21, S|2X es continua.
3.1.5. Relación entre las funciones T de Jones, K y S
La función S es definida usando la función T de Jones y está estrecha-
mente relacionada con la función K, la cual definimos a continuación.




{W ∈ C(X) : A ⊆ int(W )}.
En el caso en que A = {p}, escribiremos K(p) en lugar de K({p}).
Proposición 3.25. Sean X un continuo y p, x ∈ X. Entonces p ∈ T (x) si y
sólo si x ∈ K(p).
Demostración. La prueba se sigue de ambas definiciones.
Teorema 3.26. Sea X un continuo. Entonces se tienen las siguientes con-
diciones:
1. Si A ⊂ B ⊂ X, entonces K(A) ⊂ K(B),
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2. S(p) = T (p) ∩K(p) para cada p ∈ X,
3. S(A) ⊂ T (A) ∩K(A) para cada A ∈ 2X ,
4. S(A) = T (A) ∩K(A) para cada A ∈ C(X).
Demostración. La prueba de 1, se sigue de que:
{W ∈ C(X) : B ∈ int(W )} ⊂ {W ∈ C(X) : A ∈ int(W )}.
Veamos 2. Para probar la primera contención, sea x ∈ S(p). Entonces
x ∈ T (p) y p ∈ T (x). Por la Proposición 3.25, x ∈ K(p). Aśı, x ∈ T (p)∩K(p).
Para la otra contención. Sea x ∈ T (p) ∩ K(p). Entonces x ∈ T (p). Como
x ∈ K(p), por la Proposición 3.25, p ∈ T (x). De donde x ∈ S(p).
Probaremos 3. Sea x ∈ S(A), entonces x ∈ T (A) y A ∩ T (x) 6= ∅. Sea
a ∈ A ∩ T (x), entonces a ∈ T (x) lo cual implica que x ∈ K(a) ⊆ K(A). Aśı
x ∈ T (A) ∩K(A).
Para demostrar 4. sean A ∈ C(X) y x ∈ T (A) ∩ K(A). Probaremos
que x ∈ S(A). Notemos que x ∈ T (A). Falta probar que A ∩ T (x) 6= ∅.
Supongamos que A ∩ T (x) = ∅. Entonces para cada a ∈ A, a /∈ T (x), aśı,
para cada a ∈ A, existe un continuo Wa tal que a ∈ int(Wa) y x /∈ Wa. Como
{int(Wa)}a∈A es una cubierta abierta para A y A es compacto, existe n ∈ N




Claramente M es compacto, A ⊂ int(M) y x /∈ M . Dado que A es conexo
y cada Wai es conexo, M es conexo. De donde x /∈ K(A), lo cual es una
contradicción. Aśı A ∩ T (x) 6= ∅. Por lo tanto x ∈ S(A).
La otra contención se sigue del inciso 2.
Observamos que en el Teorema 3.26, inciso 3, la igualdad no se tiene en
general, por lo que vamos a construir un continuo Z para el cual existe A ∈ 2Z
tal que S(A) 6= T (A)∩K(A). Sea Z el espacio obtenido al hacer la unión de
dos abanicos armónicos F1 y F2 contenidos en R2 tales que F1∩F2 = {(1, 0)}
y los puntos (0, 0), (1, 0) son los vértices de F1 y F2, respectivamente, donde
las barras ĺımites de F1 y F2 son [0, 1] × {0} y [1, 2] × {0}, resp., como en












}, ver la Figura 3.20,
probaremos que S(A) 6= T (A) ∩K(A).
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Figura 3.20: El continuo Z = F1 ∪ F2.












× {0}, ver Figura 3.21.
Figura 3.21: T (A).
Ahora, veamos que K(A) = [0, 3
2













} ⊂ int(W ). Por la construcción de Z, [0, 3
2
]× {0} ⊂ W , ver la
Figura 3.22.
Figura 3.22: [0, 3
2
]× {0} ⊂ W .
Ahora, probaremos que para cada z ∈ Z \ [0, 3
2
] × {0}, z /∈ K(A). Sea
z ∈ Z \ [0, 3
2
]×{0}. Supongamos que z ∈ (3
2
, 2]×{0}. Por la construcción de
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} ⊂ int(W ) y z /∈ W , ver Figura
3.23. Aśı, z /∈ K(A).
Figura 3.23: z /∈ W .
Para el caso en que z ∈ Z \ [0, 2] × {0}, por la construcción de Z, existe












} ⊂ int(W ) y z /∈ W , ver Figura 3.24. De
donde z /∈ K(A).
Figura 3.24: z /∈ W .
De lo anterior, K(A) = [0, 3
2
]× {0}.































, ver Figura 3.25.
CAPÍTULO 3. LA FUNCIÓN S 73
Figura 3.25: T (A) ∩K(A).
Finalmente, probaremos que S(A) = A, ver Figura 3.26. Sea (x, 0) ∈






× {0}, entonces T ((x, 0)) = [x, 1] × {0}. Ahora,






× {0}, entonces T ((x, 0)) = [x, 2]× {0}. En
cualquiera de los casos T (x) ∩ A = ∅. De donde (x, 0) /∈ S(A). Concluimos
que S(A) = A.
Figura 3.26: S(A).
Por lo tanto S(A) 6= T (A) ∩K(A).
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