A widely deployed method for reducing the training time of deep neural networks is to normalize activations at each layer. Although various normalization schemes have been proposed, they all follow a common theme: normalize across spatial dimensions and discard the extracted statistics. In this paper, we propose a novel normalization method that noticeably departs from this convention. Our approach, which we refer to as Positional Normalization (PONO), normalizes exclusively across channels -a naturally appealing dimension, which captures the first and second moments of features extracted at a particular image position. We argue that these moments convey structural information about the input image and the extracted features, which opens a new avenue along which a network can benefit from feature normalization: Instead of disregarding the PONO normalization constants, we propose to re-inject them into later layers to preserve or transfer structural information in generative networks. * : Equal contribution.
INTRODUCTION
Conv1_2 Conv2_2 Conv3_4 Conv4_4 Input σ µ µ σ Figure 1 : The mean µ and standard deviation σ extracted by PONO at different layers of VGG-19 capture structural information from the input images.
A key innovation that enabled the undeniable success of deep learning is the internal normalization of activations. Although normalizing inputs had always been one of the "tricks of the trade" for training neural networks (LeCun et al., 2012) , batch normalization (BN) (Ioffe and Szegedy, 2015) extended this practice to every layer, which turned out to have crucial benefits for deep networks. While the success of normalization methods was initially attributed to "reducing internal covariate shift" in hidden layers (Ioffe and Szegedy, 2015; Lei Ba et al., 2016) , an array of recent studies (Balduzzi et al., 2017; van Laarhoven, 2017; Santurkar et al., 2018; Bjorck et al., 2018; Hoffer et al., 2018; Arora et al., 2019) has provided evidence that BN changes the loss surface and prevents divergence even with large step sizes (Bjorck et al., 2018) , which accelerates training (Ioffe and Szegedy, 2015) .
Multiple normalization schemes have been proposed, each with its own set of advantages: Batch normalization (Ioffe and Szegedy, 2015) benefits training of deep networks primarily in computer vision tasks. Group normalization (Wu and He, 2018) is often the first choice for small mini-batch settings such as object detection and instance segmentation tasks. Layer Normalization (Lei Ba et al., 2016) is well suited to NLP tasks. Instance normalization (Ulyanov et al., 2016) is widely used in image synthesis owing to its apparent ability to remove style information from the inputs. However, all aforementioned normalization schemes follow a common theme: they normalize across spatial dimensions and discard the extracted statistics. The philosophy behind their design is that the first two moments are considered expendable and should be removed.
In this paper, we introduce Positional Normalization (PONO), which normalizes the activations at each position independently across the channels. The extracted mean and standard deviation capture the coarse structural information of an input image (see Figure 1 ). Although removing the first two moments does benefit training, it also eliminates Figure 2 : Positional Normalization together with previous normalization methods. In the figure, each subplot shows a feature map tensor, with B as the batch axis, C as the channel axis, and (H, W ) as the spatial axis. The entries colored in green or blue (ours) are normalized by the same mean and standard deviation. Unlike previous methods, our method processes each position independently, and compute both statistics across the channels.
important information about the image, which -in the case of a generative model -would have to be painfully relearned in the decoder. Instead, we propose to bypass and inject the two moments into a later layer of the network, which we refer to as Moment Shortcut (MS) connection.
PONO is complementary to previously proposed normalization methods (such as BN) and as such can and should be applied jointly. We provide evidence that PONO has the potential to substantially enhance the performance of generative models and can exhibit favorable stability throughout the training procedure in comparison with other methods. PONO is designed to deal with spatial information, primarily targeted at generative (Goodfellow et al., 2014; and sequential models (Sutskever et al., 2014; Karpathy et al., 2014; Hochreiter and Schmidhuber, 1997; Rumelhart et al., 1986) . We explore the benefits of PONO with MS in several initial experiments across different model architectures and image generation tasks and provide code online at https://github.com/Boyiliee/PONO.
RELATED WORK
Normalization is generally applied to improve convergence speed during training (Orr and Müller, 2003) . Normalization methods for neural networks can be roughly categorized into two regimes: normalization of weights (Salimans and Kingma, 2016; Miyato et al., 2018; Wu et al., 2019; Qiao et al., 2019) and normalization of activations (Ioffe and Szegedy, 2015; Lei Ba et al., 2016; Wu and He, 2018; Lyu and Simoncelli, 2008; Jarrett et al., 2009; Krizhevsky et al., 2012; Ulyanov et al., 2016; Luo et al., 2018; . In this work, we focus on the latter.
Given the activations X ∈ R B×C×H×W (where B is the batch size, C is the number of channels, H is the height, and W is the width) in a given layer of a neural net, the normalization methods differ in the dimensions over which they compute the mean and variance, see Figure 2 . In general, activation normalization methods compute the mean µ and standard deviation (std) σ of the features in their own manner, normalize the features with these statistics, and optionally apply an affine transformation with parameters β (new mean) and γ (new std). This can be written as
Batch Normalization (BN) (Ioffe and Szegedy, 2015) computes µ and σ across the B, H, and W dimensions. BN increases the robustness of the network with respect to high learning rates and weight initializations (Bjorck et al., 2018) , which in turn drastically improves the convergence rate. Synchronized Batch Normalization treats features of mini-batches across multiple GPUs like a single mini-batch. Instance Normalization (IN) (Ulyanov et al., 2016) treats each instance in a mini-batch independently and computes the statistics across only spatial dimensions (H and W). IN aims to make a small change in the stylization architecture results in a significant qualitative improvement in the generated images. Layer Normalization (LN) normalizes all features of an instance within a layer jointly, i.e., calculating the statistics over the C, H, and W dimensions. LN is beneficial in natural language processing applications (Lei Ba et al., 2016; Vaswani et al., 2017) . Notably, none of the aforementioned methods normalize the information at different spatial position independently. This limitation gives rise to our proposed Positional Normalization.
Batch Normalization introduces two learned parameters β and γ to allow the model to adjust the mean and std of the post-normalized features. Specifically, β, γ ∈ R C are channel-wise parameters. Conditional instance normalization (CIN) (Dumoulin et al., 2017) keeps a set parameter of pairs {(β i , γ i )|i ∈ {1, . . . , N }} which enables the model to have N different behaviors conditioned on a style class label i. Adaptive instance normalization (AdaIN) (Huang and Belongie, 2017) generalizes this to an infinite number of styles by using the µ and σ of IN borrowed from another image as the β and γ. Dynamic Layer Normalization (DLN) (Kim et al., 2017) relies on a neural network to generate the β and γ. Later works Karras et al., 2018) refine AdaIN and generate the β and γ of AdaIN dynamically using a dedicated neural network. Conditional batch normalization (CBN) (De Vries et al., 2017) follows a similar spirit and uses a neural network that takes text as input to predict the residual of β and γ, which is shown to be beneficial to visual question answering models.
Notably, all aforementioned methods generate β and γ as vectors, shared across spatial positions. In contrast, Spatially Adaptive Denormalization (SPADE) (Park et al., 2019) , an extension of Synchronized Batch Normalization with dynamically predicted weights, generates the spatially dependent β, γ ∈ R B×C×H×W using a two-layer ConvNet with raw images as inputs.
Finally, we introduce shortcut connections to transfer the first and second moment from early to later layers. Similar skip connections (with add, concat operations) have been introduced in ResNets (He et al., 2016) and DenseNets and earlier works (Bishop, 1995; Hochreiter and Schmidhuber, 1997; Ripley, 2007; Srivastava et al., 2015; Kim et al., 2016) , and are highly effective at improving network optimization and convergence properties (Li et al., 2018b) . Prior work has shown that feature normalization has a strong beneficial effect on the convergence behavior of neural networks (Bjorck et al., 2018) . Although we agree with these findings, in this paper we claim that removing the first and second order information at multiple stages throughout the network may also deprive the deep net of potentially useful information -particularly in the context of generative models, where a plausible image needs to be generated.
POSITIONAL NORMALIZATION AND MOMENT SHORTCUT
PONO. We start with the premise that the normalization constant should not be considered disposable. In contrast, we explicitly propose to normalize the activations within a layer exclusively across the channel direction in order to capture meaningful statistics about the extracted features. The resulting normalization scheme, which we refer to as Positional Normalization (PONO), is position dependent --i.e. we normalize all pixel locations independently of each other (see Figure 2 ). Formally, PONO computes
where is a tiny stability constant (e.g., 10 −5 ).
Properties. Unlike BN, LN, CN, and GN which treat all pixels jointly, PONO computes the statistic at each spatial position. This local nature ensures that PONO is translation, scaling, and rotation invariant. Further, it is complementary to existing normalization methods and, as such, can be applied in combination with e.g. BN.
Visualization. As we are extracting the mean and variance for each pixel location, we can readily visualize them as images. Such visualizations can be revealing, as they indicate what features a deep net extracts and could potentially be used to debug or improve network architectures. Figure 1 shows heat-maps of the µ and σ captured by PONO at several layers (Conv1_2, Conv2_2, Conv3_4, and Conv4_4) of VGG-19 (Simonyan and Zisserman, 2015) . The figure reveals that the features in lower layers capture the silhouette of a cat while higher layers locate the position of noses, eyes, and the end points of ears --suggesting that later layers may focus on higher level concepts corresponding to essential facial features (eyes, nose, mouth). We also observe a similar phenomenon from the features of ResNets (He et al., 2016) and DenseNets ) (see Figure 3 and Appendix). The resulting images are reminiscent of similar statistics captured in texture synthesis (Freeman and Adelson, 1991; Osada et al., 2002; Dryden, 2014; Efros and Leung, 1999; Efros and Freeman, 2001; Heeger and Bergen, 1995; Wei and Levoy, 2000) . We observe that unlike VGG and ResNet, DenseNet exhibits strange behavior on corners and boundaries which may degrade performance when fine-tuned on tasks requiring spatial information such as object detection or segmentation. This suggests that the padding and downsampling procedure of DenseNet should be revisited and may lead to improvements if fixed, see Figure 3 .
The visualizations of the PONO statistics indicate that the mean µ and the standard deviation σ may indeed capture structural information of the image and extracted features, similar to the way statistics computed by IN have the tendency to capture aspects of the style of the input image (Ulyanov et al., 2016; Huang and Belongie, 2017) . This extraction of valuable information motivates the Moment Shortcut described in the subsequent section.
MOMENT SHORTCUT
In generative models, a deep net is trained to generate an output image from some inputs (images). Typically, generative models follow an encoder-decoder architecture, where the encoder digests an image into a condensed form and the decoder recovers a plausible image with some desired properties. U-Nets (Ronneberger et al., 2015) famously achieve strong results and compelling optimization properties in generative models through the introduction of skip connections from the encoder to the decoder. PONO gives rise to an interesting variant of such skip connections. Instead of connecting all channels, we only "fast-forward" the positional moment information µ and σ extracted from earlier layers. We refer to this approach as Moment Shortcut (MS).
Autoencoders. Figure 4 (left) illustrates the use of MS in the context of an autoencoder. Here, we extract the first two moments of the activations (µ, σ) in an encoder layer, and send them to a corresponding decoder layer. Importantly, the mean is added in the encoder, and the std is multiplied, similar to (β, γ) in the standard BN layer. To be specific, MS(x) = γF (x) + β, where F is modeled by the intermediate layers, and the β and γ are the µ and σ extracted from the input x. MS biases the decoder explicitly so that the activations in the decoder layers give rise to similar statistics than corresponding layers in the encoder. As MS shortcut connections can be used with and without normalization, we refer to the combination of PONO with MS as PONO-MS throughout.
Provided PONO does capture essential structural signatures from the input images, we can use the extracted moments to transfer this information from a source to a target image. This opens an opportunity to go beyond autoencoders and use PONO-MS in image-to-image translation settings, for example in the context of CycleGAN and Pix2Pix . Here, we transfer the structure (through µ and σ) of one image from the encoder to the decoder of another image.
Dynamic Moment Shortcut. Inspired by Dynamic Layer Normalization and similar works (Kim et al., 2017; Karras et al., 2018; Chen et al., 2018a; Park et al., 2019) , we propose a natural extension called Dynamic Moment Shortcut (DMS): instead of re-injecting µ and σ as is, we use a convolutional neural network that takes µ and σ as inputs to generate the β and γ for MS. This network can either generate one-channel outputs β, γ ∈ R B×1×H×W or multi-channel outputs β, γ ∈ R B×C×H×W (like (Park et al., 2019) ). The right part of Figure 4 illustrates DMS with one-channel output. DMS is particularly helpful when the task involves shape deformation or distortion. We refer to this approach as PONO-DMS in the following sections. In our experiments, we explore using a ConvNet with either one or two layers.
EXPERIMENTS AND ANALYSIS
We conduct our experiments on unpaired and paired image translation tasks using CycleGAN and Pix2pix as baselines, respectively.
EXPERIMENTAL SETUP
We follow the same setup as CycleGAN and Pix2pix (Laffont et al., 2014) for training, and 2,287 images for testing. The first, third, and fourth are paired image datasets; the second is an unpaired image dataset. We use the first and second for CycleGAN, and all the paired-image datasets for Pix2pix.
Evaluation metrics. We use two evaluation metrics, as follows.
(1) Fréchet Inception Distance (Heusel et al., 2017) between the output images and all test images in the target domain. FID uses an Inception model pretrained on ImageNet (Deng et al., 2009) to extract image features. Based on the means and covariance matrices of the two sets of extracted features, FID is able to estimate how different two distributions are.
(2) Average Learned Perceptual Image Patch Similarity distance (Zhang et al., 2018) of all output and target image pairs. LPIPS is based on pretrained AlexNet (Krizhevsky et al., 2012) features 2 , which has been shown (Zhang et al., 2018) to be highly correlated to human judgment.
Baselines. We include four baseline approaches: (1) CycleGAN or Pix2pix baselines; (2) these baselines with SPADE (Park et al., 2019) , which passes the input image through a 2-layer ConvNet and generates the β and γ for BN in the decoder.
(3) the baseline with additive skip connections where encoder activations are added to decoder activations; (4) the baseline with concatenated skip connections, where encoder activations are concatenated to decoder activations as additional channels (similar to U-Nets (Ronneberger et al., 2015) ). For all models, we follow the same setup as CycleGAN and Pix2pix using their implementations. Throughout we use the hyper-parameters suggested by the original authors.
COMPARISON AGAINST BASELINES
We add PONO-MS and PONO-DMS to the CycleGAN generator; see the Appendix for the model architecture. Table 1 shows that both cases outperform all baselines at transforming maps into photos, with the only exception of SPADE (which however performs worse in the other direction).
Although skip connections could help make up for the lost information, we postulate that directly adding the intermediate features back may introduce too much unnecessary information and might distract the model. Unlike the skip connections, SPADE uses the input to predict the parameters for normalization. However, on Photo → Map, the model has to learn to compress the input photos and extract structural information from it. A re-introduction of the original raw input may disturb this process and explain the worse performance. In contrast, PONO-MS normalizes exclusively across channels which allows us to capture structural information of a particular input image and re-inject/transfer it to later layers. , Cityscapes (Cordts et al., 2016) , and Day2Night. Note: for all scores, the lower the better (SL is short for Semantic labels).
The Pix2pix model ) is a conditional adversarial network introduced as a general-purpose solution for image-to-image translation problems. Here we conduct experiments on whether PONO-MS helps Pix2pix with Maps , Cityscapes (Cordts et al., 2016) and Day ↔ Night (Laffont et al., 2014) . We train for 200 epochs and compare the results with/without PONO-MS, under similar conditions with matching number of parameters. Results are summarized in Table 2 . Table 3 contains the results of several experiments to evaluate the sensitivities and design choices of PONO-MS and PONO-DMS. Further, we evaluate Moment Shortcut (MS) without PONO, where we bypass both statistics, µ and σ, without normalizing the features. The results indicate that PONO-MS outperforms MS alone, which suggests that normalizing activations with PONO is beneficial. PONO-DMS can lead to further improvements, and some settings (e.g. 1 conv 3 × 3, multi-channel) consistently outperform PONO-MS. Here, multi-channel predictions are clearly superior over single-channel predictions but we do not observe consistent improvements from a 5 × 5 rather than a 3 × 3 kernel size.
ABLATION STUDY
Normalizations. As mentioned earlier, PONO-MS can be applied jointly with other normalization methods. In Table 4 we evaluate four normalization approaches (BN, IN, LN, GN) 
FURTHER ANALYSIS AND EXPLORATIONS
In this section, we apply PONO-MS to two state-of-the-art unsupervised image-to-image translation models: MU-NIT and DRIT . Both approaches may arguably be considered concurrent works and share a similar design philosophy. Both aim to translate an image from a source to a target domain, while imposing the attributes (or the style) of another target domain image.
As task, we are provided with an image x A in source domain A and an image x B in target domain B. DRIT uses two encoders, one to extract content features c A from x A , and the other to extract attribute features a B from x B . A decoder then takes c A and a B as inputs to generate the output image x A→B . MUNIT follows a similar pipeline. Both approaches are trained on the two directions, A → B and B → A, simultaneously. We apply PONO to DRIT or MUNIT immediately after the first three convolution layers (convolution layers before the residual blocks) of the content encoders. We then use MS before the last three transposed convolution layers with matching decoder sizes. We follow the DRIT and MUNIT frameworks and consider the extracted statistics (µ's and σ's) as part of the content tensors.
EXPERIMENTAL SETUP
We consider two datasets provided by the authors of DRIT: 1) Portrait ↔ Photo with 1714 painting images and 6352 human photos for training, and 100 images in each domain for testing and 2) Cat ↔ Dog containing 771 cat images and 1264 dog images for training, and 100 images in each domain for testing.
In the following experiments, we use the official codebases 3 , closely follow their proposed hyperparameters and train all models for 200K iterations. We use the holdout test images as the inputs for evaluation. For each image in the source domain, we randomly sample 20 images in the target domain to extract the attributes and generate 20 output images. We consider four evaluation metrics: 1) FID (Heusel et al., 2017) : Fréchet Inception Distance between the output images and all test images in the target domain, 2) LPIPS attr (Zhang et al., 2018) : average LPIPS distance between each output image and its corresponding input image in the target domain, 3) LPIPS cont : average LPIPS distance between each output image and its input in the source domain, and 4) perceptual loss (VGG) (Simonyan and Zisserman, 2015; Johnson et al., 2016) : L1 distance between the VGG-19 Conv4_4 features (Chen et al., 2018b) of each output image and its corresponding input in the source domain. The FID and LPIPS attr are used to estimate how likely the outputs are to belong to the target domain, while LPIPS cont and VGG loss are adopted to estimate how much the outputs preserve the structural information in the inputs. All of them are distance metrics where lower is better. The original implementations of DRIT and MUNIT assume differently sized input images (216x216 and 256x256, respectively), which precludes a direct comparison across approaches. Figure 5 shows the qualitative results on the Cat ↔ Dog dataset. (Here we show the results of MUNIT' + PONO-MS which will be explained later.) We observe a clear trend that PONO-MS helps these two models obtain more plausible results. We observe the models with PONO-MS is able to capture the content features and attributes distributions, which motivates baseline models to digest different information from both domains. For example, in the first row, when translating cat to dog, DRIT with PONO-MS is able to capture the cat's facial expression, and MUNIT with PONO-MS could successfully generate dog images with plausible content, which largely boosts the performance of the baseline models. More qualitative results of randomly selected inputs are provided in the Appendix. Table 5 show the quantitative results on both Cat ↔ Dog and Portrait ↔ Photo datasets. PONO-MS improves the performance of both models on all instance-level metrics (LPIPS attr , LPIPS cont , and VGG loss). However, the datasetlevel metric, FID, doesn't improve too much. We believe the reason is that FID is calculated based on the first two order statistic of Inception features and may discard some subtle differences between each output pair.
RESULTS OF ATTRIBUTE CONTROLLED IMAGE TRANSLATION
Interestingly MUNIT, while being larger than DRIT (30M parameters vs. 10M parameters), doesn't perform better on these two datasets. One reason for its relatively poor performance could be that the model was not designed for these datasets (MUNIT uses a much larger unpublished dogs to big cats dataset), the dataset are very small, and the default image resolution is slightly different. To further improve MUNIT + PONO-MS, we add one more Conv3x3-LN-ReLU layer before the output layer. Without this, there is only one layer between the outputs and the last re-introduced µ and σ. Therefore, adding one additional layer allows the model to learn a nonlinear function of these µ and σ. We call this model MUNIT' + PONO-MS. Adding this additional layer significantly enhances the performance of MUNIT while introducing only 75K parameters (about 0.2%). We also provide the numbers of MUNIT' (MUNIT with one additional layer) as a baseline for a fair comparison.
Admittedly, the state-of-the-art generative models employ complex architecture and a variety of loss functions; therefore, unveiling the full potential of PONO-MS on these models can be nontrivial and required further explorations. It is fair to admit that the results of all model variations are still largely unsatisfactory and the image translation task remains an open research problem.
However, we hope that our experiments on DRIT and MUNIT may shed some light on the potential value of PONO-MS, which could open new interesting directions of research for neural architecture design.
CONCLUSION AND FUTURE WORK
In this paper, we propose a novel normalization technique, Positional Normalization (PONO), in combination with a purposely limited variant of shortcut connections, Moment Shortcut (MS). When applied to various generative models, we observe that the resulting model is able to preserve structural aspects of the input, improving the plausibility performance according to established metrics. PONO and MS can be implemented in a few lines of code (see Appendix). Similar to Instance Normalization, which has been observed to capture the style of image (Huang and Belongie, 2017; Karras et al., 2018; Ulyanov et al., 2016) , Positional Normalization captures structural information. As future work , while for DRIT the improvement is marginal. MUNIT' is MUNIT with one more Conv3x3-LN-ReLU layer before the output layer in the decoder, which introduces 0.2% parameters into the generator. Note: for all scores, the lower the better. we plan to further explore such disentangling of structural and style information in the design of modern neural architectures. It is possible that PONO and MS can be applied to a variety of tasks such as image segmentation (Long et al., 2015; Ronneberger et al., 2015) , denoising (Xie et al., 2012; Li et al., 2017) , inpainting , super-resolution (Dong et al., 2014) , and structured output prediction (Sohn et al., 2015) . Further, beyond single image data, PONO and MS may also be applied to video data Li et al., 2018a) , 3D voxel grids (Tran et al., 2015; Carreira and Zisserman, 2017) , or tasks in natural language processing (Devlin et al., 2018) .
Finally, Group Normalization (GN) lies between IN and LN, it devides the channels into G groups and apply layer normalization within a group. When G = 1, GN becomes LN. Conversely, when the G = C, it is identical to IN. To define it formally, it computes µ b,g = E c∈Sg,h,w [X b,c,h,w ], σ b,g = E c∈Sg,h,w [X 2 b,c,h,w − µ b,g ] + ,
where S g = { (g−1)C G + 1 , . . . , gC G }.
C PONO STATISTICS OF MODELS PRETRAINED ON IMAGENET Figure 6 shows the means and the standard deviations extracted by PONO based on the features generated by VGG-19 (Simonyan and Zisserman, 2015) , ResNet-152 (He et al., 2016) , and DenseNet-161 pretrained on ImageNet (Deng et al., 2009 ).
D IMPLEMENTATION DETAILS
We add PONO to the encoder right after a convolution operation and before other normalization or nonlinear activation function. Figure 7 shows the model architecture of CycleGAN with Positional Normalization. Pix2pix uses the same architecture.
E QUALITATIVE RESULTS BASED ON CYCLEGAN AND PIX2PIX
We show some outputs of CycleGAN in Figure 8 . The Pix2pix outputs are shown in Figure 9 .
F QUALITATIVE RESULTS BASED ON DRIT AND MUNIT.
We randomly sample 10 cat and dog image pairs and show the outputs of DRIT, DRIT + PONO-MS, MUNIT, and MUNIT' PONO-MS in Figure 10 .
G PONO IN IMAGE CLASSIFICATION
To evaluate PONO on image classification task, we add PONO to the begining of each ResBlock of ResNet-18 (He et al., 2016) (also affects the shortcut). We followed the common training procedure base on Wei Yang's open sourced code 4 on ImageNet (Krizhevsky et al., 2012) . Figure 11 shows that with PONO, the training loss and error are reduced significantly and the validation error also drops slightly from 30.09 to 30.01. Admittedly, this is not a significant improvement. We believe that this result may inspire some future architecture design. 
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Res-Block 47 Conv1 Conv1 Figure 6 : We extract the PONO statistics from VGG-19, ResNet-152, and Dense-161 at layers right before downsampling (max-pooling or strided convolution). 
