We generalize earlier work which gave a method of construction for bipartite graphs which are obtained as the set of maximal or minimal elements of a certain cycle-free partial order. The method is extended here to produce a 1-arc-transitive bipartite graph in a 'free' way, starting with any partial order with greatest and least element and with instructions on its points about how they will ramify in the extension. A key feature of our work is the interplay between properties of the initial partial order, the extended partial order, and the bipartite graph which results. We also extend the earlier work by giving a complete characterization of all 2-C S-transitive cycle-free partial orders. In addition, we discuss the completeness of the constructed partial orders, in the sense of Dedekind and MacNeille, and remark that the bipartite graph constructed can only be 2-arc-transitive in the cycle-free case.
Introduction and preliminaries
The notion of a cycle-free partial order (CFPO) was originally proposed by Rubin in [9] and later redefined slightly and extensively developed by Warren in [14] . Since then a number of other papers on the subject have appeared [3, 6, [11] [12] [13] . It was observed in [14] that a large class of interesting CFPOs are in fact two-level partial orders and so can be thought of in a natural way as bipartite graphs. See Theorem 2 below.
Let M = (M, ≤) be a partially ordered set, also called a poset. We write x y to mean that x and y are incomparable. Given a subset X of M we let M X = {a ∈ M : a ≥ X } and M X = {a ∈ M : a ≤ X }, where a ≥ X means that (∀x ∈ X ) a ≥ x. A subset I of M is a Dedekind ideal (or just ideal) of M, written I ∈ I D (M), if I = ∅, M I = ∅, and M M I = I . Given any m ∈ M we let PI(m) = {x ∈ M : x ≤ m}, noting that PI(m) is an ideal of M. We call PI(m) the principal ideal generated by m. We say an ideal I is principal if I = PI(m) for some m ∈ M. Dually we use PF(m) to denote the principal filter generated by m. A poset is then said to be Dedekind-MacNeille complete (D-M complete) if every ideal is principal. A Dedekind-MacNeille complete poset has the property that whenever two elements have a lower bound, they have an infimum, and whenever they have an upper bound they have a supremum.
The Dedekind-MacNeille completion of M, written M D , is defined to be the partial order with domain I D (M) ordered by inclusion. The partial order M can be embedded into M D in a natural way (mapping elements to the Note that if M has finite chains it does not necessarily follow that the completion M D has finite chains. It follows from the above result that finite chain CFPOs can be thought of both as partial orders and as bipartite graphs.
A graph is vertex transitive if its automorphism group acts transitively on the set of vertices, and is edge transitive if its automorphism group acts transitively on the set of edges of the graph. An s-arc in a graph is a sequence v 1 , . . . , v s of vertices such that v i is adjacent to v i+1 for all 1 ≤ i ≤ s − 1, and v j = v j+2 for 1 ≤ j ≤ s − 2. A graph is s-arc-transitive if its automorphism group acts transitively on s-arcs. Clearly if a graph is 1-arc-transitive then it is edge transitive, but the converse is not true in general. For more background on these notions we refer the reader to [8, Chapters 3 and 4] . Let M be a poset with maximal chains of length 2, and let Γ (M) be the corresponding bipartite graph. Clearly M is 2-C S-transitive if and only if Γ (M) is edge transitive. If in addition, there is an antiisomorphism of (M, ≤) interchanging the maximal and minimal points of M then Γ (M) is arc-transitive. There is a similar relationship between 2-arc-transitivity in Γ (M) and 3-C S-homogeneity in M.
One question arising from the work on CFPOs described above is to what extent this approach may be used in the investigation of countable k-arc-transitive graphs for k ≥ 1. Given a countable k-arc-transitive bipartite graph we can, by defining one part of the bipartition to be above the other and so viewing it as a partial order, construct its D-M completion. Since the graph is 1-arc-transitive it follows that in the completion all the maximal intervals are isomorphic to some fixed interval I . Here by an interval we mean a poset I with elements x, y ∈ I such that x ≤ I ≤ y. Thus, associated with any k-arc-transitive bipartite graph is such an interval, and the completion is constructed by gluing these together in a certain way. For example, if Γ is one of the CFPO bipartite graphs then this interval is a linear order. Conversely in [14, Chapter 4] it is shown exactly how these chains may be glued together to obtain CFPOs. Of course, many non-CFPOs will also give rise to linear orders as their intervals. For example, if Γ (thought of as a two-level poset) is already complete, the associated interval will just be a two-element chain. This happens for instance if the bipartite graph arises as the incidence graph of a generalized quadrangle. For lots of examples of this kind (i.e. continuum many) we refer the reader to [10] . From this is seems that there is not much hope of a classification of bipartite graphs whose completions have chain intervals. This demonstrates that it is not the fact that the intervals in the completion are chains that makes the class of CFPOs accessible; it is the simple way in which the intervals are glued together that is important. Here we investigate what happens when we allow the maximal intervals I in M D to be something other than a chain, and our aim here is to give constructions of partial orders of this kind.
Given an interval P (a poset with a maximal and minimal element), and two functions ρ u and ρ d (each with domain P and range N ∪ {ℵ 0 }) which we call upward and downward ramification functions, we want to construct a countable connected bipartite graph that is, at least, edge transitive and when viewed as a partial order Q, has intervals isomorphic to P. Furthermore, the ramification behaviour of Q is meant to be described by ρ u and ρ d . This works most smoothly when P is D-M complete, in which case we can show that Q is too, and then the intervals of the completion of the union of the set of maximal and minimal points of Q are all isomorphic to P, given some minimal requirements on ρ u and ρ d , described as 'compatibility' (generalizing the notion from Section 2). In the general construction we do not require D-M completeness. One option where we wish to appeal to the result for D-M complete intervals where P is not actually itself complete, is to work with its completion, giving trivial ρ u and ρ d values to all added points, and then cutting down as necessary at the end. This construction properly generalizes the one given for CFPOs in Section 2. The objects constructed are tree-like in nature and are all edge transitive, so we can take any edge to any other edge, but without any requirement to map the endpoints in a specified order.
In contrast to 1-arc-transitivity, for 2-arc-transitive graphs it is no longer the case that all intervals need arise as the intervals of Q in our construction. In particular there is no countable 2-arc-transitive bipartite graph whose completion has diamond intervals (where a diamond is a four-element partial order with greatest and least element and two incomparable elements in between), and we show that any 3-C S-transitive partial order arising from our construction must in fact be cycle-free. As a consequence our construction does not give rise to new examples of 2-arc-transitive bipartite graphs.
Countable 2-C S-transitive cycle-free partial orders
In [14, 3, 12] a classification was given of all the countable 3-or 4-C S-transitive cycle-free partial orders. The case of 2-C S-transitivity was viewed as too unwieldy a class to admit any classification. We show here that we actually can 'classify' (or characterize) all such, though the class is indeed very broad. By a classification we really just mean that all such CFPOs M can be described completely using a labelled chain (previously called a 'coloured' chain), which is precisely the method given in the earlier papers mentioned.
For the description, we require the notions of ramification point and ramification order. These are given in [14] and for CFPOs are unproblematical. (For more general partial orders the notion has to be modified; see section 3 for the appropriate definition in that case.) A point x of a partial order (M, <) is an upward ramification point if it is the infimum of two incomparable points, and similarly for downward ramification point. The upper cones at x are the equivalence classes of points above x under the relation y ∼ z ⇔ (∃t > x)(t ≤ y & t ≤ z), and similarly for the lower cones. In a CFPO ∼ is an equivalence relation, and the number of upper cones is called the upper ramification order ↑ ro(x). The lower ramification order ↓ ro(x) is the number of lower cones at x. Then x is an upper (lower) ramification point if and only if ↑ ro(x) > 1 (↓ ro(x) > 1 respectively). We write M + for the union of M and all ramification points of its Dedekind-MacNeille completion M D . We note that in the cycle-free case each ramification point of M D is the supremum or infimum of two incomparable points of M.
The labelled chain X used to describe a 2-C S-transitive CFPO M is then a chain, usually maximal, in M + , where each point is labelled by the pair consisting of its upward and downward ramification orders, which in this context (the countable case) will lie between 1 and ℵ 0 . In order to be sure that M + can be correctly recovered from M, we have to know that this labelling obeys the following property. We say that the labelling is compatible if for any x < y in X , there are z and t such that x < z ≤ y and x ≤ t < y and z either lies in M or ramifies downwards and t either lies in M or ramifies upwards. We use a slightly modified definition (of 'compatibility') for partial orders labelled by ramification orders later on. The word is intended to suggest that the ramification orders imposed can be realized in the partial order being constructed. A CFPO M is said to be proper if there are a, b, c, u, v, w ∈ M such that a and b are incomparable and a, b < c, and u and v are incomparable and u, v > w.
Theorem 3. Let M be an infinite 2-C S-transitive proper CFPO all of whose chains are finite. Then all its maximal chains have length 2, and in M + , all maximal chains are compatibly labelled by the upward and downward ramification orders of their points, and are isomorphic as labelled chains. Conversely, if X is any chain with a greatest and least element, and whose points are compatibly labelled by pairs of cardinals between 1 and ℵ 0 , there is a countable 2-C S-transitive CFPO M, uniquely determined up to isomorphism, such that each maximal chain of M + is isomorphic to X as a labelled chain when the labels assigned to its points are given by their upward and downward ramification orders.
Proof. The fact that all the maximal chains have length 2 was remarked in Theorem 2, and since M is assumed 2-C Stransitive, it follows that the automorphism group acts transitively on the family of maximal chains, and so they are all isomorphic, even as labelled chains in M + . The fact that their labelling is compatible follows from [14] Lemma 2.4.7 (the 'Density' lemma).
Conversely, given a chain X as stated with x 0 least and x 1 greatest, we may build a CFPO by the method described in [14] , whereby one starts with X , and in stages adjoins successively points above or below points of X as stipulated by the ramification order information, repeating countably often on the new branches formed. Since this method will be used again but in a more complicated situation in the next section, we are not too formal at this stage. All the adjoined points will lie in a 'copy' of X and the isomorphism between this copy and X is fixed throughout. At a typical stage, if x lies in a copy of X and corresponds to x in X which ramifies upwards with ramification order κ say, then above x we add κ − 1 copies of (x , x 1 ] (where ℵ 0 − 1 = ℵ 0 ), thus giving x the correct upper ramification order, and similarly if x ramifies downwards (it may do both). This gives us a partial order M + , and its set of maximal and minimal elements is the two-level CFPO that we are constructing.
By construction it is immediate that all the chains of M have length 2, and all the maximal chains of M + of the form [x, y] where x < y in M are isomorphic to X . Furthermore, all the points have the correct ramification orders. It remains to see that M is 2-C S-transitive. This is accomplished by a back-and-forth proof. In fact we may show the following. Suppose that M 1 and M 2 are finite chain CFPOs such that all intervals of M + 1 and M + 2 of the form [x, y] where x < y in M 1 or M 2 are isomorphic to X by fixed isomorphisms, and any point in such an interval ramifies according to the label of its corresponding point in X . Then for any x 1 < y 1 in M 1 and x 2 < y 2 in M 2 there is an isomorphism from M + 1 to M + 2 taking x 1 to x 2 and y 1 to y 2 . This clearly implies the 2-C S-transitivity of M. For the family of 'approximations' to such an isomorphism we take isomorphisms from a substructure of M + 1 of the form
for some n to a substructure of M + 2 of the same form (even the same n actually) which map [x 1 , y 1 ] to [x 2 , y 2 ]. The hypotheses on M + i ensure that we are always able to extend from distance n to n + 1. The intuition is just that wherever we start in this partial order, it 'looks the same', and so we can extend in countably many stages to produce an isomorphism.
In the corresponding result for infinite chain CFPOs, we need the following definition. If 1 ≤ n ≤ ℵ 0 , then an n-coloured version of the rationals Q n is the rationals Q together with a function from Q to an n-element set such that each value of the function ('colour') occurs densely. See [2] for instance. Theorem 4. Let M be a 2-C S-transitive proper CFPO all of whose chains are infinite. Then all maximal chains X + of M + are compatibly labelled by the upward and downward ramification orders of their points, and are isomorphic as labelled chains, and each may be obtained from some coloured version Q n of the rationals for 1 ≤ n ≤ ℵ 0 where the points of one of the colours are the points of X , and each other colour is replaced by some compatibly labelled chain, the same one on each occurrence, and the chains replacing differently coloured points are non-isomorphic.
Conversely, if X + is any chain whose points are compatibly labelled, and which is obtained from some Q n in the way just described, then there is a countable infinite chain 2-C S-transitive CFPO M, uniquely determined up to isomorphism, such that all maximal chains of M + are isomorphic to X + as labelled chains.
Proof. We first remark that we cannot form X + as the Dedekind completion of X since, as for the finite chain case, there may well be many different (ramification) points of M + which all lie in the same Dedekind cut of X . This explains why we have to start by taking X + to be a maximal chain in M + , and then we can cut down to X = X + ∩ M, which is clearly a maximal chain in M.
The fact that the labelling by ramification orders is compatible once again follows from [14] . The fact that they are isomorphic as labelled chains is not quite so immediate here. Note that it follows by 2-C S-transitivity that X is isomorphic to Q. Let us now consider the Dedekind cuts of X . Since X + is countable, only countably many of these will be non-empty, and we may 'colour' the non-empty ones by their isomorphism types as labelled chains. The key point is to observe that each of these 'colours' occurs densely. For suppose that x 1 < x 2 in X , and that Y is a (nonempty) subset of X + − X which is the set of all its points in some cut of X . Then for some x 3 , x 4 ∈ X , x 3 < Y < x 4 . By 2-C S-transitivity, there is an automorphism taking x 3 to x 1 and x 4 to x 2 , and this must take Y to a copy of Y in some cut of X (appealing to cycle-freeness here) between x 1 and x 2 . Thus X + with these colours is a coloured version of the rationals, and hence is unique up to isomorphism once the possible values of Y are given. But it follows from 2-C S-transitivity that between any two comparable points of X , the same set of isomorphism types of Y arise.
For the converse, suppose that we start with a suitable X + . We construct a suitable M + just as usual, and then 'cut down' to the corresponding M by restricting to the 'colour' which stood for members of the underlying structure, rather than the ramification points. The fact that M + really is the union of M and the set of all its ramification points follows from the compatibility condition, and a proof that the result is 2-C S-transitive follows essentially as in the finite chain case.
We conclude this section by remarking that 2-C S-transitivity is really just the same as 'weak' 2-transitivity in the sense employed in [5] , since the only two-element connected subsets of any partial order are just two-element chains. So we may view this classification as generalizing that of weakly 2-transitive semilinear orders.
Free constructions, and crown-free partial orders
The method used for building bipartite graphs given in [14, Chapter 4] which was also used in Section 2, is based on a procedure for constructing semilinear orders introduced in [4] . A good explanation of the construction method is given in [1] . A key point is that the construction is free in nature. Indeed, this must be the case since the aim is to generate cycle-free partial orders, and any unnecessary identification of points of the partial order will destroy this property. Here we generalize these methods by beginning, rather than with a chain, with some other partially ordered set. We shall stick to the case in which just countably many points ramify although there are analogues of the construction in an uncountable setting (which will be explored in [7] ). Now the definitions of ramification point and ramification order which were such a strong feature of all the work on semilinear orders and CFPOs do not work well for general partial orders, and as they also feature in our 'free' construction, we need to pin down a reasonable version of how this will work in the new setting. The following is the definition we adopt.
Definition 5. For a partially ordered set Q we let Max(Q) and Min(Q) denote the set of maximal and minimal elements, respectively, of Q. Then define
For each q ∈ Q we define a relation σ q on Max Q (q) by:
Dually we define a relation ≈ q on Min Q (q). Clearly ∼ q and ≈ q are both equivalence relations. Now we define let ↑ ro(q) and ↓ ro(q) be the cardinality of the set of ∼ q classes of Max Q (q) and the cardinality of the set of ≈ q classes of Min Q (q) respectively, calling these the upward and downward ramification orders of the element q in Q.
Let P be a poset with elements 0 P and 1 P satisfying 0 P ≤ P ≤ 1 P . We shall define a sequence of partial orders P i for i ∈ N such that P = P 0 ⊆ P 1 ⊆ P 2 ⊆ · · ·, and then Q = i∈N P i is taken to be the partial order constructed.
In addition to P, our initial data will include two mappings ρ u and ρ d from P to N ∪ {ℵ 0 } which will, ultimately, correspond to the upward and downward ramification orders (in the sense of Definition 5) of the elements of Q. It assumed that ρ u (1 p ) = ρ d (0 p ) = 0, and all others values of ρ u and ρ d are at least 1. Furthermore we assume that there are only countably many points on which either ρ u or ρ d takes a value greater than 1. One option is to insist that P is itself countable, but then there are cases that we want to apply the construction to which would be excluded.
We shall also construct a projection mapping from Q onto P which is the union of maps π i : P i → P where π 0 is the identity on P, and for each minimal a and maximal b in Q with a ≤ b, π i is an isomorphism from [a, b] to P. This corresponds to the fixed identification we made between the initial chain and the adjoined chains in the construction of Theorem 3.
At a typical stage of the construction, from P i to P i+1 , we ensure that some chosen point x of P i has the correct ramification orders (up and down) in P i+1 . Since this is the only stage at which its ramification orders are changed, the correct values are also achieved in Q. We have to 'visit' all points of Q where ramification is required, so to control this we require an enumeration of all these points, even while Q is still being constructed. From the definition it will be clear that the set of all members x of each P i such that ρ u (π i (x)) > 1 or ρ d (π i (x)) > 1 (or both) is (finite or) countable, so we enumerate all such points of P 0 as {x 0 j : j < κ 0 } and
This then gives an enumeration {r i : i < κ} for some κ ≤ ℵ 0 with the property that if r i = x jk then j ≤ i. This condition amounts to saying that the enumeration of the P i is determined during the construction, once it has been defined, so we are never required to enumerate something which does not yet exist. (In all non-trivial cases, κ = ℵ 0 , but it is possible for it to be finite, so we should allow for that.)
Now suppose that P j and π j have been defined for j ≤ i and let r = r i . Then r ∈ P i and λ = ρ d (π i (r )) > 1 or µ = ρ u (π i (r )) > 1 or both, and this r will be used to define P i+1 and π i+1 . It will follow inductively that since r has not been previously visited, its ramification orders in P i are both 1 (or one of them is 0 in the case of maximal or minimal points). Let L = Min P i (r ) and U = Max P i (r ), and let A and B be sets of cardinality λ−1, µ−1 respectively. Then P i+1 is taken to be the disjoint union of
Thus we are adding λ − 1 copies of the principal ideal at π i (r ) below r , µ − 1 copies of the principal filter at π i (r ) above r , and the correct number of copies of what remains, so that for any l ∈ Min P i+1 (r ) and u ∈ Max P i+1 (r ), [l, u] in P i+1 is isomorphic to P. To achieve this we have to order the new points correctly. It is intuitively clear how this is meant to be done. The official definition is that, under the natural identifications, each of
This also tells us how to define π i+1 extending π i . To see that this defines a partial ordering, we note that it is transitive (the main point) since if y ≤ z ≤ t where at least one of these is a 'new' point, then in fact there is a single copy of P such that all three lie in that copy, where ≤ is known to be transitive.
A key remark about the construction (see Proposition 10 below) is that r really now does have upward and downward ramification orders ρ u (π i (r )) and ρ d (π i (r )). This is because we have been careful to add exactly the right numbers of ∼ r -classes and ≈ r -classes, and r is clearly the infimum of any two newly added maximal points, and also the infimum of any member of Max P i (r ) and any new maximal point of P i+1 (and similarly for minimal points). Definition 6. A 2n-crown is a 2n-element partial ordering {a i : 0 ≤ i < 2n} (n ≥ 3) with a 2i ≤ a 2i±1 the only non-trivial relationships, where the suffices are taken modulo 2n. It is an upper crown if all its maximal points are all maximal in Q, and dually for lower crown.
We now list some properties of the poset Q with the aim of characterizing it in terms of these properties. The following technical lemma will be needed.
Lemma 7. Let Q be a union of finitely many intervals of Q, let x ∈ Max(Q) \ Q , such that there exists z ∈ Q with x ≥ z. Then there exists y ∈ Max(Q ) and a sequence of distinct points x = a 0 , b 0 , . . . , a k−1 , b k−1 , a k = y in Q such that a j ∈ Max(Q), a j ≥ b j ≤ a j+1 (and these are the only relations between these points), b j ≥ z, for all j, and for all i ∈ {0, 1, . . . , k − 1} a i b i t for any t ∈ Max(Q ) ∪ {a k , a k−1 , . . . , a i+1 }.
Moreover, the only points of the sequence belonging to Q are b k−1 and a k .
Proof. We prove the result by induction for each P i , and the result for Q will follow. When i = 0 the result holds vacuously. Now suppose the result holds for P i and consider P i+1 . Let r ∈ P i be the element whose ramification order is being fixed at stage i, and suppose that Q , x, and z are given, in P i+1 , satisfying the conditions given in the lemma. Also, we suppose that P i+1 just has one more maximal (or minimal) element that P i does (since for other cases the argument may simply be repeated). There are a number of cases to consider.
If Q ⊆ P i , and x, z ∈ P i then a suitable path exists in P i by induction hypothesis, so suppose otherwise. Consider the case that Max(P i ) = Max(P i+1 ) and let m be the unique minimal element belonging to P i+1 \ P i . If z ∈ P i , which in turn implies that m ∈ Q , then by induction hypothesis the result holds for the union of intervals Q ∩ P i in P i , and the resulting sequence also serves as an appropriate sequence in P i+1 from x into Q .
On the other hand, if z = m ∈ P i then it follows that (Max(Q ) ∪ {x}) > r . Now we have Q , x, and r all in Q satisfying the requirements of the lemma so by induction an appropriate sequence exists above r , and since r ≥ z, this will serve as an appropriate sequence above z in P i+1 also. Now consider the case that Max(P i ) Max(P i+1 ). If x ∈ P i , so that Q ⊆ P i , then either there exists x ∈ Q with x > r , and (x, r, x ) is a sequence of the required form, or otherwise we may fix x ∈ Max(P i ) with x > r , and then apply induction in P i to Q together with x and z. This will give a path π from x into Q , of the required form. Then this path may be extended to π = (x, r, x , π ) which is a path with the required properties in P i+1 from x into Q .
Finally suppose that the unique maximal point m ∈ P i+1 \ P i belongs to Q , and that x ∈ P i . If m is not the unique maximal element in Q then removing it, applying induction to what remains in P i , and then reintroducing m, gives us the path we require in P i+1 . Otherwise, m is the unique maximal element in Q . In this case, let m be a maximal element in Q with m > r . Replace the set of intervals Q by a corresponding set in P i by replacing m by m . Let Q denote the resulting union of intervals. Apply induction with x, z and Q in P i , obtaining a path from x to m . Then extend this path by (r, m) to get the required path from x to m. Observe that since m is the unique maximal element of Q it is clear that this path satisfies all of the required properties.
This covers all possible cases and completes the proof of the lemma.
Proposition 8. The poset Q = i<ω P i has the following properties:
(i) Q is connected and has countable sets of ramification, maximal and minimal points;
(ii) for every x ∈ Q there are minimal y and maximal z in Q such that y ≤ x ≤ z;
(iii) There is an interval P, and a mapping π from Q onto P with the following properties: (a) π is a homomorphism (that is, x < y ⇒ π(x) < π(y)), (b) π restricted to any interval I = [a, b] of Q with a minimal and b maximal gives an isomorphism π i I : I → P, (c) π is ramification order preserving, in the sense that for all q 1 , q 2 ∈ Q such that π(q 1 ) = π(q 2 ), ↑ ro(q 1 ) =↑ ro(q 2 ), ↓ ro(q 1 ) =↓ ro(q 2 ). (iv) Q embeds no upper or lower crowns;
(v) For any union of finitely many intervals Q and any x ∈ Max(Q) \ Q which lies above a member of Q , there exists y ∈ Max(Q ) and a sequence of distinct points
in Q such that a j ∈ Max(Q), a j ≥ b j ≤ a j+1 (and these are the only relations between these points), b j ≥ z, a j b j a j+1 for all j, and for all i ∈ {0, 1, . . . , k − 1}
Proof. The only part of the statement that is not immediate from the definitions is part (v), which follows immediately from Lemma 7.
Note 1. Originally we thought that the following property would always hold in Q:
For x, y ∈ Max(Q) if x, y bounded below then x ∧ y exists.
It turns out that this is not true in general as the following example demonstrates. On the other hand, Q does have the above property if we assume that P is D-M complete (as follows from Theorem 16 below).
Recovering the ramification order Proposition 10. If q is an element of the poset Q constructed above, then ρ u (π(q)) =↑ ro(q) and ρ d (π(q)) =↓ ro(q).
Proof. The result follows from the following observations. First, as Q is constructed no point except the one currently being visited has its ramification order altered in passing from P i to P i+1 . Next, any point of P 0 initially, or of P i+1 \ P i at an inductive step, has ramification order 1 (except that maximal points x and minimal points y have ↑ ro(x) =↓ ro(y) = 0). Third, the point r being visited at stage i has the correct ramification orders in P i+1 . And finally, the ramification orders of r in Q are equal to their values in P i+1 .
We now want to show that the properties of Q listed in the above proposition are enough to determine Q completely. Theorem 11. Let Q 1 and Q 2 be posets with the following properties. For i = 1, 2:
(i) Q i is connected and has countably many ramification, maximal, or minimal points; (ii) for every x ∈ Q i there are minimal y and maximal z in Q i such that y ≤ x ≤ z; (iii) there is an interval P 0,i of Q i , and a mapping π i from Q i onto P 0,i such that:
(a) π i is a homomorphism; (b) π i restricted to any interval I of Q i gives an isomorphism π i I : I → P 0,i , (c) π i is ramification order preserving; (iv) Q i embeds no upper or lower crowns;
(v) For any union of finitely many intervals Q i and any x ∈ Max(Q i ) \ Q i which lies above a member of Q , there exists y ∈ Max(Q i ) and a sequence of distinct points x = a 0 , b 0 , . . . , a k−1 , b k−1 , a k = y in Q i such that a j ∈ Max(Q i ), a j ≥ b j ≤ a j+1 (and these are the only relations between these points), b j ≥ z, a j b j a j+1 for all j, and for all l ∈ {0, 1, . . . , k − 1} a l b l t for any t ∈ Max(Q i ) ∪ {a k , a k−1 , . . . , a l+1 }.
Moreover, the only points of the sequence belonging to Q i are b k−1 and a k .
If there is an isomorphism ϕ : P 0,1 → P 0,2 preserving ramification orders, then Q 1 ∼ = Q 2 .
Proof. We argue by back-and-forth. For this we let E be the family of connected, convex substructures of Q 1 that are unions of finitely many intervals including P 0,1 , and let F be the corresponding family of substructures of Q 2 containing P 0,2 . Let Q 1 ∈ E, Q 2 ∈ F and ψ : Q 1 → Q 2 be an isomorphism extending ϕ and such that ψπ 2 = π 1 ϕ. We have to show how to extend ψ to include any given element of Q 1 in its domain, or any given element of Q 2 in its range. The two arguments are the same, so we just do the first. Let x ∈ Q 1 . If x ∈ Q 1 then no extension is necessary, so we suppose that x ∈ Q 1 . It follows from property (ii) that x lies in an interval [y, z] say, and provided we can extend to include both y and z in the domain, since the domain is always convex, it will follow that x is also in the domain. So we assume that x is minimal or maximal. Since Q 1 is connected, there is a path from x to a member of Q 1 , which we may take to consist of just maximal and minimal points. It suffices to extend to include the nearest one of these to Q 1 in the domain, since we may repeat the argument, and without loss of generality we assume that it is x, and it is maximal. The next point z in the sequence is therefore minimal and lies in Q 1 . Now we appeal to property (v) to find a maximal element y in Q 1 with y ≥ z, and a sequence a sequence of distinct points x = x 0 , y 0 , . . . , x k−1 , y k−1 , x k = y in Q 1 such that x j ∈ Max(Q 1 ), x j ≥ y j ≤ x j+1 , y j ≥ z, x j y j x j+1 for all j, and for all l ∈ {0, 1, . . . , k − 1}
x l y l t for any t ∈ Max(Q 1 ) ∪ {x k , x k−1 , . . . , x l+1 }, and where the only points of the sequence belonging to Q 1 are y k−1 and x k = y. We show how to extend to include x k−1 in the domain, and then, as a consequence of the list of properties that the sequence from x to y satisfies, we may repeat the argument to include x k−2 , x k−3 , . . . , x 0 = x in the domain as required.
Let N = Min(y k−1 ) ∩ Q 1 , and let
We extend ψ to a map with domain M 1 , which clearly suffices. Since, by property (iii), ϕ preserves ramification orders, there is m y ∈ Max(Q 2 ) \ Q 2 where m y > y k−1 ψ and m y y k−1 ψ t for any t ∈ Max(Q 2 ). Now we define ψ : M 1 → Q 2 as follows and let its image be M 2 :
The map ψ genuinely extends ψ since ψ commutes with the projection maps π i and so for r ∈ [n, x k−1 ]∩ Q 1 we have r ψπ 2 = r π 1 ϕ, and thus by definition r ψ = r ψ. Also, there may be more than one n ∈ N such that q ∈ [n, x k−1 ], but the mapping ψ is independent of this choice. In addition, we observe that ψ restricted to n∈N [n, x k−1 ] is an isomorphism from n∈N [n, x k−1 ] to n ∈N ψ [n , m y ]. This is an easy consequence of the definitions and of the fact that x k−1 is in a different ∼ y k−1 -class from any other maximal element in n∈N [n, x k−1 ].
It remains to show that ψ : M 1 → M 2 is an isomorphism. Let c, d ∈ M 1 . We have to show that c < d ⇔ cψ < dψ . If c and d both lie in Q 1 , then this holds since ψ extends ψ, and if they both lie in n∈N [n, x k−1 ] it holds as ψ was explicitly constructed as an isomorphism between these two.
The remaining case is where one of c and d lies in Q 1 \ n∈N [n, x k−1 ] and the other lies in n∈N [n, x k−1 ] \ Q 1 . Suppose that c ∈ Q 1 \ n∈N [n, x k−1 ] and d ∈ n∈N [n, x k−1 ] \ Q 1 . We claim that in this case c d, and cψ dψ . Now d < c is impossible since then n ≤ d < c, for some n ∈ N , and by convexity it would follow that d ∈ Q 1 which is not the case. On the other hand, suppose that c < d. Since Q 1 is connected, there is a sequence of vertices τ = (c, m 1 , c 1 , m 2 , c 2 , . . . , m l , y k−1 )
in Q 1 such that the m j are all maximal and the only relations are between adjacent terms in the sequence. Moreover, by (v) this sequence may be chosen so that m i c i m i+1 for any i. The sequence can then be extended to
which, since c y k−1 , is an upper crown in Q 1 . This contradicts (iv), and we conclude that c d. Now since cψ ∈ Q 2 \ n ∈N ψ [n , m y ], dψ ∈ M 2 \ Q 2 , and Q 2 has the same properties as Q 1 , it follows by exactly the same argument that cψ dψ .
This covers all possible cases and completes the proof that ψ is an isomorphism, and also the proof of the theorem.
It follows from the above result that Q is determined uniquely by P along with the maps ρ u and ρ d . We shall write Q = Q[P, ρ u , ρ d ]. One important consequence of Theorem 11 is the following.
Corollary 12. Let Q = Q[P, ρ u , ρ d ] and let I 1 and I 2 be maximal intervals of Q. Then there is an automorphism α ∈ Aut Q such that I 1 α = I 2 . It follows that the corresponding bipartite graph is edge transitive. Furthermore, if there is a ramification order preserving anti-isomorphism from I to I then the corresponding bipartite graph is 1-arc-transitive.
If P is a chain then Q[P, ρ u , ρ d ] is a CFPO, and in this sense the above construction generalizes the one given in Section 2.
At the moment it is however not clear that we have any new examples of 1-arc-transitive bipartite graphs since the relationship between the bipartite graph associated with Q, and Q itself, is not very strong.
Amalgamation and preservation of D-M completeness
The poset Q is built up from copies of P via amalgamation. We aim to establish a connection between the D-M completion of P and that of Q. We shall prove that if P is D-M complete then so is Q, and then go on to show that, under certain hypotheses, Q is the D-M completion of the two-level partial order induced by the union of its set of maximal and minimal points. This will give us a way of distinguishing between the bipartite graphs that the construction gives rise to. As things stand two different sets of input for Q could in the end give rise to the same bipartite graph.
We note in passing that the amalgamation property holds for the class of partial orders, but in general in the amalgam one has to take the transitive closure of the union of the two partial order relations. In the following example, which demonstrates that D-M completeness need not be preserved under amalgamation, we do not need even to take the transitive closure, as there are only two levels, and the amalgam is already vacuously transitive.
Example 13. By the complement of a perfect matching we mean a bipartite graph with parts U and V such that, for some bijection f :
Let ∆ 0 and ∆ 1 be two copies of the complement of the perfect matching on six vertices, and let Γ 0 and Γ 1 be copies of the complement of a perfect matching on four vertices in ∆ 0 and ∆ 1 respectively. Now define:
Let {x, y} be the minimal elements in Γ 0 ⊆ ∆. Now {x, y} is a (non-principal) ideal in ∆ and so ∆ is not D-M complete, but ∆ 0 and ∆ 1 are both D-M complete, since any two minimal points have a least upper bound.
Let P and Q be posets, let P 1 ⊆ P, Q 1 ⊆ Q and ϕ : P 1 → Q 1 be an isomorphism. Let P ∪ P 1 Q denote the amalgam (P ∪ Q)/(P 1 = Q 1 ). The above example demonstrates that in general if P is D-M complete and Q is D-M complete it does not follow that P ∪ P 1 Q is D-M complete. We now describe one situation where D-M completeness is preserved, and which is key to the subsequent proof. Proof. Let P and Q be D-M complete with PI P ( p) ∼ = PI Q (q) = C and define V = (P ∪ Q)/C (the amalgam) where C = PI(z). We observe that here the union of the partial orderings of P and Q is transitive, so we can let x ≤ y in V if and only if this holds either in P, or in Q. Let I ⊆ V be an ideal. We have to prove that I is principal.
Let P = P \ C, and Q = Q \ C. First we note that a member of P cannot share an upper bound with a member of Q , and so as I = ∅, I cannot intersect both P and Q . Hence I ⊆ P or I ⊆ Q. Suppose the former, without loss of generality.
We show that I is an ideal of P. First suppose that I ∩ P = ∅. Then I = P I ⊆ P, and I ∩ P = ∅. Clearly I ⊆ P P I . Conversely, P P I = P I ⊆ I = I , as I is an ideal in V . Thus I is an ideal of P, hence principal and generated by a member of P . Hence I is also principal in V (with the same generator).
Finally suppose that I ⊆ C. Then I is bounded above in C, since z is the greatest element of C, and is contained in P. As P is D-M complete, I has a supremum t in P, and this must lie in C. We deduce that in V , I = PF(t), and hence I = I = PI(t), and so I is principal as desired.
Corollary 15. Each P i in the construction of Q is D-M complete.
Proof. Each P i+1 is formed from a copy of P and P i by amalgamating, possibly several times, over a principal ideal. or dually, a principal filter.
Proving that Q is D-M complete
Theorem 16. If P = (P, ≤) is D-M complete then so is Q = Q[P, ρ u , ρ d ].
Proof. Let I be an ideal of Q. We have to show that I is principal. Now I and I are non-empty, so we pick a 1 ∈ I , b 1 ∈ I . Thus a 1 ≤ b 1 . Pick a ∈ Min(Q) and b ∈ Max(Q) such that a ≤ a 1 ≤ b 1 ≤ b. Then P = [a, b] ∼ = P, so P is D-M complete. Also a ∈ I and b ∈ I , so we may work with them in place of a 1 and b 1 .
We shall show that P ∩ I is an ideal of P . Since a ∈ P ∩ I and b ∈ P (P ∩ I ), P ∩ I and P (P ∩ I ) are non-empty. We now set about showing that P P (P ∩ I ) = P ∩ I .
We show first that P ∩ I = P (P ∩ I ). Let us write J for P ∩ I . Let y ∈ P ∩ I . Then I ≤ y, so J ≤ y, giving y ∈ P J . Conversely, if y ∈ P J then y ∈ P . Let x ∈ I . For any z ∈ I , x, a ≤ z, so as there is some i such that x, a and z all lie in P i , which we know by Corollary 15 is Dedekind-MacNeille complete, x ∨ a exists and x ∨ a ≤ z.
Since z was an arbitrary member of I , it follows that x ∨ a ∈ I = I . Also, a ≤ x ∨ a, so x ∨ a ∈ J . Hence x ∨ a ≤ y, and therefore x ≤ y. This is true for any x ∈ I , and so y ∈ I . Therefore y ∈ P ∩ I , establishing the desired equality.
In summary this shows that if I is an ideal of Q, and a ∈ I , b ∈ I , then P ∩ I = P (P ∩ I ). By a precisely dual argument, if F is a filter of Q, and b ∈ F, a ∈ F, then P ∩ F = P (P ∩ F). But I is a filter, and b ∈ I , a ∈ I = I , so it follows that Now we shall consider the completion of Q and show how it is built up from the completion of P. We use the following slightly altered definition of 'compatibility' from that used in the statement of [14, Theorem 4.1.4] . We say that P is compatible if for any x < y there are z and t such that z ≤ y, z ≤ x, and ρ d (z) > 1, and x ≤ t and y ≤ t and ρ u (t) > 1. We note the following points here. First this is formulated just with respect to this particular P with greatest and least element, and with regard to the notion of 'ramification' that we treat, so it is very specific. The original definition would also be sufficient for what we want, but would exclude some examples that we have in mind, so is certainly not necessary. For one example where the new definition holds, but the old one fails, let P be the power set of a set A having at least 4 members, and let all the ρ u and ρ d values be 1 (except that ρ u (A) = ρ d (∅) = 0) except for all singletons, which have ρ d greater than 1, and all complements of singletons, which have ρ u greater than 1. The following result is the analogue for our construction of [14, Theorem 4.1.4] for CFPOs. Proof. It follows from the above result that Q is D-M complete. We define the isomorphism θ from (Q ) D to Q as follows. If I ∈ (Q ) D then I is an ideal of Q . Thus I is a subset of Q which is bounded above in Q and hence bounded above in Q. Since Q is complete, s I = sup(I ) ∈ Q exists, and we let θ (I ) = s I .
Note that if I and J are ideals then I ⊆ J ⇒ s I ≤ s J . Conversely, to show ⇐, we note that s I ≤ s J ⇒ J ⊆ I (by definition of supremum) ⇒ I = I ⊆ J = J . Thus θ is order preserving. We have to prove that θ is a bijection.
To see that θ is onto, given q ∈ Q we let I q = {x ∈ Q : x ≤ q}. If this is principal then it is an ideal. Otherwise, it is a subset of Min(Q). Let J q = {y ∈ Q : q ≤ y}. Then J q ⊆ Max(Q). Clearly I q ≤ J q . Suppose that y ∈ Max(Q) is above I q but is not in J q . Then q ≤ y. Since q and y have a common lower bound and Q is complete, their infimum a exists, and a < q. By compatibility, there is b which ramifies downwards in Q with b ≤ q and b ≤ a. Since b ≤ a it follows that b ≤ y. Let x 1 and x 2 be the minimal points of Q whose supremum is b. If both x 1 , x 2 are ≤ y, then also b ≤ y. Since this is not so, there is a minimal point x ≤ b such that x ≤ y. Since x < q, x ∈ I q , so y is not above I q after all. This contradiction shows that J q = I q . A dual argument shows that I q = J q . Hence I q is an ideal. Its supremum must be q, as otherwise we would again contradict compatibility, and hence q = θ (I q ).
Finally, θ is 1-1. For as we have just seen, if θ (q) = θ (r ), then I q and I r must have equal suprema, and hence be equal, which in fact implies that q = r .
We conclude this section by remarking that our definition of 'compatibility' indeed captures the correct necessary and sufficient condition for Q ∼ = (Q ) D .
Theorem 18. Let Q = Q[P, ρ u , ρ d ] and let Q = Max(Q) ∪ Min(Q). If Q = (Q ) D then the labelling of P by ρ u and ρ d is compatible.
Proof. Let x < y in P ⊆ Q. Since x, y ∈ (Q ) D , they may be viewed as ideals of Q , and then x ⊂ y, so there is some a ∈ y \ x, and clearly a ∈ Min(Q). Also choose b ∈ Min(Q) such that b ≤ x. If a ≈ y b then a ∨ b = y exists (since Q is complete, and a, b ≤ y) and is a downward ramification point, so
If however, a ≈ y b, then by (the dual of) Lemma 7 there is a sequence a = a 0 , b 1 , . . . , b k , a k = b in Q such that
We conclude this section by remarking on how we can handle partial orders P which need not be complete.
Theorem 19. For every poset Q = Q[P, ρ u , ρ d ] resulting from the above construction there is a D-M complete interval P and ramification functions ρ u , ρ d defined on P so that the labelling of P by ρ u and ρ d is compatible, and such that with Q = Q [P , ρ u , ρ d ] we have
Proof. Fix an interval P in Q. Define P = P D ∩ (Max(Q) ∪ Min(Q)) D where (Max(Q) ∪ Min(Q)) D and P D are thought of as substructures of Q D and this intersection is taken inside Q D . It is clear from the definition P is complete, and 1 P , 0 P ∈ P so P is an interval. Now P ⊆ P D and the ramification functions ρ d and ρ u are defined just by restricting the original functions to P ∩ P ⊆ P D . Note that it is not necessarily the case that all those elements of P that have upward or downward ramification order not equal to 1 belong to P . Now consider Q = Q [P , ρ u , ρ d ]. The correspondence between Max(Q) ∪ Min(Q) and Max(Q ) ∪ Min(Q ) is clear from the method of construction. The fact that these ramification functions are compatible follows from Theorem 18 since we chose P , ρ u and ρ d in such a way that (Max(Q ) ∪ Min(Q )) D = Q . Therefore when using our method to construct bipartite graphs we lose nothing by assuming that the input poset P is itself D-M complete and that the countably many ramification points have been compatibly labelled.
3-C S-transitive bipartite graphs
In this section we consider under what circumstances the above methods can produce 3-C S-transitive partial orders (and hence 2-arc-transitive bipartite graphs). The answer is 'hardly ever' unfortunately, as we now show.
Theorem 20. Let Q = Q[P, ρ u , ρ d ]. If Q = Max(Q) ∪ Min(Q) is 3-C S-transitive then Q is a cycle-free partial order.
Proof. By Theorem 19 we may assume that P is D-M complete and that the labelling by ρ u and ρ d is compatible. Since any maximal interval in Q D = Q is isomorphic to P, it is sufficient to prove that P is a chain. Suppose, for the sake of a contradiction, that x, y ∈ P with x y. Let P = [a, b]. First we claim that we may assume that ρ u (x) > 1 and ρ u (y) > 1. Indeed, since the labelling is compatible we know that there exist u, v ∈ P such that u ≥ x, u ≥ x ∨ y, and ρ u (u) > 1, and v ≥ y, v ≥ x ∨ y, and ρ u (v) > 1. Now u v since if u ≥ v then u ≥ x and u ≥ y which implies u ≥ x ∨ y, giving a contradiction (dually v ≥ u leads to a contradiction). Thus by replacing x by u and y by v we may assume that in fact x and y are upward ramification points.
Consider the construction, beginning with [a, b] and fixing the ramification orders of x and y first. Let x > x be one of the new maximal points created above x with x x b. Similarly define y > y. At stage P 3 when the ramification orders of x and y have been fixed, if z ≤ x and z ≤ y then z ∈ [a, b]. It is also clear from the construction that at later stages if z ≤ x and z ≤ y then z ∈ [a, b]. It follows from this that
Of course there are many examples of 2-arc-transitive bipartite graphs, as we mentioned earlier, but this theorem shows that the 2-arc-transitive bipartite graphs given by the method of this paper are precisely the same as those that arose in [14] . In the remainder of this section we consider a more general situation (in that the partial orders do not arise from our construction) but in only a very special case (where the completion has three levels).
The above construction shows that for infinite connected 1-arc-transitive bipartite graphs any complete poset with unique maximal and minimal elements may arise as the interval of the completion. The following result shows that this is no longer the case for 2-arc-transitive graphs.
Theorem 21. The only 2-arc-transitive bipartite graph with diamond intervals in its completion is the 4 × 4 complement of a perfect matching. In particular, there is no infinite 2-arc-transitive graph whose completion has diamond intervals.
Proof. Let Q be the completion of a 2-arc-transitive bipartite graph whose completion has diamond intervals. By 2-arc-transitivity the points in the middle level of Q, those that are neither maximal nor minimal, all have the same upward ramification order as one another which we denote by ↑ro(Q), and all have the same downward ramification order as one another which we denote by ↓ ro(Q). Since Q is the completion of Max(Q) ∪ Min(Q) it follows that ↓ ro(Q) ≥ 2 and ↑ ro(Q) ≥ 2. It also follows from 2-arc-transitivity that any two elements on the top level which are bounded below have an infimum on the middle level, with a similar dual statement.
In this case we shall prove that the original bipartite graph must be the complement of a perfect matching with 4 edges.
Let a 1 , a 2 ∈ P be minimal, b 1 , b 2 be maximal such that there is an element x 1 in the middle level satisfying
2} is isomorphic to a diamond D. Let x 2 be the uniquely determined element completing {a 1 , x 1 , b 1 } to a diamond. It follows that there is a maximal element b 3 and minimal element a 3 satisfying {a 1 , a 3 } < x 2 < {b 1 , b 3 }. As x 1 = b 1 ∧ b 2 and x 2 = b 1 ∧ b 3 , it follows that b 2 = b 3 , and similarly, a 2 = a 3 . Since {b 2 , b 3 } is bounded below we can let x 3 = b 2 ∧ b 3 > a 1 , and since {a 2 , a 3 } is bounded above we can let
Since x 4 has upward ramification order equal to 2 it follows that there is a new element b 4 such that b 4 > x 4 . Using dual arguments, and the fact that x 3 has downward ramification order equal to 2, we conclude that there is an element a 4 with a 4 < x 3 . Therefore we have
Since {b 2 , b 4 } is bounded below by a 2 it follows that b 2 ∧ b 4 exists. Now b 4 does not lie above any of {x 1 , x 2 , x 3 } since their upward ramification orders each equal 2 and they each already have two elements above them. Therefore we let x 5 = b 2 ∧ b 4 > a 2 . Now the intervals (a 2 , b 2 ) and (a 2 , b 4 ) have been completed to diamonds. Also, {b 3 , b 4 } is bounded below by a 3 so b 3 ∧ b 4 exists. Since the upward ramification orders all equal 2 we obtain a new element x 6 = b 3 ∧ b 4 > a 3 . Now the intervals (a 3 , b 3 ) and (a 3 , b 4 ) have been completed to diamonds. Next consider a 2 ∨ a 4 < b 2 . This element lies in the interval (a 2 , b 2 ) which is already isomorphic to a diamond. We conclude that either a 2 ∨ a 4 = x 1 < b 2 or a 2 ∨ a 4 = x 5 < b 2 . Since the downward ramification order of x 1 equals 2 it follows that a 4 ≤ x 1 and therefore a 2 ∨ a 4 = x 5 < b 2 . Finally consider a 3 ∨ a 4 . Since (a 3 , b 3 ) is already isomorphic to a diamond it follows, by the same argument as above, that a 3 ∨ a 4 = x 6 . Therefore a 4 < x 6 and a 4 < x 5 . At this stage all the intervals are isomorphic to D, and the upward and downward ramification orders of all mid-level points are equal to 2. Let P denote the poset we have constructed. It is easy to verify that P is simply the Dedekind-MacNeille completion of the complement of a perfect matching on eight vertices. Clearly the poset P cannot be extended any more without contradicting one of the properties. This completes the proof of the proposition. Case 2. ↑ ro(Q) ≥ 3. Let {a, b, y, z} induce a diamond in M with z < a, b < y and a b. Let x > a and q > b with x, q = y. Now x b and q a since x ∧ y = a = b = y ∧ q, and therefore x ∧ q, which exists since M is complete and {x, q} is bounded below by z, is different both from a and from b. Let l > x ∧ q with x, q = l. Such an element exists since the upward ramification order is assumed to be at least 3. The situation is illustrated in the following Hasse diagram. Now consider the element y ∧ l which exists since this pair is bounded below by z. Since y > (y ∧ l) > z and since [z, y] ∼ = D it follows that y ∧ l = a or y ∧ l = b. If y ∧ l = a then l > a and the configuration {x, a, l, x ∧ q} contradicts the completeness of M since x and l then have two distinct infima. On the other hand if y ∧ l = b then l > b and the configuration {q, b, l, x ∧ q} contradicts the completeness of M. Case 3. ↓ ro(Q) ≥ 3. This is dual to Case 2.
A natural question that now arises is exactly what intervals are possible for countable 2-arc-transitive bipartite graphs? One possible line of investigation would be to try and classify the 2-arc-transitive bipartite graphs in terms of the intervals of their completions. For a given complete interval I we can ask if it is possible to classify the 2arc-transitive graphs whose completions have this as their interval. On one hand if we chose I to be the two-element chain then this question is difficult, while when the interval is D there is only one example. What about for other intervals? For example, is there any chance of classifying those 2-arc-transitive bipartite graphs whose completions have height 3? In this case the intervals will be like diamonds but the middle level will have antichains with more than two elements, and the generalized cube gives one positive example.
Example 22. For a natural number n the n-cube Q n is defined to be the graph with 2 n vertices labelled 0, 1, . . . , 2 n −1 where two of them are adjacent if their binary representations differ in exactly one bit. There is a natural infinite version of this graph where we take all vectors of Z ω with finite support (i.e. a finite number of 1s) and define adjacency in the same way as in Q n . Then the two-level partial order associated with the bipartition X of vectors with an even number of 1s, and Y the vectors with an odd number of 1s, has a completion with exactly three levels. The points in the middle level correspond to pairs of vectors from the lower level X such that the Hamming distance between them is equal to 2. Moreover this partial order is 3-C S-homogeneous, since the corresponding bipartite graph is 2-arc-transitive.
