Abstract In many classification problems, neighbor data labels have inherent sequential relationships. Sequential learning algorithms take benefit of these relationships in order to improve generalization. In this paper, we revise the multiscale sequential learning approach (MSSL) for applying it in the multi-class case (MMSSL). We introduce the error-correcting output codesframework in the MSSL classifiers and propose a formulation for calculating confidence maps from the margins of the base classifiers. In addition, we propose a MMSSL compression approach which reduces the number of features in the extended data set without a loss in performance. The proposed methods are tested on several databases, showing significant performance improvement compared to classical approaches.
Standard classification tasks commonly assume that samples are independently and identically drawn from a distribution (i.i.d) of samples X and their labels Y. However, classification problems in real world databases can break this i.i.d. assumption. For example, consider the case of object recognition in image understanding. In this case, if one pixel belongs to a certain object category, it is very likely that neighboring pixels also belong to the same object, with the exception of the borders.
In this scope, sequential learning [3] takes benefit of these relationships making easier the classification task. Here, the training data consists of sequences of pairs (x, y) where neighboring examples on a support lattice display some kind of coherence. Usually, sequential learning applications consider one-dimensional support lattice, i.e. when data samples belong to a sequence of text, sound or time. Some examples of applications where this kind of support lattices appears are: speech recognition, activity or gesture recognition form motion data, stock market prediction, etc. This kind of relationship is also frequent in 2-D images (two-dimensional support lattice), volume images or videos (three-dimensional support lattice), and multiple sensor data (multi-dimensional support lattice).
In the literature, sequential learning has been addressed from different perspectives. From the point of view of graphical models, hidden Markov models or conditional random fields (CRF) [4, 7, 10, 15, 23] are used for inferring the joint or conditional probability of the sequence. Another point of view is to use graph transformer networks. In [24] , a graph is used to represent segmentation hypotheses for an image representing a sequence of digits. Therefore, the input and output are considered as a graph. Then, it looks for the transformation that minimizes a loss function of the training data using a Neural Network. From the point of view of meta-learning, sequential learning has been addressed by means of sliding window techniques, recurrent sliding windows [3] , or stacked sequential learning (SSL) [6] . In the case of SSL, the meta-learning scheme is as follows: first a base classifier is used over the samples to produce predictions. Then, a window among the predictions is applied and it is concatenated with the original data, building an extended dataset. Finally, a second base classifier predicts the final output from the extended dataset. In [16] , it is identified that the main step of the relationship modeling is how this extended dataset is created. In consequence, a general framework for the SSL called multi-scale stacked sequential learning (MSSL) is formalized, where a multi-scale decomposition is used in the relationship modeling step, showing large improvement with respect to base SSL.
Usually, applications need classifiers that are able to deal with multiple classes. However, in the case of sequential learning, few of the previous approaches are able to deal with the multi-class case. One case of multiclass extension is the CRF using GraphCut with alphaexpansion [13] . Another approach is to decompose the multi-class problem into a set of binary-class problems and combine them in some way. In this sense, the error-correct output codes (ECOC) [2] framework is a well-studied methodology that is used to transform multi-class problems to an ensemble of binary classifiers. The fundamental issues here are: how this decomposition can be done in an efficient way, and how a final classification can be obtained from the different binary predictions. In the ECOC framework, these two issues are defined as coding and decoding phases in a communication problem. During the coding phase a codeword is assigned to each label in the multi-class problem. Each bit in the codeword identifies the membership of such class for a given binary classifier. The most used coding strategies are the one-versus-all [5] , where each class is discriminated against the rest and oneversus-one [1] , which splits each possible pairs of classes. The decoding phase of the ECOC framework is based on error-correcting principles, where distances measurements between the output code and the target codeword are the strategies most frequently applied. Among these, Hamming and Euclidean measures are the most used [14] .
In this paper, we propose an efficient extension of MSSL to the multi-class case (MMSSL) based on the ECOC framework. One of the key strength of our proposal is the fact that any classifier could be used in any of the two steps of the MSSL. The ECOC framework allows for that, thus it makes possible to use any kind of classifier, disregarding the fact of being multi-class or not. We revise the general stacked sequential learning scheme adapting it to both binary-class and multi-class problems. The main drawback of MMSSL is that the number of features in the extended set linearly increases with the number of classes. As a consequence, a novel feature compression approach for mitigating this problem is presented. Experiments on several databases are performed, including images, text, and sensor data, showing high classification accuracies and better performance than classical approaches. The terminology used during the rest of the paper is summarized in abbreviation list.
The paper is organized as follows: In Sect. 2, we review the original MSSL for the binary-class case and the ECOC framework. In Sect. 3 we adapt the MSSL steps to MMSSL and face the problem of feature cardinality in the extended set by means of a compression approach. Experiments and results of our methodology are shown in Sect. 4. Finally, Sect. 5 concludes the paper.
Background
This work holds on two frameworks, one for capturing the sequential relationship among samples and the other for facing multi-class classification problems. The former is the MSSL [16] which is a generalization of the stacked sequential learning [6] . The later is the ECOC framework, which is a general approach to reduce multi-class problems to an ensemble of binary classifiers. Each of these methodologies are explained in detail below.
Multi-scale stacked sequential learning
Sequential learning assumes that samples are not independently drawn from a joint distribution of the data samples X and their labels Y. Thus, the training data is considered as a sequence of pairs example and its label (x, y), such that neighboring examples exhibit some kind of relationship [3] . In [6] , an approach of sequential learning that uses a meta-learning framework [9] is presented. Basically, the SSL scheme is as follows: first, a base classifier is trained and tested with the original data. Then, an extended data set is created which joins the original training data features with the predicted labels produced by the base classifier considering a window around the example. Finally, another classifier is trained with this new feature set. Here the relationship between pairs (x, y) is expressed by this new feature set. The main drawback of this approach is that the width of the window around the sample determines the maximum length of interaction among samples. Therefore, the longer the window, the further the interaction considered, but also the extended data set is increased in terms of features. This makes this approach not suitable for problems that have more than one dimension sequential relationships. In [3] , the main problems of sequential learning are highlighted: (a) How to capture and exploit sequential correlations; (b) how to represent and incorporate complex loss functions; (c) how to identify long-distance interactions; and (d) how to make sequential learning computationally efficient. In [16] , all these points are specifically analyzed and it is proposed a generalization of the SSL [6] by emphasizing the key role of neighborhood relationship modeling. For this aim, a block J is included in the pipeline of the basic sequential stacked learning as shown in Fig. 1 . Therefore, the generalized stacked sequential Learning process is as follows: A classifier h 1 (x) is trained with the input data set (x, y) and the set of predicted labels y 0 is obtained. Next block defines the policy for creating the neighborhood model of the predicted labels. It is represented by z ¼ Jðy 0 ; q; hÞ : R ! R w ; where J is a function that captures the data interaction with a model parameterized by h in a neighborhood q. Then, the output of J(y 0 , q, h) is joined with the original training data creating the extended training set (x ext , y) = ((x, z), y). This new set is used to train a second classifier h 2 (x ext ) with the aim of producing the final predictiony 00 . In [16] , MSSL is presented where function Jðy 0 ; q; hÞ uses a multi-scale decomposition [11] . This function is proved to be effective in several domains (1D and 2D sequential relationships). It consists of two steps: first the multi-scale decomposition answers how to model the relationship among neighboring locations, and second, the sampling that answers how to define the support lattice to produce the final set z. Figure 2 shows an example of multi-scale decomposition of an image of predicted labels. In this case a gaussian filter is used for the multi-scale decomposition, increasing the r parameter of the gaussian in each scale. Also, it shows the pattern sampling around an example. This pattern can be represented by a set of displacement vectors that defines the neighborhood. Each vector is also increased proportionally to the r parameter in each scale. The vector z resulting of this function is a w 9 s-dimensional value, where w is the number of elements in the support lattice of the neighborhood q and s express the number of scales used in the multi-scale decomposition. In the case of defining the neighborhood by means of a window, w is the number of elements in the window. This approach is able to capture sequential relationships among data, as well as to capture long-range interactions in the label field.
Error-correcting output codes
ECOC are a general framework to combine binary problems to address the multi-class problem [2, 14] . ECOC framework consists of two phases: a coding phase, where a codeword is assigned to each class of a multi-class problem, and a decoding phase, where, given a test sample, it looks for the most similar class codeword. Originally [2] , a codeword was a sequence of bits represented by {-1, ?1}, where each bit identifies the membership of the class for a given binary classifier (dichotomizer). Afterwards [1] , a third symbol (the zero symbol) was introduced, which means that a particular class is not considered by a given classifier. Given a set of N classes to be learned in an ECOC design, n different bipartitions (groups of classes) are formed, and n dichotomizers over the partitions are trained. As a result, a codeword Y c ; c 2 1; . . .; N ½ of length n is obtained for each class c. Arranging the codewords as rows, a coding matrix M 2 fÀ1; 0; þ1g
NÂn is defined. The most used coding strategy is the one-versus-all [5] , where each class is discriminated against the rest, obtaining a codeword of length equal to the number of classes. Figure 3 shows an example of oneversus-one coding matrix, which considers all possible pairs of classes, with a codeword length of
The matrix is coded using ten dichotomizers fb 1 ; . . .; b 10 g for a 5-class problem. The white regions are coded by 1 (considered as one class by the respective dichotomizer b j , the dark regions by -1 (considered as the other class), and the gray regions correspond to the zero symbol (classes that are not considered by the respective dichotomizer b j ). During the decoding process, applying the n binary classifiers, a code X is obtained for each data sample in the test set. This code is compared to the base codewords ðY c ; c 2 ½1; . . .; NÞ of each class defined in the matrix M. The data sample is then assigned to the class with the closest codeword. In order to find the closest codeword, the decoding strategies most frequently used are Hamming and Euclidean measures [21] .
MMSSL: multi-class multi-scale stacked sequential learning
In order to extend the generalized stacked sequential learning scheme to the multi-class case, it is necessary that base classifiers h 1 (x) and h 2 (x ext ) can deal with data belonging to N classes instead of just two. This can be achieved using the ECOC framework explained before. Apart from the extension of the base classifiers, the neighborhood function Jðy 0 ; q; hÞ has also to be modified. Figure 4 shows the MMSSL scheme presented in this work. Given an input sample x; the first classifier produces not only a prediction, but a measure of confidenceFðx; cÞ for belonging to each class defined in c 2 ½1; . . .; N: These confidence maps are the input of the neighborhood function JðFðx; cÞ; q; RÞ: This function performs a multi-class decomposition over the confidence maps into s scales defined by R: Over this decomposition, a sampling q around each input example is returned, producing the z vector. The extended data set is built up using the original samples as well as the set of features in z. Finally, having the extended data set x ext as input, the second classifier will predict to which class the input sample x belongs to. In the next two subsections we explain in detail this process. In the last subsection, we propose a compression approach for encoding the resulting confidence maps in order to reduce them to log 2 N without degrading the performance of the second classifier. Figure 4 shows the detail of function J once added the compression step between multi-scale decomposition and sampling.
Extending the base classifiers
For training the first base classifier h 1 ðxÞ; where x is a sample of N possible classes, an ECOC coding strategy is defined. Based on this strategy, we obtain a codeword Y c ; c 2 1; 2; . . .; N ½ of length n for each class. The symbols in the codeword À1; 1; 0 f g indicate whether this class belongs to one partition or another or if it should not be considered at all. The length of the codeword determines the number of dichotomizers (binary classifiers) that has to be trained. The matrix M defines for each dichotomizer which binary partition has to be performed on the training set. Given a test sample x; each dichotomizer produces a prediction 1; À1 ½ ; forming a new codeword X of length n. The final predicted class is the closest codeword Y c to codeword X : A distance measure between codewords can be used for determining the closest class.
If the dichotomizers only produce binary predictions, all the predictions within X have the same importance. Instead, if the dichotomizers can produce a measure of confidence on its predictions, a more fine-grained distance between codewords can be obtained. Unfortunately, not all kind of classifiers can give a confidence for its predictions. However, classifiers that work with margins such as AdaBoost or SVM can be used [8] . In these cases, it is necessary to convert the margins used by these classifiers to a measure of confidence with values between the codeword interval [-1, 1]. For example, in the AdaBoost case, we apply a sigmoid function that normalizes AdaBoost margins from the interval ½À1; 1 to [-1, 1], by means of the following equation,
where m x is the margin of the predicted label given by one of the dichotomizers for the example x, and a constant that governs the transition b ¼ À lnð0:5Þ 0:25t ; which depends on the number of iterations t that AdaBoost performs, and an arbitrary small constant : We apply this equation for each dichotomizer forming a new codeword X of length n, where all the symbols 2 R:
Once we have a normalized codeword, we use a soft distance d for decoding, i.e. we compare the codeword X with each codeword Y c ; c 2 ½1; . . .; N defined in the matrix M. These distance measures can be seen as a prediction confidence measure for each class, once we normalize them to the range [0,1]. Therefore, given a set of possible labels c i ; i 2 ½1; . . .; N; we define the membership confidences as follows:
Fðy ¼ c i jxÞ ¼ e ÀadðY 1 ;XÞ ; 8i 2 ½1; . . .; N;
where d is a soft distance such as the Euclidean one, and a depends on d. By applying this to the all data samples in X we define the confidence map for each class as expressed in Eq. 1:
Extending the neighborhood function J
We define the neighborhood function J in two stages: (1) a multi-scale decomposition over the confidence mapŝ Fðx; cÞ and (2) a sampling performed over the multi-scale representation. This function is extended in order to deal with multiple classes. Now it is formulated as follows:
z ¼ JðFðx; cÞ; q; RÞ:
Starting from the confidence maps, we apply a multi-scale decomposition upon them, resulting in as many decomposition sequences as labels. For the decomposition we use a multi-resolution Gaussian approach. Each level of the decomposition (scale) is generated by the convolution of the confidence map by a Gaussian mask with standard deviation r. In this way, the bigger r is, the longer interactions are considered. Therefore, at each level of decomposition all the points have information from the rest according to the sigma parameter. Given a set of R ¼ fr 1 ; . . .; r s g 2 R þ and all the predicted confidence mapsFðx; cÞ; each level of the decomposition s i ; i 2 ½1; . . .; s is computed as follows:
where g r i ðxÞ is defined as a multidimensional isotropic gaussian filter with zero mean:
Once the multi-scale decomposition is performed, we define the support lattice z. This is, the sampling over the multi-scale representation which forms the extended data. Our choice is to use a scale-space sliding window over each label multi-scale decomposition. The selected window in d-dimensional space has a fixed radius with length defined by q in each dimension and with origin in the current prediction example. Thus, the elements covered by
considered in the previous decomposition the window is stretched in each direction using a displacement proportional to the scale we are analyzing. This displacement at each scale forces that each point considered around the current prediction has very small influence from previous neighbor points. In this way, the number of features of z appended to the input data set is equal to ð2q þ 1Þ
d ÁsÁc:
According to this, we can see that the extended data set increases with the number of classes. This can produce a scalability problem, since the second classifier has to deal with large feature sets.
Extended data set grouping: a compression approach
The goal of grouping the extended data set is to compress its number of features without losing significant performance.
Using our MMSSL approach, we can see that the size of the extended set depends on the number of classes, the number of scales, and the number of samples around each example. We can choose the number of samples and scales, but the number of classes is problem dependent. Therefore, for reducing the number of confidence maps, we add a compression process between the multi-scale decomposition and the sampling process as shown in Fig. 4 . This compression is done following information theory by means of partitions. Let P be a set ffP We have defined two different ways of combining the partitions: using binary compression or using ternary compression. Let the confidence mapF s k of a certain scale s k ; k 2 ½1; . . .; s be expressed as follows,
where
for all the sets of partitions P j ; j 2 ½1; . . .; j in P; being a = 0 and b = 1 in the case of binary compression and a = -1 and b = 1 in the case of ternary compression (we choose only { -1, 1} values from the ternary set { -1, 0, 1}). We use a partition strategy for P which produces a minimum set of partitions P ¼ ffP 3 ¼ fc1; c3; c5gg: Therefore, in the binary case, the assigned codes for each partition are C 1 ¼ f1; 0; 0; 1; 1g; C 2 ¼ f0; 1; 1; 0; 1g; and C 3 ¼ f1; 0; 1; 0; 1g; and in the ternary case, the assigned codes are C 1 ¼ f1; À1; À1; 1; 1g; C 2 ¼ fÀ1; 1; 1; À1; 1g; and C 3 ¼ f1; À1; 1; À1; 1g: Thus, applying Eq. 2, we obtain the likelihood maps for each partition, P 1 , P 2 , P 3 . As it is shown in Fig. 5 , in the case of binary compression, the classes in P i 1 for any partition i are not considered, while in the case of ternary compression, the classes in P i 1 and P i 2 for any partition i are combined. Following this compression approach, now the support lattice z is defined overF R ðx; PÞ: This is, applying Eq. 2 over all the scales defined by R ¼ fr 1 ; . . .; r s g: Therefore, the number of features in z is reduced from ð2q þ 1Þ 
Experiments and results
Before presenting the results, data, methods and validation protocol for each experiment are discussed. The results are presented in two aspects, (a) statistical results, where [12] : The e-trims database is comprised of two image datasets, e-trims 4-class with four annotated object classes and e-trims 8-class with eight annotated object classes. There are 60 annotated images in each of the dataset. The object classes considered in 4-class dataset are: (1) building, (2) pavement/road, (3) sky, and (4) vegetation. In 8-class dataset the object classes considered are: (1) building, (2) car, (3) door, (4) pavement, (5) road, (6) sky, (7) vegetation, and (8) window. Additionally, for each database we have a background class (0) for any other object. All images are resized proportionally to 150 pixels height. Train images are stratified sampled, taking 3000 pixels. We have performed experiments with two different set of features: RGB representation of each pixel, and RGB plus HOG (histogram of oriented gradient [18] ) with 9 bins, ending up with 12 features for sample. The spatial relationship in label space is 2D.
-Methods: We test all the databases with four different configurations of our MMSSL methodology. Also, we test with Real AdaBoost [22] and CRF multi-label optimization through GraphCut a-expansion [13] as baseline experiments. The settings for all the MMSSL configurations are the same, the only difference is the way the extended data set is generated. We have used as base classifier a Real AdaBoost ensemble of 100 decision stumps. For the sake of reproducibility, the coding strategy for the ECOC framework in each classifier is one-versus-one and the decoding measure is Euclidean distance. Moreover, this standard formulation has shown to yield good accuracies and it is independent of any parameterization [14] . The neighborhood function performs a Gaussian multi-resolution decomposition in 4 scales, using R ¼ f1; 2; 4; 8g; except in IVUS database where we used 6 scales R ¼ f1; 2; 4; 8; 16; 32g due to the images dimensions. In 1D databases, we used w = 7 elements in both directions of the neighborhood, while in 2D databases we used just the surrounding points, i.e. w = 1. Summarizing, the different experiments we have performed are:
1. MMSSL using labels. It uses the MMSSL framework using only the predicted labels from the first classifier as input for neighborhood function. 2. MMSSL using confidences. It uses the MMSSL framework using the confidence maps for all the classes as input for neighborhood function. 3. MMSSL using compression approach with binary matrix: It uses the MMSSL framework using a compression over the confidence map. The compression matrix uses binary values 0; 1 f g: 4. MMSSL using compression approach with ternary matrix. It uses the MMSSL framework using a compression over the confidence map. The compression matrix uses ternary values À1; 1 f g: 5. AdaBoost. Uses only one AdaBoost classifier, without taking into account the neighborhood relationship. Used as baseline experiment. 6. Multi-label optimization. It uses multi-label optimization via a-expansion. We have applied the a-expansion optimization, using the confidence maps for each class obtained from the first Pattern Anal Applic (2015) 18:247-261 253 classifier. For the neighborhood term, we use the intensity between the point and its neighbors for each direction defined in the database.
-Validation: For final prediction, we use one-leave-out in sensor motion database, whereas in FAQ, IVUS and E-trims databases we use 5, 10 and 6 fold crossvalidation, respectively. For each training fold, the base classifier h 1 (x) uses ten-fold cross-validation for predicting the labels of the training set, which produces the confidence maps used later for the second classifier h 2 (x). We measure the results in terms of the accuracy, and the mean of overlapping, recall, and precision from a N 9 N confusion matrix, computed as follow: accuracy ¼ Usually, using just predictions it leads to worse results than using confidence maps. It is also remarkable that by using compression techniques (binary and ternary coding), as we found in our experiments, the training time is at least halved with respect to standard approach, while the global accuracy is not significantly degraded. In order to compare the performances provided for each of theses strategies, Table 8 shows in the mean rank of each strategy considering the accuracy terms of the nine different experiments. The rankings are obtained estimating each particular ranking r i j for each data sequence i and each system configuration j, and computing the mean ranking R for each 
; where E is the total number of experiments.
In order to reject the null hypothesis that the measured ranks differ from the mean rank, and that the ranks are affected by randomness in the results, we use the Friedman test. The Friedman statistic value is computed as follows:
In our case, with k = 6 system configurations to compare, v F 2 = 35.79. Since this value is undesirable conservative, Iman and Davenport [19] proposed a corrected statistic:
Applying this correction we obtain F F = 31.11. With six methods and nine experiments, F F is distributed according to the F distribution with 5 and 40 degrees of freedom. The critical value of F(5, 40) for 0.05 is 2.44. As the value of F F = 31.11 is higher than 2.44 we can reject the null hypothesis. Once we have checked for the non-randomness of the results, we can perform a post hoc test to check if one of the configurations can be statistically singled out. For this purpose we use the Nemenyi test. The Nemenyi statistic is obtained as follows:
In our case with k = 6 system configurations to compare and E = 9 experiments (data configurations) the critical value for a 90 % of confidence is CD = 1.27. In Fig. 6 we can see a graphical representation of this post-hoc test. As the ranking of the MMSSL Standard method intersects with both sub-lineal approaches ranks for that value of the CD, we can state that MMSSL using confidences outperforms the rest of the methods in the presented experiments. Moreover, it reveals that among compressed and noncompressed MMSSL strategies statistically significant differences do not exist. This fact reinforces our idea of grouping features without losing performance is feasible. The main advantage for using the compression approach is that by reducing the number of features in the extended dataset, the time of the learning phase for the second classifier is reduced. Therefore, the MMSSL framework scales sublinearly in feature space with the number of classes without a loss in generalization.
Qualitative results
In this section we highlight general observations comparing ADABoost, multi-label optimization GraphCut and our MMSSL approach. Figure 7 shows results in 1D motion database. The rest of figures shows results in 2D databases, Figs. 8 and 9 show results in e-trims database 4 and 8 classes, respectively, and Fig. 10 shows results in IVUS database.
The images resulting from ADABoost classification show how this method does not capture sequential relationship among labels. For example, in 1D database results shown in Fig. 7 , we can see how contiguous points inside a long class interval are classified as belonging to another class. In 2D database results show spurious classified pixels appearing inside big objects. For example, in the first row of Fig. 8 in the upper side of the building few pixels appear labelled as tree. In the second row of the same image clouds in the middle of sky are marked as building and in the third row of the same figure a wire crossing the sky is misclassified. In the last two rows shadows on the top of Fig. 9 as many other classes exist, the effect of spurious artifacts on AdaBoost results are more notorious, for example in the last row, dark clouds are misclassified as belonging to the building. In Fig. 10 we can see that AdaBoost fails, producing results far from the real classification, like in the first and second row. All artifacts observed appear due to specific pixel values which lead the classifier to a misclassification.
On the contrary, the multi-label optimization technique by means of GraphCut captures sequential relationships between labels, erasing such interclass artifacts. In 1D database results shown in Fig. 7 , we can see how the number of bad classified contiguous points decreases with respect to ADABoost, but it still fails to classify correctly short intervals of contiguous points of certain classes. In 2D databases, the drawbacks of this method are (a) the tendency to crop the contours of the objects producing sharp shapes resembling blobs, as is reflected in the first, third and fourth rows of Fig. 8 where trees lose all their shape, even the building in the third row is rounded, and (b) the elimination of entire overlapped objects, as is shown in the first three rows of Fig. 9 , where trees, windows and doors are completely removed, only prevailing the building class. Even though, long objects are still misclassified, as the shadows in the top part of the buildings in the last two rows in Fig. 8 , or worst, the dark clouds in the last row of Fig. 9 are completely joined with the building forming a huge building. In Fig. 10 we can see a fair improvement with respect to AdaBoost, but it still fails in the classification of the first three rows. This method fails mainly because it is not considering the relationship among objects at different scales. The last method considered is our approach, MMSSL using confidences without compression.The results of this method are qualitatively better than the rest. The results are a trade-off between spacial coherence and shape preservation. This is because the relationship among classes is considered at different scales. In 1D database results shown in Fig. 7 , we can see how the MMSSL is the only method that achieves good performance as well in long sequences as in short sequences of points of the same class and does not matter whether the activities are carried on in the same order as trained or not. In 2D databases, we can see in Fig. 8 how MMSSL is able to keep the shape of buildings and trees in all the images and how it removes interclass artifacts that previous method were not able to, for example the shadows on the top of the building in the last two rows. In Fig. 9 we can see in all the images that windows, trees and doors are fairly kept, even the dark clouds in the last row are practically removed, appearing only spurious pixels in the border of the image. Moreover, in Fig. 10 , we can see how MMSSL is able to close big areas of the same class like in the first three rows, where the rest of methods fail. Also is remarkable in the fourth and fifth row how narrower classes between wider classes are preserved. The points where our method fails the most are the junctions between not clearly distinct classes, for example in the second row in Fig. 9 where cars are classified altogether as one, mixing with the grass and the road.
Comparing among proposed techniques
Finally, Figs. 11 and 12 show the difference among four different MMSSL configurations: MMSSL using only label predictions, MMSSL using confidences without compression, MMSSL using binary compression, and MMSSL using ternary compression. MMSSL using labels is prone to fail in some long areas of contiguous pixels. For example in the first three rows of Fig. 11 some areas between road and vegetation are misclassified as building. In the first two rows of Fig. 12 also appear strange misclassified areas on the top of the building. Although, in this situations, the rest of methods that use confidences do not fail. This is because using confidences instead of the most probable label in the extended data set, the second classifier can learn relationships between labels considering not only the final prediction class, but the probabilities of being of each class. In this way, it is easier to break ties of equiprobable predictions in favor of the most coherent class. The second row of Fig. 12 shows the learning capacity of Fig. 9 Figures of final classification in ETRIMS 8 Classes HOG database. a Shows the original image, b the groundtruth image, and c-e show ADABoost, GraphCut, and MMSSL without compression, respectively the likelihood maps. In column (d), MMSSL using confidences without compression, we can see a boundary marked as unknown object (class 0, black label) in front of the building. Inside this region, it is marked as car label. In column (c), MMSSL only using labels predictions, and in the groundtruth image, column (b), these elements are omitted, but in the original image, column (a), it is appreciable a woman riding a bicycle in that area. Therefore MMSSL using likelihood maps is capable of detecting them as an element different to road or building, and assigning the inner region to car label, given its visual appearance and position.
Differences between compressed and non-compressed methods are not so straightforward to see, but while in Fig. 11 there are few differences in Fig. 12 we can see how non-compressed methods lead to smoother results than compressed methods. Compressed methods tend to fail in closing some classes, appearing spurious pixels inside them. For example, in second and third rows in Fig. 11 using binary compression some few pixels labeled as vegetation appear in the middle of the building, while this does not happen in the non-compressed approach. In Fig. 12 we can see in the first and second rows of binary approach pixels in the sky labeled as building and in the first row of ternary approach pixels in the top of the building labeled as car. All in all, these misclassified samples with respect to non-compressed MMSSL are very few, taking into consideration the number of features that are compressed. In fact, in some images like the fourth row in Fig. 11 and the last row in Fig. 12 the results of the three MMSL methods using likelihoods are almost the same. Even in situations like the building roof in the last row of 11 ternary compression can reduce areas of misclassified pixels that standard method could not resolve.
Conclusion
In this paper we adapt the MSSL to the MMSSL. First, we introduce the ECOC framework in the MSSL classifiers. Next, we show how to compute the confidence maps using the normalized margins obtained from the ECOC base classifiers. Finally we define a compression approach for reducing the number of features in the extended data set. The results show that, on the one hand, MMSSL achieves accurate classification performance in multi-class classification problems taking benefit of sequential learning. On the other hand, the compression process is feasible, since in Fig. 12 Comparison between multi-class multi-scale stacked sequential learning approaches in ETRIMS 8 Classes HOG database. a Shows the original image, b the groundtruth image, and the different MMSSL schemes: c MMSSL using label predictions, d MMSSL using confidences, e MMSSL using binary compression, and f MMSSL using ternary compression Fig. 11 Comparison between multi-class multi-scale stacked sequential learning approaches in ETRIMS 4 Classes HOG database. a Shows the original image, b the groundtruth image, and the different MMSSL schemes: c MMSSL using label predictions, d MMSSL using confidences, e MMSSL using binary compression, and f MMSSL using ternary compression terms of accuracy the loss of information is negligible. As future work, we will study how to extend the compression process not only to the set of confidence labels, but to the whole extended set. By reducing the amount of features used in neighbor sampling, we can improve the speed of the method and deal with databases having larger number of classes.
