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Variation in the correlation C12,15(t, t + 2)
Correlation variations
are triggered by the
stimulus, but they are
constrained by the
network dynamics.
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From spiking neurons dynamics to linear response
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gkj(t) = gkj(tj) + Gkjαkj(t − tj)
t > tj
A conductance-based Integrate and Fire model
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How is the average of an observable f (ω, t) affected by the stimulus ?
If S is weak enough: δµ [ f (t) ] = [κf ∗ S ] ( t ) , (linear response).
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An illustrative example
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The simplest example of the gIF model is the ... discrete time
leaky-integrate and fire model
Vk(n+1) = γ Vk(n)+
∑
j
Wkjωj(n)+I0+Sk(t)+σBξk(n), if Vk(n) < θ
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Linear response








γ l K(1)km Sk(n −m − l)
K(1)k,m = C
(sp) [ f (m, ·), ζk(0, .) ]
ζk(r − 1, ω) =
H(1)k (r , ω)
σk(r − 1, ω)
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Firing rates
Computations have been done using the INRIA Pranas software, B. Cessac et al, Frontiers in Neuroinformatics,
Vol 11, page 49, (2017).
Figure: Linear response of f (ω, n) = ωkc (n) for different values of stimulus amplitude A. From
https://arxiv.org/abs/1704.05344
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Pairwise correlations
Computations have been done using the INRIA Pranas software, B. Cessac et al, Frontiers in Neuroinformatics,
Vol 11, page 49, (2017).
Figure: Correlation functions corresponding to the firing rate of the neuron kc = N2 as a function of the
neuron index k (abscissa), for different values of the time delay m. From https://arxiv.org/abs/1704.05344
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Higher order observable
Computations have been done using the INRIA Pranas software, B. Cessac et al, Frontiers in Neuroinformatics,
Vol 11, page 49, (2017).
Figure: Linear response of the observable f (n, ω) = ωkc−2(n − 3)ωkc (n).
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Range of validity
Computations have been done using the INRIA Pranas software, B. Cessac et al, Frontiers in Neuroinformatics,
Vol 11, page 49, (2017).
Figure: L2 distance between the curves δµ(1) [ f (n) ], δµ(HC1) [ f (n) ] and
the empirical curve, as a function of the stimulus amplitude A. Left panel
show distance between rate curves and right panel distance between
pairwise observable with delay.
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Linear response is characterized by a convolution kernel
depending on the observable, on the network dynamics and
the afferent Gibbs distribution.
How to determine the potential (from data) ?
Higher order terms in the response ?
Toward an extension of the concept of receptive-field ?
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Main conclusions
The response to a time dependent stimulus is expressed in
terms of correlations of the unperturbed dynamics.
Linear response is characterized by a convolution kernel
depending on the observable, on the network dynamics and
the afferent Gibbs distribution.
How to determine the potential (from data) ?
Higher order terms in the response ?
Similar to Volterra-expansion.
Higher order terms computed by D. Ruelle (Nonlinearity,
11(1):518, 1998. ) for hyperbolic dynamical systems ⇒
Complex expansion hard to handle from data.
Sigmoid are ”hard” to approximate with Taylor expansions.
Toward an extension of the concept of receptive-field ?
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