Introduction
Let D be a bounded domain in C n . We consider the operator of the CauchyRiemann equations∂ : L The∂-Neumann problem asks to solve the equation
with u ∈ Dom( ). We will study this problem on strictly pseudoconvex domains which may have singularities at the boundary. More precisely: Definition 1.1. D ⊂⊂ C n is a Henkin-Leiterer (HL) domain if there is a strictly plurisubharmonic smooth function r on a neighborhood U of the boundary ∂D such that U ∩ D = {ζ ∈ U : r(ζ) < 0}.
2000 Mathematics Subject Classification. Primary 32A25, 32W05. The first author was partially supported by the Alexander von Humboldt Stiftung and by the Max Planck Gesellschaft.
We shall make the additional assumption that r is a Morse function. Then ∂D = {ζ : r(ζ) = 0} and we may assume that r has finitely many critical points on the boundary, and none on U \ ∂D.
Under these -and even more general -conditions the∂-Neumann problem is solvable in the following sense: there is a linear operator N : L N is called the∂-Neumann operator. For q > 0, one knows that the harmonic space ker( ) is zero; this is no longer true on more general manifolds. For q = 0, ker( ) is the space of square integrable holomorphic functions.
We can now formulate our aim: to express the abstract operators, N ,∂N ,∂ * N , as integral operators with explicit (in terms of the defining function and the metric) kernels. The expression should be valid up to error terms which have stronger smoothing properties than the explicit terms; consequently, the boundedness properties of the above operators in various function spaces (L p -spaces, for instance) can be read off the corresponding properties of the integral operators (which have to be established, of course).
This program has been implemented in the case of smoothly bounded domains by the work of many people -see [4] for historical comments; we carry it over to the non-smooth HL case.
In order to state our results we now describe some needed conventions and notations which will be kept fixed throughout this paper. The metric on C n will be chosen to coincide, near the boundary of D, with the Levi form of r:
Any such metric is called a Levi metric; the∂-Neumann problem is formulated in terms of this metric. We set
where the length is measured by the metric in (1.1). For a double differential form K(ζ, z) on D × D we define the corresponding integral operator, K by the formula
and call K the kernel of K. Here * ζ is the Hodge operator for the metric (1.1), and f is a differential form. If the types of f and K do not match, the integral is 0 by definition. We finally set (1.2) K * (ζ, z) = K(z, ζ);
in particular γ * (ζ) = γ(z). The first step in our program has already been done by the first author in [2] : Theorem 1.2. Let D ⊂⊂ X be a HL domain in a complex manifold X, given by a Morse defining function r. There are integral operators of type 1,
where the error terms, after multiplication with suitable powers of γ, involve only operators with better smoothing properties than the principal terms, with f ,∂f , and ∂ * f arguments.
The error terms will be explicitly described in Section 7, in Theorem 7.1. The type will be defined in Section 3: it describes the continuity properties of the operators in question. A detailed description of the operators T q is given [2] ; we will resume it in Section 4. Although X above can be an arbitrary complex manifold we shall restrict attention, in this paper, to X = C n . The necessary adjustments in the general case can be made as in [4] or [5] .
In order to express our main results, we introduce the notion of principal part. We only indicate here what we mean and refer to Section 6 for the precise definition.
where now γ L B is an admissible integral operator (to be precise: a Z-operator) and where C has better continuity properties than γ L B. We recall the definition of "admissible" in Section 3, the definition of a Z-operator in Section 6.
Our main results are the calculations of the principal parts of the operators N q , ∂N q , and∂ * N q . For N q we calculate explicitly an integral operator, N 0 q , with kernel, N q , such that we have
q is a principal part of the Neumann operator, N q b) T q−1 is a principal part of∂ * N q c) T * q is a principal part of∂N q . Similar results hold for q = n − 2, but will not be proven here. See [4] for details. We can interpret some of our earlier results on the Bergman projector in terms of principal parts:
Main Theorem 2. The admissible operator P * 0 of [3] is a principal part of the Bergman projector P .
See also [1] for the Bergman projection in the setting of domains in complex manifolds.
From the above representation we get, in view of the known continuity properties of admissible operators, estimates for the Neuman operator, which we express as follows:
Main Theorem 3. For q as in Main Theorem 1, and for all p ≥ 2 and s such that
we have the estimates
These L p estimates are of course only a typical example of the use of our analysis of the Neumann operator; it is possible to obtain estimates in other norms (see [1] or [4] ); they will all invoke the γ weights.
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Geometric data
We need the following data, all of which are given by the defining function, r:
(1) ρ 2 (ζ, z), (square of) the geodesic distance for the metric (1.1), (2)
the extended (squared) distance function, (3) F (ζ, z), the Ramírez-Henkin function of the domain (resp. of r). Its definition and properties can be found in [4] or [6] . Let us only note that it is holomorphic in z, smooth in both variables, and that it gives rise to (4) Φ(ζ, z) = F (ζ, z) − r(ζ), the extended Ramírez-Henkin function, which satisfies the crucial estimates
It is from these data that all the following integral kernels will be constructed.
Admissible operators
We write ξ k (ζ) for a function with the property
We shall write E j for those double forms on open sets U ⊂ C n × C n such that E j is smooth and satisfies
where ρ coincides with the geodesic distance. In many cases we work with similar forms which are not necessarily smooth up to the boundary, and for such forms we define σ j , j ≥ 0,for those double forms which are smooth on open sets U ⊂ D × D such that
Here and below ξ * k = ξ k (z), the * having a similar meaning for other functions of one variable. Definition 3.1. A double differential form A(ζ, z) on D×D is an admissible kernel, if it has the following properties: i) A is continuous on D×D−Λ, where Λ is the boundary diagonal, and smooth except possibly at the singular points (ζ, z) with γ(ζ) = 0 or γ(z) = 0. ii) For each point (ζ 0 , ζ 0 ) ∈ Λ there is a neighborhood U × U of (ζ 0 , ζ 0 ) on which A or A has the representation
with N, M, j, t 0 , . . . , m integers and j, t 0 , l, m ≥ 0,
and N + M ≥ 0. We define the type of A(ζ, z) to be
The type controls the regularity properties of the operator: the larger the type, the better the regularity -see Proposition 6.2. Type 0 is at the edge of integrability -see [3] ; here we only work with positive type kernels.
Double forms E j−2n will be called isotropic kernels of type j. Operators with the corresponding kernels will be called isotropic (resp. admissible) of the corresponding type.
An important example of a type 2 isotropic kernel is
a parametrix of the complex Laplacian; its derivatives∂ ζ Γ 0q and ϑ ζ Γ 0q are of type 1. They are part of the T q -kernels and the corresponding T q operators mentioned above and defined in the next paragraph.
In the next theorem and throughout this paper we shall denote the kernels of the operators T q by T q ; the adjoint operator has the kernel T * q -see (1.2). We will use A l for a generic admissible kernel of type l and E l−2n for a generic isotropic kernel of type l. More elaborate and more general concepts (the "Zoperators") will be defined in Section 6.
Our main theorems follow from the following result whose proof takes up the bulk of the present paper: Theorem 3.2. There are explicit kernels, N q , 0 ≤ q ≤ n − 1, which satisfy
The kernels A 2 above satisfy∂
Preliminary calculations
In the next few lemmas we will often refer to a particular choice of local cooridinates. We work in coordinate patch near a boundary point of D and define orthonormal frame of (1, 0)-forms on a neighborhood U ∩ D with ω 1 , . . . , ω n where ∂r = γω n as the orthonormal frame, and L 1 , . . . , L n comprising the dual frame. These operators refer to the variable ζ. When they are to refer to the variable z, they will be denoted by Θ j and Λ j , respectively. We fix the point ζ and choose local coordinates z such that
From the Morse Lemma, near the critical points of r, denoted by p 1 , . . . , p k , we can take ε small enough so that in each
Working in a neighborhood of a singularity in the boundary and using such coordinates, we see first that for j = 1, . . . , n, L j is a sum of terms of the form ξ 0 Λ, where Λ here and below denotes any smooth first order differential operator. Similarly, Λ j is a sum of terms of the form ξ * 0 Λ. Working now with the case j = n, the other cases being handled similarly, we see Λ n − ∂ ∂zn is a sum of terms of the form
where a is a smooth function such that |a(ζ)| γ. (4.3) follows from
By symmetry, we also have
Coordinates taken as in (4.1) give us the following
We now collect various properties of functions comprising the integral kernels.
Proof. i. follows as an immediate consequence of the definition of the function Φ.
ii. follows as in the smooth case (see [4] ).
Lemma 4.2. i.
ii. ∀j
iii. For j < n
Proof. i.
The second relation in i. follows by taking conjugates, and by Lemma 4.1. ii. That Λ j Φ = ξ iii. As we wrote in the proof of i, we write
Proof. Variants of i. and iii. were proved in [2] , and we will follow those proofs here. i. We prove the first relation in i., the second being a consequence of the first. We have
rr * γγ * . With ζ fixed, we choose coordinates z j , as in (4.1), so that dz j (ζ) = θ j (ζ), and we let
where the g jk are determined by the metric, ds 2 = g jk dz j dz k . With the metric chosen as the Levi metric, we write
This gives us the relation
and thus
, where the last line follows from g jk (ζ) = 2δ jk due to the orthonormality of the Θ j .
Finally, this gives
where we use rr * γγ * = P + E 2 in the last line.
We compare (4.5) to Φ by calculating the Levi polynomial, F (ζ, z) in the above coordinates:
ii. Again we use
below to obtain
We now use the relation
to finish the proof of ii.
iii. We have
We can then, with the relation
The calculations in (4.6) also give
, where we use γ(ζ) = γ(z) + σ 1 and Φ = ξ 1 σ 1 + σ 2 − r in the last step.
From Lemma 4.1 we have
and so we can write
We want to compute the principal parts of the kernels T q occurring in the integral representation 1.2. From [2] we have
where the various kernels are defined below.
We start with the differential forms
where ξ(ζ) is a smooth patching function which is equivalently 1 for |r(ζ)| < δ and 0 for |r(ζ)| > 3 2 δ, and δ > 0 is sufficiently small. We define
where
Denoting the Hodge * -operator by * , we then define
We also write
For ease of notation we will drop here the superscripts ǫ, which were used in [2] to do calculations on the smooth subdomains, D ǫ = {r < −ǫ} noting that the following calculations also hold when the kernels on D × D are replaced with the corresponding kernels on D ǫ × D ǫ . All formulas remain the same and make sense when one looks at the appropriate weighted L p spaces.
Lemma 4.4. The kernels L q given in (4.8) can be represented, for 0 ≤ q ≤ n − 2, in the following form:
and the terms A 3 satisfy
Alternatively, we can use∂
Proof. (4.9) is given in [2] . To see the error terms have the property we write from [2]
We have
Similarly,
We use (4.10) and Lemma 4.2 to calculatē
We note∂ϑ∂r = 0, and calculatē
We also havē
We can now write
We then use
to write
Thus (4.11) gives terms of the form
Alternatively, using∂
directly in (4.11) leads to terms of the form
Similar calculations hold for∂ ζ ∂ z A 3 . 1 AND INGO LIEB
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In order to calculate the derivations of L q which turn up in our formula (4.7), we set
and for k = n and j < n, using Lemma 4.3, we have
Thus, for k < n,
taking into account calculations such as multiplying and the dividing by a factor of γ in order to obtain a type two operator divided by a factor of γ.
We calculate in a similar manner the M µ kj terms. For these terms we use the symmetry of (4.3) to write
and as a consequence
For k = n and j < n, we calculate
Using Lemma 4.2 we can write
We now use Lemma 4.3 to write the second term on the right side of (4.14) as
and we can then write
From Lemma 4.4 we have
We separate the terms with n ∈ K from those with n / ∈ K.
and compute the H L terms. For n ∈ L we have
For n / ∈ L we distinguish the following different cases for the exponent, K of ω in (4.15).
In case a) we have
For case b), we have
For case c) we write
Thus from (4.12) and (4.13) we can write
We have therefore established the
and for n / ∈ L:
The structure of the kernels T q
In this section we prove Theorem 3.2 which expresses the kernels, T q and T * q as derivatives of explicitly computed simpler kernels. We solvē
We set
and determine G q . With
we solve
where H L is as in Lemma 4.5.
If q < n − 1 then we obtain (5.1) by choosing
We verify (5.1) for the case q < n − 1 by calculating∂ x G L . That∂ x G nQ = H nQ is easy to see, and we turn to (5.1) in the case n / ∈ L. We havē
We consider separately the cases j < n and j = n. In view of Lemma 4.2, we have, for j < n,
where the last line follows from Lemma 4.3 ii. Similarly, we have
We thus far can writē
In dealing with j = n we have
by Lemma 4.3 i. Also, we have
by Lemma 4.2 i. We now use a variation of Lemma 4.3 i. which follows. First, using the symmetry involved in (4.4) we can write
We now show the third term on the right can be written as
Φ is a sum of terms of the form
and so we consider separately
(5.10) (5.9) leads to the desired error terms with the substitution
In (5.10) we substitute
and we obtain 1
Turning now to (5.8), we write
We can now substitute
r * γ * in the first term on the right hand side, and use
in the last two terms on the right hand side, in order to complete the verification of (5.7). Thus (5.6) becomes
Together, (5.5) and (5.11), when inserted into (5.4) give the term
which is the remaining part of H L in (5.1).
The calculations leading to the expressions for G L were done in a special coordinate chart near the boundary. To globalize the expressions we note there are double forms σ 1 such that
where τ does not contain any ω n or Θ n terms. If we set ν(ζ, z) = ω
We thus have
which we use in connection with (5.2) and (5.3) to write Proposition 5.1. Let n ≥ 3. For 1 ≤ q ≤ n − 2 let the differential forms N q be given by
Then the N q fulfills the first set of equations of Theorem 3.2.
Remark 5.2. While N 0 can also be explicitly computed, such a term will involve logarithms and does not fit the definition of admissible operators. Nonetheless, similar mapping properties for such operators do exist. N n−1 can also be explicitly given and can be handled as in [4] combined with the above methods. The estimates remain true but the principal part of N n−1 changes.
We now verify -in order to complete the proof of Theorem 3.2 -
From Lemma 4.5 we have
for q ≥ 2. The case q = 1 has a similar expression.
From (5.2) and (5.3) we calculate
(5.14)
We use 
which is an elementary computation. The proof of Theorem 3.2 is complete.
Z-operators and principal parts
We generalize (slightly) the notion of an isotropic kernel (resp. operator). We let E i j−2n (ζ, z) be a kernel of the form
where m − 2k ≥ j − 2n. We denote by E j−2n the corresponding operator. The following theorem follows from [4] (see Theorem VII.4.1).
Theorem 6.1. The integral operators E 1−2n are continuous from
We denote by Z 1 those operators which are of the form
Z 2 operators are defined similarly, and we define Z j , j > 2, operators by induction to be those operators of the form
We have the following mapping properties for Z j operators:
We will also use the following property which commutes factors of γ with Z operators.
Proof. The proof follows from the relation
Let A be one of the operators N q ,∂N q and∂ * N q which arise in the∂-Neumann problem. We are going to describe A in terms of Z-operators; this will show that its continuity properties in weighted L p spaces coincide with the behavior of Zoperators (although A itself is not a Z-operator). To proceed we need some more definitions.
Definition 6.4. Let m ≤ k be nonnegative integers. An operator
where the Z j are Z-operators of type ≥ j, and the K α are L 2 -bounded, is called a k-asymptotic Z-operator of type ≥ m. We shall denote a generic k-asymptotic Z-operator of type m by C Note that a Z m -operator is k-asymptotic Z for any k and is also a generalized Z-operator of type ≥ m: the integer l must be 0. 
m+1 . It now follows Theorem 6.7. Let A be an operator with principal part A 0 of type m = 1 or 2. Let p ≥ 2 be given. Then there is an L such that
This follows from the well-established properties of Z-operators of positive type. In general, A does not have a principal part. If A itself is a generalized Zoperator, it is, naturally, its own principal part. We do not claim that principal parts are unique -in fact, they are not. However, we do have the following theorem regarding principal operators which tells that the type of a principal part of A is a property of A. Proof. By hypothesis, the type of A 0 is m. Suppose further that A can also be written with a principal part B 0 of type m ′ ≥ m. By definition, for each k, l, we can find an K, L such that
m+1 above themselves may be written as C (l)
Insert (6.2) and (6.3) into (6.1) to get
The left hand side is an operator of type m, and the right hand side is a j = min(k, l) -asymptotic operator. Therefore (6.4) is of the form
where j = min(k, l), and A 
contradicting (6.5).
Since we have the option of multiplying (6.5) by factors of γ, we will ignore all factors of γ which arise in the kernels or by differentiating such kernels.
We first note that, modulo factors of γ, 
Integral representations
From [2] we have the explicit version of Theorem 1.2:
To establish ii), we integrate by parts in the fourth term on the right of (7.2) and use the fact that the A 2 term satisfies
We obtain γ 2 f(z) =(γ 2∂ f,∂N q ) + (γ 2∂ * f,∂ * N q ) + ∂ f, γ γ * A 2 + E 2−2n + f, γ γ * A 1 + 1 γ * A 2 + E 1−2n .
Then after multiplying by γ * we have
We now apply (7.3) to∂f : The term γ * (γ 2 f,∂ * N q+1 ) is then written
The last term can be written as (γ f, A 2 ) =(∂∂ * f, γA 2 ) + (∂ * ∂ f, γA 2 ) =(∂ * f, γA 1 + A 2 ) + (∂f, γA 1 + A 2 ) =Z 1∂ f + Z 1∂ * f.
Putting everything together we write
and so by (7.4) we have
In the same way, we obtain iii).
Theorem 7.3.
3j∂ N q f = γ * (γ 3j−1 f, T * q ) + Z 2 γ 2 f + +C (j) j f. Proof. i. We apply Theorem 7.3 to N q f :
By definition N q f = f − H q f, and so we can write
where we use γ * (γ 3j−1 H q f, N q ) = Z j H q f and
ii. To prove ii. we note the first Z 1 operator on the right hand side of Theorem 7.3 ii), in view of Theorem 3.2, is related to T q−1 by
We therefore write Theorem 7.3 ii) as
Replacing f with N q f , we obtain γ 3j∂ * N q f =γ * (γ 3j−1 f, T q−1 ) − γ * (γ 3j−1 H q f, T q−1 )
iii) The proof of iii), in which we make use of the relation Theorem 7.3 iii), follows as does that of ii)
As mentioned above, in C n we would have H = 0, and the proof simplifies. In particular, a cruder version of Theorem 7.3 would suffice. We note that in the smooth case the above theorems coincide with the known results (see [4] ): just set γ ≡ 1.
