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In our approach the focus is on the situation, where the studied population is not completely homogenous over time, but is instead comprised of groups of individuals with the same kind of mean developmental profiles. One approach to understanding such heterogeneity is to apply the theory of Finite Mixtures (FM). Nagin (1999 and 2005) and Jones et al. (2001) applies the generalized linear models theory to FM with the assumption that observations within a given mixture are independent. A further extension is to take some model parameters (e.g., polynomial coefficients) as random variables or (latent factors), see, e.g., Muthen and Khoo (1998). These random terms can then be used for modeling the correlation of the observations within a component mixture. The other kind of mixture regression application arises if part of the random model parameters arise from a mixture distribution (see e.g. Verbeke and Lesaffre, 1996) .
The focus in the present study is especially on modeling the mean within the mixture using semiparametric regression techniques (Nummi et al. 2011 and Nummi et al. 2013 ). The mean consists of one time-dependent smooth term and a set of linear predictors that may or may not depend on time. Model terms are estimated using the penalized likelihood method with the EM algorithm. The present study also introduces a computationally feasible alternative that provides an approximate solution using an ordinary linear models methodology developed for mixture regression. The data analysis part of the study consists of a simulation experiment and an analysis of real longitudinal data set of growth characteristics of Finnish children. Section 2 introduces the basic multivariate normal mixture model and its parameter estimation with the maximum likelihood method. Then, the basic model is extended to the semiparametric mean model. Parameter estimation using penalized likelihood with the EM algorithm is introduced in detail. Section 3 introduces a method for obtaining a computationally feasible approximate solution for a semiparametric mean trajectory model and a simulation study was used to demonstrate the performance of the technique. The section closes by the real data analysis of growth curves of Finnish children. Finally, Section 4 summarizes the main results.
2.
DESCRIPTION OF THE PROBLEM
Theoretical background
The aim is to identify clusters of individuals with the same kind of developmental curves. Let y i = (y i1 , y i2 , . . . , y ip i ) ′ represent the sequence of measurements on individual i over p i periods and let f i (y i |X i ) denote the marginal probability distribution of y i with possible time dependent covariates X i . It is assumed that f i (y i |X i ) follows a mixture of K densities
where π k is the probability of belonging to the cluster k and f ik (y i |X i ) is the density for the kth cluster. If the multivariate normal distribution is assumed we
where µ ik is a function of covariates X i with parameters θ k and Σ ik is a variancecovariance matrix within the kth component, involving σ k , which is a vector of unique covariance parameters. The parameter estimates can then be obtained by maximizing the log-likelihood function for the entire set of N (independent) 
Modeling the conditional mean
The set of covariates X i is divided into the parametric part U i and to the non-parametric part t i , where t i is the vector of measuring times t i1 , . . . , t ip i . For the ith individual within the kth mixture we assume the semiparametric model
where We can define the so-called roughness matrix as G = ∇∆ −1 ∇ ′ (from the penalty g ′′2 ), where the non-zero elements of banded p × (p − 2) and (p − 2) × (p − 2) matrices ∇ and ∆ are defined as
where h j = t j+1 − t j , j = 1, 2, ..., (p − 1) and l = 1, 2, ..., (p − 2) (see e.g. Green and Silverman, 1994). The penalized log-likelihood function is now
where α k is a smoothing parameter and φ is a vector of unknown parameters.
Maximizing this log-likelihood is computationally intensive. The next section shows how the solution can be obtained using the iterative EM algorithm.
Estimation with the EM algorithm
In this section, we show how the semiparametric mixture model can be estimated using the EM algorithm. In this implementation, estimation is viewed as a missing data problem (see also McLachlan and Peel, 2000) . We denote
where z ik = 1 if y i stemmed from the kth component; otherwise, z ik = 0. The vectors z 1 , . . . , z N can now be seen as realized values of random vectors Z 1 , . . . , Z N from the multinomial distribution. The complete-data, joint log-likelihood function of y i and z i can be written as
The algorithm's E step is simply to calculate the conditional expectation of l c (φ) under current parameter estimatesφ and the observed data. This yields
whereξ 1 , . . . ,ξ K are vectors consisting of estimates of mixing distribution mean and variances. In the (M step) the expected log-likelihood for the completed data
is maximized. Note that for the kth component we may denote
, where W ki =ẑ ik I i . The expected log-likelihood for the kth component (×2) can be written as
The solutions are obtained at
matrix, where N is an incidence matrix. Note that the maximizing curveĝ k is a natural cubic smoothing spline with knots at the design points t 1 , . . . , t p . The conditions for uniqueness of the solutions turns out to be identical to the fully parametric regression with explanatory variables t i and U i (Green and Silverman, 1994) . Estimates for σ 2 k and π k can be obtained from
A further simplification of the M-step is easily obtained for complete and balanced data (parametric part dropped) usinĝ
To update the value of the smoothing parameter α k the following idea is in- In practical implementations, individuals are often assigned to groups or clusters c 1 , . . . , c K according to posterior probabilitiesẑ ik . This is often done using maximum posterior probability max{ẑ ik } or by random integers generated usingẑ ik as probabilities. This assignment of individuals to specific clusters can be seen as an important contribution to longitudinal data analysis. This is because many important latent characteristics manifest themselves only when analyzing longitudinal data. However, further statistical analysis of the identified clusters must be accomplished very carefully since they are not fixed constructs, but are based on probabilities.
3.
DATA ANALYSIS
Computing using an approximation
In the following, we present a simple method to estimate the semiparametric Thus estimating the semiparametric mean model is now returned to the linear model framework. Therefore we can quite easily apply the common mixture regression statistical software for our analysis.
A simulation study was conducted to test how well the approximation method perform when the data are generated using different, but closely behaving, curve forms. Following models were used to simulate the data a) 
Analysis of height growth
The data used for this study is a part of the data of growth measurements of 4,223 children collected in Finland (Vuorela 2011 and Nummi et al. 2014 ).
Birth cohorts from five years were examined in original data: 1974 (n=1,108), 1981 (n=987), 1991 (n=586), 1995 (n=786) and 2001 (n=766). However, for our study we considered only the birth cohort 1974. The children were measured in well-baby clinics, schools and health care centers from birth up to age 15. The data included anthropometric measurements at birth and seven routine health checkup times: at six months and, 1, 2, 5, 7, 12, and 15 years. In addition, the gender, the area of residence (urban/rural), and the mother's pregnancy weeks were also included.
Understanding human growth during childhood and adolescence has been of special interest for pediatricians, health scientists, and the clothing industry, among others. Statistical models for growth have been investigated by Gasser et al. (1984) , Poortema (1989) , and Karlberg (1987) , for example. A recent overview of analytical strategies of human growth is presented in Johnson (2015) .
In statistical models, growth is often divided into age periods. For example, Karlberg (1987) applied the following models:
1.
Infancy: y = a + b{1 − exp(−ct)} + ǫ,
2.
Childhood:
where y is height, t is the age, a, b and c are parameters to be estimated, and t * is the peak velocity age. Naturally, the age period in which each of the models applies varies from individual to individual. It is also well known that infant birth weights influence further childhood development, including mortality and morbidity. As a result, it could be interesting to use the birth weight as a parametric term and evaluate its effects on different mean developmental curves. The basic model for the ith individual in the kth group takes the form
where u i is the birth weight a child and ǫ ij is independent and identically normally distributed random error term with V ar(ǫ ij ) = σ 2 k .
The data were first divided into two parts by gender, because it is well known that the growth curves differ. The actual analysis started by fitting the cubic smoothing spline over both data sets when K = 1 and the smoothing parameter was then estimated using the method of generalized cross-validation.
The estimated degrees of freedom (EDF) for a smoother were ≈ 7.998 for both data sets. Therefore, a natural choice for the approximation model dimension is c = 7. This gives us seven first eigenvectors of S that are used in approximation models. The approximation model was fitted for k = 1, . . . , 7 and the corresponding criterion values are plotted in Figure 2 . It is clear from Figure 2 , that for both genders, the decrease in criterion values when k > 6 is relatively small. Therefore, we took k = 6 and k = 7 as possible candidate models. However, the graphical investigation of the fitted trajectory curves revealed that k = 7 may not provide any new relevant information from the interpretation point of view. Therefore, our choice was K = 6 for both genders. The fitted curves are presented in Figure 3 with model covariates fitted to their mean values.
The parameter estimates of each of the groups are given in Table 1 . Clearly, birth weight has some effect and the effects are not similar for genders. For boys the estimatesβ km does not vary much over the groups. However, the smallest estimateβ 3m = 2.042 was obtained for the largest group 3. For girls the estimates vary depending on the group. Interestingly, the largest estimateβ 6m = 4.043 is obtained for the group 6 where the level of the mean curve is the lowest ( Figure   3 ). It seems possible that birth weight is an important factor in the development of further height growth. Especially, this finding is very interesting for girls.
However, further analysis of this connection is a topic of further research work.
CONCLUDING REMARKS
The aim of this study was to apply nonparametric regression techniques for mean modeling of normal mixtures. Here, the mean consisted of one timedependent smooth term and a set of linear predictors that may or may not depend on time. It was also shown how to obtain a computationally simple approximate solution. We believe that our approach provides a new, more flexible method, for the analysis of normal mixtures. Modeling the within-trajectory covariance matrix remains an interesting challenge for further research. Further analysis of height or weight growth data with different statistical methods using more background covariates also remains a topic of a future study.
