This paper describes recent work on a neural network approach to outdoor scene interpretation. The results of evaluating a range of automatic region-based segmentation techniques based on a new segmentation quality metric are presented. The optimal technique is used to segment images of natural outdoor scenes. A powerful set of features designed for outdoor scene analysis is extracted from regions in the segmented images and used to train a neural network to recognise eleven different classes of objects, including sky, road, building and vegetation. The system is tested on a large number of images which have been hand-labelled to provide ground-truth segmentations and interpretations. This fully automated system achieves an impressive mean classification accuracy of 81.4% per image on unseen data, and runs in approximately 1 CPU minute on a Sun SPARCstation 20.
Introduction
Outdoor scene analysis is a challenging problem in computer vision. Several different approaches have been used in previous work. Model-based approaches have met with some success in domains where objects can be well described using geometric primitives [2] . However, this approach is not ideal since it can be difficult to find good models for complex objects in outdoor scenes, e.g. trees. Knowledgebased approaches use a. set of hand-coded rules to describe the properties and geometric relationships of each object to be recognised, together with rules for object-specific recognition strategies which reduce the overall complexity of the interpretation process. Examples are the SCHEMA vision system [4] and the region-based scene analysis system of [US] , which have both been demonstrated to give good results in interpreting typical outdoor scenes. A drawback of these approaches is the significant effort required to develop the knowledge base.
More recently, statistical approaches to outdoor scene analysis based on region classification have been demonstrated [16, 7, 11] . The method described in [11] used a set of features based on properties of a region such as colour, brightness, texture, shape, topologieal properties, etc. The system achieved a mean classification accuracy of 80.3% per image by area on a model of ideal segmentation. Although the performance of this scene analysis system is impressive, the use of an ideal segmentation model, whose implementation is largely manual, is unrealistic. With automatic segmentation techniques, the segments generated do not necessarily correspond to whole objects or even object components, thus increasing the difficulty oflater semantic analysis. A key question for the scene analysis system is how use of an automatic segmentation technique in place of the ideal segmentation model would affect the accuracy of the image interpretation process. This paper describes an investigation extending this system to fully automatic outdoor scene interpretation.
The Labelled Image Database
The work presented here has used a sample of 80 colour images of outdoor road scenes from the Bristol Image Database [10] . The database consists of over 350 images of a wide range of urban and rural scenes. The images were digitised using a calibrated digitiser from small-grain 35mm colour transparency film to produce high-quality 36-bit colour images. The statistics of the image content and acquisition conditions have been carefully controlled. Briefly, of the 80 images in the sample, 40 are of urban scenes and 40 are of rural scenes spanning a wide range of viewpoints. Environmental conditions during image capture were dry, fully overcast and good atmospheric visibility (at least lkm). For all images, the camera was focussed at infinity and an aperture no larger than f/8 was used in order to ensure an adequate depth-of-lield. The declination of the line of sight was approximately 4°. These conditions were uniformly and independently distributed over each other. The images have been hand-labelled to identify the objects in the scenes, thus providing a ground truth about the image contents. This database is a key resource in our work on quantifying vision system performance.
Machine Segmentation
The purpose of a segmentation process is to divide an image into a number of regions which typically correspond to objects and/or parts of objects. In this paper we are concerned with region-based segmentation. The ability to carry out such a process automatically has been a topic of much research in computer vision [5, 9, 1, 14] . One of the difficulties with all segmentation techniques has been to quantify their success with respect to a particular application. The best algorithm or parameter settings to use for a particular purpose is often left to the user to decide 'by-eye', using a small set of images which is in some sense 'typical'.
The database described above provides a ground-truth segmentation against which any other segmentation technique may be compared. We now discuss the segmentation quality metric we have developed for comparing any machine-generated segmentation of an image with its ideal counterpart in the database, thus enabling objective evaluation of the quality of different segmentation techniques to be made.
The Segmentation Quality Metric
We will define the segmentation quality metric, Q(a,b) which quantifies the similarity between two clilfercnt. segmentations a and b of the same image, where b is normally the ground-truth segmentation from the database. This metric will be used to quantify the effectiveness of some common segmentation techniques on images in the database.
In designing the metric we require that the following criteria be satisfied:
1. The metric is bounded: 0 < Q{a,b) < I.
2. The metric is symmetric in a and b, i.e. Q{a,b) = Q(b, a).
The metric satisfies the triangle inequality, Q(a,b) < Q(a,c) + Q(c,b).
4. The maximum value is for an identical pair of segmentations: Q(u,a) = 1.
5.
A segmentation a consisting of over-segmented regions compared to the ideal segmentation b, has a score less than 1 and in the limit, where every region in a is a single pixel, Q(a,b) ~ (J. The first step is to define a pairwi.se area-based comparison between regions a m and b n , where 6,,is the region having the largest overlap with region a m : (1) where N is the number of regions in segmentation a and A is the total area of the image. To provide the required symmetry, the metric is defined as:
Consider the synthetic segmentations shown in Figure 1 . Mere, segmentation a is under-segmented with respect to segmentation b. The calculation of Q(a,b) is shown in Figure 2 
Segmentation Techniques
The following low-level segmentation techniques, all of which guarantee closed regions, have been evaluated using the metric on monochromatic images. Region-Growing : A region growing algorithm as described in [6] . This method, beginning at the pixel level, ileratively merges pairs of regions if they have a similar grey-level distribution and a low average edge contrast along the shared region boundary.
Zero-Crossings
K-means : The set of A' centres in the grey-level histogram which minimises the sum of the squared distances of pixel grey-levels to their nearest centre [15] . Every pixel is then marked with its nearest centre.
Gabor Filters : Pixels are labelled with the index of the multi-scale Gabor filter [3] which gives the greatest response magnitude regardless of orientation.
Results
The results of scoring the segmentation techniques on the database are shown in Figure 3 . It is interesting to note that A'-ineaus, which is the best method, requires the least parameter tuning to optimise it for a large sample of images. The optimum value of K was found to be 3, but, as shown in Figure 4 , the performance varies little over a small range of values of K. This section discusses a neural network approach to outdoor scene interpretation based on region classification. In this context, it is more relevant to consider the mean accuracy of region classification, rather than the quality of the region segmentations themselves as measured by the metric defined above.
Method
Previous work [11] has demonstrated a neural network approach to region classification. The work used a set of features based on internal properties of a region: colour, brightness, texture, topological properties (e.g., Euler number and hollowness), shape information (e.g., compactness and multi-scale boundary descriptors based on curvature extreina), and a set of local contextual features defined in terms of properties of pairwise combinations of a region and each of its four largest [4, Ki] , such features were avoided in order to provide a more general solution. The feature set is described in more detail in [10] .
A neural network was trained to classify the regions in segmented images from the image database using the labels of 11 different object classes as shown in Figure 5 . The network architecture was a Multi-Layer Perception with a single hidden-layer and 11 output units. The labels were represented on the output units as a 1-out-of-ll binary code, thus enabling an approximation to Bayesian classification to be obtained [8] . The system achieved a mean classification accuracy of 86.3% by area on the ideal segmentations from the database. 
in the previous study. The network is re-trained using conjugate gradients optimisation with batch presentation of examples. Test results are obtained with unseen examples. This section will study the effect of using the same network architecture, feature set, and labels with an automatic segmentation process. and for A'-nieans segmentation. Since the quality metric gave a similar score for several values of K, we have provided results for both K = 3 and A' = 4. As we see, the 4-means segmentation gives a better classification result. This is due to the fact that the scoring metric treats under-and over-segmentation equally, whereas the region classifier performs better with moderately over-segmented images. The 4-nieans automatic segmentation leads to the impressive result of 81.4% of pixels being assigned the correct label. This is not much less than the performance obtained with the ideal segmentations, and is significantly greater than the chance recognition level (9%>). The results expressed by area (row 2) are better than the corresponding results by region frequency (row 1) because large regions tire more often correctly classified. Figure 7 shows a scene typical of the database, and Figure 8 shows the labelled version of it. The 11 different object classes have been assigned different colours (shown here as grey levels). The largest regions in the image are correctly labelled, i.e. the sky, the road, the trees, the houses, the car and the pavements. Some smaller regions are mis-classified, e.g. the white label of the car bumper signifies a road marking, a small region of the road is classified as pavement, and distant sections of pavement have been classified as building.
Results and Discussion

Implementation Performance
A sequential implementation of our neural network approach to outdoor scene interpretation takes approximately 1 minute of CPU time per image for images of 768 x 512 resolution on a Sun S1 J ARCstation 20. This is equivalent to O(10 9 ) floating point operations per image. To the best of our knowledge, our system is the first implementation to reach this level of performance. Furthermore, the neural network approach lias substantial implicit parallelism since features can be extracted in parallel and regions can be labelled in parallel. Spatial parallelism in the segmentation could be achieved by using a local K-means method. Realtime (5 frames per second) outdoor scene interpretation based on this system is therefore possible with present-generation parallel supercomputers.
Conclusions
This paper has presented the results of an investigation into a fully automatic system for outdoor scene analysis. This system is capable of classifying regions of images with a mean accuracy 81.4% by area. This is an extremely high level of performance for such a complex task.
A neural network has been trained on a set of features extracted from regions in the segmented images to classify the regions into one of eleven different classes of object. This image interpretation system has been tested on a large number of images, ami takes approximately 1 CPU minute per image on a Sun SPARCstation 20, i.e. O(10 ; ') PLOPs. Real-time (5 frames per second) outdoor scene interpretation based on this system is possible with present-generation parallel supercomputers.
A metric has been designed for comparing the quality of a segmentation with its ideal human-segmented counterpart from a labelled image database containing ground-truth segmentations and int.erprelal.ions. A range of automatic segmentation methods have been evaluated using this metric, and the optimal method has been used to segment the images in our database.
