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 : 1, … ,  the algorithm seeks the smallest hypersphere in the induced 
feature space,  :  including the entire set T.  This requires the 
following constrained optimization problem be solved: 
min      , 1, … ,  
The corresponding Lagrangian with multipliers   can be optimized to find the center a 
and the radius R. 
, , , 2 , ,  
After optimizing L with respect to   and applying a kernel trick which employs the 
Gaussian radial basis function as the kernel function, the SVDD statistic simplifies to: 
1 2 , ,
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Figure 4: Alternate Architectures for Multi-sensor Data Fusion [11] 
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 Consider a two-class problem where three classifiers have made identity 
declarations of ten observations.  Error! Reference source not found. shows the declarations 
made by each classifier as well as the true class for each observation.  Table 3,   
Table 4, and   








Table 2: Identity declarations for a two class, 3 classifier problem over 10 observations 
 
Table 3: Pair-wise relationship between classifiers 1 and 2 
  
Table 4: Pair-wise relationship between classifiers 1 and 3 
  
















1 0 1 1 1
2 0 0 0 1
3 0 1 0 0
4 1 1 1 0
5 1 1 1 0
6 0 0 1 0
7 1 1 1 1
8 0 0 0 1
9 0 1 1 1












































Diversity  Yule's Q Statistic Disagreement Double Fault Entropy Kohavi‐Wolpert 
Measure of 
Difficulty
1, 2 0.43  0.71 0.30 0.40 ‐ ‐ ‐
1, 3 0.43  0.71 0.30 0.40 ‐ ‐ ‐
2, 3 0.60  0.88 0.20 0.40 ‐ ‐ ‐



















AutoGAD has a number of user specified settings that can be changed and manipulated.  
The settings used for this analysis are those that were originally proposed in [9] and are 












































































Figure 6: AutoGAD, SVDD, and RX pair-wise relationships for ARES1F when FPF = 10% 
 
Table 8: Pair-wise measures of diversity between AutoGAD, RX, and SVDD for ARES1F 
when FPF = 10% 
  Yule’s Q‐statistic Correlation  Disagreement  Double Fault 
Pair‐wise between AutoGAD 
and RX 
-0.1502  -0.0251  0.1898  0.0081 
Pair‐wise between AutoGAD 
and SVDD 
0.5072  0.1294  0.1444  0.0190 
Pair‐wise between RX and 
SVDD 
0.5770  0.1725  0.1550  0.0267 










































































































































Figure 9: Comparison of ROC curves to show equivalence between the original AutoGAD 





















Figure 10: Voting Method Family of ROC Curves Generated by Exploring Combinations of 






















IV. Results and Analysis 



























Table 9: Table of Test Image Properties 



















ARES3D_10kFT 106x104 210 11024 157 112 4 Desert
ARES3D_20kFT 61x73 210 4453 51 62 4 Desert
ARES3D 156x156 210 24336 438 155 4 Desert
ARES4 460x78 210 35880 882 1524 15 Desert
ARES5 355x150 210 53250 585 1041 15 Forest
ARES5D_20kFT 139x168 210 9450 129 348 28 Desert
ARES6D_10kFT 215x77 210 16555 144 221 13 Desert
ARES7F_10kFT 161x88 210 14168 384 292 12 Forest
image30LWIR 131x128 128 16768 102 52 1 Desert
image40LWIR 131x128 128 16768 472 241 1 Desert
image50LWIR 131x128 128 16768 196 149 1 Desert
33LWIR 131x170 128 22270 1413 494 10 Desert

























































































































Figure 17: AutoGAD RX intensity maps for image 30LWIR 



















































Figure 21: AutoGAD SVDD intensity maps for image 30LWIR 
 








































































































































































Appendix B: Storyboard 
Fusion Schemes for Ensembles of 
Hyperspectral Anomaly Detection 
Algorithms
Research  Objectives: 
• Examine the utility of  decision level fusion schemes applied to 
ensembles of hyperspectral anomaly detection algorithms
METHODOLOGY
Capt  Brooks Turnquist












• Hyperspectral Images are collected with 200+ spectral bands
• Spectral signatures can identify targets with a much lower spatial 
resolution
RESULTS
-Voting method performs best when individuals perform well.  
-Product method is sensitive to poor individual performance
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