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I. INTRODUCTION
T HE accuracy and efficiency of approximate solutions obtained with the finite element method (FEM) for practical electromagnetic problems can be highly dependent on 3-D mesh refinement algorithms. Advances in parallel computing have made higher fidelity at finer solution resolution possible. However, inter-processor communication costs in parallel FEM can greatly degrade the system performance and diminish the potential benefits of utilizing increased numbers of processors. The communication cost in parallel mesh refinement is dependent on the underlying computational algorithm as well as the system architecture. The objective of analyzing parallel communication paradigms for specific architectures in advance is to optimize use of system resources and improve performance.
In this paper, we develop a new approach for the modeling, analysis, and design of communication schemes in parallel finite element mesh refinement that utilizes Petri Nets. Petri Netsbased models allow for a relatively detailed description of a system due to their formal syntax and functional semantics, and can reveal key characteristics of system performance stochastically. While Petri Nets have been used for discrete event-based simulation of various applications, to our knowledge, they have not been considered previously for communication costs in parallel 3-D FEM mesh refinement [1] - [3] . In addition, we use the proposed approach for the optimization of the communication strategy for a 3-D parallel mesh refinement model suitable for FEM electromagnetics with tetrahedra [4] , [5] .
II. PARALLEL MESH REFINEMENT APPROACH
Tetrahedra are employed frequently in 3-D electromagnetic analysis and design with the FEM to achieve the geometric discretization of the problem domain. Several tetrahedral mesh refinement schemes are possible to improve the solution accuracy required for engineering tolerances [4] . concepts, consider the subdivision of a tetrahedron indicated by Fig. 1 . This refinement rule initially subdivides a tetrahedron into four scaled duplicate tetrahedra and one octahedron as shown in Fig. 1(a) . Next, the octahedron is further subdivided into six octahedra and eight tetrahedra, as illustrated in Fig. 1(b) . Finally each octahedron from Fig. 1 (b) will be subdivided into four tetrahedra as shown in Fig. 1(c) , [3] , [5] - [7] .
A master-slaves parallel computing model is assumed for implementing the mesh refinement method considered in this work [3] , [6] . The master processing element (PE) initiates the program by checking the input data, gathering load information from slave PEs, and partitioning the initial set of geometric entities into sub-domains. The master PE then broadcasts the complete domain decomposition data and sub-domain assignments to corresponding slave PEs, which proceed with the mesh refinement of their assigned sub-domains, as shown in Fig. 2 . The time for each slave PE to finish receiving a workload assignment from the master PE may not be the same because of differences in the workloads and communication delays. At this stage, the master PE will wait until each slave PE has acknowledged complete receipt of its workload assignment. Next the master PE broadcasts an instruction to all slave PEs to (approximately) synchronously start parallel computing [4] . The slave PEs executing the tetrahedral-octahedral subdivision algorithm ( Fig. 1 ) work in parallel independently in each domain. When a slave PE completes its local tasks its data are written back to the master PE, where data from each sub-domain is merged to form the global result for the overall problem domain. 
III. COMMUNICATION MODEL
In this section, a communication model is developed for the parallel mesh refinement strategy considered. Let and represent the quantity of tetrahedra and octahedra produced, respectively, in iteration by PE . In Fig. 1 (a) and (b) subdivisions, for iteration each tetrahedron of iteration can be subdivided into four smaller tetrahedra and one octahedron, and each octahedron of iteration can be subdivided into eight tetrahedra and six smaller octahedra. Thus, we have
In any iteration of the mesh refinement, if matrix assembly is required, each octahedron in the element list will be subdivided into four tetrahedra as in Fig. 1(c) , and in this case 
Here represents the message startup time and is the transmission time to send the data for one element.
For PEs in a master-slave model, there will be slave PEs in charge of sub-domains. Let be the time for the master PE to broadcast sub-domain workload assignments to all slave PEs. In total, processors participate in the broadcast operation and the broadcast procedure involves point-to-point simple message transfers [4] , each at a time cost of . Therefore, the total time taken by the procedure is (7) The time to complete the mesh refinement for iteration satisfies (8)-(9). The proof is given in the timing chart of Fig. 3 (8)
After each iteration of its computational loop (Fig. 2) , a slave PE performs point-to-point communication to send data back to the master PE. As shown in the timing chart of Fig. 3 , a PE's communication will be potentially blocked until another PE has finished sending/receiving data (point A and B). It would be preferable if we could overlap the transmission of these blocks with the computation for the mesh refinement, as many recent distributed-memory parallel computers have dedicated communication controllers that can perform the transmission of messages without interrupting the PE's CPU.
IV. PIPELINED COMMUNICATION DESIGN
A pipelined communication strategy is designed for our mesh refinement scheme, which overlaps communication and computation in order to avoid inter-processor communication blocks (as described above). Briefly, the idea is to adjust the workload assigned to each PE so as to create load imbalances in the sub-domain partitioning stage. The load imbalances will result in differences in computation times for each PE. This time difference between PEs is used for overlapping (pipelining) one PE's computation time with the data transmission time of another PE. This is illustrated in Fig. 4 .
In iteration , the workloads for PE and are and , respectively. The difference in computation time between and is (assuming that finishes its computation first). Thus, the overlap in the communication time for , in this case, is given by (10). When finishes its computation it starts transferring results to the master PE , while keeps computing results for its domain. After completes its data transfer and finishes computing, and then starts sending data to . The time slot allows pipelining the communication of and computation of . To achieve this communication pipeline that satisfies (10), the appropriate difference in workloads between and must be determined, and is given by (11); where and are the required differences in quantities of the input tetrahedra and octahedra, respectively, between the two PEs and (10)
It should be noted that, the sub-domain workload adjustment is justified based on the properties of the refinement rule in Fig. 1(a)-(c) . That is, each element is covered exactly by its parent element, and all meshes in the hierarchy are conforming (no hanging nodes exist). Thus, the rule can be applied to neighboring elements in adjacent sub-domains without mesh consistency problems [3] , [5] , [7] , [8] .
V. PETRI NETS MODEL AND SIMULATION
The Petri Nets simulation developed for our parallel mesh refinement algorithm involves modeling the occurrence of events as they evolve in time and their effects as represented by transitions of states during the parallel mesh refinement process. We (1)- (11) into the Petri Nets model, which involves six modules: one master and five slave PEs. The Petri Nets Model and initial sub-domain distribution table are shown in Fig. 5 and Table I , respectively. A representative workload adjustment between two slave PEs is shown in Table II , and the corresponding Petri Nets module is shown in Fig. 6 . The communication costs are defined by transitions that connect PEs in the system together (Figs. 5 and 6 ). The system parameters and are defined in the transition delays in each stage of the computation and communication model. Note that the computation time of the mesh refinement processes is comprised of tetrahedron and octahedron subdivision and data preparation. An individual module named "Co-Module" was developed for modeling this computation time. In both Figs. 5 and 6 the "Co-Module" is abbreviated as a transition, namely "computation time."
VI. RESULTS
The performance results of the Petri-Nets simulations for 3 to 6 PEs are shown in Figs. 7 (nonpipelined) and 8 (pipelined). It may be noted from Fig. 7(a) , that when the message size is greater than a specific value ( bytes) the system communication costs for 5 or 6 PEs are less than for 3 or 4 PEs. This is due to the "natural" pipelining effect caused by the increased number of PEs, so that communication and computation overlap to decrease the number of block points. Fig. 7(b) shows the load imbalance ratio for different numbers of PEs over the range of communication costs considered. The load imbalance ratio is the difference in work load between PEs divided by the total work load in a given iteration . Load imbalances cause PEs to complete their individual tasks asynchronously, and can slow down the parallel computing speed. However, differences in computing ending times can allow for effective overlap of computation with communication, which can reduce the overall communication cost. It may be noted from Fig. 7(b) , that for a given system communication cost, different load imbalance ratios result for different numbers of PEs. This information is useful for optimizing the design of the communication component of our mesh refinement strategy.
The corresponding results for the new pipelined design are shown in Fig. 8 . The curves in Fig. 8(a) are ordered consistently, because the designed pipelined communication is scheduled intentionally to optimize system resources. For example, the communication cost for 6 PEs is greater than those for 5, 4, or 3 PEs at each iteration, because the parallel scheduling is controlled and increases in complexity with the number of PEs. The system communication costs are comparable with Fig. 7(a) until the fourth iteration, because the parallel scheduling cost is relatively large for smaller message sizes. However, there is a significant reduction in cost for the new pipelined design beginning with the fourth iteration. Fig. 8(b) shows a consistent increase in the load imbalance ratio for increasing PEs, as the system overlaps more computation and communication time. This is in agreement with the observation above: having more PEs incurs more scheduling cost. However, this is a beneficial tradeoff required to avoid the block points in the system.
VII. CONCLUSION
A new approach has been proposed and evaluated that utilizes Petri Nets as a modeling formalism for the analysis and design of communications strategies for parallel finite element mesh refinement systems. Modules have been developed for modeling each stage of the parallel algorithm, as well as the structure of the parallel system. The benefits of the new approach for overall system performance evaluation and design optimization are illustrated by the results for the new pipelined communication 
