Two detectors are presented in this paper which are used to handle intersymbol interference introduced by the communication channels. These two detectors are based on combination of nonlinear equalizer and Viterbi detector. The first detector, which was previously developed, is named Combined Detector1(CDR1), while, the second detector, which is the contribution of this paper, is named Combined Detector-2(CDR2). CDR2 is similar to CDR1 but with retraining data sequence. These detectors are tested beside nonlinear equalizer using data transmission at 9.6kb/s over telephone channel. Simulation results show that the performance of CDR2 is better than the performance of CDR1 while the performance of CDR1 is better than the performance of nonlinear equalizer.
INTRODUCTION
In the digital data transmission system, the communication channel introduces different types of impairments, intersymbol interference (ISI) is one of those impairments. An adaptive linear or nonlinear (decision-feedback) equalizers are used to handle ISI at the receiver end [1] . It is well known that a maximum likelihood sequence estimation (MLSE), implemented with the Viterbi algorithm, can provide a significant improvement in detection performance over equalization techniques [2] [3] .
When the sampled impulse response of the channel contains a large number of components, the Viterbi algorithm involves both an excessive amount of storage and an excessive number of operation per received data symbol. Considerable researches have been carried out to achieve the performance of the MLSE at reduced complexity [4] [5] [6] [7] [8] [9] .
The paper in [4] explores and compares two methods of simplifying the Viterbi detector (VD) by means of feedback from preliminary decisions present in the VD. Both methods use these decisions to cancel trailing ISI in order to reduce the effective memory length of the channel and thereby the number of states retained in the detector. They differ in that in the first method a single cancellation takes place on the basis of the most likely survivor residing in the VD, while in the second one a local cancellation is carried out for each state in the VD on the basis of the associated survivor.
In patent [5] , a MLSE sub-receiver is disclosed, in one embodiment of the present invention and includes an MLSE equalizer device responsive to input data to generate equalized data. The input data is generated from transmitted data by wireless transmission. The MLSE equalizer device processes the input data to generate residual channel response using a known codebook and the residual channel response to generate an MLSE codebook. The MLSE sub-receiver further includes an MLSE decoder responsive to the equalized data and the MLSE codebook for processing to determine maximum likelihood between the equalized data and the MLSE codebook. The MLSE decoder uses the maximum likelihood for decoding the equalized data to generate a decoded transmitted data by mitigating the effects of multi-path communication channel due to wireless transmission of the transmitted data.
In patent [6] , an apparatus and method for implementing an equalizer which combines the benefits of a decision feedback equalizer (DFE) with a maximuma-posterori (MAP) equalizer (or a MLSE) to provide an equalization device with significantly lower complexity than a full-state MAP device, but which still provides improved performance over a conventional DFE. The equalizer architecture includes two DFE-like structures, followed by a MAP equalizer. The first DFE forms tentative symbol decisions. The second DFE is used thereafter to truncate the channel response to a desired memory of L1 symbols, which is less than the total delay spread of L symbols of the channel. The MAP equalizer operates over a channel with memory of L1 symbols (where L1<=L), and therefore the overall complexity of the equalizer is significantly reduced.
The paper in [7] deals with the construction of optimal channel shortening, also known as combined linear Viterbi detection, algorithms for ISI and multiple-inputmultiple-output (MIMO) channels. In the case of MIMO channel shortening, the tree structure to represent MIMO signals is replaced by a trellis. The optimization is performed from an information theoretical perspective and the achievable information rates of the shortened models are derived and optimized. Closed form expressions for all components of the optimal detector of the class are derived. Furthermore, we show that previously published channel shortening algorithms can be seen as special cases of the derived model.
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The paper in [8] presents a novel MLSD receiver structure for nonlinear channels. This scheme is derived by treating the NLC as a multiple input/multiple output system. Then, orthogonal signal components are computed using a special form of space-time whitened matched filter (ST-WMF) obtained by a modified GramSchmidt orthogonalization of the Volterra kernels of the NLC. The MLSD receiver consists of the ST-WMF followed by a VD with multidimensional branch metrics. The space orthogonalization and noise whitening achieved by the ST-WMF provide an efficient way to reduce the receiver complexity in the presence of highly dispersive NLC. Complexity reduction is crucial in practical applications such as intensity modulation/direct detection (IM/DD) optical channels. As an example, the number of states of the VD in ST-WMF-MLSD required on a 10 Gb/s, 700 km, IM/DD fiber-optic link is reduced eight times compared with an oversampled MLSD.
The paper in [9] presents two low-complexity 2-D softoutput Viterbi algorithm (SOVA) detector design strategies for realizing multitrack joint 2-D detection, which represent different complexity versus performance tradeoffs. By carrying out simulations and applicationspecific integrated circuit design, this paper shows that, compared with the best symbol-based 2-D SOVA, it is feasible to achieve almost the same detection performance and meanwhile reduce the silicon area by more than 60% in three-track joint detection. Fig.1shows the model of data transmission system. The first part in this model is random data generator which generates binary data, and each 4-bit is mapped into one of 16-point QAM constellation. Thus, the output of random data generator is data symbols {si}, and the possible values of si are given by all combination of ±1, ±3,&±j1, ±j3 where j= . Then, the data symbols {si}enter the Quadrature Amplitude Modulation(QAM) transmitter which consists of transmitter filter and QAM modulator. The transmitter filter is a low-pass filter performs the function of limiting the signal spectrum before modulation process. The resulting output of the QAM transmitter is QAM signal with carrier frequency of 1800Hz and symbol rate of 2400 baud giving an information rate of 2400 x 4 bits = 9600 b/s = 9.6kb/s. The output of the QAM transmitter passes through telephone channel, and Additive White Gaussian Noise (AWGN) added to the signal before entering the QAM receiver. The QAM receiver consists of QAM demodulator and receiver filter. The receiver filter is a low-pass filter used in combination with the transmitter filter to produce realistic levels of intersymbol interference. The output of QAM receiver is data symbols {ri} used by the Least Mean Square (LMS) estimator to estimate the sampled impulse response (SIR) of baseband telephone channel. Finally, the data symbols {ri} and SIR are used by the detector to obtain the detected symbols {s'i}. This detector, which was previously developed in [4] , combines nonlinear equalizer (NLE) and Viterbi detector (VD) as shown in Fig.2 . The NLE is implemented as linear feedforward transversal filter fed from the output of the VD which is the detected sample s'i. The output signal from this filter is subtracted from the received sample ri to give the input signal to VD. The NLE, therefore, operates by the quantized feedback correction, removing ISI totally or partially from the detector input signal as explained below.. Where the second part of ISI is removed by linear feedforward transversal filter.
DATA TRANSMISSION SYSTEM
It is clear from eq.6, as m increases, the part of ISI treated by VD increases and hence the complexity of VD increases, but the performance will improve with the increase of m. Here, m is taken to be equal to one (m=1) in order to decrease the complexity of VD, and the input to VD becomes
It can be observed from eq.7 that the length of SIR of channel becomes g+1=2, and this reduces significantly the complexity of VD. This detector is similar to CDR1 except that at the end of training period it starts with correct detected data symbols {si} from the known retraining period. Hence there will be a correct cancellation of intersymbol interference (which is the second part in Eq.6) at each retraining period. Fig.3 shows how the sequence of information data and training is transmitted. Retraining is already used in communication systems [10] [11] . This detector makes use of it. Fig. 1 with three types of detectors, NLE, CDR1, and CDR2 to determine their relative tolerance to AWGN when operating over telephone channel.
The performance of the whole system is measured by drawing symbol error rate(SER) versus signal-to-noiseratio (SNR). The SER is given by
SER= NEDS/NTS
where NEDS is the number of erroneous detected samples & NTS is the number of total transmitted samples. Fig.4 shows the performances of the three detectors. It seems that at error rate of 10 -5 , the performance of CDR2 is better than the performance of CDR1 by approximately 2dB. Also, the performance of CDR1 is better than the performance of NLE by approximately 0.6dB. Model of bandpass transmission system based on computer simulation was developed. The system operates at rate of 9.6kb/s using QAM signal to be transmitted over telephone channel. Three detectors have been involved in this simulation, NLE, CDR1, and CDR2. The results show that the performance of CDR1 is better than NLE but worse than CDR2.
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