Evaluation of spoken dialogue systems has been traditionally carried out in terms of instrumentally or expert-derived measures (usually called ''objective" evaluation) and quality judgments of users who have previously interacted with the system (also called ''subjective" evaluation). Different research efforts have been made to extract relationships between these evaluation criteria. In this paper we report empirical results obtained from statistical studies, which were carried out on interactions of real users with our spoken dialogue system. These studies have rarely been exploited in the literature. Our results show that they can indicate important relationships between criteria, which can be used as guidelines for refinement of the systems under evaluation, as well as contributing to the state-of-the-art knowledge about how quantitative aspects of the systems affect the user's perceptions about them.
Introduction
Dialogue systems are becoming increasingly attractive for a wide range of applications (McTear, 2004; Ló pez-Có zar and Araki, 2005; Wahlster, 2006) . In order to minimize costs and optimize results, there is a need for standard methods, architectures and criteria to test, compare and predict the performance and usability of the systems. Several initiatives have arisen since the late 1980s to establish these methods. In the USA, the main funding institution for this kind of research is DARPA (Defense Advanced Research Projects Agency), with their project COMMU-NICATOR (Walker et al., 2002a) , which was aimed at cost-effective development of multimodal dialogue systems. This was achieved by using different plug-and-play components which were evaluated paying special attention to user satisfaction maximization. In Europe, the major institutions concerned with evaluation of dialogue systems have been COCOSDA (Coordinating Committee on Speech Databases and Speech I/O Systems Assessment), which focuses on obtaining corpora that can be shared to study evaluation criteria, 1 EAGLES (1996) and DISC (1999) . These last two international projects established some best practice guidelines for the development and evaluation of dialogue systems, both at system and component level.
These research efforts have successfully established a common background of criteria for quantitative evaluation. However, there is still no systematic understanding, nor consensus on the criteria that must be taken into account to optimize the usability of dialogue systems. Some projects have tried to address the problem of predicting system usability and user satisfaction from measurable performance criteria. This is the case of PARADISE (Walker et al., 2000a) , which has become one of the reference frameworks for system evaluation. Because of the complexity and effort demanded by the application of the PARADISE framework, many approaches in the literature apply qualitative and quantitative measures separately. For example, Hartikainen et al. (2004) propose a methodology for subjective evaluation that has been used for evaluating the MUMS Multimodal Route Navigation System (Hurtig, 2004) . Recently, the VIrtual CO-driver system (Geutner et al., 2002) , the MASK multimedia service kiosk (Lamel et al., 2002) and the SAMMIE dialogue system (Becker et al., 2006) have been also evaluated only subjectively. Other authors, for example Robinson et al. (2006) , evaluate their systems both with instrumentally-derived measures and quality judgments, but without establishing links between the different evaluation measures employed. In this paper we obtain empirical results on the relationship between both types of criteria from the evaluation of our spoken dialogue system. This is done via correlation studies, which we believe are a reliable method that can be applied to both whole system and component level evaluation. However, when the statistical studies are carried out over a large number of metrics, there is a possibility that some of the findings are due to chance, and thus reliability and significance studies are also reported. This method has been applied successfully for the evaluation of other dialogue systems, e.g. BoRIS (Mö ller, 2005) , yielding some interesting relationships between evaluation criteria.
However, results in the literature are usually based on restricted laboratory interactions, in which some users are asked to interact with the system in accordance with predefined scenarios. In some cases the users are also given evaluation questionnaires in which they express their personal opinion about different interaction aspects. The main disadvantage of this method is that the scenarios may differ from the tasks that a user would have selected in a non-predefined interaction. In contrast, field evaluation requires real users interacting with the final system in their appropriate environments. Although as stated by Bernsen and Dybkjaer (2000) , field tests can fail to be representative of the full functionality of the systems, we believe they offer the most realistic results and cover real user motivations. Field evaluations are not repeatable as the interaction context is highly variable. This is also their main advantage as they gather results from different users (different gender, voice, knowledge, experience using the system), who talk on different devices (mobile phones, usual phones or PCs), and in different environments (different noise conditions). As the results obtained from field tests are robust to this heterogeneity, they are more relevant at predicting the real behaviour of the systems. Our contribution to the state-of-the-art system evaluation relies on obtaining new empirical evidence by means of a field study carried out employing our spoken dialogue system. The rest of the paper is structured as follows. Section 2 presents an overview of the main evaluation trends that can be found in the literature. Section 3 briefly describes our spoken dialogue system. Section 4 describes the computation of the evaluation criteria, distinguishing between interaction parameters and quality judgments. Section 5 presents the statistical studies that we carried out, whereas Section 6 discusses the experimental results obtained. Finally, Section 7 presents the conclusions and points out some future research guidelines.
Related work
Evaluation of dialogue systems has been used in the literature for a wide range of purposes, for example, to measure the system's performance, to compare a system with its previous versions to measure the adequacy of changes, to compare different systems and to predict the system behaviour.
Traditionally, authors have differentiated between objective and subjective evaluation criteria. The former takes into account measures computed from system performance features such as word error rate (WER). The latter considers measures that judge some property, for example intelligibility of the synthesized speech. This notation has been widely used in previous studies, for example, Larsen (2003) , Minker et al. (2004) and Robinson et al. (2006) . However, as argued by Möller (2005) , humans are always involved in determining the systems' performance. For example, in the so-called objective measures human expert evaluators are often used (i.e. to calculate WER, experts have to compare real user input with the recognizer output). Thus, Mö ller (2005) proposes to differentiate between quality judgments (subjective), interaction parameters (which can be instrumentally measured or expert derived) and quality predictions (which can be instrumentally derived). In this paper we will focus on the first two categories.
There have been several attempts to create a full list of criteria to be used for evaluation by employing interaction parameters, quality predictions and quality judgments. For example, Dybkjaer and Bernsen (2000) propose a list of 15 criteria to guarantee system usability: adequate use of modalities, accurate input recognition, flexibility of the accepted vocabulary, system voice quality, adequate response generation, adequate domain coverage, and user satisfaction, among others. The Expert Advisory Group on Language Engineering Standards (EAGLES, 1996) , proposed quantitative (e.g. system response time) and qualitative (e.g. user satisfaction) measures, that were applied and interpreted following an innovative framework. This framework provided guidelines on how to carry out the evaluation and how to make results available in such a way that they could be easily interpretable and comparable. In the DISC project (DISC, 1999) there were other best practice guidelines that completed the EAGLES proposal using life cycle development methodologies. Other authors have focused on how to obtain and study speech corpora to compute evaluation measures. These are frequently large corpora extracted from system usage, or from human-tohuman dialogues. In the latter case, human behaviour can be used as a baseline to compare with the system behaviour (Paek, 2001) . For example, the EVALDA project (Devillers et al., 2004) focuses on evaluation 'campaigns' that consider various aspects of natural language interaction. One of them is the MEDIA campaign, which evaluates the interaction between users and dialogue systems. Their evaluation methodology employs test sets obtained from real corpora along with the commonly used evaluation criteria. Degerstedt and Jö nsson (2006) proposed the LINTEST tool to carry out evaluation of dialogue systems using the JUNIT corpus. A very detailed review of the most relevant efforts on generalization of evaluation criteria and practices can be found in (Dybkjaer et al., 2004) and (Ló pez-Có zar and Araki, 2005), whereas Mö ller et al. (2007) present a review of the de-facto criteria extracted from all these studies and an example of their usage to evaluate a particular dialogue system.
As commented above, the PARADISE framework (Walker et al., 1998) is the most widely embraced evaluation method proposed so far to specify the relative contribution of various factors to the overall system performance. This method models performance as a weighted function of: task success (exact scenario completion), dialogue efficiency (task duration, system turns, user turns, total turns), dialogue quality (word accuracy, response latency) and user satisfaction (sum of TTS performance, ease of task, user expertise, expected behaviour, future use). Additionally, it has been used to develop models for user satisfaction prediction, based again on the weighted linear combination of different measures (Walker et al., 2000b) . The goal of this evaluation method is to maximize user satisfaction by maximizing task success and minimizing interaction costs. These costs are quantified using different efficiency and quality measures. The weights of each measure are computed via a multivariable linear regression that considers user satisfaction as the dependent variable and task success, efficiency and quality measures as independent variables. Recently, the PARADISE framework has been enhanced to enable evaluation of multimodal dialogue systems. For example, it was used in the SmartKom Project, creating the so-called PROMISE framework (Beringer et al., 2002) .
The application of PARADISE to evaluate a dialogue system requires dialogue corpora extracted from controlled experiments in which users have to evaluate satisfaction on a scale after they have interacted with the system. This approach has been successfully used for evaluating and comparing eight COMMUNICATOR systems (Walker et al., 2002a,b) , firstly in controlled laboratory experiments, and secondly in a less restricted context where the systems were accessible on the phone. Strictly, this second evaluation was not an open field study because the authors had control over the users, who were specifically recruited and assigned to the different systems. Nevertheless, the tasks they had to complete were not predefined in all cases. A similar approach was employed in the ARISE project (den Os et al., 1999) , where evaluation was based on the responses of users who either called a dialogue system from home or interacted with it in the laboratory. In either case, the tasks to be carried out by users were predefined (Sanderman et al., 1998) .
There is no universal agreement on the distinction between ''field" and ''laboratory" studies. We call ''field tests" the evaluations carried out taking into account real system-user interactions in which the user employs the system freely, without following predefined scenarios created by evaluators. However, in the literature some authors employ the term ''field test" or ''field trial" to describe studies in which the interactions are carried out by users who employ the telephone network instead of a laboratory environment, even when they are following predefined scenarios. This is the case, for example, for the evaluation of the ARISE spoken dialogue system (Baggia et al., 2000) , which measures the impact of a train timetable system on the working routines of human operators, and on the callers who are traditionally served by the operators. Although the authors report experiments as ''field studies", in the first experiment they contacted different callers who were asked to use the system by following different scenarios, and to fill in a questionnaire where they expressed their opinions about the system performance. In a second study, the system was enhanced taking into account the results of the first study, and it was used in a railway station in Milan. All the telephone calls were recorded and analysed. The authors obtained very interesting results about the benefits of introducing language technologies in train stations. For example, they found out that when using the dialogue system, with the same number of human operators the number of calls served per month could triplicate. However, the authors did not present any comparison between the results of their first trial (a laboratory test) and their second trial (a field test) which could have pointed out some differences in performance between laboratory and field interactions.
We can also find in the literature a distinction between ''internal" and ''external" tests, regarding whether they were carried out by users from the development team of the dialogue system (internal evaluation) or by users who did not have any previous knowledge about the system (external evaluation). However this is not equivalent to the ''field" vs. ''laboratory" studies distinction, as external tests may involve using predefined scenarios. For example, Rajman et al. (2004) propose a rapid dialogue prototyping methodology to produce, for any given application, a quickly deployable dialogue-driven interface which can be later enhanced through an iterative Wizard-of-Oz process. To refine the dialogue models developed using this methodology, the authors propose to use an internal and an external test. The internal test is used to further adapt the prototype and its successive modifications. The external test is employed for the final evaluation of the resulting dialogue interface. In both cases the evaluation was carried out in the form of a satisfaction questionnaire which was submitted to the users after they had interacted with the prototype, on the basis of a set of predefined scenarios involving specific contexts for a restaurant search.
To study the implications of using field tests, some authors have focused on non-restricted evaluation studies. This is the case of the Let's Go system (Raux et al., 2003) , which was evaluated using interactions of real users who phoned the system to get information about bus schedules. The evaluation was carried out by reporting results of interaction parameters (Raux et al., 2006) . Unfortunately, although these parameters are relatively easy to compute, they do not provide sufficient information on quality. Qualitative judgments, on the other hand, are difficult to extract and compare when they are related to subjective opinions. Only in a few cases, performance parameters which can be measured quantitatively are also able to express quality. Our work focuses on using both quantitative and qualitative de-facto standard measures (Mö ller et al., 2007) in a field study, to evaluate our spoken dialogue system, which is described in Section 3. Our main objective is to empirically obtain relationships between these measures by employing statistical significance studies. Similar methods have been widely used in the area of system acceptance, more specifically for predicting the adoption of new technologies, e.g. in risk studies by companies investing in the technologies. One of the most widely used models is the technology acceptance model, which relates several user judgment criteria to the final adoption of the technologies by users (Legris et al., 2003) . However, no quantitative parameters are considered in this model. In the area of dialogue systems, only a few authors have exploited correlation studies to measure such relationships, for example Pan (2002), Mö ller (2005) and Schiel (2006) , who applied them to controlled laboratory studies.
The UAH spoken dialogue system
Universidad Al Habla (UAH -University on the Line) is a spoken dialogue system that we developed in 2005 to provide spoken access to academic information about our department (Callejas and Ló pez-Có zar, 2005) . As shown in Fig. 1 , the system is comprised of the five typical modules of current spoken dialogue systems, concerned with automatic speech recognition (ASR), dialogue management (DM), database access (DB Access), data storage (DB) and oral response generation (RG). In addition, we implemented a module called GAG (Generació n Automá-tica de Gramáticas -Automatic Grammar Generation) to automatically create ASR grammars.
A telephony card receives the sentences uttered by the user and provides the associated speech signals to the ASR module. By employing a set of rule-based grammars representative of the permitted sentences, this module provides word sequences (recognition hypotheses) in text mode. The GAG module automatically creates the grammars employing a trigger-based technique that automatically updates the grammars if there are changes in the vocabulary, which is stored in databases. In this way, this technique avoids possible inconsistencies between the vocabulary in the databases and the vocabulary in the grammars (Callejas and Ló pez-Có zar, 2007) .
The grammar rules include semantic values specified via the semantic interpretation for speech recognition (SISR) standard.
2 These values are obtained when the user's utterances are recognized and they are mapped on to one or more VoiceXML ECMAScript variables.
According to the data extracted from the user utterances, the dialogue manager decides the next system response. This module employs VoiceXML documents that are dynamically created using PHP. The system employs dialogue management strategies with different flexibility (Turunen and Hakulinen, 2001 ). More specifically, information about professors and subjects is given by employing a system-directed initiative strategy, whereas information about registration procedures and post-graduate studies is provided by means of mixed-initiative dialogues.
The dialogue manager dynamically adapts the system responses to the context of the conversation and the dialogue state, which improves the naturalness of the interaction. For example, the help messages provided by the system take into account the topic that the user and the system are addressing at a particular moment. The context is used as well to decide the confirmation strategy to use. The UAH system uses explicit confirmations in dialogue states where it is critical to attain a very high recognition rate. For example, before transferring a call to a professor the system confirms explicitly his/her name (e.g. ''Did you say professor Smith?") to avoid transferring the call to another professor. In non-critical dialogue states, the system uses explicit confirmations if the confidence scores attached to the recognized words are not high, and otherwise it uses implicit confirmations. The response generation is carried out by instantiating text patterns, and sending the obtained sentences to a TTS system. For purposes of illustration, we show below a sample dialogue translated from Spanish into English (S = system, U = user): S1> Welcome to the UAH system. How can I help you? U1> I need information about the registration procedure in the University. S2> What do you want to know about the registration procedure? U2> The deadline. S3> The registration deadline is on the 31st of August. Do you need any other information about the registration procedure? U4> No, thanks. S5> Thank you for using the UAH system. Have a nice day.
Evaluation criteria
The UAH system evaluation was carried out both with interaction parameters and quality judgments. Interaction parameters were employed to measure the system performance (e.g. number or errors made by the speech recognizer), and the dialogue course (e.g. duration of the dialogue or number of turns). These measures allowed us to carry out different studies about performance and reliability of the system as well as discovering interaction points which can be improved. Although interaction parameters are a good indicator of the quality of the evaluated interaction, they do not necessarily provide reliable information about user satisfaction (Ló pez-Có zar and Araki, 2005). Thus, it is necessary to carry out a qualitative judgment evaluation to register users' opinions about these aspects of the interaction. In the experiments presented in the paper, the subjective evaluation was carried out by employing user tests.
Interaction parameters
To compute the values for the interaction parameters, we have used a dialogue corpus collected from telephone calls made to the UAH system from September 2005 to September 2006. This corpus consists of 85 dialogues and 422 user turns, with an average of five user turns per dialogue. Each dialogue was automatically annotated with two timestamps, corresponding to the call starting and ending times respectively. Each user utterance was stored in .wav format along with information about the recording starting time, the previous system turn, and the speech recognition result, which included confidence scores attached to the recognized words.
A human annotator took into account whether each utterance was correctly understood by the system, regardless of the speech recognition errors. For example, in response to the system prompt: ''What type of information do you want?", the user answered: ''I want information about a subject", but the recognition result was: ''Information about subjects", where there are three deletions and one substitution. Regardless of these errors, the utterance was correctly understood by the system, as the semantic values returned by the speech recognition grammar were correct. Hence, the annotator tagged the utterance as ''correctly understood".
At the dialogue level, the annotator registered the gender of the speaker, whether the dialogue was complete (i.e. whether the user did not hang up before finishing the dialogue) and whether the dialogue was successful. As it was a field study, there were no predefined tasks for the users to accomplish. Thus, a strategy had to be defined to consider dialogue success. More specifically, we considered that the dialogues were successful when the user obtained the information he requested.
All the annotations were stored in a database from which the values for the interaction parameters were automatically computed. For example, dialogue duration was computed from the timestamps, and the number of confirmation turns was computed using the information about the previous system turn. Table 1 sets out the interaction parameters that we used in the experiments, while Fig. 2 shows a sample parameter computation.
Quality judgments
The interaction with the UAH system starts with a welcome message in which the system introduces itself, and asks the user to visit a web page where he can complete a questionnaire with his opinion about the system performance. To be able to link the results of this test with the recordings of the user-system interaction, the user is provided with a dialogue identification number. This number is requested in the questionnaire along with the date he made the telephone call to the system and an approximate time for the start of the interaction.
The original Spanish version of the questionnaire can be found in the Appendix A.1, the English translation is as follows:
Q1. State on a scale from 1 to 5 your knowledge about new technologies for information access.
(1 = ''Low", 5 = ''High") Q2. State on a scale from 1 to 5 your previous experience using telephone-based dialogue systems. The answers to each question were encoded and appropriately saved in the interactions database. All the answers excepting those corresponding to Q3 were assigned a numeric value between one and five (in the same order as they appear in the questionnaire). The values by default were: Q1 = 1, Q2 = 1, Q3 = 1, Q4 = 3, Q5 = 3, Q6 = 3, Q7 = 5, Q8 = 3, Q9 = 3, Q10 = 3, Q11 = 3. From the results of the test, the measures listed in Table 2 were extracted.
The first three measures listed in Table 2 are not quality judgments, but information about users. With the help of these questions, we intended to obtain an approximate idea of the users' background. However, as the UAH users were mainly students and professors of our Faculty, knowledge about new technologies for information access was high in almost all cases, as it is shown in Fig. 3 . Only 36% of our test participants were women.
As our experiments were based on calls made by users who phoned the system on their own initiative, we think that the results obtained are very realistic, given that the interaction was based on a real need of the users. Besides, dialogues were more heterogeneous as they take place in different contexts. The disadvantage of this approach was that, although the users were encouraged to answer the questionnaires, some of them did not do it, and thus there were no quality judgments for all the recorded dialogues. Specifically, only 37 of the 85 dialogues have subjective measures along with the objective ones. Fig. 4 shows the demographic data of the two types of users: those who answered the subjective test, and those who did not.
As can be observed, from the dialogues that corresponded to users who did not fill in the questionnaire, 8.47% were annotated with an unknown gender of the speaker. This is because these users hung up after the first prompt of the system and said nothing in response. The first system prompt clearly stated that the user was about to talk to an automatic system, and that the call was going to be recorded for research purposes. Hence, we think that 
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Users who did not take the subjective test
Users who took the subjective test Fig. 4 . Demographic data for the different user types.
two plausible reasons why some users hung up before their first turn are that they did not feel confident in talking to a computer, and that they were not happy with having their interactions recorded.
The descriptive statistics of all the parameters regarding the type of users involved are shown in Table 3 , where the minimum, maximum and range values of all the measures used in our study are indicated. Section 6.1 presents a detailed study of the differences in performance and perceived quality between the interactions of these two user groups.
Statistical studies employed for evaluation
In order to find relevant relationships between the criteria used, we correlated all the variables, obtaining the absolute value of the Pearson correlation coefficient. However, the value of the correlation coefficient by itself was not enough to obtain reliable results, as it was also necessary to know the probability of obtaining the results by chance. This was done by computing the significance (or p-value) of each correlation coefficient. If the significance level was very small (less than 0.05) then the correlation was significant and the two criteria were considered linearly related.
As most of the variables were inter-correlated, we studied the effect that each criterion had on the significance of the relationships between the rest. It is possible that two criteria are correlated just because they are both affected by a third one. Thus, when eliminating the effect of this criterion, they would not be significantly correlated. To study the relationships in isolation, eliminating the effect of the rest of the criteria, we computed the partial correlation coefficients along with their significance levels. The Pearson correlation coefficient is suitable for scale variables, whose values represent ordered categories with meaningful metrics, such as dialogue duration in seconds, so that distance comparisons between the values are appropriate. However, we do not only use scale variables but also ordinal and dichotomous variables (a classification can be found in Table 4 ). The values of the ordinal variables represent categories with an intrinsic rating, such as the perceived quality parameters described in Section 4.2. Dichotomous variables, such as ''task success" or ''dialogue completion", can only have two values (0 or 1 in our case). Thus, in order to obtain reliable results, we built contingency tables for the ordinal criteria. These tables allow us to study these variables and discover associations between them. To measure the strength of their relationships, we employed the Kendall's Tau-b and the Spearman's rho coefficients. The interpretation of these coefficients is equivalent to that of the Pearson coefficient. However, as they are based on the ordinal properties of the data, their values and significances may not be the same.
Additionally, we carried out analyses of variance (ANOVA). Essentially, ANOVA models try to describe a dependent variable as the result of the weighted sum of several factors. Specifically, we used one-way ANOVA, in which there is only one independent variable, and computed the F coefficient. When F's critical level is below 0.05, it is possible to discard the average equality and conclude that not all the poblational averages that are being compared are equal. We also obtained Eta square which is an estimation of the degree to which each factor affects the dependent variable. To obtain more information on which to base our interpretations, especially for the case of dichotomous variables, we also obtained Phi and Cramer's V coefficients, which allow us to contrast the independence hypothesis in contingency tables.
All the experiments were carried out using the SPSS 14 3 predictive analysis software. For the experiments in which we aimed to obtain important relationships between all the evaluation criteria including both interaction parameters and quality judgments, we used the 37 dialogues in which the users answered the subjective test. For the experiments in which we studied the possible reasons for the users to take the test or not, we used both types of dialogues (85 in total).
Evaluation results
Appendix A.2 presents a summary of the numeric results obtained from the statistical studies. For each pair of criteria, Table A .1 sets out the Pearson correlation coefficient and its significance level. Significance levels below 0.05 are marked in light grey, those below 0.01 are marked in dark grey, and non-significant relations are left white. Table A .2 shows a summary of the results obtained with the partial correlations. For reasons of space we have not reported all the 21 partial correlations tables with their numeric values. Instead, we report all the significant correlations found between all the tables, along with the number of control criteria for which they were significant (i.e. the number of partial correlation tables in which the relationship was significant).
As can be observed, there were no significant relations regardless of the control criteria used (i.e. none of them appeared in the 21 tables). In fact, the best case was achieved when the relationship between two criteria was shown to be significant when we eliminated the effect of 17 of the 21 variables. This showed that all the variables were deeply related. Finally, in Table A .3 we report a summary of the results for the Tau-b and Rho coefficients, only emphasizing the relations for which significance differs from those obtained in the Pearson correlation studies. In the following sections we will discuss and interpret the main findings derived from these results.
6.1. Impact of the interaction performance on the user decision to answer the subjective test As was described in Section 4.2, not all the users answered the subjective test from which we computed the perceived quality criteria. In order to study if there were some interaction parameters that influenced the users' decision to answer the test, we introduced a dichotomous variable indicating whether the user answered the test or not, and carried out Pearson correlation and ANOVA studies to find its relationship with the interaction parameters. Table 5 shows the results obtained. The only relations that were shown to be significant for the ''user taking the subjective test" were with the ''dialogue completion" and the ''task success" metrics. These are two criteria that were also very significantly correlated with each other, with an ANOVA F of 180.159, and a 0.000 significance. Eta square was 0.685, and as both are dichotomous variables we also calculated Phi and Cramer's V, obtaining for both coefficients a value of 0.827 and a 0.000 approximate significance.
One conclusion to be derived from these results is that the users carried out the subjective test mainly when they succeeded in getting the information they wanted. The fact that the successful dialogues were related to dialogue completion might be because unsuccessful dialogues were usually prematurely finished by the user.
To check whether the interaction parameters that affect task success are the same for all the user groups, we carried out additional ANOVA studies, which yielded the results shown in Table 6 .
As can be observed in the table, the only differences related to task success appeared for its relationships with the number of user turns, the percentage of correctly understood words per turn, and the number of words per turn. The three relationships were significant for the users who did not answer the test, but not for those who answered it, although the first two cases can be considered as almost significant at the 0.05 level. This change might be due to the degree of cooperation of the different types of user. For example, the users who did not answer the test and had unsuccessful dialogues, hung up immediately: 70.37% of the times before the fourth user turn. However, the users who answered the subjective test were more patient and tried to overcome the interaction problems even when in the end they could not obtain the information that they were asking for.
The main difference detected between both user groups was in the relationship between the number of words per turn and task success. For the users who did not answer the test, F had a value of 12.787 and it was significant below the 0.01 level, whereas for those who answered the test, F was 0.964 and it was not significant. This was probably because the distribution of the number of words per turn for the unsuccessful and successful dialogues was more balanced in the case of the users who answered the subjective test. For them, successful and unsuccessful dialogues had a similar number of words per turn. However, the users who did not answer the test employed no more than an average of one word per turn in their unsuccessful dialogues, and more than two turns in the successful ones. Thus, an average of words per turn less or equal to one was an indicator of dialogue failure in the case of users who did not answer the subjective test.
6.2. Criteria with highest impact on user satisfaction and task success Table 7 shows the two highest correlation values with user satisfaction, which were obtained in all the statistical studies for the criteria ''ease of obtaining information" and ''task success". Thus, as we expected, a user was highly satisfied when he found it easy to get the information he wanted. However, it is remarkable that the way of gathering information had the same order of significance with user satisfaction as with the final obtaining of the information. In (Mö ller, 2005) , user satisfaction was also correlated with the fact that the user finally obtained the information he was looking for. However, Mö ller's indicator of ease of communication (which he classified as a comfort factor) did not provide a significant contribution to the overall user satisfaction. This might suggest that ease of interaction is more important for users who have a real need to obtain the information from the system compared with those for whom the interaction is carried out by following predefined scenarios.
In addition, the item of the subjective questionnaire from which the measure ''perceived ease of use" is computed, implicitly takes into account the perceived success of the dialogue. Specifically, the answers to question Q8 in the questionnaire (Section 4.2) ranged from ''No, it was impossible to get the information" to ''Yes, it was very easy to get the information". Thus, we had two different task success measures: an interaction parameter that indicated whether the user was able to get the information that he was looking for, and another that indicated perceived task success. This second measure was extracted from the ''ease of obtaining information" parameter by assigning 0 (unsuccessful) to the answer ''No, it was impossible" and 1 (success) to the rest.
Contingency tables showed that both task success measures had the same value for all the dialogues. Hence, in our experiments we only considered task success as an interaction parameter. Previous studies such as Rajman et al. (2004) found that as the users in laboratory tests are not given the possibility to contrast the information provided by the dialogue system, they trust the system Table 5 Significance of the relationship between ''The user taking the subjective test" and the interaction parameters responses. For example, they do not check whether the information is correct or useful. Thus, they consider the fact of obtaining a piece of information from the system equivalent to obtaining a correct result. The authors studied this behaviour by employing laboratory test users who could not discern whether the information about restaurants, menus and prices provided by a dialogue system was correct. In our experiments, the UAH users were provided with real academic information. As they had a real need for this information, they could contrast it and know whether it was accurate or not. Thus, among the unsuccessful dialogues (both from the interaction parameter and the quality perception points of view) there were cases where the system provided information to the user but it was Table 6 ANOVA table for task success and the rest of the interaction parameters regarding the different user groups Table 7 Statistical significance of the most important relationships with ''user satisfaction" not what they desired, as is shown by the fact that some complete dialogues were unsuccessful. It is a benefit of test fields to allow this separation between the quality of the interaction and the quality of the results. Within interaction parameters, there is a remarkably high correlation between dialogue completion and task success. As shown in Fig. 5 , although users could hang up when they received the desired information, without waiting for the system to ask if they needed any other information, if the dialogue was successful, they usually waited until the end. Although the percentage of complete and successful dialogues was higher for more collaborative users (i.e. those who answered the questionnaire), both the users that took the subjective test and those who did not take it were patient enough to wait until the end of the dialogue when it was successful.
This differs from findings of other authors. For example, Turunen et al. (2006) reported that there were highly significant differences on how the interaction was finished in field and laboratory tests carried out with the Stopman system. In the laboratory tests, 65% of the users employed an explicit request to end the call (e.g. ''thank you and goodbye"). On the contrary, in the field tests less than 10% of users waited to the end of the call before hanging up. The number of dialogues in which the users waited until the end of the interaction (i.e. the number of complete dialogues) in our field study is more than 50% higher than in that of Turunen et al. (2006) . Rajman et al. (2004) discuss that a positive attitude of users towards a system does not only depend on its behaviour, but also on the ''technophile" or ''technophobe" attitude of the users, although they did not control these parameters in their experimentation. In our experiments, 57% of the users rated their knowledge about new technologies for accessing information above 3 in a 1-5 scale, where 1 represented ''low" and 5 ''high". Thus, the collaborative nature of our users could be a result of their possible technophile disposition.
Another criterion which is highly correlated with task success and user satisfaction is the perceived ease of error correction. However, the perceived presence of errors is not significantly correlated with any of these criteria. This is probably because although in 48.19% of the successful dialogues the users detected errors, in most cases they managed to circumvent them and obtain the information they were looking for. Specifically, as shown in Fig. 6 , the 69.23% of the users found it ''easy'' or ''very easy" to correct errors in the successful dialogues. However, in the nonsuccessful ones, 83.33% of the users found it ''difficult" or ''very difficult" to correct the errors.
In (Mö ller, 2005) , the users' opinion about whether misunderstandings could be easily clarified, which was classified as a contributing factor to dialogue smoothness, was not a good predictor for user satisfaction. Additionally, the author found that user satisfaction could not be fully predicted by task success, and argued that this result could be because of the unrealistic situation of the laboratory experimentation employed. We have corroborated this finding in our field study (Appendix A.2), as the subjective user tests could not be replaced by the interaction parameters employed without losing information.
Criteria with highest number of significant relations
The criterion that showed the largest number of significant correlations was the ''perceived extent to which UAH understands the user". On the one hand, it was highly correlated with other quality judgments, like the degree to which the user understands the system, the perceived ease of error correction, the perceived ease of obtaining information, user satisfaction, perceived presence of errors (negative correlation in this case), and the perceived human-like behaviour of the system. Besides, as can be observed in Table A .1, in most of these relations the significance was highest. On the other hand, this perceived quality criterion was highly correlated with interaction parameters such as completion of the dialogue, task success, dialogue duration or percentage of correctly understood utterances per dialogue.
The most significant relationships between this quality perception and other parameters were with task success and user satisfaction. A linear adjustment showed a coefficient of multiple determination of 0.55 (Fig. 7) , which indicates that 55% of the variability of the perceived UAH understanding could be explained by task success. Perceived system understanding, which is listed by Möller (2005) as an indicator of speech input quality, was also very significantly correlated with user satisfaction in Mö ller's study. It is also interesting that the extent to which the user felt that the UAH system understood him was not correlated with the interaction parameters that measure the performance of the speech recognizer, such as WER or confidence scores. However, the percentage of correctly understood utterances was correlated with a significance below 0.01, which indicates that from the user's point of view, speech recognition errors were not important as long as the semantic interpretations were correct and thus these errors were invisible to him. This is reflected in that the perceived presence of errors was related to the percentage of correctly understood utterances and the number of confirmation prompts, but not to WER. However, perceived ease of error correction was not significantly correlated with any of these measures. Both the perceived presence of errors and the perceived ease of correcting them were very highly correlated with the perception that the UAH system understood the user. The perceived presence of errors also negatively affected the user's confidence about what to say next during the interaction.
Impact of user's knowledge and experience
It is noteworthy that the user's knowledge about dialogue systems and new technologies for accessing information were the criteria with the lowest correlation factors with all the others. However, they were significantly correlated with each other. Thus, in our case the knowledge of the user about new technologies for information access was not determinant on the results of the interaction, not in objective terms (e.g. duration, success), nor in perceived terms (e.g. perceived speed, user satisfaction). This may be because the great majority of users had a rather high level of technical knowledge. It is possible that in experiments with other dialogue systems, where users may have more varied backgrounds, these appear to be important criteria.
The previous experience of the user employing the system (''UAH usage") was also not correlated with any of the other variables in all the statistical studies. However, the sign of the correlation parameters indicated that experienced users perceived fewer errors, needed fewer turns to get the information, provoked fewer recognition errors and required fewer confirmation turns.
The fact that previous UAH usage was not significantly correlated with other factors, such as task success or interaction speed, differs from results found in the literature. For example, Turunen et al. (2006) stated that previous experience in using a system is a very important factor that can help to predict the success and smoothness of the dialogue. Similarly, Park et al. (2007) found that the performance of laboratory test users who had previously employed a system in very strictly predefined interactions was better than for those who had not employed it before. Other authors have studied the effect of user experience on quality judgments. For example Sturm et al. (2005) indicate that a previous prolonged use of the system helps to obtain substantial improvements in quality judgments, such as ''ease of use" and ''user satisfaction".
We believe that the impact of the user's experience is closely related to the type of evaluation carried out. In laboratory tests users are generally trained on how to employ the system, or at least are informed about how to interact with it. In field studies users commonly employ the system without any previous training, and this is why they are less prone to employ characteristics such as help requests (Turunen et al., 2006) , of which they are sometimes not aware. However, these characteristics can be very useful to make interaction easier and to recover from error situations. On the other hand, in some particular areas of study, for example spoken dialogue systems for health applications, it has been argued that, contrary to what the previously commented studies suggest, an increasingly richer previous experience using the system does not always imply better performance and perceived quality results. For example Bickmore and Giorgino (2006) report that individuals who intermittently use health dialogue systems on the telephone, compared to those who use them frequently and those who hardly use them at all, obtain the highest satisfaction levels and the best outcomes in terms of the perceived benefits. However, as discussed by Farzanfar et al. (2004) , this can be due to the stress that some users experience if they feel monitored.
Impact of dialogue management initiative
To study the impact of the initiative used for dialogue management, we carried out the same computations discussed above, but distinguishing between dialogues with system-directed initiative and dialogues with mixed-initiative. The differences between both approaches are reported Fig. 7 . Relationship between the degree to which UAH was perceived to understand the user and the task success.
in Table 8 , where significant correlations are marked with 'Y' (yes) and non-significant with 'N' (no).
We found that task success was approximately the same for both dialogue management approaches. This differs from the results that can be found in the literature, 4 where a more flexible initiative led to considerably higher task success rates. In our experiments success was higher for mixed-initiative, but the difference between both was practically negligible (77.77% of the mixed-initiative dialogues and 76.92% of the system-directed ones were successful).
However, we found that task success was related to different factors in each approach. For example, in mixed-initiative dialogues the user's confidence about what to do next in the dialogue was not correlated with task success, user satisfaction or perceived ease of obtaining information. On the contrary, task success had a significant correlation with user confidence in system-directed dialogues. Probably this is because the user was less constrained in the mixed-initiative interactions, and hence he did not know exactly what he could say (Fig. 8) . This effect did not result in bad interaction results, as task success was not reduced in the case of mixed-initiative interactions.
Correlations of the perceived ease of obtaining information were also very different in the two cases. In the systemdirected case it was related to the completion of the dialogue, the number of correctly understood utterances and the opinion that the user had about the human-like behaviour of the system. On the contrary, for mixed-initiative dialogues the perceived ease was not correlated with these measures, but with duration interaction parameters such as dialogue duration or number of user turns. The same happened with satisfaction (judgment) and task success (interaction parameter), which appeared to be highly correlated with duration measures in mixed-initiative interactions, but not in system-directed dialogues. The duration of these dialogues was significantly correlated with user satisfaction, whereas in restricted interaction systems this was not considered so important by users. Besides, as can be observed in Fig. 9 , the average duration of the dialogues was shorter when the interaction was more flexible (mixedinitiative instead of system-directed). Additionally, the perceived presence of errors was related in mixed-initiative dialogues to the user's knowledge of dialogue systems. This was not the case for system-directed initiative. Besides, it was not correlated with other measures such as user confidence, WER or number of confirmation turns, which were important factors in the system-directed dialogues.
Studies based on laboratory tests like, for example, Rajman et al. (2004) could not find clear quality perception variations with respect to predominance of system or user-driven dialogue management initiatives. Besides, some laboratory tests like the one conducted for the BoRIS system in (Mö ller, 2005) could not find any significant relationship between the initiative experienced by users and other interaction parameters. However, our results show that the significance of the relationships between the different evaluation criteria, including both interaction parameters and quality judgments, vary depending on the initiative used for dialogue management.
Conclusions and future work
In this paper we have presented a study of the relationships between several de-facto standard criteria for the evaluation of a telephone-based spoken dialogue system. Our experimental results are based on a field study using real interactions recorded from users who spontaneously telephoned the system to obtain information, without being recruited to do this.
To carry out our study we have calculated both interaction parameters (or objective measures) and quality judgments (subjective measures) by employing a corpus of real system-user interactions. Specifically, the quantitative criteria employed were: dialogue duration, dialogue completeness, task success, number of user turns, average recognition confidence, average WER, percentage of correctly understood utterances and number of confirmation turns. The qualitative measures were extracted from questionnaires that the users could optionally fill in. The criteria employed were: the extent to which the user felt correctly understood by the system, the extent to which the user understood the system messages, the perceived interaction speed, the perceived ease of error correction, the perceived presence of errors, the extent to which the user was sure about what he should do in every moment of the interaction, the extent to which the user believed the system's behaviour was human-like, and the level of user satisfaction with the interaction. Additional information about users was also taken into account, namely: user knowledge about new technologies for information access, user knowledge about spoken dialogue systems, and number of times the user had already used the system. Several statistical studies were developed from which significant relations between all the criteria were extracted. This approach has not been sufficiently exploited in the literature, and some noteworthy empirical findings have been highlighted. Our empirical evidence shows that task success, perceived ease of obtaining information and perceived extent to which the system understands the user are very closely correlated with user satisfaction. These results suggest that obtaining the required information does not completely explain user satisfaction, as in some cases users judged successful dialogues as not satisfying because they found it difficult to obtain the information they are looking for. This is one of the implications derived from the usage of field tests, in which users are very concerned not only with obtaining the information they were looking for, but also with doing it easily. Furthermore, the relationship between the perceived ease of obtaining information and other criteria varies remarkably with the dialogue management strategy. Our experimental results show that, in the system-directed dialogues, perceived ease was related to the good functioning of the understanding module. On the contrary, in mixed-initiative dialogues, both user satisfaction and the perceived ease of obtaining the information seemed to be related to duration metrics. This had a strong implication in the quality judgments, as task success was highly correlated with user satisfaction in both initiatives. Thus, our results suggest that the prediction of user satisfaction also depends on the dialogue management initiative used. In the mixed-initiative dialogues it seemed to be more directly related to objective measures, such as dialogue duration. However, in more restricted dialogues, subjective measures such as the perceived extent to which the user feels that he is understood by the system, had a bigger impact. This is an important result that could indicate a need to tailor evaluation procedures to the type of interactions being analysed.
Additionally, we have studied the reasons that made some users answer the optional subjective test from which we obtained the quality judgments. We found that it was explained mainly in terms of dialogue completion and task success. Thus, the experiments that we carried out by including the users' perceptions about the quality of the system, corresponded mainly to successful dialogues, in which the users obtained the information they were looking for. This could be one of the reasons why we found that these users were very cooperative, which yielded high dialogue completion rates rarely reported in previous field test studies. Besides, contrary to what generally happens in laboratory studies, these measures consider that even when the user obtains information from the system, the dialogue cannot be considered successful if the provided information is not correct. Finally, we did not find any evidence of the effect of the users' previous experience employing the system on system performance or task success.
We believe that statistical analyses such as the ones presented in this study can lead to interesting empirical relationships that can be taken into account to enhance system development and evaluation. Besides, such studies can serve to evaluate systems as a whole instead of individual components. Future work will focus on adding factor analysis studies to group criteria and obtain the major trends that have to be taken into account. For this purpose a more extensive list of criteria will be compiled. Once the factors are computed, they will be analysed to obtain dependencies between them and build a criteria taxonomy that can then be compared with other state-of-the-art taxonomies, for example the Quality-Of-Service proposed by Möller (2002). 
