INTRODUCTION
The purpose of this paper is to investigate weighted L, (0 <p < 00) convergence of Hermite-FejCr interpolating processes based on the roots of generalized Jacobi polynomials. If xk,,, k = 1, 2 ,..., n, are n distinct points and f is a bounded function, then the Hermite-Fejkr interpolating polynomial H,(f) is defined to be the unique polynomial of degree at most 2n -1 which satisfies ff,(f, X/c") ==fc%lh qf, x/J = 0; k = 1, 2 ,..., n.
Although, for any practical purpose, there are endlessly many papers in the literature dealing with convergence and divergence of Hermite-Fejix interpolation, most of these papers are based upon nice identities resulting from the specific choice of the interpolation nodes. Even when the interpolation nodes are chosen to be roots of ortogonal polynomials, most of the research has dealt with classical orthogonal polynomials and pointwise convergence and/or divergence. The only exception is given by three papers of G. Freud where pointwise convergence of H,Cf) is investigated when the interpolation nodes are zeros of general orthogonal polynomial systems. It is even more astonishing that though when the nodes are zeros of orthogonal polynomials corresponding to da where da has a bounded support and f is Riemann-Stieltjes integrable with respect to da [7, p. 891 , Lp convergence of H,df) to f has never been dealt with in the literature. This is in great contrast with Lagrange interpolation where sufficient attention seems to have been given to Lp convergence and/or divergence and its applications for general orthogonal polynomial systems.
(See references in [ 1,9-l 1, 15, 161 .) The reason for the lack of the general theory appears to be the complicated structure of the explicit representation for the Hermite-Fejer interpolating polynomial which has been successfully overcome only by G. Freud. In this paper we present several theorems about weighted mean convergence and divergence of Hermite-FejCr interpolation processes, the most important being Theorem 5 where we give necessary and sufficient conditions for weighted mean convergence of H,(f) to f when the nodes are zeros of generalized Jacobi polynomials and f is continuous satisfying some prescribed growth condition.
NOTATIONS
General Notations.
[R and N denote the set of real numbers and positive integers, respectively. The symbol "const" denotes some constant which is positive and independent of the variables and indices. Whenever "const" is used it will always be clear what variables and indices it is independent of. In each formula "const" may take a different value. The symbol "N" is used as follows. If A and B are two expressions depending on some variables and indices then A-BoJAB-'](const and IA -'II ( ( const.
Orthogonal polynomials. Let da be a positive distribution on the real line such that the support of da is infinite and all the moments of da are finite. The corresponding set of orthogonal polynomials is denoted by {p,(da)}: p,(da, X) = y,(da) x" + lower degree terms, y,(da) > 0 and 5 p,(da)p,(da) da = 4,. R
NEVAI AND VhRTESI
If da is absolutely continuous, say da = w dx, then in the above and in all the subsequent notations da is replaced by W. For example, we write p,,(w), y,(w), etc. The zeros of p,(du) are denoted by x,,(da) and they are indexed so that x,,(da) > x,,(da) > .a+ > x,,(da).
The reproducing kernel functions of the orthogonal system {p,(da)} are denoted by K,(da). Hence
According to the Christoffel-Darboux formula [ 14, p. 431 K,(da) can be written as
The Christoffel function I,(da) is defined by I,(da, x)-l = K,(da, x, x).
It is well known [7, p. 251 that &@a, x) = min j, Ip( da(t) where the minimum is taken over all polynomials P such that P(x) = 1. The numbers I,,(da) defined by
of degree less than n are called the Cotes numbers. By the Gauss-Jacobi quadrature formula [ 14, P* 471 5 p(xkn(da)) Akn(da) = i,P da k=l holds for every polynomial P of degree less than 2n. If supp(da) = [--I, l] and log a'(cos 0) is integrable over [0, n] then by Szego's theorem [ 14, p. 3091 0 < lim 2-"y,(da) < 00.
n-a,
Lagrange interpolation. The Lagrange interpolating polynomials corresponding to the distribution da and bounded function f are denoted by L,(da, f ). They satisfy n E N, 1 < k < n. The polynomial L,(da,f) can, conveniently be written in the form L(daJ) = i f(xk,(daN ~kn(d4 k=l where the fundamental polynomials I,,(da) are defined by p,(da, 4
It is well known [ 14, p. 481 that Z,,(da, x) = ';-tg)
Hermite-Fejbinterpolation.
If the interpolation nodes {x,,} in (1) are taken to be the zeros {x,,(da)} of the orthogonal polynomials p,(da), then we denote the corresponding Hermite-Fejer interpolating polynomial by H,(da, x). Hence HA&S, X> = 5 ftxkntda)) k=l
114, p. 3301. G. Freud 13, p. 1131 noticed that &Vat -&@a)) Wa9 %,@a)) -PXda, x,,(W) = &dda) so we can rewrite (4) as H,(da,.A X) = ,f f(x,,,(da))
If P is a polynomial of degree less than 2n then P(x) = H,(da, P, x) + f P'(x,,(da))(x -x&da)) E,,(da, ProoJ: For simplicity, we will use the notation p,(x) =p,(da, x), %ida) = L 7 K,(da, x, t) = k,(x, t), k,(x) = k,(x, x), P,(x) =p,(da,, x), y,(da,) = r,, , K,(da,, x, t) = K,(x, t) and K,(x) = K,(x, x). Since K, and k, are reproducing kernels, we have for every number c
Differentiating this identity with respect to x and substituting y = x and c = g(x) we obtain g(x) W-4 -KM = 2 j4 &(x9 4 g kk tM-4 -&>I da(t) which we rewrite in the form
AK"(x,t)~k,(x,t)lgo-g(r) 5 -g/(x)(x -t)] da(t) = 2g'(x) I, + 21,
for x ED. Expression I, can be directly evaluated by noticing that K,(x, t)(x -t) is polynomial in t of degree n so that 
Here the first term on the right-hand side equals K,(x). Applying the Christoffel-Darboux formula to K,(x, t) we obtain
In order to estimate I, in (7), let us define M by
By the Christoffel-Darboux formula the first integral on the right-hand side of (9) equals (10) whereas the second integral on the right-hand side of (9) can be evaluated by noticing that as a consequence of the Christoffel-Darboux formula we have 2 k,(x, t)(x -t) = y M,Wp,-,tt) -zk,Wp,Wl -4,(x, 6 n so that by orthogonality relations
From (9), (10) and (11) we obtain
Writing the recurrence formula for pn as
where b, = I tp,-l(t)* da(t),
A NEVAI AND V6RTESI
we can see that
Since the zeros of Pn and pn-1 interlace, p,(x)' -t-p,-,(x)' > 0, and we get 
Thus by the Christoffel-Darboux formula
[14, p. 391. Hence from (8), (14) and (15) we obtain x mt-&>l + IP,@>l + I z-h-dx)l + I P"c4ll[l PA-l(X>l + I PXXIl* (16) Substituting inequalities (13) and (16) 
-$ w(-1 + n-*), -l<x<--l+n-*, uniformly for n E N and
fi [w(-1 + n-*)1-"*, -l<x<-l-j-C*, uniformly for n E N,
-2 < 2x < -1 + XJW), (21) uniformly for n E N and I Pn--1(w x,,(w>)l N w(x/r"bw"2(l -x,"(w)2)1'4 u@@rmly for 1 < k < n, n E N. Zf w E GJC then
~(-1 + n-*), -1 <x<--1 +n-*, uniformly for n E N and I%(w, x,,(w))/ < const t w(x,,(w))(l -x~~(w)*)-~/~ (24) uniformly for 1 < k < n, n E N. 
The polynomials p;(da, x) are themselves Jacobi polynomials with distribution (1 -x2) da. Hence the two sums in (26) can be estimated by (20) . By proceeding this way we obtain j=$e 2 I P&h XI f I pj (da, x>l
In order to estimate K;(da, x, x) we notice that, in fact, it can be evaluated in a closed form as follows. By the Christoffel-Darboux formula
If a and b denote the parameters of the Jacobi distribution da then p,(da) satisfies the differential equation [ 14, p. 601 
Since K, = I;' we can apply (18) to estimate K,, whereas p,, can be estimated by (20) . By doing so we get
When 1 -n-'< Ix] < 1 then we write n-1 K;(da, x, X) = 2 c pj'(da, x)pj(da, x) j=O and, since pj(da) is also a Jacobi polynomial with distribution (1 -x2) da, we can use (20) to obtain
Comparing (27) and (28)- (29) we can conclude that the right-hand sides of (28) and (29) are larger than that of (27) so that (26) becomes
n4w(-1 t n-')-l, -1 gx<--1 tn-'.
Observing that K; = -A;A;', Substituting here x = xk,, and using (17) and (19), inequality (25) follows immediately. 
uniformly for -2 < 2x < -1 + x,,(da).
Proof
In order to prove (31) we point out that for x = 1 it has been proved in [ 12, p. 391 . For 1 + x,,(da) < 2x < 2 we will show that i '$y,,f (Xkn) "n;$n)2 -f 1," f (x,,) Pn-1(Xkn)2 n'tor 0. Letting here E + 1 we can see that (34) is satisfied and thus (31) holds uniformly for 1 + xl,, < 2x < 2. The proof of (32) is analogous to the proof of (31). 
lkn(x)* < const n-* so that From (44) and (45) inequality (42) follows also for -1 < a < -4. Hence (35) holds for every w E GJC when 0 <x < 1 -unW2. Applying (35) with w*(x) = w(-x), we see that it also holds for -1 + on -' < x < 0. In order to prove (36), we write 
if either (i) or (ii) is satisfied. Our next goal is to estimate the second term on the right side of (55). For this purpose let q4 =f -R. Then, because of the choice of u,
where the constant c depends on the constant in (52) 
IXknl >a lXk"l >s Let k, be the largest index k for which xk+ i," > 6, and let k, be the smallest index k for which xk _ i ,n < -6. Applying (19) we obtain 
If either (i) or (ii) holds then uw E L' and then letting 6 -+ 1 in (64) it follows from (58), (59) and (64) that (65) Now we turn to estimating the second term on the right-hand side of (57). By the Gauss-Jacobi quadrature formula
Noting that in both cases (i) and (ii) w E GJA, we can apply (25) to obtain lIL,(w Twn-xJ,* r > -a. The right side of this inequality can be estimated in the same way as the right side of (60). By proceeding this way we obtain < const I v(t) w(t)( 1 -t*)-1'4 dt. ~<111<1 (72) Combining (70), (71) and (72), and letting 6-t 1, we see that (69) holds also if (ii) is satisfied. Finally, subsituting (57), (65) and (69) into (55) we see that if either condition (i) or (ii) holds. Since E > 0 is arbitrary, the theorem follows. Let w E GJB, p > 0, and let u and v be two Jacobi weight functions. We have lim,,, H,(w, R) = R in LP, for every polynomial R satisfying the condition
ifand only fw-' E LP,, in particular, p is independent of v.
Proof: If R is a polynomial and the degree of R is less than 2n, then R(x) -H,(w, K x) = i R'@,,(W))@ -x,,(w>) 1kn(W9 x)'* k=l By Theorem 6.3.14 in [ 12, p. 1131 for every 0 < p < co and Jacobi weight u there exists a constant o = a(p, U) > 0 such that for every polynomial P of degree at most 2n I', IP(t u(t) dt < 2 I'-""-' 1 P(t)lP u(t) dt. so that by (36), if n > 2, then
If w E GJB, u is a Jacobi weight and w -pu E L ' then there exists a number q > 1 such that w -% E Lq and q-' > 1 -p/2. Applying Holder's inequality with this q to the integral on the right side of (80) we obtain Since w E GJC and u is a Jacobi weight, if w-' E LP, then also w-l log( 1 -x') E LP,. Consequently, x 111 + (1 + Ilog(l -x2)1> w-lIl,,p'
Now we turn to estimating the second term on the right side of (85). By (22) and (24) In~ ( 
so that by (91), inequality (84) holds also for 0 <p < 1 whenever w-r E LP,. Hence, the proof of the theorem has been completed.
