We develop an approach for solving one-sided optimal stopping problems in discrete time for general underlying Markov processes on the real line. The main idea is to transform the problem into an auxiliary problem for the ladder height variables. In case that the original problem has a one-sided solution and the auxiliary problem has a monotone structure, the corresponding myopic stopping time is optimal for the original problem as well. This elementary line of argument directly leads to a characterization of the optimal boundary in the original problem: The optimal threshold is given by the threshold of the myopic stopping time in the auxiliary problem. Supplying also a sufficient condition for our approach to work, we obtain solutions for many prominent examples in the literature, among others the problems of Novikov-Shiryaev, Shepp-Shiryaev, and the American put in option pricing under general conditions. As a further application we show that for underlying random walks (and Lévy processes in continuous time), the reward functions g leading to one-sided stopping problems are exactly the monotone and log-concave functions.
The Basic Setup
We look at the optimal stopping problem for ρ n g(Y n ), n = 0, 1, 2, . . . , 0 < ρ ≤ 1, g : R → [0, ∞).
Here, (Y n ) n∈N 0 is a Markov process with respect to some filtration (A n ) n∈N 0 , A ∞ := σ( n∈N 0 A n ), having starting point y with respect to P y = P (·|Y 0 = y). The state space is some subset of R.
In certain examples of interest, stopping times may take the value +∞ with positive probability, e.g., the optimal stopping time in the well-known Novikov-Shiryaev problem as discussed below. For easier notation, we formally introduce an additional state ∆ (not in R) and set Y ∞ = ∆, g(∆) = 0, ρ ∞ = 0.
We then define
where the supremum is taken with respect to all stopping times τ . Define the stopping set S * = {y : V (y) = g(y)}.
Then the well-known candidate for an optimal stopping time is τ * = inf{n : Y n ∈ S * } with inf ∅ = ∞. In our situation (g ≥ 0), τ * is optimal if, with respect to every P y , the following condition holds:
see Shiryayev (1978) , 2.5. This condition will be fulfilled in our examples under wellknown assumptions. Starting from the general theory, it then becomes the main task to determine the set S * as explicitly as possible.
In particular for underlying random walks (and, resp., Lévy processes in continuous time), this question has been studied in detail. We just want to mention Darling et al. (1972) for an early treatment and, more recently, Mordecki (2002) for g(x) = (K − e x ) + and Shiryaev (2004, 2007) for g (x) = (x + ) ν , ν > 0, moreover Alili and Kyprianou (2005) , Kyprianou and Surya (2005) , Mishura and Tomashyk (2013) , and Mordecki and Mishura (2015) for other reward functions. On the other hand, the idea of the particular solutions was generalized to larger classes of reward functions g in Boyarchenko and Levendorskiȋ (2007) , Deligiannidis et al. (2009 ), Surya (2007 , Mordecki and Salminen (2007) , Salminen (2011) , Hsiau et al. (2014) , and Boguslavskaya (2014) . All results have in common that the optimal stopping set S * is a one-sided interval. References for problems with other underlying one-dimensional Markov processes are given in Section 7 below. The aim of this paper is to study the problem (1) in a general discrete-time framework and to give an elementary, unifying approach for the treatment of these problems.
An Elementary Approach
The following approach, called an elementary approach, was formulated in Christensen et al. (2011) for the discrete time case for underlying autoregressive processes of order 1 and was taken up by Baurdoux (2013) for Lévy processes:
In the first step show by elementary arguments that S * is a one-sided interval [a, ∞) or (a, ∞) (resp. (−∞, a] or (−∞, a) in the reversed situation, see Remark 3.2). Let us denote the optimal level by a * . As these elementary arguments alone usually do not show whether S * is closed or open, we use the short-hand notation I(a * ) for the optimal one-sided interval, so that S * = I(a * ) with I(a * ) = [a * , ∞) or (a * , ∞).
The optimal stopping time then may be written as
Elementary, of course not being a well-established mathematical term, here means that only a few lines of arguments, combined with, e.g., some common inequalities, are needed to provide the first step. It is interesting to note that this is possible for many prominent and new examples. This will be thoroughly treated in our paper and we present a new general result in this respect, see Theorem 5.1 and Appendix A.1. As a consequence, we obtain a full characterization of all reward functions g leading to onesided stopping problems for general underlying random walks: these are the monotone, log-concave functions, see Theorem 6.1.
The second step then is to find -as explicitly as possible -the threshold a * such that
is optimal. The second main contribution of this paper is a general method to carry this out. This method is also elementary and gives a unifying way to solve discrete time stopping problems with a one-sided structure. We present this result in Theorem 4.4. The main idea is to transform the problem into an auxiliary for the ladder height variables. If this auxiliary is a monotone case stopping problem, the corresponding myopic stopping time is optimal for the original problem as well, and the optimal threshold is given by the threshold of the myopic stopping time in the auxiliary problem which has an explicit expression in terms of a function φ introduced in Definition 4.1 below. We treat a variety of new and well-known examples to illustrate our method in Section 7, among others the Novikov-Shiryaev problem, the Russian option and the American put problem. We also discuss the relation to other approaches in the literature after having established our results, see Subsection 7.7. Although this paper focusses on the discrete time setting, a generalization to continuous time problems is of course also possible. This is discussed in Section 8.
The ladder variable reduction
Let us consider a stopping problem as in Section 1 with
Assume that we have successfully performed the first step, so that
Except for trivial situations we do not stop when g(y) = 0 and have V (b) > 0. This implies a * > b and will be assumed for our discussion. Due to the structure of S * = I(a * ), with a * > b, we look at ascending ladder variables. We define
σ n may take the value +∞, and σ n = ∞ implies σ m = ∞ for m > n.
The following easy result is fundamental for our further considerations. It shows that to find the optimal level a * we only have to solve an auxiliary optimal stopping problem for the ascending ladder process.
Proposition 3.1. Let the first entrance time into S * = I(a * ) be optimal and write µ * = inf{m ≥ 0 : Y σm ∈ I(a * )}. Then τ * = σ µ * and µ * is optimal with regard to the optimal stopping problem for
Proof. Entering I(a * ) can only occur at one of the σ m , hence
This proves the claim.
Remark 3.2. The arguments so far will apply if the function g is 0 up to b and, in our examples, is increasing after b. Now, consider the reversed situation. Let us assume that {y : g(y) > 0} = {y : y < b} for some b ∈ R ∪ {∞}.
Assume that we have successfully shown that
This corresponds to situations where g is decreasing up to b. Now, of course, we have to look at the descending ladder variables defined via
Then, the reasoning is as before and to find the optimal level a * we have to solve the optimal stopping problem for the descending ladder variables.
The Monotone Case Problem
Most optimal stopping problems are not straightforwardly solved. One of the few exceptions is the class of monotone stopping problems as introduced already in Robbins (1961, 1963) . A long list of examples can be found in Chow et al. (1971) and, more recently, in Ferguson (2008) . There is no hope that the stopping problem (1) is monotone in most non-trivial situations. However, the stopping problem which we, as argued in Section 3, now have to solve is given by the reward process
with respect to (C m ) m∈N 0 . We want to take advantage of the monotonicity of the sequence (Y σm ) m∈N 0 which hopefully will lead to monotone case optimal stopping problems. So, we look at the conditional expectation
(Here we omit the starting point as the conditional expectation depends only on the value of Y σm .) This has to be compared to
The monotone case property states that for all m ≥ 0
The myopic stopping time is given as
Definition 4.1. We write for all y
Proof. On {σ m = ∞}, we have
for all l > m. So, on {σ m = ∞} we trivially have the monotone case condition. We now argue on {σ m < ∞}. Then, 
It follows
Now, the monotonicity of the Y σm as ascending ladder variables comes into play, noting that Y σm > b on {σ m < ∞}.
Proposition 4.3. Assume that
and the monotone case property holds for every P y in the stopping problem for (2). 
Under well-known conditions, for example under (Opt), ν * is optimal, and the optimal level of the original problem is given by
Theorem 4.4. Assume (Opt) , that the optimal stopping set is S * = [a * , ∞) or S * = (a * , ∞), and assume validity of (M). Then
, and the myopic stopping time
is optimal for (Y σm ) m , hence σ * = σ ν * is optimal in (1) for every P y . Now assume that α * < a * and choose α * < y < a * . Then σ * = 0 is optimal for P y which contradicts
Remark 4.5. Note that (M) follows if φ/g is decreasing on {y : y > b} since g > 0 on this set. From a computational point of view, this is an easy-to-handle situation as the underling function is monotone.
Remark 4.6. In the case that g and φ are continuous, a * fulfils
Note that this can be interpreted as a continuous fit condition, see Peskir and Shiryaev (2006) for a discussion of the continuous-and smooth-fit-principle.
A sufficient condition for optimality of threshold times
The main aim of this section is to give a sufficient criterion in term of the function φ to warrant that a threshold time is optimal for original problem (1). As discussed before, there are various results of an elementary nature which show this in special situations, see also the Appendix. Here we shall give a general result for this optimality in terms of the function φ introduced above.
The candidate for the optimal threshold is
We shall show in the following that the threshold time for the level α * is in fact optimal under general assumptions, so the α * will in fact be the a * of the foregoing parts. We define
For 0 < ρ < 1, we have 0 < E y (ρ τy ) ≤ 1, for ρ = 1, and using the convention ρ ∞ = 0 for ρ = 1, we have 1 − E y (ρ τy ) = P y (τ y = ∞). For f to be well-defined, we therefore assume for ρ = 1 that P y (τ y = ∞) > 0 for all y. Furthermore note that f (y) < 0 for y < α * by definition of α * . Obviously, (M) can be reformulated as
, so we may have one, or both for f (α * ) = 0, of the following two cases:
is an optimal stopping time for problem (1), i.e., a * = α * .
(ii) Assume (A2). Then
is an optimal stopping time for problem (1).
Proof. (i) By assumption, the condition (M) holds, and we have the monotone case problem (2) with value functioñ
Due to the optimality in problem (2), we havẽ
so thatṼ is a majorant of g. By the general theory (or a short elementary argument), it remains to prove thatṼ is ρ-excessive for Y , that is
By the strong Markov property
Using this, we obtain
where we used (M1) in the last step. Note that this also holds on {τ = ∞} by (Opt). Now, we introduce an additional random variable T independent of everything else with geometric distribution with parameter 1 − ρ, so that P (T > n) = ρ n for all n. In the case ρ = 1 we use T ≡ ∞. We will make use of the memoryless-property of T in the following calculation.
(ii) Under (A2) simply use
and look at y ≤ α * and y > α * . Then, the proof works in the same way.
The following criterion for (M1) turns out to be useful.
Lemma 5.2. On the set [α * , ∞) let the following hold true:
• φ is increasing or g is increasing.
Then, (M1) holds true.
and using that g(
Hence, the numerator in
is increasing. As the denominator is decreasing by assumption, this proves the result.
The Random Walk case
The form of φ simplifies for the case of a random walk. Let X 1 , X 2 , . . . be an i.i.d. sequence and S n = n i=1 X i , S 0 = 0, so that we work with
as Markov process with starting point y. Here, P y is the distribution of Y y with respect to an underlying probability measure P . To avoid trivial cases, we assume
say, and we obtain
To apply Theorem 5.1, we check the conditions of Lemma 5.2. The previous considerations (applied to g ≡ 1) yield
being independent of y. Furthermore,
.
which is, log g is concave on [α * , ∞), i.e. g is log-concave on [α * , ∞). 
Assume now that g is increasing and log-concave on {y : y > α * } and (Opt) holds true.
is an optimal stopping time for problem (1), i.e. a * = α * .
Remark 6.2. Hsiau et al. (2014) considered optimal stopping problems for skip-free random walks on Z (and, in continuous time, Lévy processes with no upward jumps). The main finding of their paper was a variant of the previous proposition in this special case. Their method of proof relies heavily on the fact that no overshoot occurs in the skip-free case and is therefore structurally different from ours. They even proved that these assumptions on g are necessary in the following sense: If the optimal stopping time for g : Z → [0, ∞) is of threshold type for all Bernoulli random walks, then g is increasing and log-concave. This, however, shows that the previous theorem gives a full characterization of all one-sided stopping situations for general random walks.
Examples
We firstly consider two prominent and one new example for underlying random walks. After this, starting from i.i.d. sequences, we illustrate our results for more general Markovian sequences.
The Novikov-Shiryaev problem
We consider here and in the following two examples in the setting of Section 6. For ν > 0, we assume finiteness of E|X i | ν and set
The condition (Opt) for optimality of τ * holds if
see Novikov and Shiryaev (2007) , Lemma 3. It is immediately seen that g is log-concave on [0, ∞), so that Theorem 6.1 yields the optimality of inf{n ≥ 0 : X n ≥ a * }, where a * is uniquely given by
In the non-trivial situation P (X i > 0) > 0, we have that a * > 0 is the positive solution to
In the case ν is an integer, it is clear that p ν is a polynomial of degree ν and the coefficients are given explicitly in terms of moments: In Novikov and Shiryaev (2004) and Novikov and Shiryaev (2007) , the optimal level was obtained using Appell polynomials by far more sophisticated techniques. The Appell polynomials Q ν can be found recursively via Q 0 (x) = 1 and
where, as above, M T denotes the running maximum process evaluated at an independent geometric time T with parameter 1 − ρ. As will be discussed in Subsection 7.7 below, both approaches are equivalent as Q ν coincides with our function f from (3).
American Put
and consider the associated problem with value function
Note that we could equivalently use a multiplicative random walk on (0, ∞) with reward y → (K − y) + . Condition (Opt) is obviously fulfilled and the reward g is decreasing and the second logarithmic derivative is
so that g is log-concave on (−∞, log(K)]. We can therefore apply Theorem 6.1 in the reversed situation described in Remark 3.2. This yields optimality of
with a * given by a * = inf y > 0 : Eρ
Here, in the spirit of Remark 3.2,
More explicitly, we have
The Pecherskii-Rogozin identity for random walks, see Kyprianou (2010) , easily yields the alternative representation
where I denotes the running minimum process and T is a time as before, reproducing the result in Mordecki (2002) . We refer to Christensen et al. (2011) and Baurdoux (2013) for showing elementary that threshold times are optimal.
Logistic reward
We want to underline that the theory developed here is applicable directly also for new classes of rewards for an underlying random walk. Indeed, consider a logistic reward function of the form g(y) = 1 K exp(−ηy) + 1 for some K, η > 0. In the particular case of a spectrally negative Lévy process, this problem was studied in Alvarez and Rakkolainen (2006) . Similar to the previous examples, Theorem 6.1 yields that a threshold time is optimal and the optimal threshold is given as the unique solution a * to
A more explicit expression in the particular case of exponential upward jumps is presented at the end of Subsection 7.5 below.
Shepp-Shiryaev Russian option problem
Let X 1 , X 2 , . . . be an i.i.d. sequence and S n = n i=1 X i , S 0 = 0. We consider the optimal stopping problem for ρ n exp(max{y, S 0 , S 1 , . . . , S n }), n = 0, 1, 2, . . . , ρ ∈ (0, 1), y ≥ 0,
The continuous time problem was introduced by in Shiryaev (1993) andShepp and . The general discrete time setting for this problem as given in this paper seems to be new. We use the change of measure approach of Shepp and Shiryaev (1994) as follows. Write µ = Ee X 1 and
Now, we use the probability measure
With respect to Q, the random variables
. Then, we arrive at an optimal stopping problem w.r.t. Q and have
Using the notation r = ρµ, Y y n = max{y, S 0 , S 1 , . . . , S n } − S n , we have
Here
so we have a Markov process with starting point y ∈ [0, ∞) and random variable representation Y y n+1 = (Y y n − X n+1 ) + with respect to Q. Although variants of this problem have been studied extensively, the question whether condition (Opt) is fulfilled or not does not seem to have been addressed. Because it seems to be of some more general interest, we discuss this in Appendix A.2. It turns out that (Opt) holds under the natural condition r = ρµ < 1, which is assumed in the following.
The first step for this problem is elementary, see Baurdoux (2013) , Section 4, and our Appendix A.1, or also Asmussen et al. (2004) : There exists a * ≥ 0 such that
and the first entrance time into S * is optimal. Note that g = exp > 0 on the whole state space [0, ∞). If a * = 0, then immediate stopping is optimal, so let us assume a * > 0 in the following. For a starting point y
and we obtain
We now try to establish property (M) by making use of Remark 4.5. First, let y ′ > y ≥ 0 and consider corresponding random paths starting in y ′ , y. Then, the y ′ -path is always above the y-path and the differences at any time point between these paths is ≤ y ′ − y (with equality as long as the 0-boundary is not reached by the y-path). So, if the y ′ -path is > y ′ , then the y-path is > y, which shows
In particular
We first only look at the special case that X m takes values in Z, with state space of Y m being N ∪ {0}, and that the positive jumps of Y m can only take the value +1, this being equivalent to X i = −1 on {X i < 0}. For y ∈ N, we have
is decreasing in y due to (4). Therefore, we have the monotone case with optimal a * = inf{y : E Q (r τy ) ≤ exp(−1)}.
The result can be seen as a generalization of the result in Kramkov and Shiryaev (1994) with a much simplified derivation. The following proposition shows that the monotone case holds in more general situations as well. Proof. Consider y ′ > y ≥ 0 and argue with the paths as above. We have
where we have used (4),
Autoregressive processes with exponential upward innovations
In addition to the i.i.d. sequence X 1 , X 2 , . . . (called innovations), we furthermore fix a constant 0 < λ < 1 and consider an autoregressive process of order 1 (AR(1)-process)
The random walk case λ = 1 is excluded to avoid the distinction of different cases in the following. The Markovian structure can be identified from the decomposition
and we write P y for the distribution of Y started in Y 0 = y. As mentioned before, optimal stopping problems for this class of processes were studied in Christensen et al. (2011) , see also Novikov and Kordzakhia (2008) and Finster (1982) . In particular, it can be shown elementary that the following reward functions lead to optimal one-sided stopping times (under suitable integrability assumptions):
Further examples can be identified for certain subclasses of innovation-distributions, in particular for processes with positive innovations. To invoke Theorem 4.4 for finding the optimal threshold, we have to investigate the validity of condition (M) in the autoregressive situation. This is a nontrivial problem since φ depends on the joint distribution of the ladder heights and -variable, and we have to compute φ(y) = E y ρ τy g(Y τy ) as explicitly as possible. A class of AR(1)-processes where this is possible is given for innovations of the form
where X ± i are independent, non-negative and X + i has a distribution of phase-type, see Asmussen et al. (2004) for a corresponding result for Lévy processes and Christensen (2012) for general AR(1)-processes. It is worth noting that this class of innovations is dense in the class of all distributions. To not overburden this paper, we just illustrate the approach in the easier case that X + i is exponentially distributed with parameter µ. As a special case of (Christensen, 2012 , Corollary 1), it then holds that τ y and the overshoot Y τy − y are independent and Y τy − y is exponentially distributed with the same parameter µ. This yields
From the pathwise representation of autoregressive processes it is clear that for 0 < y ≤ y ′ we have τ y ≤ τ y ′ and E y ρ τy ≥ E y ′ ρ τ y ′ . This shows that for g as above, condition (M) holds if
is decreasing in y > 0, and then the optimal threshold is given by
To obtain a more explicit expression for a * , we have to determine E y ρ τy . To obtain this, (Christensen, 2012, Theorem 3 .2) and (Christensen et al., 2011, Theorem 3. 3) can be applied. Using the notations exp(ψ), exp(ψ 2 ) for the Laplace-transform of X 1 , X − 1 , resp., and
we obtain the following explicit result:
Proposition 7.2. Assume that we have an AR(1)-process with innovations
X i of the form (5) with Exp(µ)-distributed X + i . Then, φ(y) = n∈N e λ n µy−η(λ n µ) ρ n n∈N 0 e λ n µy−η(λ n+1 µ)−ψ 2 (λ n µ) ρ n · ∞ 0 g(y + x)µe −µx dx. If X − i = 0 a.
s., this simplifies to
The previous proposition indeed allows for explicit solutions to optimal stopping problems of interest. Let us, e.g., consider the case g(x) = x + with exponentially distributed innovations. Then, for y ≥ 0,
Therefore, the optimal threshold a * is given as the unique positive solution to
where LambertW (·) denotes the Lambert-W function.
Remark 7.3. The corresponding result for random walks with jumps of the type (5) with exponentially distributed X + 1 can be obtained in a similar manner. In this case, φ(y) = Eρ τ + = c, say, is a constant which can now be found by applying (6) to the martingale ρ n b Sn , n ∈ N 0 , where b is such that Eb X 1 = 1/ρ. Then, using optional sampling,
This yields
allowing for more direct computations in the random walk examples at the beginning of this section. For example, in the situation of Subsection 7.3 above for η = µ (for simplicity of expressions), we obtain
which can be used to (partly) extend the continuous time results in Alvarez and Rakkolainen (2006) .
Sum-the-odds
We now come to a structurally different problem, which interestingly also fits well into our theory: the sum-the-odds theorem introduced in Bruss (2000) . The optimal stopping problem is the problem of maximizing the probability of stopping on the last success of a finite sequence of independent Bernoulli trials. More precisely, let n ∈ N be a fixed positive integer and X 1 , X 2 , . . . , X n be independent random variables with values in {0, 1}. The random variables are not assumed to be identically distributed. We denote the success probabilities by
To give a solution in our framework, we introduce a Markov chain on
with transition probabilities as follows: The states n and −n are absorbing and
In other words, if we let the process start in 0, then Y k ∈ {−k, k} and Y k = k corresponds to a success at time k. The reward function g describing the problem is now given by g(k) = 0 for k ≤ 0 and
Therefore,
The assumptions of Theorem 5.1 are obviously fulfilled, so that the optimal threshold α * is given as the smallest
reproducing the odds-theorem (Theorem 1) in Bruss (2000) . Let us just mention that some of the generalisations surveyed in Dendievel (2012) may be handled similarly.
Connection to other approaches
We now describe the connection of the approach described in this paper and methods going back to Novikov and Shiryaev (2004) , Novikov and Shiryaev (2007) for random walks (and Lévy processes in continuous time) and the generalization to general Markov processes on the real line in Christensen et al. (2013) . Note that Christensen et al. (2013) considers the continuous time setting. The adaption to discrete time is, however, straightforward, so that we use this without giving proofs, but refer to the more detailed discussion in Christensen (2017) . The starting point is a representation of the reward function g in terms of the running maximum. Using the notation
an independent random variable T with geometric distribution with parameter 1 − ρ, the first step is to guess a functionf such that the lower semicontinuous reward function g can be represented as
Christensen et al. (2013), Theorem 1, states that (M1) forf instead of f implies that
is optimal. Indeed, our function f introduced in 3 and the representing functionf coincide:
where we used the memoryless-property of T . Therefore, for g with representation of the form (7),
This shows that Theorem 5.1 implies the results in the literature. The proofs there are, however, different in nature. The results for random walks (and Lévy processes) are based on the Wiener-Hopf factorization and the results in the general Markov case heavily rely on representation results for excessive functions. Another main difference is that in this paper we give an explicit formula for the function f , which allows to obtain general results such as Theorem 6.1, whereas the existence of a representing functionf in (7) is not clear in general (but see the discussion in Christensen et al. (2013) , Subsection 2.2). Furthermore, the results in Section 4 are not restricted to the case of a monotonẽ f , where the previous papers do not provide any results. Another related approach is described in Woodroofe et al. (1994) . For an underlying random walk with positive drift and no discounting, concave reward functions g with a unique maximum were considered. This implies that g is unbounded from below, so that we leave the setting of this paper. One main result is that in this situation, the optimal stopping time is of the form
The authors also use ascending ladder variables to obtain their result and to characterize a * . In our notation, they use the fact that φ(y) − g(y) is decreasing in y due to the concavity and monotonicity, establishing (M). Then, a * is characterized analog to our α * . The line of argument heavily relies on the Wiener-Hopf factorization, but a similarity to our proof of Theorem 5.1 can also be found.
Some remarks on problems in continuous time
The focus of this paper is on processes in discrete time as ideas can be explained without technical difficulties in this setting. Nonetheless, for continuous time processes, a similar approach can be used to tackle one-sided optimal stopping problems of the form
However, the notations have to be handled more carefully. One first problem is that, in general, new maxima do not only occur at discrete time points, so that we have to use the local time at the maximum instead. There are different approaches to the notion of local time for different classes of general Markov processes and semimartingales. To avoid this technical discussion and to sketch the ideas very clearly, we from now on assume Y to be a Lévy process and use the concept of local time L at the maximum as presented in Kyprianou (2006 
where γ y = inf{s : H s ∈ I(y)} as the stopping time is in the support of the measure dL. Assume again that the optimal stopping time for (8) is of threshold-type for some a * . Adapting the arguments in discrete time, we can now equivalently consider the optimal stopping problem for the process
Here, one can hope for a monotone-type situation for (9). However, the notion of monotone problems is more involved in the continuous time setting, see Irle (1983 Irle ( , 1979 ; Jensen (1989) . We assume that the process in (9) has a Doob-Meyer-type decomposition of the form
To illustrate the connection to the general Markov process theory, note in the case r = 0 (for simplicity only) the following: If g is in the domain of the extended generator of H, cf. (Revuz and Yor, 1999, VII.1) , then, by definition, there exists a functionf such that the process
is a martingale for all initial states of H 0 . Note that, when g is in the domain of the infinitesimal generator A of H, thenf = Ag. Hence,f is the continuous time analogue to φ − g. Coming back to the general setting, the stopping problem for reward process (9) is called monotone iff
Under the assumption corresponding to (Opt), this yields that the myopic stopping time
is optimal, see Appendix A in Christensen and Irle (2017) . This yields a result similar to 4.4 in this continuous time setting. Using the ideas developed above, continuous time versions of Theorems 5.1 and 6.1 could also be obtained. This, however, is technically more challenging. For not necessarily smooth reward functions, one major challenge is to find a representation of the form (M cont ) to work with. In our situation, an approximation argument is however easy to carry out in order to take over the results to the continuous time setting. The following proof follows the line of argument in Beibel (1998) 
is an optimal stopping time.
Proof. For each n ∈ N we consider the discrete time process Y (n) given by
With respect to the corresponding filtration A (n) given by A (n) k = A 2 −n k , this process is a random walk. Therefore, the optimal stopping problem with reward process
falls within the framework of Theorem 6.1. As g is continuous on (b, ∞) and (Opt) holds, we are in case (A1), so that there exist thresholds b < α 1 ≤ α 2 ≤ . . . such that the optimal stopping sets for the discrete time processes are given by S n = {y : v n (y) = g(y)} = [α n , ∞).
Here v n denotes the value function for the discrete time process. Note that for each y, v n (y) converges to the value v(y) of the continuous time problem as n → ∞. Indeed, for each stopping time τ for the continuous time process, we can consider the discrete time approximation τ n = inf{k2 −n : τ ≤ k2 −n }. so that y is in the stopping set for the continuous time problem. On the other hand, for y < α * there exists n ∈ N such that
Hence, [α * , ∞) is the stopping set for the continuous time problem and the threshold time for α * is optimal due to the general theory.
A. Appendix
A.1. An illustration for an elementary first step
This paper starts from the observation that for many well-known stopping problems one can show by elementary methods that optimal stopping times are of threshold-type. Here, we want to give a short illustration what we mean by the term elementary. To show that the optimal stopping set is of the type [a, ∞) or (a, ∞) for some a ∈ R we have to show that for y ′ > y in the range of interest
Let us illustrate this for the Shepp-Shiryaev problem, following Baurdoux (2013) . In the setting of Subsection 7. We refer to Christensen et al. (2011) and Baurdoux (2013) for similar arguments of this type, and to Theorem 5.1 of this paper for a more sophisticated and general result.
A.2. On property (Opt) in the Shepp-Shiryaev problem
In the setting of Subsection 7. The main tools will be the results from Sgibnev (1997) . Let us just mention that the case EX i ≥ 0 can be treated more elementary. Taking 
