Abstract. The Borwein conjecture asserts that for any positive integer n and k, the coefficient a 3k of q 3k in the expansion of n j=0 (1−q 3j+1 )(1− q 3j+2 ) is nonnegative. In this note we prove that for any k ≤ n, a 3k + a 3(n+1)+3k + · · · + a 3n(n+1)+3k > 0.
Introduction
Conjecture 1.1 (P. Borwein, 1990) . For the coefficients a j defined by
if j ≡ 0(mod 3), then a j ≥ 0, and else a j ≤ 0.
This conjecture is actually the first one among three conjectures posed by Borwein. Both the second and the third one ask similar questions for n j=0 ((1 − q 3j+1 )(1 − q 3j+2 )) 2 and n j=0 (1 − q 5j+1 )(1 − q 5j+2 )(1 − q 5j+3 )(1 − q 5j+4 ) respectively yet all of them are still open. For more details about the story we refer to [1] . Some related work can be found in [3, 4, 7, 9, 10, 11] .
If we define three polynomials A n (x), B n (x), and C n (x) by n j=1
(1 − q 3j+1 )(1 − q 3j+2 ) = A n (q 3 ) − qB n (q 3 ) − q 2 C n (q 3 ), then the conjecture asserts that all the three polynomials have non-negative coefficients. One can also write A n (q) = i a 3i q i as a sum of q-binomial coefficients with alternating signs (For a proof, see [1] ):
Unfortunately, it seems not obvious why this combination of q-coefficients is always non-negative. On the other hand, it is clear the number a j is the difference of the number of even subsets in D = {1, 2, 4, 5, · · · , 3n + 1, 3n + 2} minus the number of odd subsets such that the sum of each subset is j. Here we may assume 3 | j < 3(n + 1) 2 and thus the conjecture is equivalent to a typical "parity" problem in integers, which is to determine if
It is a challenging task to give a reasonable estimate for a j , though it was proved to be true when n = ∞. Theorem 1.2 (Garvan, Borwein and Andrews [1] ). For any prime p, let
Then for any j ≥ 0, a p,j a p,j+p ≥ 0.
For p | j, Stanley gives a half-page proof of this result. His proof also expresses a p,j as a sum of two restricted partition functions of j/p. Theorem 1.3 (Stanley [8] ). Suppose a p,j are defined as above. Then for
( mod 3p) (j) + P ≡0,
where P is a restricted partition function and t is the smallest positive integer such that 3 | pt + 1.
For interested readers we include the proof of Theorem 1.3 in Section 4. By the above counting formula, a 3,3j , which is a j in the conjecture for n = ∞, is much smaller than #{S ⊆ D, |S| ≡ 0( mod 2), x∈S x = j} when j is large. This observation indicates the hardness of the sign decision of a j in some sense.
For finite n, all above methods do not apply because of the lack of modularity. Instead we give some interesting explicit counting formulae for the subset sum problem over a special subset of Z N and thus obtain a partial result on Borwein's Conjecture.
be the number of k-subsets whose sum is b, i.e.,
where
The proof is based on a subset counting problem by Li-Wan's sieving technique and is given in Section 3.
Remark. The proof can be generalized to any prime p > 3. For b ∈ 3Z N , we can derive similar formulae.
Based on Theorem 1.4, we obtain an explicit counting formula for the partial sums of a ′ j s lying in the same class modular an integer. This leads to the positivity of incomplete sums of some a 3j 's and hence provides evidence to the truth of the conjecture. Theorem 1.5. Let N = 3(n + 1) and let
For 0 ≤ j ≤ N and j ≡ 0(mod 3), we have
Proof. This is a direct consequence of the Theorem 1.4, since M (j) = a j + a N +j + · · · + a nN +j .
A distinct coordinate sieving formula
For the purpose of our proof, we briefly introduce a sieving formula discovered by Li-Wan [5] , which significantly improves the classical inclusionexclusion sieving. We cite it here without any proof. For details and related applications, we refer to [5, 6] .
Let S k be the symmetric group on k elements. It is well known that every permutation τ ∈ S k factorizes uniquely as a product of disjoint cycles and each fixed point is viewed as a trivial cycle of length 1. For τ ∈ S k , define sign(τ ) = (−1) k−l(τ ) , where l(τ ) is the number of cycles of τ including the trivial cycles.
Theorem 2.1. Suppose X is a finite set of vectors of length k over an alphabet set D. x 2 , . . . , x k ) be a complex valued function defined over X and F = x∈X f (x 1 , x 2 , . . . , x k ).. Then
where F τ = x∈Xτ f (x 1 , x 2 , . . . , x k ), and
1).
Corollary 2.2. Let C k be the set of conjugacy classes of S k . If X is symmetric and f is symmetric, then
where C(τ ) is the number of permutations conjugate to τ .
For the purpose of evaluating the above summation, we need several combinatorial formulas. Recall that a permutation τ ∈ S k is said to be of type (c 1 , c 2 , · · · , c k ) if τ has exactly c i cycles of length i and that N (c 1 , c 2 , . . . , c k ) be the number of permutations in S k of type (c 1 , c 2 , . . . , c k ) and it is well-known that (See for example [12] )
Lemma 2.3. [5]
Define the generating function
In another case, if t i = q for d | i and t i = s for d ∤ i, then we have
Proof of Theorem 1.4
Let ψ denote an additive character from Z N to the group of all nonzero complex numbers C * . Let ψ 0 be the principal character sending each element in Z N to 1. Denote byẐ N the group of additive characters of Z N , which is isomorphic to Z N . Set X = D k and X be the vectors in X with distinct coordinates. Employing the Li-Wan's sieving technique one gets
where X τ is defined as in (2.2). Obviously X is symmetric and f χ (x 1 , x 2 , . . . , x k ) is normal on X. Applying (2.3) in Corollary 2.2, we get
where C k is the set of conjugacy classes of S k , C(τ ) is the number of permutations conjugate to τ . If τ is of type (c 1 , c 2 , . . . , c k ), then 
To finish the proof, one computes 
Without of generality assume N is odd and d ≥ 5, then 
