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New Zealand pasture soils are an important resource, contributing significantly to the 
economy and global food security. However, the sustainability of current land 
management practices is of great concern, leading researchers to investigate indicators 
of soil health. Soils house a wealth of microbial diversity that contributes significantly 
to ecosystem function. However, questions remain about the ecology of soil microbes, 
and how intensification of land management practices such as oversowing, increased 
stocking rate and fertilization impact soil microbial populations. In order to address 
these concerns, it is important to establish a baseline characterization of microbial 
community ecology in managed soils. To this end, the current work aims to identify 
factors that influence microbial community diversity, structure and composition over 
space and time, and in response to disturbance. This work employs high throughput 
sequencing of the 16S rRNA gene in order to capture a preponderance of prokaryotic 
diversity in order to link community shifts to physicochemical properties of interest. 
 
This thesis employs a landscape-scale field study, exploring a group of 24 sites 
representing the three main land uses in New Zealand (dairy, sheep and beef and high 
country) in order to explore community differences in land uses of differing intensities. 
Samples were also taken over a seasonal cycle, after treatment with two fertilizers 
(phosphate and lime) to observe temporal and disturbance dynamics. The study 
integrates a number of physicochemical properties, revealing insights into the relative 
impacts of pH, land use, soil order, season and fertilization on prokaryotic communities. 
Results reveal strong relationships between community diversity, structure and 
composition and physicochemical factors (pH, land use intensity and soil order) 
showing landscape-scale relationships with pH and land use intensity that are sustained 
across time and with treatment, supporting previous results that show a strong 
relationship between pH and global prokaryotic communities. Links between 
prokaryotic communities and soil order when controlling for land use intensity provide 
insight into the impact of intensification on belowground communities, showing that 
the connection between prokaryotic communities and inherent soil properties (i.e. 
bedrock) weakens with increased intensification. This study also provides insight into 
the underexplored rare biosphere, showing that conditionally rare taxa in soils may not 
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be responsible for overall community patterns, a result that does not match with 
findings for other environments.  Overall, this thesis provides new insights into patterns 
of prokaryotic communities in pasture soils, highlighting the ways in which microbes 
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1.1 The value of applying ecological theory to microbes 
 
Traditionally, ecology has encompassed the study of organisms that can be seen with 
the naked eye. As knowledge of the natural world expands, it is becoming clear that 
many gaps in our understanding are related to microscopic organisms and invisible 
processes, necessitating the study of microbial communities in the environment. As a 
result, many questions must be addressed. Who are these organisms? What are their life 
strategies? What methods are best to detect them?  
 
It has been well established that microorganisms contribute significantly to global 
biomass and genetic diversity in comparison to macroorganisms (Ward, et al., 1990, 
Whitman et al., 1998, Schloss et al., 2004); it is estimated that there are ~1012 microbial 
species globally (Locey and Lennon, 2016). With the introduction of high throughput 
molecular tools came an increased interest in studying the ecology of microbial 
populations. However, the bulk of ecological theory was developed for macro-
organisms, and without explicit knowledge of the microbial contribution to global 
biodiversity. This has resulted in an ever-increasing wealth of high throughput 
sequencing data for microbial populations without a theoretical basis to direct analyses. 
 
In recent years, microbial ecologists have been calling for a more robust theoretical 
framework in order to parse mechanisms of distribution from observations (Prosser et 
al., 2007). Such a framework can provide a basis upon which to explore how organisms 
interact with each other and the abiotic environment. This is also useful in terms of 
determining strategies for a more sustainable future; a comprehensive understanding of 
microbial consortia allows us to better manage the biomes they inhabit.  
 
The effort to streamline microbial ecology is already underway; many researchers have 
opted to investigate existing ecological theories (those developed for plants and 
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animals) in a microbial context. This is important work as it not only initiates a 
framework for microbial ecology studies, but also provides insight into whether or not 
microorganisms follow the same assembly rules as macroorganisms, and to what degree 
microbial ecologists need to develop new theories. Key research into the use of 
microbial consortia as model systems for ecology has given much insight into dispersal 
showing that the traditional theory that “everything is everywhere, but the environment 
selects” does not necessarily hold true for microbes due to natural limits to dispersal 
(Costello et al., 2012). Investigation into predator-prey dynamics shows that genes 
required for motility and signaling are important to a bacterium’s ability to compete for 
resources (Pham et al., 2005). Lastly, microbial diversity is vast, and microbes are 
implicated in an array of biogeochemical processes, including the carbon nitrogen and 
methane cycles (Wall and Bardgett, 2012), raising questions about the link between 
diversity and ecosystem function. Studies have shown that diversity promotes 
functional redundancy, which can maintain important ecosystem functions, which will 
be discussed further in the coming sections (Bernhard and Kelly, 2016). Continued 
investigation that builds on studies like these will illuminate the complexities inherent 
in microbial consortia and contextualize microbes within the ecosystems they inhabit. 
 
1.2 A history of methods 
 
In seeking to characterize microbial populations, the ability to capture the breadth of 
microbial diversity has presented a significant challenge. Historically, researchers 
relied on pure cultures to study environmental microbes. This technique is useful in that 
it allows for in-depth studies of microbial morphology and metabolism. However, a 
very small portion of microbes is cultivable using available methods (Rappé and 
Giovannoni, 2003), most likely because culture media is not representative of the 
complex environments that the majority of microbes inhabit. Additionally, pure 
cultures isolate individual species creating conditions that may not be suitable for 
microbes that rely on cooperative relationships with other species within a community, 
as in biofilms (Costerton et al., 1995). 
 
The limitations presented by pure culturing have been mitigated in part by cultivation-
independent molecular techniques, which allow researchers to use DNA to make 
inferences about microbial communities of interest. The most widely targeted gene for 
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microbial community studies—specifically prokaryotes—has been the 16S rRNA gene, 
as it is present in all prokaryotes and contains regions that are highly conserved (Woese, 
1987, Coenye and Vandamme, 2003). Other studies investigating the intersection of 
ecology and ecosystem processes target functional genes coding enzymes that are 
involved in biogeochemical cycles, such as denitrification and sulfate reduction (Violle 
et al., 2014).  
 
Methods that employ analyses of DNA as a fingerprint such as denaturing gradient gel 
electrophoresis (DGGE), terminal restriction fragment length polymorphism (TRFLP) 
and automated ribosomal intergenic spacer analysis (ARISA) have allowed researchers 
to obtain “snapshots” of microbial communities by exhibiting PCR-amplified gene 
variants as bands on a “fingerprint” (normally visualized on a gel or electropherogram) 
that represent different microbial taxa (Vaneechoutte, 1996). This allows researchers to 
estimate and compare the presence and abundance of taxa in different samples. While 
such methods are cost-effective and useful for estimating community structure, 
fingerprinting techniques still fall short in their ability to estimate diversity, as they are 
mostly able to detect abundant microbes, excluding the majority of taxa in any given 
microbial community that persist at low abundances (Bent et al., 2007). These 
techniques are further limited in that they don’t provide comprehensive taxonomic 
information (Bent et al., 2007). 
 
The most widely used methods in recent microbial studies are high throughput 
sequencing of 16S rRNA gene fragments, metagenomics and metatranscriptomics. 16S 
rRNA sequencing provides data on taxonomic groups, which are typically classified 
using PCR amplicons of the previously mentioned 16S rRNA gene. This allows 
researchers to classify microbial community structure and diversity, as well as gain 
insight into the taxonomic groups that drive observed patterns. However, this technique 
is limited in that only a short fragment of the gene is targeted, limiting confidence in 
taxonomic assignments at the genus or species level. Metagenomics recovers genes, 
making it possible to assemble genomes. This provides information about microbial 
involvement in nutrient cycling on a community-wide scale and is thought to be a 
gateway to improving pure culture studies (Handelsman, 2004). By contrast, 
metatranscriptomics gives insight into activity, providing gene expression profiles. 
Metatranscriptomic studies determine the genes that are expressed at any given time, 
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contributing to our understanding of microbial community activity. These techniques 
use platforms that are able to process hundreds of samples in parallel, providing an 
unprecedented wealth of data on microbial communities. This has given much-needed 
insight into biogeographic patterns of microbial species and functional profiles as they 
relate to ecological distributions. High throughput technologies also have the benefit of 
increasing data accessibility, as researchers continue to make their high throughput 
datasets available on various public databases. 
 
1.3 Principles of microbial community assembly 
 
Microbial communities persist in almost every conceivable environment, functioning 
as vital components of aquatic and terrestrial ecosystems and associating with plant and 
animal species (Whitman et al., 1998). Microbial communities are typically species-
rich, comprising the vast majority of biodiversity on Earth (Whitman et al., 1998). As 
such, microbial ecologists have the challenge of identifying unifying principles of 
microbial community assembly. Generally speaking, ecology is grounded in niche and 
neutral theories, and how such processes shape ecosystem structure and function. Most 
studies of both macro- and microorganisms have focused on niche processes; these are 
the conditions of the local environment, including physicochemical and climactic 
variables that can interact to result in a unique niche, shaping local organismal 
communities accordingly (Cottenie, 2005). Niche processes are deterministic (non-
random) and easier to measure. On the other hand, neutral processes are random in 
nature, wherein all species are considered to be equally fit to survive in a particular 
environment. In this case, processes such as dispersal select for different communities 
of organisms, where individuals either passively or actively move from their 
environment of origin to a new one (Hubbell, 2001). Historically, ecologists have 
considered niche and neutral theories to be in dispute, but it is likely that they are both 
important in shaping natural communities (Wennekes et al., 2012), and efforts toward 
an integrative understanding of both theories will benefit ecology in the future. Here, I 
will focus on progress that has been made in understanding the role of niche and neutral 
processes in determining microbial community structure as separate matters. 
 
Similarly to macroorganisms, many studies have found that microbial communities are 
influenced by abiotic factors, providing support for niche theory. This perspective holds 
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that communities are shaped by selection, or deterministic fitness differences between 
organisms (Vellend, 2010). This assumes that each niche is able to accommodate 
particular species that have outcompeted other species, which is known as “niche 
partitioning” (Vellend, 2010). Of the abiotic factors that are important to niche 
partitioning, pH is considered to be a universal driver of microbial communities on a 
continental scale and in many environments (Lauber et al., 2009, Siciliano et al., 2014, 
Liu et al., 2015). Microbial communities are also modulated by soil texture (Lauber et 
al., 2008), salinity (Lozupone and Knight, 2007), moisture content (Fierer et al., 2003, 
Bapiri et al., 2010), temperature (Oliverio et al., 2016) and geographic factors (Horner-
Devine et al., 2004). Perturbations in the environment that result from land 
management, extreme weather events and other factors can cause shifts in microbial 
communities over time. This presents challenges for scientists in parsing the relative 
contributions of intrinsic characteristics (such as bedrock in soils) and contemporary 
conditions created by perturbations (Martiny et al., 2006).  
 
Niche processes also drive interactions between organisms in a given ecosystem; these 
are deterministic in nature, where specific species may outcompete others, or engage in 
cooperative relationships (Hibbing et al., 2009). For example, microbes facilitate 
pathways that produce metabolites, which are used by other microbes. Other examples 
include quorum sensing, where certain genes are transcribed in response to changes in 
bacterial cell density (West et al., 2007). Symbiotic and pathogenic relationships with 
macroorganisms also select for particular communities of microbes (West et al., 2007). 
 
Neutral theory refers to stochastic (random) processes that shape ecosystems, positing 
that genetically unrelated organisms colonize niches, and community structure is not 
dependent on the success of particular organisms in relation to their environments 
(Hubbell, 2001).  This perspective assumes that any organism can thrive in a particular 
environment. Processes that are considered neutral include passive dispersal, which is 
the transport of organisms via wind, water, etc., and drift, which constitutes stochastic 
fluctuation in the abundances of community members (Vellend, 2010). In natural 
communities, niche processes have historically been considered to direct the 
preponderance of community assembly (Tokeshi, 1990), but recent microbial 
community studies have shown that neutral processes also have a significant role. An 
investigation of desert microbial communities revealed that niche and neutral processes 
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have differential impacts on functional groups within an assemblage where, in some 
environments, heterotrophs follow stochastic influences and phototrophs follow neutral 
predictions, and vice versa (Caruso et al., 2011). Studies of stochastic processes in 
human-associated microbial communities have found that though the majority of such 
communities don’t align with neutral models, those that did tended to be associated 
with skin (Li and Ma, 2016). Neutral assembly has also been found to guide the 
assembly of “generalist” taxa—which are able to thrive in a variety of environments—
during early colonization of a niche (Langenheder and Székely, 2011). 
  
While microbial ecologists have begun applying niche and neutral lenses to microbial 
assemblages, much of this work has focused on abundant taxa. However, the 
introduction of high throughput sequencing uncovered a wealth of diversity that 
extends beyond abundant taxa. It has since been established that the “rare biosphere”—
that is, microbes that persist at low abundances within any given assemblage—
contributes significantly to the genetic diversity and functional potential of global 
microbial communities (Reid and Buckley, 2011). Such taxa often account for a greater 
proportion of microbial communities than abundant taxa, forming a long “tail” in rank-
abundance curves (Figure 1.1). As a result, the rare biosphere has significant potential 










Figure 1.1. Rank abundance curve for a putative bacterial community. Bacterial 
communities contain very few abundant taxa and many rare taxa, delineated by the 
purple arrow. The black arrows represent the proportion of the community captured by 
different molecular techniques, showing that the rare biosphere is best sampled by PCR 










It is widely thought that the rare biosphere serves as a “seed bank,” contributing to 
functional redundancy in ecosystems (Pedrós-Alió, 2007). Dormancy is considered to 
be a key property of seed banks, allowing organisms to survive unfavorable conditions 
while reducing their metabolic activity (Lennon and Jones 2011). All microbial 
consortia have an “active” portion and a “dormant” portion, which vary in their ratios 
depending on the environment. For example, in soils, up to 80% of microbes are 
thought to be dormant at any given time, while 20% are dormant in host-associated 
environments (Lynch and Neufeld, 2015). After a disturbance, such as extreme weather 
events or predation, abundant, active taxa may be vulnerable, at which point rare, 
dormant seed bank members may be resuscitated to replace them. The former seed bank 
members that bloom are thought to have overlapping metabolic capabilities with the 
formerly abundant taxa, thus promoting functional redundancy (Pedrós-Alió, 2007). 
Essentially, taxonomically distinct microbes are able to provide the same ecosystem 
services. This model is known as the “kill the winner hypothesis,” in which survival is 
prioritized over growth in the event of a disturbance, selecting for a preponderance of 
rare taxa (Thingstad, 2000). 
 
Resuscitation from seed banks is likely crucial to the role microbes play in mediating 
ecosystem processes. As was previously mentioned, resuscitation promotes functional 
redundancy, which is thought to maintain ecosystem stability. This dynamic raises 
questions about the resistance (the ability to withstand disturbances) and resilience (the 
rate of return to the previous state after disturbance) in microbial communities (Allison 
and Martiny, 2008). While many studies have reported that microbial communities are 
both sensitive to disturbance and not resilient post-disturbance, many of these studies 
do not explicitly account for low-abundance members (Shade et al., 2012). Recent 
investigations that incorporate rare taxa have found that microbial communities are still 
sensitive to disturbance but are able to return to a stable state (e.g. Gomez-Alvarez et 
al., 2016 and Lee et al., 2017). This indicates that rare biosphere members provide key 
insight into the mechanisms that underlie core ecological principles. 
 
While it is hypothesized that rare taxa are important to ecological stability, it is likely 
that only a portion of the rare biosphere is part of the seed bank that maintains this 
stability. The dormant/rare, active/abundant framework for microbial communities is 
easily contradicted. Indeed, it is known that some perennially rare microbes are 
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metabolically active. For example, a study of glacier biofilm communities found a high 
rRNA:rDNA ratio for rare taxa compared to abundant taxa indicating that rare taxa are 
disproportionately active in this environment (Wilhelm et al., 2014). Similar results 
were found in archaeal communities in the Mediterranean Sea where a fraction of the 
rare biosphere was represented by actively growing cells that never surpassed the 
threshold for abundance (Hugoni et al., 2013). This life strategy may be preferential 
under stressful conditions, though rare/active microbes have not yet been studied 
extensively, so their ecological significance is unresolved. Furthermore, not only do 
rare taxa bloom in response to disturbance; they are also sensitive to seasonal changes. 
Shade and colleagues showed that rare taxa that bloom, known as “conditionally rare 
taxa” represent a significant portion of global microbial communities and contribute 
disproportionately to community turnover, indicating that they play a more significant 
role in microbial community dynamics than previously known (Shade et al., 2014). As 
a result, it is important for microbial ecologists to continue studying these taxa to gain 
a comprehensive understanding of microbial community dynamics. 
 
1.4 Thesis outline 
 
The aim of this thesis is to investigate patterns of prokaryotic communities in pasture 
soils, identifying niche factors that impact prokaryotic diversity, structure and 
composition. Using high throughput sequencing of the 16S rRNA gene, this project 
provides insight into the impacts of intensification on prokaryotes, shedding light on 
edaphic factors that influence community distribution across space and time, as well as 
identifying organisms that are responsible for observed patterns. 
 
Chapter 2: Resolving broad patterns of prokaryotic community structure in New 
Zealand pasture soils. This chapter provides a review of the literature, summarizing 
the factors that have been shown to influence prokaryotic communities in pasture soils 
across New Zealand. Given the importance of viewing soils as whole ecosystems, this 
provides much needed insight into the changes that occur in soil biodiversity as a result 
of intensification, and how this may influence future management of soils. This chapter 




Chapter 3: Methods and materials. This chapter contains information for all methods 
used in chapters 4-6. 
 
Chapter 4:  Identifying modifiers of prokaryotic communities in New Zealand 
pasture soils. This work provides a baseline characterization of the factors that 
influence spatial distributions of pasture soil prokaryotic communities in New Zealand. 
This chapter examines the relative importance of pH, land use intensity and soil 
classification in predicting patterns of prokaryotic community diversity and structure 
at multiple spatial scales. Taxa that respond to each factor are also presented, providing 
insight into prokaryotes as possible indicators of soil health. A modified version of this 
chapter is published as Kaminsky R, Trouche B and Morales SE. (2017). Soil 
classification predicts differences in prokaryotic communities across a range of 
geographically distant soils once pH is accounted for. Scientific Reports 7: 45369.  
 
Chapter 5: Prokaryotic community response to seasonal dynamics and 
fertilization. The effectiveness of fertilizers has historically been evaluated based on 
dry matter production. However, the impact of such practices on soil biology and 
ecosystem processes is poorly understood. This study aims to determine the relative 
impacts of fertilization and seasonal dynamics on prokaryotic community ecology in 
pasture. This chapter includes data from soil samples taken during May 2014, 
November 2014 and May 2015. A field trial was initiated after the May 2014 time point. 
This involved two fertilizer treatments (phosphorous and fine lime) and a control (no 
treatment). 
 
Chapter 6: Insights into the contribution of conditionally rare taxa to prokaryotic 
community variance. The rare biosphere is an important marker for several ecological 
mechanisms, as well as a reservoir for genetic diversity. The majority of these members 
are thought to be dormant, blooming to abundance under certain circumstances such as 
extreme weather events. However, many rare biosphere studies suffer from a lack of 
time-series sampling and a low sampling effort. The field study in this thesis contains 
both a time series and many samples including environmental replicates. As such, this 
chapter aims to investigate conditionally rare taxa, which constitute microbes that are 
rare at certain points in time and space and abundant at others. This work assesses the 
contribution of these taxa to soil prokaryotic community turnover, as they have been 
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estimated to drive temporal patterns in other environments. A modified version of this 
chapter has been submitted to Frontiers in Microbiology.  
 
Chapter 7: This chapter summarizes the key findings from this thesis and discusses 










Resolving broad patterns of prokaryotic 






Agribusiness is New Zealand’s primary industry, accounting for over 50% of exported 
goods (Simoes, 2015). As a result, agriculture has intensified considerably in recent 
years. Intensification is defined as an increase in external inputs to enable higher 
stocking rates, which in turn leads to higher production (FAO 2004, p.5). Intensification 
efforts have been especially pronounced in dairy farming, which has overtaken other 
pastoral sectors dramatically as a percentage of exports. These practices have had a 
severe impact on New Zealand ecosystem health, prompting questions about the 
sustainability of intensification in its current state. 
 
The most noticeable result of agricultural expansion and intensification is ecological 
simplification. Throughout New Zealand’s history, forests, wetlands and indigenous 
grasslands have been significantly modified, culminating in a landscape that is 
primarily occupied by pastoral land (Macleod and Moller, 2006). These efforts have 
expedited the massive reduction of natural habitats through the conversion of species-
rich ecosystems to pasture areas that are dominated by very few plant species, namely 
ryegrass and white clover. Intensification through the addition of fertilizers, herbicides 
and irrigation has increased production, as these methods are directed to benefit specific 
species that drive agricultural production and subsequent profits (Macleod and Moller, 
2006).  
 
Despite the benefits to the economy, agricultural expansion and intensification have 
been carried out to ensure the success of only a few species at the expense of whole 
ecosystems. This has contributed to soil erosion, biodiversity loss, contamination of 
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ground water and eutrophication (Millennium Ecosystem Assessment, 2005). These 
changes in soil condition inevitably lead to changes in soil microbial community 
composition and we know that soil organisms are responsible for mediating a number 
of ecosystem processes that are fundamental for sustained life on Earth (Bardgett and 
van der Putten, 2014). These include biogeochemical cycles, such as the carbon and 
nitrogen cycles, which are important to and altered by agricultural intensification 
(Bardgett and van der Putten, 2014). As such, a broad understanding of microbial 
communities in New Zealand pasture soils is vital to developing more sustainable 
agricultural practices. 
 
Though microbes are undeniably important to sustained soil health, patterns of 
microbial community distribution remain unresolved. It is now widely accepted that a 
more sustainable agricultural sector would benefit from an integrative perspective into 
soil microbiology and overall health due to the microbial contribution to soil fertility 
(Wall and Six, 2015). As such, soil microbial communities have become an important 
research focus. In this chapter, I seek to synthesize the literature on factors that impact 
microbial communities in New Zealand pasture soils.  
 
2.2 Broad patterns of prokaryotic community structure 
  
In order to develop a comprehensive understanding of prokaryotic contributions to soil 
functioning, we must first understand how these communities are structured across 
space and time under natural or baseline conditions. Soils, even those under strict 
management regimes, can have distinct properties as a result of factors such as 
moisture, temperature, soil classification and human-mediated factors such as 
management type and input Soil microbes are considered to be early indicators of the 
long-term effects of these properties (Powlson et al, 1987). This is particularly true in 
New Zealand; there is great variability in climo-edaphic factors across a relatively small 
geographic range, making New Zealand a good model system for studies of microbial 
communities in pasture soils. This has prompted a great deal of research into the 
impacts of such factors on microbial biomass, community structure (assessed by 16S, 
PLFA, DGGE and ARISA profiles) and substrate utilization. Although there is 
significant ongoing research into soil microbial eukaryotes in New Zealand (e.g. 
Powell, 1976, Johnston, 2010, Orwin et al., 2011), here I will focus largely on research 
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into prokaryotic communities, referring to “microbes” when discussing microbial 
biomass and “prokaryotes” when discussing other measures of community structure. 
Further, while I have divided this review into subsections based on major factors that 
affect prokaryotic communities in pasture soils, it is important to note that none of these 















Figure 2.1. Schematic diagram showing the factors that have been reported to 
significantly impact microbial communities in New Zealand pasture soils. pH is the 
most widely reported modulator of microbial communities on a global scale, and is 
often considered to be the most important. However, pH itself is subject to change as a 
result of management practices, climactic factors and intrinsic soil factors. This 
necessitates studies of microbial communities that integrate multiple factors and 

















Globally, pH has been identified as a unifying factor that influences soil prokaryotic 
community structure on a continental scale and across detection methods (Jenkinson et 
al., 1979, Fierer and Jackson 2006, Lauber et al., 2009). Using high throughput 
sequencing 16S profiles—which capture a large breath of prokaryotic diversity—
researchers have confirmed that this trend holds true in New Zealand pasture soils. 
Samad and colleagues (2016a) observed links between specific prokaryotic lineages 
that varied with both pH and nitrous oxide emissions, while Hermans and colleagues 
(2017) also identified individual taxa that are modified by pH as it relates to land use 
change. These findings are significant, as pH is a primary indicator that is used in the 
chemical management of pasture soils, where pasture soils are often more pH neutral 
than other land uses due to exogenous inputs (Sparling and Schipper, 2004).  
 
Neutral soil pH is also associated with increased prokaryotic diversity (Fierer and 
Jackson 2006, Lauber et al., 2009). Genetic diversity in microbial consortia is often 
considered to be beneficial, as there are many prokaryotic species that are capable of 
performing the same ecosystem functions, contributing to what is known as functional 
redundancy (Allison and Martiny, 2008). This allows for the maintenance of ecosystem 
processes even after stress, such as extreme weather events, that might cause dominant 
microbes to die out, thus jeopardizing the function they perform; as was mentioned in 
chapter 1.1, functional redundancy mitigates this as non-dominant organisms can take 
over the functions of previously dominant organisms (Allison and Martiny, 2008). As 
such, the fact that much of soil prokaryotic diversity can be accounted for by pH is 
informative, in that it indicates that pH is an important factor in managing soil not only 
as a vital resource, but also as an ecosystem.  
 
However, while pH is clearly an important driver of microbial consortia, it is not a 
panacea. It likely that pH is an integrative variable, accounting for a number of 
important soil properties that individually influence soil prokaryotes (Lauber et al., 
2009). Further, while there is an estimated benefit to increased diversity under neutral 
conditions, there is increasing evidence that microbial communities have many 
strategies to cope with unfavourable conditions (such as acidity) and low diversity 
besides functional redundancy (Shade, 2017). For example, prokaryotes that persist in 
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harsh environments create “extremozymes” that are able to catalyze reactions under 
such conditions (Adams et al., 1995). Given the heterogeneity of soils and their 
subjugation to variable climactic conditions, further investigation is needed regarding 
other factors besides pH that are important to understanding the ecology of pasture 
soils. 
 
2.2.2 Land use 
 
Pasture land is characterized by a reduction in native habitat coupled with topdressing 
of lime and other nutrient inputs, inducing a visible impact on aboveground biota such 
as birds and plant life. This particular land use also causes an increase in pH, organic 
matter, nitrogen and phosphate and a decrease in carbon relative to other land uses, as 
well as changes to the soil structure (Haynes and Naidu, 1998, Drewry et al., 1999). 
Research in New Zealand has shown that the alteration in nutrient status typically 
associated with intensification of pasture has increased microbial biomass and activity 
(Ross et al., 1984, Sarathchandra et al., 1984).  
 
More recent studies looking into community structure and catabolic activity confirm 
that land use change induces shifts in prokaryotic community structure and ecosystem 
function (Stevenson et al., 2004, Orwin et al., 2016, Hermans et al. 2017). Stevenson 
and colleagues (2004) showed that prokaryotic communities in pasture soils respond to 
different carbon substrates compared to native and exotic forests on a landscape scale. 
This gives insight into the relationship between microbial community structure and 
function. Orwin and colleagues (2016) showed a strong impact of land use on 
ecosystem functioning, and noted that microbial communities can serve as indicators 
of ecosystem response to disturbance. This highlights the importance of understanding 
both abiotic and biotic influences on soil systems. However, land use and microbial 
response are not separate, and can impact one another. This is evidenced by reported 
increases in the abundance of Bradyrhizobium in response to Olsen P levels, which vary 
with land use intensity (Hermans et al., 2017). Furthermore, a notable study into the 
comparative impacts of pasture management practices indicates that removal of plant 
biomass has the largest impact on belowground communities, indicating that ecological 
simplification impacts belowground biodiversity as it does visible biota (Adair et al., 
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2013). These studies provide support for the ongoing use of microbes as indicators soil 
health. 
 
New Zealand researchers have also made an effort to understand the relative impacts 
of intensification within pasture land uses. Dairy farms are plagued by increased 
compaction of soils in comparison to drystock farms. This has been attributed to high 
cattle stocking rates, which increases the physical load on the soil (Singleton et al., 
2000) and irrigation, which can break down soil aggregates (Houlbrooke et al., 2011).  
Soil compaction causes inadequate soil aeration due to decreased pore size and nutrient 
loss. This impacts the ability of plant life to take up nutrients, reducing yields (Mullen 
et al., 1974). This inevitably affects microbial communities, which in turn can further 
impact the soil nutrient status. Studies have found that while compaction does not 
necessarily impact overall microbial biomass estimates (Jensen et al., 1996), it does 
affect activity, specifically carbon and nitrogen metabolism. Compaction is strongly 
associated with nitrous oxide emissions (Jensen et al., 1996, Bhandral et al., 2007, 
Treweek et al., 2016), and has been shown to cause up to a seven-fold increase in nitrous 
oxide flux (Bhandral et al., 2007). Soil compaction decreases aeration, which is also 
associated with poor drainage. These conditions are favourable to microbes that can 
respire anaerobically—such as denitrifying prokaryotes—consequently increasing 
nitrous oxide emissions (Treweek et al., 2016). 
 
Intensification is also thought to impact soil carbon stocks, though studies have found 
variable results as to whether carbon is stored or lost in response to increased pasture 
management (Schipper et al., 2017). Schipper et al., (2007, 2010) showed greater 
carbon losses from pasture grazed by dairy cattle compared to drystock, while a more 
recent study from Rutledge et al., (2015) indicated that dairy pasture can also serve as 
a carbon sink. The disparity in these results is estimated to be due to climactic factors 
such as soil moisture and soil order as well as differences in land use history (Schipper 
et al., 2017). Soil carbon stores are lost through oxidation of organic matter by 
microbes, and there is a well-documented relationship between variance in the 
microbial biomass and carbon availability; a relationship that differs with land use 
intensity (Insam and Domsch, 1988, Stevenson et al., 2016). Soil moisture and land use 
history are also known to impact prokaryotic community structure (Bossio et al., 1998, 
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Lauber et al., 2008). This suggests that these factors may select for certain prokaryotic 
communities in pasture, which then modulate carbon loss versus storage. 
 
While much research has focused on flat land pasture, hill country grasslands (also 
known as high country) are also of great interest due to increasing demands to increase 
outputs coupled with concerns about conserving hill country landscapes, which are 
dominated by indigenous tussock grasses (Mackay, 2008). Hill country grassland is 
characterized by low fertility and microrelief, a characteristic of slopes that can cause 
a great deal of variability in soil condition over short distances (Kemp and Lopez, 
2016). Due to the topography, livestock tend to congregate in certain areas, known as 
stock camps, where they deposit feces and urine, which are distinct from grazing areas. 
As a result, nutrients and microbial biomass in certain areas where livestock tend to 
congregate increase, causing disparities in nutrient status between what are known as 
stock camping areas and grazing areas (Haynes and Williams 1999).  
 
Hill country rangelands have traditionally been farmed at lower intensity, grazed mostly 
by sheep and beef cattle at lower stocking rates than flatland pasture. They are often 
managed with little to no fertilization and retention of the indigenous landscape, 
wherein native trees and grasses are left mostly untouched. However, this management 
regime, along with burning of pasture, has negatively impacted the hill country 
landscape. Key nutrients declined in hill country soils due to grazing (McIntosh et al., 
1996) and burning (Mark, 1994). However, Ross and colleagues (1997) noted declines 
in microbial biomass after burning, while available phosphorous levels rose, providing 
evidence for the importance of microbes in immobilizing soil nutrients. A more recent 
study suggests that burning alters cyanobacteria communities, which are important to 
nitrogen fixation in hill country tussock grasslands where legumes are sparse (Chua et 
al., 2014). Overgrazing of tussock grassland has led to the spread of Hieracium, an 
invasive weed that induces changes in inherent physicochemical properties and 
increases microbial biomass. This weed is likely effective in this regard due to its ability 
to sequester nitrogen, but Hieracium is not palatable to livestock (Saggar et al., 1999). 
Further, hill soils are vulnerable to erosion largely due to removal of forest, which also 
impacts nutrient status (Mackay 2008). Because topsoil formation is quite slow, 
recovery after erosion can take many years (Trustrum and DeRose, 1988). This has 
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been shown to disrupt microbial consortia. Sparling and colleagues (2003) showed that 
microbial biomass is depleted after erosion of hill soils, taking 27 years to recover. 
 
2.2.3 Exogenous inputs 
 
Many factors can be altered by management within land uses, leading to questions 
about specific inputs. Soil health is deeply dependent on nutrient content; as such, the 
connection between soil microbes and soil nutrient levels has been studied for decades. 
Fertilizers and herbicides have long been added to pasture to increase productivity. 
However, it has not always been well understood whether inputs that are often used on 
agricultural soils are sustainable in maintaining healthy soil ecosystems. Thus, soil 
microbes have often been studied as “proxies” for soil health in studies of the impacts 
of inputs. 
 
Intensification in New Zealand involves oversowing with clover (to fix nitrogen) and 
exotic grasses that are palatable to livestock; this is known as pasture improvement. 
Besides the obvious impact on visible biota, these changes in plant life can affect 
belowground communities, given the importance of plant-microbe interactions to soil 
nutrient cycling (Lambers et al., 2009). Oversowing impacts are pronounced in tussock 
grasslands, which are considered to be quite valuable given the breadth of biodiversity 
they support and its contribution to nitrogen fixation (O’Connor, 1983, Griffith et al., 
2017). Because these grasslands are farmed both with and without oversowing, it is 
possible to compare the impacts of these two managements on belowground 
communities. Using measures of microbial biomass, McIntosh and colleagues (1999) 
showed that oversowing on hill country soils was related to an increase in microbial 
biomass compared to tussock grassland, though this result cannot be uncoupled from 
fertilization, as the oversown pasture was fertilized and the tussock grasslands were 
not. A more recent study found strong impacts of pasture improvement on prokaryotic 
community structure and composition, where oversowing was related to significant 
changes in the abundances of key bacterial phyla and functional genes relative to 
tussock (Wakelin et al., 2013a). This study sampled a diverse set of soils in terms of 
climactic factors and found consistent land use impacts on belowground communities, 
indicating that strict management practices have the capacity to overpower inherent soil 
characteristics. Another study looking into the relationship between pasture plant 
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species and microbial communities showed that the composition of plant species affects 
microbial respiration, and resistance and resilience dynamics (Orwin and Wardle, 
2005).   
 
New Zealand agriculture relies largely on nitrogen and phosphorous fertilizers to 
maintain pasture production and liming to increase the soil pH. These amendments have 
been beneficial to production, increasing organic matter (Haynes and Williams 1992) 
and improving physical attributes such as soil aggregation (Haynes and Naidu, 1998). 
There is a well-characterized relationship between the microbial biomass and organic 
matter, particularly with regard to the available nitrogen component (Wardle, 1992, 
Wakelin et al., 2013b), and several studies have shown that the addition of lime and 
phosphate increases microbial biomass (Haynes and Swift, 1988, McIntosh et al., 1999, 
Wakelin et al., 2017). Contrastingly, studies examining measures of microbial diversity 
through bacterial colony enumeration (Sarathchandra et al., 2001), and DGGE 
(Wakelin et al., 2012) found no response of the whole community to fertilization. 
However, one study found a link between bacterial community structure from ARISA 
profiles and phosphate availability, but no change in structure with nitrogen application 
(Adair et al., 2013). Further, Wakelin and colleagues uncovered responses to phosphate 
fertilization in the diversity of phylum Actinobacteria, providing support for the 
hypothesis that phylum is important in phosphorous cycling (Mander et al., 2012). On 
the other hand, Sarathchandra and colleagues noted a decrease in overall bacterial 
functional diversity in response to nitrogen but not phosphorous fertilization. The 
disparity in results could be related to differences in methodology. It is also possible 
that individual microbes respond to fertilization, as in the Wakelin study, and whether 
or not such responsive microbes drive whole community patterns is dependent on other 
site-specific factors, leading to variable results. 
 
Further research into nitrogen inputs has revealed that nitrogen from plant matter is 
returned to the soil in the form of urine, significantly increasing nitrogen levels in what 
are known as urine patches (Haynes and Williams, 1993). This nitrogen can be 
converted to several compounds by denitrifying microbial populations, such as nitrate, 
nitrite, nitric oxide, nitrous oxide and di-nitrogen. As was previously mentioned, the 
overproduction of nitrous oxide is a major issue for New Zealand, prompting questions 
about community-level microbial responses to urine deposition. Studies have found that 
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urine inputs decrease the overall microbial biomass (Orwin et al., 2010) and community 
richness (Samad et al., 2017), while inducing shifts in denitrifying bacterial community 
DGGE profiles specifically (Orwin et al., 2010), and overall prokaryotic community 
structure (Samad et al., 2017).  
 
Efforts to mitigate nitrous oxide emissions are underway; dicyandiamide (DCD) is an 
effective inhibitor of nitrification, preventing production of substrates that are 
metabolized to nitrous oxide (Di et al., 2007). Impacts of DCD on prokaryotic 
communities are variable; studies have noted shifts in ammonia- (Guo et al., 2014, Di 
et al., 2014) and methane-oxidizing bacteria populations (Dai et al., 2013) in response 
to DCD application, while other studies looking into whole prokaryotic community 
structure did not find significant changes (O’Callaghan et al., 2010, Wakelin et al., 
2013c, Morales et al., 2015a). These results indicate that urine deposition is a major 
disturbance to prokaryotic consortia, while DCD is more targeted in this regard, 
indicating that it is a useful tool for mitigating emissions while maintaining prokaryotic 
diversity. However, DCD is currently unavailable in New Zealand due to low levels of 
contamination found in milk, prompting investigation into other nitrous oxide 
mitigation options. To this end, there is a known link between nitrous oxide emissions, 
soil pH (Stevens et al., 1998, Samad et al., 2016b) and prokaryotic community structure 
(Samad et al., 2016a), which makes lime a prime candidate for mitigating nitrous oxide 
fluxes. Studies have shown that lime is effective in this capacity, reporting relationships 
between lime and reduced emissions (Clough et al., 2004) and increases in bacterial 
denitrification gene abundance (Jha et al., 2016), though less is known about responses 
of whole prokaryotic communities. In addition to DCD and lime, biochar production 
and storage has the potential to mitigate carbon dioxide, methane and nitrous oxide 
emissions (Woolf et al., 2010). Biochar is a carbon-rich sorbent that is produced by the 
pyrolysis of biomass, such as dry matter or manure (Lehmann, 2007). In New Zealand, 
biochar has been found to reduce nitrous oxide emissions from urine patches by 70% 
(Taghizadeh-Toosi et al., 2011, Clough et al., 2013). Using TRFLP and 16S rRNA 
profiles, Anderson and colleagues (2011) showed that biochar amendment induces 
changes in bacterial community structure and increases in the abundances of certain 
bacterial taxa in a controlled laboratory experiment. However, the same group later 
found no change in community structure in a field experiment, coupled with an increase 
in nitrifying and denitrifying bacteria (Anderson et al., 2014), indicating that, like DCD, 
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biochar may induce directed responses to mitigate nitrous oxide emissions without 
disrupting the whole prokaryotic community. 
 
Besides chemical amendments, irrigation is also an impactful input, as it is necessary 
for maintaining dry matter production, but its use is increasing, and overuse is common, 
diverting water from natural sources and washing fertilizers and excreta back into them. 
There has been one long-term irrigation trial in New Zealand in Winchmore, 
Canterbury. Results from this trial indicate that irrigation is implicated in the 
combination of factors that result in carbon losses from soils, specifically impacting 
microbial respiration, but not overall biomass (Condron et al., 2014). In order to protect 
natural waterways, there has been a movement toward irrigating pasture with dairy farm 
effluent (DFE), though the long-term impacts of this practice were not known when it 
was initially instituted (Cameron et al., 1997). Barkle and colleagues (2000) determined 
that the soil microbial biomass increased after application of DFE, indicating that a 
proper balance must be struck between irrigation with DFE and fertilization to reduce 
the possibility of nutrient leaching (Di et al., 1998). 
 
2.2.4 Environmental Inputs 
 
Although it is important to understand the impact of intensification on soil microbial 
communities and soil heath in general, it is also necessary to understand other potential 
factors that aren’t introduced by intensification. These may be modified by or otherwise 
interact with intensification, thus impacting soil microbial communities. This allows us 
to not only gauge intensification impacts relative to inherent soil properties and 
climactic factors, but to also tailor more sustainable management strategies to 
individual soils based on their inherent characteristics. 
 
Soil structural properties such as texture, drainage and type are important in modulating 
the nutrient status and functionality of the soil, and as such are important to consider 
when evaluating microbial community structure. Several studies have noted 
relationships between soil physical properties and nitrous oxide emissions (Clough et 
al., 1998, Robinson et al., 2014, Morales et al., 2015b). Robinson and colleagues (2014) 
found that soil aggregation is related to patterns of nitrous oxide emissions, indicating 
potential effects on the prokaryotic community that modulates these emissions, but 
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found no relationship between soil aggregation and ammonia-oxidizing prokaryotic 
abundances. This suggests a potential disconnect between prokaryotic structure and 
function, though this study only examined one soil type, and other studies have shown 
relationships between soil aggregation and prokaryotic communities (e.g. Davinic et 
al., 2012), and soil texture, drainage, latitude and prokaryotic communities (Morales et 
al., 2015a, 2015b). Moreover, it is important to note that soil factors such as clay 
content, humic acids and surface area are known to interfere with DNA extraction 
techniques, potentially affecting estimates of soil community diversity and composition 
(Lloyd-Jones and Hunter, 2001). 
 
In addition to structure, soil moisture, briefly mentioned previously, is known to affect 
soil microbial communities. Soil moisture is often related to seasonal cycles, where 
drying and rewetting cycles are considered to be major disturbances to microbial 
consortia (West et al., 1992, Orwin et al., 2005, Orwin et al., 2016). It has been 
suggested that such cycles are implicated in resistance and resilience dynamics. For 
example, Orwin and colleagues (2016) found that microbial respiration is resistant to 
such a cycle, which is related to bacterial PLFA diversity, where the composition of 
the bacterial community is estimated to have a significant role as low-evenness 
communities are linked to resistance. In terms of microbial community stability, 
Wakelin and colleagues (2014) showed that microbial communities from high rainfall 
sites are more functionally stable after a freeze-thaw cycle, perhaps because rainfall 
increases moisture, the lack of which is fatal for a significant portion of the microbial 
biomass (West et al., 1992). Soil moisture also affects nitrous oxide emissions; high 
soil moisture is associated with elevated nitrous oxide production (Saggar et al., 2004). 
Accordingly, increased moisture is related to growth of ammonia-oxidizing 
prokaryotes (Di et al., 2014). 
 
While we know that soil moisture can vary over time, temporal variability itself is 
considered to be a measure of the stability of microbial communities. In soils, temporal 
controls on microbial communities are understudied, but there have been some recent 
developments. Globally, a major study found that soil prokaryotic community turnover 
occurs month-to-month, but that distinct land uses maintain unique communities over 
time (Lauber et al., 2013). Other studies have noted fluxes in soil community variability 
over days (Zhang et al., 2011). Seasonal cycles are also important temporal modifiers 
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of soil prokaryotic communities (Lipson, 2006), but there is some evidence that 
communities in soils under strict management may not respond to season (Bossio et 
al., 1998). Measures of seasonal trends of the microbial biomass in New Zealand 
pasture soils have been somewhat variable, which may be connected to variability in 
rainfall levels (Wardle 1998). Interestingly, as in some other non-New Zealand studies, 
the Wardle study found no differences in community turnover between land uses. In 
terms of temporal impacts on ecosystem function, investigations into nitrous oxide 
emissions have found significant seasonal impacts. Studies have shown that emissions 
from pasture are highest in winter/autumn and lowest in the summer (Choudhary et al., 





Much necessary work has been done to uncover unifying principles of prokaryotic 
communities in pasture soils, contributing to our understanding of the distribution of 
prokaryotic communities on a landscape scale and their contributions to soil ecosystem 
dynamics. This highlights the variability inherent in soil ecosystems in New Zealand 
and the need to move away from a “one size fits all” approach to land use and towards 
improved management strategies that account for this observed heterogeneity. Future 
studies would benefit from time series analysis, as the literature in this area is sparse, 
as well as a comprehensive accounting of multiple factors that can impact on a single 
soil. Furthermore, while New Zealand researchers are beginning to understand factors 
that impact distributions of soil organisms, more work needs to be done to untangle the 
mechanisms that underlie these patterns in terms of identifying individual microbial 




Methods and materials 
 
3.1 Field trial setup 
 
A total of 24 field sites across four regions on the south island of New Zealand were 
sampled in this study (Figure 3.1). The sampled sites encompass the three main land 
use intensities of grazed pasture in New Zealand (dairy-high intensity, low country 
sheep and beef-medium intensity, high country sheep and beef-low intensity). Sites also 
represent a wide range of edaphic parameters (Table 3.1, Table A.3.1 for all chemical 
parameters), and four major regions on the south island of New Zealand (North 
Canterbury, South Canterbury, Otago, Southland). Sites were delineated in the field by 
twelve replicate plots (1m2 each) within a gridded area enclosed by a 6.5 by 5 m fence 
(Figure 3.2). Each sample comprised a composite of four cores (7.5 cm depth and 2.5 
cm diameter) that were taken 0.4 m apart diagonally across the 1m2 plot. The four cores 
were each screened prior to compositing to remove roots, worms and rocks. Samples 
were kept on ice while in the field and stored at -20 degrees until returning to the lab 
for final storage at -80 degrees.  
 
3.2 Research areas 
 
This thesis contains results from a single field study, which aimed to address three main 
research areas (RAs) that are pertinent to understanding soil microbial ecology: 
 
1. Land use and soil effects 
• This RA encompasses analyses of samples taken prior to treatment with 
fertilizers to perform a baseline characterization of prokaryotic 
communities in pasture soil. Specifically, this RA aims to identify 
factors that impact prokaryotic community structure, diversity and 
composition. 
2. Fertilizer and temporal effects 
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• All pre- and post-treatment samples from the field trial are analyzed in 
this RA, which aims to characterize the response of prokaryotic 
communities to fertilization and seasonal fluctuations. The goal is to 
determine whether factors from the first RA maintain a strong influence 
on prokaryotic community structure, diversity and composition when 
temporal factors and outside perturbations are introduced. 
3. The rare biosphere 
• Again, all pre- and post-treatment samples are analyzed here. This RA 
aims to identify the portion of the soil prokaryotic biosphere that is 
responsible for patterns of distribution observed in the previous RAs. 
Prokaryotes that are recruited from the rare biosphere over space and 
time (i.e . cross the threshold of abundance defined for rare taxa) are 
analyzed in this RA. The goal is to determine whether or not these 


























Figure 3.1 Map of sampling sites throughout the South Island of New Zealand. High 
country, dairy, and sheep and beef sites are indicated by triangles, circles and squares, 
respectively. Colors represent regional boundaries.1-North Canterbury, 2-South 
Canterbury, 3-Otago, 4-Southland. Four dairy sites and two high country sites were 
sampled in North Canterbury. Two of each intensity type was sampled in South 
Canterbury, Otago and Southland. The map was generated using shapefiles from 
































Table 3.1 General edaphic and geographic parameters for each field site 
 










































































































Sam Burnett South 
Canterbury 
































































































Figure 3.2 Map of plot setups showing a random arrangement of fine lime, granular 






























































3.3 Treatments and time series 
 
Fertilizer treatments were applied to the sites in May 2014 (explored in RA 2). Four 
replicates of each of two treatments and a control were arranged randomly within the 
gridded area. Treatments included: a control, where no fertilizer was applied, soft rock 
phosphate fertilizer (referred to as granular) and fine particle lime fertilizer. Baseline 
samples were taken in May 2014 prior to treatment (only these samples are analyzed 
for RA 1). Two post-treatment samplings occurred in November 2014 and May 2015, 
capturing the extremes of a seasonal cycle (these are combined with baseline samples 
for analyses in RAs 2 and 3). A total of 864 samples were taken for this study (24 sites 
x 3 treatments x 4 replicates per treatment x 3 time points). 
 
3.4 Physicochemical analyses and mapping 
 
Chemical analyses were performed by R.J. Hill Laboratories (Hamilton, NZ). Resin P, 
Olsen P, pH K, Ca, Mg, Na, CEC, TBS and sulfate were measured for each treatment 
at all sites and at each time point. These data are available in Table A.3.1. Data for soil 
physical properties were obtained from the New Zealand Land Resource Information 
Systems Portal (https://lris.scinfo.org.nz/). Mapping (Figure 3.1) was done using 
GADM (Global Administrative Areas, 2015) in RStudio with packages: ggplot2 
(Wickham, 2016), sp (Pebesma et al., 2005, Bivand et al., 2013), raster (Hijmans, 
2016), rgdal (Bivand et al., 2016) and ggsn (Baquero, 2016). 
 
3.5 DNA extraction and sequencing 
 
Genomic DNA was extracted from 0.25 g of soil using the Mo Bio PowerSoil-htp 96-
well soil DNA isolation kit (Carlsbad, CA, USA) according to the manufacturer’s 
instructions, but with a modification at the lysing step. Samples were placed on a 
Geno/Grinder homogenizer (SPEX Sample Prep, LLC, Metuchen, NJ, USA) for two 
rounds of fifteen seconds at 1750 strokes/minute. One extraction was performed on 
each sample. DNA concentration and purity was determined using a Nanodrop 1000 
Spectrophotometer (Thermo Scientific, Wilmington, DE, USA). 
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The V4 region of the 16S rRNA gene was amplified using the universal primer pair 
515F (5′-NNNNNNNNGTGTGCCAGCMGCCGCGGTAA-3′) and 806R (5′-
GGACTACHVGGGTWTCTAAT-3′) following the Earth Microbiome Project 
barcoded conditions (Caporaso et al., 2012). Each sample was given a barcode 
sequence on the 5’ end of the forward primer for multiplexed sequencing and loaded 
onto an Illumina MiSeq 2 × 151 bp run (Illumina, Inc., CA, USA). Sequences were 
deposited at the Sequence Read Archive (NCBI) with the accession numbers: 5902515–
5902586 under the BioProject ID: PRJNA348131 (RAs 1, 2, 3) and 5801200-5801546, 
5803240-5803606 under the BioProject ID: PRJNA391831 (RAs 2, 3). 
 
3.6 Sequence processing 
 
All sequences were initially processed using a QIIME 1.9.0 open-reference OTU-
picking workflow (Caporaso et al., 2010). Raw sequences were first demultiplexed, 
which associates sequences with the samples in which they were found. Forward 
sequences were then clustered into OTUs (97% similarity) against the SILVA database 
release 119 (Chapter 4), and 123 (Chapter 5 and 6) (Quast et al., 2013) using UCLUST 
(Edgar, 2010). Reads that failed to match the reference database were clustered de novo. 
Taxonomy assignments were determined using BLAST (Altschul et al., 1990) with a 
maximum e-value of 0.001 against the SILVA database. The resulting OTU tables were 
then subsampled to an even depth of 12,000 sequences per sample ten times followed 
by merging of the resulting ten OTU tables to reduce biases that arise from unequal 
library sizes. The resulting OTU tables were then exported as biom files. QIIME scripts 
are provided in Appendix A.3.1. 
 
3.7 Statistical analyses 
 
From the biom file, sample counts were transformed by dividing the individual OTU 
abundances by the number of rarefactions (10) followed by rounding prior to 
downstream analysis in order to obtain accurate read counts. OTUs that weren’t present 
in at least one sample were removed. These preprocessing steps were done using the 
phyloseq package (McMurdie and Holmes, 2013) in RStudio versions 0.99.903 
(Chapter 4 and 5) and 1.0.136  (Chapter 6) (R Development Core Team, 2008, RStudio, 
2016a and 2016b). All further analyses were done using RStudio unless otherwise 
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stated. All R scripts used here are available on GitHub: 
https://github.com/rachelkaminsky2691. 
 
3.7.1 Diversity estimates 
Within-sample diversity was estimated using observed richness and the Shannon 
diversity index (H’) (RAs 1 and 2). Observed richness is an estimate of the number of 
OTUs observed in a sample, and the Shannon index accounts for both the number of 
OTUs and the “evenness,” which is the degree of consistency of OTU abundances 
across samples (Shannon and Weaver, 1949). The Bray-Curtis distance metric was used 
to quantify dissimilarity between pairs of samples, generating a matrix of samples with 
values between 0 and 1, where 0 indicates no difference between samples (Figure 
3.3A), (Bray and Curtis, 1957).  
 
3.7.2 Visualizations of diversity 
Within-sample diversity was presented using boxplots with default aesthetics in 
ggplot2, where the hinges represent the first and third quartiles and the middle quartile 
represents the median. Between-sample differences were visualized using Detrended 
Correspondence Analysis (DCA), an ordination method where distances between 
symbols on a plot represent distances calculated in the Bray-Curtis distance matrix 
often creating clusters or gradients of samples (Hill and Gauch, 1980). These 
relationships are then presented on two axes with associated percentages that quantify 
the amount of variance in the data that is explained by each axis (Figure 3.3B). 
Dendrograms are similar, in that they visualize Bray-Curtis distances creating a tree-
like plot where branches representing similar samples cluster together. Dendrograms 
are produced through different methods than ordination plots; hierarchical clustering 
analysis is “bootstrapped,” wherein the data is sampled repeatedly to assess the strength 










Figure 3.3 Example distance matrix (A), DCA plot (B) and dendrogram (C) showing 


































Sample	1 						0 																0.1	 	0.1 	 	0.1 							0.7 							0.7 	0.7 	 	0.7	
Sample	2 						0.1		 						0 	 	0.1 	 	0.1 							0.7 							0.7 	0.7 	 	0.7	
Sample	3 						0.1			 						0.1	 	0 	 	0.1 							0.7 							0.7 	0.7 	 	0.7	
Sample	4 						0.1	 						0.1	 	0.1 	 	0 							0.7 							0.7 	0.7 	 	0.7	
Sample	5 						0.7	 						0.7	 	0.7 	 	0.7 							0 		 							0.1 	0.1 	 	0.1	
Sample	6										0.7 						0.7	 	0.7 	 	0.7 							0.1 							0 	 	0.1 	 	0.1	
Sample	7										0.7 						0.7	 	0.7 	 	0.7 							0.1 							0.1 	0 	 	0.1	
Sample	8										0.7 						0.7	 	0.7 	 	0.7 							0.1 							0.1 	0.1 	 	0	
A	
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3.7.3 Statistical tests 
To quantify relationships between within-sample diversity values and continuous 
variables, linear regressions were used. Normality confirmed through residuals plots 
(Figure 3.4). Relationships between within-sample diversity values and categorical 
variables were tested using the Kruskal-Wallis test, which is a non-parametric one-way 
analysis of variance (ANOVA) (Breslow, 1970). Relationships between Bray-Curtis 
distances and continuous variables were tested using the Mantel test, which compares 
distance matrices; in this case, one constructed from the biological community in 
question and one constructed from numerical metadata that changes across samples, 
such as pH (Mantel, 1967). Relationships between Bray-Curtis distances and 
categorical variables were tested using the Analysis of Similarity test (ANOSIM); a 
non-parametric test that compares ranked dissimilarities between groups to the mean of 
the ranked dissimilarities within groups (Clarke, 1993). Ranking dissimilarities is done 
to avoid making distributional assumptions about the data (Buttigieg and Ramette, 
2014). Several tests were also used to quantify relationships between the abundances 






Figure 3.4: Residuals plots for linear regressions between observed richness (A) and 














































































































































































3.7.4 Chapter 4-RA 1 
Chapter 4 analyzes a subset of the samples taken for this project. Three biological 
replicates that passed quality filtering were sampled randomly from each of the 24 sites 
from the May 2014 time point to reduce computation time while retaining statistical 
power for a total of 72 samples for publication. Patterns remain the same when the 
whole dataset is employed, as demonstrated in Chapter 6. Within-sample diversity 
estimates were determined using observed richness and the Shannon index, as 
calculated and plotted in phyloseq and ggplot2. Linear regression analyses and non-
parametric Kruskal-Wallis tests were performed in R to assess the relationships 
between environmental variables and richness and diversity. Prokaryotic community 
differences were represented on a two-dimensional ordination plot using DCA with the 
Bray-Curtis distance between samples in phyloseq and ggplot2. Analysis of Similarity 
(ANOSIM) was used to quantify the relationships between significant differences in 
Bray-Curtis distances and categorical variables (land use intensity and soil 
classification) within the vegan package (Oskanen et al., 2016). The Mantel test was 
performed in vegan with 999 permutations to assess relationships between continuous 
variables (pH) and Bray-Curtis distances. To identify consistent clustering patterns in 
the data, hierarchical clustering was performed in the pvclust package (Suzuki and 
Shimodaira, 2015) using Ward’s method and Bray-Curtis distances. To examine 
significant differences in the abundance and distribution of OTUs between land uses, 
the data were transformed to relative abundance in phyloseq. The Wald chi-squared test 
was applied to the data using the DESeq2 package (Love et al., 2014). This test was 
used to find OTUs that vary significantly between two categories, using a Z lower-limit 
of 6 and a p-value of <0.001. Spearman’s rank correlations were used to test differences 
in OTU distributions along the pH gradient using a rho lower-limit of 0.5/-0.5 and a p-
value of <0.001. The Kruskal-Wallis test was used to observe differences in OTU 
abundances of significance between the soil orders, and was performed in QIIME chi-
squared lower-limit of 27 and a p-value of <0.001. Cladograms were generated in 






3.7.5 Chapter 5-RA 2 
This chapter uses an OTU table that contains all samples that passed quality filtering 
from all time points. Each site has between 6 and 12 samples per time point, for a total 
of 781 samples. Within-sample diversity estimates were determined using observed 
richness and the Shannon index, as calculated and plotted in phyloseq and ggplot2 using 
boxplots. Chemical data of interest were also represented as boxplots. Correlations 
between chemical data and categorical variables and within-sample diversity estimates 
and categorical variables were determined by the Kruskal-Wallis test. Prokaryotic 
community differences were represented on a two-dimensional ordination plot using 
DCA with the Bray-Curtis distance between samples in phyloseq and ggplot2. Analysis 
of Similarity (ANOSIM) was used to quantify the relationships between significant 
differences in Bray-Curtis distances and categorical variables (treatment) within the 
vegan package. OTUs that change significantly across treatments were determined 
using ALDEx2 by the Kruskal-Wallis test on log-ratio transformed data with 128 
Monte-Carlo permutations. Few OTUs could be identified, so an uncorrected p-value 
of <0.05 was used to determine significance. 
 
3.7.6 Chapter 6-RA 3 
This chapter uses an OTU table that contains all samples that passed quality filtering 
from all time points. Each site has between 6 and 12 samples per time point, for a total 
of 781 samples. All plots were made using ggplot2. Mantel and ANOSIM tests were 
performed in vegan (Oksanen et al., 2016). In this chapter, Mantel tests were used to 
compare distance matrices between two biological communities (whole community and 
conditionally rare taxa or whole community and whole community excluding 
conditionally rare taxa) and between biological communities and a continuous metadata 
variable (pH). Correlations between individual OTUs and spatiotemporal factors were 
determined using ALDEx2 (Fernandes et al., 2013) by the Kruskal-Wallis test (soil 
order, land use intensity and time point) and Spearman’s rank correlation (pH) on log-
ratio transformed data with 128 Monte-Carlo permutations. P-values were corrected 
using the Benjamini-Hochberg method (Benjamini and Hochberg, 1995). Significance 
was determined by a corrected p-value of <0.05. 
 
To isolate conditionally rare taxa (CRT) that only change across time, the full OTU 
table was divided by site, creating 24 separate OTU tables. Reads from site replicates 
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were averaged under each time point to control for intra-site spatial effects (Figure 3.5). 
Rank abundance curves of the collated OTU tables were plotted (Figure 3.6). A relative 
abundance table excluding singletons was made using makeRFtable.f. CRT were 
detected using SimpleRareToPrev.f with an abundance threshold of 0.0001 and a 
coefficient of bimodality (b) value of 0.9 (Shade, et al., 2014). The site-level OTU 
tables containing all replicates were then culled to only include CRT. To detect space-
sensitive CRT, the same procedure was carried out again on the full OTU table without 
dividing by individual sites (Figure 3.5, 3.7). Reads from samples across time were 
averaged (ex. reads from sample 1 were averaged across the three time points) to 

























































































Identifying modifiers of prokaryotic 




Agricultural land is typically managed based on visible plant life at the expense of the 
belowground majority. However, microorganisms mediate processes sustaining plant 
life and the soil environment. To understand the role of microbes we first must 
understand what controls soil microbial community assembly. I assessed the 
distribution and composition of prokaryotic communities from soils representing four 
geographic regions on the South Island of New Zealand. These soils are under three 
different land use intensities (dairy, sheep and beef, and high country farming) and are 
representative of major soil classification groups (brown, pallic, gley and recent). I 
hypothesized that pH would account for major community patterns based on 16S 
profiles, but that land use intensity and location would be secondary modifiers. 
Community diversity and structure was linked to pH, coinciding with land use. Soil 
classification was associated with microbial community structure and evenness, but 
not richness in high country and sheep and beef communities. The impact of land use 
intensity and pH remained significant at the regional scale, but soil classification 
provided support for community variability not explained by either of those factors. 
These results suggest that several edaphic properties must be examined at multiple 









Sustained population growth has placed a major strain on food production, forcing the 
development of intensive land use practices that maximize yields (Green et al., 2005). 
This includes use of heavy machinery and extensive applications of chemical 
amendments such as fertilizers and herbicides. This intensification of agricultural 
production has drastically altered soil conditions, causing physicochemical changes 
(e.g. compaction, decreased organic matter and erosion) (De Neve et al., 2000, Stoate 
et al., 2001, Quinton et al., 2010) that have led to well-documented losses in 
biodiversity, including that of belowground microbial communities (Buckley et al., 
2001, Flynn et al., 2009, Newbold et al., 2015). Microbes are known to be important to 
maintaining ecosystem processes (Hooper et al., 2005, Bardgett and van der Putten, 
2014). As a result, understanding the consequences of these anthropogenic changes is 
essential for sustained global soil health.  
 
Microorganisms are keystone species that contribute to soil health through 
bioremediation of contaminants (Frankenberger and Arshad, 2001, Le Borgne et al., 
2008, Kang, 2014) and regulation of nutrient cycling (Ingham et al., 1985, Hamilton 
and Frank, 2001, Phillips et al., 2011). Despite this, the factors that control their 
distribution and composition are highly contested. Many studies have shown that land 
use changes influence belowground communities (Bossio et al., 1998, Sala et al., 2000, 
Steenwerth et al., 2002), while pH is a consistent and dominant driver of microbial 
assemblages on a continental scale and across a range of environments (Lauber et al., 
2009, Rousk et al., 2010, Siciliano et al., 2014, Samad et al., 2016b). However, other 
edaphic factors like C:N ratio (Kuramae et al., 2012) and soil texture (Lauber et al., 
2008, Morales et al., 2015b) can affect microbial communities. The confounding effects 
of specific soil factors draws attention to a major gap in prediction and interpretation 
of microbial community responses to land use change. 
 
Despite the vast number of studies linking individual environmental factors to changes 
in microbial community structure, the mechanisms underlying these relationships have 
not been resolved. For example, though there is a widely reported relationship between 
pH and microbial community structure, it is currently not clear whether pH itself is the 
most important factor, or if individual chemical and physical factors that contribute to 
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pH are driving this variation (Lauber et al., 2009). Additionally, many studies 
concerning land use change focus on a single practice at a particular site (Lauber, et al., 
2008, Kuramae et al., 2011, Bartram et al., 2014, Zhalnina et al., 2015).  
 
While such analyses provide insight into small-scale microbial community responses 
to land use intensification, information regarding the comparative responses of 
communities at multiple scales and across land use types is limited. Moreover, while 
microbial ecologists seek to capture any and all drivers of belowground communities, 
it is nearly impossible to measure all environmental factors in a given soil. Most studies 
evaluate physical factors in terms of soil texture, which is limited in its representation 
of the complexity of soil. Soil classification provides a more complete description of 
soils that takes into account the parent material, particle size and permeability, as well 
as major chemical traits (Hewitt, 1992). This parameter also relates soil profiles to 
climactic and physicochemical features such as weathering, leaching, soil moisture, 
metal oxides and clay mineral content (Hewitt, 2013) and might provide additional 
resolution for characterizing prokaryotic communities. 
 
To this end, this chapter employs 16S rRNA gene profiles to investigate prokaryotic 
community composition and distribution in soils on both landscape and regional scales. 
Soils were collected from a series of sites comprising three land use intensities and four 
geographic regions. The study assesses the relationship between prokaryotic 
communities in these soils with several abiotic factors including pH, land use intensity 
and soil classification. Hypotheses include: that prokaryotic community structure 
would be primarily correlated to pH, while land use intensity would have a secondary 
relationship with community structure (1), soil classification—evaluated at the soil 
order and subgroup levels—would account for much of the variation in prokaryotic 
communities not described by either land use intensity or pH (2). Finally, this chapter 










4.3.1 Soil characteristics 
 
The sampled soils fall under three land use intensities: dairy, sheep and beef, and high 
country sheep and beef (referred to simply as “high country” throughout). These uses 
differ in stock type as indicated by their names, but also in their management intensity 
(i.e. low country = highly managed soils with high stocking rates) as well as location 
(high country agriculture is carried out on high altitude pastures). Soil physicochemical 
characteristics varied across land uses, soil order and soil subgroup (Table A.3.1). The 
sampled soils represented a range of pH values (5.1-6.3). High country soils had, on 
average, 1.08-fold lower pH than dairy and sheep and beef soils, which were similar in 
this respect. Soil classification varied within land use intensities, but most soils are 
classified within the brown and pallic soil orders, with a few dairy soils representing 
the recent and gley orders. 
 
4.3.2 Prokaryotic community structure varies with pH and land use intensity 
 
This study examined prokaryotic communities from sites representing three land uses 
and four geographic regions. A total of 115,445 OTUs (at 97% sequence similarity) 
were detected within 72 samples representing 24 sites. OTUs per sample ranged 
between 2,414 and 3,641. Prokaryotic alpha diversity was estimated across all samples 
and correlations with soil parameters were determined using linear regressions. 
Richness was associated with land use intensity (Figure 4.1A) (Kruskal-Wallis chi-
squared = 11.3, p < 0.004), with increasing richness from high country sites to sheep 
and beef sites. This trend was related to pH (Figure A.4.1A) (regression R2 = 0.23, p < 
0.001) with richness increasing as pH became more neutral. Trends for the Shannon 
diversity index were similar to those observed for richness with diversity being 
correlated to both land use intensity (Kruskal-Wallis chi-squared = 26.1, p < 0.001) and 
pH (Figure A.4.1B) (regression R2 = 0.48, p < 0.001). The remaining chemical data 
measured in this study (Table A.3.1) did not account for as much variability as pH and 
land use intensity. 
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Detrended correspondence analysis (DCA) confirmed trends observed using alpha 
diversity, with both land use intensity and pH linked to clustering of samples (Figure 
4.1B). Samples from across the three land uses formed a gradient indicating that 
differences in prokaryotic communities were primarily correlated with changes in pH 
(Mantel R2 = 0.63, p < 0.001). While three land use intensities are included in the study, 
analysis of similarity (ANOSIM) testing indicated only two major categories: high and 
low country soils (sheep and beef, and dairy) (Figure A.4.2A, B) (ANOSIM R2 = 0.52, 
p < 0.001). Hierarchical clustering of Bray-Curtis distances (Figure A.4.3) confirms the 
strength of high country and low country environments in explaining the variance in 
prokaryotic communities (70% confidence). However, sub-clusters representing 
individual replicates from a site within the high/low country split are better supported 
using these methods (95% confidence), suggesting unaccounted for factors that are 





Figure 4.1 Relationships between prokaryotic communities under different land use 
intensities and pH. Changes in Alpha (Richness and Shannon Diversity) (A) and Beta 
(Detrended correspondence analysis based on Bray-Curtis dissimilarity) diversity 

































































−1 0 1 2





















4.3.3 Variation in community composition within land uses is explained by the 
underlying soil classification. 
 
To assess relationships between soil properties and community variation, and observed 
clustering of samples, within the three land use intensities data was subset by land use 
intensity and analyzed independently. Major differences in community structure within 
the same land use intensity were correlated with soil order, while soil subgroup resolved 
only a few clusters (Figure 4.2). Soil subgroup has a significant effect on both the 
observed species count (Kruskal-Wallis chi-squared = 32.4, p < 0.006) and the Shannon 
diversity index (Kruskal-Wallis chi-squared = 50.6, p < 0.001) (Figure 4.2A). 
Interestingly, samples grouped based on soil order (Figure 4.2B) do not have 
significantly different richness values (p > 0.05). However, soil order does correlate 
weakly with Shannon diversity (Kruskal-Wallis chi-squared = 8.2, p < 0.05).  
 
DCA reveals that prokaryotic communities form distinct clusters based on soil order 
(Figure 4.2C, D), though all land use intensity sub-communities have statistically 
significant relationships with both soil subgroup and soil order (ANOSIM p < 0.001). 
Soil order has a slightly stronger correlation with high country soils (R2 = 0.91) (Figure 
A.4.4A), while sheep and beef communities (R2 = 0.58) (Figure A.4.4C) have a slightly 
stronger relationship with soil subgroup. Hierarchical clustering confirms these results, 
where high country communities form two clusters (Figure A.4.5), and sheep and beef 
communities form two (Figure A.4.6). On the other hand, dairy communities do not 
separate according to soil classification, despite significant correlations with soil order 
and subgroup (R2 = 0.30, 0.67) (Figure A.4.7). These communities remain stable across 
a wide geographic range, forming one large cluster indicating that an unknown factor 












Figure 4.2 Soil classification predicts prokaryotic community structuring within each 
land use intensity. Comparison of diversity metrics for each soil subgroup (A) and (B) 
soil order. High country (C), Sheep and Beef (D), and dairy (E) soil communities 
evaluated using DCA ordination based on Bray-Curtis dissimilarity with color 
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4.3.4 Influences of pH and land use intensity are stable across multiple spatial scales, 
but soil classification provides additional support 
 
To determine the impact of geographic scale on observed patterns (based on pH, land 
use intensity and soil classification), I individually examined the communities from the 
four geographic regions (Figure 4.3 and 4.4). Prokaryotic community changes within 
regions confirm that pH and land use intensity are the most significant predictors of 
community structure at multiple scales, while soil classification accounts for the 
remaining variation (Figure A.4.8, 9).  Interestingly, land use intensity has the most 
significant relationships with regional communities where pH was the most significant 






Figure 4.3: Ordinations of regional subgroups. DCA plots on a Bray-Curtis distance 
matrix showing the relationship between land use intensity (simplified to low country 
versus high country) and and Otago soils (A), Southland soils (B), South Canterbury 
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Figure 4.4: Ordinations of regional subgroups. DCA ordination based on Bray-Curtis 
showing relationships between soil classification and Otago soils (A), Southland soils 
(B), South Canterbury soils (C) and North Canterbury soils (D). Soil subgroup is 
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4.3.5 Prokaryotic indicators of pH, land use intensity and soil order 
 
Prokaryotic taxa (OTUs) significantly correlated (p <0.001) to changes in pH, land use, 
or soil order were identified using Spearman’s correlations, the Wald test or the 
Kruskal-Wallis test respectively. The taxa were then mapped onto cladograms (Figure 
4.5).  
Overall, there are 678 OTUs (0.6% of total OTUs) that were correlated with one or 
more edaphic properties. 34% of these OTUs correlated with pH, 27% correlated with 
land use intensity and 40% correlated with soil order. The most represented phyla were 
the Proteobacteria (31% of significant OTUs), Acidobacteria (22%), Actinobacteria 
(17%), Bacteroidetes (6%) and Planctomycetes (5%). A consistent response to specific 
edaphic properties was not observed at the phylum level.  
At the genus level, there was significant overlap between OTU’s identified based on 
soils classification, pH and land use. Generally, high pH, low country soils, pallic, gley 
and recent soils shared correlated OTUs (e.g. Adhaeribacter and Revranella) while low 
pH, high country soils and brown soils had significantly correlated OTUs in common 
(e.g. Bryobacter, Acidothermus, Koribacter, Telmatobacter, Mycobacterium and 
Candidatus Methylacidiphilum).  
However, the relative abundances of several genera correlated with only one edaphic 
property. Anaeromyxobacter, Singulisphaera and Rhodanobacter had positive 
correlations with pH, while Rhizobium, Variovorax and Flavobacterium were 
negatively correlated to pH. High country soils were correlated with Frigoribacterium, 
Jatrophihabitans and Massilia, while low country soils had correlations with 
Janibacter, Pseudonocardia and Pelobacter. Lastly, Rubrobacter, Defluviicoccus and 
Parasegetibacter were most strongly correlated with brown soils while Marmoricola, 











Figure 4.5 Cladograms showing relationships between key taxa and edaphic properties. 
(A) OTUs (97% sequence similarity) significantly correlated with high or low country 
soils and are strongly correlated with changes in pH. Significance for land use intensity 
preference was determined using the Ward method with a Z lower-limit of 6 and a p-
value of <0.001. Correlation with pH was determined by a Spearman’s correlation with 
a Rho lower-limit of 0.5/-0.5 and a p-value of <0.001. Light blue indicates a negative 
correlation with pH, and dark blue is positive (B) OTUs significantly correlated with 
specific soil orders.  Significance was determined using the Kruskal-Wallis test with a 
chi-squared lower-limit of 27 and a p-value of <0.001. Brown soils are indicated by 
yellow, pallic by red, gley by green and recent by blue. A gradient of 8 shades for each 
color was generated to indicate abundance, where white indicates an abundance of 0 







































































































































































































































Results reveal that: prokaryotic assemblages differ significantly between land uses and 
across a pH gradient, however much of the variation within land uses and regions is 
better accounted for by soil order. Additionally, taxonomic profiles reveal that while 
overlap exists between OTUs identified as being correlated with pH, land use intensity 
and soil classification, each parameter identifies specific populations not correlated 
with either of the remaining two. 
 
The studied soils harbor distinct prokaryotic communities, revealing consistent impacts 
of pH and, to a lesser extent, land use intensity across spatial scales. These results also 
confirm the notion that acidic soils support a smaller breadth of diversity. This is in 
agreement with many previous studies that have established the role of pH and land use 
intensity on prokaryotic communities (Lauber et al., 2009, Rousk et al., 2010, Siciliano 
et al., 2014).  It has been previously suggested that soil texture is an important predictor 
of prokaryotic community structure (Lauber et al., 2008, Girvan et al., 2003, Johnson 
et al., 2003). To build on this relationship, this study evaluates the potential link 
between soil classification (soil order and subgroup) and prokaryotic communities. As 
such, it is possible to investigate the extent to which agricultural intensification impacts 
the relationship between inherent soil properties, like soil texture, and prokaryotic 
communities. The rationale is that soil classification provides a more thorough 
representation of the soils’ physical and chemical factors including those not measured 
(e.g. metal oxides), as well as the geological origins of the soils.  
 
Results indicate strong relationships between soil classification and prokaryotic 
community diversity and structure. Brown soils have the lowest diversity, while pallic 
soils have the highest. The low pH values of the sampled brown soils, combined with 
the wet climate where some of the brown soils are commonly found (Hewitt, 2013), 
results in low nutrient levels compared to other NZ soils leading to conditions that select 
for a less diverse community of microbes. In contrast, pallic soils have higher pH values 
and are only weakly leached, retaining more nutrients allowing for a more diverse 
community. While richness levels between the two soils are comparable, Shannon 
diversity differs, indicating changes in evenness. As exemplified by the evenly high 
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levels of iron oxides in brown soils, depleting nutrient stocks and low pH lead to 
uniform conditions favoring a smaller subset of taxa as shown in this study.  
 
The analysis of sub-communities within each of the four regions suggests that both land 
use intensity and soil classification have strong relationships with prokaryotic 
communities. Southland soils have the strongest relationship with land use, but soil 
order resolves some differences between clusters along the second axis, where 
communities from a recent soil clustered away from the brown soils. Recent soils are 
unique in that they are weakly developed, meaning the soil has fewer horizons than the 
moderately or well-developed soils comprising the other soil orders in this study 
(Landcare Research, 2016). Prokaryotic communities from Otago soils are most 
strongly correlated with soil subgroup. This is especially interesting, as in this region, 
one of the low country sites grouped with the high country soils on the first DCA axis, 
but formed their own cluster on the second axis. This cluster happens to contain 
communities from the only brown soils in this particular region, providing further 
evidence for soil order as a strong predictor of prokaryotic community structure. In 
Otago, the two pallic soils cluster quite distantly from one another, explained by the 
distinction in soil structure between laminar and fragic pallics; laminar soils have layers 
of clay in the subsoil, while fragic soils are brittle, hard and contain a compacted pan 
in the subsoil (Landcare Research, 2016).  
 
The finding that prokaryotic communities within land uses and regions correlated with 
soil order indicates that soil classification is a good predictor for prokaryotic 
communities that are geographically distant from one another. However, this study 
finds that dairy communities do not separate clearly based on soil classification. It is 
possible that the high stocking rates that are characteristic of dairy farms (Monaghan et 
al., 2005, Clark et al., 2007) cause heightened deposition of manure and urine, creating 
a new soil layer that is fundamentally disconnected from the parent material. It has been 
shown previously that dairying does impact soil ecosystems in ways that high country, 
and sheep and beef management does not. For example, Barkle and colleagues (2000) 
observed that application of dairy farm effluent (a mixture of water, urine and manure) 
onto pasture leads to the accumulation of nutrients and increased prokaryotic biomass. 
Haynes and colleagues (1999) found similar results in camp areas (where livestock 
tends to congregate) when compared to non-camp soils, which provides further insight 
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into the discrepancy in stocking rate as it affects prokaryotic communities. As a result, 
the inherent properties expected for soils subjected to dairy management wouldn’t have 
a relationship with prokaryotic communities. This also gives insight into pH, since soil 
orders differ in this regard. While it is established that soil pH is linked to prokaryotic 
communities on a continental scale, the factors that contribute to pH changes are 
unresolved (Lauber et al., 2009). It is possible that the pH of sheep and beef, and high 
country soils is connected to inherent soil properties, represented by soil classification, 
while the pH of dairy soils has been modified by increased agricultural intensification, 
impacting prokaryotic communities accordingly.  Furthermore, while this study lends 
confidence to the predictive power of soil order for other land uses, there is less 
resolution when using soil subgroup. Current methods (charting latitude and longitude 
onto LRIS soil maps) may not be precise enough to accurately classify soils at this 
level. Furthermore, this study does not have a full sampling of the New Zealand soil 
orders, making it somewhat challenging to parse land use effects from soil order effects, 
thus future studies should include a full, well-replicated sampling of the soil orders. 
 
While it is well understood that pH, land use and soil order are good predictors of 
prokaryotic community structures, little is known about the mechanisms that account 
for these relationships. It is possible that pH, land use and soil order serve as integrative 
variables for multiple chemical and physical characteristics that individually impact 
prokaryotic communities. Results suggest that land use, pH and soil order each exert 
direct pressure on certain prokaryotic taxa, but also contain some overlap in their 
taxonomic profiles, indicating that they may also integrate some of the same soil 
properties.  
 
Members of both Firmicutes (Bacillus) and Thaumarchaeota (uncultured 
representative) are significantly represented in low country soils, but not at high pH 
levels. This is interesting, as many members of these phyla are thought to thrive at high 
pH levels (Gordon et al., 1989, Bates et al., 2011), suggesting that the members detected 
here have different life strategies that are selected for by land use. Additionally, DCA 
plotting shows that high country soils are strongly correlated with low pH, which is 
supported by their shared relationship with several Acidobacteria groups. However, 
there were several members from the Proteobacteria (e.g. Massilia), Actinobacteria 
(e.g. Frigoribacterium), and Chloroflexi (e.g. Ktedonobacter) that were significantly 
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represented in high country soils but not at low pH levels. Little is known about the 
ecophysiology of many of these genera. However, Massilia are copiotrophs, and are 
sensitive to nutrient availability. It is established that high country rangelands are 
subjected to less rigorous management regimes compared to their low country 
counterparts (Scott, 2001). This management strategy may give rise to a nutrient profile 
that is preferable for the maintenance of Massilia populations (Ofek et al., 2012). 
Selection by land use intensity is further evidenced by the strong correlation between 
high country soils and the verrucomicrobial phylotype Da101 and, contrastingly, a 
positive correlation with pH. As high country soils tend to have lower pH values, and 
Verrucomicrobia are thought to persist in low-nutrient environments (Fierer et al., 
2013, Brewer et al., 2016), it can be inferred that the stable nutrient status of high 
country soils explains the abundance of this phylotype rather than pH.  Other taxa, like 
Gaiella (originally isolated from an aquifer) (Albuquerque, 2011) and Nitrospira, 
which are normally found in wet environments (Daims et al., 2001), were most 
significantly correlated with gley soils. These soils are known to have high water tables 
(Hewitt, 2013), which would likely provide preferable conditions for these microbes to 
thrive.  
 
Results from this chapter confirm that soil pH is the strongest predictor of community 
structure, diversity and composition across multiple spatial scales, but also show strong 
relationships with land use intensity and soil order. I propose that soil order may serve 
as an integrative factor that accounts for physical and chemical properties and can be 
used when direct assessment of specific edaphic factors is not possible. Further, the 
identification of specific OTUs correlated to more than one factor suggests that spurious 









Prokaryotic community response to seasonal 





Belowground communities are known to have an important role in maintaining plant 
life. Traditionally, the effectiveness of fertilizers has been determined based on plant 
growth. Understanding the role fertilizer has in shaping prokaryotic communities will 
give insight into whether the visible impacts of fertilizer are superficial, or whether it 
stimulates diversity within microbial communities. As such, we can attempt to 
characterize fertilization impacts in a whole ecosystem, rather than limiting study to a 
few plant species. This work assesses the response of prokaryotic communities to 
fertilization over a seasonal cycle. Results indicate that these communities are largely 
resistant to fertilization as well as seasonal dynamics, though specific taxa show 
responses. This is significant, as it indicates that fertilizers do not pose significant 




Soil biodiversity is being increasingly recognized for its important role in the 
maintenance of ecosystem functions (Wall and Six, 2015). Properties of soil 
biodiversity such as species richness, functional diversity and complex interactions 
between organisms are key to maintaining soil health and, consequently, public health. 
Healthy soils are required to sustain global food security, clean water, air, and disease 
suppression (Wall et al., 2015). However, agricultural intensification has jeopardized 
soil health, depleting topsoil and biodiversity and contributing to the emission of potent 
greenhouse gases such as carbon dioxide, nitrous oxide and methane (Wall et al., 2015). 
 
Intensification is driven largely by anthropogenic inputs, particularly fertilizers. In New 
Zealand, the most widely used fertilizer is superphosphate, a mixture of calcium, sulfur, 
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and phosphorous. Phosphorous availability is key to plant growth but can be difficult 
to sequester from naturally occurring stocks due to interactions with other ions (Hodge, 
2015). As such, the addition of superphosphate is effective in bolstering pasture 
productivity. Additionally, it is important to maintain a neutral pH in pasture soils. Most 
indigenous and forest soils in New Zealand are acidic (Sparling and Schipper, 2004), 
so pasture soils are often top-dressed with lime in the form of calcium carbonate. 
Liming raises the pH, which is necessary for the growth of nitrogen-rich legumes 
(Pearson and Hoveland, 1974). This practice also reduces the availability of aluminum 
and manganese, which are toxic to plant life (Ritchie, 1989).   
 
Fertilizers have been effective in boosting the visible growth of pasture plants, but less 
is known about how this management strategy can influence whole ecosystems. As a 
result, there has been an increasing interest in understanding the impact of fertilization 
on soil health and overall function (Bünemann et al., 2006). Soil microbes are often 
considered to be primary indicators of changes or disturbances to ecosystem health 
given their role in biogeochemical cycling of nutrients such as nitrogen, carbon and 
phosphorous (Anderson, 2003). As such, the resistance and resilience of microbial 
communities in response to fertilization is of great interest. Responses of the microbial 
biomass to fertilization vary based on the measurement used (Bünemann et al., 2006), 
though liming is associated with large increases in microbial biomass (Haynes and 
Swift, 1988). Studies have shown that fertilization alters microbial communities and is 
related to increases in microbial activity (Graham and Haynes, 2005) and diversity 
compared to pristine soils (Upchurch et al., 2008). Studies of microbial community 
structure through fingerprinting methods such as DGGE or high-throughput sequencing 
methods have found that shifts in microbial population are not determined by 
agricultural inputs (Wakelin et al., 2008, 2012, Samad et al., 2017). However, some 
microbial taxa vary in abundance with fertilization (Wakelin et al., 2012, Samad et al., 
2017). This may indicate that there are key microbial groups that respond to fertilization 
in terms of function, but that overall microbial communities are resistant to the 
disturbance caused by fertilization. 
 
Though previous studies have given much insight into fertilization impacts on 
belowground communities, there is a great challenge in parsing the selective pressure 
imposed by inputs from selection by inherent soil conditions. Wakelin and colleagues 
 60 
(2008) showed that inherent soil characteristics such as soil type account for more 
microbial community variability than land management. Gaps in the knowledge still 
exist with regard to temporal selection; to what degree are shifts in microbial 
communities inhabiting fertilized soils driven by the addition of fertilizer as opposed to 
changes in the climate over time? 
 
This chapter examines our ability to parse the relative influences of inherent niche 
properties from anthropogenic disturbance by examining the response of prokaryotic 
communities in managed soils to fertilization. This study examines 24 sites 
representing three major pasture land use intensities in New Zealand (dairy, sheep and 
beef and high country). Using 16S profiles, I performed a yearlong field trial 
investigating the response of soil prokaryotic communities to the addition of fine lime 
(calcium) fertilizer and granular (superphosphate) fertilizer. Samples were taken in 
May 2014, November 2014 and May 2015, to represent a seasonal cycle. Hypotheses 
include: prokaryotic richness and structure varies significantly with both time and 
fertilizer treatment (1); fine lime fertilizer will increase overall prokaryotic richness and 
evenness more so than granular fertilizer (2); prokaryotic community composition 
varies significantly with treatment, where specific taxa will be correlated with granular 




5.3.1 Soil physicochemical properties 
 
Sites were subjected to two treatments (fine lime fertilizer and granular fertilizer) and 
a control. Pre-treatment samples for both chemical and biological data were taken in 
May 2014 and post-treatment samples were taken in November 2014 and May 2015. 
Table 5.1 provides a summary of correlations testing the significance of differences in 
chemical properties for each land use intensity between time points and treatments.  
Soil property measurements for each sample are given in Table A.3.1. Sulfate is the 
only property that changes significantly with treatment across all land uses and is 
sustained over time (ANOVA P < 0.05). Sulfate measurements are, on average, 1.7 fold 
higher in November 2014 after treatment with granular fertilizer compared to the 
control in dairy sites, 0.9 fold higher in sheep and beef sites and 2 fold higher in high 
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country sites. In the May 2015 treatment, sulfate is 0.67 fold higher in granular 
treatments compared to the control in dairy sites, 0.06 fold higher in sheep and beef 
sites and 1.5 fold higher in high country sites. Resin P, Olsen P, calcium and total base 
saturation are also associated with treatment (ANOVA P < 0.05), but these changes are 
not as consistent. Changes in pH, K, Mg, Na and CEC are not associated with treatment 




























Table 5.1 Summary of the effects of time and treatment on soil chemical properties. 
ANOVA tests evaluate the significance of changes in chemical properties. Tukey’s post 
hoc tests identify the pairs of time points or treatments that drive significant differences.  
  ANOVA Tukey’s post hoc 
Intensity Chemical 
Factor 












Dairy pH F = 17.02, P 
< 0.0001 




ns ns ns ns 
High Country pH F = 5.1, P = 
0.007 
ns P = 0.02 ns P = 0.02 ns ns ns 
Sheep + Beef pH ns ns ns ns ns ns ns ns 
Dairy Resin P F = 8.5, P = 
0.0003 




ns ns ns ns 
High Country Resin P F = 11.9, P 
< 0.0001 






ns ns P < 0.0001 P < 0.0001 
Sheep + Beef Resin P ns ns ns ns ns ns ns ns 
Dairy Olsen P F = 6.7, P < 
0.001 
ns P = 0.03 P = 0.001 ns ns ns ns 
High Country Olsen P ns F = 3.81, P 
= 0.02 
ns ns ns ns ns P = 0.03 
Sheep + Beef Olsen P ns ns ns ns ns ns ns ns 
Dairy K F = 29.3, P 
<0.0001 
ns P < 
0.0001 
P = 0.001 P = 
0.0003 
ns ns ns 
High Country K F = 6.2, P = 
0.002 
ns P = 
0.003 
P = 0.02 ns ns ns ns 
Sheep + Beef K F = 12.3, P 
< 0.0001 
ns P < 
0.0001 
P = 0.01 ns ns ns ns 
Dairy Ca ns ns ns ns ns ns ns ns 
High Country Ca ns F = 6.87, P 
= 0.001 
ns ns ns ns P = 0.0009 ns 
Sheep + Beef Ca ns ns ns ns ns ns ns ns 
Dairy Mg ns ns ns ns ns ns ns ns 
High Country Mg ns ns ns ns ns ns ns ns 
Sheep + Beef Mg ns ns ns ns ns ns ns ns 
Dairy Na ns ns ns ns ns ns ns ns 
High Country Na ns ns ns ns ns ns ns ns 
Sheep + Beef Na ns ns ns ns ns ns ns ns 
Dairy CEC ns ns ns ns ns ns ns ns 
High Country CEC ns ns ns ns ns ns ns ns 
Sheep + Beef CEC ns ns ns ns ns ns ns ns 
Dairy TBS F = 5.95, P 
= 0.03 
ns P = 
0.003 
ns P = 0.04 ns ns ns 
High Country TBS ns ns ns ns ns ns ns ns 
Sheep + Beef TBS ns ns ns ns ns ns ns ns 
Dairy Sulfate F = 3.37, P 
= 0.04 
F = 9.97, P 
= 0.0004 
P = 0.05 ns ns ns P = 0.0005 P = 0.009 
High Country Sulfate F = 8.07, P 
= 0.0004 
F = 20.01, 
P <0.0001 
ns P = 
0.0003 
P = 0.03 P = 0.05 P < 0.0001 P = 0.0004 
Sheep + Beef Sulfate F = 7.6, P = 
0.0006 
F = 9.6, P 
= 0.0001 
ns P = 
0.0004 








5.3.2 Broad patterns of prokaryotic community diversity and structure are relatively 
stable over a seasonal cycle despite perturbation with fertilizers  
 
This work examines prokaryotic communities in 783 samples taken from 24 sites 
representing three land uses, four geographic regions, three time points and two 
fertilizer treatments. A total of 234,881 OTUs were detected. OTU richness indicated 
a shift with time but no treatment effect across all land uses. Observed richness (Figure 
5.1A) is correlated with time point across all land uses (Kruskal-Wallis chi-squared = 
115.38, P < 0.001), decreasing slightly in the May 2015 time point, wherein the median 
richness decreases by 0.09 fold between the first and last time points in dairy sites, 0.13 
fold in high country sites and 0.08 fold in sheep and beef sites. Shannon (H’) (Figure 
5.1B) is also correlated with time (Kruskal-Wallis chi-squared = 47.66, P < 0.001) 
though these trends are weak; Shannon median values remain stable across time for 
dairy sites, while the median decreases by a fold change of 0.037 between the highest 
(November 2014) and lowest (May 2015) time points in high country sites. In sheep 
and beef sites, the median decreases by 0.12 fold between the highest (May 2014) and 
lowest (May 2015) time points. Relationships between alpha diversity metrics and 
treatment were evaluated for each land use intensity at a particular time point (e.g. 
treatment was tested against metrics for dairy sites in May 2014). Though there are 
some visible differences between treatments, particularly in sheep and beef sites, these 
differences are not consistent. Neither the observed species nor Shannon varies 
significantly with treatment in any land use intensity or at any time point (Kruskal-








Figure 5.1 Changes in observed richness (A) and Shannon diversity (B) over time, 











































































Two-dimensional detrended correspondence analysis (DCA) ordination was performed 
to assess similarities of prokaryotic community composition between sites using Bray-
Curtis distances. DCA was first used to analyze patterns across all samples in the study 
(Figure 5.2, 5.3). The first axis explains most of the variance in the data (49.5%) and 
the second axis captures 21.9% of the variance. The majority of samples don’t form 
clear clusters, indicating that a pH gradient over the first axis best explains this pattern 
(Mantel R2 = 0.53, P = 0.001), (Figure 5.3A). However, samples from high country 
sites form a distinct cluster across the first axis, indicating that some of the variance is 
explained by land use intensity (ANOSIM R2 = 0.36, P = 0.001), (Figure A.5.1A). 
These patterns do not change significantly with the application of either fertilizer, as 
the pre-treatment samples are largely similar to those taken post-treatment (ANOSIM 
P > 0.05), (Figure 5.3B, A.5.1B). Changes in community structure post-treatment are 
more significantly associated with temporal variation (ANOSIM R2 = 0.065, P = 






Figure 5.2 Relationships between South Island-wide prokaryotic community structure 
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Figure 5.3 Relationships between south island-wide prokaryotic community structure 
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Communities from each land use intensity were examined individually to resolve 
further spatial and temporal patterns while controlling for a major spatial factor in land 
use. DCA for high country soils explains 55.8% of variance on the first axis and 14.2% 
on the second axis (Figure 5.4). The majority of variance in sheep and beef soils is 
explained by the first axis (40.3%) while the second axis accounts for 31.7% (Figure 
5.5). Variance in dairy soils is split almost evenly between both axes, where the first 
axis accounts for 31.9% and the second accounted for 30.9% (Figure 5.6). Correlations 
with soil order and subgroup remain stable across time (ANOSIM P = 0.001), (Figure 
5.3A, 5.4A; see Figure A.5.2, A.5.3, A.5.4 for ANOSIM plots and R2 values), though 
samples from pallic soils in both sheep and beef sites and high country sites cluster with 
some brown soils in November 2014. Changes in community structure over time are 
statistically significant for all three land uses (ANOSIM P = 0.001), (Figure A.5.2A, 
A.5.3A, A.5.4A). No changes in community structure within land uses are correlated 





Figure 5.4 Relationships between high country prokaryotic community structure and 
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Figure 5.5 Relationships between sheep and beef prokaryotic community structure 
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Figure 5.6 Relationships between dairy prokaryotic community structure and soil 
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5.3.3 Fertilizer treatment and changes in sulfate levels correlate with variations in 
taxonomic composition, but clear patterns do not emerge 
  
Prokaryotic OTUs that correlate with fertilizer treatment were identified using the 
Kruskal-Wallis test (P < 0.05). All OTUs fitting these criteria were plotted (Figure 5.7). 
26 OTUs (0.01% of total) vary significantly with fertilizer treatment. Phyla include 
Proteobacteria (9 OTUs), Bacteroidetes (8 OTUs), Actinobacteria (4 OTUs), 





Figure 5.7 Summary of OTUs that vary over time with fertilizer treatment. OTUs are 
presented at the lowest taxonomic classification available and are colored by phylum. 

















































































Sulfate is the only chemical factor that varies significantly with treatment, prompting 
investigation into its relationship with OTU composition. OTUs that correlate with 
sulfate were identified using Spearman’s rank correlations. For plotting, OTUs were 
chosen based on rho > 0.3 or < -0.3 (high country) and rho > 0.4 or < -0.4 (sheep + 
beef and dairy) with P < 0.05. OTUs that vary with sulfate were identified in each 
land use intensity separately to focus on sulfate variation between treatments, as 
sulfate levels also vary between land uses (ANOVA F = 53.26, P < 0.001). In dairy 
soils, 330 OTUs varied significantly with sulfate (0.3% of total dairy), (Table A.5.2). 
The most significant OTUs represent Actinobacteria, Chloroflexi and Proteobacteria 
(Figure 5.8A). In sheep and beef soils, 240 OTUs correlate with sulfate levels (0.3% 
of total sheep and beef), and the most significant OTUs are from Acidobacteria, 
Actinobacteria, Bacteroidetes, Chloroflexi, Proteobacteria and Verrucomicrobia 
(Figure 5.9A). Lastly, 42 OTUs correlate with sulfate in high country soils (0.04% of 
total high country), (Table A.5.2). The most significant OTUs represent Firmicutes, 
Gemmatimonadetes, Planctomycetes and Proteobacteria (Figure 5.10A). Changes in 






Figure 5.8 Summary of OTUs that vary over time with sulfate in dairy soils (A). OTUs 
are presented at the lowest taxonomic classification available and are colored by 
phylum. Point size is related to abundance, which is determined by read counts. 
Changes in sulfate over time and between fertilizer treatments (B). Sulfate levels are 
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Figure 5.9 Summary of OTUs that vary over time with sulfate in sheep and beef soils 
(A). OTUs are presented at the lowest taxonomic classification available and are 
colored by phylum. Point size is related to abundance, which is determined by read 
counts. Changes in sulfate over time and between fertilizer treatments (B). Sulfate 

























































































































Figure 5.10 Summary of OTUs that vary over time with sulfate in high country soils 
(A). OTUs are presented at the lowest taxonomic classification available and are 
colored by phylum. Point size is related to abundance, which is determined by read 
counts. Changes in sulfate over time and between fertilizer treatments (B). Sulfate 





































































































There are several taxa that are strongly correlated with both fertilizer treatment and 
sulfate levels, including Gaiella, Nitrosomonadaceae and Xanthomonadales , 
Haliangium, Mucilaginibacter, 480-2 and KD4-96. It is difficult to identify a consistent 
response to fertilizer treatments, but some taxa do show clear patterns. For example, 
Myxococcales has the highest abundance in the granular treatment in pre-treatment 
samples, but is highest in the control in post-treatment samples. Xanthomonadales and 
Flavobacterium bloom in samples treated with granular fertilizer. RB41 abundance 
declines in the fine lime treatment compared to the granular treatment and the control.  
 
As a general pattern, taxonomic composition shifted in response to sulfur increases in 
the granular treatment. However, clear patterns related to abundance are difficult to 
identify. This is surprising, as there is a strong relationship between fertilizer treatment 
and sulfate. The clearest response to sulfate is evident for Gemmatimonadaceae in high 
country sites. This taxon is most abundant in the control samples, particularly in the 
pre-treatment time point, and is either present at low abundance or entirely absent in 




This study demonstrates that patterns of soil prokaryotic community diversity and 
structure are largely stable over a seasonal cycle even with the addition of two 
treatments. However, results indicate that a few individual taxa are responsive to 
treatment. Shifts in community diversity and structure are weakly related to time, but 
the strongest selective pressure is imposed by local physicochemical factors including 
pH, land use intensity and soil order.  
 
Prokaryotic diversity and structure did not respond to either granular or fine lime 
fertilizer. This is interesting, as microbial communities are impacted by altered P-status, 
which would be affected by the granular fertilizer and by pH, which is modulated by 
lime fertilizer (Wakelin et al., 2009). Since this experiment only took place over the 
course of a year, it is possible that more time is needed to see significant shifts in 
community diversity and structure. Indeed, several studies involving long-term 
fertilizer trials have found significant changes in microbial communities (Geisseler and 
Scow, 2014). For example, a 21-year long field trial found significant shifts in microbial 
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biomass, phospholipid fatty acid profiles and microbial functional diversity in response 
to both mineral NPK fertilizer and organic manure, showing correlations between 
microbial parameters and total N and available P (Zhong et al., 2010). However, studies 
from other long-term fertilizer field trials using 16S Illumina data (Zhalnina et al., 
2015) and 16S-based DGGE profiles (Wakelin et al., 2012) have found similar results 
to this work, wherein broad shifts in prokaryotic community diversity and structure did 
not occur in response to fertilization.  
 
This disparity in results could be due to differences in methodology. Many 
investigations into the microbial response to fertilization have measured microbial 
biomass (Geisseler and Scow, 2014), which includes both prokaryotes and microbial 
eukaryotes. It has been shown that fungal communities change more significantly in 
response to fertilization than prokaryotic communities (Wakelin et al., 2009). As such, 
it is possible that eukaryotes drive the response of the overall microbial biomass to 
fertilization.  
 
While results support previous work using 16S profiles, this study adds insight into 
short-term fertilization impacts, as well as the relative influences of fertilization and 
seasonal fluctuation. This work shows that seasonal fluctuation has a more significant 
impact on community turnover than fertilization on this time scale, as prokaryotic 
community structure (quantified by Bray-Curtis distances) is correlated with time point 
and not fertilizer treatment. This comports with previous results that have found 
significant relationships between seasonality and prokaryotic community turnover 
(Smalla et al., 2001, Bossio et al., 1998, Lauber et al., 2013).  
 
However, the correlation between time point and community structure is quite weak, 
while relationships with physicochemical properties of interest (pH, land use intensity 
and soil order) are much more strongly correlated than time, a pattern that remains 
stable across multiple spatial resolutions (i.e. across the whole study and within land 
uses). Results indicate that spatial factors impose a greater selective pressure on soil 
prokaryotic community diversity and structure than temporal factors. This confirms 
previous findings that land use intensity accounts for more community variability than 
temporal dynamics (Lauber et al., 2013) and that prokaryotic community turnover is 
slower in soils than other environments, such as the ocean (Whitman et al., 1998).  
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Although community diversity and structure do not vary with fertilization, other soil 
parameters, most notably sulfate, increased after the initiation of the trial. Further, 
certain prokaryotic taxa varied significantly in abundance with the addition of fertilizer, 
and with sulfate level. Previous studies have found similar results, wherein certain taxa 
respond to fertilizer even though the whole community does not (e.g. Wakelin et al., 
2012, Zhalnina et al., 2015) Most notably, RB41 and subgroup 6 of the Acidobacteria 
phylum declined in the fine lime treatment. Little is known about these specific taxa as 
they are difficult to culture, but most members of this phylum respond to pH (Kielak et 
al., 2016). Further, this work confirms previous results showing that subgroup 6 
responds to changes in calcium through the addition of lime in our study (Navarrete et 
al., 2013). Members of Acidobacteria are likely oligotrophic (Navarrete et al., 2013), 
which may also explain the reduction in abundance in response to nutrient addition. 
Interestingly, Myxococcales are most abundant in the control in post-treatment samples. 
These bacteria are known to form fruiting bodies in response to low-nutrient conditions 
(Huntley et al., 2011), which could explain an increase in abundance without treatment.  
 
Notably, each land use intensity has a unique community of prokaryotes that respond 
to sulfate. This could be solely due to the intensity of management, wherein dairy sites 
tend to receive more inputs, and therefore have higher sulfate levels, giving rise to 
unique communities of prokaryotes. Previous results in chapter 3 showed that pre-
treatment samples had many taxa responding to each land use. As such, these organisms 
could also be responding to other aspects of these soils in addition to sulfate flux, such 
as structural components like compaction, which is likely to be higher in the dairy soils.  
 
Despite these interesting observations, and the clear increase in sulfate levels with 
granular fertilizer over time, it is difficult to identify clear and consistent patterns of 
abundance for many taxa that were identified as varying significantly with sulfate or 
fertilizer treatment. There are several taxa that vary noticeably with fertilizer (e.g. 
Flavobacterium sp. GOBB3-309 and Chthoniobacter) but these patterns are not 
sustained across both post-treatment time points. It is possible that seasonality plays a 
secondary role in modifying these taxa, and that more frequent sampling was needed 
between seasonal extremes in order to resolve these patterns. A longer trial may be 
necessary to identify consistent responses of taxa. Additionally, inferences about 
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individual taxa should be taken with a grain of salt as characterizations of taxa to genus-
level resolution are somewhat unreliable due to the use of short 16S rRNA reads.  
 
Furthermore, it is known that dormancy plays a significant role in soil microbial 
ecology and could have implications in terms of understanding community response to 
fertilization (Lennon and Jones, 2011). Because this study employs DNA, it is possible 
that there is a structural response in the active portion of the prokaryotic biosphere to 
fertilization and seasonal dynamics. This response would be undetectable in studies of 
DNA as it is not possible to distinguish between active and dormant microbes. Even so, 
there is much evidence to suggest that there is a strong link between total prokaryotic 
community data and functional data (e.g. Fierer et al., 2012) indicating that results 
presented here are indicative of true ecological patterns. 
 
Taken together, these results indicate that prokaryotic communities are largely resistant 
to seasonal fluctuation as well as perturbation with fertilizers. This confirms findings 
for soil communities that show more significant relationships between community 
structure and land use history. However, it is possible to identify individual taxa that 
change in abundance with the addition of fertilizer. This points to an interesting effect 
of fertilizers on prokaryotic ecology; unlike agricultural intensification as a whole, 
fertilization on its own may not pose a significant disturbance to belowground 
communities, instead inducing targeted responses from taxa of interest. Furthermore, 
little can be inferred about the ecological roles of the taxa identified here. As such, 
functional data may be useful in future studies to link community composition to 











Insights into the contribution of conditionally 
rare taxa to prokaryotic community variance 
 
6.1 Abstract  
 
The rare biosphere is predicted to aid in maintaining functional redundancy as well as 
contributing to community turnover across many environments. Recent developments 
have partially confirmed these hypotheses, while also giving new insights into 
dormancy and activity among rare communities. However, less attention has been paid 
to the rare biosphere in soils. This study provides insight into the rare biosphere’s 
contribution to soil microbial diversity through the study of 781 soil samples 
representing 24 edaphically diverse sites. This adds to current understanding of 
spatiotemporal filtering of rare taxa; I show that conditionally rare taxa do not account 
for community variance across tested soils but are under the same selective pressure as 




Rare species are pervasive in microbial consortia, comprising the majority of microbial 
species (Curtis et al., 2002). Known as the “rare biosphere,” these members are being 
increasingly recognized for their importance to maintaining alpha diversity, in 
microbial communities, as well as key ecosystem functions (Pedrós-Alió, 2007, Lynch 
and Neufeld, 2015). There are several potential causes of rarity including transience 
(where organisms inhabit a niche stochastically, as with dispersal) but aren’t adapted 
enough to flourish), competition for resources, niche breadth and predation of abundant 
taxa (Jousset et al., 2017). It has been suggested that the rare biosphere is a dormant 
“seed bank” wherein members become abundant when formerly abundant taxa are 
vulnerable (Lennon and Jones, 2011). As such, rare members are thought to contribute 
to both functional redundancy and community turnover across many environments 
(Pedrós-Alió, 2007).  
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Despite the prominence of the seed bank theory, rare microbes can also be active 
(Campbell et al., 2011, Hugoni et al., 2013, Kurm et al., 2017), signifying several 
potential ecological roles for the rare biosphere. Jousset and colleagues proposed three 
possible functions for rare members. These include: biochemical processes such as 
nutrient cycling, community assembly; including resistance to disturbance or invasion 
and driving the functions of host-associated microbiomes, particularly host immunity. 
However, many studies opt to only investigate the abundant portion of the microbial 
biosphere (Jousset et al., 2017), Consequently, the details of these functions remain 
unresolved raising many questions about the contribution and ecological importance of 
rare members. 
 
Recent work identified conditionally rare taxa (CRT), microbes that are rare at certain 
points in time and space and “bloom” to abundance at other points, as major 
contributors to community dynamics in several environments (Shade et al., 2014). This 
has given insight into the mechanisms that underlie the rare biosphere, confirming that 
some rare microbes can become abundant and are potentially responsible for changes 
in community structure and composition over space and time. In soils, studies have 
found that rare microbes bloom in response to disturbances (Aanderud et al., 2015, 
Fuentes et al., 2016). Despite these important findings, the literature is still developing 
with regard to the soil rare biosphere. Given the importance of soil microbial 
communities to mediating ecosystem processes, understanding the contribution of rare 
soil microbes is of great importance. 
 
This chapter aims to investigate the contribution of conditionally rare prokaryotes to 
community variance over space and time using agricultural soils as a model system. I 
sampled 781 soils from 24 sites under three agricultural practices (dairy, sheep and beef 
and high country) in New Zealand. Sampling occurred during three time points over a 
year (May 2014, November 2014, and May 2015) to capture the most divergent 
seasonal stages (summer to winter and return to summer) to assess community changes 
over space and time. Using 16S profiles, I tested two hypotheses: (H1) CRT contribute 
disproportionately to changes in whole community variance and (H2) recruitment from 
the rare biosphere is linked to spatiotemporal filters. 
 
 83 
6.3 Rationale for study and methodology 
 
Historically, the soil rare biosphere has been difficult to quantify as many studies suffer 
from a lack of time series sampling as well as a low spatial sampling effort. These 
elements are necessary in order to make consistent observations due to the low density 
of rare taxa; this quality increases the chance of sequencing error, therefore 
confounding estimates of the rare biosphere and its contribution to overall diversity 
(Kunin et al., 2010). The dataset used in this study captures a significant amount of 
spatial diversity, as well as temporal diversity on a seasonal scale. Additionally, the 
study includes thorough replication at the spatial level, providing an opportunity to 
explore spatiotemporal rare biosphere dynamics with sufficient statistical power. I 
chose to analyze conditionally rare taxa specifically, due to the “bloom” characteristic. 
Since these taxa become abundant, I am confident in the statistical power of my 
observations. 
 
I chose to employ an analysis workflow (Figure 3.5) that partitioned the data into either 
“time responsive” or “space responsive” CRT. Using this framework, I investigated 
time-responsive CRT communities at the individual site level and space-sensitive 
communities across all sites. This allowed me to explore these dynamics separately, 
with the intention of controlling for spatial factors or temporal factors, such that I could 
be certain that they were not confounding one another. Further, CRT are identified 
using the coefficient of bimodality, which is useful for spatial analyses, as CRT are 
identified without being associated to any particular environmental factor. The 
abundance threshold captures taxa that are rare at some point in time or space, while 
the coefficient of bimodality detects taxa that exhibit a bimodal distribution in 
abundance across samples, modeling the “bloom.” As such, I can detect CRT in a 
neutral manner and perform further analyses to determine what niche factors may drive 
the bloom, such as land use intensity or soil order. 
 
6.4 Results and discussion 
 
Time responsive CRT constituted 4-6% of OTUs in each site while space responsive 
CRT represented 1% of the total community (b value, > 0.9, relative abundance > 
0.01%). To assess the contribution of CRT to whole community structure, I constructed 
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three Bray-Curtis distance matrices from OTU tables for each site: (1) only OTUs 
identified as CRT, (2) whole communities including CRT and (3) whole communities 
excluding CRT. Mantel tests between distance matrices for CRT and whole 
communities including CRT are insignificant, indicating that CRT do not drive 
prokaryotic community changes over time (Figure 6.1). Further, the correlation 
between space responsive CRT and the whole community including CRT is significant, 
but weak (R2 = 0.02, P = 0.002). This shows that CRT account for more community 
variance over space than time, but not to the overwhelming degree that would be 
expected.  Mantel tests between communities excluding CRT and whole communities 
including CRT have R2 values close to 1 (Table 6.1). Overall, these results indicate that 
CRT do not drive community variation over space or time, which does not align with 








Figure 6.1 Summary of Mantel correlations between Bray-Curtis distances for site-
level time responsive CRT communities and whole communities for each site. pH and 




































Table 6.1 Mantel tests between Bray-Curtis distance matrices constructed from whole 
communities and whole communities excluding CRT 
Community Site Mantel R2 P 
Time Abbotsford 0.99 0.001 
Time Annavale 0.97 0.001 
Time Backline 0.98 0.001 
Time Ben More Station 0.99 0.001 
Time Cook A 0.99 0.001 
Time Cook B 0.99 0.001 
Time Cattle Flat Station 0.99 0.001 
Time Craiglynn 0.99 0.001 
Time Greenhill 0.99 0.001 




Time Jeff Keen 0.99 0.001 
Time Kelly Allison 0.97 0.001 
Time Lindsey Hall 0.99 0.001 
Time Mobh A 0.99 0.001 
Time Mobh B 0.99 0.001 
Time Muritah 0.99 0.001 
Time Opawa 0.98 0.001 
Time Orari 0.99 0.001 
Time Sam Burnett 0.99 0.001 
Time Smail 0.99 0.001 
Time Stu Stevenson 0.99 0.001 
Time Tararua 0.98 0.001 
Time Woolomee 0.99 0.001 





Previous work includes the Shade et al. (2014) CRT study that used moving window 
analysis, which is not employed here. This technique partitions the data into “windows” 
based on the number of time points and calculates the OTU richness for each window 
(White et al., 2006). CRT are then determined within the windows. This accounts for 
more variation in the data over time, allowing for consistent calculation of CRT across 
the study (Shade et al., 2014). Additionally, in our study, the time series consists of 
three time points, whereas Shade et al. (2014) employed datasets with many more time 
points sampled over a shorter time frame. The time series in this study samples seasonal 
extremes, and should capture the preponderance of variance expected for the time frame 
of interest, but having only three time points hinders my ability to predict consistent 
patterns of temporal CRT blooms, as I can’t account for taxa that may bloom on shorter 
time scales, as in moving window analysis. Furthermore, other studies of CRT used 
measurements of activity (Aanderud et al., 2015, Fuentes et al., 2016), which were not 
employed here. This would give more insight into the functional capacity of CRT, and 
how this relates to their contribution to overall community variance. Despite the 
drawbacks of the time series, results regarding space-sensitive CRT are well supported 
by a thorough sampling of a broad geographic range, indicating that CRT do not 
account for spatial differences. 
 
Given the results at hand, it is possible that soil CRT have a limited role in soil 
functions, remaining mostly dormant and only blooming to abundance in extreme 
cases, as it is estimated that a substantial portion of microbes are inactive (Lennon and 
Jones, 2011). Alternatively, CRT might be K-selected, investing in few members that 
survive for longer, exhibiting a life strategy that is not reflected in whole community 
dynamics. This may be favorable given the heterogeneity of soil, wherein CRT may 
not overtake dominant taxa, but perform key functions that are costly for those taxa. 
For example, Desulfosporosinus is estimated to perform the majority of sulfate-
reduction in peatlands despite its relatively minor contribution to community variance 
(Pester et al., 2010). Rare microbes cultivated from soils have also been found to play 
important roles in nitrogen fixation (Shade et al., 2012), providing further evidence for 
the potential disconnect between abundance and functional capacity.  
 
Despite a minor contribution to whole community variance, CRT community structure 
is linked to spatiotemporal factors. ANOSIM tests revealed significant correlations for 
 87 
CRT and whole communities at individual sites with time (Figure 6.2, Figure A.6.1, 
A.6.2). Mantel tests between space responsive CRT, the whole community and pH were 
significant, and ANOSIM tests with land use intensity and soil order were also 
significant (Figure 6.3, A.6.3, Table 6.2). These results agree with previous studies 
which found that soil prokaryotic communities exhibit temporal patterns (Lauber et al., 
2013), are sensitive to pH change (Lauber et al., 2009), land use change (Steenwerth et 
al., 2003) and soil type (Chapter 4). As was mentioned previously, the analysis method 
employed here is impartial, detecting taxa that “bloom” across time or space without 
associating the bloom to particular niche factors. Given that CRT community variance 
is associated with pH, land use intensity and soil order, it can be posited that soil CRT 
follow the same assembly rules as abundant taxa. This indicates that CRT contribute to 




















Figure 6.2 Summary of ANOSIM results for correlation between time and either site-
level CRT or site-level whole community changes. pH and land use intensity are shown 



















































Figure 6.3 DCA plots showing relationships between the whole community (A, B), 
space responsive CRT (C, D) and physicochemical factors. 
 
 
Table 6.2 ANOSIM (land use intensity and soil order) and Mantel (pH) correlations 
between Whole community and CRT Bray-Curtis distances and physicochemical 
factors 
Variable R2 P 
Whole Community   
Land Use Intensity 0.36 0.001 
Soil Order  0.27 0.001 
pH 0.53 0.001 
CRT   
Land Use Intensity 0.3 0.001 
Soil Order 0.25 0.001 
pH 0.31 0.001 
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Although CRT communities exhibit broad relationships with spatiotemporal factors, 
our results revealed that only 8% of time responsive CRT and 0.005% of space 
responsive CRT were found to be correlated to measured spatiotemporal factors (Figure 
6.4). Key taxa are represented; for example, Acidobacteria is widely known to be 
sensitive to pH, and is reflected as such here, where it is rare in high pH soils and 
abundant in low pH soils. Saprospiraceae vary seasonally, which is consistent with 
previous findings (Schauer et al., 2006). These results may support the hypothesis that 
certain rare members have major functional roles in soils but are not well represented 
in overall community variance. Further it is possible that that ecological filters not 
accounted for here, such as neutral processes or unmeasured niche factors, govern most 





Figure 6.4 OTUs identified as CRT and orrelated to changes in pH. Taxa were chosen 
based on a Spearman’s P < 0.05. Taxa are presented at the lowest classification level 






























































































































Figure 6.5 OTUs identified as CRT that vary significantly between land use intensities.  
Taxa were chosen based on a Kruskal Wallis P < 0.05. Taxa are presented at the lowest 





Figure 6.6 OTUs identified as CRT that vary significantly between the soil orders.  
Taxa were chosen based on a Kruskal Wallis P < 0.05. Taxa are presented at the lowest 























































































































































































































































Figure 6.7 OTUs identified as CRT that vary significantly over time. The OTU from 
each site that varied most significantly with time was plotted. A full list of OTUs 
correlated with time is reported in Table S3. Taxa were chosen based on a Kruskal 
Wallis P < 0.05. Taxa are presented at the lowest classification level available, and 
colored at the phylum level. 
 
The results of this work indicate that while soil CRT are sensitive to spatiotemporal 
filters, they do not account for observed whole community variability across space and 
time. This is significant in that it implies two possible ecological roles for soil CRT; 
either these rare members are not important to overall microbial community dynamics 
or their functional capacity is unrelated to their abundance. Future studies of soil CRT 
would benefit from a more frequently sampled time series to increase statistical power. 
Analyses of activity in concert with community analyses will also give insight into the 






































































































































Soils are a vital resource, driving ecosystem processes, contributing to food security, 
disease suppression and global biodiversity (Wall et al., 2015). Despite being 
imperative to continued human survival, soil health in New Zealand is threatened by 
intensified agricultural practices, contributing to the emission of greenhouse gases, as 
well as loss of biodiversity (MacLeod and Moller, 2006, Moller et al., 2008). This 
underpins the need to gain a comprehensive understanding of soil ecosystems in order 
to develop strategies to mitigate anthropogenic damage while maintaining productivity. 
Studies of microbial diversity, structure and composition are of great interest, as 
microbes are primary indicators of ecosystem response to disturbance (Powlson et al, 
1987). To this end, the goal of this thesis is to advance current knowledge of soil 
prokaryotic community diversity, structure and composition in New Zealand 
agricultural soils. The work presented here employs a landscape-scale field study 
involving an edaphically diverse set of managed soils that have been subject to varying 
degrees of agricultural intensification. Specifically, the objectives were to (1) identify 
soil properties that select for unique communities of prokaryotes, (2) investigate the 
prokaryotic response to the disturbance induced by fertilization and (3) identify the 
portion of the soil prokaryotic biosphere that drives observed patterns of distribution.  
 
7.2 Linking inherent and anthropogenic soil properties to belowground 
communities 
 
Many studies have investigated possible drivers of prokaryotic communities, finding a 
variety of physicochemical factors that can shape community structure. Despite the 
array of environments and vast diversity of prokaryotes that inhabit them, pH has 
emerged as a global driver of prokaryotic communities wherein, generally, a neutral pH 
supports a larger diversity of prokaryotes than an extreme pH (e.g. Lauber et al., 2009, 
Rousk et al., 2010). The first research chapter of this thesis (chapter 4) confirms that 
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this trend holds true in New Zealand agricultural soils, looking into several niche factors 
that impact pasture soil prokaryotes. Across all sites in the study, pH has the strongest 
relationship with prokaryotic community structure and diversity. Structurally, 
communities from all sites in the study form a gradient according to pH, and cluster 
according to land use. This indicates that land use intensity and pH are linked, and that 
ongoing intensification of pasture impacts prokaryotic communities. 
 
 Although pH is clearly a significant modifier of prokaryotic communities, little is 
known about the mechanisms that underlie this relationship. A variety of 
physicochemical factors are integrated by pH, so it is unknown whether pH itself selects 
for certain communities of prokaryotes. It is possible that factors such as soil type, 
nutrient content or temperature individually select for communities of prokaryotes, 
which then converge on a broad pH effect. This question is complicated by the 
management history of the studied soils; to what degree is the pH and, therefore, 
prokaryotic communities shaped by inherent soil characteristics in soils that have been 
subject to intensification? Chapter 4 addresses this question by assessing the 
relationship between soil order and prokaryotic communities. Soil order is a useful 
measure as it serves as an integrative variable, accounting for inherent soil 
characteristics. These include factors of soil formation such as soil structure and 
bedrock as well as mineral content, pH and climactic factors like rainfall (Hewitt, 
2013). 
 
Results show strong statistical relationships between soil order and prokaryotic 
communities, indicating that these communities are still influenced by inherent soil 
characteristics. However, this relationship may weaken as pasture management 
intensifies; detrended correspondence analysis for prokaryotic communities in the 
highest intensity soils (dairy) does not show a clear pattern, while communities from 
lower intensity soils (sheep and beef and high country) separate clearly according to 
soil order. Because the soil orders differ in pH, it can be hypothesized that the pH of 
low intensity sites is connected to inherent soil properties, while the pH of dairy soils 
is altered by management practices such as higher stocking rate and increased 
fertilization, thus impacting prokaryotic communities. Furthermore, each soil factor of 
interest in this study (pH, land use intensity and soil order) is linked to unique 
taxonomic profiles, though some taxa were selected for by all three factors. This 
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provides further insight into the influence of land use intensity and soil order on pH, 
each selecting for particular taxa that then give rise to unique communities. The taxa 
that are selected for by all three properties may indicate that pH itself exerts selective 
pressure on some prokaryotes. This highlights the complexities that can underlie 
patterns associated to pH in studies of microbial community structure and composition.  
 
7.3 Investigating the response of prokaryotic communities to disturbance induced 
by fertilization  
 
Chapter 5 builds on the results from chapter 4 by investigating the stability of 
previously identified patterns of prokaryotic community structure over time after the 
introduction of fertilizer. An additional aim of this chapter is to investigate whether 
seasonal dynamics play a larger role in prokaryotic community turnover than 
fertilization. This is of interest as many previous field studies that have investigated the 
long-term impact of fertilization on prokaryotic communities sampled a single time 
point from a trial that had been ongoing for years, if not decades (e.g. Wakelin et al., 
2009, 2012, Zhalnina et al., 2015). By contrast, the study in chapter 5 is based on a 
fertilizer field trial that was sampled from its initiation and over a seasonal cycle. This 
enabled the investigation of short-term temporal dynamics of soil prokaryotic 
communities and resistance to disturbance, concepts that remain understudied.  
 
Results show a weak but statistically significant relationship between prokaryotic 
diversity and structure and time, and no relationship with fertilization. These findings 
indicate that seasonal fluctuations, which can involve changes in soil moisture and 
temperature, impose a stronger selective pressure on prokaryotic communities over 
time than fertilizer. However, results also show that the spatial patterns observed in 
chapter 4 remain stable over time. Relationships between prokaryotic community 
structure, pH, land use intensity and soil order have much stronger correlations at each 
of the three time points, and across the whole study than the relationship with time. 
This accords with previous studies of temporal dynamics of prokaryotic communities 
in managed soils, where land use intensity has a stronger impact on community 
structure than time, and modulates observed temporal shifts (Lauber et al., 2013). These 
results also match previous findings with regard to the stability of prokaryotic 
community structure in response to fertilization (Wakelin et al., 2012, Zhalnina et al., 
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2015, Samad et al., 2017). Taken together, results from chapter 4 and previous studies 
suggest that soil prokaryotic communities are largely resistant to both seasonal 
fluctuation and disturbance by fertilization. 
 
Despite the lack of community-wide response to fertilization, it has been shown that 
individual taxa will shift in abundance (Wakelin et al., 2012, Samad et al., 2017). 
Chapter 5 identifies a few notable taxa that vary with the introduction of fertilizer, but 
the responses are not as apparent as those in previous studies, possibly because of the 
short length of the trial. It is possible that the taxa that respond are implicated in the 
cycling of nutrients that fertilization increases (e.g. phosphorous and nitrogen). This is 
notable, as agricultural intensification in general has posed a formidable disturbance to 
belowground communities. These results indicate that fertilization does not play a 
major role in that disturbance, instead inducing targeted responses from specific 
organisms without disrupting the whole community. 
 
7.4 Do rare members drive community turnover? 
 
Chapter 6 investigates the portion of the biosphere that is responsible for driving the 
patterns identified in the previous research chapters. Many microbial ecology studies 
focus on the abundant portion of the microbial biosphere, but the rare biosphere is 
thought to play a significant role in microbial community dynamics and ecosystem 
function (Lynch and Neufeld, 2015). However, this role has yet to be quantified 
(Jousset et al., 2017).  
 
This work quantifies the contribution of conditionally rare taxa to community variation, 
finding that they play an undersized role in soil prokaryotic community turnover over 
space and time. This does not match previous results for such taxa, wherein they are 
responsible for the preponderance of temporal variance in a number of environments 
(Shade et al., 2014). The disparity between my work and previous results could result 
from the soil environment itself; chapter 4 and other previous work (Lauber et al., 2013) 
showed that soil prokaryotic communities are not significantly influenced by temporal 
fluctuation overall relative to physicochemical factors; perhaps the preponderance of 
rare taxa in soils are perennial, serving as part of the dormant seed bank and only 
blooming under extreme conditions. In fact, perennially rare taxa have been found to 
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shape patterns of soil community structure over space (Ramirez et al., 2017). However, 
the conditionally rare taxa identified in this study do follow the same assembly rules as 
the whole community, showing significant relationships with pH, land use intensity and 
soil order, so it is possible that these taxa play another ecological role. Perhaps their 
penchant for fluctuating in abundance is favorable functionally possibly playing a role 
in the “insurance effect,” wherein, in a given community, there is at least one organism 
that can perform a particular function at any given time. Given that community turnover 
is somewhat impacted by seasonal fluctuation (albeit weakly), it is possible that only a 
small community of conditionally rare taxa is necessary to fulfill this role. These results 
indicate that spatiotemporal community turnover may be largely directed by abundant 
taxa that fluctuate in abundance but do not cross the threshold of rarity, and by unique 
communities of perennially rare taxa. 
 
7.5 Future directions 
 
The results from this thesis provide insight into patterns of distribution of soil 
prokaryotic communities, demonstrating the complexity of soil ecosystems even in 
managed soils. This work relied on 16S rRNA high throughput sequencing profiles, 
which have proven to be vital in characterizing prokaryotic communities and their 
ecological patterns as they capture a greater proportion of diversity than other 
community-based methods, such as DGGE or TRFLP. However, it is not possible to 
glean information about community function, aside from inferences about the functions 
of individual taxa. This thesis has raised the possibility that certain prokaryotes play a 
disproportionate role in certain ecosystem functions relative to their contribution to 
overall diversity (specifically, chapters 5 and 6). As a result, data for functional genes 
of interest, as well as insight into the active portion of the prokaryotic biosphere (RNA 
level), will benefit future studies into prokaryotic community structure and its 
contribution to ecosystem function.  
 
Additionally, while this research has provided much insight into niche selective 
pressures that influence prokaryotic communities, less is known about possible neutral 
controls, such as dispersal. Some important work in this area has already been initiated. 
For example, a key study by Lee and colleagues (2017) investigates niche and neutral 
assembly of soil prokaryotic communities in response to ongoing fires. Surprisingly, 
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this study found that neutral models better explain community assembly in sites that 
had recovered from fire, while niche models fit divergences found in sites that continue 
to be impacted by fire. While this study increases our understanding of prokaryotic 
community response to extreme conditions, the relative contributions of niche and 
neutral selective pressure in shaping soil prokaryotic communities under normal 
climactic conditions will provide further insight into the impact of anthropogenic 
modification (such as intensification) on soil ecosystems compared to natural 
processes. 
 
The field study presented here also employs a time series, which are sparse in the 
literature for soil prokaryotic communities. While we have gleaned some important 
insights into community stability and rare members (chapters 4 and 5), more time series 
studies are needed to validate these initial findings. Furthermore, it will be necessary 
for future research to employ time series that have been sampled more frequently and 
over a longer period of time in order to observe consistent, statistically powerful 
patterns, and to evaluate community turnover on varying time scales. 
 
Lastly, though much work has been done on prokaryotic communities, it is known that 
robust communities of microbial eukaryotes inhabit soils. Studies that also incorporate 
eukaryotes will give more insight into the impacts of agricultural intensification on 
belowground communities. Key work on microbial communities that include both 
prokaryotes and eukaryotes has given important insight into relationships between 
fungal:bacterial ratios and nutrient cycles, showing the impacts of microbial 
community structure on ecosystem processes (Orwin et al., 2016). Another study 
showed links between soil P status and both Actinobacteria and mycorrhizal fungi, 
indicating that soil prokaryotic community studies along are not sufficient to explain 
pasture ecosystem processes (Wakelin et al., 2012). Furthermore, recent work has 
shown the importance of co-occurrence dynamics in understanding microbial 
community assembly (Barberán et al, 2012, Herren and McMahon, 2017). Further work 
investigating such patterns between prokaryotes, as well as between prokaryotes and 
other microbial species will contribute our understanding of soils as whole ecosystems, 





Appendices for Chapter 3 
 
Table A.3.1 Full chemical parameters for all sites and treatments at each time point 
Site Time 
Point 





















Abbotsford May-14 Control 5.6 23 8 0.54 8.1 1.56 0.1 20 53 3 
Abbotsford May-14 Fine Lime 5.6 23 8 0.54 8.1 1.56 0.1 20 53 3 
Abbotsford May-14 Granular 5.6 23 8 0.54 8.1 1.56 0.1 20 53 3 
Abbotsford Nov-14 Control 5.6 25 11 0.58 6.8 1.5 0.09 18 51 4 
Abbotsford Nov-14 Fine Lime  5.7 29 12 0.53 7 1.52 0.09 17 53 5 
Abbotsford Nov-14 Granular 5.9 45 12 0.49 11.1 1.79 0.11 21 64 14 
Abbotsford May-15 Control  5.7 34 9 0.59 7.8 1.71 0.12 20 52 4 
Abbotsford May-15 Fine Lime 5.7 29 9 0.59 8.1 1.63 0.11 19 56 7 
Abbotsford May-15 Granular 6 44 10 0.48 10.2 1.48 0.1 18 67 9 
Annavale May-14 Control 5.9 47 36 1.24 10.8 2.16 0.09 27 63 25 
Annavale May-14 Fine Lime 5.9 47 36 1.24 10.8 2.16 0.09 27 63 25 
Annavale May-14 Granular 5.9 47 36 1.24 10.8 2.16 0.09 27 63 25 
Annavale Nov-14 Control 5.8 40 11 1.08 9.7 2.02 0.09 22 57 6 
Annavale Nov-14 Fine Lime 5.9 38 11 0.87 9.7 1.9 0.1 21 60 10 
Annavale Nov-14 Granular 6 47 13 0.87 11.6 1.94 0.09 22 65 10 
Annavale May-15 Control 5.8 38 11 0.73 8.6 1.78 0.09 19 58 4 
Annavale May-15 Fine Lime 5.9 40 10 0.85 10.4 2.02 0.1 22 60 7 
Annavale May-15 Granular 6 48 15 0.77 11.5 1.98 0.1 22 65 10 
Backline May-14 Control 6.3 59 19 0.26 14.6 1.29 0.28 20 82 12 
Backline May-14 Fine Lime 6.3 59 19 0.26 14.6 1.29 0.28 20 82 12 
Backline May-14 Granular 6.3 59 19 0.26 14.6 1.29 0.28 20 82 12 
Backline Nov-14 Control 6.6 67 20 0.21 14.5 1.27 0.29 21 79 12 
Backline Nov-14 Fine Lime 6.5 62 16 0.22 13.6 1.22 0.21 19 80 15 
Backline Nov-14 Granular 6.4 90 29 0.19 13.4 1.25 0.24 19 78 34 
Backline May-15 Control 6.5 69 22 0.21 14.4 1.35 0.31 20 81 6 
Backline May-15 Fine Lime 6.4 67 21 0.23 14.1 1.26 0.25 20 79 11 
Backline May-15 Granular 6.4 97 28 0.2 13.3 1.13 0.2 19 79 17 
Ben More 
Station 
May-14 Control 5.3 36 15 0.71 5.7 1.5 0.07 22 36 5 
Ben More 
Station 
May-14 Fine Lime 5.3 36 15 0.71 5.7 1.5 0.07 22 36 5 
Ben More 
Station 
May-14 Granular 5.3 36 15 0.71 5.7 1.5 0.07 22 36 5 
Ben More 
Station 
Nov-14 Control 5.4 28 17 0.66 4.7 1.34 0.05 20 34 4 
Ben More 
Station 
Nov-14 Fine Lime 5.4 30 18 0.55 4.8 1.35 0.05 20 33 7 
Ben More 
Station 
Nov-14 Granular 5.5 47 22 0.61 7 1.54 0.05 22 41 9 
Ben More 
Station 
May-15 Control 5.5 31 19 0.68 5.3 1.4 0.06 21 35 4 
Ben More 
Station 
May-15 Fine Lime 5.5 34 14 0.54 5.4 1.43 0.06 21 36 6 
Ben More 
Station 
May-15 Granular 5.5 41 21 0.59 6.7 1.39 0.06 22 40 9 
Cook A May-14 Control 6.2 25 8 0.47 14.4 1.09 0.24 28 58 5 
Cook A May-14 Fine Lime 6.2 25 8 0.47 14.4 1.09 0.24 28 58 5 
Cook A May-14 Granular 6.2 25 8 0.47 14.4 1.09 0.24 28 58 5 
Cook A Nov-14 Control 6.1 22 9 0.34 11.4 0.8 0.22 24 53 5 
Cook A Nov-14 Fine Lime 6 25 8 0.39 12.4 0.91 0.3 25 55 8 
Cook A Nov-14 Granular 6 24 8 0.35 10.7 0.81 0.22 23 53 9 
Cook A May-15 Control  6.1 24 8 0.24 10.6 0.82 0.19 23 52 4 
Cook A May-15 Fine Lime 6.1 21 8 0.26 10.8 0.84 0.21 23 51 6 
Cook A May-15 Granular 6.3 23 10 0.27 11.2 0.82 0.2 24 52 7 
Cook B May-14 Control 6 16 5 0.34 11.6 1.06 0.31 28 48 12 
Cook B May-14 Fine Lime 6 16 5 0.34 11.6 1.06 0.31 28 48 12 
Cook B May-14 Granular 6 16 5 0.34 11.6 1.06 0.31 28 48 12 

























Cook B Nov-14 Fine Lime 6 12 6 0.28 8.6 0.99 0.31 24 42 16 
Cook B Nov-14 Granular 6.1 17 7 0.28 10.7 0.94 0.27 25 49 18 
Cook B May-15 Control  6.1 15 7 0.33 10.1 1.01 0.39 26 46 16 
Cook B May-15 Fine Lime 6 14 5 0.23 8.1 0.95 0.27 24 39 15 
Cook B May-15 Granular 6 17 5 0.28 9.5 0.94 0.25 25 44 12 
Cattle Flat 
Station 
May-14 Control 5.2 37 9 1.01 9.7 2.71 0.12 32 42 4 
Cattle Flat 
Station 
May-14 Fine Lime 5.2 37 9 1.01 9.7 2.71 0.12 32 42 4 
Cattle Flat 
Station 
May-14 Granular 5.2 37 9 1.01 9.7 2.71 0.12 32 42 4 
Cattle Flat 
Station 
Nov-14 Control 4.9 37 9 0.6 3.9 1.46 0.15 27 22 14 
Cattle Flat 
Station 
Nov-14 Fine Lime 5 33 9 0.66 4.3 1.65 0.13 29 21 10 
Cattle Flat 
Station 
Nov-14 Granular 5.3 51 15 0.97 11.4 2.71 0.15 33 46 11 
Cattle Flat 
Station 
May-15 Control 5.5 36 15 1.03 8.7 2.57 0.12 30 42 7 
Cattle Flat 
Station 
May-15 Fine Lime 5.4 38 12 0.85 9.2 2.69 0.13 33 40 8 
Cattle Flat 
Station 
May-15 Granular 5.5 50 14 0.81 9.3 2.31 0.1 28 45 6 
Craiglynn May-14 Control 6 27 8 0.37 12.5 0.94 0.16 22 65 4 
Craiglynn May-14 Fine Lime 6 27 8 0.37 12.5 0.94 0.16 22 65 4 
Craiglynn May-14 Granular 6 27 8 0.37 12.5 0.94 0.16 22 65 4 
Craiglynn Nov-14 Control 6 26 8 0.34 11.4 0.9 0.13 20 64 4 
Craiglynn Nov-14 Fine Lime 6.1 29 10 0.38 12.9 1.14 0.16 23 63 10 
Craiglynn Nov-14 Granular 6 53 21 0.43 14.3 1.26 0.16 24 68 37 
Craiglynn May-15 Control 6.2 30 12 0.38 10.8 0.93 0.16 20 63 3 
Craiglynn May-15 Fine Lime 6.3 32 11 0.39 13.8 1.18 0.2 23 68 14 
Craiglynn May-15 Granular 6.2 45 14 0.47 14.1 1.24 0.22 23 69 24 
Greenhill May-14 Control 6.1 81 35 0.74 8.8 1.49 0.21 15 75 13 
Greenhill May-14 Fine Lime 6.1 81 35 0.74 8.8 1.49 0.21 15 75 13 
Greenhill May-14 Granular 6.1 81 35 0.74 8.8 1.49 0.21 15 75 13 
Greenhill Nov-14 Control 6.1 59 24 0.42 8.7 1.43 0.2 16 66 9 
Greenhill Nov-14 Fine Lime 6.3 72 26 0.53 8.8 1.49 0.19 15 72 10 
Greenhill Nov-14 Granular 6.3 74 27 0.4 8.6 1.26 0.16 14 76 19 
Greenhill May-15 Control 6.2 59 26 0.37 8 1.28 0.17 15 65 9 
Greenhill May-15 Fine Lime 6.1 66 28 0.45 8.9 1.53 0.18 15 71 10 
Greenhill May-15 Granular 6 74 27 0.37 8.9 1.3 0.16 16 68 24 
Gift May-14 Control 6.2 114 42 1.09 12.8 2.84 0.18 23 74 8 
Gift May-14 Fine Lime 6.2 114 42 1.09 12.8 2.84 0.18 23 74 8 
Gift May-14 Granular 6.2 114 42 1.09 12.8 2.84 0.18 23 74 8 
Gift Nov-14 Control 6.4 99 36 0.54 12 3.09 0.22 21 75 9 
Gift Nov-14 Fine Lime 6.5 128 40 0.66 12.4 3.29 0.22 21 77 6 
Gift Nov-14 Granular 6.4 131 43 0.78 12.5 3.07 0.19 22 75 29 
Gift May-15 Control 6.4 110 41 0.7 13.4 3.35 0.24 23 76 4 
Gift May-15 Fine Lime 6.4 112 41 0.67 12.5 3.13 0.2 21 79 4 
Gift May-15 Granular 6.2 126 51 0.62 12.9 3.22 0.2 22 78 27 
Groundwat
er Holdings 
May-14 Control 5.5 62 30 0.48 7.3 1.7 0.17 18 53 5 
Groundwat
er Holdings 
May-14 Fine Lime 5.5 62 30 0.48 7.3 1.7 0.17 18 53 5 
Groundwat
er Holdings 
May-14 Granular 5.5 62 30 0.48 7.3 1.7 0.17 18 53 5 
Groundwat
er Holdings 
Nov-14 Control  5.6 65 29 0.43 6.7 1.65 0.18 17 53 5 
Groundwat
er Holdings 
Nov-14 Fine Lime 5.8 62 33 0.27 5.8 1.3 0.15 15 51 7 
Groundwat
er Holdings 
Nov-14 Granular 5.6 87 39 0.39 6.9 1.73 0.16 17 55 27 
Groundwat
er Holdings 
May-15 Control 5.5 73 36 0.38 7.2 1.84 0.17 17 55 5 
Groundwat
er Holdings 
May-15 Fine Lime 5.5 86 44 0.26 8 1.96 0.15 18 57 7 
Groundwat
er Holdings 
May-15 Granular 5.8 84 40 0.23 7.8 1.36 0.1 15 63 29 

























Jeff Keen May-14 Fine Lime 5.1 28 6 0.68 3.8 1.67 0.13 28 22 4 
Jeff Keen May-14 Granular 5.1 28 6 0.68 3.8 1.67 0.13 28 22 4 
Jeff Keen Nov-14 Control 5.1 43 16 0.82 9.6 2.77 0.16 32 42 5 
Jeff Keen Nov-14 Fine Lime 5.1 38 15 0.81 8.9 2.62 0.11 31 40 6 
Jeff Keen Nov-14 Granular 4.8 27 8 0.52 2.9 1.38 0.13 27 18 6 
Jeff Keen May-15 Control 5.1 32 10 0.53 3.5 1.38 0.12 27 20 6 
Jeff Keen May-15 Fine Lime 5 29 9 0.55 3.6 1.41 0.11 26 22 8 
Jeff Keen May-15 Granular 5.1 29 6 0.57 2.9 1.35 0.12 26 19 5 
Kelly 
Allison 
May-14 Control 5.6 105 45 0.55 10.5 2.87 0.19 22 65 30 
Kelly 
Allison 
May-14 Fine Lime 5.6 105 45 0.55 10.5 2.87 0.19 22 65 30 
Kelly 
Allison 
May-14 Granular 5.6 105 45 0.55 10.5 2.87 0.19 22 65 30 
Kelly 
Allison 
Nov-14 Control 5.7 96 44 0.39 9.9 2.75 0.21 22 60 7 
Kelly 
Allison 
Nov-14 Fine Lime 5.8 100 49 0.54 10.1 2.76 0.22 22 61 11 
Kelly 
Allison 
Nov-14 Granular 6.1 96 48 0.82 9.7 2.2 0.17 18 71 20 
Kelly 
Allison 
May-15 Control 5.8 110 48 0.38 9.1 2.46 0.21 20 60 15 
Kelly 
Allison 
May-15 Fine Lime 5.9 81 37 0.48 9 2.53 0.26 21 60 12 
Kelly 
Allison 
May-15 Granular 6.5 131 47 0.66 13.3 2.76 0.22 21 79 21 
Lindsey 
Hall 
May-14 Control 5.8 103 26 0.77 23.4 4.48 0.38 43 67 61 
Lindsey 
Hall 
May-14 Fine Lime 5.8 103 26 0.77 23.4 4.48 0.38 43 67 61 
Lindsey 
Hall 
May-14 Granular 5.8 103 26 0.77 23.4 4.48 0.38 43 67 61 
Lindsey 
Hall 
Nov-14 Control 5.9 121 33 1.17 22.9 4.75 0.41 43 68 57 
Lindsey 
Hall 
Nov-14 Fine Lime 6 133 36 0.95 23.2 4.89 0.4 42 71 48 
Lindsey 
Hall 
Nov-14 Granular 5.9 121 28 0.77 25.1 4.9 0.43 44 71 105 
Lindsey 
Hall 
May-15 Control 5.8 105 25 0.89 21.3 4.45 0.39 41 66 104 
Lindsey 
Hall 
May-15 Fine Lime 5.9 94 19 0.71 22.5 4.35 0.41 42 67 88 
Lindsey 
Hall 
May-15 Granular 5.8 117 27 0.43 20.5 3.96 0.34 38 67 105 
Mobh A May-14 Control 6.2 44 21 0.79 6.6 1.04 0.16 16 54 8 
Mobh A May-14 Fine Lime 6.2 44 21 0.79 6.6 1.04 0.16 16 54 8 
Mobh A May-14 Granular 6.2 44 21 0.79 6.6 1.04 0.16 16 54 8 
Mobh A Nov-14 Control 5.8 62 27 0.94 8.1 1.47 0.18 20 54 4 
Mobh A Nov-14 Fine Lime 5.9 45 20 0.53 7.2 1.29 0.16 17 53 5 
Mobh A Nov-14 Granular 6.1 52 21 0.83 8 1.15 0.14 17 59 4 
Mobh A May-15 Control 6.1 59 23 0.55 8 1.28 0.12 18 57 3 
Mobh A May-15 Fine Lime 6.1 49 22 0.51 7.3 1.42 0.13 18 53 4 
Mobh A May-15 Granular 6.4 76 29 0.62 9.9 1.26 0.12 18 66 4 
Mobh B May-14 Control 5.8 109 40 0.94 12.7 2.83 0.24 28 60 15 
Mobh B May-14 Fine Lime 5.8 109 40 0.94 12.7 2.83 0.24 28 60 15 
Mobh B May-14 Granular 5.8 109 40 0.94 12.7 2.83 0.24 28 60 15 
Mobh B Nov-14 Control 6.2 127 51 0.91 11.5 2.05 0.18 22 68 4 
Mobh B Nov-14 Fine Lime 5.8 106 39 0.76 12.1 2.41 0.24 27 58 6 
Mobh B Nov-14 Granular 5.8 110 48 0.58 11.2 2.64 0.19 26 57 6 
Mobh B May-15 Control 5.9 98 35 0.52 11.8 2.37 0.19 25 59 11 
Mobh B May-15 Fine Lime 5.7 110 39 0.55 12.9 2.81 0.23 28 58 13 
Mobh B May-15 Granular 5.7 111 41 0.55 12.4 2.71 0.21 28 56 8 
Muritah May-14 Control 5.2 48 23 1.39 5.1 2.05 0.12 28 31 7 
Muritah May-14 Fine Lime  5.2 48 23 1.39 5.1 2.05 0.12 28 31 7 
Muritah May-14 Granular 5.2 48 23 1.39 5.1 2.05 0.12 28 31 7 
Muritah Nov-14 Control 5.1 52 20 1.14 4.2 1.64 0.11 29 24 7 
Muritah Nov-14 Fine Lime 5.2 61 26 1.19 6.5 2.47 0.13 32 32 14 
Muritah Nov-14 Granular 5.2 59 24 1 7.4 2.08 0.11 30 35 19 

























Muritah May-15 Fine Lime 5.2 51 21 1.28 5.7 2.26 0.13 30 31 12 
Muritah May-15 Granular 5.3 59 27 1.27 5.7 1.67 0.12 30 29 12 
Opawa May-14 Control 5.2 45 19 1.38 8.5 2.84 0.12 32 39 5 
Opawa May-14 Fine Lime 5.2 45 19 1.38 8.5 2.84 0.12 32 39 5 
Opawa May-14 Granular 5.2 45 19 1.38 8.5 2.84 0.12 32 39 5 
Opawa Nov-14 Control 5.2 53 23 0.98 7.3 2.72 0.1 31 36 4 
Opawa Nov-14 Fine Lime 5.1 49 15 0.99 7.5 2.58 0.14 30 37 8 
Opawa Nov-14 Granular 5.4 65 23 1.4 11.1 3.14 0.1 35 44 18 
Opawa May-15 Control 5.2 60 22 0.92 7.6 2.69 0.12 32 36 5 
Opawa May-15 Fine Lime 5.2 57 21 0.9 8.1 2.74 0.17 33 37 11 
Opawa May-15 Granular 5.3 66 25 1.23 11.1 2.87 0.1 34 45 13 
Orari May-14 Control 5.6 107 36 0.63 13.2 3.82 0.25 27 67 25 
Orari May-14 Fine Lime 5.6 107 36 0.63 13.2 3.82 0.25 27 67 25 
Orari May-14 Granular 5.6 107 36 0.63 13.2 3.82 0.25 27 67 25 
Orari Nov-14 Control 5.8 108 37 0.58 13.3 4.06 0.23 27 67 11 
Orari Nov-14 Fine Lime 6 143 46 0.49 14.5 4.9 0.25 29 68 14 
Orari Nov-14 Granular 5.8 154 50 0.58 13.4 4.34 0.23 28 66 39 
Orari May-15 Control 5.8 138 47 0.53 14.5 3.92 0.25 27 71 14 
             
Orari May-15 Fine Lime 5.9 154 50 0.43 15.1 4.22 0.29 28 72 21 
Orari May-15 Granular 6 138 45 0.39 15.2 4.05 0.22 27 73 39 
Sam 
Burnett 
May-14 Control 6 23 5 0.27 10.8 1.73 0.37 19 71 3 
Sam 
Burnett 
May-14 Fine Lime 6 23 5 0.27 10.8 1.73 0.37 19 71 3 
Sam 
Burnett 
May-14 Granular 6 23 5 0.27 10.8 1.73 0.37 19 71 3 
Sam 
Burnett 
Nov-14 Control 5.9 19 4 0.26 10.8 1.68 0.32 20 65 3 
Sam 
Burnett 
Nov-14 Fine Lime 5.9 20 3 0.22 10.8 1.65 0.26 19 66 8 
Sam 
Burnett 
Nov-14 Granular 6 25 5 0.22 9.2 1.43 0.31 16 68 10 
Sam 
Burnett 
May-15 Control 6.2 22 5 0.23 11.1 1.72 0.37 19 70 3 
Sam 
Burnett 
May-15 Fine Lime 6.1 18 5 0.21 10.9 1.69 0.3 19 69 11 
Sam 
Burnett 
May-15 Granular 6 21 5 0.22 10.4 1.6 0.3 18 69 12 
Smail May-14 Control 6.3 81 26 1.04 15.5 2.14 0.21 24 79 15 
Smail May-14 Fine Lime 6.3 81 26 1.04 15.5 2.14 0.21 24 79 15 
Smail May-14 Granular 6.3 81 26 1.04 15.5 2.14 0.21 24 79 15 
Smail Nov-14 Control 6.4 112 31 1.02 16.6 2.32 0.27 25 81 12 
Smail Nov-14 Fine Lime 6.3 81 23 0.92 15 2.18 0.29 23 80 18 
Smail Nov-14 Granular 6.4 94 26 0.83 16 2.1 0.24 23 82 19 
Smail May-15 Control 6.5 70 20 0.62 15.2 2.04 0.21 23 77 9 
Smail May-15 Fine Lime 6.5 63 17 0.61 14.7 1.95 0.21 23 77 9 
Smail May-15 Granular 6.6 82 26 0.62 14.7 1.93 0.2 21 83 8 
Stu 
Stevenson 
May-14 Control 5.5 31 17 0.36 8.7 1.08 0.11 20 52 2 
Stu 
Stevenson 
May-14 Fine Lime 5.5 31 17 0.36 8.7 1.08 0.11 20 52 2 
Stu 
Stevenson 
May-14 Granular 5.5 31 17 0.36 8.7 1.08 0.11 20 52 2 
Stu 
Stevenson 
Nov-14 Control 5.6 47 23 0.39 8.6 1.18 0.1 21 49 3 
Stu 
Stevenson 
Nov-14 Fine Lime 5.6 41 18 0.38 8.6 1.15 0.12 19 54 6 
Stu 
Stevenson 
Nov-14 Granular 5.8 78 34 0.49 12.9 1.33 0.12 22 68 38 
Stu 
Stevenson 
May-15 Control 5.7 40 17 0.45 8.8 1.34 0.13 20 54 2 
Stu 
Stevenson 
May-15 Fine Lime 5.7 36 16 0.48 8.3 1.22 0.15 19 52 6 
Stu 
Stevenson 
May-15 Granular 6.2 77 27 0.47 13.3 1.44 0.14 21 72 18 
Tararua May-14 Control 5.4 35 15 0.7 8.3 1.26 0.13 19 55 5 
Tararua May-14 Fine Lime 5.4 35 15 0.7 8.3 1.26 0.13 19 55 5 




























Tararua Nov-14 Control 6 47 19 0.63 10.4 1.92 0.16 21 63 6 
Tararua Nov-14 Fine Lime 5.8 39 14 0.44 9.6 1.55 0.18 20 59 9 
Tararua Nov-14 Granular 5.7 48 20 0.42 9 1.6 0.16 20 56 21 
Tararua May-15 Control 6.2 37 15 0.47 10.4 1.79 0.16 20 65 4 
Tararua May-15 Fine Lime 6.1 33 11 0.44 10.7 1.76 0.21 20 65 15 
Tararua May-15 Granular 6.2 49 18 0.38 11.3 1.58 0.19 18 73 36 
Woolomee May-14 Control 5.9 45 20 0.51 8.6 0.91 0.14 18 56 4 
Woolomee May-14 Fine Lime 5.9 45 20 0.51 8.6 0.91 0.14 18 56 4 
Woolomee May-14 Granular 5.9 45 20 0.51 8.6 0.91 0.14 18 56 4 
Woolomee Nov-14 Control 5.8 65 26 0.27 8.9 1.04 0.14 19 54 18 
Woolomee Nov-14 Fine Lime 6 98 37 0.3 10.2 1.37 0.16 21 58 66 
Woolomee Nov-14 Granular 5.9 102 39 0.29 10.4 1.06 0.13 21 57 77 
Woolomee May-15 Control 5.8 88 37 0.19 9.5 1.15 0.12 19 57 22 
Woolomee May-15 Fine Lime 6 94 36 0.3 10.8 1.39 0.17 21 61 44 
Woolomee May-15 Granular 6.3 83 33 0.23 13.5 1.08 0.16 19 77 26 
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Appendix A.3.1: QIIME scripts 
 
Step 1: Demultiplexing raw sequence reads. This uses barcode sequences (file 
containing “I1”) to match sequences (file containing “R1”) to the samples they are 
found in (mapping file). 
 
rm -rf split_library_output ; split_libraries_fastq.py –i 
/Undetermined_S0_L001_R1_001.fastq –b 





Step 2: OTU picking. This step clusters demultiplexed reads from step 1 into OTUs 
(using UCLUST algorithm) and assigns taxonomy (BLAST algorithm matches to 
SILVA database). This is done in parallel using 10 cores to reduce computation time. 
 
 
rm -rf otus_open_ref_R1 ; pick_open_reference_otus.py -i 
/seqs.fna –r /Silva_119_rep_set97.fna -aO 10 -o 




Step 3: Rarefaction. The OTU table from step 2 is rarefied 10 times so that all samples 





/rarefied_otu_tables/ -d 12000 -n 10 --lineages_included 
 
 















Step 5: Convert merged OTU table to JSON format for compatibility with R. 
 
 
biom convert -i /new_12000_merged_otu_table.biom -o / 






Appendices for Chapter 4 
  
Figure A.4.1 Relationship between pH and diversity metrics. (A) Observed species and 
(B) Shannon diversity regressed with pH values. Line represents the best-fit linear 
model.  
  


























Figure A.4.2 ANOSIM test for correlations between land use intensity and Bray-Curtis 
distances. (A) Ranked dissimilarities plotted against the three land uses and (B) high 
country versus low country, where low country includes both sheep and beef and dairy 
samples. Boxplots are drawn with widths proportional to the square roots of the number 
of observations in each land use intensity and with 95% confidence intervals. 
  












R =  0.429 ,  P =  0.001
















Figure A.4.3 Hierarchical clustering for all sample data. Bray-Curtis distances were 
used to compare diversity between samples. This revealed two large, weakly supported 
clusters, with many well-supported sub-clusters. Branches are labeled with an 
approximately unbiased p-value (red), a bootstrap probability value (green). 
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Figure A.4.4 ANOSIM test for correlations between soil classification and Bray-Curtis 
distances.  Ranked dissimilarities plotted against soil order (A, C, E) and soil subgroup 
(B, D, F) for high country soils (A, B) sheep and beef soils (C, D) and dairy soils (E, 
F). Boxplots are drawn with widths proportional to the square roots of the number of 
observations in each land use intensity and with 95% confidence intervals. Soil 
subgroup abbreviations: AOB = acidic orthic brown; MLP = mottled laminar pallic; 
TAB = typic acid brown; TIP = typic immature pallic; TOB = typic orthic brown; AAB 
= acidic-pedal allophanic brown; AFB = acidic firm brown; MFP = mottled fragic 
pallic; TFB = typic firm brown; FPP = fragic perch-gley pallic; MFR = mottled-acidic 
fluvial recent; PFB = pallic firm brown; POG = peaty orthic gley; TIP = typic immature 
pallic; TOG = typic orthic gley; WOR = weathered orthic recent. 






0 R =  0.456 ,  P =  0.003
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Figure A.4.5 Hierarchical clustering for high country sample data. Bray-Curtis 
distances were used to compare diversity between samples, revealing two large clusters. 
Branches are labeled with an approximately unbiased p-value (red), a bootstrap 
probability value (green). Bootstrapping was performed at nboot = 1000. 
 
 
Figure A.4.6 Hierarchical clustering for sheep and beef sample data. Bray-Curtis 
distances were used to compare diversity between samples, revealing five clusters. 
Branches are labeled with an approximately unbiased p-value (red), a bootstrap 
































































































































































































































Figure A.4.7: Hierarchical clustering for dairy sample data. Bray-Curtis distances were 
used to compare diversity between samples, revealing two large clusters. Branches are 
labeled with an approximately unbiased p-value (red), a bootstrap probability value 
















































































































































































Figure A.4.8: ANOSIM test for correlations between soil classification and land use 
intensity and Bray-Curtis distances for South Canterbury soils. (A) Ranked 
dissimilarities plotted against soil subgroup, (B) soil order and (C) land use. Boxplots 
are drawn with widths proportional to the square roots of the number of observations 
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Figure A.4.9: ANOSIM test for correlations between soil classification and land use 
intensity and Bray-Curtis distances for Southland soils. (A) Ranked dissimilarities 
plotted against soil subgroup, (B) soil order and (C) land use. Boxplots are drawn with 
widths proportional to the square roots of the number of observations in each land use 
intensity and with 95% confidence intervals. Soil subgroup abbreviations: TAB = typic 
acid brown; AAB = acidic-pedal allophanic brown; AFB = acidic firm brown; MFR = 
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Figure A.5.1 ANOSIM tests between Bray-Curtis distances and categorical variables 
across the south island. Ranked dissimilarities are plotted against land use intensity (A), 
treatment (B) and time point (C). Boxplots are drawn with widths proportional to the 
square root of the number of observations in each category.  
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Figure A.6.1: ANOSIM tests for correlations between time point and Bray-Curtis 
distances for the whole community from each site. Ranked dissimilarities plotted 
against the three time points: A = May 2014, B = November 2014, C = May 2015. 
Boxplots are drawn with widths proportional to the square roots of the number of 
observations in each time points and with 95% confidence intervals.  
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Figure A.6.2: ANOSIM tests for correlations between time point and Bray-Curtis 
distances for CRT from each site. Ranked dissimilarities plotted against the three time 
points: A = May 2014, B = November 2014, C = May 2015. Boxplots are drawn with 
widths proportional to the square roots of the number of observations in each time 
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Figure A.6.3: ANOSIM tests for correlations between spatial factors and Bray-Curtis 
distances for the whole community (A, B) and CRT (C, D). Ranked dissimilarities 
plotted against the land use and soil order. Boxplots are drawn with widths proportional 
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