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DEPENDENCE OF THE DENSITY OF STATES ON THE PROBABILITY
DISTRIBUTION FOR DISCRETE RANDOM SCHRO¨DINGER
OPERATORS
PETER D. HISLOP AND CHRISTOPH A. MARX
Abstract. We prove that the the density of states measure (DOSm) for random Schro¨dinger
operators on Zd is weak-∗ Ho¨lder-continuous in the probability measure. The framework we
develop is general enough to extend to a wide range of discrete, random operators, including
the Anderson model on the Bethe lattice, as well as random Schro¨dinger operators on the
strip. An immediate application of our main result provides quantitive continuity estimates
for the disorder dependence of the DOSm and the integrated density of states (IDS) in the
weak disorder regime. These results hold for a general compactly supported single-site proba-
bility measure, without any further assumptions. The few previously available results for the
disorder dependence of the IDS valid for dimensions d > 2 assumed absolute continuity of the
single-site measure and thus excluded the Bernoulli-Anderson model. As a further application
of our main result, we establish quantitative continuity results for the Lyapunov exponent of
random Schro¨dinger operators for d = 1 in the probability measure with respect to the weak-∗
topology.
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1. Introduction: Dependence of the density of states on the probability
measure
In this article, we quantify the dependence of the density of states on the single-site
probability measure for discrete random Schro¨dinger operators. We give estimates of the mod-
ulus of continuity, with respect to the probability distribution in the weak-∗ topology, of the
density of states measure, the integrated density of states, the density of states function, and,
in one dimension, the Lyapunov exponent. One of the consequences of our results is that the
density of states measure for the Bernoulli-Anderson model may be approximated by the den-
sity of states measure for smooth single-site probability measures. The latter question arises,
for instance, in the study of local eigenvalue statistics in the localization regime.
We consider the formal Hamiltonian on ℓ2(Zd) with a random potential constructed from
finite-rank projections and independent, identically distributed (iid) random variables,
Hω = ∆+
∑
j
ωjPj , (1.1)
where ∆ is the finite-difference Laplacian. Here, the elements of ω = (ωj) are distributed
according to a common, compactly supported Borel probability measure ν and the projections
Pj form a complete family of orthogonal projections with common rank N ∈ N. A precise
definition of the model (1.1) is given in [H1] of section 1.1. For the usual Anderson model,
the projections are rank-one, i.e. N = 1. Models for N > 1 arise for instance in the study of
multi-dimensional random polymers [22, 32, 20].
The density of states measure (DOSm) n
(∞)
ν associated with the random lattice
Schro¨dinger operator (1.1) is given by the spectral average
n(∞)ν (f) :=
1
N
Eν(∞){Tr(P0f(Hω)P0)} , (1.2)
where ν(∞) denotes the infinite product measure induced by ν (defined in (2.13) below). The
cumulative distribution function associated with the measure n
(∞)
ν is commonly called the
integrated density of states (IDS), denoted by Nν(E) := n
(∞)
ν ((−∞, E)) for E ∈ R. If the
DOSm n
(∞)
ν is absolutely continuous with respect to Lebesgue measure on R, the correspond-
ing density (Radon-Nikodym derivative) will be referred to as the density of states function
(DOSf), denoted by ρν(E).
We mention that our results are not limited to the Hamiltonians in (1.1). Indeed, the
framework we develop applies more generally to discrete random operators with a certain
“finite-range structure” (see section 6.1 for further details). The latter in particular includes
the Anderson model on the Bethe lattice and random Schro¨dinger operators on the strip.
Since the precise moduli of continuity will depend on the model under consideration, we will,
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for the sake of concreteness, present our results for operators of the form (1.1) and defer the
discussion of generalizations to section 6.
Finally, we note that an extension of the continuity results of the present article to
continuum Schro¨dinger operators on L2(Rd), as well as to discrete models with non-compactly
supported single-site measures, is the subject of a follow-up paper [30], see also Remark 1.2
below.
1.1. Summary of the results. In order to state our main results precisely, we first list the
precise hypotheses on the model:
[H1]: The discrete Hamiltonian on ℓ2(Zd) has the form
Hω = ∆+
∑
j∈J
ωjPj , (1.3)
where the components of ω := {ωj}j∈J ∈ Ω := [−C,C]Zd are iid random variables, dis-
tributed according to a common Borel probability measure ν with support in [−C,C].
The index set J is a lattice KZd, for N = Kd ∈ N. The rank N projection P0 projects
onto the N = |Λ0| sites in the cube Λ0 := [0,K − 1]d ⊂ Zd centered at the origin.
The orthogonal projections {Pk | k ∈ KZd} are generated by translation of the single
rank N projection P0: Defining the unitary Uk on ℓ
2(Zd) by f(x− k) = (Ukf)(x), for
k ∈ KZd, one has Pk = UkP0U−1k . In summary, it follows that the spectrum of Hω
satisfies
σ(Hω) ⊆ [−2d− C, 2d + C] =: [−r, r] for all ω ∈ Ω . (1.4)
Ergodicity of the operator (1.3) implies that the DOSm can be defined by (1.2) and satisfies
supp(n
(∞)
ν ) = σ(Hω), almost surely in ω. In particular, the DOSm is a compactly supported
probability measure with supp(n
(∞)
ν ) ⊆ [−r, r].
We equip the space of Borel probability measures P([−C,C]) on [−C,C] with the weak-∗
topology, i.e. a sequence {να}α∈N weak-∗converges to a measure ν in the space P([−C,C]),
denoted by να
w⋆→ ν, if, for all f ∈ C([−C,C]), one has να(f) → ν(f), as α → ∞. Here, we
write ν(f) :=
∫
f(x) dν(x), for ν ∈ P([−C,C]).
In view of quantitative results, it will be useful to work with a metric on P([−C,C]).
It is well known (see e.g. Dudley [25], Theorem 12 therein) that since [−C,C] is a separable
metric space, the topology of weak-∗ convergence on P([−C,C]) is metrizable by the metric
derived from the Lipschitz dual, i.e.
dw(µ, ν) := sup {|µ(f)− ν(f)| : f ∈ Lip([−C,C]) with ‖f‖Lip 6 1} , (1.5)
for µ, ν ∈ P([−C,C]). Here, Lip([−C,C]) is the Banach space of Lipschitz functions on [−C,C]
together with the norm
‖f‖Lip := ‖f‖∞ + sup
x 6=y∈[−C,C]
|f(x)− f(y)|
|x− y| =: ‖f‖∞ + Lf . (1.6)
While there are other common metrics that metrize weak-∗convergence on P([−C,C]), in
particular the closely related Wasserstein metric or the Prokhorov metric (see e.g. [26, 6]), the
metric defined in (1.5) will be most natural in view of our applications (see examples 1–3 in
section 2).
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We can now summarize our main result. The following theorem combines the Theorems
2.2, 3.1, and 3.2.
Theorem 1.1. Consider the model described in [H1].
(i) For single-site probability measures ν ∈ P([−C,C]) and E ∈ R, both the maps
ν 7→ n(∞)ν , ν 7→ Nν(E) , (1.7)
are continuous in the weak-∗ topology.
(ii) The modulus of continuity of the maps in part (i) is quantified by the following: there
exist constants γ > 0, C2 > 0, and 0 < ρ < 1, only depending on d and N , such that
for all single-site measures µ, ν ∈ P([−C,C]) with dw(µ, ν) < ρ one has
dw(n
(∞)
µ , n
(∞)
ν ) 6 γdw(µ, ν)
1
1+2d , (1.8)
and, for all E ∈ R,
|Nµ(E)−Nν(E)| 6 C2
log
(
1
dw(µ,ν)
) . (1.9)
Remark 1.2. We note that the hypothesis of compactness of the support of the single-site
probability measures is necessary for the approach in the current paper. Indeed, as outlined
in section 1.3, the proof of Theorem 1.1 relies on two key steps, the first of which, the “finite-
range reduction,” uses polynomial approximation and thereby compactness of the support of
the probability measure. The results of the present paper are extended to the situation of non-
compactly supported single-site probability measures in [30]. In this paper, we will overcome
this technical obstacle by working with resolvents instead of polynomial approximations. In
addition, this modified approach, presented in [30], applies to continuum random Schro¨dinger
operators. The latter will however come at a price: the singularity of resolvents near the real
axis will have to be compensated by higher regularity of the functions f in Theorem 3.1. In
this case the right hand side of (3.1) will depend on higher order derivatives of f . This will
limit the continuity result for the DOSm to functions f ∈ Ckc (R) for some k = k(d) > 1 instead
of merely Lipschitz f , as in the present article, and also yields a smaller Ho¨lder exponent.
Theorem 1.1 in particular applies to the situation where {να}α∈N is a sequence of single-
site probability measures converging in the space P([−C,C]) to a probability measure ν. In
this context, part (i) of Theorem 1.1 implies continuity in α as α→∞ and part (ii) provides
quantitative bounds on the rate of convergence for the DOSm and the IDS as α→∞.
To further illustrate the usefulness of Theorem 1.1, we present the following applications:
(1) In section 5.1, we show that Theorem 1.1 immediately implies the quantitative conti-
nuity for the DOSm and the IDS (for fixed energy!) in the disorder parameter λ as
λ→ 0+ (weak disorder limit) for the rescaled model,
Hω = ∆+ λ
∑
j
ωjPj . (1.10)
It is particularly noteworthy that our results given in Theorem 5.1 – 5.2 hold for a
general compactly supported probability measure, without any further assumptions. The
very few available results for the disorder dependence of the IDS (for fixed energy) valid
for higher dimensions d > 2 had to assume absolute continuity of the measure [29, 43].
Even for d = 1, where several results had been known previously (see the references
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and discussion in section 1.2), the authors assumed appropriate decay of the Fourier
transform of the single-site measure, which in particular ruled out Bernoulli measures.
(2) In section 5.2 we show that for d = 1, the Lyapunov exponent for each fixed energy
is weak-∗ continuous in the probability measure (Theorem 5.6). Under additional
hypotheses (see [H3] in section 5.2), we prove a bound on the convergence rate of the
Lyapunov exponent as να
w⋆→ ν (Theorem 5.10). Replacing the Lyapunov exponent by
the sum of all non-negative Lyapunov exponents, these results extend to Schro¨dinger
operators on the strip (see section 6.2.2). We mention that Theorem 5.6 recovers, for
the case of Schro¨dinger operators, recent results of Bocker and Viana [7] and Avila,
Eskin, and Viana [4], which establish the continuity of the Lyapunov exponents for
general products of random matrices. Theorem 5.10 yields an additional quantification
of the associated modulus of continuity.
(3) Under the assumption that the DOSm is absolutely continuous with respect to the
Lebesgue measure so that, for all α ∈ N, both the DOSf ρνα and ρν exist, we show in
Theorem 5.14 of section 5.3 that Theorem 1.1 implies the estimate
|ρνα(E)− ρν(E)| 6 C3dw(να, ν)
ǫ
2+ǫ
1
1+2d ,
for all E ∈ R and some ǫ > 0 related to the decay of the Fourier transform of the DOSf
(see [H5] in section 5.1). This applies, in particular, to the weak disorder limit, see
Theorem 5.15.
1.2. Previous work on the continuity properties with respect to energy and disor-
der. The regularity properties of the IDS with respect to the energy for Schro¨dinger operators
on ℓ2(Zd) (with rank-one perturbations) have been studied extensively by many authors. Since
this is not the subject of this paper, we only mention a few results here; for a history and a
more detailed survey of the literature, we refer to excellent review articles, for instance [34, 52].
Pastur [39] proved that the IDS is continuous in the energy for one-dimensional random
Schro¨dinger operators. Craig and Simon [17] proved that for ergodic stationary potentials Vω
on Zd satisfying E{log(1 + |Vω(0)|)} the IDS is log-Ho¨lder continuous. Delyon and Souillard
[23] provided a general proof of the continuity of the IDS with respect to E for d > 1 for
ergodic stationary potentials, but they do not give a quantitative estimate on the modulus of
continuity.
Bourgain and Klein [9] established log-Ho¨lder continuity of the outer density of states
measure for Schro¨dinger operators on Zd, d > 1, which exists even for non-ergodic models.
Most notably, in the same paper the authors establish also the (fractional) log-Ho¨lder continu-
ity of the outer density of states measure for continuum Schro¨dinger operators in dimensions
d = 1, 2, 3, which, prior to their work had not been known. There are better estimates on mul-
tidimensional random Schro¨dinger operators on ℓ2(Zd) if the single-site probability measure is
Ho¨lder continuous, in which case it can be shown that the IDS is also Ho¨lder continuous. We
refer to the papers of Combes, Hislop and Klopp [18] and Rojas-Molina and Veselic´ [42] for
refined results for random Schro¨dinger operators.
For random Schro¨dinger operators in dimension d = 1, several higher regularity results
for the energy dependence of the IDS are available. Simon and Taylor [48] proved the IDS is
C∞ if the single-site measure is absolutely continuous with an appropriate decay of its Fourier
transform. Further higher regularity results for the IDS specific to d = 1, which allow for
more general single-site distributions, were later obtained by Campanino and Klein [14], Klein
and Speis [35], and Bourgain [8]. Finally, we mention recent results by Hart and Vira´g [28]
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showing that the IDS of (1.10) in the weak disorder regime and d = 1 is Ho¨lder continuous
with exponent 1− cλ away from the band edges of the free Laplacian; the latter holds for any
probability measure with finite support and thus in particular includes the Bernoulli-Anderson
model. Higher-dimensional results (d > 1) for the regularity of the IDS with respect to E for
random Schro¨dinger operators were obtained by Bovier, Campanino, Klein, and Perez [11] in
the high disorder regime.
Much fewer is known about the continuity of the IDS of (1.10) with respect to the
disorder (for fixed energy), in particular in the weak disorder regime λ→ 0+. In this context,
most available results are for d = 1, all of which require appropriate decay conditions of the
Fourier transform of the single-site measure. Here, we mention the results due to Bovier and
Klein [12], Campanino and Klein [15], an Speis [49, 50], which are all specific to d = 1 and
rely on the supersymmetric replica method.
For higher dimensions, d > 2, the only available continuity results for the λ-dependence
of the IDS (for fixed energy E) for random Schro¨dinger operators on Zd in the weak disorder
regime were established in [43] and [29]. There, the authors prove Ho¨lder continuity in λ (for
further details, see remark 5.3 in section 5.1 of the present paper). Both of these results were
obtained under the assumption that the single-site measure is absolutely continuous with a
bounded density.
The DOSf for the Bethe lattice B was studied by Acosta and Klein [3] who proved that
if the single-site probability distribution is close to a Cauchy distribution, then the DOSf
admits an analytic continuation in energy to strip around the real axis. On a Bethe strip
B × {1, . . . ,m}, Klein and Sadel [36] studied the weak disorder regime of the DOSf. They
showed that the DOSf ρλ(E) is jointly continuous in (λ,E) as λ→ 0 and for E in the interval
of absolutely continuous spectrum [36, Theorem 1.4]. They do not give quantitative estimates
on the moduli of continuity. Similar to the above mentioned results for lattice Schro¨dinger
operators and d = 1, the authors had to impose a decay condition on the Fourier transform of
the single-site measure.
1.3. Outline of the paper. Section 2 sets the stage by addressing the qualitative statements
of continuity given in part (i) of Theorem 1.1. The key ingredient is provided by Lemma 2.1,
which achieves a “finite-range reduction” by replacing the problem of comparing expectations
with respect to product measures differing in infinitelymany factors, by ones where only finitely
many factors are different. Our proof explicitly quantifies the error (see Remark 2.1), which in
turn outlines a strategy for establishing the quantitative statements of continuity given in part
(ii) of Theorem 1.1. As shown in Lemma 2.3, the latter is made possible by the “finite-range
structure” of the Hamiltonian in [H1], which causes the map ω 7→ Tr{P0f(Hω)P0} to depend
on the random potentials at only finitely many sites, for each given polynomial f . Section 3
consequently uses the strategy outlined in section 2 to establish the modulus of continuity given
in part (ii) of Theorem 1.1; for pedagogical reasons we split the discussion into two statements,
Theorem 3.1 for the DOSm and Theorem 3.2 for the IDS. The arguments presented in section 3
in particular reduce the proof of these quantitative continuity results to verifying the Lipschitz
continuity of certain “single-site” spectral averages (Lemma 3.1). A short proof of the latter
is given in section 4. Section 5 presents the three applications of our main result summarized
above in items (1) – (3): the disorder dependence of the DOSm and the IDS in the weak
disorder regime (section 5.1), the dependence of the Lyapunov exponent on the probability
measure (section 5.2), and the dependence of the DOSf on the probability measure (section
5.3). Finally, section 6 shows that the framework developed in this paper is not limited to
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the model in [H1], but in fact applies to a wide range of discrete random operators: Section
6.1 lists the necessary features for a model to be amenable to the framework of this article.
The subsequent sections then consider a few examples of models which have been of particular
interest in the literature, specifically the finite-range Anderson model and random Schro¨dinger
operators on the strip (section 6.2), as well as the Anderson model on the Bethe lattice (section
6.3).
The paper includes three appendices. In the first, Appendix A, section 7, we prove the
counting lemma, Lemma 2.3, used in section 2. Section 8, Appendix B, presents an alternate
proof of the finite-rank lemma, Lemma 3.1, using the Helffer-Sjo¨strand formula. Finally,
section 9 contains Appendix C in which we show that the assumption of Ho¨lder continuity
of the DOSm used in Proposition 5.2 cannot be relaxed to log-Ho¨lder continuity using the
methods employed to prove Proposition 5.2.
Acknowledgement. We wish to thank Abel Klein and Svetlana Jitomirskaya for useful dis-
cussions about the literature, as well as for suggestions which influenced the presentation of
the main results of this paper. We also wish to thank Ilya Kachkovskiy and Christian Sadel
for useful comments. Chris Marx would like to thank the mathematics departments of both
the University of Kentucky and UC Irvine, where this work was done, for their hospitality.
Finally, Chris Marx also acknowledges financial support through Oberlin College’s research
leave program for junior faculty.
2. Qualitative continuity of the density of states in the probability measure
Assuming the set-up described in [H1], the main result of this section concerns the
qualitative continuity of the DOSm and IDS in the single-site probability distribution as stated
in part (i) of Theorem 1.1. While we will show that the qualitative continuity result can be
reduced to the basic fact that weak-∗ convergence of probability measures implies the same
for the associated infinite product measures (see Corollary 2.1 below), the line of arguments
presented here will be refined in section 3 to obtain the corresponding quantitative estimates
on the modulus of continuity given in part (ii) of Theorem 1.1.
From now on we consider the following situation:
[H2]: We let {να}α∈N be a sequence of of Borel probability measures in the space
P([−C,C]) converging in weak-∗ topology to a measure ν ∈ P([−C,C]). For ease
of notation, we set n(∞) := n(∞)ν and n
(∞)
α := n
(∞)
να , for α ∈ N. Moreover, we write
ηα := dw(να, ν)→ 0+ , (2.1)
and assume without loss of generality that 0 < ηα < 1, for all α ∈ N.
We emphasize that we do not make any further assumptions on the specific form of the
measures {να}α∈N and ν. The following, however, lists some examples for the set-up described
in [H2] which we will come back to in section 5 when discussing some applications of the
general results obtained in this and the following section.
Example 1 - Approximate delta functions: Given L ∈ N, weights {wn ∈ [0, 1], 1 6
n 6 L}, ∑Ln=1 wn = 1, and points {λn ∈ [−C,C], 1 6 n 6 L}, let ν be the linear
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combination of delta functions
dν(x) =
L∑
n=1
wnδ(x− λn) . (2.2)
To define the sequence {να}α∈N of measures approximating ν, we replace the delta
functions in (2.2) by “approximate delta functions,” i.e. for a given function 0 6
φ ∈ L1([−C,C]), ‖φ‖1 = 1, and a strictly decreasing sequence {ηα}α∈R such that
0 < ηα ց 0+ and η1 < 1, we let
dνα(x) =
L∑
n=1
wn
ηα
φ
(
x− λn
ηα
)
dx .
Then, να
w⋆→ ν and for every f ∈ Lip([−C,C]),
|να(f)− ν(f)| 6 CLfηα 6 C‖f‖Lipηα , (2.3)
i.e. dw(να, ν) 6 ηα.
One special case of this example are smooth approximations of the Bernoulli prob-
ability measure for which L = 2 and w1 = p, w2 = 1 − p, for some 0 < p < 1, and
φ ∈ C∞(R) with support in [−C,C].
Example 2 - Absolutely continuous measures: Suppose both the limiting measure
ν and the elements of the sequence {να}α∈N are absolutely continuous (AC) measures
in P([−C,C]), i.e.
dν(x) = φ(x) dx , dνα(x) = φα(x) dx , (2.4)
for some density functions 0 6 φ, φα ∈ L1([−C,C]), ‖φ‖1 = 1, ‖φα‖1 = 1, such that
1 > ηα := ‖φα − φ‖1 → 0 , as α→∞ . (2.5)
We observe that given the absolute continuity of both να and ν, the condition in (2.5)
is in fact equivalent to να → ν in w⋆-topology. Moreover, for every f ∈ Lip([−C,C])
one has
|να(f)− ν(f)| 6 ‖f‖∞ηα 6 ‖f‖Lipηα , (2.6)
i.e. dw(να, ν) 6 ηα.
Example 3 - Point measures: Let ν be as in (2.2). For each α ∈ N, let λ(α) =
(λ
(α)
n )16n6L ∈ [−C,C]L and w(α) = (w(α)n )16n6L ∈ [0, 1]L,
∑L
n=1w
(α)
n = 1, be given
and consider the measure
dνα(x) =
L∑
n=1
w(α)n δ(x− λ(α)n ) . (2.7)
It is straightforward to see that να → ν in w⋆-topology is equivalent to
λ(α)n → λn and w(α)n → wn , for each 1 6 n 6 L. (2.8)
Moreover, letting
ηα :=
L∑
n=1
{|w(α)n − wn|+ |λ(α)n − λn|} , (2.9)
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one has for each f ∈ Lip([−C,C]) that
|να(f)− ν(f)| 6 max
16n6L
{1; |λn|} · ‖f‖Lipηα , i.e. (2.10)
dw(να, ν) 6 max
16n6L
{1; |λn|} · ηα . (2.11)
We will return to this example in section 5.2 where we apply our main result, Theo-
rem 1.1, to obtain continuity estimates for the Lyapunov exponent. The set-up intro-
duced in the present example was considered in the recent works by Bocker and Viana
[7] and Avila, Eskin, and Viana [4], both of which establish the (qualitative) continuity
of the Lyapunov exponents for general products of random matrices.
2.1. Approximating sequences of measures and convergence. As a technical prepara-
tion, we start by introducing certain approximations for the product measures ν
(∞)
α differing
from the limiting measure ν(∞) on only a finite number of lattice points. Here, we recall the
definitions of the infinite product measures
ν(∞)α :=
⊗
k∈Zd
να, α ∈ N, (2.12)
and
ν(∞) :=
⊗
k∈Zd
ν , (2.13)
associated with the single-site probability measures να and ν, respectively.
The above mentioned approximating measures for ν
(∞)
α are then defined as follows: For
M ∈ N, we let
ν(M)α :=
 ⊗
k∈Zd;‖k‖∞6M
να
⊗ ⊗
k∈Zd;‖k‖∞>M
ν
 , α ∈ N. (2.14)
We then claim:
Lemma 2.1. For any F ∈ C(Ω) and ǫ > 0, there exists an integer M ∈ N (depending on both
F and ǫ) such that
|ν(M)α (F )− ν(∞)α (F )| < ǫ,∀α ∈ N. (2.15)
Proof. Let F denote the sub-algebra in C(Ω) consisting of functions F ∈ C(Ω) so that F ∈ F
depends only on finitely-many ωk, k ∈ Zd. By the Stone-Weierstrass Theorem, the sub-algebra
F is dense in C(Ω). In fact, one easily checks that F0 defined as
the sub-algebra generated by
F = ∏‖j‖∞6M fj(ωj) : fj ∈ C([−C,C]), ‖j‖∞ 6M, M ∈ N
 ,
(2.16)
is dense in C(Ω). Hence, for every F ∈ C(Ω) and ǫ > 0, there exists M ∈ N and FM ∈ F ,
with FM depending only on the random variables {ωk | ‖k‖∞ 6M}, such that
‖F − FM‖∞ < ǫ. (2.17)
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By construction, for all α ∈ N, we have the equality ν(M)α (FM ) = ν(∞)α (FM ), from which it
follows that
|ν(M)α (F )− ν(∞)α (F )| 6 |ν(M)α (F )− ν(M)α (FM )|
+|ν(M)α (FM )− ν(∞)α (FM )|+ |ν(∞)α (FM )− ν(∞)α (F )|
< 2ǫ, (2.18)
for all α ∈ N. This proves the lemma. 
Remark 2.1. The proof of Lemma 2.1 shows that given F ∈ C(Ω) and ǫ > 0, the index
M ∈ N can be determined explicitly by finding a function F˜ ∈ F so that ‖F − F˜‖∞ < ǫ/2.
This will play a key role in section 3 for obtaining our quantitive continuity theorem for the
DOSm.
Using approximation of F ∈ C(Ω) by elements of F0 defined in (2.16), Lemma 2.1 in
particular implies:
Corollary 2.1. If να → ν in the w⋆-topology, then ν(∞)α → ν(∞) in the w⋆-topology.
2.2. Qualitative continuity. We can now use Corollary 2.1 to establish the qualitative con-
tinuity property of the DOSm and the IDS with respect to w⋆-convergence in the single-site
probability measure.
We begin with the following simple result:
Lemma 2.2. For every f ∈ C([−r, r]), the map
ω := {ωj}j∈Zd 7→ Tr{P0f(Hω)P0} (2.19)
is a continuous function on Ω.
Proof. We first note that if f(x) = xn|[−r,r], it follows from the linear dependence of Hω on
ω that Tr{P0f(Hω)P0} ∈ F (as defined at the beginning of the proof of Lemma 2.1), whence
the same holds true for every polynomial f . The lemma thus follows by a density argument
and the continuous functional calculus:
|Tr{P0f(Hω)P0} − Tr{P0g(Hω)P0}| = |Tr{P0[f(Hω)− g(Hω)]P0}|
6 N‖f − g‖∞ . (2.20)

Application of Corollary 2.1 to the continuous functions in (2.19) thus immediately yields
the following theorem, which is equivalent to part (i) of Theorem 1.1.
Theorem 2.2. (Qualitative continuity of the DOSm.) Assume the set-up described in [H1]-
[H2]. If the sequence of probability measures να converges in the w
⋆-topology to the probability
measure ν as described in [H2], then the DOSm n
(∞)
α w⋆-converges to n(∞). Moreover, the
IDS converges pointwise:
lim
α→∞Nα(E) = N(E), ∀E ∈ R. (2.21)
We note that the “moreover-statement” of Theorem 2.2 relies on the continuity of the IDS
in the energy [23] and the standard fact that w⋆-convergence of probability measures implies
point-wise convergence of the respective cumulative distributions at all points of continuity for
the limiting measure. We mention that a quantitative version of the latter fact will be used in
the proof of Theorem 3.2, see (3.27) below.
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One of the main purposes of this article is to obtain a quantitative version of the results
of Theorem 2.2, which will be the subject of section 3.
2.3. Dependence on the random variables. We conclude this section with a refinement
of how the function ω 7→ Tr{P0f(Hω)P0} depends on the random variables for certain choices
of f .
As mentioned in the proof of Lemma 2.2, if f is a polynomial, the function ω 7→
Tr{P0f(Hω)P0} depends only on finitely-many random variables. To obtain a quantitative
version of the continuity results in Theorem 2.2, we will need an upper bound on the num-
ber of random variables upon which the map ω 7→ Tr{P0f(Hω)P0} depends for each given
polynomial f :
Lemma 2.3 (“Counting lemma”). Under the hypothesis [H1], there is a strictly increasing,
positive, and finite function Γ : N → R+, so that if f(x) is a polynomial of degree n, then the
map ω 7→ Tr{P0f(Hω)P0} depends on at most Γ(n) random variables {ωk | ‖k‖∞ 6Mn <∞},
for some Mn ∈ N with Γ(n) = (2Mn + 1)d. Explicitly, Γ(n) can be taken as
Γ(n) = 2dnd.
We prove this lemma in the appendix, section 7. There, we also give a more accurate
estimate of Γ(n) which explicitly shows the dependence on the rank N of the potentials, see
(7.2) in section 7.
3. Quantitative continuity of the density of states in the probability measure
We are now able to prove our on the modulus of continuity of the DOSm and the IDS
in the underlying single-site probability measure, stated in part (ii) of Theorem 1.1. For
pedagogical reasons we split the proof into two statements, Theorem 3.1 for the DOSm and
Theorem 3.2 for the IDS.
Theorem 3.1. (Quantitative continuity of the DOSm.) Assuming the set-up described in
[H1]-[H2], for every f ∈ Lip([−r, r]) we have
|n(∞)α (f)− n(∞)(f)| 6 γ‖f‖Lip η
1
1+2d
α , (3.1)
for all α > α0. Here, the constants α0, γ are independent of f , only depending on d and N ,
and are determined explicitly by, respectively, (3.22) and (3.24).
As we will show, the quantitative continuity estimate for the IDS can then obtained as a
consequence of Theorem 3.1. In [17], Craig and Simon proved that the IDS for discrete ergodic
Schro¨dinger operators on Zd is log-Ho¨lder continuous in the energy, i.e. for any ergodic, L∞-
potential V , there exists a constant CI = CI(d, ‖V ‖∞) such that for all energies E ∈ R and
0 < ǫ 6 12 , one has
|N(E)−N(E + ǫ)| = n(∞)([E,E + ǫ]) 6 CI
log
(
1
ǫ
) . (3.2)
A more recent proof of this result, which applies more generally to a deterministic setting
of Schro¨dinger operators and also includes operators on Rd for d = 1, 2, 3 was obtained by
Bourgain and Klein in [9].
We will show that using Theorem 3.1 for a continuous approximation of χ(−∞,E), com-
bined with (3.2), yields the following theorem for the IDS:
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Theorem 3.2. (Quantitative continuity of the IDS) Under hypotheses [H1]-[H2], we have the
bound
|Nα(E)−N(E)| 6 C2
log
(
1
ηα
) (3.3)
for all α > α0, and E ∈ R. The constant C2 = C2(d,N), where N = rank P0, is defined in
(3.29) and α0 is determined in (3.22).
Remark 3.3. We mention that because of (1.4), the left-hand side of (3.3) identically equals
zero if E ∈ R \ (−r, r). Hence, Theorem 3.2 is non-trivial only for E ∈ (−r, r).
We begin with studying the effect of the finite-rank potentials. The following lemma
is stated for a general bounded self-adjoint operator H(0) acting on ℓ2(Zd). For fixed ℓ ∈ J ,
where J is defined as in [H1], we consider the family of finite-rank perturbations given by
H
(ℓ)
λ := H
(0) + λPℓ , λ ∈ [−C,C] . (3.4)
Here, Pℓ is the rank-N projection defined in [H1]. Let [a, b] ⊂ R be an interval so that⋃
λ∈[−C,C]
σ(H
(ℓ)
λ ) ⊆ [a, b]. (3.5)
Then, we claim:
Lemma 3.1. (Finite-rank Lemma.) Given the set-up described in [H2], (3.4), and (3.5), one
has for all f ∈ Lip([a, b]) that∣∣∣∣∫
R
Tr
(
P0f(H
(ℓ)
λ )P0
)
dνα(λ)−
∫
R
Tr
(
P0f(H
(ℓ)
λ )P0
)
dν(λ)
∣∣∣∣ 6 2N2‖f‖Lipηα
=: cfηα , (3.6)
where ‖f‖Lip is defined in (1.6).
Deferring the proof of Lemma 3.1 to section 4, we proceed with the proof of Theorem
3.1.
Proof of Theorem 3.1. 1. For r defined in (1.4), consider f ∈ Lip([−r, r]). Let fn(x) denote
the nth-Bernstein polynomial rescaled so that fn approximates f uniformly on [−r, r], i.e. if
φ : [−r, r]→ [0, 1] denotes the isomorphism given by φ(x) = (x+ r)/(2r), we have
fn := Bn[f ◦ φ−1] ◦ φ .
Here, for g ∈ C([0, 1]), Bn[g] is the standard nth-Bernstein polynomial approximating g, given
by
Bn[g](x) =
n∑
k=0
(
n
k
)
g
(
k
n
)
xk(1− x)n−k.
It is well-known (see e.g. [5]) that for g ∈ C([0, 1]) with modulus of continuity Wg on [0, 1],
the approximation by Bn[g] satisfies
‖Bn[g] − g‖∞ 6 cbWg(n−1/2), (3.7)
where cb is an absolute constant. We note that it is shown in [46] that the n
−1/2 dependence
in (3.7) is, in general, optimal and that the optimal value for the constant cb is given by
cb =
4306 + 837
√
6
5832
≈ 1.08989 . (3.8)
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Returning to f and fn, and taking into account the rescaling to [−r, r], we obtain from
(3.7) that
‖fn − f‖∞ 6 2rcbLfn−1/2 =: bfn−1/2. (3.9)
2. It follows that for all f ∈ Lip([−r, r]), we have
|Tr (P0f(Hω)P0)− Tr (P0fn(Hω)P0)| 6 N‖f − fn‖∞
6 N
bf
n1/2
. (3.10)
Applying Lemmas 2.1 and 2.3 to F (ω) = Tr (P0f(Hω)P0), we conclude that for
Mn = (Γ(n)
1
d − 1)/2 , (3.11)
one has
|ν(Mn)α (F )− ν(∞)α (F )| <
2bf
n
1
2
,∀α ∈ N. (3.12)
For 1 6 j 6 Γ(n), fix a labelling j 7→ ℓj of points in the cube
Λn := {k ∈ Zd | ‖k‖∞ 6Mn}.
Define a sequence of measures µα,j by
µα,j :=
 ⊗
ℓk:16k6j
ν
⊗ ⊗
ℓk:j<k6Γ(n)
να
⊗ ⊗
k∈Zd\Λn
ν
 , for 1 6 j 6 Γ(n)− 1. (3.13)
With respect to these measures, we then estimate
|ν(Mn)α (F )− ν(∞)(F )| 6 |ν(Mn)α (F )− µα,j(F )|
+
Γ(n)−2∑
j=1
|µα,j(F )− µα,j+1(F )| + |µα,Γ(n)−1(F )− ν(∞)(F )|,
(3.14)
for all α ∈ N.
3. We observe that each of the terms on the right in (3.14) are of the type considered in
Lemma 3.1. For example, for 1 6 j 6 Γ(n)− 2, a sample term for the sum in (3.14) is
|µα,j(F )− µα,j+1(F )| = 1
N
∣∣∣∣∣∣
∫ ∏
k∈Zd\Λn
dν(ωk)
∫ j∏
k=1
dν(ωk)
∫ Γ(n)∏
k=j+2
dνα(ωk)
×
{∫
Tr(P0f(Hω)P0)dνα(ωj+1)−
∫
Tr(P0f(Hω)P0)dν(ωj+1)
}∣∣∣∣ .
(3.15)
To apply Lemma 3.1 to the term in curly brackets in (3.15), we only consider the dependence
of Hω on the random variable ωj+1, while fixing all other random variables. Thus, writing
ℓ = j+1 and λ = ωj+1, the Schro¨dinger operator in (1.3) may be recast in the form considered
in Lemma 3.1
H
(ℓ)
λ := Hℓ⊥ + λPℓ, λ ∈ [−C,C] , (3.16)
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with H(0) = Hℓ⊥. In this manner, the operator H
(ℓ)
λ is a rank-N perturbation of Hℓ⊥ . Appli-
cation of Lemma 3.1 to this and similar terms thus yields
|ν(Mn)α (F )− ν(∞)(F )| 6
Γ(n)
N
cfηα. (3.17)
Consequently, combining (2.18) and (3.15), we obtain for all α ∈ N,
|n(∞)α (f)− n(∞)(f)| 6
2bf
n
1
2
+
Γ(n)
N
cfηα. (3.18)
4. We emphasize that so far n ∈ N was fixed and arbitrary. In particular, n and α in (3.18)
are independent of each other. To extract a rate of convergence from (3.18), we will choose n
adapted to the decay of ηα. To this end, we define a function h := (Γ
−1)
1
2 , where Γ−1 is the
inverse function of Γ considered in Lemma 2.3, and fix a parameter 0 < ξ < 1 to be determined
below.
Given α ∈ N, we take nα ∈ N so that
h2
(
1
ηξα
)
− 1 6 nα 6 h2
(
1
ηξα
)
.
Using these choices in (3.18), we find:
|n(∞)α (f)− n(∞)(f)| 6
2bf
n
1
2
+
Γ(n)
N
cfηα
6
2bf(
Γ−1
(
1
ηξα
)
− 1
) 1
2
+
1
N
cfη
1−ξ
α . (3.19)
Given the explicit form of Γ(n) in Lemma 2.3, we can simplify (3.19) further. According
to Lemma 2.3, we have
h(x) =
( x
2d
) 1
2d
. (3.20)
We let
ξ0 := (1 + (2d)
−1)−1 (3.21)
and take α0 ∈ N such that
ηξ0α0 6 max
{
1,
1
Γ(2)
}
=
1
22d
, for all α > α0. (3.22)
Let α > α0. Then, by the choice of α0 in (3.22), for all ξ with ξ0 6 ξ < 1, one has (Γ(2))
−1 >
ηξα. In particular, we have Γ−1(η
−ξ
α ) > 2, or
Γ−1
(
1
ηξα
)
− 1 = h2
(
1
ηξα
)
− 1 > 1
2
h2
(
1
ηξα
)
=
1
2
Γ−1
(
1
ηξα
)
. (3.23)
Thus, using (3.19) and the explicit form of h in (3.20), we obtain for all α > α0:
|n(∞)α (f)− n(∞)(f)| 6 max
{
4bf ,
cf
N
}[
η
ξ
2d
α + η
1−ξ
α
]
6 4max {4cbr,N} ‖f‖Lip
[
η
ξ
2d
α + η
1−ξ
α
]
=: γ‖f‖Lip
[
η
ξ
2d
α + η
1−ξ
α
]
. (3.24)
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Finally, optimizing (3.24) with respect ξ, we obtain ξ = ξ0 = (1+(2d)
−1)−1, which is consistent
with the lower bound on ξ used to determine α0. This concludes the proof. 
Proof of Theorem 3.2. Given remark 3.3, it suffices to consider E ∈ (−r, r). Then, given
0 < a± arbitrary, we define two functions f± : [−r, r]→ [0,∞) by
f−(x) =

1 if x ∈ [−r,E − a−]
1− 1a− (x− (E − a−)) if x ∈ (E − a−, E]
0 if x > E
(3.25)
and
f+(x) =

1 if x ∈ [−r,E]
1− 1a+ (x− E) if x ∈ (E,E + a+]
0 if x > E + a+.
(3.26)
By construction, one has
0 6 f− 6 χ[−r,E) 6 f+ , ‖f±‖Lip 6 1 +
1
a±
.
In particular, (3.1) implies that for all α > α0, we have that
|Nα(E)−N(E)| 6 max± |n
(∞)
α (f±)− n(∞)(f±)|+ n(∞)([E − a−, E + a+])
6 γ
(
1
min{a−; a+} + 1
)
η
1
1+2d
α + n
(∞)([E − a−, E + a+]). (3.27)
From the log-Ho¨lder continuity (3.2) of the IDS, we see that the logarithmic decay dominates
the polynomial term in (3.27). Hence, letting a− = a+ = 12η
ξ
α > 1 with ξ > 0 to be determined,
we obtain for all α > α0:
|Nα(E)−N(E)| 6 γ(2η−ξα + 1)η
1
1+2d
α +
CI
log
(
1
ηξα
)
6 3γ
1(
1
ηξα
) 1
ξ(1+2d)
−1 +
CI
log
(
1
ηξα
) . (3.28)
We optimize (3.28) with respect to ξ using the fact that yβ > log y, for all y ∈ (0,∞), if and
only if β > 1e . We find that (3.28) is optimized for
ξ =
(
1
1 + e
)(
1
1 + 2d
)
,
in which case we conclude that for all α > α0,
|Nα(E)−N(E)| 6 max{3γ,CI}2(1 + e)(1 + 2d) 1
log
(
1
ηα
) . (3.29)
This verifies Theorem 3.2 with C2 = max{3γ,CI}2(1 + e)(1 + 2d). 
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4. Proof of the finite-rank lemma
As discussed in section 1, the quantitative continuity statement for the DOSm in Theo-
rem 3.1 reduces to the Lipschitz continuity of certain “single-site” spectral averages, formulated
in Lemma 3.1. We recall the definition of the family of rank-N projections H
(ℓ)
λ in (3.16) and
the set-up described in (3.5).
By the definition of the metric dw in (1.5) and using that
sup
λ∈[−C,C]
|Tr
(
P0f(H
(ℓ)
λ )P0
)
| 6 N‖f‖∞ , for all f ∈ C([a, b]), (4.1)
Lemma 3.1 follows immediately from the claim stated below in Proposition 4.1. While we
believe that a statement of the form of Proposition 4.1 should be in the literature, we were
not able to find the exact formulation we needed. For the benefit of the reader and to keep
the paper self-contained, we include a short proof in this section. We note that the proof
we present here is a development of a proof by B. Simon for a related statement (see [47,
Proposition 2]). An alternative argument, using the Helffer-Sjo¨strand functional calculus, is
given in section 8.
We also observe that a weaker version of Proposition 4.1, which however requires higher
regularity of f , can be obtained directly from standard properties of operator-valued Lipschitz
functions [41]. Indeed, for functions f : R→ R satisfying (̂f ′) ∈ L1(R), the operator f(H(ℓ)λ )−
f(H
(ℓ)
λ0
) ∈ S1 is trace class (see also (4.6) below), whence a combination of the Theorems 1.1.1
and 3.6.5 in [41] implies
|Tr
[
P0
(
f(H
(ℓ)
λ )− f(H(ℓ)λ0 )
)
P0
]
| 6 ‖f(H(ℓ)λ )− f(H(ℓ)λ0 )‖S1
6 ‖f‖OL(R) ‖H(ℓ)λ −H(ℓ)λ0 ‖S1 = N‖f‖OL(R) , (4.2)
where the operator-valued Lipschitz norm of f admits the bound
‖f‖OL(R) 6
∫
R
|(̂f ′)(k)| . (4.3)
The estimates (4.2) - (4.3) follow in essence from the same arguments we use below, see (4.6).
The difference however is that we expand the trace on the left-hand side of (4.2) directly
instead of using an upper bound by the trace-norm. This turns out to yield an estimate valid
for Lipschitz f (albeit at the cost of the larger constant N2 on the right-hand side of (4.4),
compared to N in (4.2)).
Proposition 4.1. Under the assumptions of Lemma 3.1, for all f ∈ Lip([a, b]), with Lipschitz
constant Lf , one has
|Tr
[
P0
(
f(H
(ℓ)
λ )− f(H(ℓ)λ0 )
)
P0
]
| 6 2N2Lf |λ− λ0|, (4.4)
for all λ, λ0 ∈ [−C,C].
Proof. 1. We will first establish (4.4) for f ∈ C∞c (R) and then use an approximation argument
to extend to Lipschitz functions (see item 5. below).
2. Let λ, λ0 ∈ [−C,C] be arbitrary and fixed. For f ∈ C∞c (R), we can express the difference
of the operator on the left of (4.4) using the Fourier transform:
f(H
(ℓ)
λ )− f(H(ℓ)λ0 ) =
1√
2π
∫
R
fˆ(k)
[
eikH
(ℓ)
λ − eikH
(ℓ)
λ0
]
dk . (4.5)
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Applying Duhamel’s formula to the integrand of (4.5), we obtain
f(H
(ℓ)
λ )− f(H(ℓ)λ0 ) =
(λ− λ0)√
2π
∫
R
dk (̂f ′)(k)
∫ 1
0
[
eikθH
(ℓ)
λ Pℓe
ik(1−θ)H(ℓ)λ0
]
dθ. (4.6)
For use below, for β ∈ {0, ℓ}, let {ψ(β)j , 1 6 j 6 N} be an orthonormal basis for Ran Pβ, a
rank N projector. The projector Pβ may then be written as
Pβ =
N∑
j=1
|ψ(β)j 〉〈ψ(β)j | . (4.7)
3. The spectral theorem allows us to define a complex-valued Borel measure µλ,λ0 on [a, b]
2 as
follows. For λ˜ ∈ {λ, λ0}, and j, j′ ∈ {1, . . . , N}, we define a measure µ(0j,ℓj
′)
λ˜
on [a, b] by
〈ψ(0)j , g(Hλ˜)ψ
(ℓ)
j′ 〉 =
∫
R
g(x) dµ
(0j,ℓj′)
λ˜
(x), (4.8)
for all g ∈ Cc(R). We then define µλ,λ0 on [a, b]2 as the product measure
dµλ,λ0(x, y) :=
N∑
j,j′=1
dµ
(0j,ℓj′)
λ (x)⊗ dµ(ℓj
′,0j)
λ0
(y). (4.9)
We note that (4.9) implies that the total variation of the measure µ
(0j,ℓj′)
λ satisfies
|µ(0j,ℓj′)
λ˜
| = sup
g∈Cc(R),‖g‖∞61
∣∣∣∣∫
R
g(x) dµ
(0j,ℓj′)
λ˜
(x)
∣∣∣∣ 6 1 , (4.10)
so that the total variation of µλ,λ0 can be bounded above by
|µλ,λ0 | 6 2N2 . (4.11)
Here, we used the fact that for two measures µ1 and µ2, with |µj| 6 1, for j = 1, 2, one has
|µ1 ⊗ µ2| 6 |µ1|+ |µ2| 6 2.
4. Using the representation in (4.6), we obtain
Tr
[
P0
(
f(H
(ℓ)
λ )− f(H(ℓ)λ0 )
)
P0
]
(4.12)
= (λ− λ0)
∫
dµλ,λ0(x, y)
∫ 1
0
dθ
∫
R
dk√
2π
(̂f ′)(k) eik(θx+(1−θ)y)
= (λ− λ0)
∫
dµλ,λ0(x, y)
∫ 1
0
dθ f ′(θx+ (1− θ)y) . (4.13)
Combining this result with estimate in (4.11) thus yields
|Tr
[
P0
(
f(H
(ℓ)
λ )− f(H(ℓ)λ0 )
)
P0
]
| 6 2N2|λ− λ0|Lf ([a, b]) , (4.14)
where
Lf ([a, b]) = sup
x 6=y∈[a,b]
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣ , (4.15)
denotes the Lipschitz constant of f on [a, b]. We note that this uses the fact that the measure
dµλ,λ0 in (4.12) is supported on [a, b]
2. This proves (3.16) for f ∈ C∞c (R).
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5. To extend the result to f ∈ Lip([a, b]) we use the following simple approximation argument1.
Without loss of generality, we may assume that f ∈ Lip([a, b]) is non-constant, in particular
Lf > 0. Then, we may extend f linearly to a compactly supported Lipschitz function f˜ on
R such that Lf˜ = Lf . Fixing a C∞-mollifier 0 6 φ, suppφ ⊆ [−1, 1], ‖φ‖1 = 1, we define, for
ǫ > 0, f˜ǫ := f˜ ∗ φǫ where φǫ(x) = 1ǫφ(xǫ ). By construction, one then has for all ǫ > 0 that
Lf˜ǫ([a, b]) 6 Lf˜ ([a− ǫ, b+ ǫ]) = Lf . (4.16)
Thus, using (4.14), we conclude for all λ, λ0 ∈ [−C,C] and ǫ > 0 that
|Tr
[
P0
(
f˜ǫ(H
(ℓ)
λ )− f˜ǫ(H(ℓ)λ0 )
)
P0
]
| 6 2N2|λ− λ0|Lf˜ǫ([a, b]) 6 2N2|λ− λ0|Lf , (4.17)
where the right-most side is independent of ǫ. In particular, letting ǫ → 0+, we obtain (4.4)
for all f ∈ Lip([a, b]). 
We observe that Proposition 4.1 has the following immediate consequence.
Corollary 4.1. If f ∈ Ck([a, b]), for some k ∈ N, then the map
λ ∈ R 7→ Tr
{
P0
[
f(H
(ℓ)
λ )− f(H(ℓ)λ0 )
]
P0
}
=: g(λ), (4.18)
is in Ck([−C,C]), with
‖g(k)‖∞ 6 2N2‖f (k)‖∞. (4.19)
Remark 4.1. Analogous reasoning allows to strengthen Simon’s result [47, Proposition 2] by
reducing the regularity assumption of f from f ∈ C∞c (R) to f ∈ C1c (R).
Proof. It suffices to consider the case k = 1. In this case, (3.16) yields the claim if we prove
that g is differentiable. To this end, given f ∈ C1([a, b]), we approximate f by a sequence of
polynomials {fn} so that
‖fn − f‖C1([a,b]) n→∞→ 0. (4.20)
We note that for each n, the function gn(λ) := Tr
{
P0fn(H
(ℓ)
λ )P0
}
is a polynomial in λ and
hence smooth. Now by (4.1), (4.4), and (4.20) the sequence {gn} is Cauchy in C1([a, b]) which
implies that g ∈ C1([a, b]). 
5. Applications
In this section, we provide some applications of the quantitative continuity results in
Theorems 3.1 and 3.2.
5.1. Continuity of the density of states in the disorder for the weak disorder regime.
We consider the discrete, random Schro¨dinger operator
Hω(λ) := Hω = ∆+ λ
∑
j∈J
ωjPj , (5.1)
where everything is as in [H1] with the only exception that the potential energy term is scaled
by the disorder parameter λ > 0, thereby explicitly quantifying the disorder strength. The
elements of the sequence ω ∈ Ω = [−1, 1]Zd are assumed to be iid random variables with a
common probability measure µ ∈ P([−1, 1]).
1We recall that C∞([a, b]) is a proper closed subspace of Lip([a, b]) with norm defined in (1.6), hence a simple
density argument cannot be used because the right hand side of (4.4) depends on the Lipschitz constant.
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As an application of the Theorems 3.1 and 3.2 we will quantify the dependence of the
DOSm and the IDS (i.e. for fixed energy) on the disorder parameter λ as λ → 0+, i.e. in
the weak disorder regime. As mentioned in section 1.2, for the Anderson model (N = 1) and
arbitrary d ∈ N, the question of continuity of the IDS with respect to the disorder in the weak
disorder regime and has been addressed in [29, 43] under the assumption that the single-site
measure µ is absolutely continuous with a bounded density. Under this hypothesis, the authors
prove Ho¨lder continuity of the IDS with respect to λ as λ→ 0+ (see also remark 5.3 below).
We explicitly note that, since Theorem 3.1 and 3.2 hold for general compactly supported
probability measures, we will not need to assume any specific form of the measure µ. The
general framework developed in section 3 will thus allow us to drop the hypotheses of absolute
continuity of the single-site measure µ imposed in [29, 43], thereby extending (by completely
different means) the result of Ho¨lder continuity of the IDS in λ (for fixed energy) as λ → 0+
obtained in [29, 43] to general compactly supported single-site measures µ. Moreover, we add
to this a quantitive continuity result on the dependence of the DOSm on λ in the weak disorder
regime.
We also note that even for d = 1, where many more results about the λ-dependence of
the IDS in the weak disorder regime exist in the literature (see section 1.2), the known results
had to assume a decay condition of the Fourier transform of the single-site measure, which is
not needed in our work.
The key observation which allows us to view the weak disorder behavior through the
framework of section 3 is to note that (5.1) is equivalent to the random Schro¨dinger operator
in (1.3) after a rescaling of the random variables. We let
ω˜k := λωk, k ∈ J ,
which results in a recaled single-site measure
dνλ(x) := dµ(
x
λ
) , (5.2)
which, since µ is supported in [−1, 1], satisfies suppνλ ⊆ [−λ, λ]. In particular, we see that the
limit λ→ 0+ is equivalent to the w⋆-limit
dνλ(x)→ dν(x) = δ(x) dx . (5.3)
Specifically, using the metric on P([−1, 1]) defined in (1.5), one has for all 0 < λ 6 1,
dw(νλ, dν) 6 λ . (5.4)
We mention that this may be viewed as a generalization of Example 1 described in section 2.
Hence, application of Theorem 2.2 and 3.1 immediately yields the following qualitative
and quantitative continuity of the DOSm in λ as λ→ 0+:
Theorem 5.1. (Weak disorder continuity of the DOSm.) For the model (5.1) with underlying
single-site measure µ ∈ P([−1, 1]), the DOSm n(∞)λ is w⋆-continuous as λ→ 0+, that is
n
(∞)
λ
w⋆−→ n(∞)λ=0, λ→ 0+ . (5.5)
Moreover, there exists λ0 > 0 such that for every f ∈ Lip([−2d− λ0, 2d + λ0]), one has
|n(∞)λ (f)− n(∞)λ=0(f)| 6 γ‖f‖Lipλ
1
1+2d , (5.6)
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for all 0 6 λ 6 λ0. The constant γ is defined in (3.24) and λ0 is determined by (3.22) as
λ0 =
(
1
2
)1+2d
. (5.7)
The DOSm for the case λ = 0 is that of the free Laplacian on ℓ2(Zd). In particular, it is
absolutely continuous, i.e. dn
(∞)
λ=0(E) = ρ
(d)
λ=0(E)dE, and the density of states function (DOSf)
can be expressed as
ρ
(1)
λ=0(E) =
1
2π
1√
1− (E2 )2
χ(−2,2)(E)
ρ
(d)
λ=0(E) = (ρ
(1)
λ=0 ∗ · · · ∗ ρ(1)λ=0︸ ︷︷ ︸
d-times
)(E) , for d > 2 . (5.8)
While for d = 1, the free DOSf exhibits a square-root singularity at the edges of the spectrum
(“van Hove singularity”), for d > 2, the expression as a d-fold convolution of L1-functions shows
that ρ
(d)
λ=0 ∈ C([−2d, 2d]), with increasing regularity as d increases (see also (5.67) below).
In particular, the IDS for λ = 0 is Ho¨lder continuous
Nλ=0(E + ǫ)−Nλ=0(E) = n(∞)λ=0([E,E + ǫ]) 6 c0ǫδ, (5.9)
where, for convenience, we take the constants c0, δ > 0 to be uniform in E, i.e. only depending
on the dimension d. From (5.8), the E-independent Ho¨lder exponent for d = 1 is δ = 12 , while
for d > 2, one can take δ = 1.
Using (5.9), we thus obtain the following quantitative behavior of the IDS at weak
disorder. Here, we note that the log-Ho¨lder dependence in Theorem 3.2 resulting from (3.2)
is improved to Ho¨lder as a consequence of (5.9).
Theorem 5.2. (Weak disorder continuity of the IDS.) For the model (5.1) with underlying
single-site measure µ ∈ P([−1, 1]), there exists a constant c3 > 0 such that for all 0 6 λ 6 λ0
and every E ∈ [−2d− λ0, 2d+ λ0], one has
|Nλ(E)−Nλ=0(E)| 6 c3λ(
δ
1+δ )(
1
1+2d). (5.10)
where c3 = 2max{3γ, c0} and λ0 is given in (5.7).
Similar to remark 5.2, the restriction of the energy in Theorem 5.2 is in principal not
necessary since for energies outside the given closed interval the left-hand side of (5.10) is a
priori zero.
Remark 5.3. As mentioned above, Theorem 5.10 extends earlier results in [29, 43] which
prove the Ho¨lder continuity of the IDS in λ for λ → 0+ assuming that the underlying single-
site measure µ is AC with bounded density. While we do not impose any assumptions on µ, we
mention that the result of [29, Theorem 1.2] gives a dimension independent Ho¨lder exponent
of 18 while Theorem 5.2 yields
1
9 for d = 1 (taking δ = 1/2) and
1
2(1+2d) , for d > 2 (taking
δ = 1).
Proof of Theorem 5.2. From (3.27), with ηα = λ, we take a− = a+ = 12λ
ξ, with ξ > 0 to be
determined, so that
|Nλ(E)−Nλ=0(E)| 6 3γλ
1
1+2d
−ξ + c0λδξ, (5.11)
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for all λ 6 λ0, where λ0 is as in Theorem 5.1. Optimizing (5.11) with respect to ξ, we arrive
at ξ = δ(1+δ)(1+2d) , establishing the result. 
To conclude this section, we mention that Theorem 1.1 can also be used to obtain results
about the dependence of the IDS and DOSm on the disorder in the regime where λ > 0. Indeed,
the same rescaling argument of the probability measure as in (5.2) implies that for all λ0 > 0,
νλ
w⋆→ νλ0 , as λ→ λ0 . (5.12)
For completeness, we state the theorem below. The “moreover” statement in part (ii) uses the
Wegner estimate (5.66) and a similar argument than used in the proof of Theorem (5.2).
Theorem 5.4. Consider the model (5.1) with underlying single-site measure µ ∈ P([−1, 1]).
Fix λ0 > 0 and denote by
ηλ := dw(νλ, νλ0) , λ > 0 , (5.13)
where νλ is the rescaled probability measure defined in (5.2).
(i) The DOSm n
(∞)
λ is w
⋆-continuous as λ→ λ0, that is
n
(∞)
λ
w⋆−→ n(∞)λ0 , λ→ λ0 . (5.14)
Moreover, there exists δ > 0 such that for every f ∈ Lip([−2d−(λ0+δ), 2d+(λ0+δ)]),
one has
|n(∞)λ (f)− n(∞)λ0 (f)| 6 γ‖f‖Lipη
1
1+2d
λ , (5.15)
for all λ > 0 with |λ− λ0| < δ.
(ii) For each fixed E ∈ R, the IDS λ 7→ Nλ(E) is continuous at λ0 and there exists δ > 0
such that for all λ > 0 with |λ− λ0| < δ, one has
|Nλ(E)−Nλ0(E)| 6
C2
log
(
1
ηλ
) . (5.16)
Moreover, if dµ = h(x)dx with h ∈ L1∩L∞, then there exists C˜2 = C˜2(‖h‖∞, λ0, N, d)
such that (5.16) is improved to
|Nλ(E) −Nλ0(E)| 6 C˜2η
1
2(1+2d)
λ . (5.17)
The constants γ,C2 are determined in the Theorems 3.1 and 3.2.
We mention that the distance ηλ = dw(νλ, νλ0) in Theorem 5.4 can be further quantified
in terms of λ, depending on the explicit form of the single-site measure µ. For instance, using
Examples 2 and 3 of section 2, one estimates
ηλ 6 ‖h(x
λ
)− h( x
λ0
)‖1 6 Cλ0 |λ− λ0|κ , (5.18)
if dµ(x) = h(x)dx with κ-Ho¨lder continuous density function h(x), or
ηλ 6 Cλ0 |λ− λ0| , (5.19)
if µ is Bernoulli. In both (5.18) - (5.19), Cλ0 is a constant depending on λ0.
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5.2. Continuity of the Lyapunov exponent in the probability distribution. For d = 1
and given E0 ∈ C, the Lyapunov exponent L(E0) characterizes the averaged growth rate of
solutions to the finite-difference equation Hωψ = E0ψ. By the Thouless formula, it may be
expressed in terms of the DOSm by
Lν(E0) =
∫
R
log |E′ − E0| dn(∞)ν (E′) ∈ [0,∞). (5.20)
In this section, whenever not mentioned otherwise, n
(∞)
ν denotes the DOSm for a Hamiltonian
satisfying [H1] equipped with an arbitrary compactly supported single-site probability measure.
The validity of the Thouless formula (5.20) for all E0 ∈ C in particular implies the
existence of non-tangential limits onto the real axis
lim
ǫ→0+
Lν(E + iǫ) = Lν(E), ∀E ∈ R. (5.21)
Moreover, for E0 = E+ iǫ ∈ C\R, the integrand in (5.20) is smooth. Thus, applying Theorem
3.1 with d = 1 for the function
f(E′) = log |E + iǫ− E′|, (5.22)
one has
‖f‖Lip 6 1
ǫ
+ log
1
ǫ
6
2
ǫ
, (5.23)
for all 0 < ǫ 6 ǫ0 where
ǫ0 :=
1√
δ(E)2 + 1
, δ(E) := max± |E ± r| , (5.24)
We hence obtain as an immediate corollary of Theorem 3.1:
Proposition 5.1. Consider the set-up in [H1]–[H2] with d = 1 and E ∈ R fixed. Then, there
exists ǫ0 given in (5.24) such that for all 0 < ǫ 6 ǫ0, one has
|Lνα(E + iǫ)− Lν(E + iǫ)| 6 γ
2
ǫ
η
1
3
α , (5.25)
for all α > α0. The constant α0 is given in (3.22) and γ is given in (3.24).
Remark 5.5. For energies E ⊆ [−r, r], which by (1.4) contains the almost-sure spectrum of
Hω, ǫ0 in (5.24) can be chosen uniformly in the energy since δ(E) 6 2r.
Adapting ǫ to the decay of ηα in Proposition 5.1 and using (5.21), we can conclude the
qualitative continuity of the Lyapunov exponent in the probability distribution:
Theorem 5.6. Consider the set-up described in [H1] and d = 1. Then, for each fixed E ∈ C,
the map
P([−C,C]) ∋ ν 7→ Lν(E) (5.26)
is continuous in the weak-⋆ topology.
Remark 5.7. (i) For the case of Schro¨dinger operators, Theorem 5.6 thereby recovers
recent results by Bocker and Viana [7] (for 2×2-matrices) and Avila, Eskin, and Viana
[4] (for n× n-matrices), which establish the continuity of the Lyapunov exponents for
general products of random matrices in the underlying probability measure. In their
work the authors were particularly interested in weak∗-limits of point measures of the
form considered in Example 3 of section 2. We mention that the question of continuity
of the Lyapunov exponents in the probability distribution goes back to a paper by
DENSITY OF STATES 23
Furstenberg and Kifer [27] where already certain partial results were obtained (see
Theorem B in [27]). For a more detailed account of the history and a recent, more
comprehensive list of related results, we refer the reader to section 2.3 in [7].
(ii) We mention that our methods allow to extend Theorem 5.6 to random Schro¨dinger
operators on the strip, in which case the Lyapunov exponent is replaced the sum of all
non-negative Lyapunov exponents; see section 6.2.2 for further details.
Proof. We show that for the set-up described in [H2] one has that Lνα(E) → Lν(E) as α→∞,
for all fixed E ∈ C. It suffices to consider E ∈ R, since otherwise the claim follows directly
from Proposition 5.1. For any fixed 0 < ζ < 13 , take ǫ = η
ζ
α and apply Proposition 5.1 and
(5.21). Then, as α→∞, one has
|Lνα(E)− Lν(E)| 6 |Lνα(E)− Lνα(E + iǫ)|+ |Lνα(E + iǫ)− Lν(E + iǫ)|
+ |Lν(E + iǫ)− Lν(E)| = 2o(1) + 2γη
1
3
−ζ
α , (5.27)
which verifies the claim. 
Our next goal is to obtain a quantitative analogue of Theorem 5.6 which characterizes the
modulus of continuity of the Lyapunov exponent in the probability measure. By the successive
approximation argument used in (5.27), the latter will follow if we establish a quantitative
version of (5.21) which quantifies the o(1) terms in (5.27).
To this end, we recall that a measure µ ∈ P([−C,C]) is called β-continuous at E ∈ R,
with 0 < β 6 1, if there exists a constant 0 < dβ = dβ(E) <∞ so that
µ([E − ǫ, E + ǫ]) 6 dβǫβ, ∀ǫ > 0. (5.28)
Applied to the DOSm n
(∞)
ν , condition (5.28) is equivalent to the β-Ho¨lder continuity of the
IDS locally at E, i.e.
|Nν(E + ǫ)−Nν(E − ǫ)| 6 dβǫβ, ∀ǫ > 0. (5.29)
The β-continuity of a probability measure may be established by studying the behavior of the
boundary-values of the Poisson transform P
n
(∞)
ν
(E + iǫ) of the DOSm n(∞) defined by
P
n
(∞)
ν
(E + iǫ) :=
∫
R
ǫ
(E − E′)2 + ǫ2 dn
(∞)
ν (E
′), ǫ > 0. (5.30)
It is well-known (see, for example, [38]) that (5.28) is equivalent to proving that
lim sup
ǫ→0+
ǫ1−βP
n
(∞)
ν
(E + iǫ) <∞. (5.31)
For points E ∈ R where the DOSm is β-Ho¨lder continuous, we obtain the following
quantitative version of (5.21).
Proposition 5.2. Suppose that, for some E ∈ R, the DOSm n(∞)ν is β-continuous at E as
specified in (5.28) with constants 0 < β 6 1 and dβ (depending on E). Then, for all ǫ > 0,
the Lyapunov exponent satisfies
|Lν(E + iǫ)− Lν(E)| 6 π
2 sin
(
πβ
2
) dβǫβ . (5.32)
Remark 5.8. Since the DOSm is in general only log-Ho¨lder continuous as quantified by (3.2),
it is a valid question whether an analogue of Proposition 5.2 could be obtained which allows
to drop the hypothesis of β-continuity of the DOSm at E ∈ R, possibly resulting in a weaker
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modulus of continuity in ǫ on the right hand side of (5.32). We address this question in
Appendix 9 where we conclude that if a quantitative estimate on the boundary-value of the
Lyapunov can be achieved with weaker conditions on the DOSm, more information than the
upper bound in (3.2) will be necessary.
Proof. We first consider the auxiliary functions f defined by
η ∈ [0,∞) 7→ f(η) := Lν(E + iη
1
β ) . (5.33)
Note that
d
dǫ
Lν(E + iǫ) = Pn(∞)ν
(E + iǫ), ǫ > 0, E ∈ R, (5.34)
whence by (5.21), the function f is continuous for η > 0 and differentiable for η > 0 with
f ′(η) =
1
β
P
n
(∞)
ν
(E + iη
1
β )η
1
β
−1. (5.35)
In particular, for each η > 0, there exists 0 < η0 < η so that∣∣∣∣∣Lν(E + iη
1
β )− Lν(E)
η
∣∣∣∣∣ = 1βPn(∞)ν (E + iη 1β0 )η 1β−10 . (5.36)
Using the change of variables η = ǫβ, we thus see that∣∣∣∣Lν(E + iǫ)− Lν(E)ǫβ
∣∣∣∣ = 1βPn(∞)ν (E + iǫ0)ǫ1−β0 , (5.37)
for some 0 < ǫ0 < ǫ. To examine the boundary-value behavior of (5.37), we define the function
ME
n(∞)
by
ME
n
(∞)
ν
(δ) := n(∞)ν ([E − δ,E + δ]) , for δ > 0.
The right hand side of (5.37) may be expressed in the form
ǫ1−β0 Pn(∞)ν (E + iǫ0) = ǫ
1−β
0
∫ ∞
0
ǫ0
δ2 + ǫ20
dME
n
(∞)
ν
(δ)
6 ǫ2−β0 dβ
∫ ∞
0
2δβ+1
[δ2 + ǫ20]
2
dδ =
βπ
2 sin
(
πβ
2
)dβ . (5.38)
Therefore, combining (5.37)–(5.38), we obtain the claim. 
Remark 5.9. (i) The computation in (5.38) played an important role in the proof of [38,
Proposition 3.2].
(ii) Equality (5.37) implies
lim sup
ǫ→0+
∣∣∣∣Lν(E + iǫ)− Lν(E)ǫβ
∣∣∣∣ = lim sup
ǫ→0+
1
β
P
n
(∞)
ν
(E + iǫ)ǫ1−β , (5.39)
which expresses the local continuity properties of the DOSm as a fractional derivative
of the Lyapunov exponent. Result (5.39) generalizes the starting point of Kotani theory
where, for E ∈ R with Lν(E) = 0 and β = 1, one has
lim sup
ǫ→0+
(
Lν(E + iǫ)
ǫ
)
= lim sup
ǫ→0+
P
n
(∞)
ν
(E + iǫ). (5.40)
In this case, the theorem of de la Valle´e Poussin guarantees that the right side of (5.40)
is a priori finite for Lebesgue a.e. E ∈ R.
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(iii) From general quantitative results on the continuity of the Lyapunov exponent of ran-
dom cocycles (for fixed underlying probability measure!), it could be directly extracted
that for all energies E ∈ R with Lν(E) > 0, the function ǫ 7→ Lν(E + iǫ) is Ho¨lder
continuous in ǫ, see [24], Theorem 5.1 therein. In the statement of Proposition 5.2, we
however do not assume that Lν(E) > 0.
Proposition 5.2 shows that the continuity of Lν(E + iǫ) as ǫ → 0+ is determined by
the continuity of the DOSm locally at E. Since w∗-convergence of measures does not, in
general, preserve local continuity properties of measures, given Proposition 5.2, the following
hypothesis will be necessary to extrapolate the results of Proposition 5.1 to the real line.
[H3]: Assuming [H1]–[H2] and d = 1, suppose that E ∈ R satisfies the following condi-
tions: there exists a constant 0 < D <∞ and an exponent 0 < β 6 1 such that for all
ǫ > 0:
|Nα(E + ǫ)−Nα(E − ǫ)| 6 Dǫβ, ∀α (5.41)
|N(E + ǫ)−N(E − ǫ)| 6 Dǫβ. (5.42)
Under this hypothesis, we can prove the following result.
Theorem 5.10. Consider the set-up described in [H1]-[H2] for d = 1. Assume that [H3] holds
for a given E ∈ R for some constants β,D as in (5.41), which may depend on E. Then, there
exists αL ∈ N determined in (5.44) such that for all α > αL,
|Lνα(E)− Lν(E)| 6 CLη
1
3
(
β
β+1
)
α , (5.43)
where the constant CL = CL(D,β) is given in (5.47).
Remark 5.11. As for Theorem 5.6 (see remark 5.7, part (ii)), we mention that the result
of Theorem 5.10 extends to random Schro¨dinger operators on the strip, in which case the
Lyapunov exponent is replaced by the sum of all non-negative Lyapunov exponents; see section
6.2.2 for further details.
Proof. Take αL ∈ N such that
αL > α0 and η
ζ0
αL
=
1
δ(E)2 + 1
, (5.44)
where
ζ0 :=
1
3(1 + β)
. (5.45)
Then, combining the Propositions 5.1 and 5.2 with [H3], we conclude similar to (5.27)
that for fixed ζ0 6 ζ <
1
3 and for all α > αL
|Lα(E) − L(E)| 6 πD
sin
(
πβ
2
)ηζβα + 2γη 13−ζα . (5.46)
As the right hand side of (5.46) is optimized for ζ = ζ0, we otain that claim with
CL = 2max
2γ, πDsin(πβ2 )
 . (5.47)

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5.2.1. The Lyapunov exponent in the weak disorder limit. To conclude our discussion in this
section, we apply Theorem 5.10 to quantify the λ-dependence of the Lyapunov exponent in
the weak disorder limit for the model given in (5.1). The dependence of the map λ 7→ Lλ(E)
for fixed E ∈ R has been studied in several earlier papers. To provide some context for our
discussion, we will briefly summarize some of the available results. For a more detailed account
of the known results, we refer the reader to, e.g., [44, 45].
In their monograph [40] (Theorem 14.6, therein), Pastur and Figotin use a perturbative
argument to prove an asymptotic formula for the Lλ(E) near λ = 0. Specifically, they show
that for all E ∈ (−2, 2) \ {0}, one has
Lλ(E) = c(E)λ
2(1 +O(λ)) . (5.48)
This result was later generalized to the case of random Schro¨dinger operators on the strip
by Schulz-Baldes in [44], Theorem 2 therein, in which case a finite set of energies has to
be excluded. For Schro¨dinger operators on Z with strongly mixing potentials, the O(λ2)
dependence was shown by Bourgain and Schlag in [10]. We also mention that the O(λ2)-
dependence in (5.48) is expected on physical grounds [33, 51].
Assuming an appropriate decay of the Fourier transform of the single-site probability
measure, Speis proved that for all energies E ∈ (−2, 2), the map λ 7→ Lλ(E) is continuous
near λ = 0. The latter result was based on the super-symmetric replica method and develops
ideas by Campanino and Klein [14], who, under similar assumptions, had established that
λ 7→ Lλ(E) is C∞ near λ = 0 for a certain dense set of energies E 6= 0 known as the Kappus-
Wegner anomalies.
Even though, Theorem 5.10 cannot reproduce the expected O(λ2) dependence in (5.48),
our method has the advantage that it does not break down at the center of the band E = 0
and also has the potential to address the band edges, E = ±2.
First recall that for the free Laplacian (i.e. λ = 0 in (5.1)) and d = 1 the spectrum is
the closed interval [−2, 2] and the Lyapunov exponent satisfies
Lλ=0(E) =

0 , if E ∈ [−2, 2] ,
log
∣∣∣∣∣E +
√
E2 − 4
2
∣∣∣∣∣ > 0 , if E ∈ C \ [−2, 2] . (5.49)
The behavior of λ 7→ Lλ(E) as λ → 0+ for fixed energies E ∈ C \ [−2, 2] is straight-
forward and follows from arguments along the lines of Proposition 5.1. Moreover, general
quantitative results on the continuity of the Lyapunov exponents for a certain large class of
random cocycles [24], see Theorem 5.1 therein, a-priori imply that the map λ 7→ Lλ(E) is
Ho¨lder continuous at λ = 0 at all E where Lλ=0(E) > 0. By (5.49), this is satisfied for all
E ∈ C \ [−2, 2].
We will thus focus on the more interesting situation where E ∈ [−2, 2], which will be
handled as an application of Theorem 5.10. Here, we also mention that while Theorem 5.1 in
[24] does predict the qualitative continuity of the Lyapunov exponent as λ→ 0+, i.e.
lim
λ→0+
Lλ(E) = Lλ=0(E) , for each E ∈ [−2, 2] , (5.50)
conclusions about the modulus of continuity based on [24] are not possible since Lλ=0(E) = 0
for every E ∈ [−2, 2].
In order to apply Theorem 5.10 to the weak-disorder limit for the model described in
(5.1), hypothesis [H3] needs to be verified. First, observe that the explicit expression for the
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DOSf of the free Laplacian in dimension d = 1 given in (5.8), limits β in [H3] to β = 1 for
E ∈ (−2, 2) where the DOSf for the free 1d-Laplacian is locally smooth, and to β = 12 at the
edges of the spectrum E = ±2 (“van Hove-singularity”).
For all E ∈ (−2, 2) we can verify [H3] as an application of [31] (see Theorem 2, therein),
which establishes the continuity of the DOSf in λ for fixed E ∈ (−2, 2) as λ→ 0+, subject to
the hypothesis that the Fourier transform χ(t) := 1√
2π
∫
e−itEdµ(E) of the single-site measure
µ is smooth and satisfies the decay condition
lim
|t|→∞
χ(j)(t) = 0 , for all j > 0 . (5.51)
In particular, this implies that for each E ∈ (−2, 2) and 0 < λ0 as in (5.7), the quantity
sup06λ6λ0 ρλ(E) < +∞ exists and is finite, whence the constants in [H3] can be taken to be
D := sup
06λ6λ0
ρλ(E) , β = 1 . (5.52)
Thus, for all E ∈ (−2, 2), we can apply Theorem 5.10, which results in:
Theorem 5.12. Consider the model described in (5.1) with a single-site measure µ ∈
P([−1, 1]) which satisfies the decay condition in (5.51). Then there exists λL > 0, such that
for all E ∈ (−2, 2) and 0 6 λ 6 λL, one has
0 6 Lλ(E) 6 CLλ
1/6 . (5.53)
Here, CL is given in (5.47) with constants β = 1 and D as in (5.52) and λL can be taken as
λL =
1
373
.
Finally, we mention that in principle, Theorem 5.10 has also potential to yield a result
for the band-edges E = ±2, provided one can show that for some λ1 > 0,
sup
06λ6λ1
Nλ(E + ǫ)−Nλ(E − ǫ)
ǫ
1
2
, (5.54)
which would imply that [H3] is satisfied.
Theorem 5.13. Consider the model described in (5.1) and suppose one can show that (5.54)
holds for E = ±2. Then there exists λ(b)L > 0, such that for all 0 6 λ 6 λ(b)L ,
0 6 Lλ(E) 6 C
(b)
L λ
1/6 . (5.55)
Here, C
(b)
L is given in (5.47) with constants β = 1/2 and D given by (5.54) and λL can be
taken as λL = min{ 1379/2 , λ1} where λ1 is so that (5.54) holds.
5.3. Continuity of the density of states function in the probability distribution. In
this final application, we examine the potential implications of Theorem 3.2 for the DOSf. For
this, we will assume:
[H4]: Both the DOSm n
(∞)
α , for all α, and n(∞) are absolutely continuous. This implies
the existence of density of states functions ρα(E) and ρ(E) so that
dn(∞)α (E) =: ρα(E) dE,∀α ∈ N (5.56)
and
dn(∞)(E) =: ρ(E) dE. (5.57)
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Given the assumptions [H1]–[H2], the DOSf ρα(E) and ρ(E) are trivially of compact
support, supported in [−r, r]. We recall that since w⋆-limits do not in general preserve the
components of the Lebesgue decomposition of a sequence of measures, it will be necessary for
us to assume absolute continuity of the limit n(∞) even if the elements of the sequence n(∞)α
are absolutely continuous.
Following, denote by ρˆα and ρˆ the Fourier transform of, respectively, ρα(E) and ρ(E).
Applying Theorem 3.1 for f(E) = 1√
2π
e−itE , we obtain for α > α0 and t ∈ R:
|ρˆα(t)− ρˆ(t)| 6 γ(|t|+ 1)η
1
1+2d
α . (5.58)
We observe that, upon replacing the Fourier transforms of the DOSf by the Fourier transforms
of the DOSm, (5.58) holds even without assuming absolute continuity of the DOSm as in [H4].
Since the right side of (5.58) is linear in t, we need to impose decay conditions of ρˆα and
ρˆ in order to be able to take the inverse Fourier transform. We make the following assumption.
[H5]: We assume [H1]–[H2] and [H4]. In addition, we suppose that there exists a constant
0 < D1 <∞ and ǫ > 0 such that both of the following holds for all t ∈ R:
|ρˆα(t)| 6 D1|t|1+ǫ , ∀α ∈ N (5.59)
|ρˆ(t)| 6 D1|t|1+ǫ . (5.60)
Note that the constants are independent of α.
Theorem 5.14. Consider the set-up described in [H1]–[H2] and assume that [H4]–[H5] hold.
Then, for all α > α0 with α0 as in (3.22) and E ∈ R, we have:
|ρα(E)− ρ(E)| 6 Cη
ǫ
2+ǫ
1
1+2d
α , (5.61)
where the constant C = C(D1, ǫ, d) is given in (5.64).
Proof. Let α > α0 and 1 6 A to be determined. Using (5.58) and [H5], the inverse Fourier
transform gives
|ρα(E)− ρ(E)| 6
∫ A
−A
|ρˆα(t)− ρˆ(t)| dt√
2π
+
∫
|t|>A
|ρˆα(t)− ρˆ(t)| dt√
2π
6
4γ√
2π
A2η
1
1+2d
α +
4D1
ǫ
√
2π
A−ǫ. (5.62)
Taking A = η−ξα , for some 0 < ξ and optimizing in ξ, we obtain
|ρα(E)− ρ(E)| 6 4
√
2
π
max{γ; D1
ǫ
}η
ǫ
2+ǫ
1
1+2d
α , (5.63)
which determines the constant C in (5.61) as
C = C(D1, ǫ, d) = 4
√
2
π
max{γ; D1
ǫ
} . (5.64)

We note that the estimate (5.61) is uniform in E as a result of the non-locality of the
Fourier transform.
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5.3.1. The density of states function in the weak-disorder regime. To conclude this section,
we comment on the application of Theorem 5.14 to capture the behavior of the DOSf in the
weak disorder regime. Considering the model described in (5.1), application of Theorem 5.14
amounts to taking ηα = λ → 0+, provided that one can show that the hypotheses [H4]–[H5]
hold.
To start, we note that for any d ∈ N and λ > 0, [H4] always holds (for ηα = λ) if the
single-site measure µ underlying the model in (5.1) is AC with bounded density, i.e. if
dµ(x) = h(x)dx , for some 0 6 h ∈ L1 ∩ L∞([−1, 1]) with ‖h‖1 = 1 . (5.65)
Indeed by the Wegner estimate, (5.65) implies that ρλ exists for all λ > 0 as a function in
L1 ∩ L∞([−λ, λ]) (in particular, ρλ(E) is defined for Lebesgue a.e. E ∈ [−λ, λ]) and satisfies
‖ρλ‖∞ 6 N‖h‖∞
λ
. (5.66)
In view of [H5], we also observe that (5.60) automatically holds for the free Laplacian
for dimensions d > 3:
Proposition 5.3. For the free Laplacian H = ∆ on ℓ2(Zd), one has for every d ∈ N
|ρˆ(d)λ=0(t)| 6
2−dπ−d/2
|t|d/2 . (5.67)
Here, ρˆ
(d)
λ=0 is the Fourier-transform of the DOSf for the free Laplacian as given in (5.8) and
the exponent in the decay on the right-hand side of (5.67) is sharp.
Proof. Using the explicit expression of the DOSf in (5.8), we obtain for d = 1
ρˆ
(1)
λ=0(t) =
1√
2π
J0(2t) , (5.68)
where J0 is the zeroth-order Bessel function of the first kind. In particular, for arbitrary d ∈ N,
(5.8) implies that
ρˆ
(d)
λ=0(t) =
[
1√
2π
J0(2t)
]d
. (5.69)
The decay estimate claimed in (5.67) thus follows using that |J0(y)| 6 |y|−1/2 for all
y ∈ R. 
In summary, for an AC single-site measure µ satisfying (5.65), Theorem 5.14 would
immediately produce the following corollary if we assume that (5.59) in [H5] holds for d > 3:
Theorem 5.15. Consider the model described in (5.1) with an AC single-site measure µ
satisfying (5.65) and d > 3. Assume that (5.59) in [H5] holds for 0 < ηα = λ 6 λ˜0, for some
0 < λ˜0 and 0 < D1, ǫ. Then, there exists λ1 > 0, such that ρλ is continuous in L
∞-norm as
λ→ 0+ and satisfies:
‖ρλ − ρ(d)λ=0‖∞ 6 C ′λδ , for all 0 6 λ 6 λ1 . (5.70)
Here, λ1 = min{λ˜0, λ0} with λ0 given in (5.7), δ > 0 is determined by
δ =
(
ǫ′
2 + ǫ′
)(
1
1 + 2d
)
, with ǫ′ = min
{
ǫ ;
d
2
− 1
}
, (5.71)
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and
C ′ = 4
√
2
π
max{γ, D
′
1
ǫ′
} , where D′1 = max{D1 ; 2−dπ−d/2} . (5.72)
We mention that the definitions of the constants ǫ′ and D′1 in Theorem 5.15 take into
account the decay of the Fourier-transform for the free Laplacian in (5.67).
While we do conjecture that (5.59) in [H5] holds for ηα = λ and d > 3, at the present
moment we cannot provide a proof. Further evidence in favor of this conjecture is however
provided by a result of Carmona and Lacroix in their monograph [16], where they prove
an explicit expression for the Fourier transform of the DOSm for the case that the random
variables in the Hamiltonian (5.1) with N = 1 are iid according to a Cauchy distribution (also
known as the Lloyd model), i.e.
dνλ(x) =
1
π
λ
x2 + λ2
, λ > 0. (5.73)
In this situation, based on a discrete version of the Feynman-Kac formula and ideas going back
to Molchanov they show (see the discussion of the Lloyd model on p. 329 in [16]) that
ρ̂λ(t) = ρ̂
(d)
λ=0(t)e
−λ|t| , (5.74)
where ρ̂
(d)
λ=0(t) is given in (5.69). We emphasize that their proof of (5.74) crucially relies on the
fact that the Fourier transform of a Cauchy distribution is an exponential. Note that (5.74)
in particular implies that ρλ = ρ
(d)
λ=0 ∗ hλ.
While our approach developed in the sections 2-3 requires compactness of the support
of the single-site distribution and hence does not have an immediate extension to e.g. (5.73),
we note that a simple modification of the cut-off argument used in the proof of Theorem 5.14
allows to however give a direct proof of the continuity of the DOSf as λ → 0+ for the Lloyd
model (5.73), at least if d > 3. Since this was not addressed in [16], we add the argument here
for completeness:
Theorem 5.16. Consider the Lloyd model, i.e. the Hamiltonian in (5.1) for N = 1 with
a single-site distribution given by (5.73). For dimensions d > 3, the DOSf is continuous as
λ→ 0+ and satisfies
‖ρλ − ρλ=0‖∞ 6 DLλ
d−2
d+2 . (5.75)
Here, the constant DL = DL(d) is determined explicitly in (5.78).
Proof. For A > 0 to be determined later, using (5.74), inverse Fourier transform yields in
analogy to (5.62),
|ρλ(E)− ρλ=0(E)| 6
∫ A
−A
|ρˆ(d)λ=0(t)||e−λ|t| − 1|
dt√
2π
+
√
2
π
∫
|t|>A
|ρˆ(d)λ=0(t)| dt , (5.76)
where the inequality holds for Lebesgue a.e. E and in L2(R).
Using the decay estimate (5.67) for the second integral in (5.76) and that, for all y ∈ R
on has, |e−y − 1| 6 e|y| and |J0(y)| 6 1, to estimate the first integral in (5.76), we obtain
‖ρλ − ρλ=0‖∞ 6 e
(2π)d+1/2
· λA2 + 2
−d+5/2π−(d+1)/2
d− 2 A
− d
2
+1 . (5.77)
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Hence, taking A = λ−ξ where ξ > 0 is to be optimized, we obtain the claim with ξ = 2d+2
and
DL =
1
(d− 2)2d− 92π(d+1)/2
. (5.78)

6. Extensions and generalizations
The purpose of this section is to outline a few generalizations of the developed theory.
As pointed out at the end of section 1, our results are not limited to the random lattice
Schro¨dinger operators specified in [H1]. In section 6.1, we therefore list the necessary features
a model needs to possess in order to be amenable to the framework developed in this paper.
The subsequent sections then consider a few examples of models which have been of particular
interest in the literature, specifically the finite-range Anderson model and random Schro¨dinger
operators on the strip (section 6.2), as well as the Anderson model on the Bethe lattice (section
6.3).
6.1. Necessary features of the model. While the main result of this paper in Theorem
1.1 was formulated for the specific model described in [H1], its proof presented in the sections
2–3 in fact only relies on the following necessary features of the model, which are shared by
many more discrete random operators.
To list these necessary features, let J 6= ∅ be a countable index set, (K, ρ) be a fixed
compact metric space, G be an infinite graph, and L ∈ N be given. Suppose that for each
ω ∈ Ω = KJ , Hω is a bounded self-adjoint operator on ℓ2(G;CL) and that the elements
of ω = (ωj)j∈J ∈ Ω are idd random variables, distributed according to a common Borel
probability measure ν ∈ P(K). Let
ν(∞) :=
⊗
k∈J
ν , (6.79)
denote the probability measure on Ω. We note that L > 1, will allow us to e.g. take into
account Schro¨dinger operators on a strip, see section 6.2.2.
Since every compact metric space is seperable, Dudley’s result in [25], Theorem 12
therein, implies that, as before, weak-∗ convergence of the Borel probability measures P(K)
on K is metrizable by the metric defined in (1.5) (with Lip([−C,C]) replaced by Lip(K)).
In order to apply the framework developed in this paper to prove the qualitative and
quantitative continuity of the DOSm in the underlying probability distribution, we require the
model to satisfy each of the following three properties:
(P1) Basic spectral assumptions: There exists r > 0 such that the spectrum of Hω
satisfies,
σ(Hω) ⊆ [−r, r] , for all ω ∈ Ω . (6.80)
Moreover, the density of states measure (DOSm) n
(∞)
ν can be defined as a spectral
average of the form
n(∞)ν (f) :=
1
N
Eν(∞){Tr(P0f(Hω)P0)} , for f ∈ Lip([−r, r]) , (6.81)
where P0 is a finite-rank, orthogonal projection on ℓ
2(G;CL) and N = rkP0.
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(P2) Finite-range structure: For each n ∈ N, the map
ω = (ωj) 7→ Tr(P0(Hω)nP0) (6.82)
depends on only finitely many variables ωj whose number can be bounded above by
some strictly increasing counting function Γ : N→ N.
(P3) Lipschitz property: Given j ∈ J , we write ω = (ωj, ω 6=j). We then require that for
each j ∈ J , every fixed ω 6=j, and all f ∈ Lip([−r, r]), the function
K ∋ λ 7→ Tr(P0f(H(λ,ω 6=j)P0) , (6.83)
is Lipschitz such that for all λ, λ0 ∈ K, one has∣∣∣Tr(P0f(H(λ,ω 6=j)P0)− Tr(P0f(H(λ0,ω 6=j)P0)∣∣∣ 6 γ‖f‖Lip ρ(λ, λ0) . (6.84)
Here, γ ∈ R is a constant, possibly depending on N = rkP0, but independent of both
f and ω.
As pointed out in sections 2-3 (see e.g. the remarks following the statement of Theorem
2.2), continuity of the DOSm in the probability distribution immediately implies the respective
results for the IDS provided the latter depends continuously on energy. Hence, to prove the
continuity statements of Theorem 1.1 for the IDS, in addition to the properties (P1)-(P3)
above, the model also needs to satisfy that:
(P4) for each ν ∈ P(K), the IDS Nν(E) := n(∞)ν ((−∞, E)) is a continuous function in E
with a known modulus of continuity.
Before turning to specific examples of models which satisfy these properties, let us briefly
identify the role of (P1) – (P3) for the model in [H1], considered so far. Property (P1) is
obviously satisfied by the very set-up described in [H1]. The finite-range structure (P2) for
the model in [H1] is the subject of Lemma 2.3. We mention that by the same argument than
presented in the proof of Lemma 2.2, every model possessing (P1) and (P2) automatically
satisfies that Tr{P0f(Hω)P0} ∈ C(Ω) for every f ∈ C([−r, r]). The Lipschitz property for
[H1] was verified in Proposition 4.1, which in turn implies the finite-rank Lemma (Lemma 4)
by the remarks preceding (3.16).
Finally, we observe that while the proof strategy presented in the sections 2–3 applies
to every model satisfying the properties (P1)-(P3), the specific modulus of continuity of the
DOSm in the probability distribution will be determined by the counting function Γ(n) in
(P2). Indeed, as can be seen from (3.19), the modulus of continuity of the DOSm is goverened
by the relative competition between the first and the second term on the right hand side of
(3.19).
6.2. The finite-range Anderson model and random Schro¨dinger operators on the
strip. The two models in this section present minor modifications of the model in [H1]. In
particular, the counting function Γ(n) in both cases is the same as in Lemma 2.3. By the
remarks made at the end of section 6.1, this implies that the validity of Theorem 1.1 extends
to both random Schro¨dinger operators on the strip as well as to the finite-range Anderson
model.
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6.2.1. The finite-range Anderson model. The finite-range Anderson model, sometimes also
known as the “generalized Anderson model,” see e.g. [20, 13], is obtained by modifying the
Hamiltonian in (1.3) so to allow for a non-uniform potential profile in the unit Λ0 (and hence
in each of its translates).
To introduce the model formally, for j ∈ J = KZd, we denote by τj the translation on
Z
d from the origin to site j,
τj(k) := k + j , k ∈ Zd , (6.85)
and let Uj be the associated induced unitary on ℓ
2(Zd) as defined in [H1]. Moreover, we write
πk := |δk〉〈δk| for the projection onto the standard basis vector δk of ℓ2(Zd). Fixing K ∈ N,
we then define the Anderson model with finite-range potential as
[H1′]: the discrete Hamiltonian on ℓ2(Zd) of the form
Hω = ∆+
∑
j∈J
ωj
∑
j′∈Λj
Θ(τ−1j (j
′))πj′
 , (6.86)
where Θ : [0,K − 1]d ∩Zd → R is a given function, subsequently referred to as “profile
function,” which models the potential profile in each of the lattice units
Λj := τj([0,K − 1]d ∩ Zd) . (6.87)
Observe that taking Θ ≡ 1 reduces [H1′] to [H1].
The model in [H1′] clearly satisfies the properties (P1) and (P2) of section 6.1; indeed,
the counting lemma, Lemma 2.3, remains unaffected when replacing [H1] by [H1′].
Property (P3) is verified by fairly obvious modifications of the proof of Proposition 4.1.
To this end, fixing l ∈ J , we first modify the operator in (3.4) according to
H˜λ
(ℓ)
:= H(0) + λP˜ℓ , λ ∈ [−C,C] , (6.88)
where
P˜ℓ :=
∑
j′∈Λj
Θ(τ−1j (j
′))πj′ . (6.89)
Further, as in (3.5), suppose [a, b] is a closed interval such that⋃
λ∈[−C,C]
σ(H˜λ
(ℓ)
) ⊆ [a, b]. (6.90)
Then, obvious modifications of the proof of Proposition 4.1 imply:
Proposition 6.1. Given the set-up described in (6.88)-(6.90). For all f ∈ Lip([a, b]) with
Lipschitz constant Lf and all λ, λ0 ∈ [−C,C], one has that∣∣∣∣Tr (P0f(H˜λ(ℓ))P0)−Tr (P0f(H˜λ0 (ℓ))P0)∣∣∣∣ 6 2N2‖Θ‖∞Lf . (6.91)
6.2.2. Random Schro¨dinger operators on the strip. Let ∅ 6= K be a fixed compact subset of the
L×L symmetric matrices over R, equipped with a metric ρ derived from any fixed matrix norm.
We consider Schro¨dinger operators on Z with matrix-valued potentials, randomly sampled from
K, i.e. for ω = (ωn) ∈ KZ, we define a bounded self-adjoint operator Hω on ℓ2(Z;CL) by
(Hωψ)n = ψn−1 + ψn+1 + ωnψn , (6.92)
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where the elements of ω = (ωn) ∈ Ω are iid random variables distributed according to a
common single-site measure ν ∈ P(K). The DOSm is then defined as a spectral average of the
form (6.81) where N = L and
P0 =
L∑
k=1
|δ0 ⊗ ek〉〈δ0 ⊗ ek| . (6.93)
Here, ek, 1 6 k 6 L, is the standard basis of C
L and δ0 = (δ0,j)j∈Z ∈ ℓ2(Z).
Clearly this model satisfies all the properties (P1) - (P4) of section 6.1. Indeed, aside
from obvious changes replacing the distance in R by the metric ρ on K, the proofs presented
in the sections 2–4 remain unchanged.
We briefly comment on the consequences of Theorem 1.1 for the continuity of Lyapunov
exponents in the probability distribution for random Schro¨dinger operators on the strip. This
follows up on our earlier remarks to Theorem 5.7 (remark 5.7 part (ii)) and Theorem 5.10
(remark 5.11).
Given E ∈ C and n ∈ N, let
AEn (ω) := A
E(ωn−1) · AE(ωn−2) · AE(ω0) , (6.94)
with
AE(ωn) :=
(
E IL − ωn −IL
IL 0l
)
, (6.95)
where IL and 0L is the L × L identity and zero matrix, respectively. We note that for each
n ∈ N, AEn (ω) is a conjugate symplectic 2L×2L matrix over C. Consequently, let σ1(AEn (ω)) >
σ2(A
E
n (ω)) > . . . σL(A
E
n (ω)) > 1 be the L singular values of A
E
n (ω) with magnitude greater
than or equal to 1. Then, by the Osceledec-Ruelle theorem (see e.g. [37], section 5), the limits
0 6 γj(E) := lim
n→∞
1
n
log σj(A
E
n (ω)) , 1 6 j 6 L , (6.96)
exist and are finite for ν(∞)-a.e. ω ∈ Ω. The non-random numbers γj(E), 1 6 j 6 L are called
the non-negative Lyapunov exponents associated with the random Schro¨dinger operator in
(6.92).
For Schro¨dinger operators on the strip the Thouless formula, which generalizes (5.20)
for L > 1, is then given by
L(E) :=
L∑
j=1
γj(E) =
∫
R
log |E′ − E| dn(∞)ν (E′) . (6.97)
A proof of (6.97) can e.g. be found in the appendix of [37].
As a consequence of (6.97), all the results of section 5.2, in particular the Theorems 5.6
and 5.10, carry over to Schro¨dinger operators on the strip as continuity statements for the
sum of the non-negative Lyapunov exponents.
6.3. Anderson model on the Bethe lattice. The Bethe lattice B is an infinite regular graph
with no loops (i.e. a tree) with coordination number k > 3 (number of nearest neighbors at
each vertex)2. We denote by VB the vertices of B. To define the Anderson model on the Bethe
2The case k = 2 corresponds to Z, which was treated before.
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lattice, we consider the random operator on ℓ2(VB) given by
Hω = ∆B +
∑
x∈VB
ωxπx ,
(∆Bψ)(x) :=
∑
y∈VB:y∼x
ψ(y) , (6.98)
where y ∼ x in the definition of the graph Laplacian ∆B denotes the k nearest neighboring
vertices y of x and πx = |δx〉〈δx| is the orthogonal projection onto the standard basis vector
δx ∈ ℓ2(VB) associated with the vertex x. The Anderson model on the Bethe lattice was first
proposed in the physics literature by Abou-Chacra, Anderson, and Thouless [2], and has ever
since enjoyed considerable attention in both the mathematics and the physics community; we
refer e.g. to [53] for a review of known results and a more detailed list of references.
Replacing (1.3) by (6.98) in [H1], we will refer to this modified set-up as [H1B]. In view
of property (P1), we note that (1.4) in [H1] becomes
σ(Hω) ⊆ [−2
√
k − 1− C, 2√k − 1 + C] =: [−rB, rB] , (6.99)
for all ω ∈ Ω = [−C,C]VB . Finally upon (arbitrarily) distinguishing one vertex as a the root
“0” of the tree, the DOSm associated with ν ∈ P([−C,C]) can be defined in complete analogy
to (1.2) as
n(∞)ν (f) := Eν(∞){Tr(π0f(Hω)π0)} . (6.100)
It is obvious that [H1B] satisfies the properties (P1)-(P3) of section 6.1. In particular,
similar arguments than in the proof of the counting lemma, Lemma 2.3, imply that for each
fixed n ∈ N, the function ω 7→ Tr(π0(Hω)nπ0) can depend on at most the number of vertices
in the ⌊n2 ⌋-th generation of the tree:
1 + k
⌊n
2
⌋−1∑
j=0
(k − 1)j = 1 + k (k − 1)
⌊n
2
⌋ − 1
k − 2 6 3k
n
2 =: ΓB(n) . (6.101)
Property (P2) therefore holds. Finally, the Lipschitz property (P3) holds by the same of proof
than presented in Proposition 4.1 with N = 1.
In summary, straight-forward modifications of the arguments presented in section 3 imply
the following quantitative continuity for the DOSm:
Theorem 6.1. Given the set-up described in [H1B] and [H2], there exists αB ∈ N such that
for every f ∈ Lip([−rB, rB]) and α > αB, one has
|n(∞)α (f)− n(∞)(f)| 6
γB ‖f‖Lip√
log
(
η
− 2e
1+2e
α
) , (6.102)
The constants αB, γB are independent of f and are determined by (6.105) and (6.109), respec-
tively.
Proof. We let f ∈ Lip([−rB, rB]) and follow the general outline of the proof of Theorem 3.1.
In particular, letting
ξ0 :=
2e
1 + 2e
, (6.103)
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and taking ξ > ξ0, to be determined later, we obtain in complete analogy to (3.19) that for all
α ∈ N:
|n(∞)α (f)− n(∞)(f)| 6
2bf
√
log(k)√
2 log(η−ξα /3)− log(k)
+ cfη
1−ξ
α . (6.104)
Here, we used the explicit form of ΓB(n) given in (6.101).
Choosing αB ∈ N such that
ηαB 6 e
−3 log(k)/ξ0 , for all α > αB , (6.105)
with ξ0 as in (6.103), ξ > ξ0 and k > 3 imply that for all α > αB, one has
2 log(η−ξα /3)− log(k) > log(η−ξα ) , (6.106)
whence (6.104) yields
|n(∞)α (f)− n(∞)(f)| 6
2bf
√
log(k)√
log(η−ξα )
+ cf (η
−ξ
α )
1−ξ
ξ . (6.107)
To optimize (6.107) in ξ we use, as in the proof of Theorem 3.2, that yβ > log(y), for all
y ∈ (0,+∞), if and only if β > 1e . We therefore conclude that (6.107) is optimized by taking
ξ = ξ0.
In summary, we conclude that for all α > αB, one has
|n(∞)α (f)− n(∞)(f)| 6
2(2rcb
√
log(k) + 1)√
log
(
ηξ0α
) , (6.108)
which determines the constant γB in (6.102) as
γB = 2(2rBcb
√
log(k) + 1) , (6.109)
where cb is given in (3.8). 
We cannot give a Bethe lattice analogue of our continuity result for the IDS (Theorem
3.2), as it is not known whether for a general probability measure ν ∈ P([−C,C]) the IDS for
the Anderson model on the Bethe lattice is continuous; we refer the reader to section 1.2 for a
short review of some known results. We can however address the weak-disorder limit λ→ 0+
for both the DOSm and the IDS of
Hω(λ) := ∆B + λ
∑
j∈J
ωjPj , (6.110)
with ω distributed according to an arbitrary fixed single-site measure µ ∈ P([−1, 1]). Referring
to the above-mentioned open problem of whether the IDS for the general Anderson model on
the Bethe lattice is continuous, we note that for λ = 0 in (6.110), the DOSm is known to be
absolutely continuous dn
(∞)
λ=0(E) = ρ
(B)
λ=0(E)dE with DOSf given by (see e.g. [1]),
ρ
(B)
λ=0(E) =
k
2π
√
4(k − 1)− E2
k2 − E2 χ[−2
√
k,2
√
k](E) . (6.111)
In particular, this implies that for all E ∈ R and ǫ > 0:
Nλ=0(E + ǫ)−Nλ=0(E) = nλ=0([E,E + ǫ]) 6 cBǫ , (6.112)
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where one can take
cB = ‖ρ(B)λ=0‖∞ =

k
4π
√
k2 − 4(k − 1) , if k ∈ [3, 6] ∩ N ,√
4(k − 1)
k
, if k > 7 .
(6.113)
Application of Theorem 6.1 therefore immediately yields:
Theorem 6.2. Consider the Anderson model on the Bethe lattice (k > 3) given in (6.110)
with underlying single-site measure µ ∈ P([−1, 1]). There exist constants λB, γ˜B, c˜B such that
for all 0 < λ 6 λB:
(i) for every f ∈ Lip([−2√k − 1− λ0, 2
√
k − 1 + λ0]), one has
|n(∞)λ (f)− n(∞)λ=0(f)| 6
γ˜B ‖f‖Lip√
log
(
λ−
2e
1+2e
) , (6.114)
(ii) for all energies E ∈ [−2√k − 1− λ0, 2
√
k − 1 + λ0], one has
|Nλ(E) −Nλ=0(E)| 6 c˜B
[log(λ−
2e
1+2e )]1/4
. (6.115)
Explicitly, λB = e
−3 log(k)/ξ0 , where ξ0 is given in (6.103), and the constants γ˜B, c˜B are deter-
mined in, respectively, (6.116) and (6.118).
We note that, as earlier (see e.g. our comments right after Theorem 5.2), the restriction
of the energy in part (ii) of Theorem 6.2 could be dropped.
As mentioned in section 1.2, Klein and Sadel had previously analyzed the regularity
of the IDS in λ for energies inside the spectrum of the free Laplacian, [2
√
k − 1, 2√k − 1].
Specifically they showed in [36] that for every closed interval I ⊂ (−2√K − 1, 2√K − 1),
there exists δ > 0 such that (E,λ) 7→ Nλ(E) is jointly C1 for (E,λ) ∈ I × (−δ, δ). While
Theorem 6.2 only obtains log-Ho¨lder continuity of the IDS in the disorder, our result is not
restricted to compact subsets of the spectrum of the free Laplacian.
Proof. Part (i) follows by a straight-forward application of Theorem 6.1 for ηα = λ; here, from
(6.109), one finds
γ˜B = 2(2(2
√
k + λ0)cb
√
log(k) + 1) . (6.116)
For part (ii), analogous arguments than the ones used in the proof of Theorem 3.2 (see
in particular, (3.27)) yields by Theorem 6.1 and (6.112) that
|Nλ(E) −Nλ=0(E)| 6 γ˜B√
log(λ−ξ0)
· 1
min{a−; a+} + cB(a− + a+) , (6.117)
for arbitrary a−, a+ > 0 and all 0 < λ 6 λ0. Hence, letting a− = a+ = 12(log(λ
−ξ0))−1/4, we
conclude (6.115) with
c˜B = γ˜B + cB , (6.118)
where the constant cB is given in (6.113). We note that the exponent of 1/4 in (6.115) is
optimized for our proof. 
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7. Appendix A: Proof of the counting Lemma (Lemma 2.3)
We prove Lemma 2.3 in this section. We assume [H1].
Proof of Lemma 2.3. Recall that by the set-up described in [H1], the lattice Zd is partitioned
into cubes consisting of N = Kd sites. We begin by expanding the trace:
Tr (P0H
n
ωP0) =
∑
(k1,...,kn)∈{0,1}n
Tr (P0Hkn · · ·Hk1)
=
∑
j∈Zd∩[0,K−1]d
∑
(k1,...,kn)∈{0,1}n
〈δj ,Hkn · · ·Hk1δj〉. (7.1)
Because of the form of the discrete Laplacian ∆, each non-vanishing summand in (7.1) repre-
sents a walk on Zd starting and ending at the same point in [0,K − 1]d. In particular, there
cannot be more than ⌊n/2⌋ steps occurring in the same direction and parallel to one of the
coordinate axes. This shows that the walks representing the non-vanishing terms in (7.1) are
confined within the cube [
−(K − 1)−
⌊n
2
⌋
, (K − 1) +
⌊n
2
⌋]d
.
Using the fact that Hω = H
(0) + Vω, the function ω 7→ Tr (P0HnωP0) thus depends on at most(
2
⌈
1
K − 1
(
K − 1 +
⌊n
2
⌋)⌉)d
6 2dnd (7.2)
random variables, which proves the lemma. 
8. Appendix B: Alternate proof of the finite-rank lemma (Proposition 4.1)
In this section, we provide an alternate proof of Proposition 4.1 using the Helffer-
Sjo¨strand functional calculus. This proof has the advantage of being slightly shorter than
the proof presented in section 4. We briefly review the construction of the functional calculus
and refer to [21, section 2.2] for a detailed discussion.
Suppose that f ∈ C∞0 (R;R). An almost-analytic extension of f of order n is constructed
as follows. Let J ∈ C∞c (R;R) be a real-valued function with J |[−1,1] = 1 and supp J ⊂ [−2, 2].
We set z = x+ iy, for x, y ∈ R, and define f˜ , for n ∈ N, by
f˜(z) :=
n∑
k=0
1
k!
f (k)(x)(iy)kJ
(
y
〈x〉
)
, (8.1)
where 〈x〉 = (1 + ‖x‖2) 12 . A straight-forward computation based on (8.1) shows that every
almost analytic extension f˜ of f of order n has the following properties:
i.: The derivatives of f and f˜ on the real line agree:
dkf˜
dxk
(x) =
dkf
dxk
(x), ∀k ∈ {0} ∪ N, x ∈ R.
ii.: The almost analytic property: Let ∂∂z :=
1
2
(
∂
∂x + i
∂
∂y
)
, then the z-derivative vanishes
rapidly in a neighborhood of the real axis,∣∣∣∣∣∂f˜∂z (z)
∣∣∣∣∣ = O(|y|n|), y → 0.
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The almost analytic property (ii.) makes possible the following definition. For every
self-adjoint operator H and f ∈ C∞c (R;R), the operator f(H) may be represented in the form:
f(H) =
1
π
∫
C
∂f˜
∂z
(z)(H − z)−1 dx dy. (8.2)
The integral on the right in (8.2) converges in the operator norm and defines a bounded, self-
adjoint operator which is independent of the cut-off function J and the order n of f˜ , see [21,
Lemma 2.2.4].
We also recall that for every compactly supported function g ∈ C1c (R2), it is a basic
consequence of the Cauchy-Pompeiu formula that for each z0 ∈ C, one has the representation
g(z0) =
1
π
∫
C
∂g
∂z
(z)(z0 − z)−1 dx dy (8.3)
Alternate proof of Proposition 4.1. 1. By the same argument than at the beginning of the
proof of Proposition 4.1, it suffices to consider f ∈ C∞c (R;R). Let f˜ be an almost analytic
extension of f of order n = 2 as in (8.1). Then, for λ ∈ [−C,C], application of the Helffer-
Sjo¨strand formula (8.2) yields
Tr(P0f(H
(ℓ)
λ )P0) =
1
π
∫
C
∂f˜
∂z
(z)Tr(P0(H − z)−1P0) dx dy. (8.4)
By the second resolvent formula, for z ∈ C\R, we have
d
dλ
Tr(P0(H
(ℓ)
λ − z)−1P0) = −Tr(P0(H(ℓ)λ − z)−1Pℓ(H(ℓ)λ − z)−1P0). (8.5)
Furthermore, for z ∈ C\R, the fact that TrP0 = N and a standard resolvent estimate give
|Tr(P0(H(ℓ)λ − z)−1Pℓ(H(ℓ)λ − z)−1P0)| 6
N2
| Im z|2 . (8.6)
It follows that if we choose an almost analytic extension of f with order n = 2, then the almost
analytic property (ii.) guarantees that∣∣∣∣∣∂f˜∂z (z) Tr(P0(H(ℓ)λ − z)−1Pℓ(H(ℓ)λ − z)−1P0)
∣∣∣∣∣ = O(1) , (8.7)
locally around y = 0. Thus, differentiating under the integral sign yields
d
dλ
Tr(P0f(H
(ℓ)
λ )P0) = −
1
π
∫
C
∂f˜
∂z
(z) Tr(P0(H
(ℓ)
λ − z)−1Pℓ(H(ℓ)λ − z)−1P0) dx dy. (8.8)
2. We recall the complex measure defined in (4.9) and write, for z ∈ C\R,
Tr(P0(H
(ℓ)
λ − z)−1Pℓ(H(ℓ)λ − z)−1P0) =
∫
R×R
1
s− z
1
t− z dµλ;λ(s, t). (8.9)
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For simplicity, we set µ := µλ;λ. By Fubini’s Theorem, we then can re-write the right side of
(8.8) as
1
π
∫
R×R
dµ(s, t)
{∫
C
∂f˜
∂z
(z)
1
s− z
1
t− z dx dy
}
=
∫
R×R
dµ(s, t)χ{s 6=t}
1
t− s
1
π
∫
C
∂f˜
∂z
(z)
(
1
s− z −
1
t− z
)
dx dy
+
∫
R×R
dµ(s, t)χ{s=t}
1
π
∫
C
∂f˜
∂z
(z)
1
(s − z)2 dx dy. (8.10)
We mention that the use of Fubini’s Theorem is justified by (8.7) and the fact that f˜ has
compact support in C. Applying (8.3) to (8.10), we obtain
1
π
∫
R×R
dµ(s, t)χ{s 6=t}
1
t− s(f(s)− f(t))−
1
π
∫
R×R
dµ(s, t)χ{s=t}f ′(s). (8.11)
3. In summary, combining (8.8) and (8.11), we conclude that∣∣∣∣ ddλTr(P0f(H(ℓ)λ )P0)
∣∣∣∣ 6 ∫
R×R
d|µ|(s, t) |f ′(ξs,t)|, (8.12)
where ξs,t satisfies s 6 ξs,t 6 t. Consequently, using estimate (4.11) in (8.12), we obtain∣∣∣∣ ddλTr(P0f(H(ℓ)λ )P0)
∣∣∣∣ 6 2N2‖f ′‖∞. (8.13)
Finally, we observe that from (8.7) and the Dominated convergence Theorem, the right side
of (8.8) is continuous in λ. In particular, the map
λ→ Tr(P0f(H(ℓ)λ )P0) (8.14)
is C1 in λ. Thus the bounds (8.11) and (8.12) imply (4.4), which concludes our alternate proof
of Proposition 4.1. 
Remark 8.1. Since we only need an almost analytic extension of order n = 2 in the above
proof, we can relax the condition on f to f ∈ C2c (R). For comparison, the proof presented in
section 4 requires slightly more, namely, that (̂f ′) ∈ L1(R), see (4.6).
9. Appendix C: Nontangential limits of the Lyapunov exponent
In this appendix, we explore the possibility of proving Proposition 5.2 under the condition
that the DOSm is merely log-Ho¨lder continuous,
n([E − ǫ, E + ǫ]) 6 C
log
(
1
ǫ
) , ∀0 < ǫ 6 1
2
, (9.1)
which is always satisfied by Craig and Simon [17]. Since the underlying probability measure
ν will be fixed in this discussion, we simplify notation and denote the DOSm simply by n.
We consider replacing the left side of (5.35) by a statement about
lim
ǫ→0+
∣∣∣∣L(E + iǫ)− L(E)Φ(ǫ)
∣∣∣∣ , (9.2)
for some strictly increasing function 0 6 Φ : [0, ǫ0] → R, Φ ∈ C1((0, ǫ0)), and with Φ′ > 0 on
(0, ǫ0).
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We show that by following the same analysis as in the proof of Proposition 5.2, but
using (9.1) in place of β-Ho¨lder continuity (5.28), we obtain an upper bound that is infinite.
We conclude that if a quantitative estimate on the boundary-value of the Lyapunov can be
achieved with weaker conditions on the DOSm, another method of proof is needed.
We begin with the following lemma whose proof is an obvious modification of the proof
in section 5.2.
Lemma 9.1. For a function Φ as described above and all E ∈ R, we have
lim sup
ǫ→0+
{
L(E + iǫ)− L(E)
Φ(ǫ)
}
= lim sup
ǫ→0+
{
Pn(E + iǫ)
Φ′(ǫ)
}
. (9.3)
Proof. We set η := Φ(ǫ) so that ǫ = Φ−1(η). We consider the function f defined by
f(η) := L(E + iΦ−1(η)) (9.4)
on [0, η0), where η0 = Φ(ǫ0). By the Mean Value Theorem, given 0 < η < η0, there exists
η˜ = η˜(η) ∈ (0, η) so that
L(E + iΦ−1(η))− L(E)
η
=
f(η)− f(0)
η
= f ′(η˜)
= Pn(E + iΦ
−1(η˜))(Φ−1)′(η˜)
= Pn(E + iΦ
−1(η˜))
(
1
Φ′(Φ−1(η˜))
)
. (9.5)
Hence, changing coordinates η = Φ(ǫ), we conclude that for each 0 < ǫ < ǫ0, there exists
ǫ˜ ∈ (0, ǫ) so that
L(E + iǫ)− L(E)
Φ(ǫ)
= Pn(E + iǫ˜)
(
1
Φ′(ǫ˜)
)
. (9.6)
Upon taking ǫ→ 0+ in (9.6), we establish the claim (9.3). 
We follow the proofs of section 5.2 replacing the assumption that the DOSm is β-Ho¨lder
continuous with the log-Ho¨lder continuous property (9.1) and ǫβ by an appropriate function
Φ(ǫ) satisfying the conditions above. We provide evidence that, only relying on the upper
bound in (9.1), there does not exist a nontrivial function Φ so that, using the methods of
section 5.2, we have
lim sup
ǫ→0+
{
Pn(E + iǫ)
Φ′(ǫ)
}
<∞ . (9.7)
Here, the word “nontrivial” excludes the choice Φ(ǫ) = |L(E + iǫ) − L(E)| for which one
trivially has
|L(E + iǫ)− L(E)| 6 dEΦ(ǫ) .
Lemma 9.2. Assuming that the DOSm n is log-Ho¨lder continuous, for all 0 < ǫ < 12 , we have
ǫ Pn(E + iǫ) 6 ǫ+ C
∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
]1/2) . (9.8)
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Proof. Let fǫ(x) = ǫ
2(ǫ2 + x2)−1, for ǫ > 0. Observe that for every 0 < ǫ, fǫ is even and
decreasing with 0 6 fǫ 6 1. Thus, setting
rǫ(α) := ǫ
[
1− α
α
] 1
2
∈ [0,∞].
we compute by the layer-cake representation,
ǫPn(E + iǫ) =
∫
R
{∫ ∞
0
χ{fǫ>α}(x) dα
}
dnE(x)
=
∫ 1
0
nE((−rǫ(α), rǫ(α)) dα, (9.9)
where we abbreviated dnE(x) := dn(x+E).
To use the log-Ho¨lder continuity in (9.1), we divide the integral on the right of (9.9) into
[0, ǫ] ∪ [ǫ, 1] and obtain
ǫPn(E + iǫ) 6 ǫ+
∫ 1
ǫ
nE((−rǫ(α), rǫ(α)) dα 6 ǫ+ C
∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) . (9.10)
Notice that rǫ(ǫ) 6
1
2 , whence (9.1) applies on the interval [ǫ, 1], which results in the estimate
of the integral in (9.10). 
Lemma 9.2 and the log-Ho¨lder continuity of the DOSm imply
lim sup
ǫ→0+
{
Pn(E + iǫ)
Φ′(ǫ)
}
6 lim sup
ǫ→0+

1
Φ′(ǫ)
+
C
ǫΦ′(ǫ)
∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
]1
2
)
 . (9.11)
Lemma 9.3. There exists ǫ0 > 0 such that for all 0 < ǫ < ǫ0, we have∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) > 1
100
1
log
(
1
ǫ
) . (9.12)
Proof. For 0 < ǫ 6 1/2, let hǫ(α) := log
(
1
ǫ
[
α
1−α
] 1
2
)
. The function hǫ > 0 is continuous on
[ǫ, 1), strictly decreasing, with
hǫ(ǫ) = log
(
1√
ǫ
1√
1− ǫ
)
, hǫ(1) = 0.
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We define a sequence x
(ǫ)
j ∈ [ǫ, 1] by x(ǫ)j := jǫ, for 1 6 j 6 ⌊1ǫ ⌋ =: Nǫ + 1, so that x
(ǫ)
Nǫ+2
= 1.
Then, since hǫ > 0 is strictly decreasing on [ǫ, 1], we have∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) > Nǫ−1∑
j=1
hǫ(x
(ǫ)
j+1)(x
(ǫ)
j+1 − x(ǫ)j )
+hǫ(x
(ǫ)
Nǫ+1
)ǫ+ hǫ(x
(ǫ)
Nǫ+2
)(1− x(ǫ)Nǫ+1)
> ǫ ·
Nǫ−1∑
j=1
hǫ(x
(ǫ)
j+1)
> ǫ(Nǫ − 1)hǫ(1− ǫ) > 2ǫ
3
(⌊
1
ǫ
⌋
− 1
)
· 1
log
(
1
ǫ
) , (9.13)
where we used the facts that hǫ(x
(ǫ)
Nǫ+2
) = 0, hǫ(x
(ǫ)
Nǫ+1
) > 0, and that |x(ǫ)j+1 − 1| > ǫ, for all
1 6 j 6 Nǫ − 1. In conclusion, we obtain the claim since limǫ→0+ ǫ
⌊
1
ǫ
⌋
= 1. 
Lemma 9.4. For all functions Φ as defined above, we have
lim sup
ǫ→0+
1
ǫΦ′(ǫ)
∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) = +∞. (9.14)
Proof. Let us suppose to the contrary that there exists a function Φ so that the left side of
(9.14) is finite. Letting ǫ0 > 0 be as in Lemma 9.3, there thus exists C1 > 0 and 0 < ǫ˜0 < ǫ0
so that for all 0 < ǫ < ǫ˜0, we have
C1
ǫ
∫ 1
ǫ
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) 6 Φ′(ǫ). (9.15)
By Lemma 9.3, we have for all 0 < ǫ < ǫ˜0,
Φ′(ǫ) >
C1
100ǫ
1
log
(
1
ǫ
) (9.16)
Since Φ ∈ C1((0, ǫ0)), and as (0, ǫ˜0] ⊂ (0, ǫ0), we find that for all 0 < ǫ < ǫ˜0,
Φ(ǫ˜0) > Φ(ǫ) +
C1
100
∫ ǫ˜0
ǫ
dt
t log
(
1
t
)
= Φ(ǫ) +
C1
100
{
log
(
log
(
1
ǫ
))
− log
(
log
(
1
ǫ˜0
))}
, (9.17)
Now, by hypothesis limǫ→0+ Φ(ǫ) = Φ(0) <∞ but
lim
ǫ→0+
log
(
log
(
1
ǫ
))
= +∞ ,
so we conclude that Φ(ǫ˜0) = +∞, a contradiction. 
We note that this result is not a contradiction to the trivial statement that
lim
ǫ→0+
Pn(E + iǫ)
Φ′(ǫ)
= 1 < +∞,
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if Φ(ǫ) = |L(E + iǫ) − L(E)|, since (9.11) is an upper bound. But, this upper bound is the
best one can obtain using only the upper bound in (9.1).
In this context, we also note that the decomposition of the integral in (9.10) could be
performed “more carefully,” replacing ǫ in the decomposition by a general decreasing function
ǫ 6 Θ(ǫ) 6 1 with limǫ→0+ Θ(ǫ) = 0, thereby resulting in the upper bound
lim sup
ǫ→0+
{
Pn(E + iǫ)
Φ′(ǫ)
}
6 lim sup
ǫ→0+

Θ(ǫ)
ǫ · Φ′(ǫ) +
C
ǫΦ′(ǫ)
∫ 1
Θ(ǫ)
dα
log
(
1
ǫ
[
α
1−α
] 1
2
)
 . (9.18)
Similar to Lemma 9.3 one then shows that for all sufficiently small ǫ, one has the lower bound∫ 1
Θ(ǫ)
dα
log
(
1
ǫ
[
α
1−α
] 1
2
) > 1
100
1
log
(√
Θ(ǫ)
ǫ
) , (9.19)
Because limǫ→0+ Θ(ǫ) = 0, one necessarily has
√
Θ(ǫ)
ǫ 6
1
ǫ3/2
eventually in ǫ as ǫ → 0+, thus
arguments very much along the lines of the proof of Lemma 9.4 imply that the lim sup of the
second term in (9.18) is infinite.
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