Test case prioritization (TCP) attempts to schedule the order of test case execution such that faults can be detected as quickly as possible. TCP has been widely applied in many testing scenarios, such as regression testing, and fault localization. Abstract test cases (ATCs) are derived from models of the system under test, and have been applied to many testing environments, such as model based testing, and combinatorial interaction testing. Although various empirical and analytical comparisons for some ATC prioritization (ATCP) techniques have been conducted, to the best of our knowledge, no comparative study focusing on the most current techniques has yet been reported. In this study, we investigated 18 ATCP techniques, categorized into four classes. We conducted a comprehensive empirical study to compare 16 of the 18 ATCP techniques in terms of their testing effectiveness and efficiency. We found that different ATCP techniques could be cost-effective in different testing scenarios, allowing us to present recommendations and guidelines for which techniques to use under what conditions.
The order of test case execution in a given test set can be very 3 important, especially when testing resources are limited. The main 4 reason is that a well-prioritized execution order of test cases may be 5 able to trigger failures more quickly, and thus allow the follow-up 6 processes to be conducted earlier (including fault localization, diag- 7 nosis and correction). The process of scheduling the execution order 8 of test cases is called test case prioritization (TCP) [1] , and it has 9 been applied in various testing environments, including regression 10testing [2] . combinatorial interaction testing [17] , for example, an SUT may 20 be impacted by different parameters (or factors), each of which 21 may contain a finite number of values (or levels). In this case, 22ATCs can be created by assigning a value for each parameter. ATCs 23 have been widely used in many testing approaches including model 24 based testing [18] , and category-partition testing [16] . Abstract test 25 case prioritization (ATCP) has also been widely studied in different 26 fields, especially in combinatorial interaction testing [19] [20] [21] , and 27 software product line testing [22, 23] . 28 Although there have been empirical and analytical comparisons 29 of individual or several ATCP techniques [15, 21, 24] , to the best 30 of our best knowledge there has not yet been a comprehensive 31 comparative study focusing on the most current techniques. In our 32 study, we investigated 18 ATCP techniques, grouped into four cat-33 egories: noninformation-guided prioritization (NIGP); interaction 34 coverage based prioritization (ICBP); input-model mutation based 35 prioritization (IMBP); and similarity based prioritization (SBP). We 36 conducted a comprehensive empirical study using five subject pro-37 grams (written in the C language), each of which had six versions. In 38 the study, based on mutation analysis, the testing effectiveness and 39 efficiency of each ATCP technique were investigated.
We believe that this is the most extensive and inclusive empirical study comparing ATCP techniques so far reported in the litera-ture. Based on the experimental results, some empirical findings are provided, and some recommendations and guidelines are given for testers when choosing ATCP techniques in different testing scenarios. In summary, the main contributions of this work are as follows:
(1) We selected 18 ATCP techniques from the literature, and divided them into four categories, in terms of the different information used to guide the prioritization process.
(2) We conducted empirical studies to compare 16 of the 18 ATCP techniques, according to three quality evaluation measures: interaction coverage rate, fault detection rate, and prioritization cost.
(3) We present empirical findings comparing ATCP techniques among each category and between different categories.
(4) We provide recommendations and guidelines for testers to help select ATCP techniques in different testing scenarios.
The structure of the rest of this paper is organized as following: Section 2 introduces some preliminary information and background details. Section 3 provides the details about the experimental settings, and Section 4 presents the experimental results to answer the research questions. Finally, Section 5 concludes the paper, and discusses potential future work. (6) SOCKS5 (9) Browser = "IE" ! OS = "Windows", i.e., p2 = "2" ! p1 = "0". Browser = "Safari" ! OS = "Mac OS X", i.e., p2 = "3" ! p1 = "1". 1 SUTs may have constraints among parameter values: that is, some 2 value combinations are not feasible. Based on this, we present the 3 following definition of an input model [25] (or input parameter 4 model [14] ) used for modeling the SUT. 5 Definition 1. An input model, Model({p1, p2, · · · , pk}, {L1, 6 L2, · · · , Lk }, C), is the information about the parameters and the 7 values of each parameter of the SUT (with k parameters), a set of 8 values Li for the i-th parameter pi, and a set of value combination 9 constraints C. 10 As shown in Table 1 , for example, an input model with value com- 11 bination constraints is used for a web application such as a browser 12 game, where four parameters are included, of which the first has two 13 values, and the last three all have three. Since the browser "IE" is 14 developed for the OS "Windows", and the browser "Safari" is 15 developed for the OS "Mac OS X", two value combination con- 16 straints are obtained. To simplify the problem, each parameter is 17 denoted by pi (i = 1, 2, 3, 4) , and each value is labelled by an inte-18 ger, beginning with 0 and incrementing by 1, from p1 to p4 (see 19 Table 1 ). 20 Therefore, the model for above example can be represented by 21 Model({p1, p2, p3, p4}, {{"0", "1"}, {"2", "3"}, {"4", "5", "6"}, 22 {"7", "8", "9"}}, C = {p2 = "2" ! p1 = "0", p2 = "3" ! p1 = 23 "1"}, containing two value combination constraints, and four 24 parameters, of which the first two parameters have two values, and 25 another two parameters have three values. Since the detailed val-26 ues of each parameter provide no influence on the model, without 27 loss of generality, we adopt an abbreviated version in this paper: Model (|L 1 ||L 2 | · · · | 2k | 2 C . Accordingly, the above example can be 29 described as Model(2 3 , C = {"2" ! "0", "3" ! "1"}). 30 When an input model is available, construction of abstract test 31 cases (ATCs) [14] (or model inputs [15] ) for testing the SUT is 32 possible. The definition of the abstract test case is given as follows.
33 Definition 2. An abstract test case, (v1, v2, · · · , vk), is a k-tuple, 34 where vi 2 Li (i = 1, 2, · · · , k). 35 An ATC is valid if C is satisfied, otherwise it is invalid. For 36 instance, in the previous example, a valid ATC is (0, 2, 5, 8); and 37 an invalid one is (0, 3, 4, 8)due to violation of the constraint 38 ((p2 = 3) ! (p1 = 1)). Intuitively speaking, each ATC with size ⌧ 39 can cover λ-tuples 1 λ ⌧ , where such a tuple is called a λ-wise 40 value combination [26] or a λ-wise schema [17] . For example, an 41 ATC (1, 3, 5, 9) covers six 2-wise value combinations: (1, 3), (1, 5) , 42 (1, 9) , (3, 5) , (3, 9) , and (5, 9) . 43 The ATCs have been used in many applications such as 44 configuration-aware systems [27, 28] , and software product 45 lines [29] . Many testing methods have focused on the generation 46 and construction of ATCs, such as category-partition testing [16] , 47 combinatorial testing [17] 
(1) 2.2 ATCP Techniques 59 Depending on the type of information used, as with other testing 60 approaches, ATCP can be considered either black-box or white-61 box testing [15] . ATCP approaches using models of the SUT, for 62 example, would be considered black-box, because no access to 63 source code is necessary. In this paper we focus on black-box ATCP 64 techniques (interested readers may refer to work by Rothermel et 65 al. [1] or Zhang et al. [31] for discussion of white-box approaches). 66 According to the information used to guide the prioritization pro-67 cess, the ATC prioritization techniques (ATCP) are mainly classified 68 into the following four categories. The ICBP strategy makes use of the information of coverage infor-82 mation to support the process of ATCP. By using different levels of 83 interaction coverage, the following three ATCP techniques are con-84 sidered: fixed-strength ICBP (FICBP), incremental-strength ICBP 85 (IICBP), and aggregate-strength ICBP (AICBP).
86
• Fixed-strength ICBP (FICBP): FICBP [32] iteratively selects the 87 element as the next test case from candidate ATCs such that it covers 88 the largest number of λ-wise value combinations that have not yet 89 been covered by the ATCs already selected. Before prioritization, 90 FICBP needs to assign a value to an integer λ, the prioritiza-91 tion strength. Based on previous investigations [21, 24, [33] [34] [35] , the 92 assignment of the prioritization strength usually ranges from 1 to 6. 93 To reduce the prioritization cost, a new FICBP technique has been 94 proposed that uses repeated base-choice coverage, FICBPR [36] . 95 Although FICBPR leverages a similar mechanism to FICBP, it only 96 assigns a value of 1 to the prioritization strength λ, and forgets 97 previous prioritization details when the coverage of 1-wise value 98 combinations is fully achieved.
99
• Incremental-strength ICBP (IICBP): IICBP [37, 38] first uses a 100 small prioritization strength λ (λ 1), and presents it to the FICBP 101 algorithm for prioritizing the candidates. Once all λ-wise value com-102 binations have been covered by selected test cases, IICBP increases 103 the prioritization strength with an increment i -λ = λ + i (i 1) 104 and then uses this new prioritization strength for the FICBP 105 algorithm to prioritize remaining ATCs. This process is repeated 106 until all candidates have been chosen. In this study, we used the 107 IICBP algorithm from Huang et al. [38] , initially setting λ to 1, and 108 i to 1.
109
• Aggregate-strength ICBP (AICBP): AICBP [20] makes use of 110 hybrid interaction coverage by considering different prioritization 111 strength λ values ranging from 1 to the generation strength ⌧ in 112 combinatorial testing [17] . As we know, ⌧ is chosen in the stage of 113 test suite construction, however, it may be not applicable to adopt 114 previous AICBP algorithms for prioritizing ATC sets (because it 115 is infeasible to choose the value of ⌧ ). In this paper, therefore, 116 we use a simplified version of AICBP that only takes prioritiza-117 tion strength λ = 1, 2, and 3 into consideration (i.e., ⌧ = 3), and 118 can thus be used for prioritizing any sets of ATCs. The mecha-119 nism of the AICBP algorithm is similar to that of FICBP, except 120 that AICBP uses hybrid interaction coverage by aggregating three 121 al. [20] , there are three weighting distributions for different priori- 4 tization strengths, i.e., three ways of assigning the weightings !1, 5 !2, · · · , and !⌧ to the prioritization strength λ1, λ2, · · · , and λ⌧ , 6 respectively, where !1 + !2 + · · · + !⌧ = 1.0. More specifically, 7 Equal Weighting assigns the same weighting to each prioritization 8 strength, i.e., !1=!2=· · · =!⌧ = 1 ⌧ ; Random Weighting ran- 9 domly assigns the weighting to each prioritization strength; and Half 10 Weighting sets the weighting as following: !1 = !, !j+1 = 1 !j , 2 11 and !⌧ = 1.0 (!1 +!2 +· · · +! ⌧ 1). 12 2.2.3 Input-model Mutation Based Prioritization (IMBP): 13 The IMBP strategy [15] creates the mutants of the flattened model 14 that is derived from the SUT's input model, and then uses the mutant 15 detection capability of each test case to guide the process of ATCP. 16 More specifically, IMBP first mutates the flattened model from [25] 17 to obtain a mutant by changing a constraint, for example, the con-18 straint from the input model is ("2" ! "0"), and a mutant may be 19 ("2" ! "1"). The mutants that are distinguished by the test cases 20 are killed; otherwise they are live. After that, IMBP prioritizes test 21 cases based on their capabilities of killing mutants. Based on differ- 22 ent selection strategies, two IMBP techniques are included: 'total' 23 IMBP (TIMBP) and 'additional' IMBP (AIMBP) [15] . 24 • Total IMBP (TIMBP): TIMBP refers to previous 'total' TCP 25 strategies [1, 31] , by repeatedly choosing each element as the 26 next test case from the remaining candidates such that it kills the 27 maximum (total) number of model mutants. 28 • Additional IMBP (AIMBP): Similar to TIMBP, AIMBP refers to 29 previous 'additional' TCP strategies [1, 31] Figure 1 shows an overview of ATCP techniques, involving four categories with 18 techniques.
Strengths and Weaknesses:
In this section, we briefly summarize the strengths and weaknesses of ATCP techniques, listed as follows:
(1) For the NIGP category, its main advantage may be high testing efficiency (for example, low prioritization time); however, its disad-vantage may be low testing effectiveness. The main reason for this is that the NIGP category does not use additional information to guide the prioritization process.
(2) As for the ICBP category, its main benefit is that each ATCP technique makes use of the information of interaction coverage to prioritize ATCs, resulting in high testing effectiveness. Regard-ing the drawbacks, FICBP may face the challenges of choosing an appropriate prioritization strength, as different prioritization strengths may lead to different testing performances; and AICBP may require more prioritization time, because it uses more infor-mation for the prioritization. IICBP can be considered as a balanced technique compared with FICBP: it may have better testing effec-tiveness than FICBP with low prioritization strengths but less testing efficiency than that with high prioritization strengths.
(3) For the IMBP category, its main strength is that it brings the concept of mutation analysis [39] to the input model of the system under test, which may provide some new insights for ATCP. However, it may face some potential challenges, for example, the quality of mutants may influence the performance of IMBP. Gen-erally speaking, AIMBP may have better testing effectiveness but worse testing efficiency than TIMBP, because it requires collecting more information.
(4) Regarding the SBP category, its main strength is that it may achieve high testing efficiency with comparable testing effectiveness to FICBP. However, it may suffer from the drawback of needing to choose the appropriate similarity measure between ATCs. Intuitively speaking, GSBP may have better performance than LSBP, because the former adopts more information for choosing each element from candidates as the next test case.
Based on this analysis, when testing resources are limited, it may be better to use FICBP with a low prioritization strength, SBP, or NIGP. On the contrary, when testing resources are sufficient, it may be better to adopt FICBP with a high prioritization strength, IICBP, or AIMBP. Additionally, the selection of IMBP may depend on the input model of the system under test. In this section, we report on some previous empirical work into the 3 prioritization of abstract test cases. 4 Petke et al. [24] initially investigated FICBP with the prioriti-5 zation strength λ values 2, 3, 4, and 5; and later added λ = 6 in 6 an extended study [21] . They mainly focused on the analysis of 7 different prioritization strength values used in FICBP for different 8 covering arrays constructed for combinatorial testing [17] . Com- 9 pared with their work, however, our study examines most current 10 ATCP techniques, including, but beyond, FICBP. 11 Henard et al. [23] proposed two similarity based ATCP algo-12rithms, (GSBP and LSBP), and compared them with the random test 13 case prioritization and 2-wise FICBP technique. Similar to Petke et 14 al. [24] , their work focused on the prioritization of combinatorial 15 test suites (i.e., covering arrays). Additionally, they focused mainly 16 testing software product lines, which means that the input models 17used were binaryeach parameter containing exactly two possible 18 values. 19 Henard et al. [15] compared 20 TCP techniques (ten for white- 20 box and ten for black-box)some of their black-box prioritization 21 techniques have also been considered in our study. Nevertheless, 22 their study focused on the comparison of white-box and black-box 23 test prioritization techniques, whereas our study is a comparison of 24 black-box ATCP techniques. 25 
Research Questions 26
Our study was motivated by a number of outstanding issues in the 27 field of ATCP. The following five research questions (RQs) guided 28 the study in this paper. 29 RQ1: How well do the three ICBP strategies studied perform in 30 terms of the rates of interaction coverage and fault detection? 31 -For the FICBP methods, which strength is more suitable for 32 prioritizing ATCs? 33 -For the AICBP methods, which weighting distribution is more 34 effective? 35 -Which level of interaction coverage is adequate for the ICBP? 36 Answering RQ1 will help testers identify which interaction-37 coverage-based technique is the most effective. For some ICBP 38 sub-categories, we also had sub-questions to further investigate their 39 effectiveness, and also analyzed the main influential parameters. All 40 ICBP methods use interaction coverage information to guide the pri-41 oritizationbut they use different levels of interaction coverage. It 42 is therefore meaningful to study which level of interaction coverage 43 is adequate. 44 RQ2: How well do the two IMBP techniques studied perform 45 according to the rates of interaction coverage and fault detection? Answering RQ2 will help testers know which technique is the most suitable for IMBP. Previous studies based on code coverage information [1, 31] have shown that the 'additional' TCP tech-nique performs better than the 'total' TCP technique, but there are no reported observations related to input-model mutation coverage information. It is therefore interesting to investigate this issue. RQ3: How well do the two SBP techniques studied perform in terms of interaction coverage rate and fault detection rate?
Answering RQ3 will help testers know which technique is the most suitable for SBP. Previous investigations have indicated that the SBP strategy is an effective technique for ATCs [22, 23] , how-ever the comparison between GSBP and LSBP has not yet been fully explored.
RQ4: How differently do the NIGP, ICBP, IMBP, and SBPS techniques perform, according to interaction coverage rate and fault detection rate?
Answering RQ4 will help guide testers in their selections. It is useful for testers to know which prioritization technique, among all studied techniques, has the best performance. RQ5: How do all the ATCP techniques compare in terms of the required prioritization time?
ATCP is important, especially when testing resources are too limited to allow execution of all ATCs. It is therefore useful to consider the prioritization time of each prioritization technique. Answering RQ5 will help testers make a decision on the selection of prioritization techniques.
Methodology

Subject Programs
Five subject programs, written in the C language, were chosen.
These programs were obtained from the GNU FTP server ⇤ . The flex program is a fast lexical analysis generator; the grep program is a widely-used utility for pattern matching; the sed program is a stream editor that performs text transformations on an input stream; the make program is to control the compile and build processes for programs; and the gzip program is a popular command-line tool used for file compression and decompression. These programs have been widely adopted in previous TCP research [1, 7, 15, 21, 24, 34, 35] . were downloaded from a standard library, i.e., the Software Infras- 4 tructure Repository (SIR) [40] . These input models were used in 5 previous work by Petke et al. [21, 24] ) 6 3.2 Fault Seeding 7 For each of the subject programs, the original version does not con- 8 tain any seeded-in faults. There are a number of hand-seeded faults 9 that are available from the SIR [40] , but many of these faults can be 10detected by more than 60% of test cases (on average). Therefore, in 11 this paper we have used mutation analysis [39] to evaluate different 12 ATCP techniques. As discussed in previous studies [41, 42] , muta-13tion analysis can provide more realistic faults than hand-seeding, and 14 may be more appropriate for studying test case prioritization. 15 For the five subject programs, we used the same mutation faults 16 as used by Henard et al. [15] : that is, we employed the mutant oper- 20 and bitwise logical operator replacement. Following previous prac- 21 tice [1, 31, 41] , we removed the duplicate and equivalent mutants, 22 and also removed all those mutants that would not be killed by any 23 ATC. In addition, all subsuming mutants [43] (also called minimum 24 mutants [44] or disjoint mutants [45] ) that would be too easily killed 25 were also removedthese mutants may otherwise negatively affect 26 the mutation score measurement [41, [44] [45] [46] . A mutation fault is said 27 to be identified by a test case when the output of the original version 28 is different to that of the fault-seeded version. Table 2 shows the 29 number of faults in this study. paper was provided by the SIR [40] , which has no correspondence 38 for the original or reversed set, therefore, TCGP and RTCGP were 39 removed from the experiments. For FICBP, we considered the priori- 40 tization strengths λ = 1, 2, 3, 4, 5, and 6. For AICBP, we considered 41 three weighting distributions of prioritization strengths: equal, ran-42 dom, and half weighting [20] . For IMBP, the model mutants needed 43 to be seeded, and in this study we used the model mutant matrix file ⇤ 44 used by Henard et al. [15] . 45 For SBP, compared to the previous versions of GSBP and 46 LSBP [23] , the algorithms in our study have two main differences:
⇤ http://henard.net/research/regression/ICSE 2016/ (1) When meeting a tie-breaking case, i.e., there exist more than 47 one pair of ATCs sharing the same minimum similarity, the original 48 version adopts a first-test-case tie-breaking technique (i.e., choosing 49 the first one) [47] . However our study uses the random tie-breaking 50 technique (i.e., choosing a pair randomly); (2) After choosing the 51 best pair of ATCs from candidates, the original version adds these 52 two ATCs to the prioritized set successively, however our study adds 53 them in a random order. Our GSBP and LSBP algorithms, therefore, 54 are less biased than the originals. 55 Because the ATCP techniques involve randomization (due to 56 random tie-breaking [47]), we ran each experiment 100 times. 57 
Metrics 58
To evaluate different ATCP techniques, in this study we focused 59 on the following three metrics: (a) interaction coverage rateto 60 measure the speed of achieving the interaction coverage of each pri-61 oritized test suite; (b) fault detection rateto measure the speed 62 of identifying faults of each prioritized test suite; and (c) prioritiza-63 tion costto measure how quickly each prioritized test suite was 64 obtained. 65 
3.4.1
Interaction Coverage Rate: The average percentage of 66 combinatorial coverage (APCC) [24, 48] was adopted to evaluate 67 the speed of achieving the interaction coverage at strength ⌘for a 68 prioritized set of ATCs. If S = htc1, tc2, · · · , tcni is an ordered set 69 of n ATCs, the ⌘-wise (1 ⌘ k) APCC definition for S is: The APCC metric values are numerical values ranging from 0.0 to 73 1.0, with higher values implying better rates of achieving interaction 74 coverage. Following previous investigations [21] , in this paper, six ⌘ 75 values from 1 to 6 were considered for APCC. 76 
Fault Detection Rate:
The average percentage of faults 77 detected (APFD) was previously used to evaluate different prioriti-78 zation techniques [1] ,. APFD requires details of the fault-detection 79 capability of each executed test case. 80 Let T be a test suite with size n, and F be a set of m faults that 81 can be detected by T . Let SFi be the number of test cases, required 82 to detect fault Fi 2 F , in a prioritized test suite S of T . The APFD 83 for S is given by the following equation (from [1] ): 84 APFD(S) = 1 SF1 + SF2 + · · · + SFm + 1
n ⇥ m 2n 3.4.3
Prioritization Cost: The prioritization cost measures the 85 prioritization time required for each prioritization technique, and 86 represents the efficiency of the technique. Obviously, lower priori-87 tization costs mean better performance. 88 
Statistical Analysis 89
When assessing the statistical significance of the differences 90 between the APCC or APFD values (used to evaluate each priori-91 tization technique), because there was no relationship between any 92 of the 100 runs, it is reasonable to use an unpaired test [49] . Further-93 more, since no assumptions were made about which prioritization 94 technique is better than others, a two-tailed test is also appro- ues. Figure 3 gives the average APCC values over the six ⌘ values, 10 in which each plot describes the distribution of the 500 APCC val- 11 ues (100 orderings ⇥ 5 programs) at ⌘. Table 4 shows the statistical 12results for comparing any two techniques based on Figure 3 . words, no FICBP method always has the highest APCC values. 20 These observations are consistent with those reported in other stud- 21 ies [21, 24, 38] . Furthermore, at a fixed ⌘ (1 ⌘ 6), when λ 22 increases, FPλ achieves higher APCC while 1 λ ⌘; but lower 23 APCC when ⌘ λ 6. According to the average APCC over the 24 six values of ⌘ (Figure 3 ), FP4, FP6, and FP5 are the three best 25 FICBP techniques, followed by FP3, and FP2; and FP1 performs 26 worst. Table 4 shows the APCC inferential statistical analysis, which 27 confirms the box plot results. As a consequence, the prioritization 28 strength λ should be assigned a value of at least 4, if we wish to 29 achieve the best performance (according to the interaction coverage 30 rate). 31 Regarding the AICBP techniques (the second subquestion of 32 RQ1), all three weighting distributions of prioritization strengths 33 have very similar APCC values, irrespective of ⌘ and program. 34 According to the statistical analysis, the p-values for comparisons 35 between any two techniques is greater than 0.01; and the effect size 36 measure Aˆ12 is approximately equal to 50%, which confirms the plot 37 observations. Therefore, the weighting distribution has only a very 38 slight impact on the AICBP techniques. 39 To answer the last subquestion of RQ1, we compared all eleven 40 ICBP techniques (FPi (i = 1, 2, 3, 4, 5, 6), FPR, APE, APR, APH, 41 and IICBP). Based on this comparison, we observe the following: 42 • When ⌘ = 1 (Figure 2(a) • When ⌘ = 2 (Figure 2(b) ), FP1 is worst, followed by FPR, FP6, and FP5; and all other techniques have similar APCC results.
• When ⌘ = 3 (Figure 2(c) ), FP1 and FPR have the worst ICBP performance, followed by FP2; and all other techniques are similar.
• When ⌘ = 4, 5, 6, FP4, FP5, and FP6 generally have the high-est APCC values, followed by IICBP. FP1, FP2, and FPR generally perform worst.
• Based on the average APCC results, FP4, FP5, and FP6 are the three best ICBP techniques, followed by IICBP. The next best tech-niques are FP3, and the AICBP series. FP1 is worst, followed by FPR and FP2. The statistical analysis also confirms these observations. 4.1.2 Q2: APCC Effectiveness: IMBP: Based on the experi-mental data, it is clear that AIM has much higher APCC values than TIM, regardless of ⌘values. Therefore, AIM also has much higher average APCC values, which is confirmed by the statistical analysis: the p-value is less than 2.04E-72, indicating a significant difference ˆ between them; and the effect size measure A12 is 0.1712, indicating that AIM performs better than TIM about 83% of the time. Among all techniques, TIM generally has the worst performance: this is a surprising result, because it performs worse than RDP, which does not use any information to guide the prioritization process. Additionally, the ICBP series has better APCC results than any other series, such as NIGP, IMBP, and SBP; with SBP as the second best (it should be noted that SPG is better than FP1), followed by IMBP. This observation is also understandable, because the ICBP series uses the interaction coverage information to guide the prioritization, giving higher interaction coverage rates. In addition, the SBP series does not use interaction coverage for prioritizing ATCs, but the sim-ilarity comparison between two test cases effectively achieves this interaction coverage: guaranteeing that at least two test cases could cover the largest number of value combinations at strength 1. How-ever, the IMBP series prioritizes test cases according to the model mutation scores, and hence no interaction coverage is considered for the prioritization.
To conclude, ICBP is the best, with fixed-strength ICBP at higher prioritization strength λ giving the best APCC scores (it is recom-mended that λ be assigned a value of at least 4), and incremental-strength and aggregate-strength ICBP delivering comparable APCC results. SBP is the second best, with the global SBP achieving APCC results comparable to the ICBP series, and better than the local SBP. A surprising result is that NIGP (such as RDP) could some-times achieve better performance than IMBP, according to the APCC values. • As the prioritization strength λ (1 λ 6) increases, FPλ can normally achieve higher APFD results, with a few exceptions: for example, in program grep, FP2 performs better than FP3; while FP4 performs worst for program make. • According to mean and median APFD values, the largest differ-ence between techniques is only 4%, and the differences between high-strength FICBPs are very small. Lower-strength FICBPs are, therefore, surprisingly comparable to higherstrength ones, from the perspective of fault detection.
• As shown in Table 5 , the comparisons between higher-strength (FP4, FP5, and FP6) and lower-strength (FP1, FP2, and FP3) FICBP are highly significant: except when comparing FP4 against FP3, the about 51% to 59% among the lower-strength FICBPs.
In answering the second subquestion, there is nearly no difference 10 between the AICBPs, irrespective of subject program. This is also 11 confirmed by the statistical comparison: the p-values are greater than 12 0.01, and the effect size measures are approximately 50%. 13 Regarding the third subquestion, among all eleven ICBP tech- 14 niques, we have the following observations: IIP and higher-strength 15 FICBPs generally have the highest APFD values, and IIP has bet- 16 ter performance than lower-strength FICBPs. The second best is the 17 AICBP series, followed by FP2, FP3, and FPR. FP1 has the worst 18 to FP2 and FP3, and has higher APFD scores than FP1, because it 3 only repeats 1-wise interaction coverage. Overall, the statistical anal-4 ysis (see Table 5 ) supports the box plot observations, with a degree of 5 variation in the performance of different ICBP techniques for differ-6 ent programs. Nevertheless, based on the programs we have studied, 7 our results suggest that IIP and higher-strength FICBPs offer the best 8 rates of fault detection among the ICBP techniques. with respect to both the mean and median APFD values. However, 12 for the other three programs (grep, sed, and make), TIM achieves much better APFD results (again from the perspective of both mean 13 and median APFD values). This is especially so for the program 14 make, where the mean APFD for TIM is close to 67%, but for AIM 15 it is only about 53%; the median APFD for TIM is 67.5%, but the 16 AIM median is also only about 53%. In contrast to previous TCP 17 studies [1, 31] , an interesting result is that the 'additional' TCP tech-18 niques do not guarantee to provide better fault detection rates than 19 the 'total' TCP techniques. (Figure 4(f) ), overall, SPG is slightly better than SPL, but the 6 differences between them are less than 1%. Similarly, the statistical 7 comparison gives a p-value of 0.0266, and an effect size of 0.5181, 8 which indicates that the difference is not significant. Although different techniques have different APFD performances 11 for different programs, we can nonetheless observe the following: 12 • For program flex, SPG and SPL are the two best techniques, fol- 13 lowed by IIP and FPR, in terms of both the median and the mean 14 APFD valuesalthough the differences are very small (less than 15 1%). Additionally, and surprisingly, TIM has the worst performance 16 even worse than RDP, which uses no additional information in 17 the prioritization process.
18
• For program make, TIM is significantly better than all other 19 ATCP techniques, followed by SPG and SPL. Additionally, RDP, 20 FPλ (1 λ 
4.4
Threats to Validity
In this section, we list some potential threats to validity, including external validity, internal validity, construct validity, and conclusion validity.
External Validity:
With respect to the external validity, the main threat is the generalizability of our results. Although we have used only five subject programs, written in C, all of which are of a relatively medium size, we believe that by including six versions of each (giving 30 subject versions under study), that there is suffi-cient data from which to draw the conclusions. Nevertheless, more larger subject programs, written in other languages should also be examined in future work.
Another potential threat to external validity is the representativeness of ATCs for each subject program. In this paper, we focused on ATCs originated from the SIR [40] (using the test specification language to create the input model and construct ATCs [16] ), which is only one type of ATC encoding. However, there exist other ATC encoding types [52], which we will investigate in our future work.
Internal Validity:
The threat to internal validity relates mainly the implementation of our algorithms. We have used C++ to implement the algorithms, and have carefully tested the implementation to minimize this threat, as much as possible.
Construct Validity:
In this study, we have focused on the testing effectiveness and efficiency, measured by the rate of interac-tion coverage, the rate of fault detection, and the prioritization time. Although the APCC and APFD metrics have often been used in the field of test case prioritization [1, 21, 24, 34] , we acknowledge that there may be other metrics which may also be relevant.
Conclusion Validity:
As for the conclusion validity, the main threat is the randomized computation of our algorithms. To minimize this threat, all algorithms were repeated 100 times, and inferential statistics were applied to the comparisons of results.
Conclusions and Future Work
This paper has reported on a comparison of 16 ATCP techniques, classified into four categories, based on an extensive empirical study. Based on comparisons of testing effectiveness and efficiency, some recommendations and guidelines have also also given, to help testers choose among ATCP techniques under different testing situations and scenarios.
The main findings of this study can be summarized as:
(1) With respect to all ATCP categories, the ICBP category has the best testing effectiveness, irrespective of the rates of interaction cov-erage and fault detection. Somewhat surprisingly, because it does not use any additional information to guide the prioritization, NIGP could achieve comparable performance to IMBP; while SBP has 2 very good testing effectiveness, and even better than some ICBP 3 techniques sometimes. Additionally, IMBP has the worst rates of 4 interaction coverage, but it sometimes has the best fault detection 5 rates. Nevertheless, NIGP, IMBP, SBP, and some ICBP techniques 6 have better testing efficiency than others. 7 (2) In the category of ICBP techniques, it is evident that higher- 8 strength FICBP techniques, and IICBP have the best testing effec- 9 tiveness (according to interaction coverage and fault detection), 10 followed by AICBP and lower-strength FICBP techniques. However, 11 higher-strength FICBP and IICBP techniques are less efficient than 12 other ICBP techniques, according to the prioritization time. 13 (3) Regarding the IMBP techniques, although both 'total' and 14 'additional' IMBP techniques have similar prioritization times, they 15 have different performances according to the other evaluation mea-16sures. For example, the 'additional' IMBP has better rates of interac- 17 tion coverage than the 'total' IMBP, regardless of subject programs. 18 However, for three programs, the 'additional' IMBP has better fault 19 detection than the 'total' IMBP, but for another two cases, this is 20 reversed: the 'total' IMBP can obtain better fault detection. 21(4) For the SBP techniques, the global SBP has better rates of inter-22action coverage than the local SBP. However, they have similar fault 23 detection rates and prioritization costs: the global SBP is slightly 24 better than the local one for some programs, but the opposite is the 25 case for some other programs. 26 (5) When testers select only some ATCP techniques for prioritizing 27 abstract test cases, we recommend that, given sufficient resources 28 and prioritization time, FICBPλ at higher strength λ values (i.e., λ = 29 4, 5, 6) should be the best choice, followed by IICBP. However, if 30 facing limited time resources, then GSBP may be the best choice, 31 followed by FICBP2, FICBP3, and AICBP; FICBP1 and NIGP may 32 be alternatives in situations with very severe time constraints. 33 As discussed before, IMBP uses the model mutation information 34 to prioritize ATCs, so the quality of IMBP is mainly dependent on 35 the model mutation, which may be a reason for the ineffectiveness of 36 IMBP in this study. It will therefore be very interesting to investigate 37 the correlation between model mutation and program mutation in our 38 future work. In addition, since this study adopted mutation analy-39 sis [39] to investigate testing effectiveness of ATCP techniques, more 40 experiments with real faults should be conducted to validate our con-41 clusions. Last but not the least, in this paper we only considered the 42 prioritization time as the resource factor for guiding the selection 43 of ATCP techniques. However, there are many other resource fac-44 tors such as the execution time of test cases. Therefore, it would be 45 interesting to combine more testing requirements for designing more 46 comprehensive guidelines to select ATCP techniques. 47 
