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ABSTRACT
We present the new parallel version (pCRASH2) of the cosmological radiative transfer
code CRASH2 for distributed memory supercomputing facilities. The code is based on
a static domain decomposition strategy inspired by geometric dilution of photons in
the optical thin case that ensures a favourable performance speed-up with increasing
number of computational cores. Linear speed-up is ensured as long as the number
of radiation sources is equal to the number of computational cores or larger. The
propagation of rays is segmented and rays are only propagated through one sub-
domain per time step to guarantee an optimal balance between communication and
computation. We have extensively checked pCRASH2 with a standardised set of test
cases to validate the parallelisation scheme. The parallel version of CRASH2 can easily
handle the propagation of radiation from a large number of sources and is ready for
the extension of the ionisation network to species other than hydrogen and helium.
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1 INTRODUCTION
The field of computational cosmology has developed dra-
matically during the last decades. Especially the evolution
of the baryonic physics has played an important role in the
understanding of the transition from the smooth early uni-
verse to the structured present one. We are especially inter-
ested in the development of the intergalactic ionising radia-
tion field and the thermodynamic state of the baryonic gas.
First measurements of the epoch of reionisation are soon ex-
pected from new radio interferometers such as LOFAR1 or
MWA2, which will become operative within one year. The
interpretation of these measurements requires, among oth-
ers, a treatment of radiative transfer coupled to cosmological
structure formation.
Over the last decade, many different numerical al-
gorithms have emerged, allowing the continuum radiative
transfer equation to be solved for arbitrary geometries
and density distributions. A substantial fraction of the





ular or adaptive grids (for example see Gnedin & Abel
(2001); Abel & Wandelt (2002); Razoumov et al. (2002);
Mellema et al. (2006)). Other codes developed schemes that
introduce RT into the SPH formalism (Pawlik & Schaye
2008; Petkova & Springel 2009; Hasegawa & Umemura
2010) or into unstructured grids (Ritzerveld et al. 2003;
Paardekooper et al. 2010) The large amount of different nu-
merical strategies prompted a comparison of the different
methods on a standardised problem set. For results of this
comparison project we refer the reader to Iliev et al. (2006)
and Iliev et al. (2009), where the performance of 11 cosmo-
logical RT and 10 radiation hydrodynamic codes are sys-
tematically studied.
Our straightforward and very flexible approach is based
on a ray-tracing Monte Carlo (MC) scheme. Exploiting the
particle nature of a radiation field, it is possible to solve the
RT equation for arbitrary three-dimensional Cartesian grids
and an arbitrary distribution of absorbers. By describing the
radiation field in terms of photons, which are then grouped
into photon packets containing a large number of photons
each, it is possible to solve the RT along one dimensional
rays. With this strategy the explicit dependence on direc-
tion and position can be avoided. Instead of directly solving
for the intensity field only the interaction of photons with
the gas contained in the cells needs to be modelled, as done
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in long and short characteristics algorithms (Mellema et al.
2006; Rijkhorst et al. 2006; Whalen & Norman 2006). MC
ray-tracing schemes differ from short and long characteris-
tic methods. Instead of casting rays through the grid to each
cell in the computational domain, the radiation field is de-
scribed statistically by shooting rays in random directions
from the source. However unlike in fully Monte Carlo trans-
port schemes where the location of the photon matter in-
teraction is determined by sampling the packet’s mean free
path, the packets are propagated and attenuated through
the grid from cell to cell along rays until all the photons
are absorbed or the packets exits the computational domain.
This allows for an efficient handling of multiple point sources
and diffuse radiation fields, such as recombination radiation
or the ultraviolet (UV) background field. Additionally this
statistical approach easily allows for sources with anisotropic
radiation. A drawback of any Monte Carlo sampling method
however is the introduction of numerical noise. By increas-
ing the number of rays used for the sampling of the radiation
field though, numerical noise can be reduced at cost of com-
putational resources.
Such a ray-tracing MC scheme has been successfully
implemented in our code CRASH2, which is, to date, one
of the main references among RT numerical methods used
in cosmology. CRASH was first introduced by Ciardi et al.
(2001) to follow the evolution of hydrogen ionisation for
multiple sources under the assumption that hydrogen has
a fixed temperature. Then the code has been further de-
veloped by including the physics of helium chemistry, tem-
perature evolution, and background radiation (Maselli et al.
2003; Maselli & Ferrara 2005). In its latest version, CRASH2,
the numerical noise by the MC sampling has been greatly re-
duced through the introduction of coloured photon packets
(Maselli et al. 2009).
The problems that are being solved with cosmological
RT codes become larger and larger, in terms of computa-
tional cost. Especially, the study of reionisation is a de-
manding task, since a vast number of sources and large vol-
umes are needed to properly model the era of reionisation
(Baek et al. 2009; McQuinn et al. 2007; Trac & Cen 2007;
Iliev et al. 2006). Furthermore the addition of more and
more physical processes to CRASH2 requires increased preci-
sion in the solution. To study such computationally demand-
ing models with CRASH2, the code needs support for parallel
distributed memory computers. In this paper we present the
parallelisation strategy adopted for our MPI parallel version
of the latest version of the serial CRASH2 code, which we call
pCRASH2.
The paper is structured as follows. First we give a brief
summary of the serial CRASH2 implementation in Section 2.
In Section 3 we review the existing parallelisation strategies
for MC ray-tracing codes and describe the approach taken
by pCRASH2. In Section 4 we extensively test the parallel
implementation against standardised test cases. We further
study the scaling properties of the parallel code in Section
4.3 and summarise our results in Section 5. Throughout this
paper we assume h = 0.7.
2 CRASH2: SUMMARY OF THE ALGORITHM
In this Section we briefly summarise the CRASH2 code.
A complete description of the algorithm is found in
Maselli et al. (2003) and in Maselli et al. (2009), with an
additional detailed description of the implementation for
the background radiation field given in Maselli & Ferrara
(2005). We refer the interested reader to these papers for a
full description of CRASH2.
CRASH2 is a Monte-Carlo long-characteristics continuum
RT code, which is based on ray-tracing techniques on a
three-dimensional Cartesian grid. Since many of the pro-
cesses involved in RT, like recombination emission or scat-
tering processes, are probabilistic, Monte Carlo methods are
a straight forward choice in capturing these processes ade-
quately. CRASH2 therefore relies heavily on the sampling of
various probability distribution functions (PDFs) which de-
scribe several physical processes such as the distribution of
photons from a source, reemission due to electron recombi-
nation, and the emission of background field photons. The
numerical scheme follows the propagation of ionising radi-
ation through an arbitrary H/He static density field and
captures the evolution of the thermal and ionisation state
of the gas on the fly. The typical RT effects giving rise to
spectral filtering, shadowing and self-shielding are naturally
captured by the algorithm.
The radiation field is discretised into distinct energy
packets, which can be seen as packets of photons. These pho-
ton packets are characterised by a propagation direction and
their spectral energy content E(νj) as a function of discrete
frequency bins νj . Both the radiation fields arising from mul-
tiple point sources, located arbitrarily in the box, and from
diffuse radiation fields such as the background field or radi-
ation produced by recombining electrons are discretised into
such photon packets.
Each source emits photon packets according to its lu-
minosity Ls at regularly spaced time intervals ∆t. The total
energy radiated by one source during the total simulation
time tsim is Es =
∫ tsim
0
Ls(ts)dts. For each source, Es is
distributed in Np photon packets. The energy emitted per
source in one time step is further distributed according to
the source’s spectral energy distribution function into Nν
frequency bins νj . We call such a photon packet a coloured
packet. Then for each coloured packet produced by a source
in one time step, an emission direction is determined ac-
cording to the angular emission PDF of the source. Thus
Np is the main control parameter in CRASH2 governing both
the time resolution as well as the spatial resolution of the
radiation field.
After a source produced a coloured packet, it is propa-
gated through the given density field. Every time a coloured
packet traverses a cell k, the length of the path within each
crossed cell is calculated and the cell’s optical depth to ion-
ising continuum radiation τkc is determined by summing up
the contribution of the different absorber species (H i, He i,
He ii). The total number of photons absorbed in cell k per














T,γ is the number of photons transmitted through
cell k − 1. The total number of absorbed photons is then
distributed to the various species according to their contri-
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bution to the cell’s total optical depth. Before the packet
is propagated to the next cell, the cell’s ionisation fractions
and temperature are updated by solving the ionisation net-
work for ∆xH i, ∆xHe i, ∆xHe ii, and by solving for changes
in the cells temperature ∆T due to photo-heating and the
changes in the number of free particles of the plasma. The
number of recombining electrons Nrec is recorded as well
and is used for the production of the diffuse recombination
radiation. In addition to the discrete process of photoion-
isation, CRASH2 includes various continuous ionisation and
cooling processes in the ionisation network (bremsstrahlung,
Compton cooling/heating, collisional ionisation, collisional
ionisation cooling, collisional excitation cooling, and recom-
bination cooling).
After these steps, the photon packet is propagated to
the next cell and these steps are repeated until the packet is
either extinguished or, if periodic boundary conditions are
not considered, until it leaves the simulation box. At fixed
time intervals ∆trec, the grid is checked for any cell that
has experienced enough recombination events to reach a cer-
tain threshold criteria Nrec > frecNa, where Na is the total
number of species ”a” atoms and frec ∈ [0, 1] is the recom-
bination threshold. If the reemission criteria is fulfilled, a
recombination emission packet is produced by sampling the
probability that a photon with energy larger than the ioni-
sation threshold of H or He is emitted. The spectral energy
distribution of the photon packet is determined by the Milne
spectrum (Mihalas & Weibel Mihalas 1984). After the ree-
mission event, the cell’s counter for recombination events is
put to zero and the photon packet is propagated through
the box.
For further details on the algorithm and its implemen-
tation, we again refer the reader to the papers mentioned
above.
3 PARALLELISATION STRATEGY
Monte Carlo radiation transfer methods are a powerful and
easy to implement class of algorithms that enable a determi-
nation of the radiation intensity in a simulation grid or on
detectors (such as CCDs or photographic plates). Photons
originating at sources are followed through the computa-
tional domain, i.e. the whole simulation box, up to a grid
cell or the detector in a stochastic fashion (Jonsson 2006;
Juvela 2005; Bianchi et al. 1996). If only the intensity field
is of interest, a straight forward parallelisation strategy is
to mirror the computational domain and all its sources on
multiple processors, so that every processor holds a copy
of the same data set. Then each node (a node can consist
of multiple computational cores) propagates its own subset
of the global photon sample through the domain until the
grid boundary or the detector plane is reached. At the end,
the photon counts which were determined independently on
each node or core are gathered to the master node and are
summed up to obtain the final intensity map (Marakis et al.
2001). This technique is also known as reduction. This strat-
egy however only works if the memory requirement of the
problem setup fits the memory available to each core. What
if the computational core’s memory does not allow for du-
plication of the data?
To solve this problem, hybrid solutions have been pro-
posed, where the computational domain is decomposed
into sub-domains and distributed to multiple task farms
(Alme et al. 2001). Each task farm is a collection of nodes
and/or cores working on the same sub-domain. A task farm
can either reside on just one computational node, or it can
span over multiple nodes. Each entity in the task farm prop-
agates photons individually through the sub-domain until
they reach the border or a detector. If photons reach the
border of the sub-domain, they are communicated to the
task farm containing the neighbouring sub-domain. The cu-
mulated intensity map is obtained by first aggregating the
different contributions of the computational cores in each
task farm, and then by merging the solutions of the indi-
vidual task farms. The hybrid use of distributed (multiple
nodes per task farm) and shared memory concepts (domain
is shared between all cores per task farm) allows to balance
the amount of communication that is needed between the
various task farms, and the underlying computational com-
plexity.
However this method has two potential drawbacks.
If, in a photon scattering process, the border of the sub-
domain lies unfavourably in the random walk, and the pho-
ton crosses the border multiple times in one time step, a
large communication overhead is produced, slowing down
the calculation. This eventuality arises in optically thick me-
dia. Further, in an optically thin medium, the mean free path
of the photons can be larger than the sub-domain size. If the
photons need to pass through a number of sub-domains dur-
ing one time step, they need to be communicated at every
border crossing event. This causes a large synchronisation
overhead. Sub-domains would need to communicate with
their neighbours often per time step, in order to allow a syn-
chronous propagation of photons through the domain. Since
in CRASH2 photons are propagated instantly through the
grid, each photon might pass through many sub-domains,
triggering multiple synchronisation events. This important
issue has to be taken into account in order to avoid inefficient
parallelisation performance and scalability.
These task farm methods usually assume that the ra-
diation intensity is determined separately from additional
physical processes, while in cosmological radiative transfer
methods the interest is focused on the coupling of the ionis-
ing radiation transfer and the evolution of the chemical and
thermal state of the gas in the IGM. In CRASH2 a highly effi-
cient algorithm is obtained by coupling the calculation of the
intensity in a cell with the evaluation of the ionisation net-
work. The ionisation network is solved each time a photon
packet passes through a cell, altering its optical depth. How-
ever, if on distributed architectures the computational do-
main is copied to multiple computational nodes, one would
need to ensure that each time the optical depth in a cell is
updated, it has to be updated on all the nodes containing
a copy of the cell. This would produce large communication
overheads. Further, special care needs to be taken to prevent
two or more cores from altering identical cells at the same
time, again endangering the efficiency of the parallelisation.
One possibility to avoid the problem of updating cells
across multiple nodes would be to use a strict shared mem-
ory approach, where a task farm consists of only one node
and all the cores have access to the same data in memory.
Such an OpenMP parallelisation of the CRASH2 Monte Carlo
method has been feasible for small problems (Partl et al.
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