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Abstract
In a series of publications of the second author, including some with coauthors,
globally strictly convex Tikhonov-like functionals were constructed for some non-
linear ill-posed problems. The main element of such a functional is the presence
of the Carleman Weight Function. Compared with previous publications, the main
novelty of this paper is that the existence of the regularized solution (i.e. the mini-
mizer) is proved rather than assumed. The method works for both ill-posed Cauchy
problems for some quasilinear PDEs of the second order and for some Coefficient
Inverse Problems. However, to simplify the presentation, we focus here only on
ill-posed Cauchy problems. Along with the theory, numerical results are presented
for the case of a 1-D quasiliear parabolic PDE with the lateral Cauchy data given
on one edge of the interval (0,1).
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1 Introduction
In this paper we eliminate a restrictive assumption, which was imposed in the work [17]
of the second author. More precisely, the existence of a minimizer of a weighted Tikhonov
functional is proved here rather than assumed as in [17]. Although similar assumptions of
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2works of the second author [5, 11, 12, 16, 18, 19] concerning Coefficient Inverse Problems
(CIPs) can also be eliminated the same way, we are not doing this here for brevity. In
addition to the theory, we present results of some numerical experiments in which we solve
an ill-posed problem for a 1-D quasilinear parabolic equation with the lateral Cauchy data.
In this problem, which is also called side Cauchy problem, both Dirichlet and Neumann
boundary conditions are given on one edge of the interval x ∈ (0, 1), the initial condition
is unknown and it is required to find the solution of that equation inside of that interval.
Side Cauchy problems for quasilinear parabolic equations have applications in pro-
cesses involving high temperatures [2, 3]. In such a process one can measure both the
temperature and the heat flux on one side of the boundary. However, it is impossible to
measure these quantities on the rest of the boundary. Still, one is required to compute
the temperature in at least a part of the domain of interest. The underlying PDE, which
governs the process of the propagation of this temperature, is a parabolic PDE. This
equation is quasilinear rather then linear because of high temperatures. The second ap-
plication is in the glaciology [1, 8]. In this case one is interested in the velocity of a glacier
on its bottom side, which is deeply under the surface of the water. This is the so-called
basal velocity. However, it is impossible to measure that velocity deeply under the surface
of the water. On the other hand, it is possible to measure that velocity and its normal
derivative on the part of the water surface. So, the idea is to use these measurements to
figure out basal velocity. Thus, we come up with the Cauchy problem for a quasilinear
elliptic equation [1].
It is well known that the phenomena of multiple local minima and ravines plagues
least squares Tikhonov functionals for nonlinear ill-posed problems, see, e.g. numerical
examples in [13, 22]. Therefore, the convergence of an optimization method for such a
functional can be guaranteed only if its starting point is located in a sufficiently small
neighborhood of the exact solution, i.e. this is local convergence. On the other hand, we
call a numerical method for an ill-posed problem globally convergent if there is a theo-
rem, which guarantees that this method delivers at least one point in a sufficiently small
neighborhood of the exact solution without any advanced knowledge of this neighborhood
[4, 17].
In a series of publications of the second author, including some with coauthors, starting
in 1997 [11, 12] and with the recently renewed interest in [5, 16, 18] special Tikhonov-like
cost functionals Jλ were constructed for CIPs. In particular, some numerical examples
are presented in [16]. In [17] this idea was extended to ill-posed Cauchy problems for
quasilinear PDEs of the second order. Numerical studies of the idea of [17] can be found
in [19]. The key element of each of these functionals is the presence of the Carleman
Weight Function (CWF), i.e. the function which is involved in the Carleman estimate for
the principal part of the corresponding Partial Differential Operator. The main theorem
of each of these works claims that, given a reasonable bounded set Φ of an arbitrary
diameter in a reasonable space Hk, one can choose the parameter λ0 = λ0 (Φ) > 1 of the
CWF, depending on Φ, such that for all λ ≥ λ0 the functional Jλ is strictly convex on
the set Φ.
The strict convexity implies the absence of multiple local minima and ravines. Next,
the existence of the minimizer of Jλ on Φ was assumed. Using this assumption, it was
proven that the gradient method of the minimization of Jλ converges to that minimizer
starting from an arbitrary point of Φ, provided that all points obtained via iterations
of the gradient method belong to Φ. Furthermore, it was established that the distance
3between that minimizer and the exact solution of the corresponding inverse problem is
small as long as the noise in the data is small. In other words, convergence of regularized
solutions was established. Thus, the above means the global convergence of the gradient
method to the exact solution. Still, the assumptions about the existence of the minimizer
on the set Φ and that all points of the sequence of the gradient method belong to Φ are
restrictive ones.
In this paper we remove these assumptions via bringing in some ideas of the convex
analysis. To simplify the presentation, we focus here on ill-posed Cauchy problems for
quasilinear PDEs of the second order, i.e. we generalize results of [17]. We point out,
however, that very similar generalizations can be done for coefficient inverse problems,
which were considered in the above cited works [5, 11, 12, 16, 18].
Those results of the convex analysis require us to change the previous scheme of the
method. More precisely, while the previous scheme of [17, 19] works with non-zero Cauchy
data, we now need to have zero Cauchy data. We obtain them via “subtracting” the non-
zero Cauchy data from the sought for solution. In addition, we now need to prove the
Lipschitz continuity of the Freche´t derivative of our cost functional, which was not done in
those previous works. These factors, in turn mean that proofs of main theorems here are
different from their analogs in [17, 19]. So, we prove the corresponding theorems below.
The idea of applications of Carleman estimates to CIPs was first published in 1981 in
the work [6]. The method of [6] was originally designed for proofs of uniqueness theorems
for CIPs with single measurement data, see, e.g. some follow up publications in [7, 10, 13].
There is now a large number of publications of different authors discussing the idea of [6].
Since this is not a survey of that method, we cite here only a few of them [7, 9, 10, 25].
Surveys of works on the method of [6] can be found in [14, 27], also, see sections 1.10 and
1.11 of the book [4].
In section 2 we present required facts from the convex analysis. In section 3 we present
the general scheme of our numerical method for ill-posed Cauchy problems for quasilinear
PDEs of the second order. We also formulate theorems in section 3. In sections 4-7 we
prove those theorems. In section 8 we specify PDEs of the second order for which our
technique is applicable. In section 9 we present numerical results. Summary is presented
in section 10.
2 Some facts of the convex analysis
Results of this section are known and can be found in chapters 4 and 5 of the book of
Vasiliev [26]. Still, we prove below Lemmata 2.1, 2.3 and Theorem 2.1 for the convenience
of the reader. Even though all results of this section are formulated for a strictly convex
functional, some of them are valid under less restrictive condition, which we do not list
here for brevity.
Let H be a Hilbert space of real valued functions. Below in this section ‖·‖ and
(, ) denote the norm and the scalar product in this space respectively. Let B (R) =
{x ∈ H : ‖x‖ < R} ⊂ H be the ball of the radius R with the center at {0} . Even though
results of this section can be easily extended to the case when B (R) is a convex bounded
set, we are not doing this here for brevity. Let δ > 0 be a sufficiently small number.
Let J : B (R + δ)→ R be a functional, which has Freche´t derivative J ′ (x) ,∀x ∈ B (R) .
Below we sometimes denote the action of the functional J ′ (x) at the point x on any
4element h ∈ H as J ′ (x) (h) . But sometimes we also denote this action as (J ′ (x) , h) .
This difference will not lead to a misunderstanding. The Freche´t derivative J ′ (x) at a
point x ∈ {‖x‖ = R} is understood as
J (y)− J (x) = J ′ (x) (y − x) + o (‖x− y‖) , ‖x− y‖ → 0, y ∈ B (R + δ) .
We assume that this Freche´t derivative satisfies the Lipschitz continuity condition,
‖J ′ (x)− J ′ (y)‖ ≤ L ‖x− y‖ , ∀x, y ∈ B (R) , (2.1)
with a certain constant L > 0. In addition, we assume that the functional J (x) is strictly
convex on the set B (R) ,
J (y)− J (x)− J ′ (x) (y − x) ≥ κ ‖x− y‖2 ,∀x, y ∈ B (R) , (2.2)
where κ = const. > 0. The strict convexity of J (x) on B (R) implies
(J ′ (x)− J ′ (y) , x− y) ≥ 2κ ‖x− y‖2 ,∀x, y ∈ B (R) . (2.3)
Lemma 2.1. A point xmin ∈ B (R) is a point of a relative minimum of the functional
J (x) on the set B (R) if and only if
(J ′ (xmin) , xmin − y) ≤ 0,∀y ∈ B (R) . (2.4)
If a point xmin ∈ B (R) is a point of a relative minimum of the functional J (x) on the
set B (R) , then this point is unique and it is, therefore, the point of the unique global
minimum of J (x) on the set B (R) .
Note that if xmin is an interior point of B (R), then in (2.4) “≤” must be replaced
with “=” and the assertion of this lemma becomes obvious. However this assertion is not
immediately obvious if xmin belongs to the boundary of the closed ball B (R) .
Proof. Suppose that xmin is a point of a relative minimum of J (x) on B (R) . Assume
to the contrary: that there exists a point y ∈ B (R) such that (J ′ (xmin) , xmin − y) > 0.
Let h = y − xmin. Then
(J ′ (xmin) , ξh) < 0,∀ξ > 0 (2.5)
for any number ξ > 0. Since the set B (R) is convex, then {xmin + ξh, ξ ∈ [0, 1]} ⊂ B (R) .
We have
J (xmin + ξh) = J (xmin) + ξ [(J
′ (xmin) , h) + o (1)] , ξ → 0+. (2.6)
By (2.5) (J ′ (xmin) , h) + o (1) < 0 for sufficiently small values of ξ > 0. Hence, (2.6)
implies that J (xmin + ξh) < J (xmin) for sufficiently small ξ. The latter contradicts the
assumption that xmin is a point of a relative minimum of the functional J (x) on the set
B (R) .
Assume now the reverse: that the inequality (2.4) is valid for a certain point xmin ∈
B (R) . We prove below that xmin is a point of a relative minimum of the functional J (x)
on the set B (R) . Indeed, let y ∈ B (R) be an arbitrary point and let y 6= x. By (2.4)
J ′ (xmin) (y − xmin) ≥ 0. Hence, (2.2) implies that
J (y) ≥ J (xmin) + J ′ (xmin) (y − xmin) + κ ‖x− y‖2 > J (xmin) . (2.7)
Hence, the functional J (x) attains its minimal value at x = xmin. Hence, xmin is indeed
the point of a relative minimum of the functional J (x) on the set B (R).
5We now prove uniqueness of the point of a relative minimum. Indeed, assume that
there are two points xmin and ymin of relative minima of the functional J (x) on the set
B (R). We have
J (ymin)− J (xmin)− J ′ (xmin) (ymin − xmin) ≥ κ ‖xmin − ymin‖2 , (2.8)
J (xmin)− J (ymin)− J ′ (ymin) (xmin − ymin) ≥ κ ‖xmin − ymin‖2 . (2.9)
Summing up (2.8) and (2.9), we obtain
− J ′ (xmin) (ymin − xmin)− J ′ (ymin) (xmin − ymin) ≥ 2κ ‖xmin − ymin‖2 . (2.10)
However, by (2.4)
− J ′ (xmin) (ymin − xmin)− J ′ (ymin) (xmin − ymin) ≤ 0. (2.11)
Hence, (2.10) and (2.11) imply that xmin = ymin. 
Let y ∈ H be an arbitrary point. The point y is called projection of the point y on
the set B (R) if
‖y − y‖ = inf
v∈B(R)
‖y − v‖ .
Lemma 2.2. Each point y ∈ H has unique projection y on the set B (R) . Further-
more, the point y ∈ B (R) is the projection of the point y on the set B (R) if and only
if
(y − y, v − y) ≥ 0,∀v ∈ B (R) . (2.12)
For the proof of this lemma we refer to theorem 1 of §4 of chapter 4 of [26]. Denote
the projection operator of the space H on the set B (R) as PB(R) : H → B (R) . Then (see
theorem 2 of §4 of chapter 4 of [26])∥∥∥PB(R) (u)− PB(R) (v)∥∥∥ ≤ ‖u− v‖ , ∀u, v ∈ H. (2.13)
Lemma 2.3. The point xmin ∈ B (R) is the point of the unique global minimum of
the functional J (x) on the set B (R) if and only if there exits a number γ > 0 such that
xmin = PB(R) (xmin − γJ ′ (xmin)) . (2.14)
If (2.14) is valid for one number γ, then it is also valid for all γ > 0.
Proof. Uniqueness of the global minimum, if it exists, and the absence of other
relative minima, follows from Lemma 2.1. By (2.12) equality (2.14) is equivalent with
(xmin − (xmin − γJ ′ (xmin)) , v − xmin) ≥ 0,∀v ∈ B (R) . (2.15)
Since γ > 0, then (2.15) implies that (J ′ (xmin) , xmin − v) ≤ 0,∀v ∈ B (R) , which is
exactly (2.4). The rest follows immediately from Lemma 2.1. 
Consider now the gradient projection method to find the minimum of the functional
J (x) on the set B (R) . Let x0 ∈ B (R) be an arbitrary point. We construct the following
sequence
xn+1 = PB(R) (xn − γJ ′ (xn)) , n = 0, 1, 2, ... (2.16)
6Theorem 2.1. Assume that the functional J (x) is strictly convex on the closed ball
B (R) and let condition (2.1) holds. Then there exists unique point of the relative minimum
xmin of this functional on the set B (R) . Furthermore, xmin is the unique point of the global
minimum of J (x) on B (R) . Let L and γ be numbers in (2.1) and (2.2) respectively and
let γ ∈ (0, L] . Let the number γ in (2.16) be so small that
0 < γ < 2κL−2. (2.17)
Let q (α) = (1− 2γκ + α2L2)1/2 . Then the sequence (2.16) converges to the point xmin
and
‖xn − xmin‖ ≤ qn (γ) ‖x0 − xmin‖ . (2.18)
Proof. We note first that by (2.17) the number q (γ) ∈ (0, 1) . The idea of the proof is
to show that the operator in the right hand side of (2.16) is contraction mapping, as long
as (2.17) holds. Denote D (x) = PB(R) (x− γJ ′ (x)) , x ∈ B (R) . Then the operator D :
B (R)→ B (R) . Let x and y be two arbitrary points of B (R) . Using (2.13), we obtain
‖D (x)−D (y)‖2 ≤ ‖(x− γJ ′ (x))− (y − γJ ′ (y))‖2
= ‖(x− y)− γ (J ′ (x)− J ′ (y))‖2
= ‖x− y‖2 + γ2 ‖J ′ (x)− J ′ (y)‖2 − 2γ (J ′ (x)− J ′ (y) , x− y) .
(2.19)
By (2.1) γ2 ‖J ′ (x)− J ′ (y)‖2 ≤ γ2L2 ‖x− y‖2 . Next, by (2.3)
−2γ (J ′ (x)− J ′ (y) , x− y) ≤ −2γκ ‖x− y‖2 .
Hence, (2.19) leads to
‖D (x)−D (y)‖2 ≤ (1− 2γκ + γ2L2) ‖x− y‖2 = q2 (γ) ‖x− y‖2 .
Hence, the operator D is a contraction mapping of the set B (R) . The rest of the proof
follows immediately from Lemmata 2.1 and 2.3. 
3 The general scheme of the method
3.1 The Cauchy problem
Let Ω ⊂ Rn be a bounded domain. Let A be a quasilinear Partial Differential Operator
of the second order in Ω with its linear principal part A0,
A (u) =
∑
|α|=2
aα (x)D
αu+ A1 (x,∇u, u) , (3.1)
A0u =
∑
|α|=2
aα (x)D
αu, (3.2)
aα ∈ C1
(
Ω
)
, (3.3)
A1 (x, y) ∈ C3
{
(x, y) : x ∈ Ω, y ∈ Rn+1} . (3.4)
7Denote k = [n/2]+2, where [n/2] is the largest integer which does not exceed the number
n/2. By the embedding theorem
Hk (Ω) ⊂ C1 (Ω) and ‖f‖C1(Ω) ≤ C ‖f‖Hk(Ω) ,∀f ∈ Hk (Ω) , (3.5)
where the constant C = C (Ω) > 0 depends only on listed parameters. Let Γ ⊆ ∂Ω,Γ ∈
C∞ be a part of the boundary of the domain Ω. We assume that Γ is not a part of the
characteristic hypersurface of the operator A0.
Cauchy Problem 1. Consider the following Cauchy problem for the operator A,
A (u) = 0 in Ω, (3.6)
u |Γ= g0 (x) , ∂nu |Γ= g1 (x) . (3.7)
Find the solution u ∈ Hk (Ω) of the problem (3.6), (3.7) either in the entire domain Ω or
at least in its subdomain.
The Cauchy-Kowalewski uniqueness theorem is inapplicable here since we do not im-
pose the analyticity assumption on coefficients aα (x) of the principal part A0 of the oper-
ator A and also since A is not a linear operator. Still, Theorem 3.1 guarantees uniqueness
of this problem in the domain Ωc defined in subsection 3.1.
Suppose that there exists a function F ∈ Hk+1 (Ω) such that
F |Γ= g0 (x) , ∂nF |Γ= g1 (x) . (3.8)
Consider the function v (x) = u (x) − F (x) . Here is an example of the function F (x).
Suppose that Ω = {|x| < 1} ⊂ R3. Let Γ = {|x| = 1} . Assume that functions g0, g1 ∈
Ck+1 (Γ) . Let the function χ (x) ∈ Ck+1 (Ω) be such that
χ (x) =

1, |x| ∈ [3/4, 1] ,
between 0 and 1 for x ∈ (1/2, 3/4) ,
0 for x ∈ (0, 1/2) .
The existence of such functions χ (x) is well known from the Real Analysis course. Then
the function F (x) can be constructed as F (x) = χ (x) [g0 (x) + (|x| − 1) g1 (x)] .
Define the subspace Hk0 (Ω) of the Hilbert space of real valued functions H
k (Ω) as
Hk0 (Ω) =
{
f ∈ Hk (Ω) : f |Γ= 0, ∂nf |Γ= 0
}
.
Hence, we come up with the following Cauchy problem:
Cauchy Problem 2. Determine the function v ∈ Hk0 (Ω) such that
A (v + F ) = 0 in Ω. (3.9)
Note that the function A (F ) ∈ Hk−1 (Ω) . By the embedding theorem, the latter
means that A (F ) ∈ C (Ω) . In the realistic case, the Cauchy data g0 (x) , g1 (x) are given
with a random noise. On the other hand, by (3.8) one should have at least the follow-
ing smoothness g0 ∈ Hk (Γ) , g1 ∈ Hk−1 (Γ) . Hence, a data smoothing procedure might
be applied to these functions in a data pre-processing procedure. A specific form of a
smoothing procedure depends on a specific problem under the consideration. As a result,
one would obtain the Cauchy data with a smooth error. A smoothing procedure is outside
of the scope of this publication. Still, we work with noisy data in our computations, see
section 9.
83.2 The pointwise Carleman estimate
Let the function ψ ∈ C∞ (Ω) and |∇ψ| 6= 0 in Ω. For a number α > 0 denote
ψα =
{
x ∈ Ω : ψ (x) = α} ,Ωα = {x ∈ Ω : ψ (x) > α} . (3.10)
Hence, a part of the boundary ∂Ωα of the domain Ωα is the level hypersurface ψα of the
function ψ. We assume that Ωα 6= ∅. Obviously Ωω ⊂ Ωα if ω > α. Choose a sufficiently
small number ε > 0 such that Ωα+2ε 6= ∅. Denote Γα = Γ ∩Ωα and assume that Γα 6= ∅.
Hence, the boundary ∂Ωα of the domain Ωα is:
∂Ωα = ∂1Ωα ∪ ∂2Ωα, (3.11)
∂1Ωα = ψα, ∂2Ωα = Γα. (3.12)
Let λ > 1 be a large parameter. Consider the function ϕλ (x) ,
ϕλ (x) = exp [λψ (x)] . (3.13)
By (3.11)-(3.13)
min
Ωα
ϕλ (x) = ϕλ (x) |ψα= eλα. (3.14)
Let
m = max
Ωα
ψ (x) . (3.15)
Then
max
Ωα
ϕλ (x) = e
λm. (3.16)
Assume that the following pointwise estimate is valid for the principal part A0 of the
operator A :
(A0u)
2 ϕ2λ (x) ≥ C1λ (∇u)2 ϕ2λ (x) + C1λ3u2ϕ2λ (x) + divU, (3.17)
U = (U1, ..., Un) , |U (x)| ≤ C1λ3
[
(∇u)2 + u2]ϕ2λ (x) , (3.18)
∀λ ≥ λ0,∀x ∈ Ωα,∀u ∈ C2
(
Ωα
)
, (3.19)
where constants λ0 = λ0 (A0,Ω) > 1, C1 = C1 (A0,Ω) > 0 depend only on listed pa-
rameters. Then the estimate (3.17) together with (3.18) and (3.19) is called pointwise
Carleman estimate for the operator A0 with the CWF ϕ
2
λ (x) in the domain Ωα.
3.3 Theorems
Let R > 0 be an arbitrary number. We now specify the ball B (R) as
B (R) =
{
u ∈ Hk0 (Ω) : ‖u‖Hk(Ω) < R
}
. (3.20)
To solve the Cauchy Problem 2, we take into account (3.9) and consider the following
minimization problem:
9Minimization Problem. Assume that the operator A0 satisfies conditions (3.17)-
(3.19). Let β ∈ (0, 1) be the regularization parameter. Minimize with respect to the
function v ∈ B (R) the functional Jλ,β (v, F ), where
Jλ,β (v, F ) = e
−2λ(α+ε)
∫
Ω
[A (v + F )]2 ϕ2λdx+ β ‖v‖2Hk(Ω) . (3.21)
The multiplier e−2λ(α+ε) is introduced to balance two terms in the right hand side of
(3.21). Below “the Freche´t derivative J ′λ,β (v, F ) ” means the Freche´t derivative of the
functional Jλ,β (v, F ) with respect to v. Also, below [, ] denotes the scalar product in
Hk (Ω) .
Theorem 3.1. The functional Jλ,β (v, F ) has the Freche´t derivative J
′
λ,β (v, F ) ∈
Hk0 (Ω) for v ∈ B (2R) . This derivative satisfies the Lipschitz continuity condition∥∥J ′λ,β (v1, F )− J ′λ,β (v2, F )∥∥Hk(Ω) ≤ L ‖v1 − v2‖Hk(Ω) ,∀v1, v2 ∈ B (R) , (3.22)
where the constant L = L (R,A, F,Ω, λ, α, ε, β) > 0 depends only on listed parameters.
As to Theorem 3.2, we note that since e−λε << 1 for sufficiently large λ, then the
requirement of this theorem β ∈ [e−λε, 1) enables the regularization parameter β to
change from being very small and up to the unity.
Theorem 3.2. Assume that the operator A0 admits the pointwise Carleman estimate
(3.17)-(3.19) in the domain Ωα. Then there exists a sufficiently large number λ1 =
λ1 (R,A, F,Ω) > λ0 (A0,Ω) > 1 and a number C2 = C2 (R,A, F,Ω) > 0, both depending
only on listed parameters, such that for all λ ≥ λ1 and for every β ∈
[
e−λε, 1
)
the
functional Jλ,β (v, F ) is strictly convex on the ball B (R) ,
Jλ,β (v2, F )− Jλ,β (v1, F )− J ′λ,β (v1, F ) (v2 − v1) (3.23)
≥ C2e2λε ‖v2 − v1‖2H1(Ωα+2ε) +
β
2
‖v2 − v1‖2Hk(Ω) , ∀v1, v2 ∈ B (R) .
To minimize the functional (3.21) on the set B (R), we apply the gradient projection
method. Let PB(R) : H
k
0 (Ω) → B (R) be the projection operator of the space Hk0 (Ω) in
the closed ball B (R) (Lemma 2.2). Let an arbitrary function v0 ∈ B (R) be our starting
point for iterations of this method. Let the step size of the gradient method be γ > 0.
Consider the sequence {vn}∞n=0,
vn+1 = PB(R)
(
vn − γJ ′λ,β (vn, F )
)
, n = 0, 1, 2, ... (3.24)
For brevity, we do not indicate here the dependence of functions vn on parameters λ, β, γ.
Theorem 3.3. Suppose that all conditions of Theorem 3.2 are satisfied. Choose a
number λ ≥ λ1. Let the regularization parameter β ∈
[
e−λε, 1
)
. Then there exists a
point vmin ∈ B (R) of the relative minimum of the functional Jλ,β (v) on the set B (R) .
Furthermore, vmin is also the unique point of the global minimum of this functional on
B (R) . Consider the sequence (3.24), where v0 ∈ B (R) is an arbitrary point of the closed
ball B (R). Then there exist a sufficiently small number γ = γ (R,A, F,Ω, α, ε, β, λ) ∈
(0, 1) and a number q (γ) ∈ (0, 1) , both depending only on listed parameters, such that the
sequence (3.24) converges to the point vmin,
‖vn+1 − vmin‖Hk(Ω) ≤ qn (γ) ‖v0 − vmin‖Hk(Ω) , n = 0, 1, 2, ... (3.25)
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Following the regularization theory [4, 23], the next natural question to address is
whether regularized solutions converge to the exact solution (if it exists) for some values
of the parameter λ = λ (δ) if the level of the error δ in the Cauchy data g0, g1 tends to zero.
Since functions g0, g1 generate the function F , we consider the error only in F . Following
one of concepts of the regularization theory, we assume now the existence of the exact
solution v∗ ∈ Hk0 (Ω) of the problem (3.9), which satisfies the following conditions:
A (v∗ + F ∗) = 0, (3.26)
v∗ ∈ B (R) , (3.27)
where the function F ∗ ∈ Hk+1 (Ω) is generated by the exact (i.e. noiseless) Cauchy data
g∗0 (x) and g
∗
1 (x) . We assume that
‖F − F ∗‖Hk+1(Ω) ≤ δ, (3.28)
where δ ∈ (0, 1) is a sufficiently small number characterizing the level of the error in
the data. The construction (3.26)-(3.28) corresponds well with the regularization theory
[4, 21, 23]. First, consider the case when the data are noiseless, i.e. when δ = 0.
Theorem 3.4. Suppose that all conditions of Theorem 3.2 are satisfied. Choose a
number λ∗ = λ∗ (R,A, F ∗,Ω) > λ0 such that estimate (3.23) is valid for Jλ,β (v, F ∗) for
all λ ≥ λ∗. Let the level of the error in the data be δ = 0. Choose λ ≥ λ∗ and β = e−λε.
Let vmin ∈ B (R) be the point of the unique global minimum on B (R) of the functional
Jλ,β (v, F
∗) (Theorem 3.3). Then there exists a constant C3 = C3 (R,A, F ∗,Ω) > 0
depending only on listed parameters such that
‖v∗ − vmin‖H1(Ωα+2ε) ≤ C3 exp (−3λε/2) . (3.29)
Furthermore, let {vn}∞n=0 be the sequence (3.24) where the number
γ = γ (R,A, F ∗,Ω, α, ε, β, λ) ∈ (0, 1) is the same as in Theorem 3.3. Then with the
same constant q (γ) ∈ (0, 1) as in Theorem 3.3 the following estimate holds:
‖v∗ − vn+1‖H1(Ωα+2ε) ≤ C3 exp (−3λε/2) + qn (γ) ‖v0 − vmin‖Hk(Ω) , n = 0, 1, 2, ... (3.30)
Let m be the number in (3.15). Denote
θ = min
(
ε
4m
,
1
2
)
. (3.31)
Theorem 3.5 estimates the rate of convergence of minimizers vmin to the exact solution v
∗
in the norm of the space H1 (Ωα+2ε) .
Theorem 3.5. Let all conditions of Theorem 3.2 hold. Let the number λ1 =
λ1 (R,A, F,Ω) > λ0 be the same as in Theorem 3.2 and let θ be the number defined
in (3.31). Let the number δ0 ∈ (0, 1) be so small that δ−1/(2m)0 > eλ1 . Let δ ∈ (0, δ0)
be the level of the error in the function F, i.e. let (3.28) be valid. Choose λ = λ (δ) =
ln
(
δ−1/(2m)
)
> λ1 and β = e
−λ(δ)ε. Let vmin ∈ B (R) be the point of the unique global min-
imum on B (R) of the functional Jλ,β (v, F ) (Theorem 3.3). Then there exists a constant
C4 = C4 (R,A, F,Ω) > 0 depending only on listed parameters such that
‖v∗ − vmin‖H1(Ωα+2ε) ≤ C4δθ. (3.32)
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Next, let let {vn}∞n=0 be the sequence (3.24), where the number
γ = γ (R,A, F,Ω, α, ε, β, δ) ∈ (0, 1) is the same as in Theorem 3.3. Then with the
same constant q (γ) ∈ (0, 1) as in Theorem 3.3 the following estimate holds:
‖v∗ − vn+1‖H1(Ωα+2ε) ≤ C4δθ + qn (γ) ‖v0 − vmin‖Hk(Ω) , n = 0, 1, 2, ... (3.33)
Remarks 3.1:
1. We point out that, compared with previous publications [5, 11, 12, 16, 17, 18, 19]
on the topic of this paper, a significantly new element of Theorems 3.3-3.5 is that
now the existence of the global minimum vmin is asserted rather than assumed. This
became possible because of results of convex analysis of section 2.
2. Even though we estimate in (3.29)-(3.30) only norms in H1 (Ωα+2ε) , this seems to
be sufficient for computations, see section 9. It follows from the combination of
Theorems 3.2-3.5 that the optimization procedure (3.24) represents a globally con-
vergent numerical method for the Cauchy Problem 2. Here the global convergence
is understood as described in section 1.
3. Theorem 3.3 follows immediately from Theorems 2.1, 3.1 and 3.2. Hence, we do not
prove Theorem 3.3 here. However, we still need to prove all other theorems, since
their proofs are essentially different from proofs of similar theorems in [17]. These
differences are caused by two factors. First, we now introduce the function F in
(3.21), which was not the case of previous publications. Second, we now integrate
in the first term in the right hand side of (3.21) over the entire domain Ω. On the
other hand, the integration was carried out over the subdomain Ωα in [17].
4 Proof of Theorem 3.1
In this proof L = L (R,A, F,Ω, α, ε, β, λ) > 0 denotes different numbers depending only
on listed parameters. Let v1, v2 ∈ B (2R) be two arbitrary functions. Denote h = v2− v1.
Hence, h ∈ Hk0 (Ω) . Let
D = (A (v2 + F ))
2 − (A (v1 + F ))2 . (4.1)
By the Lagrange formula
f (y + z) = f (y) + f ′ (y) z +
z2
2
f ′′ (η) ,∀y, z ∈ R,∀f ∈ C2 (R) , (4.2)
where η = η (y, z) is a number located between numbers y and y + z. By (3.5)
‖h‖C1(Ω) = ‖v2 − v1‖C1(Ω) ≤ 4CR. (4.3)
Hence, using (3.1)-(3.4), (4.2) and (4.3), we obtain
A1 (x,∇ (v2 + F ) , v2 + F ) = A1 (x,∇ (v1 + F + h) , v1 + F + h)
= A1 (x,∇v1 +∇F, v1 + F ) +
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+
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
+P (x,∇v1 +∇F, v1 + F,∇h, h) ,
where the function P satisfies the following estimate
|P (x,∇v1 +∇F, v1 + F,∇h, h)| ≤ K
(
(∇h)2 + h2) ,∀x ∈ Ω, ∀v1 ∈ B (2R) , (4.4)
where the constant K = K (R,F,Ω) > 0 depends only on listed parameters. Hence,
A (v2 + F ) = A0 (v1 + F + h) + A1 (x,∇ (v1 + F + h) , v1 + F + h) = A (v1 + F )
+
[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
+P (x,∇u1, u1, h) .
Hence, by (4.1)
D = 2A (v1 + F )×[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
(4.5)
+
[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]2
+P 2.
The expression in the first two lines of (4.5) is linear with respect to h. We denote
this expression as Q (v1 + F ) (h) ,
Q (v1 + F ) (h) = 2A (v1 + F )× (4.6)[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
.
Consider the linear functional acting on functions h ∈ Hk0 (Ω) as
J˜ (v1, F ) (h) =
∫
Ω
Q (v1 + F ) (h)ϕ
2
λdx+ 2β [v1, h] . (4.7)
Clearly, J˜ (v1, F ) (h) : H
k
0 (Ω) → R is a bounded linear functional. Hence, by the Riesz
theorem, there exists a single element M (v1) ∈ Hk0 (Ω) such that
J˜ (v1, F ) (h) = [M (v1, F ) , h] ,∀h ∈ Hk0 (Ω) . (4.8)
Furthermore,
‖M (v1, F )‖Hk(Ω) =
∥∥∥J˜ (v1, F )∥∥∥ . (4.9)
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Next, since by (3.5) ‖h‖C1(Ω) ≤ C ‖h‖Hk(Ω) , then (3.21), (4.1), (4.5) and (4.7) imply that
Jλ,β (v1 + h, F )− Jλ,β (v1, F )− J˜ (v1, F ) (h) = O
(
‖h‖2Hk(Ω)
)
, (4.10)
as ‖h‖Hk(Ω) → 0. The existence of the Freche´t derivative J
′
λ,β (v1) follows from (4.6)-(4.10).
Also, for all h ∈ Hk0 (Ω) and all v ∈ B (2R)
J
′
λ,β (v, F ) (h) = J˜ (v, F ) (h) =
∫
Ω
Q (v + F ) (h)ϕ2λdx+ 2β [v, h] , (4.11)
J
′
λ,β (v, F ) = M (v, F ) ∈ Hk0 (Ω) . (4.12)
We now prove the Lipschitz continuity of the Freche´t derivative J
′
λ,β (v, F ) . By (4.5),
(4.6), (4.7), (4.11) and (4.12) we should analyze the following expression for all v1, v2 ∈
B (R) and for all h ∈ Hk0 (Ω) :
Y (v1, h)− Y (v2, h) =
2A (v1 + F )×[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
(4.13)
−2A (v2 + F )×[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v2 +∇F, v2 + F )hxi + ∂vA1 (x,∇v2 +∇F, v2 + F )h
]
.
We have
Y (v1, h)− Y (v2, h) = 2 (A (v1 + F )− A (v2 + F ))×[
A0 (h) +
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
+ 2A (v2 + F )× (4.14)[
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi + ∂vA1 (x,∇v1 +∇F, v1 + F )h
]
−2A (v2 + F )×[
n∑
i=1
∂vxiA1 (x,∇v2 +∇F, v2 + F )hxi + ∂vA1 (x,∇v2 +∇F, v2 + F )h
]
.
First, using (3.1) and (4.2), we obtain
2 (A (v1 + F )− A (v2 + F )) = 2A0 (v1 − v2) (4.15)
+2
[
n∑
i=1
∂vxiA1 (x,∇v2 +∇F, v2 + F ) (v1 − v2)xi + ∂vA1 (x,∇v2 +∇F, v2 + F ) (v1 − v2)
]
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+Y1 (x, v1, v2) ,
where
|Y1 (x, v1, v2)| ≤ L ‖v1 − v2‖2C1(Ω) ≤ L ‖v1 − v2‖Hk(Ω) ,∀v1, v2 ∈ B (R) . (4.16)
Thus, (4.15) and (4.16) imply that the modulus of the expression in the first two lines of
(4.14) can be estimated from the above via Y2, where
Y2 ≤ L ‖v1 − v2‖Hk(Ω) ‖h‖Hk(Ω) ,∀v1, v2 ∈ B (R) , ∀h ∈ Hk0 (Ω) . (4.17)
Estimate now from the above the modulus of the expression in the lines number 3-6
of (4.14). By (4.2)
∂vA1 (x,∇v1 +∇F, v1 + F )h− ∂vA1 (x,∇v2 +∇F, v2 + F )h
= ∂2vA1 (x,∇v2 +∇F, v2 + F )h (v1 − v2) +
(v1 − v2)2
2
h∂3vA1 (x,∇v2 +∇F, ξ (x) + F ) ,
where the point ξ (x) is located between points v1 (x) and v2 (x) . Similar formulas are
valid of course for terms
n∑
i=1
∂vxiA1 (x,∇v1 +∇F, v1 + F )hxi −
n∑
i=1
∂vxiA1 (x,∇v2 +∇F, v2 + F )hxi .
Hence, the modulus of the expression in lines number 3-6 of (4.14) can be estimated from
the above similarly with (4.17) via Y3, where
Y3 ≤ L ‖v1 − v2‖Hk(Ω) ‖h‖Hk(Ω) ,∀v1, v2 ∈ B (R) , ∀h ∈ Hk0 (Ω) . (4.18)
Thus, (4.6) and (4.11)-(4.18) imply that∣∣∣J ′λ,β (v1, F ) (h)− J ′λ,β (v2, F ) (h)∣∣∣ ≤ L ‖v1 − v2‖Hk(Ω) ‖h‖Hk(Ω) .
for all v1, v2 ∈ B (R) and for all h ∈ Hk0 (Ω) . This, in turn implies (3.22). 
5 Proof of Theorem 3.2
In this proof C2 = C2 (R,A, F,Ω) > C1 > 0 denotes different constants depending only
on listed parameters. Here C1 = C1 (A0,Ω) > 0 is the constant of the pointwise Carleman
estimate (3.17)-(3.19). For two arbitrary points v1, v2 ∈ B (R) let again h = v2−v1 and let
D be the same as in (4.1). Denote S = D−Q (v1 + F ) (h) , where Q (v1 + F ) (h) is given
in (4.6) and it is linear, with respect to h. Then, using (4.4)-(4.6) and the Cauchy-Schwarz
inequality, we obtain
S ≥ 1
2
(A0h)
2 − C2
(
(∇h)2 + h2) ,∀x ∈ Ω.
Hence, using (4.10) and (4.11), we obtain
Jλ,β (v1 + h, F )− Jλ,β (v1, F )− J ′λ,β (v1, F ) (h)
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≥ 1
2
e−2λ(α+ε)
∫
Ω
(A0h)
2 ϕ2λdx− C2e−2λ(α+ε)
∫
Ω
(
(∇h)2 + h2)ϕ2λdx+ β ‖h‖2Hk(Ω) . (5.1)
Since Ωα ⊂ Ω, then
e−2λ(α+ε)
∫
Ω
(A0h)
2 ϕ2λdx ≥ e−2λ(α+ε)
∫
Ωα
(A0h)
2 ϕ2λdx. (5.2)
Next,
− C2e−2λ(α+ε)
∫
Ω
(
(∇h)2 + h2)ϕ2λdx = −C2e−2λ(α+ε) ∫
Ωα
(
(∇h)2 + h2)ϕ2λdx (5.3)
−C2e−2λ(α+ε)
∫
ΩΩα
(
(∇h)2 + h2)ϕ2λdx.
Since by (3.10) and (3.13) ϕ2λ (x) < exp (2λα) for x ∈ ΩΩα, then
− C2e−2λ(α+ε)
∫
ΩΩα
(
(∇h)2 + h2)ϕ2λdx ≥ −C2e−2λε ∫
ΩΩα
(
(∇h)2 + h2) dx. (5.4)
Integrate (3.17) over the domain Ωα, using the Gauss’ formula, (3.18) and (3.19).
Next, replace u with h in the resulting formula. Even though there is no guarantee that
h ∈ C2 (Ωα) , still density arguments ensure that the resulting inequality remains true.
Hence, taking into account (3.10)-(3.14), (5.1) and (5.2), we obtain
1
2
e−2λ(α+ε)
∫
Ωα
(A0h)
2 ϕ2λdx ≥ C2e−2λ(α+ε)
∫
Ωα
(
λ (∇h)2 + λ3h2)ϕ2λdx (5.5)
−C2λ3e−2λε
∫
ψα
(
(∇h)2 + h2) dS,∀λ ≥ λ0.
Since k ≥ 2, then the trace theorem implies that
C2λ
3e−2λε
∫
ψα
(
(∇h)2 + h2) dx ≤ C2λ3e−2λε ‖h‖2Hk(Ω) . (5.6)
Also,
C2e
−2λε
∫
ΩΩα
(
(∇h)2 + h2) dx ≤ C2e−2λε ‖h‖2Hk(Ω) . (5.7)
Since β ≥ e−λε, then (5.6) and (5.7) imply that for sufficiently large
λ1 = λ1 (R,A, F,Ω, α, ε, β) > λ0 and for λ ≥ λ1
− C2λ3e−2λε
∫
ψα
(
(∇h)2 + h2) dx− C2e−2λε ∫
ΩΩα
(
(∇h)2 + h2) dx ≥ −β
2
‖h‖2Hk(Ω) . (5.8)
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Also, for λ ≥ λ1
C2e
−2λ(α+ε)
∫
Ωα
(
λ (∇h)2 + λ3h2)ϕ2λdx− C2e−2λ(α+ε) ∫
Ωα
(
(∇h)2 + h2)ϕ2λdx (5.9)
≥ 1
2
C2e
−2λ(α+ε)
∫
Ωα
(
λ (∇h)2 + λ3h2)ϕ2λdx.
Hence, using (5.1), (5.3), (5.5), (5.8) and (5.9), we obtain for λ ≥ λ1 with a new constant
C2
Jλ,β (v1 + h, F )− Jλ,β (v1, F )− J ′λ,β (v1, F ) (h)
≥ C2e−2λ(α+ε)
∫
Ωα
(
λ (∇h)2 + λ3h2)ϕ2λdx+ β2 ‖h‖2Hk(Gc) . (5.10)
Next, since Ωα+2ε ⊂ Ωα and ϕ2λ (x) > e2λ(α+2ε) for x ∈ Ωα+2ε, then (5.10) implies that for
all v1, v2 = v1 + h ∈ B (R)
Jλ,β (v1 + h, F )− Jλ,β (v1, F )− J ′λ,β (v1, F ) (h) ≥ C2e2λε ‖h‖2H1(Ωα+2ε) +
β
2
‖h‖2Hk(Ω) . 
6 Proof of Theorem 3.4
Recall that λ ≥ λ∗. The existence and uniqueness of the point vmin ∈ B (R) of the global
minimum of the functional Jλ,β (v, F
∗) follows immediately from Theorems 2.1, 3.2 and
3.3. Since by (3.26) A (v∗ + F ∗) = 0 and by (3.27) v∗ ∈ B (R) , then, using (3.21), we
obtain
Jλ,β (v
∗, F ∗) = β ‖v∗‖2Hk(Ω) ≤ βR2. (6.1)
Next, by (2.4)
− J ′λ,β (vmin, F ∗) (v∗ − vmin) ≤ 0. (6.2)
Hence, combining (6.1) and (6.2), we obtain
Jλ,β (v
∗, F ∗)− Jλ,β (vmin, F ∗)− J ′λ,β (vmin, F ∗) (v∗ − vmin) ≤ βR2. (6.3)
Next, combining (6.3) with Theorem 3.2 and setting β = e−λε, we obtain (3.29). Next,
since
‖v∗ − vn+1‖H1(Ωα+2ε) ≤ ‖v∗ − vmin‖H1(Ωα+2ε) + ‖vmin − vn+1‖H1(Ωα+2ε)
and ‖vmin − vn+1‖H1(Ωα+2ε) ≤ ‖vmin − vn+1‖Hk(Ω) , then (3.30) follows from (3.29) and
(3.25). 
7 Proof of Theorem 3.5
In this proof C4 = C4 (R,A, F,Ω) > 0 denotes different constants depending only on listed
parameters. Since functions F, F ∗ ∈ Hk+1 (Ω) , then, as it was noticed in subsection 3.1,
A (F ) , A (F ∗) ∈ C (Ω) . (7.1)
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It follows from (3.1), (3.26)-(3.28), (4.2) and (7.1) that
A (v∗ + F ) = A (v∗ + F ∗ + (F − F ∗)) = A (v∗ + F ∗) + A˜ (v∗, F − F ∗) = A˜ (v∗, F − F ∗) ,
where
∣∣∣A˜ (v∗, F − F ∗)∣∣∣ ≤ C4δ, ∀x ∈ Ω. Hence, recalling that v∗ ∈ B (R) and applying
(3.16) and (3.21), we obtain
Jλ,β (v
∗, F ) ≤ C4
(
δ2e2λm + β
)
. (7.2)
Recall that λ ≥ λ1. Let vmin ∈ B (R) be the unique point of the global minimum of the
functional Jλ,β (v, F ) on the set B (R) . Since (6.2) is valid, then, using Theorem 3.2 and
(7.2), we obtain
‖v∗ − vmin‖H1(Ωα+2ε) ≤ C4
(
δeλm +
√
β
)
. (7.3)
Choose λ = λ (δ) such that δ exp (λ (δ)m) =
√
δ. This means that
λ (δ) = ln
(
1
δ1/(2m)
)
. (7.4)
The choice (7.4) is possible since ln
(
δ
−1/(2m)
0
)
> λ1 and, therefore, λ (δ) > λ1 for δ ∈
(0, δ0) . Choose β = e
−λ(δ)ε. Hence, taking into account (3.31), we obtain
δeλ(δ)m + e−λ(δ)ε/2 =
√
δ + δε/(4m) ≤ 2δθ. (7.5)
Thus, (7.3)-(7.5) imply (3.32). Next, (3.33) is established similarly with the part of the
proof of Theorem 3.4 after (6.3). 
8 Specifying equations
The scheme of section 3 is a general one and it can be applied to all three main classes of
Partial Differential Equations of the second order: elliptic, parabolic and hyperbolic ones.
Since the latter was explained in detail in [17], we only briefly specify these equations in
this section and formulate ill-posed Cauchy problems for them. So, Theorems 2.1, 3.1-3.5
can be reformulated for all three Cauchy problems considered in this section.
8.1 Quasilinear elliptic equation
We now rewrite the operator A in (3.1) as
Aell (u) =
n∑
i,j=1
ai,j (x)uxixj + A1 (x,∇u, u) , x ∈ Ω, (8.1)
A0,ell (u) =
n∑
i,j=1
ai,j (x)uxixj , (8.2)
ai,j ∈ C1
(
Ω
)
, (8.3)
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where ai,j (x) = aj,i (x) ,∀i, j = 1, ..., n and A0 is the principal part of the operator Aell.
Condition (3.3) becomes now condition (8.3). Also, we assume that condition (3.4) holds.
The ellipticity of the operator A0,ell means that there exist two constants µ1, µ2 > 0, µ1 ≤
µ2 such that
µ1 |η|2 ≤
n∑
i,j=1
ai,j (x) ηiηj ≤ µ2 |η|2 ,∀x ∈ Ω,∀η = (η1, ...ηn) ∈ Rn. (8.4)
As above, let Γ ⊂ ∂Ω be the part of the boundary ∂Ω, where the Cauchy data are given.
Assume that the equation of Γ is
Γ =
{
x ∈ Rn : x1 = p (x) , x = (x2, ..., xn) ∈ Γ′ ⊂ Rn−1
}
and that the function p ∈ C2
(
Γ
′)
. Here Γ′ ⊂ Rn−1 is a bounded domain. Changing
variables x = (x1, x)⇔ (x′1, x) , where x′1 = x1 − p (x) and keeping the same notation for
x1 for brevity, we obtain that in new variables
Γ = {x ∈ Rn : x1 = 0, x ∈ Γ′} .
This change of variables does not affect the ellipticity property of the operator A0,ell. Let
X > 0 be a certain number. Thus, without any loss of generality, we assume that
Ω ⊂ {x1 ∈ (0, 1/2)} , Γ = {x ∈ Rn : x1 = 0, |x| < X} ⊂ ∂Ω. (8.5)
Cauchy Problem for the Quasilinear Elliptic Equation. Suppose that conditions
(8.1)-(8.4) hold. Find such a function u ∈ Hk (Ω) that satisfies the equation
Aell (u) = 0
and has the following Cauchy data g0, g1 on Γ
u |Γ= g0 (x) , ux1 |Γ= g1 (x) .
Let ρ ∈ (0, 1/2) be an arbitrary number. It is well known that the CWF ϕλ (x) for
the operator A0,ell in this case can be chosen as
ψ (x) = x1 +
|x|2
X2
+ ρ, ϕλ (x) = exp
[
λψ−ν (x)
]
, (8.6)
see chapter 4 of [21]. Here the number ν ≥ ν0, where ν0 = ν0 (Ω, n, ρ,X,A0,ell) > 1 is a
certain number depending only on listed parameters.
8.2 Quasilinear parabolic equation
Since in this and next subsections we work with the space Rn+1 = {(x, t) , x ∈ Rn, t ∈ R} ,
then we replace the above number k with kn+1 = [(n+ 1) /2] + 2. Choose an arbitrary
number T = const. > 0 and denote QT = Ω×(−T, T ) . Let Lpar be the quasilinear elliptic
operator of the second order in QT , which we define the same way as the operator Aell in
(8.1)-(8.3) with the only difference that now its coefficients depend on both x and t, and
also the domain Ω is replaced with the domain QT . Let L0,par be the similarly defined
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principal part of the operator Lpar, see (8.2). Next, we define the quasilinear parabolic
operator as Apar = ∂t − Lpar. The principal part of Apar is A0,par = ∂t − L0,par. Thus, in
QT
Lpar (u) =
n∑
i,j=1
ai,j (x, t)uxixj + A1 (x, t,∇u, u) , (8.7)
Apar (u) = ut − Lpar (u) , (8.8)
A0,par (u) = ut − L0,paru = ut −
n∑
i,j=1
ai,j (x, t)uxixj , (8.9)
ai,j ∈ C1
(
QT
)
, (8.10)
A1 (x, t, y) ∈ C3
{
(x, t, y) : (x, t) ∈ QT , y ∈ Rn+1
}
, (8.11)
µ1 |η|2 ≤
n∑
i,j=1
ai,j (x, t) ηiηj ≤ µ2 |η|2 ,∀ (x, t) ∈ QT ,∀η = (η1, ...ηn) ∈ Rn. (8.12)
Let the domain Ω and the hypersurface Γ ⊂ ∂Ω be the same as in (8.5). Denote ΓT =
Γ× (−T, T ) . Consider the quasilinear parabolic equation
Apar (u) = ut − Lpar (u) = 0 in QT . (8.13)
Cauchy Problem with the Lateral Data for the Quasilinear Parabolic Equa-
tion. Assume that conditions (8.7)-(8.12) hold. Find such a function u ∈ Hkn+1 (QT )
which satisfies equation (8.13) and has the following lateral Cauchy data g0, g1 at ΓT
u |ΓT= g0 (x, t) , ux1 |ΓT= g1 (x, t) . (8.14)
The CWF ϕλ (x, t) for the operator A0,par is introduced similarly with (8.6), see chapter
4 of [21]
ψ (x, t) = x1 +
|x|2
X2
+
t2
T 2
+ ρ, ϕλ (x, t) = exp
(
λψ−ν
)
. (8.15)
Here the number ν ≥ ν0, where ν0 = ν0 (Ω, n, ρ,X, T, L0,par) > 1 is a certain number
depending only on listed parameters.
This CWF works perfectly for the case when the lateral Cauchy data are given on
a part Γ 6= ∂Ω of the boundary of the domain Ω. Suppose now that Ω is a ball, Ω =
{|x| < B} for a constant B > 0. Suppose that the data are given on the entire boundary
∂Ω = {|x| = B} . Then one can use [27]
ϕλ (x, t) = exp
[
λ
(|x|2 − t2)] . (8.16)
8.3 Quasilinear hyperbolic equation
In this subsection, notations for the time cylinder QT are the same as ones in subsection
8.2. We assume here that ∂Ω ∈ C∞. Denote ST = ∂Ω× (−T, T ) . Consider two numbers
al, au > 0 such that al < au. For x ∈ Ω, let the function a (x) satisfy the following
conditions
a (x) ∈ [al, au] , a ∈ C1
(
Ω
)
. (8.17)
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In addition, we assume that there exists a point x0 ∈ RnΩ such that
(∇a (x) , x− x0) ≥ 0, ∀x ∈ Ω. (8.18)
In particular, if a (x) ≡ 1, then (8.18) holds for any x0 ∈ Rn. We need inequality (8.18)
for the validity of the Carleman estimate. Assume that the function A1 satisfies condition
(8.11). Consider the quasilinear hyperbolic equation in the time cylinder ΩT with the
lateral Cauchy data g0 (x, t) , g1 (x, t) at ST ,
Lhyp (u) = a (x)utt −∆u− A1 (x, t,∇u, u) = 0 in QT , (8.19)
u | ST = g0 (x, t) , ∂nu |ST= g1 (x, t) . (8.20)
Cauchy Problem with the Lateral Data for the Hyperbolic Equation (8.19).
Find such a function u ∈ Hkn+1 (QT ) which satisfies conditions (8.19) and (8.20).
Let the number η ∈ (0, 1) . Define functions ψ (x, t) and ϕλ (x, t) as
ψ (x, t) = |x− x0|2 − ηt2, ϕλ (x, t) = exp (λψ (x, t)) . (8.21)
Denote L0,hyp (u) = a (x)utt−∆u. Given conditions (8.17), (8.18), the Carleman estimate
for the operator L0,hyp holds with the CWF ϕλ from (8.21), see Theorem 1.10.2 in the
book [4].
9 Numerical Study
In this section, we study numerically a 1-D analog of the ill-posed Cauchy problem (8.13),
(8.14) for the parabolic equation. The numerical study of this section is similar with
the one of [19]. There are important differences, however. First, following the concept
of Cauchy Problem 2, we obtain zero Dirichlet and Neumann boundary conditions on
one edge of the interval, where the lateral Cauchy data are given. Second, the specific
formulas for the quasilinear part S (u) of the parabolic operator considered below are
different from ones of [19]. Still, because of the above analogy, our description below is
rather brief. We refer to [19] for more details.
9.1 The forward problem
Here T = 1/2 and
Q1/2 = {(x, t) : x ∈ (0, 1) , t ∈ (−1/2, 1/2)} .
We consider the following forward problem:
ut = uxx + S (u) +G (x, t) , (x, t) ∈ QT , (9.1)
u (x,−1/2) = f (x) , (9.2)
u (0, t) = g (t) , u (1, t) = p (t) . (9.3)
Our specific functions in (9.1)-(9.3) are:
S1 (u) = 10 cos (u+ x+ 2t) , S2 (u) = 10
u2
1 + u2
, (9.4)
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G (x, t) = 10 sin
[
100
(
(x− 0.5)2 + t2)] , (9.5)
f (x) = 10
(
x− x2) , (9.6)
g (t) = 10 sin [10 (t− 0.5) (t+ 0.5)] , p (t) = sin [10 (t+ 0.5)] . (9.7)
Thus, due to the presence of the multiplier 10 in (9.4), the influence of the nonlinear term
S (u) on the solution u of the problem (9.1)-(9.3) is significant.
We use the FDM to solve the forward problem (9.1)-(9.3) numerically. Introduce the
uniform mesh in the domain ΩT ,
M =
{
(xi, tj) : xi = ih, tj = −1
2
+ jτ , i ∈ [0, N) , j ∈ [0,M)
}
,
where h = 1/N and τ = 1/M are grid step sizes in x and t directions respectively. For
generic functions f (1) (x, t) , f (2) (x) , f (3) (t) denote f
(1)
ij = f
(1) (xi, tj) , f
(2)
i = f
(2) (xi) , f
(3)
j =
f (3) (tj) . Let ϕij = S (uij) + Gij. We have solved the forward problem (9.1)-(9.3) using
the implicit finite difference scheme,
uij+1 − uij
τ
=
1
h2
(ui−1j+1 − 2uij+1 + ui+1j+1) + ϕij, i ∈ [1, N − 1) , j ∈ [0,M − 1) ,
ui0 = fi, u0j = gj, uNj = pj, i ∈ [0, N) , j ∈ [0,M) .
In all our numerical tests we have used M = 32, N = 128. Even though these numbers are
the same both for the solution of the forward and inverse problems, the “inverse crime”
was not committed since we have used noisy data and since we have used the minimization
of a functional rather than solving a forward problem again.
Thus, solving the forward problem (9.1)-(9.3) with the input functions (9.4)-(9.7), we
have computed the function qcomp (t) ,
ux (1, t) = qcomp (t) , t ∈
(
−1
2
,
1
2
)
. (9.8)
9.2 The ill-posed Cauchy problem and noisy data
Our interest in this section is to solve numerically the following Cauchy problem:
1-D Cauchy Problem. Suppose that in (9.1)-(9.3) functions f (x) and g (t) are
unknown whereas the functions G (x, t) , p (t) and S (u) are known. Let in the data sim-
ulation process functions F, S, f, g, p are the same as in (9.4)-(9.7). Determine the func-
tion u (x, t) in at least a subdomain of the time cylinder Q1/2, assuming that the function
qcomp (t) in (9.8) is known.
We have introduced 5% level of random noise in the data. Let σ ∈ [−1, 1] be the ran-
dom variable representing the white noise. Let p(m) = maxj |pj| and q(m) = maxj |qcomp,j| .
Then the noisy data, which we have used, were
u˜N−1j = pj + 0.05p(m)σj, u˜N−2j = pj − h
(
qcomp,j + 0.05q
(m)σj
)
. (9.9)
Below we use functions p′ (t) and q′ (t) . We have calculated derivatives p′ (t) , q′ (t) of noisy
functions via finite differences. Even though the differentiation of noisy functions is an
ill-posed problem, we have not observed instabilities in our case. A more detailed study
of this topic is outside of the scope of the current publication.
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9.3 Specifying the functional Jλ,β
We introduce the function F (x, t) as
F (x, t) = p (t) + (x− 1) q (t) .
Let v = u− F. Then v (1, t) = vx (1, t) = 0 and
A (v + F ) = vt − vxx − S (v + F )−G (x, t) + [p′ (t) + (x− 1) q′ (t)] .
By (3.21) the functional Jλ,β (v, F ) becomes
Jλ,β (v, F ) =
1/2∫
−1/2
1∫
0
[A (v + F )]2 ϕ2λdxdt+ β ‖v‖2H2(Q1/2) . (9.10)
Here we use the CWF ϕλ (x, t) which is given in (8.16). The reason of this is that the rate
of change of the CWF of (8.15) is too large due to the presence of two large parameters
λ and ν in (8.15) In (9.10) we do not use the multiplier e−2λ(α+ε), which was present
in the original version (3.21). Indeed, we have used that multiplier in order to allow
the parameter β to be less than 1. However, we have observed in our computations
that the accuracy of results does not change much for β varying in a large interval. In
all our numerical experiments below β = 0.00063. The norm ‖v‖H2(QT ) is taken instead
of ‖v‖H3(Q1/2) due to the convenience of computations. Note that since we do not use
too many grid points when discretizing the functional Jλ,β (v, F ) , then these two norms
are basically equivalent in our computations, since all norms are equivalent in a finite
dimensional space.
9.4 Minimization of Jλ,β (v, F )
To minimize the functional (9.10), we have attempted first to use the gradient projection
method, as it was done in the above theoretical part. However, we have observed in our
computations that just the conjugate gradient method (GCM) with the starting point
v0 ≡ 0 works well and much more rapidly. So, our results below are obtained via the
GCM. We have written the functional Jλ,β (v, F ) in the discrete form Jλ,β (v, F ) using
finite differences. Next, we have minimized the functional Jλ,β (v, F ) with respect to
the values vij of the discrete function v at the grid points. Hence, we have calculated
derivatives ∂vijJλ,β (v, F ) via explicit formulas. The method of the calculation of these
derivatives is described in [19].
Normally, for a quadratic functional the GCM reaches the minimum of this functional
after M · N gradient steps with the automatic step choice. However, our computational
experience tells us that we can obtain a better accuracy if using a small constant step in
the GCM and a large number of iterations. Thus, we have used the step size γ = 10−8
and 10,000 iterations of the GCM. It took 0.5 minutes of CPU Intel Core i7 to do these
iterations.
9.5 Results
Let v (x, t) be the numerical solution of the forward problem (9.1)-(9.3). Let vλβ (x, t) be
the minimizer of the functional Jλ,β (v, F ) which we have found via the GCM. Of course,
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v (x, t) and vλβ (x, t) here are discrete functions defined on the above grid and norms
used below are discrete norms. Recall that u (x, t) = v (x, t) + F (x, t) . Hence, denote
uλβ (x, t) = vλβ (x, t) + F (x, t) . For each x of our grid we define the “line error” E (x) as
E (x) =
‖uλβ (x, t)− u (x, t)‖L2(−1/2,1/2)
‖u (x, t)‖L2(−1/2,1/2)
. (9.11)
We evaluate how the line error changes with the change of x, i.e. how the computational
error changes when the point x moves away from the edge x = 1 where the lateral Cauchy
data are given. Naturally, it is anticipated that the function E (x) should be decreasing.
a)
b)
Figure 1: Distribution of error along the x-axis. a) λ = 0, 1, 3 and S (u) =
cos (u+ x+ 2t) . b) λ = 0, 1, 3 and S (u) = u2/(1 + u2). Thus, the presence of the
CWF in the functional (9.10) significantly improves the accuracy of the solution. One
can observe that a rather accurate reconstruction is obtained on the interval [0.6, 1], also,
see Remark 9.1.
Remark 9.1. It is clear, intuitively at least, that the further a point x ∈ (0, 1) is from
the point x = 1 where the lateral Cauchy data are given, the less accuracy of solution
at this point one should anticipate. So, we observe in graphs of line errors on Figures
1a)-4a) that the accuracy of the calculated solutions for x ∈ (0, 0.6) is not as good as
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this accuracy for x ∈ [0.6, 1] . This is why we graph below only line errors and functions
uλβ (0.6, t) , superimposed with u (0.6, t) .
In the case of Figures 1 and 2 the starting function for iterations of the GCM was
v0 ≡ 0. We have tested three values of the parameter λ : λ = 0, 1, 3 in (8.16). We have
found that λ = 3 is the best choice for those problems which we have studied. This is
also clear from Figures 1. Note that the case λ = 0 provides a poor accuracy.
As one can see on Figures 1, the line error at x = 0.6 is between about 6% and
10% for λ = 3. Thus, we superimpose graphs of functions uλβ (0.6, t) with graphs of
functions u (0.6, t) (see Remark 9.1). Corresponding graphs are displayed on Figures 2.
One can observe again that the computational accuracy with λ = 3 is the best and that
the accuracy with λ = 0 is poor. Thus, we observe again that the presence of the CWF
in the functional (9.10) significantly improves the accuracy of the solution. On the other
hand, the accuracy at t ≈ ±1/2 is not good on Figures 2. We explain this by the fact
that Theorem 3.5 guarantees a good accuracy only in a subdomain Ωα+2ε of the domain
Ω rather than in the entire domain Ω. The latter can be reformulated for our specific
domain Q1/2 [19].
a)
b)
Figure 2: Superimposed graphs of functions u0β (0.6, t) , u1β (0.6, t) , u3β (0.6, t) and
u (0.6, t) . a) S (u) = cos (u+ x+ 2t) . b) S (u) = u2/(1 + u2). Observe that the presence
of the CWF with λ = 3 significantly improves the accuracy of the solution.
25
To see how the starting function of the GCM affects the accuracy of our results, we
took S (u) = S1 (u) and have tested three starting functions for the GCM: v0 (x, t) =
0, v0 (x, t) = (x− 1)2 (t+ 1) and v0 (x, t) = (sin (x− 1))2 t2. Hence, for any of these
three functions v0 (x, t) we have v0 (1, t) = ∂xv0 (1, t) = 0. Graphs of Figure 3a) displays
superimposed line errors and Figure 3b) displays functions u3β (0.6, t) and u (0.6, t) for
these three cases (see Remark 9.1). One can see that for x ∈ [0.6, 1] results depend
only very insignificantly on the starting point of the GCM: just as it was predicted by
Theorems 3.3 and 3.5, also see Remark 9.1.
a)
b)
Figure 3: The influence of the choice of the starting function v0 of the GCM. We have
tested three starting functions: v0 = 0, v0 = (x− 1)2(t+ 1) and v0 =
(
sin(1− x))2t2 We
took λ = 3, S (u) = 10 cos (u+ x+ 2t) . a) Superimposed line errors. b) Superimposed
functions u (0.6, t) and u3β (0.6, t) . These tests demonstrate that for x ∈ [0.6, 1] our
solution depends only very insignificantly from the choice of the starting function v0 of
the GCM: just as it was predicted by Theorems 3.3 and 3.5. Also, see Remark 9.1.
It is interesting to see how the presence of the CWF affects the linear case. In this case
the above method with λ = 0 becomes the Quasi-Reversibility Method [20]. In the recent
survey of the second author convergence rates of regularized solutions were estimated
for this method [15]. The existence of regularized solutions, i.e. minimizers, was also
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established in [15]. So, we have tested the case when
S (u) ≡ 0
in (9.1), while functions G (x, t) , f (x) , g (t) and p (t) are the same as in (9.5)-(9.7). Re-
sults for λ = 0, 1, 3 are presented on Figures 4. One can observe that even in the lin-
ear case the presence of the CWF significantly improves the computational accuracy for
x ∈ [0.6, 1].
a)
b)
Figure 4: The linear case: when S (u) ≡ 0 in (9.1). a) Line errors. b) Functions u (0.6, t)
and u3β (0.6, t) . One can observe that the presence of the CWF significantly improves the
accuracy of the solution for x ∈ [0.6, 1] even in the linear case. Also, see Remark 9.1.
10 Summary
In this paper a new element is introduced in the theory, which was previously developed
in [5, 11, 12, 16, 17, 18, 19]. More precisely, we presented some facts of the convex
analysis in section 2. Next, using, as an example, a general ill-posed Cauchy problem for
a quasilinear PDE of the second order, we have shown that these facts ensure the existence
of the minimizer of a weighted Tikhonov-like functional on any closed ball in a reasonable
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Hilbert space. This functional is strictly convex on that ball. The strict convexity is due
to the presence of the Carleman Weight Function. Next, we have specified PDEs of the
second order for which this construction works. We have also pointed out in section 1
that similar results are valid for coefficient inverse problems, which were considered in
[5, 11, 12, 16, 18]. On the other hand, the existence of the minimizer was assumed rather
than proved in those previous publication.
It is because of the material of section 2, that we have proved Theorem 3.1 and have
significantly changed the methods of proofs of Theorems 3.2 and 3.5, as compared with
[17]. Next, we have specified quasilinear PDEs of the second order for which our technique
works.
In addition, we have presented some numerical results for the side Cauchy problem for
a 1-D parabolic PDEs. These results indicate that the presence of the CWF significantly
improves the accuracy of the solution. Furthermore, this is also true even in the linear
case. It was also demonstrated numerically that for x ∈ [0.6, 1] our resulting solution
depends on the starting function for the GCM only very insignificantly: just as it was
predicted by our theory, also see Remark 9.1.
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