when the dimension is fixed. In two dimensions, it is known (see [3] ) that #
for the set of corner cuts of cardinality k; in the computational geometer's terminology, these are the k-sets of N when the dimension is fixed. In two dimensions, it is known (see [3] ) that #
We will see that in general, for any fixed dimension d, the order of magnitude of # We will call h a separating hyperplane or separating flat for T . Corner cuts were first investigated by Onn and Sturmfels [6] . Their motivation stems from computational commutative algebra; for instance, they show that the corner cuts of fixed size k in dimension d are in one-to-one correspondence with the Gröbner bases of a certain kind of ideals in the polynomial ring K[x 1 , . . . , x d ], K any infinite field: They prove that if I is the vanishing ideal of a generic configuration of k points in K d , then the Gröbner fan of I is just the normal fan of the corner cut polyhedron P ∈T x for a k-element corner cut T (see [6] for the details; see also [4] for the original definition of the so-called k-set polytope).
Furthermore, they give an upper bound of
) for the number of such corner cuts (the subscript d indicates that the constants hidden in the Landau notation depend on d).
Let us write
for the set of corner cuts of cardinality k, k-cuts for short, in dimension d. Apart from the above-mentioned relations to algebraic geometry, estimating the number #
k cut of such corner cuts seems to be of interest in its own right, since it is a rather natural special instance of the k-set problem, which concerns the maximal possible number of k-sets of a set S of n points in d-space, that is, k-element subsets T ⊆ S that can be separated from S \ T by a hyperplane disjoint from P (see [2] , [8] or [7] for the recent developments); this, in turn, can be generalized to shaped partition problems, see, e.g., [5] .
When studying the k-set problem, it is one of the first observations that one can safely assume general position of the points. Our case has a different flavor, not so much because we are dealing with an infinite point set (we will see below that we can restrict our attention to a suitable finite subset of the lattice points), but because the point configuration is so highly degenerate that we cannot afford to pass to general position (by invoking some perturbation arguments, say) lest we might increase the number of k-sets dramatically: There are examples [8] of sets of n points in general position in R d which have at least n d−1 e Ω( √ log k) many k-sets. As we will see in Section 2, the number n of nonnegative integer points belonging to some k-element corner cut is roughly k(log k) d−1 . Therefore, since e √ log k grows faster than any given power of log k, general k-set estimates are of no avail if we want to establish an upper bound of the form k d−1 polylog(k). In Section 4, we will prove that
In the planar case, Corteel et al. [3] showed that
In Section 3 we will use this knowledge to derive a general lower bound
which matches (4) up to a polylogarithmic factor. (It has been communicated to me that the same bounds have been found independently by Gaël Rémond.) In fact, our proof of the upper bound immediately extends to the overall number of flags (that is, of ascending chains F 1 £ . . . 
How Many Lattice Points Are Involved?
Given an oriented hyperplane h, let h − and h − denote the open, respectively closed, negative halfspace of h, and similarly for the positive halfspaces. Moreover, unless explicitly stated otherwise, let us assume that whenever we encounter a hyperplane h not containing −1 = (−1, . . . , −1), it is oriented in such a way that −1 ∈ h − . Suppose that a corner cut T of size k contains a lattice point u = (u 1 , . . . , u d ). Then the whole "lattice box"
In other words, all corner cuts of cardinality k are subsets of the finite set S
Proof. We proceed by induction on d:
Therefore,
On the other hand:
− ; call such a point u a violator and h a witness for u. Clearly, d > 1, and T is not contained in any coordinate hyperplane (else we are done by induction). Now, consider a violator u which minimizes
By assumption, 0 ∈ h − , and so t > 0; moreover, all entries of ν must be positive, for if ν j ≤ 0, then all the points ie = (0, . . . , i, . . . , 0), i ∈ {0 . . . k − 1}, would belong to, and hence constitute, h − ∩ S d k = T , contradicting the fact that T is not contained in any coordinate hyperplane. Since ν and t are positive,
But then all u j ≥ 1 (otherwise T would be contained in some coordinate hyperplane) and so, for some j, h must intersect the x j -axis at a distance greater than u j + 1 from the origin. This, however, contradicts the assumption that h separates T from S 
The Lower Bound
∩T . Take some T of size j as above with
, and for a real parameter t > 0, consider the hyperplane h t spanned by the flat f and the the point (0, . . . , 0, t). Observe that by choosing f in a sufficiently generic manner, we may assume that no h t contains more than one lattice point.
Each of the hyperplanes h t defines a certain d-dimensional corner cut T t . For t < 1, this is exactly our original T . But as t grows, more and more lattice points will be included, one at a time by our assumption on f , until for some appropriatê t, we obtain a d-dimensional corner cutT := Tt of size k as advertised. (Note that T depends on the choice of a separating flat f .)
Since we know that in the plane, # = Ω(k log k), and since
PSfrag replacements
Figure 1: Lifting a corner cut.
The Upper Bound
Let S be a full-dimensional discrete point set in R d -we will mainly be concerned with the case when S is finite, or S = N d 0 . Consider an oriented hyperplane h, spanned by d affinely independent points from S, such that |h − ∩ S| < k and |h − ∩ S| ≥ k; let us call h a k-hyperplane of S. Note that, for a given ν = 0, there is at most one k-hyperplane h of S with outer normal ν. Observe that h might be a k-hyperplane for several values of k. For instance, according to our definition, the coordinate hyperplanes are k-hyperplanes of N 
is an i-dimensional oriented flat, spanned by points from S ∩ f i+1 , that forms a k i+1 -hyperplane within f i+1 , and
Proof. Applying the above observation recursively, we see that each k-set T of S can be represented by a sequence (h = f d−1 , f d−2 , . . . , f 2 ) as specified (up to the last entry) together with a j := k 2 -set J of the two-dimensional point configuration S ∩ f 2 .
But in two dimensions, every j-set J can be uniquely represented by a j-line (that is, a j-hyperplane w.r.t. the surrounding 2-dimensional space): If 0 is a separating line for J take a j-line f 1 incident to J such that the angle α of f 1 w.r.t. 0 is negative (that is, arises from 0 by a clockwise rotation).
Conversely, given
f 1 and j, let i = j − |S ∩ f − 1 | and let a and b be the i th
and (i + 1)
th point of S on f 1 , respectively (in the direction of f 1 ). Then a small counterclockwise rotation of f 1 about the midpoint of a and b gives a separating line 0 for J (see Figure 2) . Observe that it is crucial to know both f 1 and j (we PSfrag replacements If h is one of the coordinate hyperplanes, then T ⊂ h is essentially a corner cut in dimension d − 1, and we can handle the number of these inductively. Thus, we may assume that h is a proper k-hyperplane, i.e. that its outer normal vector is strictly positive. Proof. For each lattice point u ∈ ∆, consider the unit cube {x | u j ≤ x j ≤ u j + 1 for all j. Clearly, ∆ is contained in the union of these boxes, whose volume is r.
Thus, the open simplex bounded by our proper k-hyperplane h and the coordinate hyperplanes has volume at most k; it follows that the same is true for its closure.
Let
be the bounding box of the points p i , i ∈ {0 . . . d − 1}, i.e. the smallest axis-parallel box containing them. Since the hyperplane h spanned by the p i is not one of the coordinate hyperplanes, B is a full-dimensional box, i.e. b i − a i > 0 for all i ∈ {1 . . . d}.
Observation 4.4. Let H be any halfspace containing all
Suppose without loss of generality ν d ≥ 0, and consider the projection of the points onto the the hyperplane {x ∈
But then, the pyramid whose base is P and whose apex is any p j maximizing the x d -coordinate is contained in B ∩ H and has volume as guaranteed. 
Now, fix a sequence (j (1), . . . , j(d)) and positive integers m 1 , . . . , m d such that
Well, for each entry v ij(i) we get to choose a sign from {+, −}, while for the entries v ij with j = j(i) we may select any integer from {−m i . . . m i }. Thus, we have 2 
5 Concluding Remarks ; on the other hand each unbounded r-face is contained in some r-dimensional intersection of coordinate hyperplanes, so there are only 2 d unbounded faces alltogether). Then F corresponds, in a one-to-one fashion, to an r-dimensional affine flat f which is parallel to F and spanned by points from N d 0 , such that there exists a hyperplane h with the following properties:
(h is an appropriate translate of the supporting hyperplane of P (2) For the lower bound, we considered a corner cut λ ∈
and showed that the "fiber" {µ ∈
= λ} is non-empty. Since
= 1 for all j in dimension 1, this argument would only give a linear number of corner cuts of size k in dimension 2. But this number is k log k, so the "average" fiber must have size log k. This might be considered as evidence that the lower bound (3) is not optimal. (To get a lower bound that matches the upper one we have, we would have to show that the average fiber is of size log k in every dimension.) (3) On the algorithmic side, as noted in Section 2, enumerating the elements of For this purpose, we can use the k-set enumeration algorithm of Andrzejak and Fukuda [1] which is based on the paradigm of reverse search. Conceptually, the algorithm implicitly builds a subtree of the edge graph of the corner-cut polyhedron P d k and traverses this graph in a depth first manner. The crucial issue is how to find the neighbors of a given vertex v = T . As shown in [1] , this reduces to solving certain linear programs. Some care is needed to ensure that the algorithm handles degenerate point configurations correctly, but on the other hand, the corner cut set-up is particularly nice in that the coefficients of the LP's will be integers in the range {0 . . . k}. In total, the running time is (cf. [1] 
where lp k (d, n) denotes the time required to solve a linear program in d variables, with n constraints and coefficients from {0, . . . , k}. If we substitute (4) and |S (5), we obtain, for fixed dimension d, a time complexity of
