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O trabalho proposto para esta dissertação é um estudo detalhado de um sistema dinâmico hi-
erárquico enquanto uma ferramenta para machine learning. A razão principal para usar um sis-
tema deste género numa aplicação de machine learning é a sua capacidade intrínseca para tirar
vantagem da estrutura temporal presente nos dados. Existe interesse em estudar sistemas dinâmi-
cos para aplicações de machine learning uma vez que muitas data streams representam fenómenos
que evoluem com o tempo mediante uma certa regra, isto é, existe uma forte correlação entre os
dados em diferentes instantes de tempo. Esta correlação temporal pode ser vista como redundân-
cia de informação, que pode ser aproveitada de forma a tornar os nossos sistemas mais robustos ao
ruído, por exemplo. Modelar os fenómenos que originam os dados também tem interesse uma vez
que torna possível simular e fazer previsões sobre o sistema. A ideia de estruturar um modelo de
machine learning num conjunto de camadas organizadas de forma hierárquica tem sido bem suce-
dida recentemente, com os algoritmos de deep learning ultrapassando largamente a performance
de algoritmos que anteriormente eram os melhores num conjunto de tarefas diferentes. Também
interessante é o facto de estes terem algumas similaridades em termos de comportamento com o
córtex.
Num primeiro passo, o algoritmo original será aplicado como método de identificar notas
musicais em ambiente ruidoso. Para além disto, uma vez que este é um algoritmo novo, tentar-
se-á entender melhor o funcionamento interno do mesmo. Mais especificamente, iremos aplicar
um conjunto de diferentes restrições possíveis ao modelo e estudá-lo de um ponto de vista mais
teórico, de forma a prever causas para eventuais falhas. Iremos também estudar a forma como a
dimensionalidade nas várias camadas afeta o comportamento do modelo, e fazer alguma análise
em relação à dispersão dos cluster points. Finalmente, tentar-se-á expandir o modelo, de forma a
investigar a sua capacidade de criar representações invariantes. As experiências serão à base de
deteção de motivos, em que um motivo dirá respeito a um conjunto de diferentes sequências de
notas.
Neste trabalho, ganhámos alguma intuição em relação ao comportamento do modelo sob difer-
entes restrições, encontrámos mais restrições que parecem importantes ao sistema e que deveriam
ser-lhe impostas. Percebemos também que o mecanismo de treino contém alguns problemas de
consistência, deteriorando por vezes o desempenho do sistema. No entanto, considerando o treino
na sua totalidade, no geral tende a melhorar. Uma abordagem para a deteção de motivos foi
concebida e implementada. Embora alguns resultados iniciais parecessem interessantes, fomos
incapazes de encontrar uma característica que fosse invariante a todas as sequências dentro do





The work proposed for this dissertation is the in-depth study of a hierarchical dynamical system
as a machine learning tool. The main argument for the use of a system of this type in a machine
learning application is its inherent ability to take advantage of the temporal structure embedded in
the data. There is interest in studying dynamical systems for machine learning applications since a
lot of data streams represent phenomena that evolve with time following a certain rule, that is, there
is a strong correlation between data samples at different time samples. This temporal correlation
can be seen as redundancy of information, which can be explored in order to make our systems
more robust to noise, for example. Modeling the underlying phenomena is also of interest since
it makes simulation and prediction possible. The idea of structuring a machine learning model
in a hierarchical set of layers has recently achieved great success, with deep learning algorithms
besting by far previous top scorers in a multitude of different tasks. Also interesting is the fact that
they have some similarities in behavior with the cortex.
In a first stage, the original algorithm will be applied as a method to identify musical notes in a
noisy environment. Moreover, since this is a very novel algorithm, it will be attempted to uncover
the not very well known inner workings of the algorithm. More specifically, we will apply a set
of different possible constraints to the model and study it from a more theoretical point of view, in
order to predict causes of failure.
We will also study how the dimensionality of the layers constrains the behavior of the model
and make some analysis regarding the spread of the cluster points. Lastly, an expansion of the
model will be attempted in order to investigate the potential of the algorithm to create invariant
representations. The experiments will consist of motif detection, were a motif is a concept that
encloses a set of different sequences of notes.
In this work, we gained some insight of the behavior of the model under different restrictions,
found further restrictions that appear important to the system and should be enforced. We also
realized that there are some problems of consistency in the training procedure, which sometimes
deteriorates the performance of the system. However, when considering the full training setup, the
system seems to be improving. An approach for motif detection was designed and implemented.
Even though there were some initial interesting results, we were unable to find some feature that
is invariant with regard to all possible sequences of notes that form the same motif and very
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“The best material model of a cat is another, or preferably the same, cat.”
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1.1 Context and Motivation
This document reflects the work realized in the final curricular unit of MIEEC (Integrated Mas-
ters in Electrical and Computers Engineering) course in the current year of 2014/2015. It was
developed with the INESC TEC support in regard to infrastructure and resources. In this work,
it is studied with detail a novel algorithm that emerged from the interest of capturing temporal
information and structure from the data. The layered architecture of the model is also a feature
that is increasingly dominant in the machine learning field since the relatively recent advances
in deep learning algorithms. One other aspect for choosing this algorithm was also that it was
allegedly fast to train and experiment with, at least when compared with most state of the art in
this branch field. An immediate possible application for the algorithm is note recognition in noisy
environments, which was also considered and tested in the original articles.
Hierarchical models have seen great evolution in the recent years, with deep learning consis-
tently winning many worldwide pattern recognition competitions. Interestingly, they have some
remarking similarities to the processing in the neural cortex. In both the visual cortex and in many
deep neural networks used in visual tasks, the lower layer cells behave have as edge detectors sim-
ilar to Gabor filters, and as we go higher in the hierarchy they compute increasingly more complex
functions.
The interest of dynamical systems in machine learning lies in the fact that many data streams
are time-varying in a way that follows a certain rule (i.e. there is correlation between different time
samples). This mechanism can be modeled as a dynamical system, and knowing this underlying
system (rule) allows many applications, such as: prediction (stock market, weather, power outage),
modeling and simulating (living organisms, physical phenomena), interpreting (neural recording).
1.2 Goals
The goal of this work is to do an in-depth study of an algorithm recently proposed in the machine
learning literature. The first objective of this dissertation is to implement the original algorithm in
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MATLAB and to replicate the submitted results. However, we intend to go further in this analysis
as much as possible since this is a novel algorithm and there is much to explore. The interest
to study in detail the training process has arisen from the lack of insight of what the system is
effectively learning. The last objective is to explore the potential of the system in learning higher
conceptual patterns. For this, we will impose an additional model on top of the one used in the
first study.
1.3 Contributions
The behavior of the model was analyzed while subject to a varied set of different constraints.
It was also studied from a more analytical point of view using the control theory. It was found
that there are further constraints that should be imposed in order to assure good behavior. Some
intrinsic limitations where found in the linearity and in the reduction of dimensionality as we go
higher in the hierarchy.
1.4 Structure
Aside from this one, this thesis contains 6 more chapters.
• Chapter 2 — Exposes some important ideas in order to gain some insight of our model of
interest.
• Chapter 3 — Explains with detail the model of study and some of it’s theoretical aspects.
• Chapter 4 — Details the experiments realized and results obtained at the note-level pro-
cessing.
• Chapter 5 — Attempts to understand the effect of the training methodology in the model.
• Chapter 6 — Investigates the capability of the model to learn invariant representations.
• Chapter 7 — Concludes the dissertation by discussing the work developed, presenting its
main conclusions and discussing possible future work.
Chapter 2
State of the art
The algorithm studied in this thesis is openly inspired by some biological concepts, and is related
to some important ideas that are commonplace in machine learning literature.
The main characteristics of the algorithm are:
• Unsupervised — is trained using only the structure present on the data, without labels.
• Generative — models the process that gives origin to the data.
• Hierarchical — has a layered structure.
• Dynamical — works on data that changes with time.
• Self-organizing — learns a more appropriate metric for the system based on the data of
interest.
In this chapter, we will present some motivation for these concepts and practical applications
where they have been successful.
2.1 Generative models
Two of the main broad approaches to machine learning are Generative models and Discrimina-
tive models. Generative models work by trying to model the joint probability distribution p(y,x)
between the labels y and the input data x. This allows us to produce synthetic data [7]. Discrim-
inative models, on the other hand, model the posterior probabilities p(y|x) directly, this implies
that the system works like a black box, and is not easy to gain insight on the relationship between
variables.
In [8] the authors make a comparison between the two approaches by studying the generative
model "naive Bayes" and the algorithm which is considered its discriminative analog "logistic
regression". The authors find that while the discriminative model has a lower asymptotic error, the
generative model reaches its own asymptotic error much faster. The fact that the generative model
possesses a higher asymptotic error is expected, as it is trying to model a more general problem.
Famous examples of both approaches are:
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• Generative models — Mixtures of Gaussians and Hidden Markov Models.
• Discriminative models — Logistic regression and Neural Networks.
In [9] a generative model is used for digit recognition and exposes a number of weaknesses in
discriminative models. Even though they are theoretical supposed to perform better, in practice, it
can be very challenging to include some prior knowledge (e.g. digits being formed by 1-D strokes)
that is trivial to incorporate in the generating process. Moreover, since the model understands how
the data is created, it also permits to directly extract other useful information, such as position,
size and orientation.
2.2 Hierarchical architectures
Deep learning, also known as hierarchical learning, is a class of machine learning techniques, in
which the information processing is done in many stages. They are composed of many layers of
nonlinear processing in which the lower layer’s output are the inputs to the layer above [1].
It has become increasingly popular since the development of new training algorithms, and
the increase of hardware capabilities (GPU’s). These algorithms have shown success in many
applications, such as: audio processing, speech recognition, hand-writing recognition, computer
vision, object recognition and information retrieval.
Deep learning originated in the attempt of increasing the number of layers in Feed-forward
neural networks or multi-layer perceptron (MLP). This didn’t work since the learning algorithms
of the time (back-propagation) would get trapped in poor local optima.
This difficulty in training deep models eased with the research of [10]. This paper introduced
the model Deep Belief Network (DBN). As illustrated in Figure 2.1, this is a multi-layered prob-
abilistic generative model whose two higher layers have symmetric connections and whose lower
layers have top-down connections with the layer above. The Hidden layers consist on Restricted
Boltzmann Machines (RBM), which is a network of symmetrically connected neuron-like units
which forms a bipartite graph in respect to the visible and hidden units, see Figure 2.2.
The learning is done in a greedy, layer-by-layer fashion. This algorithm allowed a much better
initialization of the Deep neural network model, whose layered structure is illustrated in Figure 2.3.
This has been shown to be effective in the application of speech recognition [11]. Since the
learning is unsupervised, when a classification is desired, a final layer of variables (corresponding
to the labels) is added.
Another interesting deep model described in [1] is an interface between the previously referred
DBN-DNN and the HMM. This overcomes the limitation of the input vectors being restricted to
having a fixed dimensionality, which might be relevant in applications such as speech recogni-
tion and video processing that require sequence recognition. The HMM is a convenient tool for
enabling what was a static classifier to handle dynamic or sequential patterns.
This architecture, represented in Figure 2.4 has been successfully used in speech recognition
in [2].
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Figure 2.1: DBN architecture
v1 v2 v3 v4
h1 h2 h3
Figure 2.2: RBM architecture
Recurrent neural networks (RNN) have a larger state-space and richer dynamics than HMMs,
making them powerful in modeling sequential data like speech, which is a intrinsically dynamic
process. The depth in time of the RNN is given by the model’s structure, which makes its hidden
state a function of all previous hidden state, as it can be observed by the equations (2.1). The
non-linearity H usually represents a elementwise sigmoid function. There are some noticeable
similarities between this model and the state space model of the Hierarchical Linear Dynamical
System (HLDS) to be analyzed in this work.
ht = H (Wxhxt +Whhht−1 +bh)
yt = Whyht +by
(2.1)
To adapt the standard RNN model for speech recognition, the authors of [3, 4] have intro-
duced 3 extensions, creating what they called a "Deep Bidirectional Long Short-Term Memory"
(DBLSTM). This model has achieved the lowest recorded error rates so far on the TIMIT database.
Firstly, they introduced a much more complicated non-linearityH , represented in Figure 2.5.
Secondly, they made it possible for the model to make use not only of previous context, but also
able to exploit future context. This is possible since in the speech recognition applications, the
whole utterances are transcribed at once. They included this functionality by including 2 hidden
layers in the hierarchy which process the data in both directions of time. This is illustrated in Fig-
ure 2.6. Lastly, due to the recent interest in deep architectures for being able to build progressively
higher representations of the data, they stacked multiple of these structures on top of each other,
as shown in Figure 2.7.
The Helmholtz machine [5] is a Hierarchical self-supervised system which tries to replicate
the bottom-up and top-down cortical processing pathways. Each direction of this flow of informa-
tion is respective to the two building blocks of this algorithm, which are a recognition model and a
generative model. The authors argue that the human cortex works by doing inference of what the
causes of the sensory input are. However, for any non-trivial generative model, each observation
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Figure 2.3: DBN/DNN architecture (from [1])
Figure 2.4: DNN-HMM architecture (from [2])
can be explained by an exponential number of possible causes. This growth makes the compu-
tational cost of considering every possible cause unmanageable. The brain uses this generative
model [12] in order the learn the parameters of its inverse, the recognition model, which is used
to inferring the probability of the causes as a function of the data. The approach is to approximate
the recognition model (distribution) in a way that it is separable over a number of layers. On the
other hand, the recognition model is also used in order to tune the parameters of the top-down
generative model.
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Figure 2.5: Long Short-term Memory Cell (from [3])
Figure 2.6: Bidirectional Recurrent Neural Network
(from [3])




Dynamic texture is the concept of using a Linear Dynamical system (illustrated in Figure 2.9)
as a generative model [13]. It is experimentally demonstrated that even with this simple model,
it is possible to express very complex dynamical behavior and having predictive power. The
model shows great promise in recognition systems as it is demonstrated that similar textures tend
to cluster in the model space. Furthermore, due to its simplicity, the model is computationally
inexpensive and simple to implement. In [14] the authors argue that one of the main advantages
of this method is that it accounts automatically for the temporal structure of the input data, unlike
many systems which are based on a bag-of-features representation. When the columns of C in
equation (2.2) are orthonormal, they can be interpreted as being the principal components of video
frames, and the state vector x, the corresponding PCA coefficients [15].
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Figure 2.9: Linear Dynamical System
xt = Axt−1 + vt
yt = Cxt +wt
(2.2)
Figure 2.10: Dynamic texture mixture (from [6])
Dynamic Textures have been applied in music and video applications. They are normally
implemented in a mixture model (see Figure 2.10).
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In the application of automatic music segmentation each dynamic component can be used to
represent a self-coherent part such as: the chorus, verse and bridge [6, 16]. In [17], it is employed
in a very different way, by making each mixture component represent the emotional content of a
song segment.
In [14], the authors praise the algorithm for, unlike other methods, using not only the instanta-
neous spectral content, but for also capturing longer-term temporal dynamics. They also comment
on the difference of state-spaces in comparison with HMM’s. The ability to have continuous space
does not require quantization of the rich dynamics into discrete "phonemes".
Regarding video applications, in [18] the mixture model is applied in two very different sit-
uations. In the first one, it deals with traffic, where each dynamic texture models represents a
different level of traffic congestion. The second application works with scenes where more than
one phenomena can appear simultaneously (e.g fire and smoke).
2.4 Temporal Coherence
A property that is of interest for us is the concept of temporal coherence [19, 20]. It is the idea
that the internal representation of a certain input in the computational system should change as
little as possible over time [21]. In [22] the authors argue that in pattern recognition the faster a
properties changes, the less important it is. When talking with someone, the appearance changes
a lot with time, yet the person is the same, which leads to the conclusion that the features that
remain invariant during the interaction might be related to the identity of the interlocutor.
This concept is applied in [23] to object recognition using video in a CNN (Convolutional
Neural Network) architecture, using temporal information to create a system that is invariant to
transformations such as: translations, rotations and deformations in neighboring frames.
2.5 Self-organizing maps
We want our system to have the ability to be self-organizing, in a way that the only requirement
for learning and recognition is the input data [19, 20]. In [24] the author refers the fact that
the cerebral cortex maps the sensory inputs in an ordered manner. Self-organizing maps are a
model of artificial neural networks that replicate this behavior. In this model we have a grid of
neurons which compete with each other for ability to represent the input. This will give origin to
a organization in which nearby locations represent similar properties.
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Chapter 3
The HLDS Model
In this chapter, the inner workings of the HLDS (Hierarchical Linear Dynamical Systems) will be
exposed from a more theoretical point of view.
3.1 The Hierarchical model
The HLDS, developed in [19, 20], is a machine learning algorithm that claims to have some in-
trinsic power in taking advantage of the temporal information of time series due to its architecture,
which is represented in Figure 3.1 and equations (3.2) - (3.4).
This model has a layered dynamical structure, where the variables xt ∈ Rn, ut ∈ Rk and zt ∈
Rs are called the model’s hidden states for the first, second and third layer respectively. The
observation vector is yt ∈ Rm.
The dimensionality decreases as we go up in the hierarchy (n > k > s). The reason for this is
so that the states are restricted to smaller representation spaces to be used in clustering. Moreover,
a fixed point behavior is imposed by the identity matrix in the highest layer of the hierarchy. This
stabilizes the system since each layer is driven by the one above it, resulting in the creation of the
clusters in the state space.
The model, described by equations (3.2), can be re-written in a joint state space, (3.3) - (3.4).
This enables the estimation of the hidden states of all layers simultaneously using the standard
Kalman Filter equations.
This model learns by estimating the parameters of the matrices while inferring the states of the
HLDS. This is called sequential estimation. For the same observation, we consider two dual sys-
tems, the usual state system and a second one which represents the parameters dynamics. To create
this parameter system, we vectorize the original system’s matrices and treat those parameters as if
they were states. For this dual system we consider an identity transition matrix.
Therefore, two Kalman filters are used in parallel, one for estimation the states and another
one for the estimation of the parameters.
The motivation is to build a system that has the property of temporal coherence [21], which
is the concept that the representation of a certain input should change as little as possible over
11
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time. The approach is to build a hierarchical system that is able to process the inputs at different
timescales. In this model, each layer is associated with a different time constant, with coupling
between adjacent layers.
Each dynamical layer has its own state, which is the representation of the temporal sequence
at that point in time. This state serves as an input to the layer below. The idea is to mimic active
perception, by using the assumptions made by the system to create a top-down flow of information.
A bottom-up flow is introduced by a kalman filter, which drives the states (representation) to
the point which better explains the observed sequence. Although the hierarchical model struc-
ture (3.2) - (3.3) is linear, the complete algorithm is not due to this feedback mechanism.
There are some clear similarities with Dynamic texture models [6, 16] and their extension,
mixture of dynamic textures [18]. In both models, we treat the sequence of feature-vectors as the
output yt ∈ Rm (observed variable) of a linear dynamical system generated from the hidden state
variable xt ∈ Rn, which encodes the underlying dynamical process modeled in equation (3.1).xt = Axt−1 + vtyt =Cxt +wt (3.1)
This concept tries to lessen the amount of information that is wasted in the procedure of the
bag of features representation, which consists of treating the input data as an unordered set of
feature vectors which overlooks the time-dependence between them.
The biggest conceptual difference between this model and the DTM is that in the DTM models
the signal of interest is generated by one of a discrete set of processes (dynamic texture compo-
nent), making a cleaner separation between them. The HLDS however, tries to build a hierarchical
network, where each layer represents a different degree of abstraction and works on different
timescales. This algorithm is not restricted by the idea that there is a finite determined set of
underlying processes and tries to model them independently, but has as goal building an adaptive
structure that automatically learns to organize itself based on the data of interest, similarly to SOM
(Self-organizing map).
In this model, we have the causes in Rs and the observations in Rm, where m > s. Due to this
difference in dimensionality, there is a space of different observations that will correspond to the
same cause.


















Figure 3.1: Hierarchical Dynamical System
zt = zt−1 + pt
ut = Gut−1 +Dzt−1 + rt
xt = Fxt−1 +But−1 +wt




















X˜t = F˜X˜t−1 +W˜t
yt = H˜X˜t + vt
(3.4)
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3.2 State estimation
An important requirement for the proper inference of the internal state is to guarantee that the dy-
namical system is injective. We require that there is only one possible path that the state could have
taken to explain our measurements, so that there isn’t any ambiguity in our estimation procedure.
This concept is called observability in control theory literature [25].
For a linear system of the type:
xk = Axk−1 +Bvkyk =Cxk +Dwk (3.5)








For the system to be fully observable, this matrix has to be of rank n. n− rank(O) is the
dimensionality of the unobservable subspace.
Let’s illustrate the concept for the case of a 2D rotation matrix:















which is not full rank only when θ is multiple of
pi rads.
Figure 3.2 illustrates this case, where we estimate the state of a time-varying system. The noise
parameters of the simulation were σv = 3.5 and σn = 10. The blue sinusoids in the lower plots
represent the parameter θ (in degrees) of R(θ). The green curves represent the true states variables
and the red ones show the squared estimation error. As expected, the first state is successfully
estimated with no noticeable dependence between the error and the parameters. The second state
is not correctly estimated at the predicted working points of the system.





, the system is fully
observable.
In our HLDS model, the state transition and measurement matrices have the block wise struc-
ture described in equation (3.3). We can explore the properties of the observability matrix as
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Figure 3.2: Rotation matrix state estimation










For determination of the rank of a matrix, we can freely apply the elementary row/column
operations [26]. For this structure, it is trivial to see that one sufficient condition for O to have full
column rank is for the matrices B and D to have full column rank. We note however, that nothing
in the original algorithm imposes any constraint to guarantee observability.
3.3 The Kalman Filter
The Kalman filter [27] is an recursive algorithm which uses noisy observations of a linear system
to produce optimal estimates of the internal state. The algorithm assumptions are:
• The system is known
• The noise is white
• The covariances of the noise are known
It is given by the following set of equations:
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k (yk−Cxˆ−k ) (3.12)
P+xk = (I−KxkC)P−xk (3.13)
3.4 Layer propagation
In this section we will study the influence of the upper layers states as we go down in the hierarchy.
The ability to force a system state to a given value by feeding it an appropriate input is, in control
theory literature [25] known as controllability.
For the linear system defined in equation (3.5), the (n×np) controllability matrix is given by:
C(A,B) =
[
B AB . . . An−1B
]
(3.14)
Whose column space defines the controllable subspace.
We can rewrite the noise component of the joint state-space HLDS model 3.3 as:
W˜t =






This identity matrix corresponds to B in the controllability matrix. We can see that if we
consider the driving noise in all layers, every possible state is reachable. However, this noise is
something that the inference model will try to minimize, and by assumption is white and Gaussian
(section 3.3). Consequentially, the Kalman filter will not allow for the driving noise to assume
large enough values and sufficient temporal correlation to go against the natural dynamics of the
model. Therefore, by studying a version of the model with less noise components, we will find the
attractor subspace that the inferred state will tend to.
It is obvious to realize that the driving noise in the top layer is the minimum necessary for
allowing dynamical behavior in all layers of the system. Hence, with this assumption the model
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Whose respective controllability matrix has the following structure:
C=
[
D GD G2D G3D . . .
0 BD BGD+FBD BG2D+FB2D . . .
]
(3.17)
The first block-wise row in (3.17) looks like C(G,D), which was predictable since this middle
layer only suffers influence from the topmost layer. The only difference is that the ‘n’ of equa-
tion (3.14) is larger in this case. This detail is irrelevant from the point of view of the controllability
of the state ut alone, due to the Cayley-Hamilton theorem, but is crucial when analyzing the joint
state ut ,xt controllability, since these extra terms express the dependence of xt on ut .
In this situation it is hard do find a simple restriction as in (3.2), in order to make the control-
lability matrix full row rank. This is due to the fact that the matrices B and D have more rows than
columns.
We can further simplify this analysis by studying the influence of the middle state on the lower
layer and disregarding the limitations imposed by the layer on top of that one. In this situation, the
range of xt will be the column-space of C(F,B).
We conclude that:
dim(range(ut)) = rank(C(G,D)) (3.18)
dim(range(xt))≤ rank(C(F,B)) (3.19)
We have only studied so far the effect of each layer on the possibility of reaching a certain
state. Additionally, there is also some interest in studying this behavior at equilibrium. In [19], a
brief description of an analytical steady state analysis is presented.
In a system of type:
ut = Gut−1 +Dzt−1 (3.20)
If the input z = zstep is constant and the system is stable, then, at infinity, the following is
obtained:
u∞ = Gu∞+Dzstep
⇔ (I−G)u∞ = Dzstep
⇔ u∞ = (I−G)−1Dzstep
(3.21)
This implies that the steady state space of u is the column-space of (I−G)−1D. The number
of columns of this matrix is the size of z. For the same reason, x∞ lies in the column space of
(I−F)−1B(I−G)−1D. From this, and de fact that dim(z) < dim(u) < dim(x), we conclude that
the steady state space is non-increasing as we go down the hierarchy.
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3.5 Parameter learning
This model learns by estimating the parameters of the matrices while inferring the states of the
HLDS. This is called sequential estimation. For the same observation, we consider two dual sys-
tems, the usual state system and a second one which represents the parameters dynamics. To create
this parameter system, we vectorize the original system’s matrices and treat those parameters as if
they were states. For this dual system we consider an identity transition matrix (equation (3.25)).
Therefore, two Kalman filters are used in parallel, one for estimation the states and another one
for the estimation of the parameters.
A complete optimality analysis from the Maximum a Posteriori (MAP) perspective is derived
in [28] for both the case of state estimation with known parameters, and for the case of system
estimation where the clean state is known.
Our system of interest is of the type:
xk = Axk−1 +nk (3.22)
yk =Cxk + vk (3.23)
And the dual system:
θk = Iθk−1 +ωk (3.24)








Which in the case of:
A =

w11 w12 · · · w1n




wm1 wm2 · · · wmn
 (3.27)
If we vectorize in the following row-wise way:
θ =
[



















T 0 · · · · · · 0
0 (xˆ+k−1)
T 0 · · · 0
...
...
0 · · · · · · 0 (xˆ+k−1)T
 (3.29)
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=CA(xˆ+k−1) = A(xˆ+k−1) (3.30)
The approach followed was the one described in [29]. For each measurement, there are four
main stages of processing:









• State a priori prediction:
xˆ−k = A(wˆ−k )xˆ
+
k−1 (3.33)
















k (yk−Cxˆ−k ) (3.36)
P+xk = (I−KxkC)P−xk (3.37)
















k (yk−Cxˆ−k ) (3.39)
P+wk = (I−Kwk Cwk )P−wk (3.40)
3.6 Cost function
In this subsection, we will provide a brief description of the minimizing criterion of this imple-
mentation of the dual kalman algorithm.
In this analysis, yN1 represents the noisy data, x
N
1 the state variable which we want to estimate,
and w are the parameters of the system.
The joint density function can be expanded in the following way:
ρxN1 w|yN1 = ρxN1 |wyN1 ρw|yN1 (3.41)
20 The HLDS Model
In marginal estimation methods, such as this one, the terms are maximized separately.
xˆN1 = argmax
xN1
ρxN1 |wyN1 , wˆ = argmaxw ρw|y
N
1 (3.42)
We can observe that only the first factor depends on the state xN1 . Therefore, there is no loss in
this part of the marginalization and this state estimation is equivalent to a joint estimation.
The same doesn’t happen with the parameter w, since we are ignoring the dependence of the
first factor with respect to w [29].





There is no functional dependence on the denominator, moreover, assuming no prior knowledge
























= Cxˆ−k . This implies that xˆ
−
k has to be computed before w
can be estimated.















Which is called the Prediction Error Cost. As we can see, this cost function only takes into
account our prediction and the output, and does not have any component that serves as a regular-
ization parameter. This explains the degenerate solution problem referred in [19]. We also notice
that there is no dependence on either Rr or Re. This means that these parameters will only affect
the dynamics and convergence of the learning process and not the desired outcome itself.
3.7 Algorithm parallelization
This system has a large numbers of parameters, which implies the inversion of very large matrices
(see equation (3.38)).
In (3.25) and (3.30), we note that, with respect to the parameter Kalman subsystem, each entry
of the observation vector yk is only dependent on the respective row of matrix A [19, 20]. This
makes it so that parameter error matrix Pwk is block-wise diagonal, where each block corresponds
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to parameter row. Due to this structure, it is easy to speed up this calculation by decomposing the
inversion of a huge system to a set of smaller subsystems without any loss of information.
3.8 Parameter normalization
In [19], it is argued that a common problem in the dual estimation is that fact the parameters tend
to diverge to infinity and the states to zero with time. To avoid this, they force the columns to have
norm 1.
This does indeed solve the divergence problem as it bounds the space of possible parameters.
It is also implied that this condition is sufficient to guarantee the stability of the system. However,
it is not specified which norm is being used. Initially, we assumed the norm to be L2, however, it
is easy to observe by simple inspection that in that situation the enforced constrain is not enough
to always guarantee stability.
For this reason, we decided to study the effect of column normalization on the bounds of the
eigenvalues to decide which constraints to impose in order to assure system stability.
By definition, a eigenvalue λ and respective eigenvector v of matrix A are given by:
λv = Av (3.47)
We have to guarantee that |λ | ≤ 1 for any of such λ .
By applying some norm ‘p’ to both sides:















If we bound the columns of A such that:
∥∥A(.,i)∥∥p ≤ cmax, ∀i ∈ 1, ...,n (3.50)
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The eigenvalues are bounded by:
|λ | ≤ cmax ‖v‖1‖v‖p
(3.51)
This is valid for arbitrary norm ‘p’. Let’s consider as examples the norms 1,2 and ∞.
For norm 1, the fraction term cancels. As requirement for stability, we have to impose:
∥∥A(.,i)∥∥1 ≤ 1, ∀i ∈ 1, ...,n (3.52)
For norm 2, using the general inequality ‖x‖1 ≤
√
n‖x‖2, where n is the dimension of matrix
A, we only have to impose: ∥∥A(.,i)∥∥2 ≤ 1√n , ∀i ∈ 1, ...,n (3.53)
For norm ∞, using the norm inequality: ‖x‖1 ≤ n‖x‖∞, we have to impose:
max
0≤ j≤n
∣∣A( j,i)∣∣≤ 1n , ∀i ∈ 1, ...,n (3.54)
By these results, we conclude that the norm implicitly used in [19, 20] was L1. We find that
a comparison of the different norms would be interesting. We propose the study of a total of 7
normalization procedures.
For the norms L1, L2 and L∞, we can constrain at each parameter estimation step every
∥∥A(.,i)∥∥p
to be equal to a certain threshold ( 1, 1√n , or
1
n , respectively) by dividing the whole columns by the
appropriate amount.
Moreover, we could argue that this constraint is too strong, as we are forcing each column to
live in a spherical surface. We can relax this normalization by instead allowing the columns to be in
the entire sphere, and let the parameter estimation algorithm decide to give different importances
to columns as it sees fit.
The norm L∞ is a very special case, as the norm of a vector depends only on one entry (or more
if they have the same absolute value). Therefore, there are other ways to impose the necessary
constraint. One such way is by at the end of each iteration enforcing the constraint by thresholding
only the relevant entries, instead of dividing the whole column.
In summary, the 7 normalization to be explored are the following:
• Restricted L1 normalization (l1eq) — Always divide each column for its L1 norm.
• Relaxed L1 normalization (l1leq) — Divide each column for its L1 norm only when its
value is > 1.
• Restricted L2 normalization (l2eq) — Always divide each column for its L2 norm and
multiply by 1√n .
• Relaxed L2 normalization (l2leq) — L2 renormalize column only when its value is > 1√n .
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• Restricted L∞ normalization (linfeq) — Divide each column by a value such that L∞ = 1n .
• Relaxed L∞ normalization (linfleq) — When one column has L∞ > 1n , divide it so that
L∞ = 1n .
• Threshold L∞ normalization (linf_th) — When one column has L∞ > 1n , renormalize only
the relevant entries.
It is important to keep in mind that we are only analyzing the feed-forward stability of the sys-
tem. In fact, even with unstable forward parameters, we have the Kalman filter providing feedback
to the system. Furthermore, the output is also bounded due to the preprocessing normalization (see
Section 4.1).
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Chapter 4
Experiments in note identification
In this chapter, the HLDS algorithm, previously described in chapter 3, will be applied to the
recognition of musical notes in a noisy environment. The dataset that will be used is the "Musical
Instrument Samples" from University of Iowa Electronic Music Studios [30], as it was the database
employed in the original papers. More specifically, we will use the 35 notes from the Bb Trumpet,
Non-Vibrato, mezzo-forte.
There are two different approaches explored in the original articles in HLDS, the frequency-
domain implementation [19] and the time-domain [20] one. The main difference between the
two methods is in the preprocessing of the data, which results in a very different amount of data
samples per second of original data. In this chapter, the time domain implementation approach
will be followed, since it is that one that shows more promising results, and is similar in terms of
complexity.
4.1 Preprocessing
In this section the preprocessing method will be described. It will follow the same procedure as










Figure 4.1: Flow chart of the note preprocessing (60 observation channels)
After an initial downsample from 44.1kHz to 11025Hz, the data is manually segmented in
such a way that only the 2 innermost seconds are kept. Then, each segment is normalized for zero
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mean and unitary standard deviation (power). This data then goes through a bank of Auditory
filters, which are described in section 4.2. Each resulting channel is then fed to a recursive filter,
adapted to the channel in question. This is further explained in section 4.3. Since the segments
were previously normalized over the full 2 second extension, they are now L1 normalized for
further power compensation along time. Finally, both clean and noisy downsampled versions of
this data are created for future experiments in section 4.4.
4.2 Auditory filters
As referred in [31], the cochlea behaves as a bank of overlapping auditory filters, whose band-
widths are called critical bandwidth. One model of auditory filters widely used for speech recog-
nition is the Gammatone Filter, which is described in [32, 33] and is employed in the HLDS
original articles. Its impulse response g(t) is given by equation (4.1) and is represented in Fig-
ure 4.2.
g(t) = atn−1e−2piβ t cos(2pi f t +φ) (4.1)
Cinar and Principe [19, 20], set the order of the filter ‘n’ to 4. The central frequencies of each
filter are spread half Equivalent Rectangular Bandwidth (ERB) apart from each other. For this
type of filter, the ERB is given by:
ERB = 24.7(4.37 ·10−3 f +1) (4.2)
This bandwidth is imposed in the filter by the parameter β which is recommended [34] to be
set as β = 1.019ERB.





































Figure 4.3: Gammatone filter frequency re-
sponses (dB scale)
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4.3 Recursive IIR filter
When passing the signal by each gammatone filter, the resulting signal is obviously oscillatory
due to its impulse response. Therefore, to make a reasonable estimation of the power content in
each gammatone band of interest, we apply a recursive filter after squaring, in order to be robust
to those inherent oscillations. Each recursive filter is tuned to the particular gammatone filter that
feeds it. Following the procedure in [20], we find the value of α that provides a -10dB decay in




Where xit = (g
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To guarantee that the discriminant D = (1−G2 cosθ)2− (1−G2)2 is positive for all θ , then∣∣1−G2 cosθ ∣∣≥ ∣∣1−G2∣∣which happens when G2 < 1. Moreover, for the system to be stable(|p|<
1), we find that only the ‘minus’ solution of the quadratic formula is valid.
The results in figures 4.4 and 4.5 show the values obtained for a gain G = 0.1. Since this
recursive filter has as input a instantaneous power, this corresponds to a -10dB decay.





















Figure 4.4: Pole position of the recursive fil-
ter after each channel filter












Figure 4.5: Values of α for each channel
(dB scale)
4.4 Experimental setup
The layer dimensions chosen for our experiments were s=3, k=10, n=60. They were chosen this
way in order to compare with the results in the original articles and for visualization purposes.
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In the frequency domain approach [19], the data rate was 1 vector for each fft window, where
each window contained at least 80ms of data. With an window overlap of 50%, the inherent
downsample factor was of 11025Hz× 0.080s× (1− 0.5) = 441. The main interest of the time
domain implementation is the ability to use much more samples than that. In fact, we will use
different data rates for the training and the running stages.
During the training procedure, a relatively large downsample is crucial. We want the model to
learn the steady state corresponding to each note, similarly to a Self-organizing map (section 2.5),
and not the transitions between the notes. For this reason, when a new note is fed to the system, the
estimated state and the respective estimation error suffer a reset. The large downsample guarantees
that the note data is smoother and has a short duration. This is important to prevent the system
from simply learning the identity matrix. For these reasons, the downsample rates chosen to be
used in the experiments were 400 to be comparable to the frequency domain approach, and 800 to
verify the aforementioned phenomena.
In the classification step, the lowest downsample possible is desired to guarantee that the
system reaches the expected steady state and the temporal structure is preserved. In order to get
results in suitable time, this downsample was kept at 10 in the experiments.
The data used in the experiments were the 35 notes in the range E3-D6 of B-sharp Trumpet in
both the training and testing procedures. For training, 10 random permutations of those 35 notes
are fed to the system.
Each model is trained in a greedy fashion. During the first 5 permutations, we allow total
freedom of parameter update. From that point on, we fix the lowest layer parameters and use the
following 5 permutations for training the remaining parameters of the model.
The magnitudes chosen for the covariance matrices of state transition (Rv) and measurement
(Rn) were 0.01 and 0.5 respectively, the same as in the articles, in order to keep the results compa-
rable. The chosen magnitudes for the covariance (Rr) were 0.001 and 0.01, an order of magnitude
apart to test the sensibility of the model with regard to this parameter.
For each possible configuration, only 4 models were trained, since the amount of configura-
tions is already large due the variation of the parameters and due to the temporal constraints of this
work.
To attribute one point to each note in order to do classification, we feed a clean version of
the note for a very long time, in order to guarantee that the system has reached the steady state.
This duration was determined empirically, with a factor of 100 guaranteeing a fully settled state in
every case for all trained models.
4.5 Model validation
Before testing the model with the noisy data, it is important to verify if the model works properly
even with the clean data. One reasonable hypothesis for a model to not perform well in these
conditions is the lack of full observability, and therefore, not existing a unique possible cause
to explain the output (equation (3.2)), which would make the procedure in the former section 4.4
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invalid. Other plausible possibility for having a bad performance is the trained model being unable
to converge fast enough to the desired cluster point.
To evaluate this performance, we run the model through a set of 10 permutations, different
from the ones used in training. The accuracy results are shown in table 4.1.
Table 4.1: Model accuracy
Rr = 0.001 Rr = 0.01
ds exp l1eq l1leq l2eq l2leq linfeq linfleq linf_th l1eq l1leq l2eq l2leq linfeq linfleq linf_th
800
1 93.1% 2.9% 96.9% 8.6% 3.4% 2.9% 2.9% 82.9% 94.0% 5.7% 18.9% 2.9% 2.6% 8.6%
2 90.9% 77.1% 95.7% 4.6% 3.4% 2.9% 5.7% 89.1% 94.0% 23.7% 5.7% 3.4% 2.9% 5.7%
3 97.1% 97.1% 91.4% 5.7% 3.7% 2.9% 5.7% 67.1% 2.9% 82.6% 5.7% 3.1% 4.9% 2.9%
4 71.4% 94.9% 91.7% 3.7% 14.6% 2.9% 5.7% 77.1% 94.3% 90.0% 3.1% 6.9% 12.6% 2.9%
Avg 88.1% 68.0% 93.9% 5.6% 6.3% 2.9% 5.0% 79.1% 71.3% 50.5% 8.4% 4.1% 5.7% 5.0%
400
1 94.3% 88.9% 57.4% 90.3% 4.6% 2.9% 2.9% 74.3% 97.1% 87.7% 8.3% 3.7% 24.6% 11.4%
2 88.3% 80.0% 85.7% 59.7% 2.9% 3.7% 8.6% 85.7% 99.4% 69.4% 4.9% 3.7% 14.9% 20.0%
3 98.3% 94.3% 96.9% 14.9% 4.9% 2.9% 11.4% 88.0% 97.1% 96.6% 35.1% 3.1% 7.4% 11.4%
4 94.3% 94.3% 100.0% 2.6% 3.4% 4.9% 14.3% 94.3% 91.4% 91.4% 2.6% 3.7% 4.9% 17.1%
Avg 93.8% 89.4% 85.0% 41.9% 3.9% 3.6% 9.3% 85.6% 96.3% 86.3% 12.7% 3.6% 12.9% 15.0%
Only one model has displayed 100% accuracy in these situations. We notice that the majority
of the best results occur for the first 3 hypothesized normalizations, with only one interesting
result in the "l2leq" normalization. This demonstrates that there are some critical issues with the
remaining normalizations, with many of the corresponding models having the same performance
as a random assignment ( 135 = 2.9%).
4.6 Cluster analysis
In this section, we will study the structural properties of the top layer cluster points. We start
by analyzing the variability of the cluster points along the 3 dimensional space. This is done by
computing the eigenvalues of the covariance matrix. They represent the amount of variability in
each of the dominant dimensions (eigenvectors). The tables B.1 - B.7 summarize this information
for the 7 models. It is shown that, for almost all models, the cluster points lie approximately in a
2d plane, and in some cases even a simple 1d line.
There is also interest in studying the distances between each pair of notes, to see if the model
captures some interesting structure present on the data. This is accomplished by first variance-
normalizing the cluster points for each model. The interest lies in the relative distances between
each pair of points and not in the absolute values, so this a necessary step in order to be able to
make comparisons between models.
Figure 4.6 represents the cluster points for the 2 top performing models. What is shown, is
the best 2-D projection of the 3-D space by a principal component analysis (PCA). Since the data
is roughly 2-D, this representation is very faithful. The distance matrices for the corresponding
models are represented in Figure 4.7, where white represents small distance and black means high
distance. The metric used was a decaying exponential of the euclidean distance.
Another property of interest is the analysis of the distance of every note to its nearest neighbor.
In tables B.1 - B.7, the variables dmin and dmax represent the smallest and largest of these nearest
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Figure 4.6: 2D view of the cluster points of the 2 best performing models
Figure 4.7: Distance matrix for the 2 best performing models
neighbor distances, normalized with respect to the average. It is observed that there is a large
discrepancy in the order of magnitude.
This is observable in Figures 4.6-4.7, where the lower frequency notes are much closer to
each other than the higher frequency notes. This factor could have some influence on determining
which notes are more prone no errors. That will be analyzed on section 4.7.
4.7 Model performance
In this section, we study the ability of the model to recognize notes under different SNR. The SNR
ratios used were: 35, 21, 15, 7, -5 (dB). The set of 10 permutations is the same as in section 4.5.
However, for each note, a different corrupted version is used in each permutation. This set is only
repeated between different models.
Tables C.1 - C.4 depict the performance. We only show results for the L1 and L2 normalizations
because, as expected from the analysis reported in section 4.5, the other models behave poorly.
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We can observe models that perform well on clean data, work with almost the same error rate
down to 15dB of SNR. From that point on, they show a significant decrease at the 7dB level,
reaching values close to random-assignment performance at -5dB.
Moreover, the two best performing found in section 4.5, are also found to be the best of their
respective normalizations in this noisy environment (evaluated at 7dB).
Figure 4.8: Confusion matrix for the 2 best performing models at SNR of 7dB
Figure 4.9: Confusion matrix for the 2 best performing models at SNR of -5dB
It can be observed that at 7dB, most of the errors are restricted to a handful of notes, which are
confused with others with relatively close fundamental frequency. There is a strong correlation
with the cluster point distances shown in Figure 4.7. For the left-hand model, both the smallest
cluster distances and errors occur in the lower frequency range. Comparatively, in the right-hand
model, both these phenomena seem to spread over to the medium frequency range.
32 Experiments in note identification
4.8 Top-Down flow
Another interesting way of analyzing the performance of the model is to fix the top state of the
model on the cluster points determined at section 4.4 and letting it run on feedfoward, without the
Kalman feedback. This way, we can analyze how much the model has effectively learnt from the


































Figure 4.10: Concatenation of the 35 notes after preprocessing and their respective distances to
the origin
In the upper half of Figure 4.10, a clean version of the 35 notes used in training are represented,
concatenated by increasing fundamental frequency. Below, the respective distance to the origin is
represented.
In Figure 4.11, the reconstruction abilities of the model are shown, by plotting the respective
steady states of each note. By visual inspection, some reconstruction in the higher frequencies
can be observed, although clearly imperfect. For lower frequencies, the harmonics are closer and
more in number, which for this normalization, implies less intensity for each harmonic. Due to
these reasons, they have a much more fuzzier appearance, therefore, a more quantitative metric is
needed.
The middle row of the same figure represents the euclidean distance to our reconstruction goal
(Figure 4.10), while the lower row represent that distance error normalized to the true note error.




































































Notes of increasingly higher fundamental frequency




Figure 4.11: Cluster point projections on the lowest layer for the 2 best performing models
It is worrisome that magnitude of the error is on the same order of the signal itself. However,
we should take into account that the space of the steady states has at most the dimensionality of
the upper layer (equation (3.4)). Considering how we are comparing points of a 60 dimensional
space with a (at most) 3 dimensional subspace, this might not be unexpected.
The steady state of the 35 notes can be further decomposed as a linear combination of the
steady states of each component of the 3-d cluster space. The trivial choice is to use the canonical
basis, but since in section 4.6 it is verified that not all directions possess the same information, we
can opt to use the principal component basis instead.
In 4.12-4.13 this steady analysis is illustrated on each the 3 layers. The left hand side of each
Figure is respective to the canonical basis, and the right hand side to the principal component























































































Figure 4.12: Component projections on all layers of the best performing model
In Figure 4.12 the axis in both the canonical and principal component basis are roughly the
same, so it is unsurprising that the influence in the lower layers is also comparable.
One aspect that should be beard in mind is the ambiguity in the choice of the eigenvectors.
They are obviously normalized, but there is no difference between choosing one vector or its























































































Figure 4.13: Component projections on all layers of the second best performing model
negative. This should be taken into account when analyzing all the layers. These results are in
accordance with Figure 4.11 and show that the model realizes that most of the information of
interest lies in the gammatone channels in the range 30-50, which could be predicted from the
spectral content of the data, displayed in Figure 4.10.
To study the convergence speed of the model, we study the step response of the model for each
of the aforementioned principal component vectors. From the model equations (3.2), it is evident
that one impulse in a higher layer is only felt in the layer bellow in the following time step. This
intrinsic delay in the layered structure of the model that imposes a lower bound on this response
time.
This behavior is shown in Figures 4.14-4.15, where it can observed that the lowest layer starts
to react at the time step 3 (as predicted). The steady state is rapidly reached (another 2 time steps)
in the best performing model (Figure 4.14), which shows a damped response in all layers for the
entire orthonormal basis of inputs. Therefore, due to the linearity of the system, in this model,
every top-down response of every possible note will also show a very fast and damped response.
In Figure 4.15, the model shows, on the other hand, a clearly under-damped response in all
levels. However, by performing a linear combination of these responses, the oscillations could be
canceled. To verify if this is the case, we compute its step response for the 35 cluster points (see
Figure 4.16). It is observed that, indeed there is great variability in the dynamical behavior. This
is more visible in Figure 4.17, which represents the state 40 of the lowest layer.
4.9 Observability and Controllability analysis
We decided to study the impact of the normalization method on the capability of the learning
process to generate a observable model. In 4 out the 7 studied normalizations, all the tested
models appear to have full observability. Those normalizations were: the restricted and relaxed
versions of the L1 and the restricted versions of L2 and L∞.
The relaxed version of the L2 normalization produced observable systems most of the time,
only once producing a non-observable model out of the 16 simulated.
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Figure 4.14: Step response on all layers of the best performing model
The method of normalizing L∞ by thresholding the problematic entries failed every single time
to produce a fully observable system.
These results should be taken with a grain of salt, as rank determination is a numerically
difficult problem. In fact, we obtain some impossible results. If matrices B and D have full column
rank, they are injective transformations. Therefore, the composite transformation BD would also
be injective (and full column rank). However, there are instances where we get conflicting results.
Moreover, in the cases where there is full observability, the sufficient (but not necessary) con-
dition suggested in section 3.2 is verified.
In conclusion, even though there is no constraint in order to guarantee observability, we exper-
imentally conclude that this property appears naturally on some normalizations while on others it
never or seldom occurs.
In regard to steady state dimensionality analysis, it is found, that for the 4 fully observable
aforementioned normalizations, and even in the one that failed once, the steady state points of the
systems are fully allowed to lie in a 3 dimensional space, which was proved in section 3.4 to be the
maximum permitted by the system. For the remaining normalizations, the results are illustrated in
Table 4.2, in which the first element of an entry represents the dimensionality in the second layer
and the second entry represents the dimensionality in the third (and lowest) layer.
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Figure 4.15: Step response on all layers of the second best performing model




























































Figure 4.16: Oscillatory behavior response
in the second best performing model










Figure 4.17: Cross-Section of 4.16 (at state
40)
4.10 Dynamical analysis
To study the dynamical behavior of the model, we will analyze the range of the eigenvalues λ
with regard to the imposed normalization, which gives information about the speed of the system
response. They were computed for the second and third layers separately (G and F respectively).
We start by noticing that with only one exception on the "normlinf_th" norm, all eigenvalues
are below one. This is important since it automatically guarantees that there aren’t defective
eigenvalues of norm 1.
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Table 4.2: Steady state reachability analysis
Rr = 0.001 Rr = 0.01
ds exp linfleq linf_th linfleq linf_th
800
1 2−2 1−1 3−3 1−1
2 2−2 1−1 2−2 1−1
3 2−2 1−1 3−2 1−1
4 3−2 1−1 3−3 1−1
400
1 3−3 1−1 3−3 1−1
2 3−3 1−1 2−1 1−1
3 3−3 1−1 3−3 1−1
4 1−1 1−1 3−3 1−1
Moreover, there is a tremendous decline in the order of magnitude of the lowest eigenvector
as we go down Tables E.1-E.7, eventually either reaching values close to, or going below the
numerical precision of the computation. This analysis is only respective to the internal stability
study (no input), however, for a linear system, this condition is sufficient to guarantee that the
system is also externally stable (bounded-input, bounded-output).
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Chapter 5
Learning Analysis
In this chapter, the model will be analyzed according to its evolution during the training process.
This is crucial in order to gain some insight about what the model is actually learning.
There is some information that is available directly from the parameters, which were saved
during the training setup (Section 4.4) in the previous chapter. Therefore, that information will be
analyzed for all models. The cluster (Section 5.1) and performance (Section 5.2) analysis, which
require running the models, due to temporal constraints, will only be computed for the 2 best
models found in Section 4.5.
5.1 Cluster point evolution




































Figure 5.1: Evolution of the cluster spread overn the main directions during training
In Figure 5.1 is represented the evolution of the spread of the cluster points over the 3 di-
mensional space during the training procedure. The curves represent the ratio of the variability of
each component over the total variability. This analysis is done using PCA, which decomposes
the spread of the data over the main directions of variation and their respective variation. It is
clear that the lowest principal component of variability is systematically negligible most of the
time (see Figure 5.1). This happens even with a random system (instant 0 in the figures). For this
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unexpected behavior, a plausible explanation is that the input data is almost 2-dimensional and the
inference process (simple kalman) only reflects this characteristic, since the system does not know
anything about the data yet. This hypothesis does not explain, however, why at some moments in
the training process, the cluster point spread in the 3-D space becomes practically unidimensional.
Another aspect of this analysis is that the evolution of the cluster point spread with training is
not very smooth. In fact, there are a few points where the two main components peak around 50%
of variability and then return to being far apart again. This leads to the possibility that there was a
change in the dominance of the principal directions.
5.2 Performance with training









































Figure 5.2: Evolution of the performance during the training process for many SNR
The evolution of the system as the training goes on is displayed in Figure 5.2, on which the
curves represent different noise levels.
The x-axis of these figures represent 11 important points on the training process, such that the
instant 0 represents the untrained random model and the 10 following points represent the model
after being trained on one further permutation of 35 notes described in Section 4.4.
We realized in Section 4.7 that the high SNR curves are usually uninteresting as with a very
clean signal the algorithm has an almost perfect behavior in most cases, unless there is something
wrong with the very core of the learnt model.
This idea is substantiated by performance exhibited by the models in Figure 5.2 before training.
However, if we take into account the behavior at the much more interesting noise level of 7dB, we
observe that the system is in fact increasing in performance, however, neither in a very stable nor
monotonic fashion, which is undesired. The leftmost figure presents a very strange peak, where
the system behaves terribly, even on clean data.
Furthermore, it is not reasonable to assume that this is the only such peak, either in this model
or the one on the right, since these figures are plotted using a very low amount of samples of the
training process.
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5.3 Observability and Controllability evolution
It is found that the evolution of certain characteristics of the model, such as observability and
controllability, present a very characteristic behavior accordingly with the normalization rule im-
posed on it. As previously mentioned in Section 4.9, there is also a great correlation between these
properties and the performance of the system.
Regarding the dimensionality of the unobservable subspace, for the 4 normalization rules men-
tioned at Section 4.9 that always resulted in a fully observable space, it was found that they also
stay fully observable during the whole training process. This is also valid for the normalization
which failed only once, whose exception is illustrated in Figure 5.3.




















Figure 5.3: Loss of observability during the training
The two remaining normalization methods are the relaxed L∞ restriction, and the normalization
by threshold. In the first one, all models behave almost the same as either one or the other of the
two examples of Figure 5.4.










































Figure 5.4: Typical observability behaviors
In the last one, all models without exception, showed a final unobservability dimensionality
of 2. It is observed in Figure 5.5 that for this normalization, the models reach this degree of
unobservability very early in the training process.
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Figure 5.5: Typical observability behaviors
In regard to controllability evolution, Figure 5.6 displays the dimensionality of the controllable
subspace, respective to each layer, during the training for the 2 best performing models. A com-
pulsory behavior, imposed by the training methodology described in Section 4.4 is the fact that the
controllability of the lower layer will remain constant from the middle of the training setup, since
the matrices of interest are fixed on that point.








































Figure 5.6: Evolution of the controllability with the training procedure
It is interesting to note that each normalization rule has its own peculiarities. For all models
of the restricted version of the L1 norm, the middle layer consistently assumes full controllabil-
ity during the whole training while its lowest layer decays to a very large value in the 50+ range
(see Figure 5.7). The relaxed version of the same normalization is not as stable as the previous
one, with the controllability of the middle layer oscillating between 9 and 10, and the lowest layer
also assuming lower values in the high 40 and low 50 range (see Figure 5.8). In regard to the L2
norm, the lowest layer shows a lower dimensionality than its L1 counterpart. The middle layer be-
haves with about the same stability in the restricted case (Figure 5.9), while in the relaxed version
(Figure 5.10) a important decay is shown. This pattern of increasingly lower dimensionalities con-
tinues as we explore the L∞ norms (Figures 5.11 and 5.12). The threshold method (Figure 5.13)
is a complete outlier in comparison with the other normalizations, showing a astonishingly high
dimensionality in the lowest layer and an extremely low dimensionality in the middle layer.
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Figure 5.7: Controllability evolution of
norml1eq






















Figure 5.8: Controllability evolution of
norml1leq




















Figure 5.9: Controllability evolution of
norml2eq




















Figure 5.10: Controllability evolution of
norml2leq




















Figure 5.11: Controllability evolution of
normlinfeq




















Figure 5.12: Controllability evolution of
normlinfleq




















Figure 5.13: Controllability evolution of
normlinf_th
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5.4 Dynamical analysis evolution
In this section, the impact of the training in the speed of the model will be studied by analyzing the
evolution of the eigenvectors. As usual, the results for the 2 best performing models are illustrated
in Figure 5.14, where the curves represent the maximum and minimum absolutes values of the
respective layer. The upper subplot corresponds to the middle layer eigenvalues, while the bottom
one represents the lower layer. The minimum was already identified in Section 4.10 to be on a
completely different order of magnitude than the maximum.
Figure 5.14: Eigenvalue evolution with training
The first thing that should be remarked about these results is that there is a remarkably high
variability in the eigenvalue evolution. It is also noticeable that this behavior is much more pro-
nounced in the middle layer. This fact could be expected by the fact this that layer, being composed
by a matrix of lower dimensionality, possesses fewer eigenvalues than the other one. Since we are
only focusing on the maximum value and largest eigenvalues are more dispersed, it is expected
that if one of them is affected during a training instance, there will be a more noticeable gap than
if there were plenty of them and close to each other.
In this layer, the eigenvalues also reach a much higher value. These properties are verified
across all models and normalizations. It should be noticed that the aforementioned explanation is
not sufficient to justify this new observation.
There is not much more interesting information that can be obtained from the structure of the
plots in Figure 5.14, for this reason, we will further study the behavior of the other models.
Figure 5.15 displays other 4 models where some interesting phenomena can be observed. In
some of them, there is a decrease of variability in the middle layer from the point where the lower
layer is fixed. However, this is not the only moment where such behavior can be observed. There
are also instances were this stabilization occurs early in the training process and continues until
the end. In other occasions, the maximum eigenvalue of the system oscillates between slow and
fast varying.
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Figure 5.15: Eigenvalue evolution in other models
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Chapter 6
Experiments in motif identification
In this chapter we investigate the ability of the model to create invariance on a higher semantic
level. By this, we mean that the model is to have the same, or at least a similar behavior, for
two distinct patterns that we intend to categorize as the same. We will experiment with simple
sequences of notes that follow a selected pattern. Since we are only interested in studying if the
model has this structural capability and not noise robustness, we will only work with clean data.
Our approach will consist of building another HLDS model on top of the note model developed
in Chapter 4. This new model will operate with the top layer state estimates of the aforementioned
model. This decoupled way of working implies that the note-level data can be firstly processed by
the note HLDS model, the results saved, and posteriorly processed by this upper model. In fact,
that is the way that we conduct the experiments in this work. This does not, however, prevent the
possibility of both models being run simultaneously as an online learning application.
6.1 Experimental setup
The layer dimensions chosen for our experiments were s=2, k=3 and n=3, with an observation of
dimensionality 3. These parameters were chosen based on the fact that we intend to introduce a
compression of the state space, a projection so to say, and 2 is also the minimum of dimensionality
required in order to have interesting dynamical behavior such as rotations.
The note models employed will be the 2 best performing ones found in Chapter 4.
The motifs used in our experiments will be sequences of 3 concatenated notes. The motif is
defined by the ratios between the fundamental frequencies of the notes. This first note will define
the particular sequence belonging to the motif. Two different motifs will be explored. However,
only one of them will be used in the training step. The reason for this is to have a method of
comparing if there is a significant difference in the degrees of similarity between trained and non-
trained.
Ideally, the top-layer state of all the different sequences belonging to the same trained motif
would behave similarly to each other, while for the untrained motif the state space would be all
over the place.
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The two motifs in question were defined by the following patterns:
1sttrained motif:
• the second note has a pitch 1 semitone above the initial note.
• the third note has a pitch 2 semitones above the initial note.
2ndnon-trained motif:
• the second note has a pitch 2 semitones above the initial note.
• the third note has a pitch 4 semitones above the initial note.
With the 35 different notes at our disposal, it possible to generate 33 and 31 sequences of each
motif respectively. Each sequence was then preprocessed using the same method previously used
in Section 4.1.
The training parameters and downsample used are the same as for the note model that precedes
it.
Since it would be too much to expect the model to find a projection that would make all 33
sequences show a similar behavior, it was decided to use only 4 of them, chosen randomly.
For training, a similar setup as Section 4.4 will be used, with 10 permutations of the chosen 4
sequences, and at the middle of the training the lower matrix will be fixed. For each note model
10 motif models will be built on top of them.
The reset of the estimated state and estimation error during the training stage happens after
each sequence of interest, which this time corresponds to 3 concatenated notes and not each indi-
vidual note, as previously.
6.2 Experimental results
Firstly, the models trained in Section 6.1 are run on the training data set. Then, the state behavior
in the top layer is analyzed in order to find interesting patterns that might be characteristic of the
motifs in question.
In the 20 cases studied (10 motif models for each of the 2 note models), very different type of
behaviors were found.
In Figure 6.1 is represented one model which projects the 4 different trained sequences in the
same direction and the same way. A more frequent behavior is projecting the sequences in same
direction but not in the same way, one such example is shown in Figure 6.2. It should be noted that
in this last case, there is also great degree on similarity in the structure of 2 of the sequences. In
regard to peculiar shapes, there seems to also be cases where some degree of structure is preserved
across the training set. This behavior seems to seldom occur. The most interesting such example
found is shown in Figure 6.3. While these results are motivating, there are also models where there
is no apparent similarity between the sequences, even when only considering the training set.
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Figure 6.1: Directional behavior in the same
way
Figure 6.2: Directional behavior
Figure 6.3: Structural behavior Figure 6.4: Apparently random behavior
Taking this into account, it is time to verify if the apparently discovered invariants are pre-
served in the whole set of the same motif and if it has a distinguishable behavior from the other
comparison motif.
The first model (Figure 6.1) displays the same behavior in most examples of the same motif,
occasionally producing a state path in the same direction but in the opposite way. Disappointingly,
this happens exactly the same way when using the 2ndnon-trained motif. The same happens with
the model in Figure 6.2. Unfortunately, for the remaining model of apparent interest (Figure 6.3),
it also starts losing its structural invariance outside the training set; worse than that, there is no
particular distinguishable factor when running the two different motifs.




The algorithm was fully implemented and we went further in the investigation of the inner work-
ings of the model than the original publications. We gained some insight of its behavior under
different restrictions (normalization rules) and analyzed some aspects where further restrictions
could be imposed in order to maintain properties that we consider important (such as observabil-
ity). Furthermore, we got a better understanding of some limitations of dimensionality in the
propagation of the state across the layers. We realized that there are some problems of consistency
in the training procedure, which sometimes deteriorates the performance of the system. However,
when considering the full training setup, the system seems to be improving. A method of using the
model to learn higher level representations of the data was designed and implemented. However,
the results were not very satisfying since we failed in finding an adequate invariant.
7.2 Future Work
A crucial aspect that still requires in-depth study is the training procedure, which was found to be
unstable and requires further improvements. Another question to take into account, is that several
limitations are imposed by the linearity of the system. In fact, this makes the model fast and
simple to implement. Also, its properties are much easier to study in a systematic way. However,
a composition of two linear systems, is still a linear system, and since the learning procedure stops
after training, the parameters don’t evolve any further during the normal working of the algorithm.
Therefore, it is not even an adaptive system. We argue that this is a really strong limitation of the
system and that some non-linearity should be introduced, similarly to what happens in the deep
learning literature. One suggestion for an initial attempt of introducing a non-linearity would be





Table A.1: Code developed
Function Description
Preprocessing functions:
iir_alpha.m Finds the adequate parameters for each recursive filter.
preprocess.m Passes the input data through the gammatone bank filter, recursive filter and subsequent normalization.
SEGMENT_data.m Segments the source files in the notes of interest, power normalizes, and saves them in individual files.
PREPROCESS_data_clean.m Preprocesses the notes of interest.
PREPROCESS_data_clean_downsample.m Creates many down-sampled versions of the preprocessed notes.
PREPROCESS_data_noisy.m Preprocesses noisy versions of the notes of interest.
PREPROCESS_data_noisy_downsample.m Creates many down-sampled versions of the noisy notes.
Normalization functions:
norml1eq.m








aux_init_train_model.m Initializes a model for the training procedure
aux_HLDS_train_chunk.m Trains the input model with the input data
aux_init_run_model.m Initializes trained model for the running step
aux_HLDS_run_chunk.m Runs the input date on trained model
Run and train data permutations:
train_data_notes_permutations.m Generates the file "permutations.mat" which defines the notes training sequences.
run_data_notes_permutations.m Generates the file "run_permutations.mat" which defines the notes sequences used in the evaluation phase.
train_data_motif_permutations.m Generates the file "motif_permutations.mat" which defines motif training sequences.
Train note models:
HLDS_notes_train.m Trains all the different models considered.
Run note models:
HLDS_notes_cluster_analysis.m Finds the cluster center points.
HLDS_notes_run_clean.m Calculates confusion matrix of the trained model on clean data.
SHOW_notes_run_clean.m Shows the performance of each trained model on a clean environment.
SHOW_notes_run_clean_latex.m Outputs the model performance in latex code for easier table creation.
HLDS_notes_run_noisy.m Calculates confusion matrix of the trained model on noisy environment.
SHOW_notes_noisy_results.m Shows the performance of each trained model.
SHOW_notes_noisy_results_latex.m Outputs the model performance in latex code for easier table creation.
PLOT_notes_noisy_results.m Plots the error rate by note at 7dB.
53
54 Code developed
Table A.2: Code developed
Function Description
Model analisys
SHOW_notes_cluster_analysis.m Analysis of cluster points spread and distances.
SHOW_notes_cluster_analysis_latex.m Outputs the cluster analysis information in latex code for easier table creation.
SHOW_notes_eigen.m Shows the bounds of the eigenvalues for each trained model.
SHOW_notes_eigen_latex.m Outputs the bounds of eigenvalues in latex code for easier table creation.
SHOW_notes_obs_ctrl.m Shows the dimensionality of the unobservable and controllable subspaces for each model.
SHOW_notes_obs_ctrl_latex.m Outputs observability and controlabillity information in latex code for easier table creation.
PLOT_notes_parameters.m Plots the resulting parameters of each trained model.
SHOW_notes_ctrl_ss.m Shows the dimensionality of the achievable subspaces of the steady state for each model.
SHOW_notes_ctrl_ss_latex.m Outputs the dimensionality of the achievable subspaces of the steady state in latex code for easier table creation.
HLDS_notes_td_flow.m Computes the steady-state behaviour of the model in a top-down flow analysis.
SHOW_notes_td_error_ss.m Analyses the reconstruction error of the projection of the cluster points.
PLOT_notes_td_error_ss.m Plots the the reconstruction error of the projection of the cluster points.
PLOT_notes_td_basis.m Analyses the steady-state behavior from a principal component basis approach.
PLOT_notes_td_sr.m Plots the step response of the model.
Performance with training:
HLDS_clusters_with_training.m Find the cluster points at different stages of the training.
PLOT_clusters_with_training.m Plots the evolution of the cluster points of the model during the training process.
HLDS_performance_with_training.m Calculates confusion matrix at different stages of the training.
PLOT_performance_with_training.m Plots the evolution of the performance at different noise levels during the training process.
PLOT_notes_unobservability.m Plots the evolution of the unobservability of the model during the training process.
PLOT_notes_controlability.m Plots the evolution of the controlability of the model during the training process.
PLOT_notes_eigen.m Plots the evolution of the dynamics and eigenvalues of the model during the training process.
Motifs:
PREPROCESS_motifs.m Preprocesses the motifs of interest.
PREPROCESS_motifs_downsample.m Creates down-sampled versions of the preprocessed motifs.
pre_run_motif_data.m Runs the motif data though the note model, the result of which is used as the input for the motif model.
SHOW_pre_run_motif_paths Shows the behaviour of the motifs on the top layer of the note model.
HLDS_motif_train.m Trains an upper level model for motif detection.
HLDS_motif_run.m Runs the motif data on the trained models.
SHOW_pos_run_motif_paths Shows the behaviour of the motifs on the top layer of the motif model
Appendix B
Cluster analysis tables
Table B.1: Norm norml1eq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 89.8% 10.1% 0.0% 1.0e−02 8.6e+00 99.0% 0.9% 0.0% 8.0e−03 7.1e+00
2 88.2% 11.2% 0.7% 1.3e−02 5.1e+00 98.7% 1.3% 0.0% 2.8e−02 7.3e+00
3 80.7% 16.2% 3.1% 2.3e−02 8.5e+00 99.9% 0.1% 0.0% 1.0e−02 6.4e+00
4 95.7% 3.5% 0.8% 1.9e−02 4.9e+00 95.6% 4.3% 0.1% 5.8e−03 9.3e+00
400
1 94.9% 3.2% 1.9% 1.1e−02 9.0e+00 93.2% 5.5% 1.4% 1.4e−02 4.3e+00
2 96.7% 3.2% 0.1% 2.4e−03 1.1e+01 91.9% 7.7% 0.4% 9.6e−03 6.6e+00
3 88.4% 11.6% 0.1% 7.4e−03 7.9e+00 98.7% 1.2% 0.1% 1.0e−02 6.7e+00
4 82.4% 17.3% 0.4% 1.5e−02 8.5e+00 88.1% 9.6% 2.3% 2.0e−02 8.6e+00
Table B.2: Norm norml1leq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 99.9% 0.1% 0.0% 4.6e−02 6.1e+00 77.1% 22.6% 0.2% 5.0e−03 5.8e+00
2 57.5% 41.9% 0.7% 7.0e−03 4.9e+00 69.8% 30.1% 0.1% 1.0e−03 7.6e+00
3 68.9% 31.0% 0.1% 7.0e−03 6.7e+00 99.8% 0.2% 0.0% 1.3e−02 2.6e+00
4 72.1% 27.2% 0.7% 8.9e−03 6.4e+00 85.1% 14.5% 0.4% 6.5e−03 5.8e+00
400
1 95.9% 3.9% 0.2% 1.8e−03 6.5e+00 68.8% 30.0% 1.2% 1.4e−02 7.1e+00
2 87.7% 12.2% 0.2% 9.8e−04 7.4e+00 72.0% 27.9% 0.2% 1.4e−02 7.3e+00
3 74.1% 22.7% 3.2% 8.7e−03 3.4e+00 76.4% 22.5% 1.1% 2.1e−02 4.1e+00
4 58.3% 41.5% 0.2% 3.3e−03 4.8e+00 83.0% 13.8% 3.2% 9.4e−03 4.2e+00
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Table B.3: Norm norml2eq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 86.8% 12.9% 0.3% 2.0e−03 5.4e+00 99.4% 0.6% 0.0% 4.7e−03 5.7e+00
2 83.7% 15.8% 0.5% 3.0e−03 6.0e+00 97.2% 2.8% 0.0% 1.3e−03 7.0e+00
3 81.2% 18.5% 0.3% 1.6e−03 5.5e+00 83.9% 16.0% 0.0% 2.0e−03 6.7e+00
4 86.3% 13.7% 0.1% 1.0e−02 6.9e+00 90.5% 9.4% 0.1% 3.5e−03 6.4e+00
400
1 90.6% 9.4% 0.0% 4.3e−03 9.5e+00 74.4% 25.5% 0.1% 6.9e−03 8.5e+00
2 81.7% 18.0% 0.3% 2.7e−03 6.8e+00 89.9% 10.0% 0.1% 1.1e−02 6.2e+00
3 92.2% 7.5% 0.3% 2.3e−03 1.2e+01 77.0% 22.9% 0.0% 1.1e−02 7.1e+00
4 75.5% 17.4% 7.2% 2.1e−02 5.4e+00 73.2% 26.7% 0.1% 9.7e−03 5.5e+00
Table B.4: Norm norml2leq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 100.0% 0.0% 0.0% 1.9e−03 1.2e+01 99.1% 0.8% 0.0% 7.1e−03 1.6e+01
2 98.6% 1.4% 0.0% 6.3e−03 8.8e+00 100.0% 0.0% 0.0% 3.4e−03 8.6e+00
3 100.0% 0.0% 0.0% 3.9e−05 1.7e+01 100.0% 0.0% 0.0% 4.3e−05 1.9e+01
4 88.4% 11.5% 0.1% 1.3e−02 5.3e+00 100.0% 0.0% 0.0% 1.2e−03 1.5e+01
400
1 78.5% 20.5% 1.0% 5.4e−03 7.5e+00 83.2% 16.8% 0.0% 6.2e−03 4.9e+00
2 92.4% 7.5% 0.0% 5.0e−03 4.9e+00 96.1% 3.9% 0.0% 1.1e−02 7.2e+00
3 90.7% 9.2% 0.1% 4.2e−03 8.4e+00 99.4% 0.5% 0.2% 3.8e−03 8.0e+00
4 100.0% 0.0% 0.0% 8.3e−03 3.9e+00 100.0% 0.0% 0.0% 2.9e−03 2.6e+01
Table B.5: Norm normlinfeq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 98.6% 1.4% 0.0% 1.9e−01 3.4e+00 58.6% 40.0% 1.4% 3.1e−02 4.3e+00
2 95.3% 4.7% 0.0% 2.8e−02 8.8e+00 99.7% 0.3% 0.0% 9.2e−02 1.2e+01
3 94.7% 5.3% 0.0% 7.9e−02 5.4e+00 93.4% 6.3% 0.3% 3.6e−01 3.5e+00
4 83.3% 16.6% 0.2% 4.7e−03 5.8e+00 99.2% 0.8% 0.0% 8.5e−03 4.0e+00
400
1 86.2% 13.7% 0.0% 2.3e−02 1.0e+01 70.6% 29.4% 0.0% 9.8e−03 5.6e+00
2 95.6% 4.3% 0.1% 3.6e−02 1.5e+01 98.7% 1.2% 0.1% 1.3e−02 6.2e+00
3 99.9% 0.1% 0.0% 2.3e−02 4.4e+00 100.0% 0.0% 0.0% 3.4e−02 3.0e+00
4 54.7% 27.4% 17.9% 3.1e−02 4.2e+00 93.6% 6.3% 0.1% 6.3e−03 5.7e+00
Table B.6: Norm normlinfleq cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 100.0% 0.0% 0.0% 3.6e−03 2.4e+01 100.0% 0.0% 0.0% 4.4e−02 2.1e+00
2 100.0% 0.0% 0.0% 3.3e−05 1.6e+01 100.0% 0.0% 0.0% 1.2e−04 2.6e+01
3 100.0% 0.0% 0.0% 3.7e−05 9.2e+00 99.4% 0.6% 0.0% 5.5e−03 1.9e+01
4 100.0% 0.0% 0.0% 3.8e−05 1.5e+01 98.2% 1.8% 0.0% 3.3e−03 1.9e+01
400
1 100.0% 0.0% 0.0% 5.9e−05 5.2e+00 98.1% 1.9% 0.0% 7.9e−04 2.0e+01
2 81.3% 18.7% 0.0% 5.7e−02 7.5e+00 100.0% 0.0% 0.0% 3.0e−05 1.5e+01
3 100.0% 0.0% 0.0% 3.2e−03 1.7e+01 69.4% 30.6% 0.0% 2.2e−02 9.0e+00
4 100.0% 0.0% 0.0% 1.8e−05 1.7e+01 76.3% 23.7% 0.0% 3.1e−02 6.9e+00
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Table B.7: Norm normlinf_th cluster analysis
Rr = 0.001 Rr = 0.01
ds exp Var1 Var2 Var3 dmin dmax Var1 Var2 Var3 dmin dmax
800
1 100.0% 0.0% 0.0% 8.7e−10 2.1e+01 100.0% 0.0% 0.0% 3.6e−05 2.9e+01
2 100.0% 0.0% 0.0% 2.7e−06 2.4e+01 100.0% 0.0% 0.0% 3.4e−04 3.1e+01
3 100.0% 0.0% 0.0% 4.1e−05 1.1e+01 100.0% 0.0% 0.0% 4.4e−04 1.1e+01
4 100.0% 0.0% 0.0% 4.4e−05 1.2e+01 100.0% 0.0% 0.0% 1.2e−04 2.5e+01
400
1 100.0% 0.0% 0.0% 1.7e−05 8.9e+00 100.0% 0.0% 0.0% 1.1e−03 1.3e+01
2 100.0% 0.0% 0.0% 1.1e−04 2.2e+01 100.0% 0.0% 0.0% 8.3e−06 2.8e+01
3 100.0% 0.0% 0.0% 5.3e−05 1.7e+01 100.0% 0.0% 0.0% 1.8e−05 2.6e+01
4 100.0% 0.0% 0.0% 1.6e−05 1.1e+01 100.0% 0.0% 0.0% 4.0e−04 1.9e+01
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Appendix C
Model performance tables
Table C.1: Norm norml1eq performance
Rr = 0.001 Rr = 0.01
ds 800 400 800 400
SNR 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
35dB 93.1% 91.1% 97.1% 71.4% 94.3% 88.3% 98.6% 94.0% 82.9% 89.1% 66.9% 76.9% 74.6% 85.4% 88.3% 94.3%
21dB 94.0% 92.3% 97.1% 74.9% 96.3% 90.3% 99.1% 96.6% 83.7% 90.6% 70.3% 79.1% 86.3% 89.4% 87.7% 94.6%
15dB 95.7% 95.4% 98.3% 86.9% 96.6% 91.4% 99.4% 98.0% 87.1% 94.9% 89.1% 90.9% 96.0% 95.4% 84.9% 95.4%
7dB 75.7% 75.4% 66.3% 46.0% 59.1% 36.9% 62.0% 48.9% 48.0% 56.9% 16.0% 47.4% 53.4% 42.9% 38.3% 58.6%
-5dB 2.9% 3.7% 4.6% 5.7% 2.9% 2.9% 8.3% 2.9% 2.9% 3.1% 2.9% 6.3% 3.4% 5.7% 4.9% 2.9%
Table C.2: Norm norml1leq performance
Rr = 0.001 Rr = 0.01
ds 800 400 800 400
SNR 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
35dB 2.9% 77.1% 97.1% 94.9% 88.9% 80.0% 94.3% 94.3% 94.0% 94.0% 2.9% 94.0% 97.1% 99.4% 97.1% 92.0%
21dB 2.9% 80.9% 97.4% 95.1% 90.3% 80.9% 94.3% 94.9% 96.9% 94.0% 2.9% 93.1% 96.9% 99.4% 97.1% 94.9%
15dB 3.1% 90.3% 97.1% 96.0% 92.9% 83.1% 97.7% 96.0% 95.4% 96.6% 2.9% 92.0% 95.7% 98.6% 99.7% 98.0%
7dB 3.4% 50.0% 82.3% 72.9% 50.6% 58.6% 85.1% 75.4% 72.0% 76.0% 2.6% 65.7% 61.1% 85.4% 70.0% 65.1%
-5dB 3.1% 4.3% 3.1% 5.7% 2.9% 5.4% 5.7% 3.4% 5.7% 4.3% 2.9% 9.4% 2.9% 3.7% 5.1% 5.4%
Table C.3: Norm norml2eq performance
Rr = 0.001 Rr = 0.01
ds 800 400 800 400
SNR 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
35dB 96.9% 95.7% 91.4% 92.0% 57.1% 86.0% 96.9% 100.0% 5.7% 23.7% 82.6% 90.6% 87.7% 69.4% 96.6% 91.4%
21dB 97.1% 97.4% 92.6% 92.0% 56.0% 86.9% 95.7% 100.0% 5.4% 24.6% 83.1% 91.1% 88.3% 69.4% 96.9% 93.7%
15dB 97.4% 98.0% 97.4% 96.3% 51.7% 92.3% 94.6% 100.0% 5.7% 24.0% 90.9% 92.9% 88.3% 70.3% 99.1% 97.7%
7dB 82.6% 71.1% 69.1% 56.3% 36.9% 76.0% 78.0% 84.3% 6.9% 18.0% 59.7% 62.3% 61.1% 38.9% 46.9% 67.7%
-5dB 5.4% 10.3% 3.7% 6.6% 4.9% 2.9% 5.4% 3.1% 2.3% 2.9% 2.9% 3.4% 2.9% 5.1% 2.9% 8.6%
Table C.4: Norm norml2leq performance
Rr = 0.001 Rr = 0.01
ds 800 400 800 400
SNR 1 2 3 4 1 2 3 4 1 2 3 4 1 2 3 4
35dB 8.6% 4.6% 5.7% 3.7% 90.0% 59.7% 14.6% 2.6% 18.9% 5.7% 5.7% 3.1% 8.3% 4.9% 35.1% 2.6%
21dB 14.3% 4.6% 5.7% 3.7% 91.1% 59.4% 14.9% 2.9% 18.9% 5.7% 5.7% 3.7% 8.6% 4.6% 36.3% 2.3%
15dB 16.9% 6.3% 11.4% 3.4% 92.0% 56.9% 12.3% 3.4% 18.6% 6.0% 10.3% 7.7% 8.0% 4.0% 34.6% 2.9%
7dB 2.9% 8.9% 2.9% 4.3% 44.9% 34.6% 9.1% 3.7% 13.1% 2.9% 2.9% 3.1% 5.4% 3.7% 20.9% 2.6%
-5dB 2.9% 2.9% 2.9% 2.9% 5.7% 4.9% 4.0% 2.9% 3.4% 2.9% 2.9% 2.9% 3.7% 3.1% 4.0% 2.9%
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Appendix D
Observability and Controlability tables
Table D.1: Observability/Controllability analysis of norml1eq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 10 57 10 3 3 0 10 57 10 3 3 0
2 10 53 10 3 3 0 10 56 10 3 3 0
3 10 56 10 3 3 0 10 55 10 3 3 0
4 10 56 10 3 3 0 10 60 10 3 3 0
400
1 10 56 10 3 3 0 10 56 10 3 3 0
2 10 54 10 3 3 0 10 59 10 3 3 0
3 10 57 10 3 3 0 10 56 10 3 3 0
4 10 56 10 3 3 0 10 58 10 3 3 0
Table D.2: Observability/Controllability analysis of norml1leq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 9 49 10 3 3 0 10 51 10 3 3 0
2 10 48 10 3 3 0 9 51 10 3 3 0
3 10 49 10 3 3 0 9 53 10 3 3 0
4 10 50 10 3 3 0 9 53 10 3 3 0
400
1 10 51 10 3 3 0 9 52 10 3 3 0
2 10 52 10 3 3 0 10 54 10 3 3 0
3 10 51 10 3 3 0 10 53 10 3 3 0
4 10 51 10 3 3 0 9 54 10 3 3 0
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Table D.3: Observability/Controllability analysis of norml2eq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 10 50 10 3 3 0 9 48 10 3 3 0
2 10 49 10 3 3 0 10 49 10 3 3 0
3 10 48 10 3 3 0 10 50 10 3 3 0
4 10 49 10 3 3 0 10 49 10 3 3 0
400
1 10 50 10 3 3 0 10 48 10 3 3 0
2 10 50 10 3 3 0 10 50 10 3 3 0
3 10 49 10 3 3 0 10 49 10 3 3 0
4 10 49 10 3 3 0 10 50 10 3 3 0
Table D.4: Observability/Controllability analysis of norml2leq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 6 46 10 3 3 0 8 47 10 3 3 0
2 7 46 10 3 3 0 7 47 10 3 3 0
3 6 45 10 3 3 0 6 48 10 3 3 1
4 7 44 10 3 3 0 6 47 10 3 3 0
400
1 9 46 10 3 3 0 8 48 10 3 3 0
2 10 47 10 3 3 0 7 48 10 3 3 0
3 9 48 10 3 3 0 6 49 10 3 3 0
4 8 48 10 3 3 0 7 49 10 3 3 0
Table D.5: Observability/Controllability analysis of normlinfeq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 8 43 10 3 3 0 8 41 10 3 3 0
2 6 42 10 3 3 0 8 42 10 3 3 0
3 7 42 10 3 3 0 10 43 10 3 3 0
4 9 42 10 3 3 0 8 43 10 3 3 0
400
1 8 45 10 3 3 0 10 44 10 3 3 0
2 6 44 10 3 3 0 7 44 10 3 3 0
3 8 44 10 3 3 0 7 44 10 3 3 0
4 8 44 10 3 3 0 7 43 10 3 3 0
Table D.6: Observability/Controllability analysis of normlinfleq





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 3 40 10 2 2 2 5 41 10 3 3 0
2 4 41 10 2 2 1 2 41 10 2 2 1
3 2 40 10 2 2 2 3 41 10 3 2 1
4 3 40 10 3 2 1 4 41 10 3 3 0
400
1 3 44 10 3 3 1 4 44 10 3 3 0
2 4 43 10 3 3 0 2 44 10 2 1 2
3 4 44 10 3 3 1 4 44 10 3 3 0
4 2 44 10 1 1 2 4 44 10 3 3 0
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Table D.7: Observability/Controllability analysis of normlinf_th





ds exp G Layer F Layer B D BD G Layer F Layer B D BD
800
1 3 60 10 1 1 2 1 60 10 1 1 2
2 1 60 10 1 1 2 1 60 10 1 1 2
3 1 60 10 1 1 2 1 60 10 1 1 2
4 1 60 10 1 1 2 1 60 10 1 1 2
400
1 2 60 10 1 1 2 1 60 10 1 1 2
2 3 60 10 1 1 2 1 60 10 1 1 2
3 1 60 10 1 1 2 1 60 10 1 1 2
4 1 60 10 1 1 2 1 60 10 1 1 2
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Appendix E
Dynamical analysis tables
Table E.1: Norm norml1eq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 2.1e−03 7.3e−01 2.3e−07 2.1e−01 1.0e−06 4.5e−01 1.2e−05 5.0e−01
400 2.0e−04 7.4e−01 7.0e−06 4.4e−01 2.6e−04 5.4e−01 1.9e−06 4.8e−01
2
800 5.5e−04 7.5e−01 2.1e−06 3.7e−01 8.8e−05 5.9e−01 1.8e−06 5.6e−01
400 2.5e−06 7.2e−01 1.7e−06 4.6e−01 1.0e−04 4.7e−01 2.9e−05 5.2e−01
3
800 2.7e−04 5.6e−01 1.4e−05 3.6e−01 1.2e−04 5.7e−01 5.8e−05 5.8e−01
400 1.1e−05 7.6e−01 4.8e−07 4.4e−01 1.9e−04 7.1e−01 1.7e−05 4.8e−01
4
800 3.7e−04 6.8e−01 3.1e−05 2.8e−01 1.9e−03 5.7e−01 1.5e−05 5.3e−01
400 5.0e−04 4.9e−01 1.3e−05 3.0e−01 1.0e−04 4.9e−01 4.8e−06 4.8e−01
Table E.2: Norm norml1leq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 8.6e−07 3.4e−01 9.3e−08 3.7e−01 4.0e−08 7.9e−01 6.1e−09 5.3e−01
400 1.2e−06 7.5e−01 7.8e−08 3.5e−01 6.3e−08 7.0e−01 9.2e−07 5.0e−01
2
800 6.9e−06 8.5e−01 7.9e−09 3.6e−01 3.5e−06 7.0e−01 8.0e−08 5.1e−01
400 3.7e−07 5.7e−01 4.0e−07 3.3e−01 7.3e−07 7.6e−01 9.1e−07 4.9e−01
3
800 9.4e−07 6.3e−01 3.4e−08 3.3e−01 8.1e−09 5.7e−01 7.1e−08 5.8e−01
400 1.8e−05 6.7e−01 4.9e−08 4.0e−01 3.6e−07 4.7e−01 2.1e−07 4.7e−01
4
800 1.1e−06 7.4e−01 5.1e−08 2.5e−01 7.2e−07 8.6e−01 8.7e−08 5.5e−01
400 2.9e−05 2.3e−01 1.6e−08 3.7e−01 2.9e−07 7.2e−01 7.5e−08 4.6e−01
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Table E.3: Norm norml2eq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 6.9e−06 4.1e−01 2.4e−07 1.4e−01 4.9e−07 1.7e−01 2.9e−08 1.7e−01
400 4.2e−06 3.0e−01 6.1e−08 1.3e−01 7.4e−07 3.7e−01 3.6e−08 2.4e−01
2
800 1.7e−06 2.9e−01 1.2e−08 1.8e−01 2.0e−07 2.3e−01 9.9e−10 2.7e−01
400 2.1e−05 3.6e−01 1.6e−08 1.6e−01 6.5e−07 3.7e−01 1.9e−08 1.8e−01
3
800 4.9e−05 4.1e−01 3.8e−08 1.8e−01 1.2e−06 3.6e−01 9.7e−08 3.4e−01
400 4.9e−08 2.8e−01 3.9e−08 1.4e−01 1.7e−07 3.4e−01 3.2e−08 2.4e−01
4
800 3.4e−06 4.8e−01 3.4e−08 1.5e−01 6.8e−07 3.0e−01 3.1e−09 2.0e−01
400 1.9e−06 3.4e−01 4.7e−09 1.2e−01 4.9e−06 3.0e−01 1.0e−08 2.8e−01
Table E.4: Norm norml2leq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 2.3e−08 2.6e−01 9.1e−09 1.2e−01 3.1e−08 4.1e−01 5.6e−09 2.7e−01
400 2.7e−09 2.6e−01 8.4e−09 1.5e−01 2.0e−08 4.0e−01 1.3e−08 2.2e−01
2
800 3.0e−11 2.9e−01 7.3e−10 1.2e−01 1.4e−08 2.8e−01 1.0e−08 2.2e−01
400 1.3e−06 1.6e−01 9.8e−10 1.7e−01 2.1e−10 2.8e−01 6.6e−09 2.7e−01
3
800 2.0e−12 2.5e−01 3.1e−10 1.3e−01 8.8e−09 3.3e−01 1.6e−09 3.4e−01
400 2.4e−07 2.3e−01 9.8e−10 1.4e−01 1.8e−13 2.8e−01 3.5e−08 2.3e−01
4
800 1.1e−09 4.1e−01 6.3e−10 7.4e−02 7.6e−10 2.7e−01 1.0e−09 2.6e−01
400 1.2e−07 3.6e−01 4.9e−09 1.8e−01 2.9e−09 2.7e−01 1.1e−08 3.1e−01
Table E.5: Norm normlinfeq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 3.2e−16 2.2e−01 1.0e−09 5.3e−02 6.7e−14 1.7e−01 8.4e−09 3.2e−02
400 4.4e−16 1.6e−01 7.2e−10 5.6e−02 6.8e−06 1.3e−01 2.7e−09 7.5e−02
2
800 6.5e−15 2.7e−01 5.8e−10 5.7e−02 2.0e−10 2.0e−01 1.4e−09 4.3e−02
400 7.6e−16 3.0e−01 1.5e−10 4.9e−02 7.2e−16 9.9e−02 1.1e−08 6.7e−02
3
800 4.8e−13 1.7e−01 5.6e−12 5.9e−02 4.5e−08 1.3e−01 2.5e−10 7.2e−02
400 2.2e−15 2.3e−01 6.9e−11 5.0e−02 2.3e−15 1.4e−01 1.0e−09 1.1e−01
4
800 2.0e−08 2.3e−01 3.4e−12 3.9e−02 3.3e−13 1.6e−01 9.4e−10 3.3e−02
400 2.2e−11 2.5e−01 9.8e−11 6.0e−02 5.3e−16 2.3e−01 2.0e−08 6.6e−02
Table E.6: Norm normlinfleq eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 1.3e−17 2.6e−01 1.8e−10 3.7e−02 1.1e−17 5.9e−02 1.2e−10 2.8e−02
400 1.7e−17 1.8e−01 5.3e−10 6.9e−02 6.8e−18 1.8e−01 1.4e−10 1.1e−01
2
800 5.1e−17 1.4e−01 5.8e−10 4.7e−02 1.5e−18 1.8e−01 4.6e−10 5.0e−02
400 1.5e−17 2.4e−01 1.3e−10 8.2e−02 8.8e−18 1.8e−01 4.3e−09 6.7e−02
3
800 1.4e−17 2.5e−01 3.1e−10 3.2e−02 3.5e−18 1.3e−01 2.4e−10 4.4e−02
400 5.4e−18 1.2e−01 5.1e−11 8.3e−02 8.6e−18 1.4e−01 3.8e−10 8.3e−02
4
800 2.3e−17 3.0e−01 7.2e−12 3.6e−02 1.0e−17 1.4e−01 5.9e−10 2.9e−02
400 1.3e−18 2.1e−01 2.3e−10 7.7e−02 2.2e−17 1.5e−01 4.3e−09 9.4e−02
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Table E.7: Norm normlinf_th eigenvalues
Rr = 0.001 Rr = 0.01
G Layer F Layer G Layer F Layer
exp ds |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max |λ |min |λ |max
1
800 3.2e−17 5.6e−01 3.7e−04 1.1e−01 0.0e+00 7.8e−01 4.7e−05 1.1e−01
400 1.7e−17 7.6e−01 1.5e−04 1.3e−01 0.0e+00 1.0e+00 2.0e−04 1.1e−01
2
800 0.0e+00 6.7e−01 6.5e−04 9.9e−02 0.0e+00 6.3e−01 2.6e−04 1.6e−01
400 1.2e−16 7.0e−01 8.3e−04 1.6e−01 0.0e+00 1.5e−01 2.8e−03 1.3e−01
3
800 3.8e−50 8.1e−01 9.1e−04 1.4e−01 0.0e+00 1.2e−02 7.5e−05 7.7e−02
400 0.0e+00 8.0e−01 8.0e−04 9.7e−02 0.0e+00 8.9e−01 1.1e−04 1.4e−01
4
800 5.9e−49 5.4e−01 8.7e−04 1.1e−01 0.0e+00 5.6e−01 2.3e−04 1.2e−01
400 0.0e+00 8.7e−01 1.3e−03 1.6e−01 0.0e+00 9.9e−01 2.9e−03 1.3e−01
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