Consider a set P of points in the plane sorted by x-coordinate. A point p in P is said to be a proximate point if there exists a point q on the x-axis such that p is the closest point to q over all points in P . The proximate point problem is to determine all the proximate points in P . Our main contribution is to propose optimal parallel algorithms for solving instances of size n of the proximate points problem. We begin by developing a work-time optimal algorithm running in O(log log n) time and using n log log n Common-CRCW processors. We then go on to show that this algorithm can be implemented to run in O(log n) time using n log n EREW processors. In addition to being work-time optimal, our EREW algorithm turns out to also be time-optimal.
the algorithm is the amount W(n) of work performed by the algorithm, de ned as the product p T p (n). The algorithm is termed work-optimal if W(n) 2 (T (n)), where T (n) is the running time of the fastest sequential algorithm for the problem. The algorithm is work-time optimal 20 ] if it is work-optimal and, in addition, its running time T p (n) is best possible among the work-optimal algorithms in that model. Needless to say that one of the challenges of parallel algorithm design is to produce not only work-optimal but, indeed, whenever possible, work-time optimal algorithms. Occasionally, an even stronger complexity metric is being used { the so-called time-optimality. Speci cally, an algorithm is time-optimal in a given model, if the problem cannot be solved faster in that model, even if an unbounded number of processors were available.
In this paper we assume the Parallel Random Access Machine (PRAM, for short) which consists of synchronous processors, each having access to a common memory. We refer the interested reader to 20] for an excellent discussion of the PRAM model. Let P be a set of points in the plane sorted by x-coordinate. A point p is a proximate point of P if there exists a point on the x-axis closer to p than to any other point in P. The proximate points problem asks to determine all proximate points in P. Clearly, the proximate points problem can be solved, using an algorithm for nding the Voronoi diagram. However, as argued in 16], the computation of the Voronoi diagram requires (n log n) time even if the n points are sorted by x-coordinate. Thus, this naive approach does not yield an optimal solution to the proximate points problem. Recently, Breu et al. 6 ] proposed a linear-time algorithm for the proximate points problem. In spite of its optimality, the algorithm of Breu et al. 6 ] relies in crucial ways on stack operations, notoriously hard to parallelize.
Our rst main contribution is to propose parallel algorithms for solving instances of size n of the proximate points problem. Speci cally, we rst exhibit an algorithm running in O(log log n) time using n log log n Common-CRCW processors. We then go on to show that this algorithm can be implemented to run in O(log n) time using n log n EREW processors. Our Common-CRCW algorithm is work-time optimal; the EREW algorithm turns out to also be time-optimal. We establish the work-time optimality of our Common-CRCW algorithm by a reduction from the minimum nding problem; the time-optimality of our EREW algorithm follows by a reduction from the OR problem.
Our second main contribution is to show that the proximate points problem has interesting, and quite unexpected, applications to digital geometry and image processing. To begin, we present a work-time optimal parallel algorithm for computing the convex hull of a set of n points in the plane sorted by x-coordinate. This algorithm runs in O(log log n) time using n log log n Common-CRCW processors or in O(log n) time using n log n EREW processors. We show that this algorithm is work-time optimal in the CRCW model and, in addition, time-optimal in the EREW.
Numerous parallel algorithms have been proposed for computing the convex hull of sorted points in the plane 4, 7, 12, 13, 21] . Recently, Chen 7] presented an O(log n)-time algorithm using n log n EREW processors. Chen et al. 12 ] presented work-optimal algorithms running in O(log n)-time algorithm and using n log n EREW processors, and in an O(log log n)-time algorithm using n log log n Common-CRCW processors. Quite recently, Berkman et al. 3 ] presented an O(log log n)-time algorithm using n log log n Common-CRCW processors. Our algorithm features the same performance as those in 3, 7, 12] . However, our algorithm is much simpler and more intuitive. Further, to the best of our knowledge, the work-time optimality of the CRCW version and the time-optimality of the EREW version algorithm has not been solved yet.
Given a binary image the Voronoi map assigns to each pixel in the image the position of the nearest black pixel. The Euclidean distance map assigns to each pixel the Euclidean distance to the nearest black pixel. An empty circle of the image is a circle whose interior contains only white pixels. A maximal empty circle is an empty circle contained in no other empty circle. A largest empty circle is an empty circle of the largest radius. We refer the reader to Figure 1 for an illustration. The largest square, diamond, n-gon, etc. are de ned similarly. These computations are known to have numerous applications ranging from clustering and shape analysis 2, 17] to hando management in cellular systems 26] to image compression, decomposition, and reconstruction 5, 23, 27, 28, 31] .
As further applications, we propose algorithms for computing the Voronoi map, the Euclidean distance map, the maximal empty circles, and the largest empty circles of a binary image of size n n. We begin by presenting a work-time optimal algorithm that computes the Voronoi map and the Euclidean distance map of a binary image of size n n in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors. We also show that the distance map for various metrics including the well known L k metrics, (k 1), can also be computed in the same manner. We then go on to show that all the maximal empty circles and a largest empty circle of an n n binary image can be found in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors. As it turns out, with minimal changes, this algorithm is applicable to various other kinds of empty gures including squares, diamonds, n-gon etc.
Recently, Chen et al. 8, 11] are not work-optimal. Chen 8] presented a work-optimal O( n 2 p )-time algorithm using p, (p log p n), EREW processors. This yields an O(n log n)-time algorithm using n log n EREW processors. Fujiwara et al. 18 ] presented a work-optimal algorithm running in O(log n) time and using n 2 log n EREW processors and in O( log n log log n ) time using n 2 log log n log n Common-CRCW processors. Although Fujiwara et al. 18] claim that their algorithm is applicable to various distance maps, a closer analysis reveals that it only applies to a few distance metrics. The main problem seems to be that their algorithm uses a geometric transform that depends in a crucial way on properties of the Euclidean distance and, therefore, does not seem to generalize. As we see it, our Euclidean distance map algorithm has three major advantages over Fujiwara's algorithm. First, the performance of our algorithm for the CRCW is superior; second, our algorithm applies to a large array of distance metrics; nally, our algorithm is much simpler and more intuitive.
The remainder of this paper is organized as follows: Section 2 introduces the proximate points problem for the Euclidean distance metric and discusses a number of technicalities that will be crucial ingredients in our subsequent algorithms. Section 3 presents our parallel algorithms for the Common-CRCW and the EREW. Section 4 proves that these algorithms are work-time, respectively time-optimal. Section 5 presents a work-time optimal parallel algorithm for computing the convex hull of sorted points in the plane. Section 6 uses the proximate points algorithm to computing the Voronoi map, the Euclidean distance map, the maximal empty circles, and the largest empty circles of a binary image. Section 7 o ers concluding remarks and open problems. Finally, the Appendix discusses other distance metrics to which the algorithms presented in Section 3 apply. 2 The proximate points problem: a rst look
In this section we introduce the proximate points problem along with a number of geometric results that will lay the foundation of our subsequent algorithms. Throughout, we assume that a point p is represented by its Cartesian coordinates (x(p); y(p)). As usual, we denote the Euclidean distance between the planar points p and q by d(p; q) = p (x(p) ? x(q)) 2 + (y(p) ? y(q)) 2 .
Consider a collection P = fp 1 ; p 2 ; : : : ; p n g of n points sorted by x-coordinate, that is, such that x(p 1 ) < x(p 2 ) < < x(p n ). We assume, without loss of generality that all the points in P have distinct x-coordinates and that all of them lie above the x-axis. The reader should have no di culty con rming that these assumptions are made for convenience only and do not impact the complexity of our algorithms.
Recall that for every point p i of P the locus of all the points in the plane that are closer to p i than to any other point in P is referred to as the Voronoi polygon associated with p i and is denoted by V (i). The collection of all the Voronoi polygons of points in P partitions the plane into the Voronoi diagram of P (see 25] p. 204). Let I i , (1 i n), be the locus of all the points q on the x-axis for which d(q; p i ) d(q; p j ) for all q j , (1 j n). In other words, q 2 I i if and only if q belongs to the intersection of the x-axis with V (i), as illustrated in Figure 2 . In turn, this implies that I i must be an interval on the x-axis and that some of the intervals I i , (2 i n ? 1), may be empty. A point p i of P is termed a proximate point whenever the interval I i is nonempty. Thus, the Voronoi diagram of P partitions the x-axis into proximate intervals. Since the points of P are sorted by x-coordinate, the corresponding proximate intervals are ordered, left to right, as Given three points p i ; p j ; p k with i < j < k, we say that p j is dominated by p i and p k whenever p j fails to be a proximate point of the set consisting of these three points. Clearly, p j is dominated by p i and p k if the boundary of p i and p j is to the right of that of p j and p k . Since the boundary of any two points can be computed in O(1) time, the task of deciding for every triple (p i ; p j ; p k ), whether p j is dominated by p i and p k takes O(1) time using a single processor.
Consider a collection P = fp 1 ; p 2 ; : : : ; p n g of points in the plane sorted by x-coordinate, and a point p to the right of P, that is, such that x(p 1 ) < x(p 2 ) < < x(p n ) < x(p). We are interested in updating the proximate intervals of P to re ect the addition of p to P as illustrated in Figure 3 .
We assume, without loss of generality, that all points in P are proximate points and let I 1 I 0 i and I 0 p are consecutive on the x-axis and are separated by the boundary point between p i and p, Let P = fp 1 ; p 2 ; : : : ; p n g be a collection of proximate points sorted by x-coordinate and let p be a point to the left of P, that is, such that x(p) < x(p 1 ) < x(p 2 ) < < x(p n ). For further reference we now take note of the following companion result to Lemma 2.2. The proof is identical and, thus, omitted. Lemma 2.3 There exists a unique point p i of P such that:
The only proximate points of P fpg are p; p i ; p i+1 ; : : : p n .
For i j n, the point p j is not dominated by p and p j+1 . Moreover, for i + 1 j n, I 0 j = I j . For 1 j < i, the point p j is dominated by p and p j+1 and the interval I 0 j is empty.
I 0 p and I 0 i are consecutive on the x-axis and are separated by the boundary point between p and p i .
The unique point p i whose existence is guaranteed by Lemma 2.2 is termed the contact point between P and p. The second statement of Lemma 2.2 suggests that the task of determining the unique contact point between P and a point p to the right or left of P reduces, essentially, to binary search. Now, suppose that the set P = fp 1 ; p 2 ; : : : ; p 2n g, with x(p 1 ) < x(p 2 ) < < x(p 2n ) is partitioned into two subsets P L = fp 1 ; p 2 ; : : : ; p n g and P R = fp n+1 ; p n+2 ; : : : ; p 2n g. We are interested in updating the proximate intervals in the process or merging P L and P R . For this purpose, let I 1 ; I 2 ; : : : ; I n and I n+1 ; I n+2 ; : : : ; I 2n be the proximate intervals of P L and P R , respectively. We assume, without loss of generality, that all these proximate intervals are nonempty. Let I 0 1 ; I 0 2 ; : : : ; I 0 2n be the proximate intervals of P = P L P R . We are now in a position to state and prove the next result which turns out to be a key ingredient in our algorithms. Proof. Let i be the smallest subscript for which p i 2 P L is the contact point between P L and a point in P R . Similarly, let j be the largest subscript for which the point p j 2 P R is the contact point between P R and some point in P L . Clearly, no point in P L to the left of p i can be a proximate point of P. Likewise, no point in P R to the left of p j can be a proximate point of P. Finally, by Lemma 2.2 every point in P L to the left of p i must be a proximate point of P. Similarly, by Lemma 2.3 every point in P R to the right of p i must be a proximate point of P, and the proof of the lemma is complete.
The points p i and p j whose existence is guaranteed by Theorem 2.4 are termed the contact points between P L and P R . We refer the reader to Figure 4 for an illustration. Here, the contact points between P L and P R are p 4 and p 8 .
Next, we discuss a geometric property that enables the computation of the contact points p i and p j between P L and P R . For each point p k of P L , let q k denote the contact point between p k and P R as speci ed by Lemma 2.3. We have the following result. guarantees that p k , (2 k i), is not dominated by p k?1 and q k . Suppose that p k , (i+1 k n), is not dominated by p k?1 and q k . Then, the boundary point between p k and q k is to the right of that between p k?1 and p k . Thus, the non-empty interval between these two boundaries corresponds to I 0 k , a contradiction. Therefore, p k , (i + 1 k n), is dominated by p k?1 and q k , completing the proof.
Lemma 2.5 suggests a simple, binary search-like, approach to nding the contact points p i and p j between two sets P L and P R . In fact, using a similar idea, Breu et al. 6 ] proposed a sequential algorithm that computes the proximate points of an n-point planar set in O(n) time.
The algorithm in 6] uses a stack to store the proximate points found and, consequently, seems very hard to parallelize.
Parallel algorithms for the proximate points problem
We begin by discussing a parallel algorithm for solving the proximate points problem on the Common-CRCW. The algorithm will then be converted to run on the EREW. We rely, in part, on the solution to the well-known LEFTMOST-ONE problem: given a sequence b 1 ; b 2 ; : : : ; b n of n bits, determine the smallest i, ( Consider a set P = fp 1 ; p 2 ; : : : ; p n g of points such that x(p 1 ) < x(p 2 ) < < x(p n ). To capture the neighboring proximate points of each point p i , (1 i n), we use three indices c i , l i and r i de ned as follows: 1. c i = maxfj j j i and p j is an proximate pointg;
2. l i = maxfj j j < c i and p j is an proximate pointg;
3. r i = minfj j j > c i and p j is an proximate pointg.
We refer the reader to Figure 5 for an illustration. Note that we must have l i < c i i < r i and there is no proximate point p j such that l i < j < c i or c i < j < r i . Further, if p i is a proximate, then c i = i.
Next, we are interested in nding the contact point between the set P = fp 1 ; p 2 ; : : : ; p n g and a new point p with x(p n ) < x(p). We assume that for every i, (1 i n), c i , l i , and r i are available, and that m, (m n), processors are at our disposal. The algorithm is essentially performing m-ary search using Lemma 2.2.
Algorithm Find-Contact-Point(P; p)
Step Step 2 Determine k such that the point p r k n m +1 is not dominated by p c k n m +1 and p, and p c (k+1) n m +1
is dominated by p l (k+1) n m +1 and p.
Step 3 Execute recursively this algorithm for the set of points P 0 = fp r k n m +1 ; p r k n m +1 +1 ; p r k n m +1 +2 ; : : : ; p l (k+1) n m +1 g to nd the contact point.
Since k n m + 1 < r k n m +1 and l (k+1) n m +1 < (k + 1) n m + 1, the set P 0 contains at most l (k+1) n m +1 ? Next, consider two sets P L = fp 1 ; p 2 ; : : : ; p n g and P R = fp n+1 ; p n+2 ; : : : ; p 2n g of points in the plane such that x(p 1 ) < x(p 2 ) < < x(p 2n ). Assume that for every i the indices c i , l i and r i are given and that m processors are available to us. The following algorithm nds the contact points of P L and P R by p m-ary search using Lemma 2.5.
Algorithm Find-Contact-Points-Between-Sets(P L ; P R )
Step 1 Step 2 Step 3 Step 4 Lemma 3.3 Given the sets P L = fp 1 ; p 2 ; : : : ; p n g and P R = fp n+1 ; p n+2 ; : : : ; p 2n g of points in the plane such that x(p 1 ) < x(p 2 ) < < x(p 2n ), the task of nding the contact points between P L and P R can be performed in O( Next, we are interested in designing an algorithm to compute the proximate points of a set P on n points in the plane sorted by x-coordinate in O(log log n) time on the Common-CRCW. We assume that n processors are available to us. We begin by determining for every i, the indices c i , l i , and r i . With this information available, all that remains to be done is to retain all the points p i for which c i = i. The details follow.
Algorithm Find-Proximate-Points(P )
Step 1 Partition the set P into n 1=3 subsets P 0 ; P 1 ; : : : ; P n 1=3 ?1 such that for every k, (0 k n 1=3 ?1), P k = fp kn 2=3 +1 ; p kn 2=3 +2 ; : : : ; p (k+1)n 2=3 g. For every point p i in P k , (0 k n 1=3 ?1), determine the indices c i , l i , and r i local to P k .
Step 2 Compute the contact points of each pair of sets P i and P j , (0 i < j n 1=3 ? 1), using n 1=3 of the processors available. Let q i;j 2 P i denote the contact point between P i and P j .
Step 3 For every P i , nd the rightmost contact point p rc i among all the points q i;j with j < i and nd the leftmost contact point p lc i over all points q i;j with j > i. Clearly, x(p rc i ) = maxfx(q i;j ) j j < ig and x(p lc i ) = minfx(q i;j ) j j > ig.
Step 4 For each set P i , the proximate points lying between rc i and lc i (inclusive) are proximate points of P. Update each c i ; l i ; and r i .
It is clear that
Step 2 can be performed in O( log n 2=3 log n 1=3 ) = O(1) time.
Step 3 also runs in O(1) time using Lemma 3.1. At this moment, the reader may wonder how the updating of the indices c i ; l i ; and r i in Step 4 can be performed e ciently. In fact, as it turns out, this update can be done in O(1) time. Since the task of updating l i and r i is, essentially, the same as that of updating c i , we will only focus on c i . In each P i , for all the points p j , (rc i < j lc i ), the value of c j is not changed. For all the points p j with lc i < j, the value of c j must be changed to lc i . For all points p j with lc i < j, the value of c j is changed to lc i?1 , if P i?1 has an proximate point. However, if P i?1 contains no proximate points, we have to nd the nearest subset that contains a proximate point.
To do this, rst check whether each P i has a proximate point using n 2=3 processors each. Thus, totally, n 1=3 n 2=3 = n processors are used for this task. Next, using Lemma 3.1 we determine P k such that k = maxfj jj < i and P j contains a proximate pointg for each P i . Since P has n con rming that T CRCW (n) 2 O(log log n). Thus, we have: Lemma 3.4 An instance of size n of the proximate points problem can be solved in O(log log n) time using n Common-CRCW processors.
Next, we show that the number of processors can be reduced by a factor of log log n without increasing the running time. The idea is as follows: begin by partitioning the set P into n log log n subsets P 1 ; P 2 ; : : : ; P n log log n each of size log log n. Next, using algorithm Sequential-Proximate-Points nd the proximate points within each subset in O(log log n) sequential time and, in the process, remove from P all the points that are not proximate points.. For every i, (1 i n log log n ), let fp i;1 ; p i;2 ; : : :g be proximate points in the set P i .
At this moment, execute algorithm Find-Proximate-Point on P 1 P 2 P n log log n . Since n processors are required in order to update the indices c i , l i , and r i in O(1), we will proceed slightly di erently. The idea is the following: while executing the algorithm, some of the (currently) proximate points will cease to be proximate points. Theorem 3.5 An instance of size n of the proximate points problem can be solved in O(log log n) time using n log log n Common-CRCW processors. We close this section by pointing out that algorithm Find-Proximate-Points can be implemented e ciently on the EREW. For this purpose, we rely, in part, on the following well known result 20]. By Lemma 3.6, Steps 2, 3, and 4 of the algorithm can be performed in O(log n) time using n EREW processors, as the CRCW performs these steps in O(1) time using n processors. Let T EREW (n) be the worst-case running time on the EREW. Then, the recurrence describing the EREW time complexity becomes T EREW (n) = T EREW (n 2 3 ) + O(log n); con rming that T(n) 2 O(log n). Consequently, we have: Lemma 3.7 An instance of size n of the proximate points problem can be solved in O(log n) time using n EREW processors.
Using, essentially, the same idea as for the Common-CRCW, we can reduce the number of processors by a factor of log n without increasing the computing time. Speci cally, in case of the EREW, the n points are partitioned into n log n subsets each of size log n. Thus, we have Theorem 3.8 An instance of size n of the proximate points problem can be solved in O(log n) time using n log n EREW processors.
Lower Bounds
The main goal of this section is to show that the running time of the Common-CRCW algorithm for the proximate points problem developed in Section 3 cannot be improved while retaining workoptimality. This, in e ect, will prove that our Common-CRCW algorithm is work-time optimal. We then show that our EREW algorithm is time-optimal. The work-optimality of both algorithms is obvious; in order to solve the proximate points problem every point must be accessed at least once. Thus, (n) work is required of any algorithm solving the problem.
Our lower bound arguments rely, in part, on the following fundamental result of Valiant 30] .
Lemma 4.1 The task of nding the minimum (maximum) of n real numbers requires (log log n) time on the CRCW provided that n log O(1) n processors are available.
We now show that the lower bound of Lemma 4.1 holds even if all the item are non-negative.
Lemma 4.2 The task of nding the minimum (maximum) of n non-negative (non-positive) real numbers requires (log log n) time on the CRCW provided that n log O(1) n processors are available.
Proof. Assume that the minimum (maximum) of n non-negative numbers can be computed in o(log log n) time using n log O(1) n CRCW processors. With this assumption, we can nd the minimum of n real numbers in o(log log n) time as follows: rst, in O(1) time, check whether there are negative numbers in the input. If not, the minimum of input items can be computed in o(log log n) time. If negative numbers exist, replace every nonpositive number by 0 and nd the maximum of their absolute values in the resulting sequence in o(log log n) time. The maximum thus computed corresponds to the minimum of the original input. Thus, the minimum of n real numbers can be computed in o(log log n) time, contradicting Lemma 4.1.
Further, we rely on the following classic result of Cook et al. 15 ].
Lemma 4.3 The task of nding the minimum (maximum) of n real numbers requires (log n) time on the CREW (therefore, also on the EREW) even if in nitely many processors are available.
We shall reduce the task of nding the minimum of a collection A of n non-negative a 1 ; a 2 ; : : : ; a n to the proximate points problem. Our plan is to show that an instance of size n of the problem of nding the minimum of a collection of non-negative numbers can be converted, in O(1) time, to an instance of size 2n of the the proximate points problem involving sorted points in the plane.
For this purpose, let A = fa 1 ; a 2 ; : : : ; a n g be a set of arbitrary non-negative real numbers that are input to the minimum problem. We construct a set P = fp 1 ; p 2 ; : : : ; p 2n g of points in the plane by setting for every i, ( Notice that this construction guarantees that the points in P are sorted by x-coordinate and that for every i, (1 i n), the distance between the point p i and the origin is exactly p a i + 4n 2 . Intuitively, our construction places the 2n points p 1 ; p 2 ; : : : ; p 2n on concentric circles centered at the origin. More precisely, for every i, (1 i n), the points p i and p n+i are placed on such a circle C i with radius p a i + 4n 2 . It is very important to note that the construction above can be carried out in O(1) time using n EREW processors.
In our subsequent arguments, we nd it convenient to rely on the next technical result. Proof. Let a i be the minimum of A and refer to Figure 6 . Clearly, C i is the circle of smallest radius containing p i and p i+n , while all the other points lie outside C i . Hence, p i and p i+n are the closest points of P from the origin. Thus, the boundary between p j , (1 j < i + n), and p n+i lies to the left of the origin: were this not true, p j would be closer to the origin than p i+n . The following simple facts are proved in essentially the same way. Since, for each point p j , (i < j < i + n), the boundary between p j and p i lies to the left of that between p j and p n+i , p j is not proximate point. Thus, for j 6 = i, either p j or p j+n fails to be a proximate point. Further, for the point p i the boundary with p j (1 j < i) lies to the left of the origin, and that with p j (i < j n) lies to the right of the origin (or is the origin itself). Thus, p i is a proximate point. The fact that p i+n is a proximate point follows by a mirror argument. This completes the proof.
Lemma 4.4 guarantees that the minimum of A can be determined in O(1) time once the proximate points of P are known. Now, Lemma 4.1 implies the following important result. Theorem 4.5 Any algorithm that solves an instance of size n of the proximate points problem on the CRCW must take (log log n) time in the worst case, provided that n log O(1) n processors are available.
Using exactly the same construction, in combination with Lemma 4.3 we obtain the following lower bound for the CREW. Theorem 4.6 Any algorithm that solves an instance of size n of the proximate points problem on the CREW (also on the EREW) must take (log n) time, even if an in nite number of processors are available.
Notice that the EREW algorithm for the proximate points problem presented in Section 3 running in O(log n) time using n log n processors features the same work and time performance on the CREW-PRAM. By Theorem 4.6 the corresponding CREW algorithm is also time-optimal.
It is straightforward to extend the previous arguments to handle the case of the L k metric. Speci cally, in this case, for every i, (1 
Computing the convex hull
The main goal of this section is to show that the proximate points algorithms developed in Section 3 yield a work-time optimal (resp. time-optimal) algorithm for computing the convex hull of a set of points in the plane sorted by x-coordinate. We begin by discussing the details of this algorithm.
In the second subsection we establish its work-time (resp. time) optimality.
The convex hull algorithm
Let P = fp 1 ; p 2 ; : : : ; p n g be a set of n points in the plane with x(p 1 ) < x(p 2 ) < < x(p n ). The line segment p 1 p n partitions the convex hull of P into the lower hull, lying below the segment, and the upper hull, lying above it. We focus on the computation of the lower hull only, the computation of the upper hull being similar.
For a sequence a 1 , a 2 , : : :, a n of items, the pre x maxima is the sequence a 1 , maxfa 1 ; a 2 g, : : :, maxfa 1 ; a 2 ; : : : ; a n g. For later reference, we state the following result 20,29].
Lemma 5.1 The task of computing the pre x maxima (pre x minima) of an n-item sequence can be performed in O(log n) time using n log n EREW processors or in O(log log n) time using n log log n Common-CRCW processors.
Let P = fp 1 ; p 2 ; : : : ; p n g be a set of n points in the plane sorted by x-coordinate as x(p 1 ) <
x(p 2 ) < < x(p n ) and x(p i ) 2 y(p i ). We de ne a set let Q = fq 1 ; q 2 ; : : : ; q n g of n points by setting for every i, ( are also sorted by x-coordinate. The following surprising result captures the relationship between the sets P and Q we just de ned.
Lemma 5.2 For every j, (1 j n), p j is an extreme point of the lower hull of P if and only if q j is a proximate point of Q.
Proof. If j = 1 or j = n, then p j is an extreme point of P and q j is a proximate point of Q. Thus, the lemma is correct for j = 1 and j = n. Now consider an arbitrary j in the range 2 j n ? 1 and let i and k be arbitrary subscripts such that 1 i < j < k n. Let b i and b k be the boundaries between q i and q j , and between q j and q k , respectively, and refer to Similarly, we obtain
It is easy to see that the point q j is not dominated by q i and q k if and only if x(b i ) < x(b k ).
Notice that the slopes of the line segments p i p j and p k p j are 2x(b i ) and 2x(b k ), respectively. Thus, the point p j lies below the segment p i p k if and only if 2x(b i ) < 2x(b k ). Consequently, the point p j lies below the segment p i p k if and only if the point q j is not dominated by q i and q k . In other words, the point p j is an extreme point of the lower hull of P if and only if q j is a proximate point of Q. Step 1 Construct the set Q = fq 1 ; q 2 ; : : : ; q n g by setting for every i, (1 
Step 2 Determine the proximate points of Q and report p i as an extreme point of the lower hull of P whenever q i is a proximate point of Q.
The preprocessing in Step 0 amounts to translating the set P vertically in such a way that for every i, (1 
. This a ne transformation does not a ect the convex hull of P. The correctness of this simple algorithm follows directly from Lemma 5.2. To argue for the running time, we note that by Lemma 5. 1 Step 0 takes O(log log n) time and optimal work on the Common-CRCW or O(log n) time and optimal work on the EREW.
Step 1 runs in O(1) time using optimal work on either the Common-CRCW or the EREW. By Theorems 3.5 and 3.8, Step 2 takes O(log log n) time and optimal work on the Common-CRCW or O(log n) time and optimal work on the EREW. Thus, we have proved the following result.
Theorem 5.3 The task of computing the convex hull of a set of n points sorted by x-coordinate can be performed in O(log log n) time using n log log n Common-CRCW processors or in O(log n) time using n log n EREW processors.
The optimality of the convex hull algorithm
The main goal of this subsection is to show that the convex hull algorithm described in the previous subsection is work-time optimal on the Common-CRCW and, in addition, time-optimal on the CREW and EREW. Clearly, every point must be read at least once to solve the proximate points problem. Thus, O(n)-time is required to solve the problem, and our convex hull algorithms (Common-CRCW or EREW) are work-optimal.
Next, we show that given a set A = fa 1 ; a 2 ; : : : ; a n g of n non-negative integers their maximum can be determined by using any algorithm for computing the convex hull of a set of sorted points in the plane. For this purpose, we exhibit an O(1)-time reduction of the maximum problem to the convex hull problem. The proof technique is similar to the one employed for the proximate points problem.
With A given construct a set P = fp 1 ; p 2 ; : : : ; p 2n g of points in the plane by setting for every i,
(1 i n), p i = (i; a i ) and p n+i = (n + i; a i ). Notice that, by construction, P is a set of point in the plane sorted by x-coordinate. The following result relates the sets A and P.
Lemma 5.4 The item a i is the maximum of A if and only if both p i and p i+n are points on the upper hull of P.
Proof. Let a i be the maximum of A. By construction, both p i and p i+n are points of the upper hull of P. Further, none of the points p i+1 ; p i+2 ; : : : ; p i+n?1 can belong to the upper hull of P.
Thus, there exist no subscript j, (j 6 = i), for which both p j and p n+i belong to the upper hull of P.
This completes the proof.
Consequently, to nd the maximum of A all we need do is to nd an index i such that both p i and p n+i are points of the upper hull. Therefore, the problem of nding the upper hull of 2n sorted points in the plane is at least as hard as the problem of nding the maximum of n non-negative numbers. Thus, we have the following important result.
Theorem 5.5 The task of nding the convex hull of n points requires (log log n) time on the CRCW, provided that n log O(1) n processors are available.
Similarly, we have the following companion result. In our subsequent arguments we nd it convenient to rely on the solution to the NEAREST-ONE problem: given a sequence A = ha 1 ; a 2 ; : : : ; a n i of 0's and 1's, determine the closest 1 to every item in A. As a direct corollary of Lemma 5.1 we have Lemma 6.1 An instance of size n of the NEAREST-ONE problem can be solved in O(log log n) time using n log log n Common-CRCW processors or in O(log n) time using n log n EREW processors.
We assume a binary image I of size n n as discussed above and the availability of n 2 T(n)
processors, where T(n) = O(log log n) for the Common-CRCW and T(n) = O(log n) for the EREW.
We now outline the basic idea of our algorithm for computing the Voronoi map and the Euclidean distance map of image I. We begin by determining, for every pixel in row j, (1 Having solved, in parallel, all these instances of the proximate points problem, we determine, for every proximate point p i;j in P j its corresponding proximity interval I i . With j xed, we determine for every pixel (i; j) (that we perceive as a point on the x-axis) the identity of the proximity interval to which it belongs. This allows each pixel (i; j) to determine the identity of the nearest pixel to it. The same task is executed for all rows 1; 2; : : : ; n in parallel, to determine for every pixel (i; j) in row j the nearest black pixel. The details are spelled out in the following algorithm.
Algorithm Voronoi-and-Euclidean-Distance-Map(I)
Step 1 Step 2 For every j, (1 j n), let P j = fp i = (i; d i;j ) j 1 i ng. Compute the proximate points E(P j ) of P j .
Step 3 For every point p in E(P j ) determine its proximity interval of P j .
Step 4 For every i, (1 i n), determine the proximate intervals of P j to which the point (i; 0) (corresponding to pixel (i; j)) belongs.
The correctness of this algorithm being easy to see we turn to the complexity.
Step 1 can be performed in O(T(n)) time using the processors available by using Lemma 6.1. Theorem 3.5 and 3.8 guarantee that
Step 2 takes O(T(n)) time using n T(n) processors. By Lemma 6.1, Steps 3 and 4 can be performed in the same complexity. Thus, we have the following important result. Theorem 6.2 The task of computing the Voronoi map and the Euclidean distance map of a binary image of size n n can be performed in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors.
Recall that an empty circle in the image I is a circle lled with white pixels. The task of computing the largest empty circles in an image is a recurring theme in pattern recognition, robotics, and digital geometry 17]. An empty circle is said to be maximal if it is contained in no other empty circle. An empty circle is said to me maximum if its radius is as large as possible. It is clear that a maximum empty circle is also a maximal, but not conversely. We now turn to the task of determining all maximal (resp. maximum) empty circles in an input image I.
Algorithm All-Maximal-Empty-Circles(I)
Step 1 Compute the Euclidean distance map m of I.
Step 2 For each pixel (i; j), (1 i; j n), in I compute the smallest distance u i;j = minfi?1; j ? 1; n ? i; n ? jg to the border of the image. Then, compute r i;j = minfu i;j ; m(i; j)g, which is the largest radius of every empty circle centered at the pixel (i; j).
Step 3 For each pixel (i; j) check whether there exists a neighboring pixel (i 0 ; j 0 ) (ji ? i 0 j 1 and jj ?j 0 j 1), such that the circle with radius r i;j and origin (i; j) is included by the circle with radius r i 0 ;j 0 and origin (i 0 ; j 0 ). If no such circle exists, label the circle of radius r i;j centered at (i; j) as a maximal empty circle.
Step 4 Compute r = max (i;j)2I fr i;j g. Every pixel (i; j) in I for which r i;j = r labels its empty circle as the largest empty circle of I.
Clearly, all the steps of this simple algorithm can be performed in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors. Thus we have Corollary 6.3 The task of labeling all the maximal empty circles and of reporting a maximum empty circle of a binary image of size n n can be performed in O(log log n) time using n 2 log log n Common-CRCW or in O(log n) time using EREW n 2 log n processors.
Conclusions
Our rst main contribution is to propose optimal parallel algorithms for solving instances of size n of the proximate points problem. Our rst algorithm runs in O(log log n) time and uses n log log n Common-CRCW processors. This algorithm can, in fact, be implemented to run in O(log n) time using n log n EREW processors. The Common-CRCW algorithm is work-time optimal; the EREW algorithm is, in addition, time-optimal. out to also be time-optimal.
Our second main contribution is to show that the proximate points problem nds interesting, and quite unexpected, applications to digital geometry and image processing. As a rst application we presented a work-time optimal parallel algorithm for nding the convex hull of a set of n points in the plane sorted by x-coordinate; this algorithm has the same complexity as the proximate points algorithm. Next, we showed that the proximate points algorithms a ord us work-time optimal (resp. time-optimal) parallel algorithms for various fundamental digital geometry and image processing problems. Speci cally, we show that the Voronoi map, the Euclidean distance map, the maximal empty circles, the largest empty circles, and other related problems.
Further, we have proved the work-time, respectively, the time optimality of our proximate points and convex hull algorithms. However, for the image processing problems discussed, it is not known whether the algorithms developed are optimal. We conjecture that, for these problems, (log log n) is a time lower bound on the CRCW, provided that the algorithms are work-time optimal. For the CREW and EREW, the logical-OR problem can be reduced to these image processing problems quite easily. Therefore, (log n) is a time lower bound for both the CREW and the EREW.
Appendix: Other distance metrics, maps, and gures
In Section 2 we presented a parallel algorithm for the proximate points problem for Euclidean distance metric. In this section we extend the result of Section 2 to various other distance metrics.
A. clidean distance. The reader may have already noticed that the de nition of the proximate points does not depend on the Euclidean distance metric. In fact, the de nition is quite independent of the underlying metric assumed. More speci cally, consider a set P = fp 1 ; p 2 ; : : : ; p n g of n points in the plane sorted by x-coordinate as x(p 1 ) < x(p 2 ) < < x(p n ). We assume, without loss of generality that all the points in P lie above the x axis. Let I i , (1 i n), be the locus of points on the x-axis that are closer, in some metric d, to p i than to any other point in P.
Note that, depending on the distance metric at hand, the proximate intervals may or may not be intervals as was the case with the Euclidean metric. We say that the distance metric d is xmonotone if for any pair of points p and p 0 in the plane with x(p) < x(p 0 ) one of the following three statements hold.
Corollary A.1 The task of solving an instance of size n of the proximate points problem can be performed in O(log log n) time using n log log n Common-CRCW processors or in O(log n) time using n log n EREW processors, provided that the underlying distance metric is x-monotone and computable. Many distance metrics including the classic L k metrics (k 1) are x-monotone and computable. Thus, by Corollary A.1, Theorems 3.5 and 3.8 hold for the L k metrics as well.
A.2 Computing distance maps for other distance metrics
We now turn our attention to the algorithm for computing the Voronoi map and the Euclidean distance map discussed in Section 6. Speci cally, we are interested in investigating properties of various distance metrics for which the same algorithm works.
Recall that in Step 1 of the algorithm, we determine for each pixel in the image the nearest black pixel in its own column. The motivation for this is that the Euclidean distance satis es y-increasing property de ned as follows: a distance metric d is y-increasing if for any three points p, q, and r such that x(q) = x(r) and jy(p) ? y(q)j < jy(p) ? y(r)j, the inequality d(p; q) d(p; r) holds. It is an easy matter to verify that no other properties of the distance metric are assumed by the algorithm. Thus, we have Theorem A.2 The task of computing the Voronoi and the distance map of a binary image of size n n can be performed in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors, provided that the underlying distance metric is x-monotone, computable, and y-increasing.
Clearly, the L k metrics with k 1 are x-monotone are also y-increasing. Thus our algorithm works in all these metrics.
A.3 Largest empty gures
In Section 6 we have addressed the problem of computing all maximal (resp. maximum) empty circles of a binary image. In this subsection, we propose to generalize this result for various other gures. As an example we will consider the largest empty octagon.
An octagon can be speci ed by the radius r as shown in Figure 8 . Consider two points p and q in the plane. Draw an octagon with center p such that q is on the boundary of the octagon. Let us de ne the distance metric d such that the distance d(p; q) between p and q is the radius of the octagon thus drawn. It is easy to con rm that this distance metric d is x-monotone, computable, and y-increasing. Thus, the distance map for this distance metric can be computed by the algorithm for In general, consider a gure with a center and a radius satisfying the following three conditions.
1. convexity: for any two points p and q in the interior of the gure, the line segment pq is contained in the interior.
2. computable: for two points p and p 0 in the plane, a point q on the x-axis such that there exists a gure with center q, and both p and p 0 are on its border.
3. radius-monotone: for a xed center, the gure with radius r is completely included by the one of radius r 0 (r 0 < r).
Obviously, the distance metric for a gure satisfying the above conditions is x-monotone, computable and y-increasing; The convexity, the computability, and the radius-monotone of the gure ensure the x-monotone, computability and y-increasing of the corresponding distance metric. Thus, the algorithm for Corollary 6.3 can compute the largest empty gure. Finally we have Theorem A.3 The task of computing the largest empty gure of a binary image of size n n can be computed in O(log log n) time using n 2 log log n Common-CRCW processors or in O(log n) time using n 2 log n EREW processors, provided that the gure is convex, computable, and radius-monotone.
