Abstract. The Aviles Giga functional is a well known second order functional that forms a model for blistering and in a certain regime liquid crystals, a related functional models thin magnetized films. Given Lipschitz domain Ω ⊂ IR 2 the functional is
The functional I ǫ forms a model for blistering and (in certain regimes) for a model for liquid crystals , . In addition there is a closely related functional modeling thin magnetic films , , , , . For function u ∈ W 2,2 0 (Ω) we refer to I ǫ (u) as the Aviles Giga energy of u. For an example of a candidate minimizer take the distance function from the boundary ψ(x) := dist(x, ∂Ω) convolved by a standard convolution kernel ρ ǫ with support of diameter ǫ. It has been conjectured that for convex domains Ω, the minimizers of I ǫ have the structure suggested by this construction, i.e. they are in some quantitative sense close to the distance function from the boundary, Section 5.3 , .
The first progress on this conjecture was achieved by Jin, Kohn whose showed that if I ǫ is minimized over 
where Ω is taken to be an ellipse then as ǫ → 0 the energy of the minimizer of I ǫ tends to the energy of ψ * ρ ǫ . Their method was to take arbitrary u ∈ Λ(Ω) and to construct vectors fields Σ 1 , Σ 2 out of third order polynomials of the partial derivatives of u that have the property that the divergence of these vectors fields is bounded above by I ǫ (u). Using the trace condition ∂u ∂η = 1 and the fact that Ω is an ellipse the lower bound provided by the divergence of Σ 1 , Σ 2 can be explicitly calculated and shown to be asymptotically sharp as ǫ → 0.
As has been discussed in , , the functional I ǫ minimized over W 2,2 0 (Ω) has many features in common with the functional J p (v) = J Dv |Dv + − Dv − | p dH 1 for the case p = 3, when minimized over the space Dv ∈ BV(Ω) with |Dv(x)| = 1 a.e. x and v = 0 on ∂Ω. Aviles Giga showed that if Ω is convex and polygonal then the distance function is the minimizer of J 1 over the subspace of piecewise affine functions satisfying these conditions. They conjectured the same is true for p = 3.
From a somewhat different direction a strong result has been proved [Ja-Ot-Pe 02] by Jabin, Otto, Perthame who characterized a class of functions which includes all limits of sequences u n ∈ W 2,2 0 (Ω) with I ǫ n (u n ) → 0 as ǫ n → 0. A corollary to their work is that if there exists such a sequence (u n ) for a bounded domain Ω, then Ω must be a ball and (up to change of sign) u := lim n→∞ u n = dist(·, ∂Ω). In [Lo 09], a quantitative generalization of this corollary was achieved for the class of bounded convex domains, a corollary to the main result of [Lo 09 ] is the following.
Theorem 1 (Lorent 2009 ). Let Ω be a convex set with diameter 2, C 2 boundary and curvature bounded above by ǫ where ζ(z) = dist(z, ∂Ω).
We take constant λ = 1 2731 and thus the control represented by inequality (3) is far from optimal. Theorem 1 follows from Theorem 1 of [Lo 09] which is a characterization of domains Ω and functions u for which the Aviles Energy is small, more specifically there exists a constant γ such that given u ∈ The proof of Theorem 1 requires quite a careful construction of an upper bound of the Aviles Giga energy of a minimizer on a domain with smooth boundary that is 'close' to a ball, then the theorem follows by application of Theorem 1 [Lo 09]. The many steps required to complete the proof result in a gradual loss of control resulting in the constant λ = 1 2731 . The propose of this note is twofold, firstly to provide a simple proof of a characterization of the minimizers of the Aviles Giga energy on a ball with a sharper estimate and secondly to prove the result without the trace condition on the gradient, specifically to characterize the minimizers over W 2,2 0 (B 1 (0)). Additionally we find it worthwhile to introduce new methods to study the characterization of minimizers of I ǫ , the regularity theory and ODE approach of this note is quite different from previous methods of [ , , [Ja-Ot-Pe 02], [Lo 09]. Our main theorem is; Theorem 2. Let u be a minimizer of I ǫ over W 2,2 0 (B 1 (0)). Then there exists ξ ∈ {1, −1}
The desirability of a simpler proof with a better estimate has already been discussed, it is of interest to prove a characterization without a trace condition on the gradient due to the fact this is a strong assumption that is inappropriate for a number of physical models. More specifically the condition Du(x) · η = 1 for x ∈ ∂Ω is not natural in the context of blistering, Gioia Ortiz [Or-Gio 94] proposed instead Du(x) · η x = 0. The original functional proposed by Aviles Giga [Av-Gi 86] to study liquid crystals also has this trace condition. In addition for the micro-magnetic analogue of functional I ǫ there is nothing like a pointwise condition on the trace, , . This micro-magnetic functional is given by
where H is the Hodge projection onto curl free vector fields andṽ is the extension of v to 0 outside Ω, this functional is minimized over W 1,2 (Ω : S 1 ). As mentioned, in the proof of Theorem 1 [Lo 09] the trace condition is used in an essential way, this is also true of the proof of Theorem 5.1 . In order to achieve a characterization for less rigid functionals, methods need to be developed that do not use this trace condition. A related but different micro-magnetic functional E ǫ was studied by Ignat, Otto . They also achieved a characterization of minimizers E ǫ showing that minimizers converge to Neel Walls, the focus of E ǫ was to provide a two dimensional approximation of the micro-magnetic energy in the absence of an external field and crystal anisotropy. in this case there seems to be much concrete information about this problem -yet it appears to be out of reach of current methods.
Proof sketch
Beyond the regularity issues mentioned in the introduction the proof reduces to essentially applying an ODE and using the Pythagorean Theorem. In order to sketch the main strategy of the proof we will make a number of assumptions that we will later show are not needed.
We start by assuming for a moment that the cardinality of the set of critical points of Du is 1, i.e.
In addition let us temporarily assume we have the (in the sense of trace) boundary condition So let z 0 ∈ B 1 (0) be the point for which |Du(z 0 )| = 0. Take
If we also assume
then we could conclude that
Now by (5) we know that the path X(t) has to run into B 1 (0) and can not escape this domain, so we must have
As will be established later in Lemma 3, inf v∈W
so we know u 'is close to being' 1-Lipschitz and thus |u(z 0 )| 1, hence |z 0 | 0 and |u(z 0 )| 1. Again since u is close to 1-Lipschitz,
|x−z| , so by the Co-area formula
Now by Fubini and (7) we have
thus we can assume we chose
So
log(ǫ −1 ).
As for 'most' z ∈ B 1 (0),
. Now the big assumptions we made are (4), (6) and to a lesser extent (5). The main work of this note is to find substitutes for these assumptions.
What assumption (4) provides is the existence of a long integral path of the vector field Du which using assumption (6) we can show is close to a straight line. In order to find such a path, it is sufficient to show that the set of critical points of Du are merely low in number, using the energy upper bound and regularity of minimizers of I ǫ that is what we will be able to do. Thus by (7) we have that we can have as most c log(ǫ −1 ) critical points of I ǫ that are spaced out by ǫ. So cutting
equal angles slices which we denote by T 1 , T 2 , . . . T N then at least half of them do not have any critical points of Du. So if T 1 is one of them, taking y 0 to be the center of the arc
has to run until it hits ∂T 1 . Now the second main assumption we made is (6). Again since for minimizer u we know that I ǫ (u) ≤ cǫ log(ǫ −1 ), so
1 3 then we must be able to find z 2 , z 3 we have inf 1 − |Du(y)
which is a contradiction. Thus for most lines L we know that sup 1
3 . For vector w ∈ IR 2 define w := {λw : λ ∈ IR} and given subspace V let P V denote the orthogonal projection onto V. For subset S ⊂ IR n let |S | denote the Lebesgue n-measure of S . Now if we run an ODE
and hence assumption (6) can in effect be justified. It is worth noting that the idea of following integral curves of the vector field given by Du (where u is the limit of a sequence of functions whose Aviles Giga energy tends to zero) was used by [Ja-Ot-Pe 02] and a similar idea later by .
Finally we also assumed (5), the only purpose of this assumption was to allow us to run an ODE starting from y 0 ∈ ∂B 1 (0) without it immediately trying to leave the domain. Recall y 0 was the point at the center of the arc ∂T 1 ∩∂B 1 (0). If instead of starting at this point we started at y 0 +c η y 0 (log(ǫ −1 )) 2 then running the ODE forwards and backwards until both ends hit ∂T 1 , then we will have a path of length (at least) c(log(ǫ −1 )) −2 which will be very close to a straight line, see figure 1. Let s < 0, r > 0 be such that X(s), X(e) are the endpoints of the path (where we assume without loss of generality X(s) is closer to ∂B 1 (0) than X(e)). If we are able to show that X(s) ∈ ∂T 1 ∩ ∂B 1 (0) then the argument can proceed very much as described in the paragraphs above. The only way this can fail is if the path is (close to) a line of length c(log(ǫ −1 ))
and runs, (roughly speaking) parallel to ∂T 1 ∩ ∂B 1 (0). However as |u(X(e)) − u(X(s))| ≥ c(log(ǫ −1 )) −1 this implies we must have |u(X(e))| ≥ c(log(ǫ −1 )) −1 , but since the path is close to 'parallel' to ∂B 1 (0) ∩ ∂T 1 we have dist(X(e), ∂B 1 (0)) ≤ c log(ǫ −1 ) −2 which contradicts 1-Lipschitz type property as represented by inequality (7), thus we must have that X(s) ∈ ∂T 1 ∩ ∂B 1 (0). By use of this argument assumption (5) can be avoided.
3. The E.L. equation
Note that if u is a critical point of I ǫ it weakly satisfies the E.L. equation i.e.
Let w ∈ W 1,1 define w i :=
Proof. Follows directly from the definition of u.
Lemma 2. We will show that any v
Let ρ ∈ C ∞ 0 (B 1 ) be the standard convolution kernel and define ρ σ (z) = ρ z σ σ −2 . Given function f ∈ W 1,1 we denote the convolution of f and ρ σ by f * ρ σ . Let ϕ ∈ (0, δ) and define w ϕ := w * ρ ϕ and g ϕ := g * ρ ϕ . Now for any φ ∈ C ∞ 0 (Ω ǫ −1 ), defining φ ϕ = φ * ρ ϕ we have
which gives that ∆w ϕ (z) = −divg ϕ (z) for any z ∈ Π δ . Let ψ ∈ C ∞ 0 (Π δ ) with ψ = 1 on Π 2δ and |Dψ| < cδ
Now div(g ϕ ψ) = divg ϕ ψ + g ϕ · Dψ and 2Dw ϕ · Dψ = div(2w ϕ Dψ) − 2w ϕ ∆ψ and thus
Let X = Ds, so by (14) we have that
For any C 2 vector field V, let H(V) denote the Hodge projection of V onto the subspace of curl free vector fields, i.e. H(V) = −D∆ −1 divV, so H(V) satisfies div(H(V) + V) = 0 and curlH(V) = 0 on IR 2 . So from (15) then we have
Let η ∈ C ∞ (IR 2 ) be such that
so finally we have
Now recall X = Ds where s = w ϕ ψ. Thus Ds = Dw ϕ ψ + w ϕ Dψ and thus for any p ∈ [1, 2],
And by L p boundedness of Hodge projection we know
Thus for p = (20), (19), (17) ≤ cϕ
3 . What we need to do is obtain an ϕ independent bound on Dη, we will achieve this by use of (18). First note by Holder 
Since
Let
≤ c.
Now as we have seen before by L 2 estimates on Riesz transforms, this implies
Arguing in exactly the same way gives Π 3δ D 2 v ϕ,2 2 dx ≤ c for every ϕ > 0, thus
Thus v ,i j ∈ W 1,2 (Π 3δ ) for any i, j ∈ {1, 2} and hence
Step 2. We will show that v satisfies (13).
Proof of Step 2. Take any arbitrary
we know from (12) i, j Repeating the argument gives us (13).
Lemma 3. Let u ∈ W
2,2 0 (B 1 (0)) be the minimizer of I ǫ , then
Proof. Let ρ be the standard rotationally symmetric convolution kernel with Sptρ ⊂ B 2 (0) and let
Note Dw(y) = − y |y| and D 2 w(y) = y⊗y |y|
Thus
0 (B 1 (0)) and 
Proof of Lemma 4.
Note that by (26) of Lemma 3 we know
, thus (assuming we chose C 1 small enough)
Step 1. Let i ∈ G 0 , we will show that for any y 0 ∈ S i such that B 2 (y 0 ) ⊂ S i and ψ ∈ C ∞ 0 (B 2 (y 0 )) such that ψ ≡ 1 on B 1 (y 0 ) we have
By the fact that B 2 (y 0 ) ⊂ S i we know B 2 (y 0 ) D 2 v 2 ≤ C 1 , by Poincare's inequality this implies Dṽ L 2 (B 2 (y 0 )) ≤ c and ṽ L 2 (B 2 (y 0 )) ≤ c. So from (33)
Recalling the fact that by Lemma 2, v satisfies (13) we have
And this establishes (31).

Proof of Lemma 4. By Theorem 2, Section 5.6 [Ev 98]
By Sobolev embedding this implies Dv is 1 2 -Holder in B 1 (y 0 ).
1 , assuming we chose C 1 small enough this implies |Dv(y 0 )| ∈ ( 1 2 , 2). Since y 0 is an arbitrary point in S i \N 2 (∂ S i ) and Du(ǫy 0 ) = Dv(y 0 ) this implies (29).
Lemma 5. Let u ∈ W
2,2 (B 1 (0)). Suppose
and
We will show that for any w ∈ S 1 we can find a set G w ⊂ P w ⊥ (B 1 (0)) with
and for any x ∈ G w we have
Proof of Lemma. Let
By Chebyshev's inequality we have |P w ⊥ (B 1 (0)) \B w | ≤ 2β 
However by the fundamental theorem of Calculus
which is a contradiction. Thus taking G w := B w ∩ P w ⊥ (B 1−β 1 3 (0)) completes the proof of the lemma.
Lemma 6. Supposeũ is a C 2 function that satisfies (36), (37) and Λ ⊂ B 1 (0) is convex with the property that
And if in addition X(s 1 ), X(s 2 ) B r (x) for some B r (x) ⊂ Ω, then
Proof. Let w ∈ S 1 be orthogonal to X(s 2 ) − X(s 1 ). Let G w be the set satisfying (38) and (39) from Lemma 5. Let P = {X(t) : t ∈ [s 1 , s 2 ]} and Γ = P ∩ P −1
which establishes (40). Now
now putting (42) and (43) 
If X(s 1 ), X(s 2 ) B r (x) then as X(0) = x ∈ P and as P is connected we know r ) ≥ H 1 (P). Now letting t z denote the tangent to the curve P at point z we have
By Holder's inequality and the fundamental theorem of Calculus this immediately implies (41). By Lemma 2 we know u ∈ W 3,2 (B 1−2ǫ (0)). Now by approximation of Sobolev functions (see Theorem 3, section 5.33 [Ev 98]), for any small τ > 0 we can findũ ∈ C ∞ (B 1−2ǫ (0)) such that
By Sobolev embedding we have that u is 1 2 -Holder and thus sup {|u(z)| :
Now assuming τ is small enough, as by Sobolev embedding Dũ is Holder continuous,ũ must satisfy sup {|ũ(z)| :
It is also clear that for small enough τ,ũ satisfies I ǫ (ũ) ≤ cǫ log(ǫ −1 ).
Step 1. Let ϑ denote the center point of
For any set A let conv(A) denote the convex hull of A. Note that (see figure 1) dist (̺, conv(∂B 1−2ǫ 
Let X : IR → IR 2 be the solution of X(0) = ̺ andẊ(s) = Dũ(X(s)). Let T i := T i ∩ A(0, c log(ǫ −1 )ǫ, 1 − 2ǫ). Let t 2 > 0 be the smallest number such that X(t 2 ) ∈ ∂T i and let t 1 < 0 be the largest number so that X(t 1 ) ∈ ∂T i . Let s ∈ {t 1 , t 2 } be such that
Let e ∈ {t 1 , t 2 } \ {s}. See figure 1. We will show X(s) ∈ ∂B 1−2ǫ (0) ∩ B C 2 1 (log(ǫ −1 )) −1 /2 (ϑ) and X(e) ∈ ∂T i \∂B 1−2ǫ (0). Proof of Step 1. We claim
Let ψ = cos
|X ( (46), (47), (48)ũ satisfies (36), (37) for β = ǫ log(ǫ −1 ) so applying Lemma 6 we have that by (41)
i.e. points ̺, X(s 2 ), X(s 1 ) are roughly (with error cǫ 1 6 (log(ǫ −1 )) 7 6 ) aligned, so by (51) we must have X(e) ∈ ∂T i \∂B 1−2ǫ (0) and in particular |X(e) − X(s)| > C 2 1 2 (log(ǫ −1 )) −1 . Note also by (52) and by (54) we have that
Thus by (40)
Sinceũ is 3-Lipschitz and d(X(s), ∂B 1−2ǫ (0)) ≤ 2ς we have |ũ(X(s))| ≤ 6ς ≤ c (log(ǫ −1 )) 2 . Thus by (56) we have
Now let L be the line parallel to [X(s), X(e)] that passes through ̺, by (41) we can pick ν ∈ L ∩ B ǫ 1 6 (log(ǫ −1 )) 7 6 (X(s)) and let µ = (X(e) + ϑ ) ∩ (ν + ϑ ⊥ ). Note that by trigonometry
And so 
Hence
Thus |ũ(X(e))| ≤ (log(ǫ −1 )) −1 2 (ϑ). As we know already X(e) ∈ ∂T i \B 1−2ǫ (0) this completes the proof of Step 1.
Step 2. We will show
Proof of Step 2. Let θ = cos
Note that the points X(s), X(e), κ forms the corners of a right-angle triangle where the angle at the point X(e) is θ. Since κ T i and as T i is convex, [κ, X(e)] intersects ∂T i at one point only, so let ζ = (κ, X(e)) ∩ ∂T i . We claim that ζ ∈ ∂B 1−2ǫ (0). To see this suppose it is not true, then the line segment 
Recall B ς (̺) ⊂ T i and as we know X(s) is closer to ∂B 1−2ǫ (0) than X(e), so by (54) we have that |X(e) − ζ| ≥ 
So we must have r ∈ (|X(e)| + 
Thus for any x ∈ ∂B r (0)
ξũ(x) (68)(67)
≥ ξũ(X(e)) − cǫ 
together with (46) (using the fact that (46) implies ũ − u L ∞ (B 1−2ǫ (0)) ≤ cǫ) this completes the proof of Lemma 7.
