ABSTRACT This article presents a concrete mathematical analysis on Information-Theoretic Metric Learning (ITML). The analysis provides a theoretical foundation for ITML, by supplying well-posedness, strong duality, and convergence. Our analysis suggests the correction of a typo in the original ITML article that may lead to the loss of accuracy in the metric learning. The necessity of this correction is confirmed by several numerical experiments on supervised learning.
I. INTRODUCTION
Many algorithms in machine learning depend on the setting of distance metric to measure similarities of data [12] . In the classification of data, K-Nearest Neighbor (KNN) [4] uses a metric to identify the nearest neighbors. One of the most popular algorithms in data clustering is K-Means algorithm [16] which is also dependent on the distance measurement between data.
The simplest distance metric to consider is Euclidean distance, which is a measurement to represent the distance between two points. Despite of its simplicity, Euclidean distance is often not suitable for distributed data due to the lack of information about correlation of data sets. Among many attempts to overcome this limitation, Mahalanobis distance [17] is one of the well-known distance metric. Mahalanobis distance of two points is defined by
where is the covariance matrix of the data. This metric not only measures the distance between two points, but also reflects the correlation with given data sets. However, it is hard to obtain the true covariance of data in practice.
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Tons of researches have been done to resolve this issue by learning a distance metric to approximate the covariance matrix . The earliest attempt was the work of Xing et al. [29] , where the Mahalanobis metric learning was conducted in a way that maximizing the sum of distances of between dissimilar pairs while keeping the sum of distances between similar pairs small. Weinberger and Saul [26] proposed a metric learning method so called Large-Margin Nearest Neighbors (LMNN) based on a statistical learning on a pseudo-metric for KNN classification. For the person re-identification, we note the recent works of Tao et al. [22] , [23] that utilize KISS metric for classification with proper regularization techniques. In this article, we focus on Information-Theoretic Metric Learning (ITML) suggested by Davis et al. [5] , which has been one of the most efficient metric learning methods. Unlike previous works, ITML has no projection step on the positive semi-definite cone which is computationally expensive. The main point of their work is that a metric learning procedure can be seen as LogDet divergence regularization. The LogDet divergence is a Bregman matrix divergence generated by the convex function φ (X ) = − log |X |, where X is a positive definite matrix. The Bregman divergence on positive definite matrices is defined as
where n is the dimension of the input data. The formulation of ITML proposed in [5] is the following LogDet optimization problem:
Here, S, D denote similar and dissimilar sets, respectively, and the slack variable ξ is introduced to guarantee the existence of a feasible solution A of (2). Davis et al. [5] solved the optimization problem (2) with the iterative method based on the Bregman projection, the Bregman iteration. This is an extension of the work of Kulis et al. [13] . The Bregman projection is simply performed by the following iterative procedure
where x i and x j are the constrained data and β is the projection parameter computed through the algorithm.
The main purpose of this article is to provide a mathematical analysis on the ITML algorithm. ITML has been one of the most applied algorithm in various fields of machine learning. Nevertheless, there have been no concrete analyses of the algorithm, especially on the Bregman iteration in the algorithm. Up to the current, ITML algorithm has been cited thousands of times and applied to numerous areas. To our best searches, a formal discussion of such analyses is still missing. It can be said that most of its users take just for granted the well-posedness and the basic convergence. Our aim is to furnish ITML algorithm and its wide-ranged applications with mathematical foundation. Our study reveals that there is a typo in ITML manuscript [5] that can lead to a serious flaw, and presents its correction named as an extended ITML.
An outline of the article as follows. Related works are introduced in section II. In section III, we present a brief explanation of the Bregman iteration. Section IV provides a mathematical analysis for the ITML algorithm and a correction to original ITML paper [5] based on this analysis. Several numerical experiments are implemented in section V to verify the necessity of a correction from section IV. The last section includes conclusions.
II. RELATED WORK
There have been many optimization techniques that are served as solution methods for classification. Bregman iteration [2] is one of the famous algorithm for constrained convex problems. As introduced, ITML [5] and Low-rank matrix learning [13] made use of the Bregman iteration to solve the optimization problems arise in the learning procedures. Besides, Goldstein et al. [8] modified the Bregman iteration to be efficiently by splitting technique and it has been widely used for many applications [15] , [20] , [21] , [27] .
Another well-known algorithm is Sequential Minimal Optimization (SMO) introduced by Platt [18] . SMO can be seen as a variant of the coordinate descent method [28] with the summation constraint. Its main application fields are quadratic programming problems, especially support vector machine (SVM) [19] . Several studies show that SMO successfully solve SVM problems with mathematical anlayses [3] , [11] , [30] .
For kernel-based learning algorithm, semi-definite programming is used for solving the given optimization problems [24] . Lanckriet et al. [14] introduced semidefinite programming based method for kernel matrix learning. Weinberger and Saul [25] utilize semidefinite programming for unsupervised learning problems for image manifolds.
III. BREGMAN ITERATION
Note that the formulation for ITML (2) is a constrained optimization problem as follow:
In this section, we will present a brief review of the Bregman iteration [2] , which is one of the most successful algorithm in convex optimization. Assume that the closed convex sets C i for the constraints are given for i ∈ {1, . . . , m} and R = ∩ m i=1 C i is not empty. 
, and the set of elements of the series {x n } is compact, then x n → y * . Once the function D(x, y) is chosen, the optimization problem (4) can be solved by the iterative process
as was proposed by Bregman in [2] . We restate the convergence result of the iterative process (5) from [2] to be selfcontained.
Lemma 1: For any sequence of indices, we have the following:
(1) The set of elements of the relaxation sequence {x n } is compact.
(2) For any z ∈ S, there exists
The universal choice for the function D is the one so called ''Bregman distance''. The Bregman distance corresponding to a convex function f at the point y is defined by
With the Bregman distance, the optimization problem (4) for the inequality constraint
x ∈S (7) was proved to be convergent provided the function D satisfies the following additional two conditions. resume VII. The function D(x, y) is defined when x ∈S,and if y n → y * ∈ S, then D(y * , y n ) → 0. VIII. The D-projection of any point x belonging to the interior of the set S onto the set {x|Ax = b} also belong to the interior of S. We finalize this section with restatement of the convergence result of the problem (7) from [2] .
Theorem 1: Assume that Bregman distance D(x, y) satisfies the conditions I-VIII. Then, the sequence {x n } obtained as a result of applying KKT conditions on (7) converges to the point x * , which is a solution of the problem (7).

IV. MATHEMATICAL ANALYSIS FOR ITML
In this section, we provide a concrete mathematical analysis for the ITML algorithm. There are three parts in the analysis. The first part checks the well-posedness of the optimization, the second part discusses the strong duality of the optimization, and the third one presents the convergence analysis of the Bregman iteration.
A. WELL-POSEDNESS OF OPTIMIZATION
ITML algorithm solves the following minimization problem with linear constraints.
Lemma 2: Let R be the set of (A, ξ ) satisfying the constraints, then R is nonempty, convex and closed.
Proof: The choice of A = A 0 and ξ with ξ i = A 0 , v i v T i , ∀i satisfies the constraints, and C i is nonempty. S n + and D m + are closed convex, and so are their affine translations. Each linearly constrained set is closed and convex. Since R is the intersection of closed and convex sets, R is closed and convex.
Lemma 3: For A ∈ S n + , − log |A| = − Proof: See page 641 of [1] .
is strictly convex in the interior and takes value +∞ on the boundary.
Proof: When (A, ξ ) is on the boundary, either A − A 0 ∈ ∂S n + or ξ − ξ 0 ∈ ∂D m + , which implies that either A − A 0 or ξ − ξ 0 has a zero eigenvalue. By Lemma 3, f (A, ξ ) = +∞ in either case.
Take any A 1 , ξ 1 and A 2 , ξ 2 from the domain. For λ ∈ (0, 1), consider the inequality of the convex condition
When A 1 , ξ 1 or A 2 , ξ 2 is on the boundary, LHS becomes +∞, and the inequality holds. Otherwise, both are inside. As shown in page 74 of [1] , − ln | · | is strictly convex interior of S n + , and so is
In the similar manner,
, and so is f (A, ξ ) in the interior domain.
The other case can be similarly dealt with
with the fact that x − log x − 1 ≥ 
In this section, we analyze the duality of the optimization with a single linear constraint. The strong duality, which may not hold in general, is the equality in the above. A consequence of the strong duality is the extremal condition between primal and dual optimizations, the so called Karush-Kuhn-Tucker (KKT) condition.
Lemma 6:
Proof: When x = (A, ξ ) ∈ ∂S, either A or ξ has a zero eigenvalue, − log |A| − γ log |ξ | = +∞. Consequently φ (x, x n ; α) = +∞ on ∂S, and the infimum is attained inside S. The result follows from the coercivity of D x, x k in Lemma 5 and Proposition IV.2.3 in [7] .
Lemma 7:
Proof: Let g (α) = inf x∈S φ x, x k ; α . It is enough to show that g is coercive in each of the following cases. Then the result follows again from Proposition IV.2.3 in [7] . (a) Case δ = −1 
t.α) .
Thus g(α) → −∞ as α → ∞. Now, we can state the optimality condition for the optimization, which cam be used to compute a parameter α in ITML algorithm.
Theorem 3 (KKT Condition): There exists a unique solution x = (A, ξ ) for inf D x, x k subject to x ∈ S ∩ H , and x is characterized by
i and ξ j = ξ k j when j = i. Proof: By the above two lemmas and Proposition VI.1.2 in [7] , there exists a saddle point x = (A, ξ ). Being strictly convex in S, the saddle point is unique. By the extremal condition of Proposition VI.1.6 in [7] , we have
By Sherman-Morrison formula, we have
C. CONVERGENCE OF BREGMAN ITERATION
In this subsection, we consider the application of Bregman iteration to solve the ITML optimization. As reviewed in Section 2, Bregman iteration was proved to be convergent if the Bregman distance D f generated by an objective function f (x) satisfies conditions I-VI and VII-VIII.
Let S = S n
, diag ξ 0 , where x = (A, ξ ). We begin with computing the Bregman distance D f generated by f (x). Lemma 8:
when x = (A, ξ ) and y = (B, ζ ).
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Proof: By Lemma 3,
Hence, we prove that the Bregman distance D f in lemma 8 satisfies conditions I-VI and VII-VIII. 
where the eigenvalues are listed in the increasing order. Since
Step I : we show that λ k 1 → µ * 1 . Otherwise, for each small > 0, there are infinitely many
Step II : we show that v k 1 → w * 1 , the first eigenvector. We may assume µ * 1 < µ * 2 , otherwise w * 2 can be taken as the first eigenvector.
Otherwise, for each small > 0, there are infinitely
Step III : we showed that the argument is true for the first eigenpair. We can recursively apply the argument to the next eigenpairs to show that A k → B * . Proof: Let y k = B k , ζ k for each k, and y * = (B * , ζ * ). Using the orthogonal diagonalization, we have
where the eigenvalues are listed in the increasing order. Since y k → y * , we may assume µ k i → µ * i and w k i → w * i for each i = 1, . . . , n. By Lemma 9 in [13] , y k and y * shares the same range space, so that (B * ) −1 can be defined in the pseudo inverse on the range space, where µ * = 0. Then ζ ) is characterized by the KKT condition.
As the proof in the theorem 3, we can utilize the Sherman-Morrison to obtain
For any w, we have
Hence, B is symmetric positive definite which proves our lemma.
Theorem 4 (Convergence Result of ITML Algorithm): Let x k
= A k , ξ k be generated from ITML algorithm, then x k converges to the unique solution of optimization (2) . Proof: Lemma 9∼ 13 proved that D f satisfies all the required conditions I∼VIII. Then the convergence follows from Theorem 1.
D. CORRECTION TO THE ITML ALGORITHM
The ITML algorithm, briefly speaking, is an application of Bregman iteration on the constrained optimization. Figure 1 shows the ITML algorithm that was posted in [5] . Through our mathematical analysis, we found out a typo in the posted algorithm and put forth a correction in Figure 1 , named as an extended ITML. We gave a correction on the stage of compute α in the ITML algorithm, where is a main part of KKT optimality condition for the optimzation. The authors of [5] should have noticed the typo, since their programming code open to public (http://www.cs.utexas.edu/users/pjain/itml/) uses the ITML algorithm with correction. The following section shows that the typo may lead to a great loss of performance. To our best searches, however, a correction of the typo has not been reported.
V. NUMERICAL RESULTS
In this section, several numerical experiments are implemented to verify the necessity of the correction suggested in the previous section. We have tested with three different examples including popular applications of ITML, supervised learning. For the comparison purpose, we implement an extended ITML algorithm with several value of γ in each example and compare with the case of γ = 1 which corresponds to the original ITML algorithm.
A. SIMPLE 2D EXAMPLE
For the first example, we take a simple two-dimensional example. Given four points {(−1, 0) , (0, −1) , (4, 3) , (2, 4)}, let (−1, 0) =x 1 , (0, −1) =x 2 and (4, 3) =x 3 , (2, 4) =x 4 be similar pairs. Let us set ξ 0 = (0.1, 0.1) when δ = 1 and ξ 0 = (0.9, 0.9) when δ = −1 . To simply check the constraints, denote two vectors v 1 and v 2 as v 1 = x 1 − x 2 and v 2 = x 3 − x 4 . With this example, we only compare outputs of two algorithms and satisfaction of constraints. Testing with two different γ , γ = 0.1 and γ = 0.01, we can observe that outputs A are different. Table 1 shows the results computed with the extended ITML and the original ITML. If we take a large value of γ ,such as γ = 10000, then the output of original ITML gets smaller to be zero. Thus the original ITML with typo is more dependent to given value of γ and it affects to the result.
B. KNN CLASSIFICATION WITH UCI DATASETS
To verify the difference between the original and extended ITML algorithm, we take several UCI datasets [6] for KNN classification as in [5] . We impose fixed 6 pairs of constraints, then set ξ 0 = 0.5 × 1 when δ = 1 and ξ 0 = 2 × 1 when δ = −1 for all examples. For given γ ∈ [0.01, 100], the results in Table 2 , 3, 4 show that the performance of two algorithms are different. Note that the computation of α in orignal ITML algoithm (top of 3.4 in Figure 1 ) is mathematically correct only if γ = 1. We can deduce from the numerical results that the loss of accuracy stems from the wrong computation of α.
C. FACE IDENTIFICATION
The goal of face identification is to determine well whether two images of faces are the same person or not. In the paper [9] , they considered face recognition with the metric learning. Hence, face recognition is one of the most popular applications for metric learning. We tried to perform similar work with the ITML metric learning, using Labeled Faces in the Wild (LFW) data set [10] . There are more than 13,000 images of faces in the LFW data set of many people with various poses and backgrounds. We took 1288 samples with 7 classes from the data set that has at least 70 pictures of the same person. As in [10] , we chose the Viola-Jones algorithm to extract faces from images and we applied Principal Component Analysis method (PCA) for the feature extraction. For ITML metric learning, given the number of constraints is 200. Finally we performed KNN method for classification. We changed γ with various range, and the following results are notable cases. As we can check in the Table 5 , there are big differences in the accuracy in both cases.
D. DISCUSSION
From the numerical results in Table 2 -5, selecting proper value of γ can significantly affect on the accuracy of classification with ITML preprocessing. In the practical situation, the value of γ is conventionally tuned with cross validation over several values {0.01, 0.1, 1, 10}. In our examples, the optimal values of γ depend on the data we use. The parameter γ controls the feasibility of the optimization problem and simultaneously affects on the KKT optimality condition. Due to its complexity, mathematical analysis on selecting the value of γ is beyond our current capability and is put off to future work.
VI. CONCLUSION
In this article, we provide a mathematical analysis for the ITML algorithm. The mathematical analysis supports the theoretical foundation of ITML, by supplying well-posedness, strong duality, and convergence. Furthermore we corrected a typo in ITML named as the extended ITML. Empirical results were presented to show that the typo may mislead to a great loss of performance. We leave mathematical analysis on the parameter γ to future work.
