An explicit k−dependency in W m,p error estimates is proved to derive two probabilistic laws which evaluate the relative accuracy between Lagrange finite elements P k1 and P k2 , (k 1 < k 2 ). Thanks to these estimates we show a weak asymptotic relation in D ′ (R) between these probabilistic laws when k 2 − k 1 goes to infinity. In this case, we get that P k2 finite element is surely more accurate than P k1 , for any value of the mesh size h. This brings a complementary perspective regarding the classical way of comparing two finite elements, which is usually limited to the asymptotic rate of convergence, when h goes to zero. Moreover, we also get new insights which highlight cases such that P k1 finite element is more likely accurate than P k2 one, for a range of specific values of h. keywords: Error estimates, Finite elements, Bramble-Hilbert lemma, Sobolev spaces, Probabilistic laws. ).
Introduction
Recently ( [12] and [13] ), we proposed new perspectives on relative finite elements accuracy based on a mixed geometrical-probabilistic interpretation of the error estimate derived from Bramble-Hilbert lemma.
This led us to derive two probability laws that estimate the relative accuracy, considered as a random variable, between two finite elements P k 1 and P k 2 , (k 1 < k 2 ).
Then, we established mathematical properties of these laws, particularly their asymptotic behavior when the difference k 2 − k 1 goes to infinity.
So, we got new insights which showed, among others, that P k 1 or P k 2 is more likely accurate than the other, depending on the value of the mesh size h which is no more considered as going to zero, as in the usual point of view.
To get these results, we considered a quite general framework based on a second order elliptic variational problem we assumed defined in Sobolev spaces H m (Ω), (m ∈ N * ).
However, numerous partial differential equations are not well posed for any integer m in H m (Ω) but in a more general class of Sobolev spaces, namely, W m,p (Ω), (m, p) ∈ N * 2 .
It is for example the case of the Laplace equation set in an open bounded domain Ω ⊂ R n with a given right-hand side f ∈ L p (Ω), (p = 2).
Indeed, in that case, the solution u to the associated variational formulation belongs to W 1,p (Ω) 2 The second order elliptic problem
Let Ω be an open subset of R n and Γ its boundary which we assume to be C 1 −piecewise and let u be the solution to the second order elliptic variational formulation:
where V is a given Hilbert space endowed with the norm . V , a(·, ·) is a bilinear, continuous and V −elliptic form defined on V × V , and l(·) a linear continuous form defined on V . Classically, variational problem (VP) has one and only solution u ∈ V (see for example [9] ).
For any integer m ≥ 1 and 1 ≤ p < +∞, we denote by W m,p (Ω) the Sobolev space of (class of) real-valued functions which, together with all their partial distributional derivatives of order less or equal to m, belongs to L p (Ω):
where α = (α 1 , α 2 , . . . , α n ) ∈ N n is a multi-index whose length |α| is given by |α| = α 1 + · · ·+ α n , and ∂ α u the partial derivative of order |α| defined by:
We also consider the norm . m,p,Ω and the semi-norms |.| l,p,Ω , respectively defined by: 
where . L p denotes the standard norm in L p (Ω).
Let us introduce the approximation u h of u, solution to the approximate variational formulation:
where V h is a given finite-dimensional subset of V .
To extend Bramble Hilbert's lemma in H 1 (Ω) to W m,p (Ω), we assume that Ω is exactly covered by a mesh T h composed by N K n-simplexes K µ , (1 ≤ µ ≤ N K ), which respect classical rules of regular discretization, (see for example [9] for the bidimensional case and [17] in R n ). Moreover, we denote by P k (K µ ) the space of polynomial functions defined on a given n-simplex K µ of degree less than or equal to k, (k ≥ 1).
Therefore, as the purpose of this current work is to get a k−dependency of the constant involved in a priori error estimates in W m,p (Ω), as a first step, we will establish appropriate estimates related to the canonical basis of P k (K µ ). This is the purpose of the next section.
Properties of Lagrange finite element P k
In this section we follow the definitions and properties of the P k finite element in R n described by P. A. Raviart and J. M. Thomas in [17] .
Let us consider K ⊂ R n a n-simplex which belongs to a regular mesh T h . Since a complete polynomial of order k which belongs to P k (K) contains
terms, each n-simplex element of the mesh T h must be associated with N independent specifiable parameters, or degree of freedom, to assure the unisolvence of the finite element [17] .
Then, it is convenient to carry out all analysis of n-simplexes in terms of the so-called n-simplex barycentric coordinates λ 1 , . . . , λ n+1 which satisfy
A regularly spaced set of points M i 1 ,...,i n+1 may be defined in a n-simplex K by the barycentric coordinates values, namely:
satisfying:
One can check that the number of points defined by (7)-(8) is equal to N , the dimension of P k (K) given by (6) .
Therefore, we introduce the canonical basis of functions p i 1 ,...,i n+1 of the variables (λ 1 , . . . , λ n+1 ) which belongs to P k (K) defined by:
where the auxiliary polynomials P i j (λ j ) are given by:
P i j is clearly a polynomial of order i j in λ j , and therefore, due to condition (8), p i 1 ,...,i n+1 given by (9) is a polynomial of order k.
In the sequel, we notice that we will also use a simple index numbering to substitute the multiindex one. It will be the case for the N points M i 1 ,...,i n+1 simply denoted (M i ) i=1,N , as well as for the N canonical functions p i 1 ,...,i n+1 denoted (p i ) i=1,N , and so on.
Let us remark that each polynomial p i defined by (9)-(10) is characteristic to the corresponding point M i . That is to say that we have the following property (see [17] ):
Therefore, the main property due to (11) is that for a given set of N values ϕ i ≡ ϕ i 1 ,...,i n+1 known at the N points M i ≡ M i 1 ,...,i n+1 , the polynomial Q in P k (K) given by:
is the unique one in P k (K) such that Q(M i ) = ϕ i .
The following result concerns features of the canonical basis (p i ) i=1,N defined by (9)- (10) , where N is given by (6) , if we remark that the structure of the elementary polynomials P ij defined by (10) looks like the numerator of the Lagrange polynomials.
, be a given interval and N p a given non-zero integer. We consider a set of N p + 1 uniform distributed points x j , (j = 0, . . . , N p ), in [a, b] defined by:
Let Π the function defined on [a, b] by:
Proof :
First, remark that for x = b, Π(b) vanishes, so that (14) is satisfied. Hence, let x be a fixed value
[. Therefore, we write the function Π(x) as follows:
Furthermore, we have the following inequalities:
Therefore, Π(x) given by (15) can be bounded above using (16) and (17) by:
After reorganizing the right-hand side of (18), we get (14) .
The following lemma gives us the first point-to-point estimates for the polynomials p i defined by (9)- (10) .
,N , be the canonical basis functions of the space of polynomials P k (K) which are defined by (9)- (10) .
Then:
where (q 1 , q 2 , . . . , q r ) ∈ N r .
◮ Let us first examine the upper bound of the basis functions p i , (i = 1, . . . , N ).
To proceed it, we introduce the integer n i , (0 ≤ n i ≤ n + 1), which corresponds to the number of polynomials P i j (λ j ) such that: ∀j = 1, . . . , n i , (n i ≥ 1), :
When n i = 0 the polynomial p i has the following structure:
and when n i = n + 1 then p i corresponds to:
Then, for 1 ≤ n i ≤ n, due to (20)-(21), we split the corresponding polynomials p i into the two groups of auxiliary polynomials P i j as follows:
Now, on the first hand, the barycentric functions λ j , (j = 1 . . . , n + 1) satisfy:
and the other hand, by applying lemma 3.1 by setting x = kλ j and h = 1, we have the following estimate:
and finally,
as n i ≤ n.
If n i = 0, due to (22) and (26), we directly have:
and if n i = n + 1, thanks to (23) and (25), we also have:
Finally, from (27), (28) and (29), we have to conserve (29) to bound above any basis fonction p i , (i = 1, . . . , N ), of P k (K), which is the first inequality of (19).
◮ We consider now the case r = 1 which corresponds to bound above the partial derivative ∂p i ∂λ q , for a given pair of non zero integers (i, q).
Let us first consider the case where 1 ≤ n i ≤ n.
With (9), we can write the partial derivative as:
Thus, two cases have to be considered. The first one is when P iq is a single monomial (i q = 1):
Therefore, (30) gives:
and similarly to (24)-(27), we get the following estimate:
Let us now consider the case when i q > 1. It means that the polynomial P iq has the structure of (21). Then, its partial derivative with respect to λ q is equal to:
So, by using the same arguments we implemented to bound above the function Π defined in lemma 3.1, one can bound above each term of the right-hand side of (33) to finally obtain:
as ∀q = 1 to n + 1: i q ≤ k.
Then, we get the estimate for the partial derivative of p i with respect to λ q :
Now, when n i = 0, then (30) enables us to directly write the following inequalities:
where we use (34) to control the partial derivative of P iq with respect to λ q and (26) for the product of the other P i j , (j = q).
Finally, when n i = n + 1, we immediately get from (23) that:
◮ Let us now consider the general case of the partial derivative of p i of order r with respect to λ q 1 , . . . , λ qr .
To this end, let us observe that from all the above upper bounds of ∂p i ∂λ q , cf. (32), (35), (36) and (37) , we have to retain (35). In other words, any first-order partial derivative of p i with respect to a given λ q will bring k n+2 by bounding from above.
Then, we directly get:
which corresponds to the second inequality of (19).
We can now get the following estimate of the canonical basis (p i ) i=1,N with respect to the semi-norms |.| l,p,K .
,N be the canonical basis of P k (K) defined in (9) and (k, l, n, p) be four integers such that:
where O denotes Landau's notation and ρ the diameter of the largest inscribed sphere within K.
Proof : Let us consider the canonical basis of polynomials (p i ) i=1,N of P k (K) defined by (9) and (10) .
Then, due to remark 2.2 in R. Arcangeli and J. L. Gout [1] , for each polynomial p i , we have for all l ≥ 0 such that (39) hold:
where α! = α 1 ! . . . α n ! and ρ is the supremum of the diameters of the inscribed spheres within the n-simplex K.
So, when l = 0, (41) together with the first inequality of (19) directly leads to:
which corresponds to the first part of (40).
Let us now consider the case when l ≥ 1. Here, each first-order partial derivative ∂p i ∂x j can be computed by the chain rule as follows:
where ∂λ q ∂x j is a constant denoted Λ q j which does not depend on k, as λ q is a polynomial of degree at most equal to one, and we rewrite (43) as:
Therefore, in the same way, the second-order partial derivatives are given by:
and more generally for any non zero multi-index α = (α 1 , . . . , α n ) whose length is denoted |α|, we get:
Now, by using the second estimate of (19) where we set r = |α|, we get from (46) the following estimate:
where Λ ≡ max
Finally, from (47) we have:
since n l corresponds to the number of partial derivatives of order l in R n for the polynomials p i .
Therefore, we can estimate the |.| l,p,K −norm for each polynomial p i , (1 ≤ i ≤ N ), due to (41) and (48) to finally obtain:
which corresponds to the second part of (40).
4 Explicit k−dependency in a priori P k finite element error estimates
We are now in position to formulate the main result concerning the explicit k-dependency of the constant involved in W m,p a priori error estimates for P k Lagrange finite elements.
This is the purpose of the following theorem:
Theorem 4.1 Let (k, m, n, p) be four integers provided that the following conditions are met:
We suppose there exists an integer k ≥ 1 such that the approximation u h in V h is a continuous piecewise function composed by polynomials which belong to
Then, if the exact solution u to problem (VP) belongs to W k+1,p (Ω), the approximation u h solution to problem (VP) h converges to the exact solution u in W m,p (Ω) when h goes to zero, as we have the following a priori error estimate:
where C k is a positive constant independent of h which can be bounded above to get:
Proof : The proof of this theorem is based on the paper of R. Arcangeli and J.L. Gout [1] , itself an extension of the one of P.G. Ciarlet and P.A. Raviart [14] .
To this end, let us firstly recall the conditions of theorem 2.1 of R. Arcangeli and J.L. Gout.
Let Ω be an open bounded and non empty convex subset of R n and Γ its Lipschitz boundary. Let us denote by P k the space of polynomial functions of degree less than or equal to k. We assume that Σ = {a i } i=1,N is a P −unisolvent set of points which belongs toΩ, where P denotes a finite-dimensional space of dimension N composed by functions defined onΩ such that P k ⊂ P ⊂ C k (Ω).
Then, for all u ∈ W k+1,p (Ω) and for all integer l ≥ 0 such that
we have:
where Π h is the classical Lagrange interpolation which consists to interpolate the set of points Σ in R n by a polynomial function of a given degree k, and (p i ) i=1,N are the unique functions such that
where δ ij denotes the classical Krönecker's symbol.
First of all, let us remark that as we are interested to get for the exact solution u to the variational formulation (VP) defined in (1) an a priori error estimate in W m,p (Ω), we will need to write estimates (55) for all values of l between 0 to m. It means that condition (54) also needs to be satisfied from l = 0 to m, and so, the following inequality must be hold:
Now, to guarantee condition (56), according to the ratio n p , we get the two conditions (50) and
(51).
Particularly, for the usual case when p = 2 and n = 2, condition (51) implies that when considering finite element P 1 , estimate (52) will only be written for m = 0 which corresponds to the L 2 -norm. However, the finite element P 1 would also be considered with the W m,p -norm by adapting our theorem with another result from R. Arcangeli and J.L. Gout, (see remark 2.3 and theorem 1.1 in [1] ).
So, for our objectives, we write (55) for the following conditions:
-Ω = K µ , (1 ≤ µ ≤ N k ), a n-simplex which belongs to a regular mesh T h .
-u is the exact solution in W m,p (Ω) ∩ W k+1,p (Ω), to the variational formulation (VP) defined in (1).
-The set of points Σ in R n correspond to the P k finite element nodes of K µ .
-The global interpolate function Π h u is replaced by the local interpolate one Π Kµ u on the n-simplex K µ .
Then, due to (49) estimate (55) becomes, ∀l = 1, . . . , m:
where we used (6) .
So, (57) becomes:
where Λ * ≡ max 0≤l≤m Λ l , and σ a given number such that σ ≥ 1 and h Kµ ρ Kµ ≤ σ, ∀ K µ ∈ T h which we assumed to be a regular mesh.
For simplicity, we rewrite (58) as follows:
where we introduced the constant C 1 (σ, Λ * , m, n) defined by:
Now, when l = 0, due to (42) estimate (55) becomes:
which leads to:
for all k ≥ 1 and m ≥ 1, and where we introduced the constant C 2 (n) defined by:
Therefore, by the help of (59)-(60) and (62)-(63), we get the following W m,p local interpolation error estimate:
where the constant C(σ, Λ * , m, n) is defined by : C(σ, Λ * , m, n) = max C 1 (σ, Λ * , m, n), C 2 (n) .
Then, (64) leads to:
where h ≡ max 
Since the mesh T h is regular, by the help of (65), we get for the whole domain Ω the following global interpolation error estimate:
Then, estimate (53) is proved if one takes into account the estimate of Céa [17] . Indeed, consider the W m,p −norm to measure the difference between the exact solution u to the variational problem (1) and its approximation u h solution to (5), we have:
where M is the continuity constant and α the ellipticity constant of the bilinear form a(·, ·).
Then, replacing expression (67) in inequality (68) leads to:
Now, using that ξ(m, p, h) introduced in (66) is bounded as soon as h ∈ [0, h max ] for a given finite value of h max > 0, one obtains that C(σ, Λ * , m, n, p, h) is also bounded. This basically corresponds to what happens in any application where the mesh size h is necessary finite, and the value h max necessary lower than the size of the domain Ω.
As a consequence, for a given h max , we introduce a constant independent of h C * k by
so that the constant C k in (52) satisfies C k ≤ C * k . Therefore, we proved the a priori error estimate (52) together with the behavior (53) of the constant C k .
Application to relative finite elements accuracy
This section is devoted to apply the result of theorem 4.1 to relative finite elements accuracy. In [12] we already proposed two probability laws which enabled to evaluate the more likely H 1 −accurate Lagrange finite elements between P k 1 and P k 2 , (k 1 < k 2 ).
Indeed, as the way a mesh grid generator will process is in most of cases randomness, then the approximation u h − u m,p,Ω are randomness too. Then, for a fixed value of k, we define by X (k) the random variable as follows:
where the probability space Ω contains all the possible results for a given random trial, namely, all of the possible grids that the mesh generator may processed associated to a given value of h, or equivalently, all of the corresponding associated approximations u
h . Now, regarding the absence of information concerning the more likely or less likely values of the norm u (k) h − u m,p,Ω within the interval [0, C * k |u| k+1,p,Ω h k+1−m ], we will assume that the random variable X (k) (h) has a uniform distribution on the interval [0, C * k |u| k+1,p,Ω h k+1−m ] in the following meaning: Then, in this context, we can directly apply the result we got in [12] for the H 1 −accuracy to the present case in W m,p ,(by changing the H 1 -norm to the W m,p one), to evaluate the probability of the event X (k 2 ) (h) ≤ X (k 1 ) (h) . This is the purpose of the following probabilistic law:
where h * is defined by:
and C * k i , (i = 1, 2), the quantities by: C * k i ≡ C * k i |u| k i +1,p,Ω . Then, between (75) and (70), we can rewrite h * as follows:
(76)
Remark 1 We notice that, as we proceed in [13] , we can also get another law of probability to evaluate the most accurate finite element between P k 1 and P k 2 . More precisely, it depends on the probabilistic assumption one considers to get these laws. Namely, for h < h * , if we introduce the events A and B as follows:
then, when assuming that these two events are independent, one can show [12] that:
to get the following probabilistic law [12] :
However, without assumption on the dependency between the events A and B, we directly got the probabilistic law (74) (see [13] ).
Therefore, for a given value of k 1 (denoted k in the sequel), we analyze now the asymptotic behavior of the relative accuracy between P k and P k+q , when q goes to +∞: this will lead to the asymptotic relation between the two probabilistic laws (74) and (80).
To this end, let us remark that, in this case, the probabilistic law (74) corresponds to the sequence of functions (P q (h)) q∈N ⋆ defined by:
where h * q is given by:
As our interest is to get the asymptotic behavior of the sequence (P q (h)) q∈N ⋆ , we will firstly get the limit of the numerical sequence h *∈N defined by (82). Proof : By (82), we directly have the following asymptotic equivalence:
. |u| k+1,p,Ω |u| k+q+1,p,Ω .
(85) Then, from Stirling's formula, when q goes to +∞, we can determine the equivalent of h * q given by inequality (85), as one has:
where, by the help of Euler's formula [16] , we used the following equivalence when q goes to +∞:
Then, (86) in (85) leads to:
where we introduced the constant Θ independent of q defined by:
Moreover, as we assume condition (83), if we introduce the two sequences (v q ) q∈N and (w q ) q∈N as follows:
then, the ratio sequence r q defined by:
has a limit L ≡ ln l ∈ R, when q goes to +∞: lim q→+∞ r q = L.
As a consequence, due to Stolz-Cesaro theorem [15] , the ratio v q w q also has the same limit L when q goes to +∞: 
As a consequence, from (88) and (93), we conclude that:
and lim
We consider now the convergence of the sequence (P q (h)) q∈N ⋆ as q → +∞. As we will see, due to definition (81) of the sequence (P q (h)) q∈N ⋆ , the convergence pointwise presents a discontinuity at the point h = h * q . Indeed, when q goes to +∞, thanks to lemma 5.1, h * q also goes to +∞, and this discontinuity is therefore at +∞. Thus, to handle this singular behavior, we will introduce the weak convergence of the sequence (P q (h)) q∈N ⋆ using distributions theory.
To this end, let us introduce some classical notations [18] . We denote by D(R), the functional space defined by:
where supp f is the support of function f :
Then, we denote by D ′ (R) the space of distributions defined on R.
As we will carry out our analysis on the entire real x−axis, we extend the sequence of functions (P q (h)) q∈N ⋆ on ] − ∞, 0[ by setting: ∀h ≤ 0 : P q (h) = 0.
Therefore, the sequence of extended functions P q (h)
So, ∀ q ∈ N * , each function of the sequence P q (h) q∈N ⋆ can be associated to its regular distribution [18] denoted T Pq and defined by:
Finally, we also introduce the classical Heaviside distribution T H by:
as the function H is defined by:
We are now in position to state the convergence of the sequence of distributions T Pq q∈N * in D ′ (R) 
then, the sequence of distributions T Pq q∈N * converges with respect to the weak-* topology on D ′ (R) to Heaviside's distribution T H .
Proof : By definition [18] of the weak convergence in D ′ (R), we have to evaluate the limit when q goes to +∞ of the numerical sequence < T Pq , ϕ > q∈N * .
So, due to (99) and (81) we have, ∀ϕ ∈ D(R) :
Therefore, to compute the limit of < T Pq , ϕ > when q goes to +∞, we will check the hypothesis of the dominated convergence theorem [7] for each of the two integrals appearing in (104).
Let us consider the first one and introduce the sequence of functions (ψ q ) q∈N * defined on R by:
Then, we observe the following properties of the sequence (ψ q ) q∈N * : -The sequence (ψ q ) q∈N * converges pointwise on R to the function Hϕ, thanks to the following properties:
as h * q goes to +∞ when q goes to +∞, and ϕ is a function with a compact support. -The sequence of functions (ψ q ) q∈N * is uniformly dominated for all q ∈ N * by an integrable function as follows:
and |ϕ| ∈ L 1 (R) as ϕ ∈ D(R). Therefore, due to the dominated convergence theorem [7] , we have:
The same arguments enable us to apply the dominated convergence theorem to the second integral of (104) to get: 
So, the sequence of distributions T Pq q∈N * converges with respect to the weak-*topology on D ′ (R) to Heaviside's distribution T H .
Discussion and conclusions
In this paper, we presented an explicit k−dependency in W m,p a priori error estimate we applied to probabilistic relative accuracy of Lagrange finite elements. In the preliminary parts, we derived some general upper bounds of the basis functions and their partial derivatives of the polynomial space P k (K).
Then, we generalized the functional framework introduced in [12] and [13] to propose an extension of probabilistic laws. This enables us to evaluate the relative accuracy between two Lagrange finite elements P k 1 and P k 2 , (k 1 < k 2 ), when the norm to measure the error estimate is defined on W m,p (Ω).
Therefore, we analyzed the asymptotic behavior of the relative accuracy between the finite elements P k 1 and P k 1 +q , for a given value of k 1 when q goes to +∞.
The main result, which strongly depends on the error estimate we got in W m,p (Ω), claims that the probabilistic law (74), considered as a sequence of distributions T Pq q∈N * in D ′ (R), converges with respect to the weak-* topology on D ′ (R) to Heaviside's distribution T H .
It means that when the distance between the values of k 1 and k 2 , (k 1 < k 2 ), becomes large, P k 2 finite elements are surely more accurate than P k 1 ones, for any value of the mesh size h, and not only when h goes to zero as it is usually considered for accuracy comparison.
Despite this asymptotic case, (k 2 − k 1 goes to infinity), the probabilistic law (74) upsets the widespread idea regarding the relative accuracy between P k 1 and P k 2 finite elements, (see [12] and [13] ).
It clearly indicates that there exist cases, (if h > h * then P rob X (k 2 ) (h) ≤ X (k 1 ) (h) ≤ 0.5), where P k 2 finite elements probably must be overqualified and a significant reduction of implementation time and execution cost can be obtained without loss of accuracy. We already observed such a phenomenon by using data mining techniques coupled with other probabilistic models (see [2, 3, 4] , [10] and [11] ).
Finally, these perspectives are not restricted to finite element but can be extended to other approximation methods: given a class of numerical schemes and their corresponding error estimates, one is able to order them, not only in terms of asymptotic rate of convergence, but also by evaluating the most probably accurate one.
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