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We investigate linear maps between matrix algebras that remain positive under tensor
powers, i.e., under tensoring with n copies of themselves. Completely positive and completely
co-positive maps are trivial examples of this kind. We show that for every n ∈ N there
exist non-trivial maps with this property and that for two-dimensional Hilbert spaces there
is no non-trivial map for which this holds for all n. For higher dimensions we reduce the
existence question of such non-trivial “tensor-stable positive maps” to a one-parameter family
of maps and show that an affirmative answer would imply the existence of NPPT bound
entanglement.
As an application we show that any tensor-stable positive map that is not completely
positive yields an upper bound on the quantum channel capacity, which for the transposition
map gives the well-known cb-norm bound. We furthermore show that the latter is an upper
bound even for the LOCC-assisted quantum capacity, and that moreover it is a strong
converse rate for this task.
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2I. INTRODUCTION AND MAIN RESULTS
Within the set Md of complex d × d-matrices we denote the cone of positive matrices by
M+d (we call “positive semidefinite matrices” simply “positive matrices”). A linear map P :
Md1 →Md2 is called positive if P
(
M+d1
)
⊆M+d2 , and we then write P ≥ 0. We want to study
how positivity of a linear map behaves when taking tensor powers. Therefore we consider the
following:
Definition 1 (Tensor-stable positivity).
(i) A linear map P : Md1 → Md2 is called n-tensor-stable positive for some number
n ∈ N if the map P⊗n :Mdn1 →Mdn2 is positive.
(ii) A linear map P :Md1 →Md2 is called tensor-stable positive if the map P is n-tensor-
stable positive for all n ∈ N.
Note that every n-tensor-stable positive map is in particular a positive map. The following
example displays some maps that are easily seen to be tensor-stable positive. We will call all
maps from these classes trivial tensor-stable positive maps.
Example I.1 (Trivial tensor-stable positive maps).
1. All completely positive maps are tensor-stable positive, i.e. all linear maps T : Md1 →
Md2 such that (idd ⊗T ) :Md ⊗Md1 →Md ⊗Md2 is positive for all dimensions d ∈ N.
2. All maps of the form ϑd2 ◦ T for a completely positive map T : Md1 → Md2 and the
transposition ϑd :Md →Md are tensor-stable positive. The maps of this form are called
completely co-positive.
We will be concerned with three basic questions:
1. Are there any non-trivial tensor-stable positive maps?
2. How far away can an n-tensor-stable positive map be from the cones of completely positive
and completely co-positive maps (i.e. from the two cones of trivial tensor-stable positive
maps from Example I.1)?
3. What are the implications of question 1. for quantum information theory?
Our main results are the following. In section III we use (non-orthogonal) unextendible
product bases to show:
Theorem 1 (Existence of n-tensor-stable positive maps). For any n ∈ N and any d1, d2 ≥ 2
there exists an n-tensor-stable positive map P : Md1 →Md2 that is not a trivial tensor-stable
positive map.
Our construction used to obtain this theorem does not seem to suffice for constructing a
non-trivial tensor-stable positive map (i.e. one for all n ∈ N), and at the time of writing we do
not know whether such a map exists.
In section IV we discuss applications and implications of tensor-stable positive maps for quan-
tum information theory. We show that the existence of an ∞-locally entanglement annihilating
3channel [11, 12, 22] which is not entanglement breaking [18] implies the existence of non-trivial
tensor-stable positive maps. A quantum channel is called ∞-locally entanglement annihilating
if any state when sent through arbitrarily many copies of the channel becomes fully separable.
It is currently not known whether such channels exist outside the set of entanglement breaking
channels [10].
In Section IVB we generalize the well-known transposition bound [14] to show that tensor-
stable positive, but not completely positive, maps yield upper bounds on the quantum channel
capacity as well as strong converse rates for this task (Section IVD). In Section IVC we show
that the transposition bound is an upper bound even on the LOCC-assisted quantum capacity
(see also Corollary 2) and constitutes a strong converse rate for this task.
In light of these implications, deciding question 1. would have important consequences for
quantum information theory. Whereas we cannot resolve this question in general, in section V we
use techniques from the theory of entanglement distillation and a generalization of a technique
used in [29] to prove:
Theorem 2 (Only trivial tensor-stable positive maps in d = 2). There are no non-trivial
tensor-stable positive maps P :M2 →Md or P :Md →M2 for any d ∈ N.
Furthermore, a non-trivial tensor-stable positive map exists iff one exists within the following
one-parameter families based on Werner states [32]:
Theorem 3 (One-parameter family of candidates for non-trivial tensor-stable positivity). Let
d1, d2 ∈ N, d ∈ {d1, d2}, and for p ∈ [−1, 1] let
Pp :=Wp ⊗
(
ϑd ◦Wp
)
: Md ⊗Md →Md ⊗Md , (1)
where we define for X ∈ Md:
Wp (X) :=
1
d2 − 1
(
(d− p) tr (X)1d − (1− dp)X
T
)
. (2)
(i) If there exists a non-trivial tensor-stable positive map P :Md1 →Md2 , then there exists
p ∈ [−1, 0) such that the map (1) is tensor-stable positive.
(ii) If for some p ∈ [−1, 0) the map (1) is tensor-stable positive, then it is non-trivial tensor-
stable positive (i.e. it is neither completely positive nor completely co-positive).
The aforementioned connection to the theory of entanglement distillation has the following
direct implication:
Theorem 4 (Non-trivial tensor-stable positivity implies NPPT-bound entanglement). If there
exists a non-trivial tensor-stable positive map P : Md1 →Md2 , then there exist NPPT bound-
entangled states [8, 9, 17] in Md1 ⊗Md1 as well as in Md2 ⊗Md2 .
After completion of this work, we learned that tensor-stable positive maps have been in-
troduced by M. Hayashi under the name “tensor product positive maps” in [13, chapter 5],
where it was furthermore shown that the quantum relative entropy does not increase under the
application of any trace-preserving tensor product positive map.
4II. NOTATION AND PRELIMINARIES
For every d ∈ N, we fix an orthonormal basis {|i〉}di=1 of the Hilbert space C
d, and denote
by ϑd(X) := X
T the transposition w.r.t. that basis, the d-dimensional maximally entangled
state by |Ωd〉 :=
1√
d
∑d
i=1 |ii〉 ∈ Md2 and the corresponding projection by ωd := |Ωd〉〈Ωd|. The
d× d−identity matrix will be denoted by 1d. The following Lemma collects two frequently used
and well-known techniques involving the maximally entangled state and linear maps that can
be proved by direct computation.
Lemma 1 (Tricks using the maximally entangled state).
1. For any d2 × d1-matrix X we have (1d1 ⊗X) |Ωd1〉 =
√
d2
d1
(
XT ⊗ 1d2
)
|Ωd2〉.
2. For any map L :Md1 →Md2 that is hermiticity-preserving (i.e. maps hermitian matrices
to hermitian matrices), we have (idd1 ⊗ L) (ωd1) =
d2
d1
(ϑd1 ◦ L
∗ ◦ ϑd2 ⊗ idd2) (ωd2).
In the above L∗ denotes the adjoint w.r.t. the Hilbert-Schmidt inner product.
We will frequently make use of the Choi-Jamiolkowski isomorphism between linear maps
L :Md1 →Md2 and matrices C ∈Md1⊗Md2 . The Choi matrix of such a linear map is defined
as CL := (idd1 ⊗L) (ωd1). Note that we used the normalized maximally entangled state in this
definition. The following implications are well known:
• L : Md1 → Md2 is positive iff CL is block-positive, i.e. (〈φ| ⊗ 〈ψ|)C (|φ〉 ⊗ |ψ〉) ≥ 0 for
all |φ〉 ∈ Cd1 , |ψ〉 ∈ Cd2 .
• L :Md1 →Md2 is completely positive iff CL ≥ 0.
• L :Md1 →Md2 is completely co-positive iff C
T2
L ≥ 0.
For C ∈ Md1 ⊗Md2 we denote by C
T2 := (idd ⊗ ϑd) (C) the partial transpose w.r.t. to the
second tensor-factor. The paradigm of a block-positive matrix that is not positive is the Choi
matrix of the transposition ωT2d =
1
dFd. Here Fd : C
d ⊗Cd → Cd ⊗Cd denotes the flip operator
with Fd|ij〉 = |ji〉.
Matrices C ∈ Md1 ⊗Md2 with C
T2 ≥ 0 will be called PPT (positive partial transpose). A
matrix is called NPPT (non-positive partial transpose) if it is not PPT. The question of NPPT-
bound entanglement [8, 9, 17] concerns the problem of creating a maximally entangled state
from many copies of an NPPT-state using only local operations and classical communications
(LOCC) [6]. While it is clear that no maximally entangled state can be created from many
copies of a PPT-state it is currently unknown whether the same can be true for an NPPT-state.
For a linear map L :Md1 →Md2 we define the ⋄-norm [24] as ‖L‖⋄ := supn∈N ‖idn⊗L‖1→1.
Here ‖S‖1→1 := sup‖X‖1=1 ‖S (X) ‖1 denotes the 1 → 1-norm of a linear map S. By duality
we have ‖S‖1→1 = ‖S∗‖∞→∞ = sup‖X‖∞=1 ‖S
∗ (X) ‖∞, where S∗ denotes the Hilbert-Schmidt
adjoint of S. In the following lemma we collect some well-known properties of the ⋄-norm.
Lemma 2 (Properties of the ⋄-norm).
1. For any completely positive map T :Md1 →Md2 we have
‖T ‖⋄ = ‖T ‖1→1 = ‖T ∗‖∞→∞ = ‖T ∗ (1d2) ‖∞. (3)
52. For any linear map L :Md1 →Md2 we have
‖L⊗n‖⋄ = ‖L‖n⋄ .
3. For any linear maps L1 :Md1 →Md2 and L2 :Md2 →Md3 we have
‖L2 ◦ L1‖⋄ ≤ ‖L2‖⋄‖L1‖⋄.
See [24] for proofs of these statements.
III. PROOF OF THEOREM 1
Our proof of Theorem 1 uses the following quantitative version of the result [7, Lemma
22] about tensor products of generalizations of unextendible product bases [1], whose elements
are not necessarily mutually orthogonal. For the following, we call a matrix P ∈ Md1 ⊗Md2
separable if it can be written as P =
∑k
i=1Ai ⊗ Bi for some k ∈ N and matrices Ai ∈ Md1 ,
Bi ∈ Md2 with Ai ≥ 0 and Bi ≥ 0.
Lemma 3 (Multiplicativity of minimal overlap with product states). For a separable matrix
P ∈ Md1 ⊗Md2 , define
µ := min{(〈ψ| ⊗ 〈φ|)P (|ψ〉 ⊗ |φ〉) : |ψ〉 ∈ Cd1 , |φ〉 ∈ Cd2 , 〈ψ|ψ〉 = 〈φ|φ〉 = 1}.
Then, for all n ∈ N, we have
min{(〈Ψ| ⊗ 〈Φ|)P⊗n (|Ψ〉 ⊗ |Φ〉) : |Ψ〉 ∈
(
C
d1
)⊗n
, |Φ〉 ∈
(
C
d2
)⊗n
, 〈Ψ|Ψ〉 = 〈Φ|Φ〉 = 1} = µn.
In particular, if there is no nonzero product vector in the kernel of P , then there is none in the
kernel of P⊗n.
The connection to [7, Lemma 22] becomes clear by noting that any separable matrix P ∈
Md1⊗Md2 admits a decomposition of the form P =
∑N
i=1 |ψi〉〈ψi|⊗|φi〉〈φi| such that ker (P ) =(
span{|ψi〉 ⊗ |φi〉}
N
i=1
)⊥
. Hence for µ > 0 the set {|ψi〉 ⊗ |φi〉} forms an unextendible product
set.
For the following proof we will need the minimal output eigenvalue of a completely positive
map T :Md1 →Md2 defined as
λminout [T ] := min
ρ∈Dd1
λmin (T (ρ)) . (4)
Here λmin (·) denotes the minimal eigenvalue and Dd1 is the set of quantum states in Md1 . For
any entanglement breaking map T and any completely positive map S we prove in Theorem 9
(Appendix B) that
λminout [T ⊗ S] = λ
min
out [T ]λ
min
out [S] .
Thus, λminout is multiplicative for entanglement breaking maps.
6proof of Lemma 3. Consider the completely positive map T : Md1 →Md2 such that P = CT .
Then we have
(〈Ψ| ⊗ 〈Φ|)P⊗k (|Ψ〉 ⊗ |Φ〉) =
1
dk1
〈Φ|T ⊗k
(
|Ψ〉〈Ψ|
)
|Φ〉
for all k ∈ N and all |Ψ〉 ∈
(
C
d1
)⊗k
, |Φ〉 ∈
(
C
d2
)⊗k
. Using the minimal output eigenvalue (4)
we have for any k ∈ N
λminout (T
⊗k) = dk1 min
{
(〈Ψ|〈Φ|)P⊗k (|Ψ〉|Φ〉) : |Ψ〉 ∈ (Cd1)⊗k, |Φ〉 ∈ (Cd2)⊗k, ‖Ψ‖ = ‖Φ‖ = 1
}
.
As P is separable the map T is entanglement breaking [18] and we can apply Theorem 9 from
Appendix B. This shows that λminout (T
⊗n) = λminout (T )
n and finishes the proof.
With this ingredient we prove Theorem 1:
proof of Theorem 1. Choose orthonormal bases {|i〉} ⊆ Cd1 and {|j〉} ⊆ Cd2 and define the
operator
P :=
(
|1〉|1〉 + |2〉|2〉
)(
〈1|〈1| + 〈2|〈2|
)
+ |1〉|2〉〈1|〈2| + |2〉|1〉〈2|〈1|
+
∑
(i,j)
i>2 or j>2
|i〉|j〉〈i|〈j| ∈ Md1 ⊗Md2 . (5)
It is easy to verify that
P =
3∑
k=1
1
3
|ξk〉〈ξk| ⊗ |ξk〉〈ξk|+
∑
(i,j)
i>2 or j>2
|i〉〈i| ⊗ |j〉〈j|
for |ξk〉 = |1〉+ e
2πik
3 |2〉. This shows that P is separable as a sum of positive product operators,
and for later we note ‖P‖∞ = 2. Now define
µ := min{(〈ψ| ⊗ 〈φ|)P (|ψ〉 ⊗ |φ〉) : |ψ〉 ∈ Cd1 , |φ〉 ∈ Cd2 , 〈ψ|ψ〉 = 〈φ|φ〉 = 1}
and apply Lemma 3 showing that for any k ∈ N:
min{(〈Ψ| ⊗ 〈Φ|)P⊗k (|Ψ〉 ⊗ |Φ〉) : |Ψ〉 ∈
(
C
d1
)⊗k
, |Φ〉 ∈
(
C
d2
)⊗k
, 〈Ψ|Ψ〉 = 〈Φ|Φ〉 = 1} = µk.
As the kernel ker(P ) = span{|1〉|1〉 − |2〉|2〉} of P in (5) contains no nonzero product vector we
have µ > 0. One can actually compute µ = 1/2. With this we can compute
(
〈Ψ| ⊗ 〈Φ|
)
(P − ε1d11d2)
⊗n (|Ψ〉 ⊗ |Φ〉) ≥ ⌊n2 ⌋∑
k=0
(
n
2k
)
ε2kµn−2k −
⌊n+1
2
⌋∑
k=1
(
n
2k − 1
)
ε2k−1‖P‖n−2k+1∞
(6)
=
(µ + ε)n + (µ − ε)n
2
−
(‖P‖∞ + ε)n − (‖P‖∞ − ε)n
2
≥ µn − (‖P‖∞ + ε)n + ‖P‖n∞ ≥ 0
7for any 0 ≤ ε ≤ n
√
‖P‖n∞ + µn−‖P‖∞. This means that (P − ε1d1d2)
⊗n ∈ (Md1)
⊗n⊗ (Md2)
⊗n
is a block-positive operator for any ε ∈
[
0, n
√
‖P‖n∞ + µn − ‖P‖∞
]
, which by the Choi-
Jamiolkowski isomorphism (Section II) corresponds to a positive linear map P⊗nε : (Md1)
⊗n →
(Md2)
⊗n. The map Pε : Md1 → Md2 with Choi matrix (P − ε1d1d2) is thus n-tensor-stable
positive. Note that P is rank-deficient and as P T2 equals the expression (5) with the first terms
replaced by (|1〉|2〉+ |2〉|1〉)(〈1|〈2|+ 〈2|〈1|)+ |1〉|1〉〈1|〈1|+ |2〉|2〉〈2|〈2| it is rank-deficient as well.
Hence, the Choi matrices (P − ε1d1d2) and (P
T2 − ε1d1d2) of P respectively ϑd2 ◦ P are not
positive for ǫ > 0, which finally shows that Pε is not a trivial tensor-stable positive map for any
ε ∈
(
0, n
√
‖P‖n∞ + µn − ‖P‖∞
]
, i.e. in particular for ε ∈ (0, 28n ].
IV. APPLICATIONS TO QUANTUM INFORMATION THEORY
Deciding the existence of non-trivial tensor-stable positive maps could lead to a solution of
other open problems in quantum information theory. Here we will discuss two such connections.
A. Entanglement annihilating channels
In [10–12, 22] the authors study how entanglement in a multipartite setting can be destroyed
by dissipative processes. They define the set of k-locally entanglement annihilating channels.
These are quantum channels T : Md1 → Md2 such that T
⊗k (ρ) is k-partite separable for all
input states ρ ∈ Mdk1
, i.e. for all ρ ≥ 0 we have T ⊗k (ρ) =
∑m
i=1 piσ
(1)
i ⊗ σ
(2)
i ⊗ · · · ⊗ σ
(k)
i for
some m ∈ N, states σ
(j)
i ∈ Md2 and pi ∈ R
+ depending on ρ. Furthermore, a channel is called
∞-locally entanglement annihilating if it is k-locally entanglement annihilating for all k ∈ N.
It is clear that entanglement breaking channels [18] are∞-locally entanglement annihilating.
In [11, 22] examples of 2-locally entanglement annihilating channels are constructed that are not
entanglement breaking. However it is not known whether there exist an∞-locally entanglement
annihilating channel, which is not entanglement breaking.
We can prove the following theorem connecting k-locally entanglement annihilating channels
to tensor-stable positive maps.
Theorem 5. If the quantum channel T : Md1 → Md2 is k-locally entanglement annihilating
for some k ≥ 2, but not entanglement breaking, then there exists a positive map S :Md2 →Md1
such that P :Md21 →Md21 defined as
P = (S ◦ T )⊗ (ϑ ◦ S ◦ T ) (7)
is a ⌊k2⌋-tensor-stable positive map that is not a trivial tensor-stable positive map.
Thus, the existence of a non-entanglement breaking ∞-locally entanglement annihilating
channel implies the existence of a non-trivial tensor-stable positive map.
Proof. Assume that T : Md1 →Md2 is a k-locally entanglement annihilating channel. If T is
not entanglement breaking, then there exists a positive map S : Md2 → Md1 such that S ◦ T
is not completely positive [16]. Now consider the map P : Md21 → Md21 defined in (7). As
T : Md1 → Md2 is k-entanglement annihilating, P is ⌊
k
2⌋-tensor-stable positive. Furthermore
it is neither completely positive nor completely co-positive.
8By our Theorem 4, the existence of a ∞-locally entanglement annihilating but not entangle-
ment breaking channel then implies the existence of NPPT-bound entanglement.
B. Upper bounds on the quantum capacity
The existence of non-trivial tensor-stable positive maps would imply new bounds on the
quantum capacity of a quantum channel. By generalizing the proof of the transposition cri-
terion [14, 20] we obtain a quantitative bound on the quantum capacity Q (T ) of a quantum
channel. Recall that the quantum capacity is defined as:
Definition 2 (Quantum capacity Q, see [20, 21]).
The quantum capacity of a quantum channel T :Md1 →Md2 is defined as
Q (T ) := sup{R ∈ R+ : R achievable rate},
where a rate R ∈ R+ is called achievable if there exist sequences (nν)
∞
ν=1 , (mν)
∞
ν=1 such that
R = lim supν→∞
nν log2(d)
mν
and the approximation error vanishes in the asymptotic limit, i.e.
inf
E,D
1
2
∥∥id⊗nνd −D ◦ T ⊗mν ◦ E∥∥⋄ → 0 as ν →∞. (8)
Here, the infimum runs over all encoding and decoding quantum channels E : M⊗nνd →M
⊗mν
d1
and D : M⊗mνd2 → M
⊗nν
d , and d ≥ 2 is any fixed integer (note, the value of Q (T ) does not
depend on the choice of d [20]).
Currently all channels known to have zero quantum capacity come from two classes [28].
These are the classes of anti-degradable channels [2, 5] and of completely co-positive quantum
channels. The latter can be shown using the quantitative transposition bound [14]
Q (T ) ≤ log2 (||ϑd2 ◦ T ||⋄) (9)
on the quantum capacity of any quantum channel T : Md1 → Md2 . We will now prove a
generalization of this bound using any surjective, unital and tensor-stable positive map P :
Md3 → Md2 that is not completely positive. Note that any surjective linear map P : Md3 →
Md2 has a linear right-inverse P
−1 : Md2 →Md3 (generally not unique) satisfying P ◦ P
−1 =
idd2 .
Theorem 6. Let T :Md1 →Md2 be a quantum channel and P :Md3 →Md2 be a surjective,
unital and tensor-stable positive map that is not completely positive, and let P−1 be any right-
inverse of P. Then we have
Q (T ) ≤
log2
(
||P−1 ◦ T ||⋄||P∗ (1d2) ||∞
)
log2(d2)
log2 (||P
∗||⋄)
Note that the transposition bound (9) is retrieved for P = ϑd2 .
Proof. As P∗ is trace-preserving but not completely positive, we have ||P∗||⋄ > 1 [24]. Further-
more note that for any n ∈ N and any X ∈ Mn ⊗Md2 we have
‖ (idn ⊗ ϑd3 ◦ P
∗ ◦ ϑd2) (X) ‖1 = ‖ [(idn ⊗ ϑd3 ◦ P
∗ ◦ ϑd2) (X)]
T ‖1
= ‖ (idn ⊗ P
∗)
(
XT
)
‖1
9as the transposition does not change the spectrum. By the definition of the diamond norm this
implies ||P∗||⋄ = ||ϑd3 ◦ P
∗ ◦ ϑd2 ||⋄.
Now we can do the following calculation, which generalizes the proof of the transposition
bound [14, 20]. Let E : M⊗nνd2 → M
⊗mν
d1
and D : M⊗mνd2 → M
⊗nν
d2
denote arbitrary quantum
channels. Then:
||ϑd3 ◦ P
∗ ◦ ϑd2 ||
nν⋄ = ||(ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦
(
id⊗nνd2 −D ◦ T
⊗mν ◦ E +D ◦ T ⊗mν ◦ E
)
||⋄
≤ || (ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦ (id⊗nνd2 −D ◦ T
⊗mν ◦ E)||⋄ + || (ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦ D ◦ T ⊗mν ◦ E||⋄
≤ 2ǫν ||ϑd3 ◦ P
∗ ◦ ϑd2 ||
nν⋄ + || (ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦ D ◦ P⊗mν ||⋄ ||P−1 ◦ T ||mν⋄ ,
with ǫν := ||id
⊗nν
d2
−D◦T ⊗mν ◦E||⋄/2. Here we used the triangle inequality for the first inequality
and the properties from Lemma 2 for the second inequality (in particular we used ‖E‖⋄ = 1).
Note that by Lemma 1 we have(
iddmν3 ⊗
[
(ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦ D ◦ P⊗mν
]) (
ω⊗mνd3
)
=
(
d2
d3
)mν
ϑ
d
⊗(mν+nν)
3
◦ (P∗)⊗(mν+nν) ◦ϑ
d
⊗(mν+nν)
2
◦
(
iddmν2 ⊗D
)(
ω⊗mνd2
)
≥ 0,
since P∗ is also tensor-stable positive. Thus, the map (ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦D◦P⊗mν is completely
positive. Therefore, we can apply Lemma 2 (equation (3)) and obtain
|| (ϑd3 ◦ P
∗ ◦ ϑd2)
⊗nν ◦ D ◦ P⊗mν ||⋄ = ||(P∗)⊗mν ◦ D∗ ◦ (ϑd2 ◦ P ◦ ϑd3)
⊗nν
(
1
⊗nν
d3
)
||∞ = ||P∗ (1d2) ||
mν∞
for all quantum channels D, where we used unitality of P and that D is trace-preserving.
Inserting this into the above calculation we have
(1− 2ǫν) ||P
∗||nν⋄ = (1− 2ǫν) ||ϑd3 ◦ P
∗ ◦ ϑd2 ||
nν⋄ ≤ ||P
∗ (1d2) ||
mν∞ ||P
−1 ◦ T ||mν⋄ .
Applying the logarithm and taking the limit ν →∞ we obtain
R = lim sup
ν→∞
nν log2(d2)
mν
≤
log2
(
||P−1 ◦ T ||⋄||P∗ (1d2) ||∞
)
log2(d2)
log2 (||P
∗||⋄)
for any achievable rate R (see Definition 2) and corresponding coding schemes E ,D with ǫν →
0.
To apply Theorem 6 it is enough to have a surjective and tensor-stable positive map R :
Md3 →Md2 which is not completely positive. Note that as R is surjective, it is easy to see that
the operator R(1d3) is strictly positive, and thus the map P :Md3 →Md2 defined by P(X) :=
R(1d3)
−1/2R(X)R(1d3)
−1/2 is unital, surjective and tensor-stable positive. Furthermore, P is
completely (co-)positive if and only if R was completely (co-)positive. Thus, we constructed a
map P as needed for Theorem 6.
Note that for completely co-positive maps P the capacity bound from Theorem 6 is worse than
the transposition bound given by (9). To prove this let P = ϑd2 ◦ S for a surjective, unital and
completely positive map S :Md3 →Md2 . Then, due to the invertibility of ϑd2 , any right-inverse
P−1 of P can be written as P−1 = S−1 ◦ ϑd2 with a right-inverse S
−1 : Md2 →Md3 of S. By
unitality of P and basic properties of the ⋄-norm (see for instance [24, Exercise 3.11 and Corollary
10
2.9]) we have ||P∗||⋄ ≤ d2||P∗||1→1 = d2, and furthermore ||P∗ (1d2) ||∞ = ||S
∗ (1d2) ||∞ = ||S||⋄
since S is completely positive. Thus, for any quantum channel T :Md1 →Md2 we have:
log2
(
||P−1 ◦ T ||⋄||P∗ (1d2) ||∞
)
log2 d2
log2 (||P
∗||⋄)
≥ log2
(
||S−1 ◦ ϑd2 ◦ T ||⋄||S||⋄
)
≥ log2 ||ϑd2 ◦ T ||⋄ ≥ Q (T ) .
Therefore, to obtain a capacity bound stronger than the transposition bound (9), one would
need a non-trivial tensor-stable positive map P.
Similarly, if P :Md1 →Md3 is a trace-preserving and tensor-stable positive map that is not
completely positive and that has a left-inverse P−1 : Md3 → Md1 , then the following bound
holds for any quantum channel T :Md1 →Md2 :
Q (T ) ≤
log2
(
||T ◦ P−1||⋄
)
log2(d1)
log2 (||P
∗||⋄/||P (1d1) ||∞)
. (10)
The proof works in the same way as the proof of Theorem 6, and again, this bound reduces to
the transposition bound (9) for P = ϑd1 .
C. Transposition bound as a strong converse rate for the two-way quantum capacity
We now prove that the transposition bound (9) is even an upper bound on the capacity
Q2(T ) ≥ Q(T ) of any channel T for forward communication of quantum information assisted
by unrestricted two-way classical side communication between both parties and arbitrary local
quantum operations (LOCC).
For this, we first define an LOCC channel (w.r.t. bipartitions A : B and A′ : B′ of the input
and output systems, respectively) to be any quantum channel LA:B→A′:B′ : MdA ⊗ MdB →
MdA′ ⊗ MdB′ that can be written as a sequential concatenation of any number of channels
LAq:Bq→A′qA′c:B′qB′c of the following form (XAqBq ∈ MdAq ⊗MdBq ):
LAq:Bq→A′qA′c:B′qB′c(XAqBq ) =
∑
i,j
(KAi ⊗K
B
j )XAqBq (K
A
i ⊗K
B
j )
† ⊗ |j〉〈j|A′c ⊗ |i〉〈i|B′c , (11)
whereKAi : C
|Aq| → C|A
′
q| andKBj : C
|Bq| → C|B
′
q| (i ∈ I, j ∈ J) are Kraus operators of quantum
channels mapping system Aq to A
′
q and system Bq to B
′
q respectively (i.e.
∑
i(K
A
i )
†KAi = 1Aq
and
∑
j(K
B
j )
†KBj = 1Bq ), and |j〉A′c and |i〉B′c are orthonormal bases belonging to (effectively
classical) systems Ac and Bc of dimension |J | and |I| (see [6] for more details). When one of the
systems, such as B, is trivial (i.e. one-dimensional), we also speak of a LOCC channel LA→A′:B′ ,
omitting the indices of the trivial subsystems. From the definition it is clear that any LOCC
channel LA:B→A′:B′ :MdA ⊗MdB →MdA′ ⊗MdB′ is PPT preserving (w.r.t. bipartitions A : B
and A′ : B′), meaning that the map (idA′⊗ϑB′)LA:B→A′:B′(idA⊗ϑB) is completely positive and
therefore a quantum channel, whose ⋄-norm equals 1. We can now define the two-way quantum
capacity.
Definition 3 (Two-way quantum capacity Q2).
Given a quantum channel T : Md1 → Md2 , we define an (N,m, ε)-scheme for quan-
tum communication with two-way classical communication to be any set of LOCC channels
LAi:BtiBi→Ati+1Ai+1:Bi+1 for i = 0, . . . ,m, where the initial A-system and final B-system are of
the same dimension N = |A0| = |Bm+1| and are identified with each other, A0 = Bm+1, the
11
initial B-system and final A-system are trivial, |Bt0| = |B0| = |A
t
m+1| = |Am+1| = 1, and the sub-
systems used for quantum transmission (hence the superscript “t”) are of dimensions |Ati| = d1
and |Bti | = d2 for i = 1, . . . ,m, and ε is the ⋄-norm error of the scheme,
ε =
∥∥idA0→Bm+1−LAm:BtmBm→Bm+1 ◦ TAtm→Btm ◦ LAm−1:Btm−1Bm−1→AmAtmBm ◦ TAtm−1→Btm−1 ◦ . . .
. . . ◦ TAt2→Bt2 ◦ LA1:Bt1B1→At2A2:B2 ◦ TAt1→Bt1 ◦ LA0→At1A1:B1
∥∥
⋄ / 2 , (12)
omitting for brevity the action of the identity channel on some subsystems, e.g. in TAti→Bti ≡
(TAti→Bti ⊗ idAi ⊗ idBi).
We call R ∈ R+ an achievable rate for quantum communication over the channel T assisted
by two-way classical communication if there exists for each ν ∈ N a (Nν ,mν , εν)-scheme as just
defined in such a way that R = lim supν→∞
log2(Nν)
mν
and limν→∞ εν = 0. The two-way quantum
capacity Q2(T ) is defined to be the supremum of all such achievable rates.
To prove the following statements about Q2 we need only the PPT preserving property of
the LOCC channels in the above coding scheme. The statements hold therefore more generally
for quantum communication assisted by any PPT preserving channels.
Lemma 4 (Error of two-way coding schemes). Let T :Md1 →Md2 be a quantum channel and
suppose there exists a (N,m, ε)-scheme for quantum communication with two-way classical side
communication. Then:
ε ≥ 1−
∥∥ϑd2 ◦ T ∥∥m⋄
N
.
Proof. The following proof generalizes ideas from the examples in [23, Section III]. We fol-
low through the m steps of the given (N,m, ε)-scheme (cf. Definition 3) and examine how
the partially transposed communication channel between the two parties evolves. For this, let
S
(1)
A0→At1A1B1
:= LA0→At1A1B1 and for i = 1, . . . ,m,
S
(i+1)
A0→Ati+1Ai+1Bi+1
:= (LAi:BtiBi→Ati+1Ai+1:Bi+1) ◦ (TAti→Bti ⊗ idAi ⊗ idBi) ◦ S
(i)
A0→AtiAiBi
.
As each LOCC map in the communication scheme is PPT preserving and using that the trans-
position is an involution, i.e. ϑBtiBi ◦ (ϑBti ⊗ ϑBi) = idBtiBi we have:∥∥(idAti+1Ai+1 ⊗ ϑBi+1) ◦ S(i+1)A0→Ati+1Ai+1Bi+1∥∥⋄
=
∥∥(idAti+1Ai+1 ⊗ ϑBi+1) ◦ (LAi:BtiBi→Ati+1Ai+1:Bi+1) ◦ (idAi ⊗ ϑBtiBi) ◦
◦ (idAi ⊗ ϑBti ⊗ ϑBi)(TAti→Bti ⊗ idAi ⊗ idBi) ◦ S
(i)
A0→AtiAiBi
∥∥
⋄
≤
∥∥(idAti+1Ai+1 ⊗ ϑBi+1) ◦ (LAi:BtiBi→Ati+1Ai+1:Bi+1) ◦ (idAi ⊗ ϑBtiBi)∥∥⋄
·
∥∥ϑBti ◦ TAti→Bti∥∥⋄ · ∥∥(idAtiAi ⊗ ϑBi) ◦ S(i)A0→AtiAiBi∥∥⋄
=
∥∥ϑd2 ◦ T ∥∥⋄ · ∥∥(idAtiAi ⊗ ϑBi) ◦ S(i)A0→AtiAiBi∥∥⋄
for i = 1, . . . ,m, and ‖(idAt1A1 ⊗ ϑB1) ◦ S
(1)
A0→At1A1B1
‖⋄ = ‖(idAt1A1 ⊗ ϑB1) ◦ LA0→At1A1B1‖⋄ = 1.
From these relations we obtain inductively, recalling that Atm+1 and Am+1 are trivial one-
dimensional systems whereas A0 = Bm+1 are N -dimensional and abbreviating S := S
(m+1)
A0→Bm+1 :
MN →MN : ∥∥ϑN ◦ S∥∥⋄ = ∥∥ϑBm+1 ◦ S(m+1)A0→Bm+1∥∥⋄ ≤ ∥∥ϑd2 ◦ T ∥∥m⋄ . (13)
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Next, we bound the ⋄-norm error ε of the communication scheme (see Definition 3) from
below by evaluating at the N -dimensional maximally entangled state ωN = ωA0R between the
two N -dimensional systems A0 and R and twirling over a representation of the unitary group
U(N). For this we note that the twirled state is∫
U(N)
dU (U ⊗ U) (S ⊗ idN )(ωN ) (U ⊗ U)
† = pωN + (1− p)(1N2 − ωN )/(N
2 − 1)
with p := tr (ωN (S ⊗ idN )(ωN )) by Appendix A.
ε =
1
2
∥∥idN − S∥∥⋄ ≥ 12∥∥((idN − S)⊗ idN )(ωN )∥∥1
=
1
2
∫
U(N)
dU
∥∥(U ⊗ U)(ωN − (S ⊗ idN )(ωN ))(U ⊗ U)†∥∥1
≥
1
2
∥∥ωN − ∫
U(N)
dU (U ⊗ U) (S ⊗ idN )(ωN ) (U ⊗ U)
†∥∥
1
=
1
2
∥∥(1− p)ωN − (1− p)(1N2 − ωN)/(N2 − 1)∥∥1 = 1− p .
We now derive an upper bound on p, by using similar steps starting from (13) and noting that
N(ϑN ⊗ idN )(ωN ) = FN is the flip operator:
∥∥ϑd2 ◦ T ∥∥m⋄ ≥ ∥∥ϑN ◦ S∥∥⋄ ≥ ∥∥((ϑN ◦ S)⊗ idN)(ωN )∥∥1
=
∫
U(N)
dU
∥∥(U ⊗ U) ((ϑN ◦ S)⊗ idN)(ωN ) (U † ⊗ U †)∥∥1
≥
∥∥∥∥∥ (ϑN ⊗ idN)
(∫
U(N)
dU (U ⊗ U) (S ⊗ idN )(ωN ) (U
† ⊗ U †)
)∥∥∥∥∥
1
=
∥∥∥∥(ϑN ⊗ idN)(pωN + 1− pN2 − 1(1N2 − ωN)
)∥∥∥∥
1
=
∥∥∥∥ Np+ 1N(N + 1) 1N2 + FN2 + Np− 1N(N − 1) 1N2 − FN2
∥∥∥∥
1
= |Np+ 1|/2 + |Np− 1|/2 ≥ Np .
Combining this bound with the above relation between p and ε yields the claim.
We can now state our capacity bound:
Theorem 7 (Strong converse upper bound on the two-way capacity Q2(T )). Let T : Md1 →
Md2 be a quantum channel. Then:
Q2(T ) ≤ log2 (‖ϑd2 ◦ T ‖⋄) .
Moreover, let for each ν ∈ N an (Nν ,mν , εν)-scheme for quantum communication over T
assisted by two-way classical communication be given in such a way that limν→∞mν =∞, and
define the lower code rate Rinf := lim infν→∞
log2(Nν)
mν
. If Rinf > log2 (‖ϑd2 ◦ T ‖⋄), then the
⋄-norm error εν of the sequence converges to 1 (exponentially fast in mν).
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Proof. To prove the first statement, suppose that a rate R = lim supν→∞
log2(Nν)
mν
> log2(‖ϑd2 ◦
T ‖⋄) is achievable by schemes with parameters (Nν ,mν , εν) (cf. Definition 3). Then, for any
χ ∈ R with ‖ϑd2 ◦ T ‖⋄ < χ < 2
R, we have Nν ≥ χ
mν for infinitely many values of ν ∈ N. Thus,
by Lemma 4,
lim sup
ν→∞
εν ≥ 1− lim inf
ν→∞
‖ϑd2 ◦ T ‖
mν⋄
Nν
≥ 1− lim inf
ν→∞
(
‖ϑd2 ◦ T ‖⋄
χ
)mν
> 0 .
which contradicts the requirement limν→∞ εν = 0.
The second statement follows similarly by noting that for any χ < 2Rinf , one has Nν ≥ χ
mν
for almost all ν ∈ N.
The second part of Theorem 7 means that log2(‖ϑd2 ◦T ‖⋄) is not only an upper bound on the
two-way capacity Q2(T ), but even a strong converse rate for quantum communication over T
assisted by free two-way classical communication. This generalizes the examples in [23, Section
III], which are obtained for completely co-positive channels T , whereQ2(T ) = log2(‖ϑd2◦T ‖⋄) =
0, and for the identity channel T = idd, where log2(‖ϑd ◦ T ‖⋄) = log2(d) = Q2(T ). The
entanglement cost EC(T ) has been established as a strong converse rate for Q2 [3], although
it can be larger than our bound. In recent work [31] is has been shown that the upper bound
log2(‖ϑd2 ◦T ‖⋄) from Eq. (9), and improvements thereof, are strong converse rates for the usual
quantum capacity Q from Definition 2, even when allowing for arbitrary LOCC operations at
the beginning and the end of the protocol. The case of free LOCC communication during the
protocol as in Definition 3 has however not been resolved in ref. [31].
Even the capacity bound on Q2(T ) from the first part of Theorem 7 seems to be new. In
particular, an upper bound on Q2(T ) for pure-loss bosonic channels was derived in [30, Section
6] based on the squashed entanglement of T . And while this was noted for pure-loss channels
T to agree with the transposition bound (9) on Q(T ), the question was left open whether the
transposition bound is a general upper bound on two-way capacity Q2(T ).
D. Strong converse rate from tensor-stable positive maps
With ideas from the proofs of Lemma 4 and Theorem 6, we can use any surjective, unital and
tensor-stable positive map P : Md3 → Md2 that is not completely positive to derive a strong
converse rate for the usual quantum capacity Q(T ) of any quantum channel T : Md1 → Md2
(see Definition 2). The strong converse rate we obtain is
log2
(
‖P−1 ◦ T ‖⋄ ‖P∗ (1d2) ‖∞
)
log2(d2)
log2 (‖(P
∗ ⊗ idd2)(ωd2)‖1)
, (14)
which is always at least as big as our upper bound on Q(T ) from Theorem 6, due to ‖P∗‖⋄ ≥
‖(P∗ ⊗ idd2)(ωd2)‖1. The proof that (14) is a strong converse rate for the desired task follows
from the following Lemma in the same way as Theorem 7 follows from Lemma 4.
Lemma 5. Let T : Md1 → Md2 be a quantum channel and P : Md3 → Md2 be a surjective,
unital and tensor-stable positive map that is not completely positive, and let P−1 be any right-
inverse of P. Let n,m ∈ N. Then:
inf
E,D
1
2
∥∥∥id⊗nd2 −D ◦ T ⊗m ◦ E∥∥∥⋄ ≥ 1− 1d2n2 −
(
‖P∗(1d2)‖∞ ‖P
−1 ◦ T ‖⋄
)m
+ 2
‖(P∗ ⊗ idd2)(ωd2)‖n1
,
where the infimum is over all quantum channels E :M⊗nd2 →M
⊗m
d1
and D :M⊗md2 →M
⊗n
d2
.
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Proof. Fix E , D. As in the proof of Lemma 4, we bound the ⋄-norm with the maximally
entangled state ωdn2 of dimension d
n
2 and then twirl:
1
2
∥∥∥id⊗nd2 −D ◦ T ⊗m ◦ E∥∥∥⋄ ≥ 12
∥∥∥∥∥ωdn2 −
∫
U(dn2 )
dU (U ⊗ U) ρ (U ⊗ U)†
∥∥∥∥∥
1
= 1− p ,
where we denoted ρ := ((D ◦ T ⊗m ◦ E) ⊗ iddn2 )(ωdn2 ), and used
∫
dU (U ⊗ U) ρ (U ⊗ U)† =
pωdn2 +(1−p)(1d2n2 −ωd
n
2
)/(d2n2 −1) for p := tr (ωN ρ). For any unitary U ∈ U(d
n
2 ) we now define
the unital quantum channel CU :M
⊗n
d2
→M⊗nd2 by CU (X) := UXU
† for all X ∈ M⊗nd2 and reuse
some arguments from the proof of Theorem 6:
‖P∗(1d2)‖
m
∞ ‖P
−1 ◦ T ‖m⋄ ≥
∫
U(dn2 )
dU
∥∥(ϑd3 ◦ P∗ ◦ ϑd2)⊗n ◦ CU ◦ D ◦ P⊗m∥∥⋄ ∥∥(P−1)⊗m ◦ T ⊗m ◦ E∥∥⋄
≥
∫
U(dn2 )
dU
∥∥(((ϑd3 ◦ P∗ ◦ ϑd2)⊗n ◦ CU ◦ D ◦ T ⊗m ◦ E)⊗ CU)(ωdn2 )∥∥1
≥
∥∥∥∥((ϑd3 ◦ P∗ ◦ ϑd2)⊗n ⊗ iddn2 )(pωdn2 + 1− pd2n2 − 1(1d2n2 − ωdn2 )
)∥∥∥∥
1
≥
pd2n2 − 1
d2n2 − 1
∥∥((ϑd3 ◦ P∗ ◦ ϑd2)⊗n ⊗ iddn2 ) (ωdn2 )∥∥1 − 1− pd2n2 − 1
∥∥∥((ϑd3 ◦ P∗ ◦ ϑd2)⊗n ⊗ iddn2 ) (1d2n2 )∥∥∥1
≥
(
p−
1
d2n2
)
‖(P∗ ⊗ idd2) (ωd2)‖
n
1 − 2 .
Converting this to an upper bound on p and combining with the above relation, we obtain the
claim.
V. DISTILLATION SCHEMES FOR TENSOR-STABLE POSITIVE MAPS
A. Quantifying the distance from the completely positive maps
For a given hermiticity-preserving map P :Md1 →Md2 we define a distance from the set of
completely positive maps as
dCP (P) :=
1
2
(||CP ||1 − tr (CP)) . (15)
By the Choi-Jamiolkowski isomorphism, P is completely positive iff CP ≥ 0, i.e. iff dCP(P) =
0, whereas dCP(P) > 0 otherwise. The distance dCP(P) is just the absolute value of the sum
of negative eigenvalues of the Choi matrix CP of P. The following lemma gives a useful upper
bound on dCP:
Lemma 6. Let P :Md1 →Md2 be a positive map. If there exists a linear map R :Md1 →Md1
such that R⊗P is a positive map, then
dCP(P) ≤ ||idd1 −R||⋄||P||⋄. (16)
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Proof. By elementary properties of the ⋄-norm and using positivity of R⊗P we have
||idd1 −R||⋄||P||⋄ ≥ ||ωd1 − (R⊗ idd1) (ωd1) ||1||P||⋄ ≥ ||(idd1 ⊗ P)(ωd1)− (R⊗P)(ωd1)||1
≥ inf
X≥0
||CP −X||1.
And for any hermitian matrix H we have infX≥0 ||H − X||1 = 12 (||H||1 − tr (H)) by Weyl’s
inequalities [4, Corollary III.2.2].
Note that in the case of P : Md1 →Md2 being completely positive we can use R = idd1 in
order to verify that dCP(P) = 0 using Lemma 6.
To apply Lemma 6 for an n-tensor-stable positive map P : Md1 → Md2 we have to find a
suitable map R : Md1 →Md1 such that R⊗ P is positive and R is close to the identity map.
A convenient way to construct such an R is by considering generalized “coding schemes” of the
form
R =
m∑
i=1
Di ◦ P
⊗(n−1) ◦ Ei (17)
with completely positive maps Ei :Md1 →Mdn−11
and Di :Mdn−12
→Md1 . Indeed, as P
⊗n ≥ 0
we have
R⊗P =
m∑
i=1
(Di ⊗ idd2) ◦
(
P⊗n
)
◦ (Ei ⊗ idd1) ≥ 0.
As R⊗P is positive for all choices of Ei and Di in (17) we can optimize over these completely
positive maps trying to make ||idd1 −R||⋄ as small as possible. This proves:
Corollary 1. Let P :Md1 →Md2 be an n-tensor-stable positive map, P 6= 0. Then
dCP(P)
||P||⋄
≤ inf
m,Ei,Di
||idd1 −
m∑
i=1
Di ◦ P
⊗(n−1) ◦ Ei||⋄, (18)
where the infimum is taken over m ∈ N and completely positive maps Ei,Di.
The map R in (17) can be interpreted as a coding scheme where quantum information is
encoded by the completely positive maps Ei, sent through (n−1) uses of the map P, and decoded
using the maps Di. The indices i can be seen as classical information which is communicated
from the sender to the receiver for free and without noise. A special case of this technique for
m = 1 and projectors E1,D1 has been used in ref. [29].
If P is tensor-stable positive we can take the limit n→∞ of the approximation error on the
right-hand-side of (18). As the left-hand-side in (18) does not depend on n, the approximation
error cannot vanish in the limit n→∞ unless P is completely positive.
As a first application of this idea we derive sufficient criteria for a quantum channel
T : Md1 → Md2 to have Q2 (T ) = 0 (see Definition 3). For this, note that the alternating
application of the LOCC maps and the m channel uses in Eq. (12) can be written as
LAm:BtmBm→Bm+1 ◦ . . . ◦ TAt1→Bt1 ◦ LA0→At1A1:B1 (ρ) =
∑
k
KBk T
⊗m
(
KAk ρ (K
A
k )
†
)
(KBk )
† ,
where here the KAk (with a multi-index k) are simply all the time-ordered products of Kraus
operators (KAi ⊗|j〉) on the sender’s side from (11) occurring in the LOCC maps in (12); similarly
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for KBk on the receiver’s side. Thus, by defining completely positive maps Ek : MA0 → M
⊗m
d1
and Dk : M
⊗m
d2
→ MBm+1 by Ek(X) := K
A
k X (K
A
k )
† and Dk(Y ) := KBk Y (K
B
k )
†, we have
shown the existence of completely positive maps Ek, Dk such that
‖idN −
∑
k
Dk ◦ T
⊗m ◦ Ek‖⋄ = 2ε ,
whenever there exists a (N,m, ε)-scheme for LOCC-assisted quantum communication according
to Definition 3. If the quantum channel T has positive two-way capacity Q2(T ) > 0, then for
any fixed N , one can certainly transmit an N -dimensional quantum system with arbitrarily low
error (ε→ 0) in the limit of arbitrarily many channel uses (m→∞).
Now consider the case where the quantum channel T with Q2(T ) > 0 is of the form T =∑
j Vj ◦P ◦Wj for a tensor-stable positive map P :Md3 →Md4 that is not completely positive
and for completely positive maps Vj : Md1 → Md3 and Wj : Md4 → Md2 . Then, by setting
N := d3 in the previous paragraph, we have
0 = lim
m→∞ infDk,Ek
‖idd3 −
∑
k
Dk ◦ T
⊗m ◦ Ek‖⋄
= lim
m→∞ infDk,Ek
∥∥∥idd3 − ∑
k,j1,...,jm
(
Dk ◦
m⊗
ℓ=1
Vjℓ
)
◦ P⊗m ◦
(
m⊗
ℓ=1
Wjℓ ◦ Ek
)∥∥∥
⋄
.
But this leads to a contradiction since, by interpreting D˜i := Dk ◦ (
⊗m
ℓ=1 Vjℓ) and E˜i :=
(
⊗m
ℓ=1Wjℓ) ◦ Ek with the multi-index i ≡ (k, j1, . . . , jm) as the encoding and decoding maps
for the map P, Corollary 1 would imply that dCP(P) = 0, meaning that P would be completely
positive contrary to assumption. This proves the following:
Corollary 2. Let T be a quantum channel of the form T =
∑
j Vj ◦ P ◦Wj for a tensor-stable
positive map P that is not completely positive and for completely positive maps Vj, Wj. Then:
Q2 (T ) = 0.
The special case T = V ◦ϑ of this theorem, i.e. where T is completely co-positive, was already
established in [25]. It however appears that Corollary 2 could give new channels T = P ◦W or
T = V ◦ P with Q(T ) = 0 beyond Theorem 6 and Eq. (10), at least when P does not possess a
right- or left-inverse.
Using Corollary 2 one can show that any non-trivial tensor-stable positive map P :Md1 →
Md2 will immediately yield new channels T : Md → Md with Q2(T ) = 0 (for both d = d1
and d = d2). To see this, note that by writing the separable map S from Lemma 7 into single
Kraus operators as in Section VC, we can construct completely positive maps Vj, Wj such that∑
j Vj ◦ P ◦ Wj = Wp˜, where Wp˜ : Md → Md with p˜ ∈ [−1, 0) is a quantum channel from
the family (2) whose Choi matrix is an entangled Werner state. Thus, by Corollary 2 and the
depolarizing idea from Section VC, all the channels Wp with p ∈ [p˜, 0) have vanishing two-way
capacity Q2(Wp) = 0, although these channels are not detected as such by the existing criterion
from [25] (or by Theorem 7) as they are not completely co-positive. The channels constructed in
this way are however already known to have vanishing one-way quantum capacity Q(Wp) = 0,
since they possess a symmetric extension (note, the case d ≤ 2 does not occur here due to
Theorem 2) and are thus anti-degradable [2, 5, 28].
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In the following chapters we will use another way of thinking about coding schemes of the form
(17). Recall that a completely positive map S :Md1⊗Md3 →Md2⊗Md4 is called separable if its
Kraus operators are product operators {Ai ⊗ Bi}
m
i=1, i.e. S (X) =
∑m
i=1 (Ai ⊗Bi)X (Ai ⊗Bi)
†
for all X ∈ Md1 ⊗Md3 .
The application of a separable map S :Mdn−11
⊗Mdn−12
→Md1 ⊗Md1 to (n − 1) copies of
the Choi-matrix CP of some linear map P :Md1 →Md2 corresponds via the Choi-Jamiolkowski
isomorphism to a map R as
CR = S
(
C
⊗(n−1)
P
)
,
with R (X) =
∑m
i=1BiP
⊗(n−1) (ATi XAi)B†i . The map R is of the form (17), which by slightly
modifying the proof of Lemma 6 implies:
Corollary 3. Let P :Md1 →Md2 be an n-tensor-stable positive map. Then
dCP(P)
||P||⋄
≤ inf
S sep
||ωd1 − S
(
C
⊗(n−1)
P
)
||1, (19)
where the infimum is taken over all separable completely positive maps S : Mdn−11
⊗Mdn−12
→
Md1 ⊗Md1 .
If the Choi-matrix CP is a quantum state, then the problem of finding separable maps S to
minimize the error on the right-hand-side of (19) is well-studied in quantum information theory:
A state CP ∈ Md1 ⊗Md2 is distillable iff there exists a sequence of LOCC-maps Sn such that
Sn
(
C⊗nP
)
→ ωd1 . As LOCC-maps are in particular separable this sequence leads to a vanishing
(in the limit n→∞) right-hand-side in (19).
Note that any positive map that is not completely co-positive has an NPPT, but not necessar-
ily positive, Choi-matrix. We generalize distillation schemes from quantum states to arbitrary
block-positive matrices to show (using Corollary 3) that tensor-stable positivity implies complete
positivity for certain classes of non-completely co-positive maps.
B. Proof of Theorem 2 and Theorem 4
To prove Theorem 2 and Theorem 4 we will use the theory of entanglement distillation. For
convenience we collect some basic definitions and results in Appendix A. The central result we
will need is Lemma 9, which shows that applying the twirl [32] to a block-positive and NPPT
matrix yields (up to normalization) a Werner state, i.e. it yields in particular a positive matrix.
This allows us to extend the theory of entanglement distillation to block-positive matrices. We
will start with a basic lemma:
Lemma 7 (Werner states from positive maps). Let P : Md1 → Md2 be a positive map and
d ∈ {d1, d2}. If P is not completely co-positive, then there exists a separable completely positive
map S :Md1 ⊗Md2 →Md⊗Md such that S (CP) is an entangled d-dimensional Werner state
(see Appendix A).
Proof. This proof works similar to the protocol introduced in [15] for states. Consider d = d2
now, and we will treat the case d = d1 later. As P is not completely co-positive, there exists
a normalized vector |ψ〉 ∈ Cd1 ⊗ Cd2 with 〈ψ|CT2P |ψ〉 < 0. Express this vector as |ψ〉 = (A ⊗
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1d2)|Ωd2〉 for some d1×d2 matrix A and the maximally entangled state |Ωd2〉. Now define a new
linear map P ′ via the Choi-Jamiolkowski isomorphism by applying a local filtering operation
CP ′ := (A† ⊗ 1d2)CP(A⊗ 1d2) ∈ Md2 ⊗Md2 ,
i.e. P ′ (X) := P
(
AXAT
)
for all X ∈ Md2 .
The matrix CP ′ is block-positive and fulfills tr (CP ′Fd2) = d2〈ψ|C
T2
P |ψ〉 < 0. Therefore we
can use Lemma 9 and conclude that applying the UU -twirl leads to a positive matrix. After
normalization we obtain a Werner state
ρW =
1
tr (CP ′)
∫
U∈U(d2)
(U ⊗ U)CP ′ (U ⊗ U)
† dU ∈ Md2 ⊗Md2 .
Due to tr (CP ′Fd2) < 0, this state is entangled. Finally, the composition of the twirl (which is
separable, see Appendix A) with the filtering map is a separable completely positive map.
If one chooses d = d1, then write |ψ〉 = (1d1 ⊗ B)|Ωd1〉 with a d2 × d1-matrix B, and define
CP ′ := (1d1 ⊗B
T )CP(1d1 ⊗B). The proof goes then through similarly.
From this Lemma we get:
proof of Theorem 4. For d ∈ {d1, d2} the Choi-matrix CP of every non-trivial tensor-stable
positive map P :Md1 →Md2 yields an entangled Werner state by the application of a separable
completely positive map S according to Lemma 7. If this Werner state is distillable, there exists
a sequence of separable (even LOCC) completely positive maps (Sn)n∈N such that ||ωd − Sn ◦
S⊗n
(
C⊗nP
)
||1 → 0 as n → ∞. But then Corollary 3 implies that P is completely positive
contradicting the assumptions.
proof of Theorem 2. As all entangled Werner states on M2⊗M2 are distillable [15, 17] there is
no non-trivial tensor-stable positive map P :M2 →Md or P :Md →M2 for d ∈ N according
to Theorem 4.
C. Proof of Theorem 3
Using the techniques from section VB we can define one-parameter families of non-trivial
positive maps such that there exists a non-trivial tensor-stable positive map iff it exists within
this family.
proof of Theorem 3. ad (ii): For p ∈ [−1, 0) the Werner state ρ
(p)
W ∈ Md2 is NPPT. Therefore
the map Pp : Md2 → Md2 is neither completely positive nor completely co-positive, as its
Choi-matrix is ρ
(p)
W ⊗
(
ρ
(p)
W
)T2
.
ad (i): For a non-trivial tensor-stable positive map P :Md1 →Md2 , neither P nor ϑd2 ◦ P
are completely co-positive. According to Lemma 7 there exist p1, p2 ∈ [−1, 0) and separable
completely positive maps S1,S2 :Md1 ⊗Md2 →Md ⊗Md such that
ρ
(p1)
W = S1(CP) ,
ρ
(p2)
W = S2(Cϑd2◦P) = S2 ◦ (idd1 ⊗ ϑd2)(CP ).
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It is obvious that for the separable completely positive map S2(X) =
∑
i(Ai ⊗ Bi)X(Ai ⊗ Bi)
†
the map S˜2 = (idd ⊗ ϑd) ◦ S2 ◦ (idd1 ⊗ ϑd2) is again separable completely positive. Thus, the
separable map S1 ⊗ S˜2 applied to two tensor copies of CP gives:(
S1 ⊗ S˜2
)
(CP ⊗ CP) = ρ
(p1)
W ⊗
(
ρ
(p2)
W
)T2
.
By applying a depolarizing channel Dα :Md →Md of the form Dα(X) = (1−α)tr (X)
1d
d +
αX (with α chosen appropriately) to one half of either ρ
(p1)
W (if p1 < p2) or
(
ρ
(p2)
W
)T2
(if p1 > p2)
we can increase the corresponding parameter to obtain the desired state ρ
(p)
W ⊗
(
ρ
(p)
W
)T2
with
p = max (p1, p2) < 0. Thus, there exists a separable and completely positive map R : (Md1 ⊗
Md2)
⊗2 → (Md ⊗ Md)⊗2, given by the composition of S1 ⊗ S˜2 with (Dα ⊗ idd) ⊗ idd2 or
idd2 ⊗ (Dα ⊗ idd), such that CPp = ρ
(p)
W ⊗
(
ρ
(p)
W
)T2
= R(CP⊗2) =
∑
i(Ci ⊗Di)CP⊗2(Ci ⊗Di)
†
where Pp was defined in (1). By the Choi-Jamiolkowski isomorphism we can thus write Pp(X) =∑
iDiP
⊗2(CTi XCi)D
†
i , which shows that Pp is tensor-stable positive as P was.
Note that the construction from the proof of Theorem 3 also works for an n-tensor-stable
positive map P : Md1 → Md2 . The positive map Pp of the from (1) obtained this way is
⌊n2 ⌋-tensor-stable positive.
D. Generalization of the reduction criterion
In this section we will generalize the reduction criterion and use the well-known recurrence
protocol [15] to prove bounds on dCP (P) for an n-tensor-stable positive map P.
We will need the following lemma (an analogue of Lemma 7):
Lemma 8 (Reduction criterion). Let P : Md1 →Md2 be a positive map. Let Γd : Md →Md
denote the reduction map Γ(X) := tr (X)1d −X. Then we have:
1. If Γd2 ◦ P is not completely positive there exists a separable completely positive map S :
Md1 ⊗Md2 →Md2 ⊗Md2 s.th. S (CP) is an entangled isotropic state (see Appendix A).
2. If P ◦ Γd1 is not completely positive there exists a separable completely positive map S :
Md1 ⊗Md2 →Md1 ⊗Md1 s.th. S (CP) is an entangled isotropic state (see Appendix A).
Proof. Again the proof works similar to the protocol introduced in [15] for states. We will start
with the first case.
As Γd2 ◦ P is not completely positive the Choi-matrix CΓd2◦P =
1
d1
P∗ (1d2)
T ⊗ 1d2 − CP ,
derived using Lemma 1, is not positive. Thus, there exists a normalized vector |ψ〉 ∈ Cd1 ⊗Cd2
with
1
d1
〈ψ|P∗(1d2)
T ⊗ 1d2 |ψ〉 < 〈ψ|CP |ψ〉.
Express this vector as |ψ〉 = (A ⊗ 1d2)|Ωd2〉 for some d1 × d2-matrix A and define a new linear
map P ′ with Choi matrix
CP ′ = (A† ⊗ 1d2)CP(A⊗ 1d2) ∈ Md2 ⊗Md2 .
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Note that by construction P ′ is a positive map obtained from P via a separable (even local)
completely positive map. Furthermore we have using Lemma 1
tr (CP ′) =〈Ωd1 |AA
† ⊗ P∗(1d2)|Ωd1〉
=〈Ωd2 |A
†P∗(1d2)
TA⊗ 1d2 |Ωd2〉 ·
d2
d1
=〈ψ|P∗(1d2)
T ⊗ 1d2 |ψ〉 ·
d2
d1
< d2〈ψ|CP |ψ〉.
Therefore we have tr (CP ′ωd2) = 〈ψ|CP |ψ〉 >
tr(CP′ )
d2
> 0. Note that tr (CP ′) > 0 as CP ′ is
block-positive and CP ′ 6= 0 as Γd2 ◦ P is not completely positive. By applying Lemma 9 we
conclude that
ρ
(p)
I =
1
tr (CP ′)
∫
U∈U(d2)
(
U ⊗ U
)
CP ′
(
U ⊗ U
)†
dU ∈ Md2 ⊗Md2 .
is an isotropic state, with p =
tr(CP′ωd2)
tr(CP′ )
> 1d2 . Thus this state is entangled and the composition
of the twirl (which is a separable completely positive map, see Appendix A) with the filtering
map is separable and completely positive.
The second part works similar to the first part. Note that P ◦ Γd1 not being completely
positive is equivalent to the existence of a normalized vector |ψ〉 ∈ Cd1 ⊗Cd2 with
1
d1
〈ψ|1d1 ⊗P (1d1) |ψ〉 < 〈ψ|CP |ψ〉.
Express this vector as |ψ〉 = (1d1 ⊗B)|Ωd1〉 for some d2 × d1-matrix B and define a new linear
map P ′ with Choi matrix
CP ′ = (1d1 ⊗B
†)CP(1d1 ⊗B) ∈ Md1 ⊗Md1 .
Now by a similar calculation as before we have tr (CP ′) = 〈ψ|1d1 ⊗ P (1d1) |ψ〉 < d1〈ψ|CP |ψ〉.
The rest of the proof works the same as for the first case.
Lemma 8 shows how to obtain an entangled isotropic state from the Choi-matrix of a positive
map violating the reduction criterion. It is well-known that these states are distillable by
the recurrence protocol [15]. More precisely there exists a separable completely positive map
S :Md2 →Md with
TUU ◦ S
(
(ρ
(p)
I )
⊗2
)
= ρ
(r(p))
I , (20)
where TUU denotes the UU -twirl and where
r(p) =
1 + p
(
pd(d2 + d− 1)− 2
)
p2d3 − 2pd+ d2 + d− 1
.
It can be easily seen that for p > 1d we have r
(m)(p)→ 1 as m→∞, where the notation r(m)(p)
means that we concatenate m applications of the function r, i.e. r(m)(p) := r(r(. . . r(p))). There-
fore iterating the protocol using up many copies of the input state ρ
(p)
I leads to isotropic states
close to the maximally entangled state ωd. In the following we use this protocol and Corollary 3
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to upper-bound the distance of an n-tensor-stable positive map violating the reduction criterion
to the cone of completely positive maps.
Note that the original protocol [15] has a sufficiently small but non-zero probability of failure.
As the separable completely positive maps S in Corollary 3 do not have to be trace-preserving
we can avoid the possibility of failure by choosing only the Kraus operators corresponding to a
successful measurement for S.
Theorem 8 (Bound from the recurrence protocol). Let P :Md1 →Md2 be a positive map and
such that P ◦ Γd1 is not completely positive, i.e.
p := sup
|ψ〉∈Cd1⊗Cd2
〈ψ|CP |ψ〉
〈ψ|1d1 ⊗ P (1d1) |ψ〉
(21)
= λmax
[(
1d1 ⊗ P (1d1)
)−1/2
CP
(
1d1 ⊗ P (1d1)
)−1/2]
∈ (1/d1, 1] , (22)
using generalized inverses and denoting by λmax[ · ] the maximum eigenvalue. If P is n-tensor-
stable positive, then
dCP(P) ≤ 2(1− p) (gd1(p))
⌊log2(n−1)⌋ (23)
where gd(p) :=
d(d+1)−2−p(pd(d−1)+2(d−1))
(1−p)(p(pd3−2d)+d2+d−1) . Note that gd(p) ∈ [0, 1) for p ∈ (
1
d , 1].
Proof. By Lemma 8 (and its proof) there is a separable completely positive map S1 :
M(d1d2)(n−1) → M(d12)(n−1)
with S1(C
⊗(n−1)
P ) = (ρ
(p)
I )
⊗(n−1). By (20) we can apply the recur-
rence protocol for ⌊log2(n−1)⌋ levels yielding ρ
(p′)
I ∈ Md21 with p
′ = r(⌊log2(n−1)⌋)(p). Composing
these two protocols gives a separable completely positive map S :M(d1d2)(n−1) →M(d21) with
||ωd1 − S
(
C
⊗(n−1)
P
)
||1 = 2(1− p
′).
A simple calculation gives
1− p′ = 1− r(⌊log2(n−1)⌋)(p) ≤ (gd1(p))
⌊log2(n−1)⌋ (1− p),
since gd1(p) =
1−r(p)
1−p is strictly monotonously decreasing for p ∈ (
1
d1
, 1) and is equal to the
expression above.
By Corollary 3 we finally have
dCP(T )
||P||⋄
≤ 2(1− p) (gd1(p))
⌊log2(n−1)⌋ .
For dimension d1 = 2 we have Γ2 = U ◦ ϑ2 for some unitary conjugation U : M2 → M2.
Therefore the positive maps P :Md →M2 such that Γ2 ◦P is completely positive are precisely
the completely co-positive maps. For general maps P :Md1 →Md2 , if Γd2 ◦P is not completely
positive, then ϑd2 ◦ P is not completely positive, i.e. P is not completely co-positive.
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VI. CONCLUSION
We have introduced the notions of n-tensor-stable positive and tensor-stable positive maps,
and have investigated whether such maps exist outside of the cones of completely positive or
completely co-positive maps. We showed that tensor-stable positive maps outside these families
would provide novel bounds on the quantum capacity of quantum channels. Our main technique
was to apply coding schemes from distillation theory to block-positive operators rather than to
density matrices. Thereby and by the Choi correspondence between block-positive operators and
positive maps, we related the existence of tensor-stable positive maps to the existence of NPPT
bound entanglement. We also showed that the cb-norm bound coming from the transposition
map yields a strong converse rate for the two-way quantum capacity Q2, and established strong
converse rates on the usual quantum capacity Q coming from other tensor-stable positive maps.
The main question left open by our work is whether non-trivial tensor-stable positive maps
exist at all, i.e. maps outside of the above cones that are n-tensor-stable positive for all n ∈ N.
We have reduced this existence question to certain one-parameter families of candidate maps
(Theorem 3). But can this reduction be used to decide the existence, or at least to prove the
non-existence result of Theorem 2 directly?
Furthermore, the converse of Theorem 4 is open: Does the existence of NPPT bound en-
tanglement imply the existence of non-trivial tensor-stable positive maps? Note that such an
equivalence would be rather different from the equivalence result of [8], linking NPPT bound
entanglement to completely co-positive maps which are not completely positive but such that
all their tensor powers are 2-positive. The map of interest in the latter scenario lies within the
completely co-positive cone, which is among the trivial cases for our work.
Our existence result of an n-tensor stable positive map for every n ∈ N (Theorem 1) is
analogous to the result in the theory of entanglement distillation which guarantees for every
n the existence of NPPT states that are not n-copy distillable [8, 9]. Our Lemma 3 however
appears to be too weak to show the existence of a map that is n-tensor stable positive for all n,
see Eq. (6).
Finally, note that one may relate the existence of a tensor-stable positive map to the stability
of operator norms under tensor products [24]: a positive unital map T :Md1 →Md2 is n-tensor
stable positive if and only if the induced operator norm ‖T ⊗n‖∞→∞ = 1.
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Appendix A: Twirling and families of symmetric matrices
The main ingredient in the distillation protocols we will apply is the UU-twirl operation
TUU :Md ⊗Md →Md ⊗Md [32], defined as
TUU (X) :=
∫
U∈U(d)
(U ⊗ U)X (U ⊗ U)† dU.
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An application of the Schur-Weyl duality gives [32] (for d ≥ 2)∫
U∈U(d)
(U ⊗ U)X (U ⊗ U)† dU =
[
tr (X)
d2 − 1
−
tr (XFd)
d(d2 − 1)
]
(1d ⊗ 1d)−
[
tr (X)
d(d2 − 1)
−
tr (XFd)
d2 − 1
]
Fd.
(A1)
It is easy to verify that this matrix is positive iff tr (XFd) ∈ [−tr (X) , tr (X)] (and tr (X) ≥ 0);
the twirled matrix has positive partial transpose iff tr (XFd) ∈ [0, dtr (X)] (and tr (X) ≥ 0).
Using unitary 2-designs [26] it is well-known that the twirl is a separable completely positive
map, i.e. there exists a finite set of unitary product matrices {Ui⊗Ui}
m
i=1 such that TUU (X) =
1
m
∑m
i=1 (Ui ⊗ Ui)X (Ui ⊗ Ui)
†.
States of the form (A1) are clearly invariant under the UU -twirl operation and are called
Werner states [32]. We denote these states by ρ
(p)
W , parametrized by p := tr
(
ρ
(p)
W Fd
)
∈ [−1, 1]
and satisfying tr
(
ρ
(p)
W
)
= 1. It is well-known that these states are entangled (and NPPT) for
p ∈ [−1, 0) and separable for p ∈ [0, 1] (thus, PPT). Furthermore for d = 2 all entangled Werner
states are distillable [15, 17]. But for d > 2 it is not known whether all entangled Werner states
are distillable.
By partially transposing the matrices of form (A1) we obtain matrices invariant under the
UU -twirl operation, i.e. invariant under the operation
X 7→
∫
U∈U(d)
(
U ⊗ U
)
X
(
U ⊗ U
)†
dU.
We will denote the states obtained in this way by ρ
(p)
I , which are the isotropic states [15]
parametrized by p := tr
(
ρ
(p)
I ω
)
= 1dtr
(
(ρ
(p)
I )
T2Fd
)
∈ [0, 1] and normalized to tr
(
ρ
(p)
I
)
= 1.
These states are entangled (and NPPT) for p ∈ (1d , 1], and separable for p ∈ [0,
1
d ] (thus, PPT).
It is well-known that all entangled isotropic states are distillable [15].
To obtain distillation schemes as needed in our proofs we will apply suitable twirling opera-
tions to the Choi-matrix CP of a positive map P :Md →Md. The matrix CP is in general not
positive, but the next lemma proves that under certain conditions the UU -twirl leads to positive
matrix, which can then be distilled using the existing theory.
Lemma 9 (Twirl of block-positive matrices). If C ∈ Md ⊗Md is block-positive and such that
tr (CFd) ≤ 0, then ∫
U∈U(d)
(U ⊗ U)C (U ⊗ U)† dU ≥ 0. (A2)
Similarly, if C ∈ Md2 is block-positive and such that tr (Cωd) ≥ 0, then∫
U∈U(d)
(
U ⊗ U
)
C
(
U ⊗ U
)†
dU ≥ 0. (A3)
Proof. By block-positivity we have tr (C) ≥ 0 and
tr (C (1d ⊗ 1d + Fd)) ≥ 0
because the Werner state ρ
(1)
W = (1d ⊗ 1d + Fd)/(d(d + 1)) is separable. Together with the
assumption tr (CFd) ≤ 0 this implies tr (CFd) ∈ [−tr (C) , 0] which shows the first statement
(A2).
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Secondly, as the Werner state ρ
(0)
W is also separable we get by block-positivity
tr
(
CT2
(
1d ⊗ 1d −
1
d
Fd
))
≥ 0,
which implies dtr
(
CT2
)
≥ tr
(
CT2Fd
)
. Together with the assumption tr
(
CT2Fd
)
=
dtr (Cωd) ≥ 0 this implies that the UU -twirl of C
T2 has positive partial transpose. As[
(U ⊗ U)XT2 (U ⊗ U)†
]T2
=
(
U ⊗ U
)
X
(
U ⊗ U
)†
this finishes the proof.
Appendix B: Minimal output eigenvalue
Here we prove the multiplicativity of the minimal output eigenvalue (4) for entanglement
breaking completely positive maps in an elementary way. Afterwards we outline the proof of a
more general statement, extending a multiplicativity result by King [19].
Theorem 9. Let T :Md1 →Md2 be entanglement breaking, i.e. (idn ⊗ T ) (ρ) is separable for
all n ∈ N and positive ρ ∈ Mn ⊗Md1 , and S : Md3 → Md4 be completely positive. Then we
have
λminout [T ⊗ S] = λ
min
out [T ]λ
min
out [S] .
Proof. By inserting product states it is clear that λminout [T ⊗ S] ≤ λ
min
out [T ]λ
min
out [S].
For the other direction, let the minimum in (4) for the computation of λminout [T ⊗ S] be
attained at ρ = τ . Then there exists a pure state |φ〉 such that
λminout [T ⊗ S] = 〈φ|(T ⊗ S)(τ)|φ〉
= 〈φ|
k∑
i=1
[σi ⊗ S(ρi)] |φ〉
using that there exist non-zero σi ≥ 0 and ρi ≥ 0 such that (T ⊗ idd3) (τ) =
∑k
i=1 σi ⊗ ρi as T
is entanglement breaking. Note that T (tr2 (τ)) =
∑k
i=1 tr (ρi)σi. Thus:
λminout [T ⊗ S] = 〈φ|
k∑
i=1
[
tr(ρi)σi ⊗ S(
ρi
tr (ρi)
)
]
|φ〉
≥ λminout [S] 〈φ|
k∑
i=1
tr (ρi) σi ⊗ 1d4 |φ〉
= λminout [S] tr [T (tr2 (τ)) tr2 (|φ〉〈φ|)]
≥ λminout [S]λmin
(
T (tr2 (τ))
)
≥ λminout [S]λ
min
out [T ] .
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It may be of interest that Theorem 9 can also be obtained from a generalization of King’s
result [19] on the multiplicativity of output p-norms for entanglement-breaking completely posi-
tive maps (note that King’s proof does not require the trace-preservation property, so the result
does not only hold for quantum channels). To set up notation, define for any completely positive
map S and for any p ∈ (−∞,+∞) the following quantities:
µ+p (S) := sup
ρ
tr[S(ρ)p] ,
µ−p (S) := infρ tr[S(ρ)
p] ,
where the optimizations run over all quantum states ρ at the input of the map S. By the same
derivation as in [19] and noting that the Lieb-Thirring inequality holds for all p ∈ (−∞,−1] ∪
[1,∞), whereas the inequality sign can be reversed for p ∈ [−1,+1], one can prove the following:
Theorem 10. For any completely positive map S and any entanglement-breaking completely
positive map T :
µ+p (T ⊗ S) = µ
+
p (T )µ
+
p (S) for p ∈ (−∞,−1] ∪ [1,∞) ,
µ−p (T ⊗ S) = µ
−
p (T )µ
−
p (S) for p ∈ [−1,+1] .
To see that this implies Theorem 9, note first that for p ∈ (−∞,∞) \ {0} a similar multi-
plicativity result then holds for the quantities
(
µ±p (·)
)1/p
as well. Finally, in the limit p → −∞
we have, for any completely positive map S,
lim
p→−∞
(
µ+p (S)
)1/p
= lim
p→−∞
(
sup
ρ
tr[S(ρ)p]
)1/p
= lim
p→−∞ infρ
(
tr[S(ρ)p]
)1/p
= inf
ρ
λmin(S(ρ)) = λ
min
out [S] .
One can translate these multiplicativity results to the language of minimum respectively
maximum output Renyi p-entropies, which are defined for p ∈ (−∞,∞) \ {1} by Hminp (S) :=
infρ
1
1−p log tr[S(ρ)
p] and Hmaxp (S) := supρ
1
1−p log tr[S(ρ)
p], and extended by continuity to
the values p = 1,±∞ as Hminp=1(S) := infρ tr[−S(ρ) log S(ρ)] (the minimum output von Neu-
mann entropy), Hminp=∞(S) := infρ
(
− log λmax(S(ρ))
)
(the minimum output min entropy), and
Hmaxp=−∞(S) := supρ
(
− log λmin(S(ρ))
)
= − log λminout [S]. For a proper interpretation as output
entropies, the map S should, in addition to being (completely) positive, also be trace-preserving,
although this is not a mathematical requirement. We thus obtain from the above:
Corollary 4. For any completely positive map S and any entanglement-breaking completely
positive map T :
Hminp (T ⊗ S) = H
min
p (T ) +H
min
p (S) for p ∈ [−1,∞] ,
Hmaxp (T ⊗ S) = H
max
p (T ) +H
max
p (S) for p ∈ [−∞,−1] .
For trace-preserving S,T and p = 1, this result was first obtained by Shor [27], whereas the
case p ∈ (1,∞) follows from [19].
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