Abstract. In this paper, we study the existence and uniqueness of three dimensional steady Euler flows in rectangular nozzles when prescribing normal component of momentum at both the entrance and exit. If, in addition, the normal component of the voriticity and the variation of Bernoulli's function at the exit are both zero, then there exists a unique subsonic potential flow when the magnitude of the normal component of the momentum is less than a critical number. As the magnitude of the normal component of the momentum approaches the critical number, the associated flows converge to a subsonic-sonic flow. Furthermore, when the normal component of vorticity and the variation of Bernoulli's function are both small, the existence of subsonic Euler flows is established. The proof of these results is based on a new formulation for the Euler system, a priori estimate for nonlinear elliptic equations with nonlinear boundary conditions, detailed study for a linear div-curl system, and delicate estimate for the transport equations.
Introduction and Main Results
Multidimensional gas flows give rise many outstanding challenging problems. The steady fluid is a natural starting point for the study on the multidimensional flows. However, the steady Euler equations themselves are not easy to tackle, since the equations may not only be hyperbolic or hyperbolic-elliptic coupled system, but also have discontinuous solutions such as shock waves and vortex sheets. An important approximate model is the potential flow, which describes flows without vorticity. Since 1950's, tremendous progress has been made on the study for potential flows. Subsonic potential flows around a body were studied extensively by Shiffman [26] , Bers [2, 3] , Finn, Gilbarg [17, 18] , and Dong [13] , et al. The existence of subsonic potential flows in multidimensional infinitely long nozzles was achieved in [29, 30, 15] . The subsonic-sonic flow as a limit of subsonic flows were studied in [8, 29, 30, 21] via compensated compactness method. Subsonic flows with a sonic boundary were constructed in [28] . 1 When the flows have non-zero vorticity, steady incompressible Euler flows which are the zero Mach number limits of compressible subsonic flows were investigated in [1, 20, 27] and references therein. The existence of subsonic Euler flows in two dimensional and three dimensional axially symmetric nozzles was established in [31, 14] via a stream function formulation for the Euler equations, see [9, 5] for recent study on subsonic Euler flows in half plane.
As an important constituent of transonic flows, the existence of subsonic flows which are small perturbations of certain simple background flows was also studied in [22, 23, 10, 11, 32, 33, 34] and references therein. This paper studies general subsonic Euler flows when prescribing the normal component of the momentum on the boundary. The three dimensional steady isentropic compressible ideal flows are governed by the following Euler equations:
where ρ, u = (u 1 , u 2 , u 3 ), p are the density, velocity, and pressure, respectively. We assume that p = p(ρ) satisfies p ′ (ρ) > 0 and p ′′ (ρ) > 0 for ρ > 0.
The equations (1) and (2) form a hyperbolic-elliptic coupled system for subsonic flows (|u| 2 < c 2 ) and a hyperbolic system for supersonic flow (|u| 2 > c 2 ) (cf. [31] ), where the quantity c(ρ) = p ′ (ρ) is called local sound speed.
In this paper, we study steady We prescribe the normal component of the momentum on the boundary, i.e.,
where n is the unit outer normal vector and f satisfies the compatibility condition
Furthermore, at the entrance Γ − and the exit Γ + , f satisfies f < 0 on Γ − ; f = 0 on Γ; f > 0 on Γ + .
Since three dimensional steady subsonic Euler system has two elliptic modes and two hyperbolic modes, one needs also to impose conditions for hyperbolic modes at the entrance. It follows from the Euler equations that
where B = 
Before we state our main results, let us introduce some notations in this paper.
and · H k (Ω) are standard norms for L p spaces and Sobolev spaces
) be the standard Hölder spaces and denote u 2,α;
is the edge of the nozzle boundary and C = E e ∩ E Γ is the set of the corner points on the nozzle boundary.
Our first result is the following: Theorem 1. If κ ≡ 0 and B 0 ≡B(constant), then for any given f satisfying (5) and
where ν is the unit normal of ∂Γ − (∂Γ + ) on the plane Γ − (Γ + ), there exists θ * > 0 such that for any θ ∈ (0, θ * ), the problem (1) and (2) supplemented with boundary conditions (8) and
has a unique subsonic solution (ρ, u) which satisfies infΩ u 1 > 0. Furthermore, as θ → θ * , the maximum of flow Mach numbers, i.e., maxΩ |u| c(ρ)
, goes to 1. Finally, as θ → θ * , the associated solutions (ρ, u) have an almost everywhere convergent subsequence, whose limit satisfies the Euler system
in the sense of distribution and the boundary condition (10) with θ = θ * in the sense of boundary trace.
For the general case where κ and B 0 in (8) are not zero and constant, respectively, we have the following result.
Theorem 2. If the problem (1) and (2) with boundary conditions (4) and (8) with f = f , κ ≡ 0, B 0 ≡B has a unique subsonic solution (ρ,ū) satisfying
where ν is the unit normal of ∂Γ − on Γ − , and
then there exists a C 2,α -smooth solution to the original Euler system (1)- (2) with the boundary conditions (4) and (8) .
Remark 1. The results in this paper can be generalized to domains with more complicated geometry, see our forthcoming paper [4] .
The paper is organized as follows. In section 2 we give an equivalent formulation for 3D Euler system and study a linear div-curl system which used in Section 4. Section 3 devotes to study the potential flows and gives the proof for Theorem 1. Theorem 2 is proved in 4. There are two appendices at the end of the paper, where the estimate along the streamlines and the regularity estimate for the elliptic equations with compatibility conditions are investigated.
Preliminaries
In this section, we first derive an equivalent formulation for the Euler system. Second, a linear div-curl system appeared in the proof of Theorem 2 is studied. (2) is equivalent to the following system of equations
with boundary condition u · n = 0 on Γ and the compatibility condition
where ω = ∇ × u, B, and τ are the vorticity of the flow, Bernoulli's function, and any tangential direction of Γ − , respectively.
Proof:
The straightforward computation gives
Hence the momentum equations (2) can be written as
This implies (15) . Taking the operator ∇× for (19) yields
With the aid of the identity
and noting that div(∇ × u) = 0, one concludes that (20) is equivalent to (16) . The compatibility condition (17) follows from (19) .
On the other hand, if (ρ, u) is a solution of (14)- (16) , then it follows from (21) that (20) holds. Therefore, there exists a smooth function Ψ such that
Obviously, u · ∇Ψ = 0. This, together with (15) , implies that
Note that the compatibility condition (17) yields
for any tangential direction τ of Γ − . After choosing the constant suitably, one has Ψ = B on Γ − . Since it is assumed that inf Ω u 1 > 0, every point in Ω can be traced back to a point on Γ − by a streamline. This gives Ψ ≡ B in Ω and thus (19) . Combining (19) with (18) gives the momentum equations (2) . ✷
The following result on a div-curl system is used to solve the Euler system in Section 4.
Lemma 4. Let w ∈ C 1,α (Ω) and λ ∈ C 2,α (Ω) satisfy minΩ λ > 0, div w = 0 in Ω, and
where n is the outer unit normal of Γ. If the vector field v = (v 1 , v 2 , v 3 ) ∈ C 2,α (Ω) satisfies the compatibility conditions
where
is the canonical base for R 3 , then the following div-curl system
admits a unique solution u ∈ C 2,α (Ω). Moreover, the solution u satisfies
where the constant C depends only on λ k+1,α;Ω and minΩ λ.
Step 1: Uniqueness. Suppose that u i (i = 1, 2) are both solutions of the problem (26) .
It follows from the second equation in (28) that there exists a function Φ such that U = ∇Φ. Furthermore, Φ solves the following co-normal boundary value problem for the elliptic equation,
Multiplying Φ on the both sides of the equation above and integrating by part yield
Thus U = ∇Φ ≡ 0.
Step 2: Existence. First, it follows from the notes in p.215 in [19] that the problem
has a unique solution φ ∈ H 1 (Ω) ∩ A. Furthermore, the Schauder estimate [19, Theorem 6.2] gives that φ ∈ C 2,α (Ω). Since v and λ satisfy the compatibility conditions (24)- (25), it follows from Lemma 10 in Appendix B that one has ∇φ k+1,α;Ω ≤ C v k+1,α;Ω the constant C depends only on λ k+1,α;Ω and minΩ λ.
Second, since divw = 0, it follows from [25] that the problem
Note that the first equation in (30) can be rewritten as
where we use identity ∇ × (∇ × q) ≡ ∇divq − ∆q. Then it follows from [19, Theorem
Furthermore, the Schauder estimates for single
Given a point x ∈ (E Γ ∪ E e ) \ C , without loss of generality, we choose x = (0, 1/2, 0). Let us study the regularity of q near the point x. Define the odd and even extension b →b,
from (24) and the boundary condition for q in (30) thatλ ∈ C 2,α (Ω),W ∈ C 1,α (Ω) and q ∈ H 1 (Ω). Furthermore,q solves the following problem inΩ,
Note that x is a regular boundary point on ∂Ω, and thus applying the Schauder estimates near the boundary [19, Lemma 6.4] gives
Therefore, one has
If x ∈ C , after one more extension, x becomes a regular boundary point and we can get an estimate similar to (33) . So one can conclude that q ∈ C k+2,α (Ω).
Let r = λ −1 ∇ × q. Since q × n = 0 on Γ, one has q · τ = 0 for any tangential direction τ on Γ. Given any closed set S ⊂ Γ, it follows from the Stokes theorem (26) and satisfies the estimate (27) . ✷
Three Dimensional Potential Flows
Note that the compatibility condition (17) gives
If B 0 =B(constant) and inf Ω u 1 > 0, the equation (15) shows that B ≡B in Ω. Thus
) where H is the inverse function of h. Therefore, if κ ≡ 0 and B 0 ≡B on Γ − , then one has ω(0, x 2 , x 3 ) = 0. It follows from the transport equation (16) that ω ≡ 0
in Ω. Therefore, there exists a function φ such that u = ∇φ. In order to fix the integral constant, we always choose φ ∈ A. The continuity equation becomes
where ρ(|∇φ|
).
It is easy to compute that there exists a constant c * such that if |∇φ| < (>, =)c * , then c(ρ) > (<, =)c * (cf. [12] ). After nondimensionalization, we assume c * = 1. Thus the flow is subsonic (supersonic, sonic) for |∇φ| < 1( |∇φ| > 1, |∇φ| = 1) respectively.
We begin with the study on the wellposedness of the potential flows in bounded nozzles.
Theorem 5. For any given f satisfying (5) and (9), there exists a θ * ∈ (0, ∞) such that for any θ ∈ (0, θ * ), there exists a unique uniformly subsonic potential flow with boundary condition (10). More precisely, there exists a unique solution φ ∈ C 2,α (Ω) satisfying
Moreover, lim θ→θ * maxΩ |∇φ| = 1. Finally, as θ → θ * , there exists a subsequence {θ n } such that the corresponding solutions {(ρ n , u n )} tend to (ρ, u) which satisfies the Euler
in the sense of distribution and the boundary condition
in the sense of boundary trace.
The main difficulties for the proof of Theorem 5 are that the equation becomes degenerate elliptic as |∇φ| → 1 and the boundary conditions are nonlinear.
Let m ∈ N and ζ m be a smooth increasing function satisfying
First, we have the following lemma on the truncated problem.
Lemma 6. Suppose that φ ∈ C 2,α (Ω) is a solution of the oblique problem
where C depends on m, f 1,α;∂Ω and monotonically on θ satisfying C = 0 if θ = 0.
Proof: The key step for the proof is the L ∞ estimate for φ.
Multiplying the both sides of the equation in (39) by φ and integrating by parts yield
where we use trace theorem and Poincaré inequality in the last inequality. Using Young inequality gives
Thus it follows from Poincaré inequality that one has
Now we estimate φ L ∞ (Ω) by Moser's iteration. Defineφ = max{φ, 1}. Multiplying the both sides of the equation in (39) by ψ =φ q (q ≥ 2) yields
Note that the trace theorem gives
Combining (43) and (44) together yields
where we use the propertyφ ≥ 1. Thus
Using Sobolev imbedding gives
When setting q + 1 = 3 ν , ν = 1, 2, 3 · · · and letting ν → ∞, we have
Similarly, we have infφ ≥ −C forφ = min{φ, −1}. Therefore,
Since ∂ 2 φ(x 1 , 0, x 3 ) = 0 and
Furthermore, we extend f at the entrance
and the exit
respectively. It is easy to see that periodic extension of φ with respect to x 2 and x 3 satisfies the same equation with periodic extension of f in the domain [0, L] × R 2 . After these extensions, there is no boundary in x 2 and x 3 direction. The domain becomes a smooth domain.
As long as we have the L ∞ estimate, it is the same to the estimate obtained in [24] for nonlinear oblique derivative problems for quasilinear elliptic equations that one has the estimate (40).
It follows from Lemma 6 that E is bounded in C 2,α (Ω). By the method of continuity, the truncated problem (39) has a solution in C 2,α (Ω).
To finish the proof of Theorem 5, we first prove the uniqueness of solution for the problem (39). Suppose that there exist two uniformly subsonic solutions φ 1 and φ 2 . Set
Multiplying the both sides of the equation in (52) with Φ and integrating by parts yield The existence of weak solution for (37) follows from the compensated compactness argument in [21] .
Thus, the proof of Theorem 5 is completed.
In fact, under the assumption in Theorem 5, we can get better regularity for the solution.
Furthermore, in order to show that the potential model is equivalent to the original Euler flows, we need to prove the positivity of the velocity component u 1 . These are stated in the following proposition.
Proposition 7.
The solution obtained in Theorem 5 satisfies φ ∈ C 3,α (Ω) and u 1 > 0.
Proof: Taking derivative for the equation in (36) with respect to x 2 yields that ∂ 2 φ satisfies the equation
Differentiating the boundary condition in (36) on the boundary Γ ± with respect to x 2 gives (ρ + 2ρ
Similarly, ∂ 2 φ satisfies the similar boundary condition on Γ 3 . Note that ∂ 2 φ = 0 on Γ 2 .
Under the extension (48), ∂ 2 φ is a solution of the problem (55) and (56) in the region
It is easy to check that (56) is an oblique derivative boundary condition for ∂ 2 φ. The Schauder estimate for elliptic equation with oblique derivative boundary conditions [19] gives
Similarly, one has
Obviously, ∂ 1 φ also satisfies the equation (55). Now let us derive the boundary condition for ∂ 1 φ on Γ − . It follows from the equation (36) that ∂ 1 φ satisfies
[ρδ ij + 2ρ
This is also an oblique derivative boundary condition for ∂ 1 φ. Similarly, ∂ 1 φ satisfies the same boundary condition (59) on Γ + . On Γ i , it holds that ∂ i ∂ 1 φ=0. Thus, the Schauder estimate yields
Combining the estimate (57)-(60) together, we have
This, together with Theorem 5, implies
Thus φ ∈ C 3,α (Ω). Now let us prove the positivity of velocity component u 1 = ∂ 1 φ. Straightforward computations show that u 1 is a solution of the following problem
The maximum principle implies that u 1 achieves its minimum on the boundary. By Hopf Lemma, the minimum of u 1 cannot be achieved on Γ. Meanwhile, on Γ ± , u 1 ≥ C > 0 with the constant C depending on inf Γ − ∪Γ + |f |. Therefore, u 1 > 0 on ∂Ω. This finishes the proof of the proposition. ✷ Theorem 5, together with Proposition 7, gives Theorem 1.
General Three Dimensional Flows
In this section, we prove Theorem 2. By the assumption of the theorem, there exists a subsonic flow (ρ,ū) withū = ∇φ and h(ρ) + 1 2
wheref satisfies the conditions (5), (6) and (9). According to the argument in Section 3,
we have showed thatφ ∈ C 3,α (Ω) and inf
Furthermore, we can extendφ to be periodic with respect to x 2 and x 3 in the domain
. Consequently,
Proof of Theorem 2:
The constant σ ≤ σ 0 /2 is to be determined so that u 1 > σ 0 /2 and u C 2,α (Ω) ≤ σ 0 +σ 1 /2 ≤ σ 1 for any u ∈ S. Given u ∈ S, we construct a vector v = T u by the following six steps.
The key idea is to show that T is a contract map from S to itself.
Step 1: Streamlines and solving Bernoulli function. First we extend the function
for some fixed constant C 0 . The streamline is defined by
Later on, we denote the streamline to be (x 1 , X 2 (s; x 1 , x 2 , x 3 ), X 3 (s; x 1 , x 2 , x 3 )). Thanks to the slip boundary condition on Γ, i.e., u · n = 0, the local uniqueness guarantees that the particle path cannot intersect with the nozzle wall provided that (x 1 , x 2 , x 3 ) ∈ Ω;
while for any (x 1 , x 2 , x 3 ) ∈ Γ, the streamline always lies on the nozzle wall Γ. Hence, each streamline can be uniquely traced back to some point belonging to Γ − . Let γ i (x 1 , x 2 , x 3 ) = X i (0; x 1 , x 2 , x 3 ). Then we have the following estimates.
Lemma 8. (1)
The streamline is also C 2,α -smooth provided that the velocity field has C 2,α regularity, i.e.,
with C depending only on u C 2,α (Ω) .
(2) Suppose X i (s) andX i (s) are streamlines associated with u andũ, then
where C depends on u C 2,α (Ω) and ũ C 2,α (Ω) .
(3) On the solid boundary Γ, we have
The proof for Lemma 8 is given in the Appendix A.
Using Lemma 8 gives
where C 1 depends on u 2,α;Ω and C 2 depends on u 2,α;Ω and ũ 2,α;Ω . From now on, the constants C, C 1 and C 2 may change from line to line. However, they keep the property that C depends only on ū 2,α;Ω , C 1 depends only on u 2,α;Ω and C 2 depends on u 2,α;Ω and ũ 2,α;Ω . Furthermore, it follows from from Lemma 8 that
Note that dB ds (s; x) = 0, so the Bernoulli's function is invariant along the streamline.
Therefore,
In particular,
Since B 0 (0, 0) =B, this, together with (71), yields
It follows from (72) and the condition (12) that one has n · ∇B = 0 on Γ.
LetB(x 1 , x 2 , x 3 ) be the Bernoulli function associated withũ. Then we have
Step 2: Solving the vorticity. Extend the matrix (divu)I − (∇u)
T be the solution to the following linear ODE system.
where Λ 0 = Λ(0, X 2 (0; x), X 3 (0; x)). This yields that
Note that ω defined in (76) satisfies
Since u · n = 0 and (∇ × u) × n = 0 holds on Γ, one has ∂ 2 u j = ∂ j u 2 ≡ 0 for j = 1, 3 on Γ 2 . Thus, on Γ 2 , the equation (78) can be written as
Since
we have
Furthermore, let ω andω be the solutions defined in (76) associated with u andũ, respectively. Then
Step 3: ω is divergence free. Since (u × ω) · τ = ∂ τ B 0 for any tangential direction τ on Γ − , the Stokes theorem gives
This yields that
Combining (78) with the identity (21) gives (n · u)divω = 0 on Γ − . Since n · (ρu) = f < 0 on Γ − , one has divω = 0 on Γ − .
Differentiating (78) yields
This, together with the boundary condition for divω at Γ − , gives divω ≡ 0 in Ω.
Step 4: Construct the vortical part of the velocity field. It follows from the compatibility
|u| 2 ) satisfies ∇ρ · n = 0 on Γ. Furthermore, we have ω × n = 0 on Γ.
Hence Lemma 4 guarantees that there exists a unique W ∈ C 2,α (Ω) satisfying
Moreover, W satisfies the following estimate
Let W andW be solutions associated with u andũ, respectively. Then W −W solves
It is easy to see that ∇ρ · n = 0 and (ω −ω) × n = 0 on Γ. Differentiating (84) and the straightforward computations yield
Therefore, applying the priori estimate given in Lemma 4 yields
Step 6: Construct the irrotational part of the velocity field.
Note that the following compatibility conditions hold at Γ, i.e.,
We consider the following nonlinear problem
(88)
Then we have the following results on the problem (88).
Lemma 9. There exist two positive constants δ 1 and σ 2 ∈ (0, σ 0 /2) such that if
then there exists a solution φ ∈ C 3,α (Ω) of (88) satisfying
Furthermore, suppose φ andφ are solutions associated with (W, B) and (W ,B), respectively. Then, φ −φ satisfies the estimate
We first use Lemma 9 to finish the proof of Theorem 2. The proof of Lemma 9 is given at the end of this section.
Step 5: Existence of the solution of the Euler system Define v = T u = ∇φ + W . If ǫ is sufficiently small, then one has
Thus v −ū 2,α;Ω ≤ σ 0 . Note that
Furthermore, given u (0) ∈ S, we can define u (n) = T u (n−1) for n ≥ 1. It is easy to see that u (n) ∈ S. Furthermore, combining the estimates (74), (80), (86), and (90) together and choosing ǫ sufficiently small yield
Thus u (n) converges to u in C 1,α (Ω). Since u (n) ∈ S, one has u ∈ S. Therefore, there exists a unique fixed point u for T in S. Furthermore, (u, ω, B) satisfies (14)- (16) . Thanks to Proposition 3, u is a solution of the Euler system (1)- (2) with the condition (4) and (8) . This finishes the proof of Theorem 2. ✷
In order to complete the proof of Theorem 2, we need only to prove Lemma 9.
Proof of Lemma 9. Take Φ = φ −φ whereφ is the corresponding potential flow. Then Φ satisfies the system
, and
We prove the existence of solution of (92) by the contraction mapping theorem.
it is easy to see that the problem
has a solution Φ ∈ A. By the Schauder estimate, it is easy to see that Φ ∈ C 3,α (Ω).
Furthermore, the straightforward calculations give
, and ∂f ∂ν = 0 on ∂Γ −
with ν the outer normal vector of ∂Γ − . These, together with ∂ iφ = ∂ iiiφ = 0 and Lemma 10 in Appendix B, imply that Φ ∈ C 3,α (Ω) and satisfies ∂ iii Φ = 0 on Γ i and
If δ 1 + σ 2 and θ are sufficiently small, then Φ ∈ K.
Furthermore, for Ψ m ∈ K(m = 1, 2), let Φ m = J Ψ m be the associated solution of (93).
Applying Theorem 10 again gives
With the aid of the straightforward computations, one has
One may choose θ and σ 2 small enough such that
Hence (88) has a unique solution φ ∈ K by the contraction mapping theorem.
Moreover, it follows from (95) that
On the other hand, suppose that φ andφ are solutions associated with (W, B) and 
This complete the proof of the Lemma 9.
Appendix B. Reflection technique for linear elliptic equations
In this appendix, we prove the regularity for the boundary value problem for the elliptic equation near the edges and corners of the boundary when some compatibility conditions are satisfied.
Consider the elliptic equation with cornormal boundary condition, i.e.,
where 
Then ϕ ∈ C 3,α (Ω) and satisfies ∂ iii ϕ = 0 on Γ i and
where C depends on ∇φ C 2,α and the elliptic constants. (ii) If a ij = λδ ij with λ satisfying ∇λ · n = 0 on Γ, then ϕ also belongs to C 3,α (Ω) and satisfies (104) with C depending on λ C 2,α and the elliptic constants..
Proof: (i) Define the extended functions for f, φ, ϕ and F = (F 1 , F 2 , F 3 ) T as follows, φ(x 1 , x 2 , x 3 ) = φ(x 1 , |x 2 − 2k 2 |, |x 3 − 2k 3 |),φ(x 1 , x 2 , x 3 ) = ϕ(x 1 , |x 2 − 2k 2 |, |x 3 − 2k 3 |),
f (x 2 , x 3 ) = f (|x 2 − 2k 2 |, |x 3 − 2k 3 |),F 1 (x 1 , x 2 , x 3 ) = F 1 (x 1 , |x 2 − 2k 2 |, |x 3 − 2k 3 |), 
This gives (104).
(ii) If we extendφ,f andF as above and extend λ as follows λ(x 1 , x 2 , x 3 ) = λ(x 1 , |x 2 − 2k 2 |, |x 3 − 2k 3 |),
then one also has the global regularity estimate (105) which gives (104). ✷
