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ABSTRACT
In an industrial environment, a manufacturing plant is composed of, among other
things, sensors, actuators, and controllers that form control loops. Such elements are often
referred to as a programmable logic controller (PLC). Techniques are presented herein that
allow manufacturing plants to achieve decreased latency and increased reliability by
placing the PLCs in a sensor-controller-actuator system closer to each other while
minimizing the deployment cost to the extent possible. This is achieved by deploying PLCs
as moving containers in an access point (AP) for, as an example, wireless manufacturing
plants. Aspects of the presented techniques dynamically deploy PLC applications and roam
them in locations such that the number of hops between a sensor’s output, the control logic
(e.g., a PLC), and an actuator’s input may be kept at a minimum to achieve the lowest
latency and jitter and the maximum reliability. Further aspects of the presented techniques
leverage elements of the Internet Engineering Task Force (IETF) Reliable and Available
Wireless (RAW) initiative, a Path Computation Element (PCE), a Path Selection Engine
(PSE), etc.
DETAILED DESCRIPTION
In an industrial environment, a manufacturing plant is composed of, among other
things, sensors, actuators, and controllers that form control loops. Such elements are often
referred to as a programmable logic controller (PLC).
A control loop strives to push a process to a desired value (i.e., a setpoint). This
may be as simple as a dimmer switch that is connected to a lightbulb. Such an arrangement
is an example of an open-loop control system, whereby an operator must control what
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happens (i.e., it is the operator’s responsibility to 'measure' the light intensity and then
adjust the setting accordingly). In contrast, a closed-loop control system provides feedback
to the system so that changes to a process may be made automatically, without operator
intervention.
Figure 1, below, presents elements of an exemplary open-loop and closed-loop
control system.

Figure 1: Exemplary Open-Loop and Closed-Loop Control System
Continuing with light bulb theme that was begun above, a dimmer closed-loop
control system would require that a light sensor be fitted into the loop so that, as a room
becomes darker, the current to the light bulb may be increased by an actuator (i.e., a dimmer)
that would augment the voltage (actually, the frequency) so that the light bulb becomes
brighter. The setpoint in such an example would be the desired level of light in the room.
In general terms, PLCs are undoubtedly one of most widely used pieces of control
and automation technology. A clue really comes from the meaning of the acronym PLC –
i.e., a ‘programmable logic controller.’ It is the fact that a PLC is programmable that makes
such a device so versatile in its application. PLCs contain a processor, memory to hold its
programming and other data, and input and output modules. PLCs are typically
programmed through a personal computer (PC) and there are a number of different industry
standard languages (such as, for example, the International Electrotechnical Commission
(IEC) standard 61131-3) that may be employed.
As described on the Wikipedia page for PLC, "[a] programmable logic controller
… or programmable controller is an industrial computer that has been ruggedized and
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adapted for the control of manufacturing processes, such as assembly lines, machines,
robotic devices, or any activity that requires high reliability, ease of programming, and
process fault diagnosis. PLCs can range from small modular devices with tens of inputs
and outputs (I/O), in a housing integral with the processor, to large rack-mounted modular
devices with thousands of I/O, and which are often networked to other PLC and SCADA
systems. They can be designed for many arrangements of digital and analog I/O, extended
temperature ranges, immunity to electrical noise, and resistance to vibration and impact.
Programs to control machine operation are typically stored in battery-backed-up or nonvolatile memory."
In order for a system to correctly operate, and for a control loop to remain stable,
the latency and the jitter of measurements and actions that are made on the control element
must at all times be maintained within operational bounds. Additionally, the overall
reliability of the links between such components is crucial. For example, three losses in a
row may result in production being halted. This is why traditional PLCs are ruggedized
and, in the case of an industrial control loop for manufacturing, collocated with the sensors
and the actuators inside a factory floor and connected through short wires.
With the advent of the Industrial Internet, the analog signals that carry sensor
information to a PLC and the control commands from a PLC to an actuator are slowly
migrating to a digital format over Ethernet and the Internet Protocol (IP). The PLC is
becoming virtualized and is being operated on a carpeted floor (meaning an on-premise
cloud that is situated next to a production floor) and connected to the sensors and actuators
over deterministic networks (DetNets) through Time-Sensitive Networking (TSN) and a
handful of semi-proprietary solutions such as isochronous Profinet.
A number of use cases require wireless communication, either to add diversity
when cables may be broken or to enable mobility for difficult environments where cabling
is impractical. The Internet Engineering Task Force (IETF) Reliable and Available
Wireless (RAW) initiative improves wireless reliability, thus increasing the number of
possible paths between two endpoints (which in the instant case may comprise a sensor
and a PLC or a PLC and an actuator). However, the overall service level of a wireless path
degrades rapidly with the distance and the obstacles in the Fresnel zone, so even with RAW
it is impractical to connect a virtual PLC running in the carpeted floor over wireless.
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Techniques are presented herein that introduce a new step for the Industrial Internet
whereby a PLC may be migrated back to the factory floor, but in its new virtualized
capacity. Aspects of the presented techniques leverage RAW to create deterministic
wireless paths from a sensor to an actuator and place virtualized PLCs at a network’s edge
(inside of an access point (AP) that is delivering wireless access) along those paths. It is
important to note that aspects of the presented techniques may be extended to any
application function that can be operated in an edge computing environment. Further, the
type of network is not limited to wireless and neither to APs themselves.
An IP version 6 (IPv6) over the Timeslotted Channel Hopping (TSCH) mode
(6TiSCH) architecture (as described in the IETF Request for Comments (RFC) 9030)
leverages a centralized model that is similar to that of a DetNet architecture (as described
in the IETF RFC 8655) whereby a device’s resources and capabilities are exposed to an
external controller which installs routing states into the network based on its own objective
functions that reside in that external entity. With DetNet and 6TiSCH, the component of
the controller that is responsible of computing routes is a Path Computation Element (PCE).
A PCE computes its routes based on its own objective functions (such as described in the
IETF RFC 4655) and typically controls its routes using the PCE Protocol (PCEP) as
described in the IETF RFC 5440. Additionally, 6TiSCH defines complex routes called
Tracks. Aspects of the techniques presented herein define policies that are applied by a
PCE to disseminate application functions inside a network, running in an edge computing
environment such as a container in a Wi-Fi AP.
With 6TiSCH, a Track is a networking graph that may be followed to transport
packets with equivalent treatment. As opposed to the classical definition of a path, a Track
is not necessarily linear. For example, it may contain multiple paths that may fork and
rejoin. As described in the IETF Internet-Draft draft-ietf-roll-dao-projection, Tracks may
be installed using extensions to the IPv6 Routing Protocol for Low-power and Lossy
Networks (RPL, see the IETF RFC 6550) as a collection of linear paths that may cross or
remain parallel and assume the general shape of a destination-oriented directed acyclic
graph (DODAG).
RAW is an effort to provide a DetNet in networking environments where at least
some segments of a path are wireless. Making a wireless environment reliable and available
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is even more challenging than it is with a wired environment due to the numerous causes
of loss in transmission that add up to the congestion losses and the delays that result from
an overbooking of shared resources. In order to maintain a similar quality of service along
a multi-hop path that is composed of both wired and wireless hops, additional methods that
are specific to wireless must be leveraged to combat the sources of loss that are also specific
to wireless.
Figure 2, below, depicts elements of an illustrative network arrangement that is
reflective of the above discussion.

Figure 2: Illustrative Network Arrangement
A RAW architecture extends the definition of a Track, as being composed of EastWest directional segments and North-South bidirectional segments, to enable additional
path diversity (using Packet Automatic Repeat reQuest (ARQ), Replication and
Elimination (RE), and Overhearing (PAREO) functions over the available paths) to provide
a dynamic balance between the reliability and availability requirements of the flows and
the need to conserve energy and spectrum. To optimize the dynamic use of a Track, the
5
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RAW architecture defines a data plane extension of the PCE called the Path Selection
Engine (PSE). A PSE adapts the use of the path redundancy within the Track to defeat the
diverse causes of packet loss.
A PSE controls the forwarding operation of the packets within a Track. Aspects of
the techniques presented herein define policies that are applied by a PSE to route a packet
along any of the possible paths along a Track such that the needed application function(s)
is (are) operated at least once along the path of a packet. It may decide on a path and on
the amount of redundancy on a per-packet basis. As a result, there may be more than one
copy of a packet (for example, in the use case that was described above possibly a read
sensor measurement or an actuator command) that arrives at a destination and the packets
may follow different sequences of nodes and may be replicated and/or eliminated within
the network.
Table 1, below, presents a comparison of various of the attributes of a PCE and a
PSE that is reflective of the above discussion.
Table 1: Comparison of PCE and PSE Attributes

Under the techniques presented herein, the objective is to dynamically deploy PLC
applications and roam them in locations in such a way as to minimize the number of hops
between a sensor’s output, the control logic (e.g., a PLC), and an actuator’s input. The end
goal is to achieve the lowest latency and jitter and the maximum reliability.
Consider an example comprising a robot with sensors and actuators where the robot
moves around in a factory. The robot’s connection to the network will need to adapt and
honor the requirements (in terms of latency, round trip time, and reliability) as defined by
the PLC application that is controlling the robot.
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PLC applications are vendor-specific and may be embodied in operating system
(OS) applications within different APs. Such applications may comprise containers
running on network equipment vendor devices such as APs, switches, etc. An application
itself may be anything and therefore is vendor-specific.
The techniques presented herein encompass a number of capabilities, several of
which will be described below (using the robot example that was introduced above).
A first capability comprises the deployment of OS (read containerized) applications
in locations (e.g., APs) that solve the above-described constraint on the number of hops
between sensors, actuators, and control logic. This is computed as a function of AP
capabilities, robot location, network load, and radio frequency (RF) environment quality.
Under such an approach, a PSE is extended to not only define a network path but also to
decide the endpoint (e.g., a PLC) for the path. To achieve that objective, a PSE must
optimize the following cost function:
C = f(L, G = {V, E})

where L is the maximum latency for the work by the sensors and actuators and G = {V, E}
is the network graph where V is the vertices set (i.e., nodes) and E is the edge set (i.e., links)
with their properties.
A second capability comprises increasing reliability by extending a PSE to support
redundant PLC deployments, each one with its own path to the robot. For each
measurement, a command may be issued by a PLC in response to a measurement. Since
multiple PLCs will emit a command for that same measurement, each command will be
uniquely tagged (per measurement) so that the robot may identify duplicate commands
versus new commands.
For the case where different PLCs provide a contrasting input or decision to the
robot, the contrasting input to the robot may be due to two causes. A first cause
encompasses errors in the wireless medium for which soft-decoding approaches may be
used to recover the erroneous input. A second cause encompasses different decisions by
PLCs for which some consensus algorithm (for example, but not limited to, a majority
voting paradigm) may be needed.
For the second cause that was described above, the techniques presented herein do
not mandate any specific consensus protocol or actions to handle conflicts that stem from
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such a protocol. A policy to deal with the instant effect could comprise picking one
command if the command is expected to be the same for all; performing an average control
operation if the command went through some statistical analysis or machine learning (ML)
process; or sorting the Byzantine general issue classically with a two-thirds majority if the
expectation is that a PLC may fail and then alerting about the outlying PLC. Since the
above-described activities take place over a real-time network, any chosen consensus
protocol must deal with the additional time constraints that those activities impose.
In other words, a PSE must optimize the cost function:
C = f(L1, L2, ..., Lk, NPLC, G = {V, E}, Npaths)

where L1, L2, ..., Lk are the different maximum latencies for the different K phases of
the work by the sensors and actuators; NPLC is the number of PLCs; Npaths is the desired
number of paths (i.e., redundancy); and G = {V, E} is the network graph where V is the
vertices set (i.e., nodes) and E is the edge set (i.e., links) with their properties.
A third capability comprises having multiple PLCs covering different aspects of the
robot workflow (e.g., different sensors or different actuators or different phases of the
work). The important point is that such application-specific constraints are provided to a
PSE in order to compute an optimal distribution of the related traffic, along with PLC
placement, to allow for the meeting of some defined level of reliability and latency.
Under such an approach, the PLCs still work in parallel, similar to the second
capability that was described above. However, each PLC has different targets to control.
Notably, this capability may be combined with the second capability to yield mixed
distributions of PLC functionalities with K sets of N PLCs, each set taking care of the entire
robot functionality (i.e., each PLC covering one phase or one part of the robot’s actions).
An extension to this capability encompasses leveraging the dynamic nature of a
PSE to recompute the optimal PLC deployments whenever certain parameters (such as
reliability, latency, etc.) fall below certain thresholds.
A fourth capability comprises application deployment timing, which can play a
crucial role in where PLCs are deployed. Indeed, since the deployment of PLCs is dynamic
and will change over time depending on the above-described cost functions, the time it
takes to deploy a PLC might influence as well the overall latency in the case where network
or wireless RF changes more rapidly than application deployment. In such a case, a new
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variable, T, representing the time it takes to deploy a PLC may be added and combined
with the above-described capability.
As described and illustrated above, the techniques presented herein support a
mechanism for moving PLC logic in computing units (e.g., APs) to satisfy the real-time
requirements of industrial devices (e.g., moving the PLC logic to the APs that are close to
a robot as it moves on a factory floor).
Analogously, the art of virtual machine (VM) placement mostly relates to cloud
load balancing. According to aspects of the techniques presented herein, time becomes an
integral part of the computation, meaning that if a PLC cannot be placed on the shortest
path then another path is selected. As described above, the movement of virtual PLC logic
in different computing units in order to meet real-time, determinism, and reliability
requirements implies that placement is a key factor together with the redundancy of PLC
logic, the redundancy of PLC communication paths and the handling of the same, and the
decomposition of PLC logic into smaller functions and the placement of the same. All of
this serves to fulfill real-time wireless industrial constraints.
Importantly, under aspects of the presented techniques end devices do not need to
be aware of duplicate commands as it is possible to insert an intermediate function that
resolves multiple duplicate commands into one command for a device to consume, hence
solving any backward compatibility issues.
Further, communications for control systems are often redundant. Aspects of the
techniques presented herein allow a PLC to modify a packet in flight and insert control
information. Under such an arrangement, it is still possible to use a Redundancy Box
(RedBox) though it is extended. The Parallel Redundancy Protocol (PRP) information is
thus still present and augmented, so a packet that was modified by a PLC may be
recognized versus the original packet. This allows an intermediate PLC to not compute
again on a packet that already passed through one PLC and allows a receiver to drop
packets that did not pass through any PLC. Since the described activities encompass a realtime wireless network, the time delta will be very small and controlled.
Some technology companies and 3rd Generation Partnership Project (3GPP) fifthgeneration (5G) proponents are trying to solve problems that are similar to what was
described in the above narrative and are pushing mobile edge computing (MEC) as a
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solution. This is the only way for 5G solutions to meet the strong real-time requirements
for industrial and power automation. However, such solutions do not address the issue of
optimizing the placement of PLCs as is possible under aspects of the techniques presented
herein.
In summary, techniques have been presented herein that allow manufacturing
plants to achieve decreased latency and increased reliability by placing the PLCs in a
sensor-controller-actuator system closer to each other while minimizing the deployment
cost to the extent possible. This is achieved by deploying PLCs as moving containers in an
AP for, as an example, wireless manufacturing plants. Aspects of the presented techniques
dynamically deploy PLC applications and roam them in locations such that the number of
hops between a sensor’s output, the control logic (e.g., a PLC), and an actuator’s input may
be kept at a minimum to achieve the lowest latency and jitter and the maximum reliability.
Further aspects of the presented techniques leverage elements of the IETF RAW initiative,
a PCE, a PSE, etc.
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