In recent years, aluminum-matrix composites (AMCs) have been widely used to replace cast iron in aerospace and automotive industries. Machining of these composite materials requires better understanding of cutting processes regarding accuracy and efficiency. This study addresses the modeling of the machinability of self-lubricated aluminum /alumina/graphite hybrid composites synthesized by the powder metallurgy method. In this study, multiple regression analysis (MRA) and artificial neural networks (ANN) were used to investigate the influence of some parameters on the thrust force and torque in the drilling processes of self-lubricated hybrid composite materials. The models were identified by using cutting speed, feed, and volume fraction of the reinforcement particles as input data and the thrust force and torque as the output data. A comparison between two prediction methods was developed to compare the prediction accuracy. ANNs showed better predictability results compared to MRA due to the nonlinearity nature of ANNs. The statistical analysis accompanied with artificial neural network results showed that Al 2 O 3 , Gr and cutting feed (f) were the most significant parameters on the drilling process, while spindle speed seemed insignificant. Since the spindle speed was insignificant, it directed us to set it either at the highest spindle speed to obtain high material removal rate or at the lowest spindle speed to prolong the tool life depending on the need for the application.
Introduction
Metal-matrix composites (MMCs) form a group of engineered materials that have received considerable research. The most popular reinforcements are silicon carbide, alumina and graphite. Aluminum, titanium and magnesium alloys are commonly used as the matrix phase. According to many authors metal-matrix composites (MMCs) have many advantages over monolithic materials, including higher specific strength, higher thermal conductivity than ceramic materials, good wear resistance, lower coefficient of thermal expansion [1] [2] [3] [4] [5] . MMCs compete with super-alloys, ceramics plastics and redesigned steel parts in several aerospace and automotive applications. Therefore, the development of composite materials has been an area of intensive interest for the past 30 years. The object for producing composite materials is to achieve a spectrum of properties that cannot be obtained in any of the constituent materials acting alone.
Efforts have been made to develop near net shape manufacturing for these products, but some amount of finishing needs to be done in order to complete the assembly process. However, for assembly and joining, secondary machining processes such as drilling are required. Drilling is often the last manufacturing process to be performed on a part before assembly [6] .
However, because of the poor machining properties of metal-matrix composites (MMCs), drilling of MMCs is a challenging task for manufacturing engineers. Unlike machining of conventional materials, many problems are present during drilling of MMCs, such as tool wear, high drilling forces, and burrs height [7] . Aluminum is commonly machined with high speed steel, diamond and carbide tooling. However, silicon nitride-based ceramic tools are generally not used in aluminum because of the high solubility of silicon in aluminum [8] . Cutting forces are generally low and, because aluminum is a good conductor of heat, and since most aluminum alloys melt at temperatures between 500˚C and 600˚C, cutting temperatures and tool wear rates are also low [7, 8] . When cut under proper conditions with sharp tools, aluminum alloys acquire fine finishes through turning, drilling and milling, minimizing the necessity for grinding and polishing operations. The major machinability concern with aluminum alloys includes tool life, chip characteristics, chip disposal and surface finish [9, 10] . However, dry machining is now considered for two major reasons: 1) The potential reduction in cost by minimizing or eliminating the use of cutting fluids, which are expensive to use and maintain.
2) The health and environmental benefits of minimizing metalworking fluid use, termed "green machining" [11, 12] . Dry machining of aluminum alloys provides a significant cost savings, including the costs associated with purchasing metalworking fluids and biocides added to minimize microbial growth, maintaining equipment used to deliver metalworking fluids to the work surface, and ultimate disposal [8] .
Statistical methods are now using significantly in the area of composite materials [1, 13] . For example Taguchi method was used for modeling the drilling process of aluminum matrix composite materials using the (A356/ 20/SiC P -T6: aluminum with 7.0% silicon, 0.4% magnesium, reinforced with 20% vol.% particles of silicon carbide [SiC]-heat treatment (solutionising and aging T6-5 h at 154˚C) [1] . The objective was to establish correlation between cutting velocity, feed rate and cutting time using multiple regression analysis. The evaluated responses were tool wear, specific cutting pressure and holes' surface roughness. In this study many empirical correlations were established and used to predict the outputs based on a given range of inputs.
The use of regression analysis (RA) and artificial neural networks (ANNs) represents a new methodology in many different applications of composite materials including prediction of mechanical properties of aluminum based materials [13] [14] [15] . They are promising fields of research in predicting experimental trends and have become increasingly popular in the last few years. They can often solve problems much faster compared to other approaches with the additional ability to learn from small experimental data, especially for ANN. Artificial neural networks were used to predict some mechanical properties of Al-Mg-Cu/SiC composite materials [5, 14] . It was found that ANN has the ability to predict mechanical properties accurately and efficiently, hence reducing experimental time and cost. Also, ANN was used to predict the effect of thermo-mechanical parameters on mechanical properties of aluminum alloy AA3004 [15] . By using a well-trained ANN models a reliable and accurate results could be obtained. ANNs provide fast, accurate and consistent results, making them superior to all other techniques ANN. Moreover, ANN and multiple regression methods in analyzing machining parameters of aluminum alloy reinforced with silicon carbide particles with attention on tool wear [13] . Also it was found that ANN has the ability to predict tool wear accurately from feed force. Another advantage of using ANNs in engineering materials is to model tribological behaviors of short alumina fiber reinforced zinc-aluminum composites [16] . In this study, the specific wear rate and coefficient of friction obtained from a series of the wear tests were used in the formation of training sets of ANN. Again, ANN was proved to be an excellent prediction technique in such area if it is well trained.
Selection of machinability data, which includes choosing the appropriate machining parameters, plays an important role in the efficient operation of machine tools and thus considerably influences the overall manufacturing costs. The cutting process is very complex. Knowledge about the machining process is limited. The uncertainty and incomplete knowledge are inherent to machine tools. The cutting process is subject to large disturbances because of variations in machinability, raw materials and the machining conditions. There has been little work related to the modeling of the drilling process. The goal of this paper is not to focus on the analysis of these models as the analytical standard models have not introduced good results in practice. Accordingly, an alternative to these models is the neural network model. There are a series of reasons that justify the use of neural network in the modeling of complex cutting processes [5, 13, 14] . Probably the most important is its ability to cope with uncertainty and imprecision, which are always present in systems with well-defined complexity, where the relationships between the variables are unknown [13] . Therefore, the main objective of this study is to provide a method of prediction of the main parameters for metal cutting processes of Al-Al 2 O 3 -Gr composites.
This study is an attempt to develop prediction models for the drilling process of aluminum-based composite materials to help the selection of cutting parameters and the improvement of the drilling process. In the present work, multiple regression analysis (MRA) and artificial neural network (ANN) models were used to investigate the influence of some parameters on the thrust force and torque in the drilling processes. The model for the cutting forces is identified by using cutting speed, feed, and volume fraction of the reinforced particles as input data and the thrust force and torque as the output data.
Multiple Regression Analysis
Regression analysis is a statistical tool for the investigation of relationships between variables. Usually, the in-vestigator seeks to ascertain the causal effect of one variable upon another. Multiple regression analysis (MRA) is widely used to model the cause and effect relationship between inputs and outputs and can be generally expressed as [17] :
, , , ; , , ,
where Y is a dependent variable (i.e. output variable), 1 , , n X X  are independent or explanatory variables (i.e. input variables), θ 1 -θ p are regression parameters, ε is a random error, which is assumed to be normally distributed with zero mean and constant variance σ 2 , and f is a known function, which may be linear or nonlinear. If f is linear, then Equation (1) becomes a multiple linear regression model which can be expressed as [17] :
where b 0 is a constant and called intercept. Different functional forms decide different MRA models. Estimation of the regression parameters θ 1 -θ p or b 0 -b n is made using least squares method (LSM). LSM can be expressed as an unconstrained optimization problem:
where t = 1, , T represent T different sample points.  However, the corresponding regression model can be utilized for prediction if the regression parameters are determined.
Another important prediction measure is the coefficient of determination R 2 . Coefficient of determination measures the amount of variation in the dependent variables. The closer this is to 1 the better. Since R 2 can be made larger simply by adding more predictor variables to the model. To overcome this R 2 -adj is widely used in association with R 2 . This adjusted R 2 does not automatically increase when new predictor variables are added to the model. In fact, the adjusted R 2 may actually decrease, because the decrease in SSE may be more than offset by the corresponding decrease in the error degree of freedom (df). R 2 and R 2 -adj can be expressed as follow [17] :
where SSR: regression sum of squares, SSE: error sum of squares, SST: total sum of squares, MSE: errors mean square, and MST: total mean square.).
Artificial Neural Networks (ANNs)
Artificial neural networks (ANNs) are considered as artificial intelligence modeling techniques. They have highly interconnected structures similar to the brain cells of human neural networks and consist of a large number of simple processing elements called neurons, which are arranged in different layers in the network. Artificial neural networks are considered massive parallel distributed processors made up of simple processing units, which have a natural propensity for storing experimental know ledge and making it available for use. It resembles the brain in two respects: 1) Knowledge is acquired by the network from its environment through a learning process, and 2) Interconnection weights are used to store the acquired knowledge.
Learning Algorithm
Each network consists of an input layer, an output layer and one or more hidden layers. One of the well-known advantages of ANN is that the ANN has the ability to learn from the sample set, which is called a training set, in a supervised or unsupervised learning process. Once the architecture of the network is defined, then, through a learning process, weights are calculated so as to present the desired output [18] [19] [20] . Figure 1 shows a traditional algorithm used for training feed forward back propagation neural network. Artificial neural networks are adaptive statistical devices. This means that they can change the values of their parameters (i.e. the weights) as a function of their performance. These changes are made according to learning rules, which can be characterized as supervised (when a desired output is known and used to compute an error 
The backpropagation neural network is a multiple layer ANN with one input layer, one output layer and some hidden layers between the input and output layers. Its learning procedure is based on the gradient search with least mean squared optimality criteria. Once the input data are fed to the nodes in the input layer (o i ), this will be fed to nodes (j) in the hidden layer through weighting factors (w ji ), the details are given below.
The net input to node j can be represented as:
where b j is the bias over node j and the output of the node j can be expressed using sigmoid activation function as:
If linear activation function was used then it can be expressed as:
Similarly, the outputs from nodes in the hidden layer are fed into nodes in the output layer. This process is called the feed forward stage. After the feed forward stage is done, output (o pk ) can be obtained from nodes in the output layer. In general, the output o pk will not be the same as the desired known target t pk . Therefore, the average system error can be calculated as:
The error is then backpropagated from output layer nodes into hidden layer nodes using gradient descent method.
The δ value for output layer is given by
This process is called backpropagation stage. After all examples are trained, the system will collect adjusted weights according to:
The updating of weights will be done according to:
Backpropagation neural networks represent a supervised learning method, requiring a large set of complete records, including the target variables. As each observation from the training set is processed through the network, an output value is produced from output nodes. These values are then compared to the actual values of the target variables for this training set observation and the errors (actual-output) are calculated. Mean square error value (MSE) was used to evaluate the training performance of the ANN.
Materials and Methods

Materials
Aluminum, (Al 2 O 3 ) and graphite (Gr) powders of different sizes were mixed thoroughly. The chemical composition of the aluminum powder is shown in Table 1 . The specifications of the powders used to prepare the specimens are shown in Table 2 .
Typical powder metallurgy technique was followed in this study [22] [23] [24] . Specific amount of alumina (Al 2 O 3 ) and graphite (Gr) particles were added to the aluminum powder. Alumina and graphite were added in three different levels: 0, 2 or 4 vol%. Powders were mechanically blended in a mixer for 2 h at 90 rpm. Then the premixes were compacted using precision metal die with Ø 25 mm in the laboratory vertical unidirectional press with a capacity of 150 MPa to yield the green compacts. The green compacts were put inside a special sintering die (Figure 2) during the sintering process in order to prevent the possible distortion at high sintering temperature. The sintering profile is shown in Figure 2 . This process metallurgically bonds the powder particles together and develops the desired physical and mechanical properties.
Drilling Process
Drilling operations were conducted on "Q&S Drill master (QSE3)" drilling machine using standard 5 mm diameter solid carbide twist drills (R415.5-0500-30-8C0). The parameters included: three alumina, Al 2 O 3 , particles contents (0 vol.%, 2 vol.%, 4 vol.%), three graphite, Gr, particles contents (0 vol.%,, 2 vol.%, 4 vol.%), three cutting feeds, F, (0.076, 0.127 and 0.152 mm/rev) and three spindle speeds, N, (150, 300, and 600 rpm). To ensure reliable and accurate results the drills used to execute the experiment were selected randomly. The experiment setup is shown in Figure 3 . Figure 4 shows a sample graph of the measurement of thrust force and cutting torque. Two-component drill dynamometer (BKM 2000 TeLC drilling dynamometer) has been used to measure the thrust force and cutting torque during the drilling process. XKM 2000 software was used for the data acquisition of TeLC˚ cutting tool dynamometers with serial data interface to PC computer.
Measurement of Thrust Force and Torque
Results and Discussion
Experiments have been performed in order to investigate the effects of one or more factors, i.e. cutting speed, feed, and volume fraction of the reinforced particles on the thrust force and torque during drilling process of the considered composite. When an experiment involves two or more factors, the factors can affect the response individually or interactively. Generally, the experimental design does not give an idea about the interaction effects of the factors as in the case of one-factor-at-a-time experimentation. All possible factor level combination experiments conducted in completely randomized designs are especially useful for testing the interaction effect of the factors. Completely randomized designs are appropriate when there are no restrictions on the order of the testing to avoid systematic biases.
Multiple Regression Analysis Results
To establish the prediction model, a software package MINITAB 15 was used to perform the multiple regression analysis using the above experiment data. The first step in regression analysis was developing linear regression models and examining their prediction accuracy. Tables 3 and 4 show the linear regression models for thrust force and torque, respectively. The linear regression model works well in thrust force analysis with R 2 = 92.6% and R 2 (adj) = 92.2%. Its prediction ability for torque model seems inefficient with R 2 = 77.8% and R 2 (adj) = 76.6%. This shortcoming leads us to transform the outputs into logarithmic scale prior to use linear regression model. This is also to eliminate the inequality of the residuals variance with respect to time as shown in 6 show normal probability plots for residuals for ln(torque) and ln(thrust force), respectively, and Figures  7 and 8 show plots of residuals versus predicted values for ln(torque) and ln(thrust force), respectively. The usual diagnostic checks were applied to the residuals for thrust force and torque regression models. Normal prob- ability plots ,especially for the torque model, have intervals (especially tails) that do not fall exactly along the straight line passing through the center, which indicating some potential problems with the normality assumption, but the deviation from normality does not appear sever. Moreover, residual plots do not show any pattern or trend of the residuals which means good normality assumption for both models (Figures 7 and 8) .
Linear regression models are shown in Tables 5 and 6 for ln(thrust force) and ln(torque), respectively. In these models higher values of both R 2 and R 2 (adj) were obtained. R 2 -adj = 95.46% and R 2 -adj = 92.65%% for ln(thrust force) and ln(torque), respectively. It is worth to mention that R 2 and R 2 -adj do not ensure good prediction model, these values should be used as indication of goodness of fit, but with caution [17] .
p-values were close to zero in the analysis of variance (ANOVA) as presented in Tables 5 and 6 indicating satisfactory goodness of fit for these models. Among the four parameters considered in analysis of ln(thrust force), Al 2 O 3 (vol%), Gr (vol%) and cutting feed significantly affect the thrust force independently for a significance level α = 0.05 as shown in Table 5 . However, spindle 
where X 1 represents Al 2 O 3 (vol%), X 2 represents Gr (vol%), X 3 represents cutting feed (mm/rev), and X 4 represents spindle speed (rpm). The signs of the parameters in the model presented in Tables 5 and 6 were examined. Positive signs mean the response output (either thrust force or torque) values go in the same direction as the parameter, and negative signs imply the opposite.
To test the prediction performance of the ln(thrust force) and ln(torque) regression models, the absolute relative errors were computed based on experimental and predicted values. The absolute relative error (ARE) was computed based on the following equation:
 
Predicted value Experimental value ARE % Experimental value
Average absolute relative errors (ARE) were 12.59% and 7.10% for ln(thrust force) and ln(torque), respectively. Although these error levels could be accepted in some cases, better prediction models may give better predictability and lower error values. This leads us to use ANN for prediction purposes instead of MRA because it performs well and gives a better mapping between inputs and outputs.
Artificial Neural Network Results
The ANN was implemented using fully developed feed forward backpropagation network. The models for cutting forces are identified by using the alumina (Al 2 O 3 ) particles contents, graphite (Gr) particles contents, cutting feeds (f) and spindle speeds (N) as input data and thrust force and cutting torque as the output data. An 4-10-2 ANN topology was used, which consists of four input nodes, one hidden layer (10 neurons in the) and two outputs (thrust force and torque).
The inputs in ANN nodes must be a numerical value and fall in the closed interval [0,1]. The input data were normalized n the range between 0 and 1 using the following formula:
Normalized value input value minimum value maximum value minimum value
Output values resulting from ANN were also in the range [0,1] and converted to their equivalent values based on reverse method of normalization technique.
All of the original 81 machining conditions were randomly divided into three datasets including a training, validation and testing datasets. The training set contained 57 (70%) data points were used to build the network, 12 data points (15%) were used to measure network generalization and another 12 points (15%) were used as a testing set of the neural network. Sigmoid activation function was selected to be the transfer function in the hidden layer and linear function was used between hidden layer and output layer (Figure 9) . After many trials, learning rate and momentum were experimentally selected to be 0.03 and 0.9, respectively. LevenbergMarquardt training algorithm was used to train this ANN. Training, testing and validation process were terminated after 106 cycles and further iterations had insignificant effect on error reduction. The obtained MSE value was 0.00182. Hence, one can conclude that a simple architecture can be used efficiently without loss of prediction accuracy. Table 7 summarizes ANN training and validation parameters as well final training error.
However, the main quality indicator of a neural network is its generalization ability, in other words, its ability to predict accurately the output of unseen data; this was achieved by testing dataset. Absolute relative errors Figure 10 shows the comparison between experimental torque and thrust force values and corresponding ANNs outputs for the total dataset (training, validation and testing). These figures show that the significant portion of points clusters along the diagonal line, which in turn is a good indication of performance of training algorithm. The correlation coefficients (R 2 ) between experimental and predicted outputs-values exceed 0.99 for all training, testing and validating datasets. These values show the accuracy of prediction ability obtained from ANN. Now, which prediction method is better and when should each one be used to predict and optimize the drilling process in this situation? In the case of developing empirical relations, MRA model is preferred over ANN model because it is an explicit model while the ANN model is a black box. In the other direction, when data are sparse or not generated from designed experiments, MRA may not be able to produce a better model than ANN; then the ANN modeling method and its associated model may be preferred to the MRA method and its model if such a model is available.
Conclusions
Two modeling techniques were used to predict the thrust force and torque, namely multiple regression analysis (MRA) and artificial neural network (ANN). Modeling the drilling process using MRA and ANN approach provides a systematic and effective methodology for the prediction. Both MRA and ANN revealed that reinforcement fractions were the important factors that influence the responses (i.e. thrust force and torque) followed by the cutting feed rate. However, spindle speed seemed insignificant in both models.
Many ANN architectures have been used to model the collected experimental data. The best neural network configuration was (4-10-2) which was trained using 57 training examples, tested using 12 examples and validated using 12 examples.
The results of ANN models showed close matching between the model outputs and the measured outputs. The mean absolute relative errors were 0.82% for torque and 2.89% for thrust force models, while MRA model error values were 7.10% and 12.59%, respectively. Hence, these models can be used efficiently for prediction potentials for non-experimental patterns which, in turn, save experimental time and cost. It was shown that ANN performs well in mapping nonlinear relationships between inputs and outputs. If both MRA and ANN models are considered they will provide statistically satisfactory prediction results. ANN methodology consumes less time and gives higher accuracy. Hence, modeling the drilling process using ANN is more effective compared with MRA. The two proposed models are good in modeling and predicting the drilling forces, which in turn can provide a valuable tool for many similar applications of modeling methods in engineering design and manufacturing. The developed modeling methods in this paper can aid the prediction, optimization, and improvement of drilling processes and the selection of cutting parameters in the case of drilling aluminum-based materials.
