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a b s t r a c t
In this paper an improved method to denoise partial discharge (PD) signals is presented. The method
is based on the wavelet transform (WT) and support vector machines (SVM) and is distinct from other
WT-based denoising strategies in the sense that it exploits the high spatial correlations presented by PD
wavelet decompositions as a way to identify and select the relevant coefﬁcients. PD spatial correlationseywords:
artial discharges
avelet transform
VM
are characterized by WT modulus maxima propagation along decomposition levels (scales), which are a
strong indicative of the their time-of-occurrence. Denoising is performedby identiﬁcation and separation
of PD-related maxima lines by an SVM pattern classiﬁer. The results obtained conﬁrm that this method
has superior denoising capabilitieswhencompared tootherWT-basedmethods found in the literature for
the processing of Gaussian and discrete spectral interferences. Moreover, its greatest advantages become
ce henoising
n-site measurements
clear when the interferen
usually fail.
. Introduction
Partial-discharges (PDs) are electric discharges that occur inside
he insulation of high voltage equipments usually due to the pres-
nce of cavities or contaminants resulting from failures on the
anufacturingprocess,mechanical stress or ageing [1].Due to their
epetitive nature and the conﬁnement to small regions, PDs may
riginate localized damages which, in the long-term, can propa-
ate throughout the dielectric and cause a breakdown. Therefore,
ndiscriminate PD occurrence can lead to catastrophic results with
oth economical and safety implications and its monitoring is one
f the most important activities performed by energy generation
nd transmission companies.Manufacture and commissioning PD tests are usually straight-
orward since these can be performed in laboratories containing
ppropriate arrangements to reduce interferences, like shielded
alls, proper grounding and all sorts of ﬁltering mechanisms [2].
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Nevertheless, operation stage monitoring is much more difﬁcult to
realize due to the interferences usually encountered in high voltage
facilities,which include signals from radio and communication sys-
tems, switchingmechanisms, power electronics, rotatingmachines
and PDs generated by other sources [3]. Due to these impairments,
on-site PD measurements demand the use of more elaborate signal
processing techniques. In the last few years several methods have
been proposed in the literature to address the problem, including
both analog and digital approaches [4–9], but it seems that a deﬁni-
tive solution is not available yet. The fact is that when performing
on-site PD measurements one is faced with such a diversity of sig-
nal waveshapes and sources of interference that it is a hard task to
achieve a general solution to the problem.
More recently the wavelet transform (WT) was recognized as a
powerful tool for PDprocessingdue to its potential to adapt to inho-
mogeneous and time-localized signals. Several authors have made
useof this characteristic inorder todevelopdenoisingmethods that
frequently outperform those based on the Fourier theory [10–19].
In their seminal work Shim et al. [10] showed the effectiveness of
the discrete wavelet transform (DWT) for the processing of power
cable PD signals corrupted by Gaussian white noise. In [11,12] the
Open access under the Elsevier OA license.authors improved the technique by introducing PD-ﬁtted meth-
ods to determine the threshold levels and presented results also
for power cable measurements. In [3] the authors proposed a PD
denoisingmethodbasedonmulti-resolutiondecomposition (MRD)
and showed its superiority when compared to linear ﬁlters when
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the largest coefﬁcients, which are the ones usually seeked by other
WT denoising methods, are also in the cone of inﬂuence of the PD.
But instead of performing the analysis along the entire time-scale
plane or on a level-by-level basis, this approach investigates theH.d.O. Mota et al. / Electric Power
rocessing PD from a point-plane arrangement. In [13] the authors
erformed a comparison of ten PD ﬁltering techniques, includ-
ng linear, time-frequency, adaptive, statistically based ﬁlters and
avelets. The processing of signals from a point-plane arrange-
ent indicated that WT-based strategies give superior results.
n [15] the authors showed the efﬁcacy of the Wavelet Packets
ecomposition to the denoising of PD signals obtained from gas-
nsulated switchgears and high-voltage generators. In [16,17] the
uthors proposed an empiricalmethod to determine threshold lev-
ls and reported successful results for the processing of PDs from
ower cables. In [18] the authors proposed the Second Generation
avelet Transform as a way to better ﬁt the shape of the wavelet
o PD signals and, thus, improve its decorrelation from noise. They
emonstrated its efﬁcacy by the processing of signals from high-
oltage power cables. In [19] the authors employed an alternative
pproach to the PD denoising by applying the Wavelet Packets
ecompositions to the imagesofphase-resolveddistributions. They
emonstrate its effectiveness in the processing of signals fromhigh
oltage motors and generators.
In spite of the advances seen in the recent years, there are still
any open questions regarding to the WT-based PD processing
ethods. For example, there is no consensus about the best way
o choose the wavelet family and the number of decomposition
evels, mainly with characteristics ﬁtted to partial discharges. The
nvestigated cases are restricted towhite andharmonicnoises, nev-
rtheless there is no adequate coverage of pulsating interferences
hich are recognizably more difﬁcult to process due to their simi-
arities with the PDs shape and frequency spectra [3]. Also, there is
lack of automatic adjustmentmethods to improve system robust-
ess and reduce dependencies on operator skills. It is therefore
mportant to continue the investigations to answer these and other
pen questions.
In this paper a novel PD denoising method is proposed. It relies
n the fact that partial discharge WT decompositions have a very
istinct aspect, with coefﬁcients clustering in the same relative
ositions in each decomposition level (scale). It is shown that, by
etermining these positions, it is possible to separate the noise-
elated from PD-related coefﬁcients, thus allowing a denoising
rocedure. The method is based on the translation-invariant dis-
retewavelet transform(TI-DWT) [20], a variantofDWTthat avoids
he loss of data caused by decimation. Spatial correlations are char-
cterized by DWT local modulus maxima propagation along scales
21]. Denoising is performedby identiﬁcationof noise-relatedmax-
ma lines using a classiﬁer based on a support vector machine
SVM) [22–24]. It is shown that themethodoffers improveddenois-
ng results for the processing of white and harmonic noises when
ompared with other linear and WT-based denoising strategies.
oreover, its greatest advantages become clearwhen the noise has
pulsating or localized shape, situation in which traditional strate-
ies fail completely. The paper is organized as follows: Section 2
resents the characteristics of PD signals and their wavelet decom-
ositions, which form the basis for the proposed method. Section
presents the approach to establish the spatial correlations of PD
ata. Section 4 presents the method used to separate the PD and
oise-related coefﬁcients. Section 5 introduces and justiﬁes the use
f the translation invariant discrete wavelet transform. Section 6
resents the results for several case studies. Section 7 presents the
onclusions.
. Partial discharge signals and wavelet decomposition
haracteristics
Partial discharges reﬂect on the external circuitry as the cir-
ulation of low-amplitude fast current pulses whose shape and
emporal parameters depend on factors like the type and locationFig. 1. Partial discharge pulses generated in air at atmospheric pressure.
of the defect, the size of the equipment under test, the distance
between the discharge site and the sensor and the type of the mea-
surement system [1]. The pulse amplitudes are usually in the range
of micro- to milli-volts, what makes them very difﬁcult to detect
under noisy conditions.
PD measurement systems are classiﬁed as narrow, wide and
ultra-wide band depending on their pass-band and center fre-
quency [1]. Ultra-wide band measurements usually concern with
temporal analysis and, thus, can be performed only in situations
in which the pulses can propagate without attenuation or distor-
tion until reaching the sensor (e. g. power cables and gas insulated
systems). Narrow and wide-band systems are composed by band-
pass measuring circuits syntonized to a speciﬁc frequency, what
makes them less sensitive to noise. In this work the attention was
restricted to the last systems since these are the most employed
under on-site noisy conditions.
Fig. 1 shows a typical narrow-band PD signal obtained from a
point-plane electrode arrangement in air at atmospheric pressure.
When this signal is decomposed using the wavelet transform the
result has a very peculiar shape, characterized by coefﬁcients clus-
tering at the same relative positions in each decomposition level.
This can be visualized in Fig. 2 as a set of coefﬁcients bounded by
dashed lines, which delimits the cone of inﬂuence of the PD. There-
fore PDs WT decompositions present a strong spatial correlation
and this characteristic can be used as a criterion for their identiﬁ-
cation.
In this work the characterization of spatial correlations was
accomplished by a procedure based on WT local modulus max-
ima propagation theory [21]. This procedure relies on the fact thatFig. 2. WT coefﬁcients inﬂuenced by a PD pulse. Top ﬁgure: time-domain PD signal.
Bottom ﬁgures: wavelet coefﬁcients modulus at scales 2–16.
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y these, it separates the coefﬁcients related to PDs from those
elated to noise.
. Characterization of spatial correlations by the wavelet
ransform local modulus maxima
A well-known property of the wavelet transform is its poten-
ial to identify the singularities of a function. This is often used
o solve problems related to singularity location, as in image bor-
er detection and data compression applications [25–28]. It can
e proved that the singularities of a function can be localized and
haracterized by measuring the decay of the local maxima of the
T coefﬁcientsmodulus, the so-calledWTmodulusmaxima, down
o the ﬁnest scale available [21]. A WT local modulus maximum
s deﬁned as any point (s0, t0) in the time-scale plane such that
WT(s0, t)|< |WT(s0, t0)| when t belongs to either a right or left
eighborhood of t0. A maxima line is any curve in the plane which
onnects modulus maxima points. If a signal x(t) has a singularity
t an arbitrary instant t0 its wavelet transform modulus maxima
end to be located below the cone of inﬂuence of x(t0). Therefore,
hen themodulusmaxima are linked the result is a set of lines that
oint to the signal singularities as they progress from large to small
cales.
With this capability in mind, the characterization of PD spatial
orrelationswas accomplished in two stages. At ﬁrst, the decompo-
ition level from which the analysis will start must be determined.
Fig. 4. Six-level DWT modulus distribution for a narrow-bantrum dyadic division.
It is associated to the highest energetic band of the PD frequency
spectrum, which can be determined in the following ways.
The discrete wavelet transform (DWT) decomposition reﬂects
in frequency domain as a logarithmic division where the ﬁrst level
coefﬁcients correspond to the high frequency band between  and
/2, the secondbetween/2 and/4 and soon (where represents
the Nyquist frequency). As an example, Fig. 3 shows such bands for
the spectrum of one of the PD pulses shown in Fig. 1. Since DWT is
an energy conserving transform [29], the largest DWT coefﬁcients
tend to cluster in the levels corresponding to themost energetic fre-
quency bands of the signal, which are directly related to the center
frequency of the measurement system pass-band. Therefore, in a
ﬁrst approach, the initial analysis level can be determined by the
knowledge of the measurement system characteristics.
A more systematic procedure can be employed if a clean PD
pulse is available or by using a calibration pulse according to IEC-
60270 [4]. In these cases, the initial level can be determined by
decomposing the pulse and calculating the energy of the coefﬁ-
cients at each level, which is given by
E(j) =
N/2j∑
cD2(i, j), (1)i=1
where E(j) is the energy at level j, cD(i, j) is the ith detail coefﬁcient
at level j and N is the signal length. The initial level would be the
one with the highest energy.
d PD pulse. The PD is shown at decomposition level 0.
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mFig. 5. Signal energy distributiAs an example, Fig. 4 shows a six-level DWT decomposition
f an isolated PD pulse. It can be seen that the highest coefﬁ-
ients are concentrated in the third, fourth and ﬁfth levels, so it
an be expected that the highest energy bands will be located at
ig. 6. DWT modulus maxima distribution and maxima lines propagation for a narrow
axima distribution. (b) Modulus maxima lines.ng DWT decomposition levels.their corresponding levels. This is conﬁrmed by inspecting Fig. 5,
which shows the energy distribution according to Eq (1). Thus,
in this case the fourth level would be selected to initiate the
analysis.
-band PD signal. The signal is shown at decomposition level 0. (a) Local modulus
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In the second stage the local modulus maxima at all levels are
etermined and the maxima located at the initial level are identi-
ed. For each of these, the algorithm evaluates a set of coefﬁcients
rom the previous as well as the next levels, deﬁned by
Previous = cD(k, j − 1)
∣∣
2imax−M<k<2imax+M (2)
Next = cD(k, j + 1)
∣∣
imax−M
2 <k<
imax+M
2
(3)
here imax represents the index of themaxima found in level j and
is the support of the wavelet ﬁlter. If there is another maximumn this set a connection is established and the procedure contin-
es until all maxima in all decomposition levels are evaluated. The
esult of this processing is a set of maxima lines crossing along
he decomposition levels and linking all the maxima found in the
ime-scale plane, as shown in Fig. 6.hite noise. The signal is shown at decomposition level 0. (a) Local modulus maxima
4. Separation of maxima lines related to PDs and noise
The most remarkable characteristic of the PD maxima lines is
that they decrease stronglywhen propagating fromhigher to lower
decomposition levels, as can be seen in Fig. 6b. This behavior is
directly related to the shape of the PD frequency spectrum since its
energy is concentrated in a small number of bands.When the signal
is corrupted bynoise themodulusmaximapropagationdepends on
the noise type and its frequency spectrum. For example, it is a well
known fact that the wavelet transform of a random white noise is
also a random process [21,29] thus its modulus maxima lines tend
to be randomly distributed and present no characteristic shape, as
can be seen in Fig. 7. Therefore, the lines related to PDs and to noise
have very distinct shapes, which can be used for their identiﬁcation
and separation.
The maxima lines separation was performed by a pattern classi-
ﬁer based on a support vector machine (SVM). The input space was
deﬁned as the maxima located at each level, thus the maxima lines
H.d.O. Mota et al. / Electric Power Systems Research 81 (2011) 644–659 649
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ere fed directly into the classiﬁer. The machine task is to indicate
f a maxima line is related to a PD or to noise. The noise related
ines are marked and their coefﬁcients are removed from the set,
hus reconstruction is made only with coefﬁcients related to PDs.
The choice of an SVM classiﬁer was based on two characteris-
ics: ﬁrst, there is a number of previous investigations that indicate
hat, for a given classiﬁcation problem, SVM generalization usually
ither matches or is signiﬁcantly better than other classiﬁcation
ethods [22]. Allied to that, SVMs have much less parameters to
e adjusted, thus being less dependent on empirical and ad hoc
rocedures. In the following we brieﬂy discuss the SVM classiﬁer,
s well as the adopted classiﬁcation procedure.
.1. An introduction to support vector machines
SVMs are a particular group of supervised learning machines
hich address the problem of complex pattern classiﬁcation by
apping the data into a higher dimensional space followed by a
inear classiﬁcation [22,23]. Suppose we have a data set X com-
osed by samples xi, i=1, . . . ,N, each one deﬁned by n features and
elonging to a known class yi. Thus, we can think of each sample as
vector in an n-dimensional input space. The objective of SVM is,
ased in this pre-classiﬁed (or training) set, ﬁnd a separation sur-
acewith themaximummarginbetweenclassesandwhose shape is
omplex enough to ﬁt the data distribution, while providing a good
eneralization when presented to unknown data. As an example,
ig. 8 shows a two-dimensional input space with a data set cate-
orized in two classes, identiﬁed by circles and asterisks. This data
an be separated by several planes but only onemaximizes the sep-
ration margin. This is known as the optimal hyperplane pursued by
VM.
In order to ﬁnd the optimal hyperplane SVMs automatically
earch for a subset of the training data, called support vectors, which
ie in the class boundaries. The separating surface is obtained by
apping the data into a high-dimensional feature space followed
y the construction of a linear hyperplane. When this is mapped
ack to the input space the result is a complex non-linear sepa-or a two-dimensional case.
rating surface, hopefully capable to separate the data distribution.
The solution is obtained through a quadratic optimization problem
deﬁned by [30,31]:
min
w,b,
(
1
2
·
→
wT · →w + C ·
N∑
i=1
i
)
(4)
subject to
→
w =
N∑
i=1
˛iyiϕ(xi)
yi[
→
wT ·
→
ϕ(x) + b] = yi
[
N∑
i=1
˛iyi
→
ϕ
T
(xi)
→
ϕ(x) + b
]
≥ 1 − i,
i ≥ 0,
(5)
where xi is the ith input vector, yi is its assigned class, N is the size
of the training set, w is an weight vector, b is a bias, i is a measure
of separability of data point i, C is a cost deﬁned by the user, ˛i is a
Lagrange multiplier and ϕ(x) is the set of mapping functions.
4.2. SVM parameterization and training
SVM use demands the deﬁnition of the cost C and the parame-
ters related to the kernel function K(x, xi). The cost is a user deﬁned
regularization parameter that controls a compromise between the
complexity of the machine and the acceptable number of non-
separable points. The kernel function, deﬁned by
K(x, xi) =
→
ϕ
T
(xi)
→
ϕ(x) (6)
is a linear combination ofmapping functions used to avoid the con-
structionof thehigh-dimensional spaceexplicitly. Thereare several
kernels proposed in the literature and, depending on the choice, it
is possible to construct more or less complex surfaces in the input
space. In thiswork threekernelswere investigated: the linear, poly-
nomial and radial-basis functions (RBFs), deﬁned respectively by
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23]:
l(xi, xj) = xTi · xj (7)
p(xi, xj) = ( · xTi · xj + r)
d
(8)
RBF(xi, xj) = exp(− ||xTi − xj||2) (9)
here  , r and d are the function parameters. The goal was to eval-
ate the degree of non-linearity of the input data. The RBF kernel
ffered more robust results in all cases evaluated, thus was chosen
s the preferred one.
As can be seen in (9) the RBF kernel demands the deﬁnition of  ,
hich controls thewidthof theGaussian functions thatperformthe
nput-output mapping. The optimal pairs (C, ) for each case were
eﬁned by a cross-validation procedurewith a grid search [32]. The
ross-validation is a procedure used to avoid overﬁtting and, thus,
o obtain a better generalization. It consists of dividing the pre-
lassiﬁed input data in two groups, named training and validation.
he training group is used to adjust the parameters and the valida-
ion group is used to verify the generalization performance. At each
ass the training and validation groups are switched and the pro-
edure is repeated until an error limit is obtained or a pre-deﬁned
umber of realizations is reached. To accelerate the procedure, dur-
ng training the parameters (C, ) were grown exponentially in the
icinities of initial values deﬁned by the user. This allows the iden-
iﬁcation of regions in the (C, ) plane which offer the best results
n terms of generalization. Once these are identiﬁed, a ﬁner grid
earch was performed only in these regions, resulting in the opti-
Fig. 10. PD pulse train evaluated. (a) PDms Research 81 (2011) 644–659
mum (C, ) pair. After optimization, the SVM structure was ﬁxed
and then used to classify data from new signals.
4.3. Training SVMs for PD modulus maxima identiﬁcation
In this work the SVM training was performed as follows. During
the development phase only artiﬁcially generated data were con-
sidered. Several combinations of PD and noise were used, but the
training has always been made in the same way: a noise-free PD
signal and a sample of one type of noise were separately decom-
posed and manually classiﬁed. This data were used during training
and, after tuning the parameters, the machine was used to classify
other signals composed by that type of PD and noise.
For the evaluation of measured signals the procedure was as
follows. The target PD signal was obtained by calibration pulses
injected in the system before energization or, when possible, by
clean PD pulses obtained with the equipment turned on. A sample
of noise was acquired just before the PD inception level. These data
were manually classiﬁed and used for training. After the parameter
deﬁnition, the machine was used to classify new signals containing
both PD and noise. In all cases, the data has been scaled to ﬁt in the
range [−1, +1]. Scaling is an important step for pattern classiﬁcation
because it avoids the dominance of attributes with greater numer-
ical ranges, the inﬂuence of outliers and the numerical difﬁculties
related to limited number representation [32].
5. The translation-invariant discrete wavelet transform
During evaluation the method has shown to be very sensitive to
thepositionof thePDpulses,what caused randompulse losses even
for small displacements. This effect is associated to the decimation
performed by DWT since it can eliminate high-energy coefﬁcients
in intermediary decomposition levels, thus sometimes impeding
the modulus maxima tracking. The problem was solved by using
the translation-invariant DWT (TI-DWT) [20].
TI-DWT is a non-orthogonal wavelet transform that com-
pensates DWT decimation by introducing circular shifts in each
decomposition level. This is shown schematically in Fig. 9, where
x[n] represents the discrete-time signal, H1 and H0 are high and
low-pass complementary wavelet ﬁlters and dj,k and aj,k are the
kth detail and approximation coefﬁcients at level j, respectively.
The circular arrows represent circular shifts which, when applied
to an approximation vector aj,k generates aj,(k+1)modulo(N/2ˆj). When
a length N signal is decomposed to J levels TI-DWT generates an
N by J matrix containing all the possible circularly shifted DWTs.
Reconstruction is made by systematically averaging every pair of
approximations, what is similar to averaging all decompositions.
signal. (b) Frequency spectrum.
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oth decomposition and reconstruction are efﬁciently performed
n O(N log2(N)) operations for a length N=2J vector.
After decomposition the modulus maxima analysis was sep-
rately performed for each shifted DWT obtained from TI-DWT.
he ﬁltering consists on the generation of a matrix containing sig-
iﬁcance levels for each coefﬁcient. The matrix is initialized with
eros and every time a coefﬁcient survives the ﬁltering process its
igniﬁcance is increased by an amount given bycD(i, j) = ScD(i, j) + 2j−J (10)
here ScD(i, j) is the signiﬁcance of the coefﬁcient i at level j.
fter analysis the coefﬁcients are multiplied by their signiﬁcancesl. Bottom ﬁgures: denoising results for the evaluated techniques.
and the signal is reconstructed by the Inverse translation-invariant
DWT (TI-IDWT).
6. Results and discussion
6.1. Damped oscillatory pulses6.1.1. Parameters
The effectiveness of the method was ﬁrst evaluated with a
damped oscillatory waveform deﬁned by [6,10]:
PDOsc(t) = A(e−˛t − e−ˇt)sin(ωt), (11)
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signa
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here A represents the pulse amplitude, ˛ and ˇ the damping fac-
ors andω the oscillatory frequency. A train of pulseswith different
pacing and amplitudes was used to take the signal variability into
onsideration.
Three types of noise usually encountered during on-site mea-
urements were considered. Thermal and background noises were
odeled as Gaussian distributions with zero mean and different
tandard deviations. Sinusoidal and harmonic noises were repre-
ented by amplitude modulated (AM) sine waves deﬁned by [3]:AM(t) =
n∑
c=1
Ac
(
1 +
k∑
m=1
m sin(ωmt)
)
cos(ωct), (12)l. Bottom ﬁgures: denoising results for the evaluated techniques.
where Ac and ωc are the amplitude and frequency of the carrier
waves, m is the modulation index and ωm the frequency of the
mthmodulatingwave, respectively. The followingvalueswereused
during simulation: Ac =1, ωc =50, 125, 250, 400, 600, 800, 1000,
1200 and 1400kHz, m =0.4, ωm =1, 5, 8, 11, 15 and 20kHz.
Pulsating interferences were modeled as Gaussian noise mul-
tiplied by exponential, Gaussian and rectangular windows with
variable amplitudes, widths and spacing. The three window func-
tions are deﬁned byWEXP(t) = A(e−˛t − e−ˇt); (13)
WGAUSS(t) =
1
	
√
2
e−t
2/2	2 ; (14)
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RECT(t) =
{
1, t0 ≤ t ≤ t1
0, otherwise
; (15)
here A,˛ andˇ have the samemeaning as in Eq. (11), yetwith dif-
erent values. 	 represents the standard deviation of the Gaussian
indowand t0 and t1 are thediscontinuity points of the rectangular
indow.
.1.2. Numerical evaluation
To evaluate the errors introduced by the denoising procedure
he following indices have been used:
a) Signal to reconstruction error ratiol. Bottom ﬁgures: denoising results for the evaluated techniques.
SRER is deﬁned as
SRER (dB) = 10 log10
∑N
n=1X
2[n]∑N
n=1(X[n] − Y[n])
2
, (16)
where X[n] is the PD reference signal, Y[n] the denoised signal
and N the number of samples. It determines the effectiveness
of the denoising method by relating the original signal energy
to the reconstruction error energy.
b) Cross-correlation coefﬁcient
The cross-correlation is deﬁned as [33]:
RXY (r) =
N−r−1∑
n=0
X[n]Y[n + r] (17)
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where X[n] is the original reference signal, Y[n] the denoised
signal and N the number of samples. RXY indicates the degree of
similarity between the original and the denoised signals.
c) Pulse amplitude distortion
PAD is determined by
PAD (%) = |XMAX − YMAX|
XMAX
× 100 (18)
whereXMAX is the amplitude of the reference PDpulse and YMAX
the amplitude of the denoised pulse. In cases involving several
pulses a mean value was computed.
Ingeneral agooddenoising strategyshould result inahighsignal
o reconstruction error ratio, a high cross correlation coefﬁcient and
low pulse amplitude distortion.
.1.3. Comparisons with other methods
As a way to evaluate the effectiveness of the method the results
ere compared with linear ﬁlters and three other wavelet-based
D denoising procedures. The linear ﬁlters are band-pass ﬁnite
nd inﬁnite impulse response (FIR, IIR) ﬁlters adjusted to the fre-
uency spectrum of the PD signal. The ﬁrst wavelet-based method
s Waveshrink with the scale-based thresholding variation pro-
osed byMa et al [11,12]. The second isWaveshrinkwith Universal
ule and hard thresholding applied to TI-DWT decomposition, as
roposed in [20]. The third method is the “inception level” proce-
ure proposed in [3]. For further reference the methods and their
dentiﬁcations are listed in Table 1.
able 1
enoising techniques evaluated.
Method Name Description
A Wave-Modiﬁed Waveshrink+modiﬁed level-based
thresholding.
B TIDWT-Universal Waveshrink+Universal threshold applied to
TI-DWT.
C Inc-Level The “inception level” method.
D FIR ﬁlter Equiripple FIR ﬁlter with 30–300kHz pass
band.
E IIR ﬁlter Chebychev type 2 IIR ﬁlter with 30–300kHz
pass band.
F TIDWT-Maxima The modulus maxima method proposed in this
work.ms Research 81 (2011) 644–659
6.1.4. Results and discussion
The test signals are composed by several combinations of PD
pulse trains and noises. They were processed under the same
conditions: all decompositions were performed with Daubechies
orthogonal 4-tap wavelet ﬁlters and 6 levels. The choice for the
wavelet ﬁlter was based on the cross correlation approach pro-
posed in [11]. For brevity, in this paper we report only what can be
considered the worst cases.
Theoriginal PDsignal is shown inFig. 10alongwith its frequency
spectrum. It is composed by six PD pulses generated according to
(11) with ˛=4.5×105, ˇ =14×105, ω =2150×103. The pulses
have varying amplitudes A and times-of-occurrence. The signal is
characteristic of a narrow-band measurement system with a pass-
band of about 30–300kHz. The sampling frequency is 3MHz.
The ﬁrst test signal and its denoised versions are shown in
Fig. 11. The PD is corrupted by a moderate white noise with zero
mean and variance 0.1 and a large amplitude pulsating noise gen-
erated with an exponential window, according to (13). The signal
to noise ratio (SNR) was used to measure the extent of noisiness, as
deﬁned by
SNR (dB) = 10 log10
∑N
i=1s
2(i)∑N
i=1n
2(i)
, (19)
where s(i) is the original PD signal, n(i) is the noise and N is the
number of samples. SNR for signal 1 is −5.93dB. The ﬁrst and sec-
ond noise bursts are isolated from the PD pulses but the third is
superimposed to the PD located at 0.4ms.
The numerical results for signal 1 are shown in Table 2. It can be
seen that themethodswave-modiﬁedandTIDWT-Universal,which
are based on uniform or scalar thresholding, are efﬁcient for elim-
ination of the Gaussian part of the noise but fail for the pulsating
part since these are not easily characterized by statisticalmeasures.
The resulting signals for these methods remained with a high-
energy noise component leading to low signal to error ratios and
correlation coefﬁcients. TIDWT-Universal offered a slight better
reconstruction which reﬂected in a greater correlation coefﬁcient.
The results for the linearﬁlters areworse than thoseobtained for
wavelets methods. In spite of their band-pass characteristic, both
FIR and IIR reconstructions remainedwith a largenoise component.
This is due to the superposition of PD and noise frequency spectra.
The IIR response resulted in a pulse amplitude distortion (PAD) of
more than 100% due to the polarity inversion caused by its steeper
borders. Both ﬁlters resulted in low SRERs and Rxy.
The methods Inc-Level and TIDWT-Maxima resulted in a good
noise reductionwhilemaintainedall thePDpulses. TIDWT-Maxima
offered a softer reconstruction, which resembles better the original
PD shapes, while Inc-Level result is more similar to the wavelet
itself. This led to a greater correlation coefﬁcient and signal to error
ratio for TIDWT-Maxima. Also, its better reconstruction reﬂected
in the lowest pulse amplitude distortion of all methods, which is
about 10%.
The second test signal is shown in Fig. 12. The same PD signal
was corrupted by amoderatewhite noisewith zeromean, variance
0.1 and a larger amplitude AM sinusoidal noise generated accord-
ing to (12). SNR is −5.09dB. The numerical evaluation is shown in
Table 3. Again, wave-modiﬁed and TIDWT-Universal failed in the
elimination of the localized parts of noise. FIR and IIR results pre-
sented a very strong noise component and a large pulse amplitude
distortion, again due to the superposition of frequency spectra. Inc-
Level removed most of the noise but also eliminated the PD located
at 0.5ms. It also introduced a considerable amplitude distortion of
about 36%. Again, TIDWT-Maxima reconstruction resembles bet-
ter the original PD shapes, what reﬂects in the greatest signal to
error ratio, correlation coefﬁcient and the lowest pulse amplitude
distortion.
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Nig. 15. Measured PD signal corrupted by random and pulsating noises. Top ﬁgure:
The third test signal is shown in Fig. 13. It is corrupted by
he same AM noise of the previous example, but now added to
high amplitude Gaussian noise with zero mean and variance
.25. The PD pulses are completely buried by noise and the SNR
s −9.53dB. The numerical evaluation is shown in Table 4. Since
his case is an extreme situation several denoising methods lost
able 2
umerical evaluation for signal 1.
Denoising method
A B C
SRER (dB) −3.10 −3.20 3.
RXY (%) 47.32 52.35 72.
PAD (%) 81.22 78.20 16.-corrupted signal. Bottom ﬁgures: denoising results for the evaluated techniques.
pulses, thus their signal to reconstruction errors are very low.
Note that even the white noise ﬁtted methods resulted in poor
reconstructions, in spite of the main noise component having a
Gaussian distribution. Again, Inc-Level and TIDWT-Maxima offered
thebest resultswith the later giving a superior SRERandcorrelation
coefﬁcient.
D E F
15 −3.98 -2.63 8.92
84 55.73 27.38 93.84
56 15.00 219 10.54
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NFig. 16. Measured PD signal corrupted by random and AM noises. Top ﬁgure: no
.2. Signals from raw PD measurementsIn the second stage the technique was evaluated with PD sig-
als obtained from measurements performed in laboratory and in
he ﬁeld. The laboratory measurements were obtained with the
rrangement shown in Fig. 14. The system comprises a PD-free
able 3
umerical evaluation for signal 2.
Denoising method
A B C
SRER (dB) −1.96 −2.53 3.47
RXY (%) 58.65 58.73 74.04
PAD (%) 23.81 29.10 36.37rrupted signal. Bottom ﬁgures: denoising results for the evaluated techniques.
high-voltage transformer connected to a PD generation chamber
containing a point-plane electrode conﬁguration. The chamber
allows the generation of PDs from several electrode and insu-
lating materials conﬁgurations, including epoxy resins, SF6 and
oil, but in this work only PDs in air were evaluated. The sensor
is an RLC type and is connected to the chamber by a high-
D E F
−4.61 −2.77 8.09
−4.75 32.66 92.03
12.21 184.15 13.26
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NFig. 17. Measured PD signal from a high-voltage transformer. Top ﬁgure: nois
oltage coupling capacitor. The sensor output was sent to a digital
scilloscope controlled by a host computer. The measuring sys-
em has a 30–400kHz pass-band and can work with voltages up
o 15kV.
The interferences were introduced on purpose during the labo-
atory test. Several combinations of PD and noise were evaluated.
able 4
umerical evaluation for signal 3.
Denoising method
A B C
SRER (dB) 0.74 1.54 1.5
RXY (%) 47.51 60.61 61.1
PAD (%) 59.27 71.73 34.1rupted signal. Bottom ﬁgures: denoising results for the evaluated techniques.
The ﬁrstmeasured signal is shown alongwith its denoised versions
in Fig. 15. It is composed by a set of PD pulses from the nega-
tive voltage cycle corrupted by a small amplitude AM noise and
a pulsating noise. The latter was generated by a switching voltage
converterplacedat thevicinities of themeasurement set. The signal
has 16,384 samples and the sampling frequency is 5MS/s.
D E F
9 −5.98 −4.96 3.87
8 −1.36 22.90 77.09
1 13.38 190.45 35.92
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The FIR and IIR ﬁlters were adjusted to match the pass-band of
he system. The FIR structure is a 246-tap equiripple model and
he IIR is a 10-tap Chebychev type-II. SVM training was performed
n the following way: signals containing noise-free PDs and only
oise were previously measured and used as a training set. After
uning, the machine was used to classify the data from the PD cor-
upted signal. As can be seen, the methods based on scalar and
niform thresholdingwere efﬁcient for elimination of theAMnoise
ut failed in the elimination of the pulsating part. The method Inc-
evel introduced severe distortions and pulse losses. FIR and IIR
lters also caused large distortions anddidnot remove all the noise.
IDWT-Maxima allowed the best overall PD recovery, even for the
ulses located approximately at 0.8ms, which were completely
overed by noise.
The second example is shown in Fig. 16. The signal is composed
y PDs from the negative cycle corrupted by a large amplitude AM
oise and a random noise. The interference was captured with the
elp of a wire, which act as an antenna, connected to the sensor
nput. The signal has 8192 samples and the sampling frequency is
MS/s. The FIR and IIR ﬁlters were the same used in the previous
xample since there was no change in the system pass-band. SVM
raining was also performed in the same way.
All the denoising procedures introduced distortions in the
econstruction, which can be explained by the low SNR condition
f this case. The methods wave-modiﬁed and TIDWT-Universal
aused the loss of several PD pulses, thus reducing the measure-
ent sensitivity level. Inc-Level recovered more PDs but caused
evere distortions in their shapes. FIR and IIR were unable to elim-
nate all the noise. TIDWT-Maxima recovered well the PD signal,
ith the lowest distortion among all the evaluated methods.
Fig. 17 shows the results for the processing of a PD signal from a
3MVA power transformer. It was measured with a 10MHz pass-
and sensor coupled to the capacitive tapof thebushing. The sensor
utput was connected to an oscilloscope and the signal was digi-
ized with a sampling frequency of 25MS/s. The FIR and IIR ﬁlters
ere adjusted based on the signal frequency spectrum as low-pass
quiripple and Chebychev type-II with a cutoff frequency of 3MHz.
he data used to train SVM was composed by a set of calibration
ulses measured before energizing the equipment and a sample of
oise obtained just below the PD inception level.
Again, the methods wave-modiﬁed and TIDWT-Universal per-
ormed well for ﬁltering the uniform noise, but let pass the bursts
ocated approximately at 0.2 and 0.6ms. Inc-Level eliminated most
f the noise but caused severe distortions in the pulse shapes
nd amplitudes. The FIR and IIR ﬁlters performed better than the
revious examples, probably because of the smaller overlapping
f PD and noise spectra, but let pass a small amplitude back-
round noise with a concentration near 0.2 and 0.6ms. Again,
IDWT-Maxima eliminatedmost of the noisewith the lowest pulse
istortion.
. Conclusion
This work showed the effectiveness of a new PD denoising
pproach based on spatial correlations of WT coefﬁcients along
ecomposition levels. It was shown that the method is more efﬁ-
ient than the ones based on uniform or scale-based thresholding
ince it exploits the localized characteristics of the PDs to bet-
er separate the data from noise. Moreover, the spatially adaptive
hresholding showed to be particularly efﬁcient for the elimination
f pulsating or time-localized interferences, which are recognized
o be more difﬁcult to eliminate due to their similarities to the PD
haracteristics.
The translation-invariant DWT provided beneﬁts related to two
spects of PD denoising. Firstly, it eliminated the loss of pulses
[
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caused by the decimation. Secondly, it proportionated softer recon-
structions, which resemble better the original pulse shapes. This
translates in a higher correlation coefﬁcient and lower amplitude
attenuation, thus allowing a better determination of the parame-
tersused for PDanalysis. The introductionof the signiﬁcancematrix
allowed both decomposition and reconstruction to be made with
the lowest computational loads possible. After SVM training, the
algorithms take about 3 seconds to process a 32,768 data vector in
a 1.7GHz Pentium-Mprocessorwith 2GB of RAM. Thismakes them
suitable for on-site use.
Acknowledgments
The authors would like to thank the Department of Computer
Science – UFSJ and the Departments of Electrical Engineering and
Computer Science–UFMG for supporting thiswork. Also,H.O.Mota
would like to thank CAPES, CNPQ and Fapemig for sponsoring this
work.
References
[1] R. Bartnikas, Partial discharges: their mechanism, detection and measure-
ment, IEEE Transactions on Dielectrics and Electrical Insulation 9 (5) (2002)
763–808.
[2] E. Kuffel, W.S. Zaengl, High Voltage Engineering—Fundamentals, Pergamon
Press Inc., Oxford, 1984.
[3] L. Satish, B. Nazneen, Wavelet-based denoising of partial discharge signals
buried in excessive noise and interference, IEEE Transactions on Dielectrics
and Electrical Insulation 10 (2) (2003) 354–367.
[4] International Electrotechnical Commission, Partial Discharge Measurements,
2nd ed., CEI/IEC International Standard 270, 1981.
[5] H. Borsi, E. Grockenbach, D. Wenzel, Separation of partial discharges from
pulse-shaped noise signals with the help of neural networks, IEE Proceedings
on Science and Measurement Technology 142 (1) (1995) 69–74.
[6] V. Nagesh, B.I. Gururaj, Evaluation of digital ﬁlters for rejecting discrete spec-
tral interference in on-site PD measurements, IEEE Transactions on Electrical
Insulation 28 (1) (1993) 73–85.
[7] U.Kopf, K. Feser, Rejectionofnarrow-bandnoise and repetitivepulses inon-site
PD measurements, IEEE Transactions on Dielectrics and Electrical Insulation 2
(6) (1995) 1180–1191.
[8] A. Contin, A. Cavalini, G.C. Montanari, G. Pasini, F. Puletti, Digital detection and
fuzzy classiﬁcation of partial discharge signals, IEEE Transactions onDielectrics
and Electrical Insulation 9 (3) (2002) 335–348.
[9] A. Cavalini, A. Contin, G.C. Montanari, F. Puletti, Advance PD inference in on-
ﬁeldmeasurements. Part I. Noise rejection, IEEE Transactions onDielectrics and
Electrical Insulation 10 (2) (2003) 216–224.
10] I. Shim, J.J. Soraghan, W.H. Siew, Detection of PD utilizing digital signal pro-
cessing methods. Part 3. Open-loop noise reduction, IEEE Electrical Insulation
Magazine 17 (1) (2001) 6–13.
11] X. Ma, C. Zhou, I.J. Kemp, Automated wavelet selection and thresholding for PD
detection, IEEE Electrical Insulation Magazine 18 (2) (2002) 37–45.
12] X. Ma, C. Zhou, I.J. Kemp, Interpretation of wavelet analysis and its application
in partial discharge detection, IEEE Transactions on Dielectrics and Electrical
Insulation 9 (3) (2002) 446–457.
13] S. Sriram,S.Nitin,K.M.M.Prabhu,M.J. Bastiaans, Signaldenoising techniques for
partial dischargemeasurements, IEEE Transactions onDielectrics andElectrical
Insulation 12 (6) (2005) 1182–1191.
14] X. Zhou, C. Zhou, I.J. Kemp,An improvedmethodology for applicationofwavelet
transform to partial discharge measurement denoising, IEEE Transactions on
Dielectrics and Electrical Insulation 12 (3) (2005) 586–594.
15] C.S. Chang, J. Jin, S. Kumar, Q. Su, T. Hoshino, M. Hanai, N. Kobayashi, Denois-
ing of partial discharge signals in wavelet packets domain, IEE Proceedings on
Science and Measurement Technology 152 (3) (2005) 129–140.
16] H. Zhang, T.R. Blackburn, B.T. Phung, D. Sen, A novel wavelet transform tech-
nique for on-line partial discharge measurements. Part 1. WT de-noising
algorithm, IEEE Transactions on Dielectrics and Electrical Insulation 14 (1)
(2007) 3–14.
17] H. Zhang, T.R. Blackburn, B.T. Phung, D. Sen, A novel wavelet transform
technique for on-line partial discharge measurements. Part 2. On-site noise
rejection application, IEEE Transactions on Dielectrics and Electrical Insulation
14 (1) (2007) 15–22.
18] X. Song, C. Zhou, D.M.Hepburn, G. Zhang, Second generationwavelet transform
for data denoising in PD measurement, IEEE Transactions on Dielectrics and
Electrical Insulation 14 (6) (2007) 1531–1537.
19] M. Florkowski, B. Florkowska, Wavelet-based partial discharge image denois-
ing, IET Generation, Transmission and Distribution 1 (2) (2007) 340–
347.
20] R.R. Coifman, D.L. Donoho, Translation-invariant de-noising, Lecture Notes in
Statistics 103 (1995) 125–150.
Syste
[
[
[
[
[
[
[
[
[
[
[H.d.O. Mota et al. / Electric Power
21] S.Mallat,W.L. Hwang, Singularity detection andprocessingwithwavelets, IEEE
Transactions on Information Theory 38 (2) (1992) 617–643.
22] C.J.C. Burges, A tutorial on support vector machines for pattern recognition,
Data Mining and Knowledge Discovery 2 (1998) 121–167.
23] S. Haykin, Neural Networks: A Comprehensive Foundation, 2nd ed., Prentice-
Hall, Upper Saddle River, 1996.
24] T. Joachims, Making Large-scale Support Vector Machine Learning Practical.
Advances in Kernel Methods: Support Vector Learning, MIT Press, Cambridge,
1999.
25] J.M. Shapiro, Embedded image coding using zerotrees of wavelet coefﬁcients,
IEEE Transactions on Signal Processing 41 (12) (1993) 3445–3462.
26] S.G. Chang, B. Yu,M. Vetterli, Spatially adaptivewavelet thresholdingwith con-
textmodeling for image denoising, IEEE Transactions on Image Processing 9 (9)
(2000) 1522–1531.
27] B. Vidakovic, C.B. Lozoya, On time-dependent wavelet denoising, IEEE Trans-
actions on Signal Processing 46 (9) (2001) 2549–2554.
[
[ms Research 81 (2011) 644–659 659
28] J. Xie, D. Zhang, W. Xu, Spatially adaptive wavelet denoising using the mini-
mum description length principle, IEEE Transactions on Image Processing 13
(2) (2004) 179–187.
29] S. Mallat, A Wavelet Tour of Signal Processing, 2nd ed., Academic Press, San
Diego, 1998.
30] L.Hao, P.L. Lewin, Partial discharge sourcediscriminationusinga support vector
machine, IEEETransactionsonDielectrics andElectrical Insulation17 (1) (2010)
189–197.
31] V.S.Murthy, K. Tarakanath, D.K.Mohanta, S. Gupta, Insulator condition analysis
for overhead distribution lines using combined wavelet and support vector
machine (SVM), IEEE Transactions on Dielectrics and Electrical Insulation 17
(1) (2010) 89–99.
32] C. Chang, C. Lin, LIBSVM: a library for support vector machines, [OnLine] Avail-
able: http://www.csie.ntu.edu.tw/∼cjlin/libsvm.
33] S.K. Mitra, Digital Signal Processing: A Computer-based Approach, The
MacGraw-Hill Companies, Inc., New York, 1998.
