ABSTRACT In this paper, we investigate the downlink transmission for full-dimension multiple-input multiple-output (FD-MIMO) systems over correlated Rician fading channels. With only statistical channel state information at the BS, the beamforming vectors of each user are decoupled from each other through the maximization of average signal-to-leakage-plus-noise ratio (SLNR) lower bound, and the optimal beamforming vector which involves the line-of-sight component and correlation matrix of both directions is derived. To reduce the time of acquiring the beamforming vector for each user, a deep learning (DL)-based algorithm is proposed. A sub-optimal analytical beamforming algorithm is also proposed for comparison. Based on the proposed beamforming method, the ergodic rate of each user is analyzed and simple closed-form approximations are derived, which are very useful in evaluating the system performance and user scheduling. Moreover, two user scheduling algorithms referred to as most dissimilar and minimum interference-to-signal factor algorithm are proposed, which greatly reduce the complexity compared to the sum rate based greedy scheduling algorithm. Simulation results validate the performance of the proposed beamforming and scheduling algorithms, and verify the accuracy of the derived ergodic rate approximations.
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) [1] , [2] has been recognized as one of the key techniques in future wireless communication systems to meet the high spectral and energy efficiency demand [3] . In realistic systems, due to the spatial limitation of base stations (BSs), conventional massive uniform linear antenna array (ULA), which is widely used in theoretic analysis, becomes unpractical. This motivated full-dimension MIMO (FD-MIMO) systems [4] , [5] , which enables a large number of antenna elements in a compact area by placing antenna elements in a two-dimensional (2D) grid. While connecting a dedicated transceiver unit to each antenna element [6] , it allows digital precoding to be performed
The associate editor coordinating the review of this article and approving it for publication was Guan Gui. jointly across all antenna elements. In this case, the degree of freedom (DoF) of both horizontal and vertical directions can be fully exploited. By exploiting the structure of instantaneous channel matrix, [7] proposed a transmit precoding operation which is divided into elevation-domain precoding and azimuth-domain precoding for FD-MIMO systems. Although the instantaneous channel state information (CSI) can be acquired at the BS through uplink training for time division duplexing (TDD) systems [2] , the downlink training and the corresponding CSI feedback overhead are unacceptably high for frequency division duplexing (FDD) systems with large numbers of antenna. Fortunately, the statistical CSI changes relatively slow, and can be obtained at BS through long-term feedback or even statistical reciprocity [8] between the transmitter and receiver. To make FD-MIMO work for FDD systems, a three-dimension (3D) beamforming plus VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ joint spatial division and multiplexing transmission algorithm exploiting both statistical and reduced-dimensional effective CSI was proposed in [9] . Some multi-layer precoding schemes exploiting both statistical and partial instantaneous CSI were also proposed for multi-cell systems [10] , [11] .
To further reduce the CSI required at BS, 3D beamforming downlink transmission algorithm exploiting only statistical CSI were proposed [12] , [13] . Note that, most of the research in the previous literature on FD-MIMO or massive MIMO systems employs Rayleigh fading channels [9] - [11] . While this channel model greatly simplifies the mathematical analysis, it can not capture the fading variations when there is a line-of-sight (LOS) component between the transmitter and the receiver. Taking into account the LOS conditions, [14] proposed a statisticaleigenmode downlink transmission scheme under uncorrelated Rician fading channel, and analyzed its performance when the number of antenna grows large. With instantaneous CSI at BS, [15] and [16] investigated the achievable rate of uplink and downlink massive MIMO system. With only statistical CSI at BS, [17] and [18] proposed a statistical 3D beamforming downlink transmission algorithm as well as several user scheduling schemes for FD-MIMO systems.
For the more general case of correlated Rician fading channel, where both LOS and antenna correlation exist, [19] and [20] derived tight upper and lower bounds on the ergodic capacity for single-user communication systems with no CSI at the transmitter. The asymptotic mutual information performance when the number of transmit and receive antennas both grow asymptotically large were analyzed in [21] - [23] . The beamformer that maximizes the ergodic capacity with only statistical CSI at the transmitter was investigated in [24] . However, since the analytical expressions for the ergodic user rate under correlated Rician fading are extremely complex and lack of valuable insight even for the single-user systems, only a few works have considered the ergodic sum rate analysis and transmission algorithm design of downlink multiuser systems under correlated Rician fading, such as [25] and [26] . In [25] , with instantaneous CSI, the random beamforming method was applied in conventional multiuser MIMO systems to achieve multiuser multiplexing gain. Exploiting both statistical and part of instantaneous CSI, [26] proposed a location-assisted two-layer precoding scheme for massive FD-MIMO air-to-ground transmission system.
Motivated by this, in this paper, we consider the FD-MIMO downlink transmission systems under the more general correlated Rician fading channels. To reduce the amount of CSI required at BS and achieve relatively high ergodic sum rate, we investigate its beamforming and user scheduling algorithm exploiting only statistical CSI. However, the lack of insightful analytical expression for the ergodic user rate makes it difficult to acquire the optimal beamforming vector even for the single-user system, not to mention the multiuser systems. In recent years, machine learning, specifically deep learning (DL) has drawn much attention in wireless communications [27] - [30] due to the powerful expressive ability of the network and the parallel computing architectures. As an effective method to deal with models which are hard to approximate or unknown [31] , it has been successfully applied in a wide range of applications including computer vision, natural language processing, speech recognition, CSI acquisition [32] , [33] , as so on. Inspired by these applications of DL techniques, we try to solve the beamforming problem through deep neural network.
Note that applying the traditional data-driven DL method, the neural network takes the statistical CSI of all scheduled users as input and outputs their beamforming vectors. It requires a lot of training time in addition to a huge data set to train neural network [34] . Moreover, it leads to very complex network and difficult to get the training data in this application, especially when the number of user and antenna grow large. Recent results showed that model-driven DL approaches, that construct the network topology based on known physical mechanism and domain knowledge, require less training data and shorter training data. To reduce the network complexity as well as the training data and time, we decouple the computing of each users' beamforming vector through a sub-optimal metric and propose a modeldriven DL-based 3D beamforming algorithm. For comparison, we also propose an sub-optimal analytical algorithm to obtain the beamforming vector. It is shown that both the DL-based 3D beamforming algorithm and the sub-optimal analytical algorithm can approximate the optimal beamforming algorithm with extremely high accuracy, while the DL-based algorithm is more time-saving. Based on these proposed beamforming method, simple closed-form ergodic rate approximations, which can be applied effectively in scheduling, are derived. To further reduce the scheduling complexity, several low-complexity user scheduling algorithms that perform almost optimal in achieving high throughput are proposed.
The rest of the paper is organized as follows. Section II describes the system model. In Section III, we introduce the 3D beamforming downlink transmission scheme through the maximization of the average SLNR lower bound, and propose a DL based 3D beamforming algorithm as well as an analytical beamforming algorithm. After that, in Section IV, the ergodic user rate are analyzed and two low complexity user scheduling algorithms exploiting only statistical CSI are proposed. Simulation results are presented in Section V, and we conclude the paper in Section VI.
We adopt the following notation: Vectors are represented as columns and are denoted in lower-case bold-faced characters, and matrices are represented in upper-case boldfaced. The superscript (·) T , (·) * , and (·) H indicate the matrix transpose, conjugate, and conjugate transpose operation respectively. The complex number field is represented by C, and E{·} denotes the expectation.
II. SYSTEM MODEL
In this paper, we consider a single-cell FD-MIMO downlink transmission system with L single-antenna user terminals.
The BS is assumed to be deployed with a M × N uniform planar antenna array (UPA), which has N antennas in each row and a total of M rows in the vertical dimension. The distances between two adjacent antenna elements in each row and column are both λ/2, where λ is the wavelength of the carrier. The BS can serve U t users simultaneously at most. Then, the received signal at user u can be expressed as
where h u ∈ C MN ×1 represents the channel vector between the BS and user u, w i ∈ C MN ×1 is the unit-norm beamforming vector of user i, x i is the data symbol for user i satisfying
is the complex additive white Gaussian noise, p i is transmit power for user i with total power constraint
For the sake of fairness, we assume equal power allocation among the scheduled users, i.e.,
We consider a relatively general channel model, i.e., the correlated Rician fading channel model, in this paper. Under this model, the channel vector h u consists of a specular component corresponding to the LOS signal and a Rayleighdistributed random component accounting for the diffused multipath signals. The channel vector h u between the BS and user u can be written as
whereh u ∈ C MN ×1 is the LOS component,h u ∈ C MN ×1 is the Rayleigh-distributed non-LOS component, and K u is the ratio between the LOS and non-LOS channel power. For the considered UPA, the deterministic componenth u of user u is given by [35] 
with
where φ u = cos θ u sin ϕ u , θ u and ϕ u are the angle of departure (AoD) of user u in vertical and horizontal directions respectively. According to [9] , the non-LOS componenth u is given byh
where the entries of h w,u ∈ C MN ×1 are independent and identically distributed (i.i.d.) complex Gaussian random variables (RVs) with zero mean and unit variance, R H ,u ∈ C N ×N and R V ,u ∈ C M ×M are the horizontal and vertical channel correlation matrices respectively. For the transmit correlation, we consider the one-ring scattering model [9] which depends on the AOA and AS of user u to determine R H ,u and R V ,u . Moreover, we assume that each user has perfect effective CSI of its own, while the BS has only statistical CSI of all users, i.e., K u , σ 2 u , h u , R H ,u , R V ,u , which can be obtained by the BS through long-term feedback for FDD systems.
III. DOWNLINK BEAMFORMING TRANSMISSION
Achieving high rate is usually an important issue in many transmission algorithm designs. For the considered downlink transmission system (1), the ergodic sum rate achieved can be written as
where R u is the ergodic rate of user u and can be expressed as
However, under the correlated Rician fading channel, there lacks of analytically simple and insightful expressions for the ergodic rate of each user, even for the single-user scenario. This makes the optimal beamforming vector w u , u = 1, · · · , U t maximizing R sum in (7) difficult to obtain. Inspired by the emerging applications of DL techniques in wireless communications, we plan to solve the beamforming problem through deep neural network. Note that, when the numbers of antennas and users grow large, the conventional data-driven DL method leads to extremely large and complex neural network, which requires a lot of training time and a huge training data set [34] . To reduce the complexity of the network and the acquiring of training data, as well as the amount of training data, inspired by [36] , we decouple the computing and derive the structure of each users' beamforming vector through a sub-optimal metric: maximizing the lower bound on the average signal-to-leakage plus-noise ratio (SLNR) of each user. Based on this, a model-driven DL-based beamforming algorithm as well as an analytical beamforming algorithm are proposed.
A. BEAMFORMING STRUCTURE
Given (1), the SLNR of user u can be expressed as
Since the numerator and denominator of (9) are independent. Based on Mullen's inequality [37] i.e., E{X /Y } ≥ E{X }/E{Y } if X and Y are independent random variables, we can get that E{SLNR u }≥SLNR L u , where
From (2), the SLNR lower-bound SLNR L u can be further written as
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andĀ
Let us define
and
where F N ∈ C N ×N and F M ∈ C M ×M are unitary DFT matrices. According to [9] , for uniform linear antenna array (ULA) of large dimension, the eigenvectors of its correlation matrix can be approximated by unitary DFT matrix, and only a few adjacent eigenvalues are non-zero. Therefore, we have that H ,u and V ,u become diagonal matrices with a few adjacent non-zero diagonal elements when M , N → ∞. become diagonal matrices with only one non-zero diagonal element when M , N → ∞. Then, we can get that, when
where
H ,u and λ 
that is
The equality in (19) is achieved if and only if the BS transmits to user u with the beamforming vector
and the scheduled user i, i = u should satisfy that the (m u ,n u )-th element of i is its minimum element which is zero, i.e., ω
= 0. Based on the above analysis, we set the beamforming vector w u to be the beamforming vector in (22) , and leave the constraints ω
= 0 for i = u to the user scheduling problem which is investigated in Section IV.
B. DL-BASED BEAMFORMING ALGORITHM
From (22), it can be seen that the key to the beamforming method is to obtain the indexm u andn u . Note that, to get the indexm u andn u for L users, at least 4MNL multiplications, MNL additions, and (MN − 1) L comparisons are needed. The amount of computation becomes enormously large as M , N , and L grow large. To reduce the complexity and time required to obtain the beamforming vector, we propose a deep learning framework to obtain each user's beamforming vector.
1) DEEP LEARNING NEURAL NETWORK STRUCTURE
Through the previous analysis on the beamforming approach, the beamforming vector w u can be constructed by two DFT vectors, i.e., the horizontal vector (F N )n u and the vertical vector (F M )m u , which in turn depend only on the horizontal indexn u and the vertical indexm u respectively. From (20) and (21), it can be found that the horizontal indexn u and the vertical indexm u are only related to λ
Based on this analysis, we construct a beamforming deep neural network (BFDNN) to predictn u andm u for each user. Withn u and m u , the beamforming vector can be easily obtained by (22) . This process is shown in Fig. 1 where the input data
with each element between 0 and 1. The first N elements ofp u correspond ton u ∈ R N ×1 and the last M elements correspond tom u ∈ R M ×1 , i.e.,n u,i =p u,i andm u,i =p u,N +i , wherep u,i ,n u,i , and m u,i are the i-th element ofp u ,n u , andm u . Moreover,n u,i andm u,j represent the probability ofn u = i andm u = j respectively. The outputs of the one-hot decodersn u andm u are the predicted results for the horizontal indexn u and the vertical indexm u respectively based onn u andm u , i.e.,n u = arg max The architecture of BFDNN is illustrated in Fig. 2 of which the forward path including four layers: input layer, hidden layer, dropout layer, and output layer. Each layer of the network consists of multiple neurons, each of which has an output that is obtained by applying a non-linear activation function to the weighted sum of neurons of its preceding layer. The output of the networkp u can be expressed aŝ where θ is the set of parameters of the BFDNN, f (i) (·) denotes the mapping function of the i-th layer (excluding the input layer) of the network. In the following, we describe the hidden, dropout, and output layer of the network in detail.
The hidden layer applies the Relu function, defined as f R (x) = max(0, x), as the non-linear activation function. The output of its i-th neuron can be expressed as
u is the j-th element of x u , w (1) i,j is the weight of the j-th input data connected to the i-th neuron, b (1) i is the bias of this neuron, N 1 represents the number of neurons in hidden layer.
The dropout layer is set to avoid over-fitting during training. Each neuron in the dropout layer has a certain probability P of being dropped (along with their connections) from the neural network during the training epoch. The neuron represented by dotted line in Fig. 2 indicates that this neuron is dropped during this training epoch. This layer also applies the Relu activation function. The output of the i-th neuron in this layer can be written as
where w (2) i,j is the weight of the j-th output of the previous layer connected to the i-th neuron, r i ∼ Bernoulli(P) which means r i has probability P of being 0, b (2) i is the bias of this neuron, N 2 is the number of neurons in dropout layer.
The output of the networkp u contains the horizontal probability vectorn u over all possible horizontal index and the vertical probability vectorm u over all possible vertical index, respectively. The sigmoid function, defined as f S (
T , is applied as the nonlinear activation function of the output layer. The i-th output of the networkp u,i can be written aŝ
where g is a (N + M ) × 1 vector with the i-th
i,j is the weight of the j-th output of the previous layer connected to the i-th neuron, b (3) i is the bias. Therefore, the set of parameters of the network θ is the set of the weights w i of all layers.
2) TRAINING PROCESS
The proposed BFDNN is trained in a supervised fashion with back-propagation algorithm to find a appropriate set of parameters θ . We generate one statistical CSI realization x u as the input data that uses a set of randomly generated
, then obtain the corresponding horizontal indexn u and the vertical indexm u from (21). Finally we get the train labelp u containingn u andm u by encoding the indexn u andm u using one-hot encoding method. Large number of training data that map the statistical CSI x u to the label vectorp u are used as the targets for the proposed BFDNN.
Using supervised learning, the proposed network is trained to minimize categorical cross-entropy (CE) loss function. The CE loss function is a commonly used loss function to measure the difference between the targets and output predictions which can be defined as
where U is the number of training samples, andp i,k is the k-th element ofp i . The proposed BFDNN can be applied to all users with only a single offline training, since the beamforming vectors of different users are decoupled and independent of the scheduling result. The computational complexity is transferred from the online calculation to the offline training so that greatly reducing the computing resources and calculation delay. It can also handle large variety of environment without repeating training, since it takes into account the impact of both LOS and correlation.
C. ANALYTICAL BEAMFORMING ALGORITHM
In the previous section, we show that the computation complexity to obtain the beamforming vector is O(LMN ). To reduce the complexity and time required, we propose a model-driven DL-based beamforming algorithm. For comparison, in this section we propose an sub-optimal analytical algorithm to obtain the beamforming vector, which can reduce the computation complexity from O(LMN ) to O(L(M +N )). The main idea is to find two sets of sub-optimal indexes for each user u, denoted asm i u andn i u , i = 1, 2 along horizontal and vertical directions respectively. For the first set, find the sub-optimal vertical indexm 1 u based on the statistical CSI of vertical direction, i.e.,
and then find the optimal horizontal indexn 1 u given the vertical indexm 1 u , i.e.,
For the second set, find the sub-optimal horizontal indexn 2 u based on the statistical CSI of horizontal direction, i.e.,
and then find the optimal vertical indexm 2 u given the vertical indexn 2 u , i.e.,m
Next, choose the optimal set among the two sets, i.e., m u =m s u andn u =n s u , where
The detailed beamforming algorithm is summarized in Algorithm 1.
H ,u ; 6:
if ω With this analytical beamforming algorithm, it can be seen that to obtain the indexm u andn u for L users, about 6(M + N )L multiplications, 2(M + N )L additions, and (2M + 2N − 3) L comparisons are needed. Compared to obtaining the index directly from (21), the computation complexity is reduced to O(L(M +N )). When K u = 0, the channel vector h u reduces to Rayleigh fading. In this case, the index obtained by Algorithm 1 is the same with the index obtained from (21) . When R H ,u = I N and R V ,u = I M , the channel vector h u reduces to uncorrelated Rician fading. In this case, the index obtained by Algorithm 1 is also the same with the index obtained from (21) . Moreover, this analytical beamforming algorithm can be used to generate the training data set for the DL-based beamforming algorithm proposed in the previous section to further reduce the complexity.
IV. ERGODIC SUM RATE AND USER SCHEDULING
In Section III, a statistical beamforming transmission algorithm is proposed. We show that, to make this algorithm optimal, the users being scheduled should satisfy some constraints,i.e., ω
A. ERGODIC RATE ANALYSIS
Note that the ergodic sum rate is an important index to evaluate the performance of the scheduling algorithms. Therefore, we first analyze the ergodic rate of user u in (8) under the proposed beamforming transmission algorithm in Section III. The following theorem provide a simple and tractable approximation on the ergodic rate R u under the proposed beamforming transmission algorithm.
Theorem 1: For the proposed beamforming transmission algorithm scheme, the ergodic rate of the scheduled user u in (8) can be approximated as 
Moreover, the ergodic rate of scheduled user R u can also be approximated as
Proof: See Appendix. It can be seen that the approximationR u in (33) is a correction of the approximationR u in (38) with a correction term c u . In Section III, it is pointed out that the users being scheduled should satisfy the constraint ω 
Note that ω
, while β u is the LOS component. Then, we have ω (m u ,n u ) u → β u , and therefore 1/t 1 → 0, when K u becomes large, i.e., the propagation environment becomes LOS dominant. In this case, c u → 0 andR u →R u . Thus, we have that the approximation (33) and (38) become the same when the LOS component becomes dominant. For the special case of K i → ∞, i = 1, · · · , U t , it can be easily obtained that the approximation (33) and (38) reduce tō
which is the exact rate of user u. For the special case of uncorrelated Rician, i.e., R H ,i = I N , R V ,i = I M , i = 1, · · · , U t , it can be seen that (33) reduces to the result in [17] .
B. SUM RATE BASED SCHEDULING
The tractable ergodic rate approximation (33) and (38) provide a simple and effective way to evaluate the sum rate achieved, which makes the scheduling algorithm design based on the ergodic sum rate possible. Note that achieving high throughput is one of the main target of most scheduling algorithm. Therefore, we provide a greedy algorithm in Algorithm 2, which maximizes the sum rate approximation obtained by (33) . In (41),R j (i ∪ Q) is the approximation (33) of user j under the scheduled user set i ∪ Q.
Algorithm 2 Sum Rate Based Scheduling
1: Initialize the scheduled user set Q = ∅ and the candidate user set = {1, 2, · · · , L}. 2: while k ≤ U t and = ∅ do 3: Find userl k such that
4:
Set Q = Q ∪l k and = \l k ;
5:
Set k = k + 1; 6: end while To simplify the above algorithm, the ergodic rate approximation used in (41) can be changed to the approximation (38) . Note that this algorithm maximize the sum rate approximation almost through exhaustive search. In each iteration, the ergodic sum rate approximation of each potential user set need to be calculated. For example, in the k-th iteration, the number of candidate user is L − k + 1. Therefore, a total number of L −k +1 potential user sets, each of which contains k users, need to be checked, the computation complexity is O(k(L − k + 1)). Although the sum rate approximation is relatively easy to obtain, the complexity is still high, especially when the number of total users is high. Therefore, this algorithm is considered as a performance benchmark to be compared with the other scheduling algorithms proposed. In the following part, we propose scheduling algorithms which are of relatively low complexity.
C. MOST DISSIMILAR SCHEDULING
In Section III, it is shown that a candidate user u and a scheduled user i can perfectly be served simultaneously if ω 
andb
The cosine similarity between b u,i andb u,i , which measures the cosine of the angle between the two vectors, can be written as
It can be seen that 0 ≤ s u,i ≤ 1. The cosine similarity s u,i reaches its minimum, i.e., s u,i = 0, when user u and user i can perfectly be served simultaneously, while it reaches its maximum, i.e., s u,i = 1, when user u and user i can not be served simultaneously at all. Therefore, s u,i can be used to measure the possibility whether the candidate user u can be scheduled given that user i has been scheduled. The closer s u,i is to zero, the more dissimilar b u,i andb u,i are, and the more that user u can be served simultaneously with user i. Moreover, from the ergodic rate approximation (38) , it can be seen that given the same cosine similarity with respect to the scheduled user i, the candidate user u with larger ω (m u ,n u ) u has higher ergodic rate. That is the candidate user, whose channel power concentrates more on its dominant direction, can achieve high ergodic rate. Since 
Given the scheduled user i, the candidate user u with the smallests u,i , i.e., the user which is most dissimilar with user i, should be scheduled.
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Based on the above analysis, we propose an user scheduling algorithm, which we refer to as the ''most dissimilar'' algorithm. This algorithm works by maintaining a similarity factor c u for each candidate user u. Define the set of candidate users to be , and the set of scheduled users to be Q. The similarity factor c u is the largest similarity index of candidate user u with respect to the already selected users, i.e., c u = max i∈Qs u,i . In the k-th iteration, the user with the smallest similarity factor among the candidate users in is scheduled. The scheduled user set, candidate user set, and the similarity factor of the candidate users are updated accordingly. Then, repeat the iteration until U t users have been scheduled or the candidate user set is empty. For the first scheduled user, since no user has been scheduled, We just select the user with the largest ω for u ∈ do 6: Calculates u,l according to (45); 7: Set c u = max{c u ,s u,l }; 8: end for 9: Find user l such that l = arg min u∈ c u ; 10: Set Q = Q ∪ l and = \l;
11:
Set k = k + 1; 12: end while For the above algorithm, in each iteration, only the similarity indexes of the candidate users with respect to the user scheduled in the previous iteration need to be calculated. For example, in the k-th iteration, the number of candidate users is L − k. Therefore, a total number of L − k similarity indexes need to be checked. The computation complexity is O(L −k), which is greatly reduced compared to Algorithm 2. To further simplify the above algorithm, a similarity factor upper bound can be set, so that the user whose similarity factor is above the upper bound can be directly eliminated from the candidate user set and will not be involved in the remaining scheduling procedure.
D. MINIMUM INTERFERENCE-TO-SIGNAL FACTOR SCHEDULING
In this section, another scheduling algorithm, referred to as ''minimum interference-to-signal factor (ISF)'' algorithm, is proposed. This algorithm is based on the fact that, to achieve high sum rate, we would like the useful signal power of each scheduled user could be large while the interuser interference could be small. Therefore, we define the following factor for candidate user u to measure the ratio of useful signal to cross interference:
The numerator in (46) is the average useful signal power received by candidate user u. In the denominator, the first term is the largest average interference power caused by the scheduled user to candidate user u, while the second term is the largest average interference power caused by candidate user u to any scheduled user. Substituting (2) and (22) into (46), the factor T u can be further written as
To achieve high sum rate, the user with the maximum T u among the candidate users should be scheduled. Note that
in (47) does not impact the scheduling result, and the denominator in (47) might be very small compared to the numerator. Therefore, to simplify the computation and avoid overflow, we adjust the factor T u to the ISF defined as follows:
and schedule the user with the maximumT u among the candidate users. Based on the above analysis, we propose the following ''minimum ISF'' scheduling algorithm. for u ∈ do 6: Set
end for 10: Find user l such that l = arg min u∈ T u ; 11: Set Q = Q ∪ l and = \l; 12: Set k = k + 1; 13: end while
In this algorithm, I u,1 maintains the largest average interference power caused by the scheduled user to candidate user u, and I u,2 maintains the largest average interference power caused by candidate user u to the scheduled users. For the first scheduled user, We follow the method in Algorithm 3, which selects the user with the largest average signal power. For the above algorithm, in each iteration, the maximum cross interference between the candidate users and the scheduled users, as well as the ISF of each candidate user need to be updated. The computation complexity for the k-th iteration is O(L −k), which is similar to Algorithm 3 and is also greatly reduced compared to Algorithm 2. To further simplify the above algorithm, an ISF upper bound can also be set, so that the user whose ISF is above the upper bound can be directly eliminated from the candidate user set and therefore narrow the searching range.
V. SIMULATION
In this section, numerical results are presented to validate the proposed algorithms, as well as the derived ergodic rate approximations. In all simulations, M = 16, N = 32, the noise level of all users are assumed to be the same, i.e., σ 2 u = σ 2 , and the signal-to-noise ratio (SNR) is defined as P t /σ 2 . Firstly, the performance of the three proposed beamforming algorithms, i.e., the beamforming algorithm (22), the DL-based algorithm, and Algorithm 1, are compared. For the DL-based beamforming algorithm, the layout of the BFDNN mentioned in Section III-B is provided in Table 1 . The drop probability P is set to 0.5. In the simulation, a single NVIDIA GTX1060 GPU is used to train the BFDNN. The training set contains 30000 samples, while the validation set contains 5000 samples, which is used to choose the suitable model to avoid under-fitting and over-fitting. The stochastic gradient descent method for optimizing deep networks named Adam optimizer is adopted to train the network. The epochs and initial learning rate are set to 10000 and 0.001, respectively. A test set of 5000 samples is used to measure the generalization ability of the trained model. Fig. 3 compares the ergodic user rate achieved by these proposed beamforming algorithms. Note that the beamforming vectors of different users are decoupled, therefore the result is achieved under single-user system and the ergodic rate is averaged over the whole test set. From this figure, it can be seen that the proposed sub-optimal analytical beamforming algorithm can achieve almost the same ergodic rate with the optimal beamforming algorithm (22) , while the DL-based 3D beamforming algorithm is slightly inferior to the sub-optimal analytical algorithm with negligible performance gap. This reveals that the results obtained by the proposed DL-based algorithm and Algorithm 1 are of high accuracy. Table 2 compares the computation time of these beamforming algorithms. In this table, all the computation times are normalized by the time consumption of the DL-based algorithm. It can be seen that the DL-based algorithm has the lowest time consumption, while the algorithm (22) has the highest time consumption, which is more than 90 times of the DL-based algorithm. The time consumption of the sub-optimal analytical algorithm is between the DL-based algorithm and algorithm (22) , and is about 31 times of the DL-based algorithm. Therefore, it can be seen that the DL-based beamforming algorithm achieves almost optimal ergodic rate performance with the highest efficiency. Then, we compare the average sum rate performance of different scheduling algorithms, i.e., the sum rate based algorithm, most dissimilar algorithm, and minimum ISF algorithm, in Fig. 4 -Fig. 6 . In these figures, the DL-based beamforming algorithm is applied for each user. Here, we also show the performance of a scheduling algorithm similar to the algorithm proposed in [36] . This algorithm is referred to as ''clustering-based'' algorithm. It works by dividing the candidate users inton ×m clusters, so that user From Fig. 4 , we can see that the ergodic sum rates of all scheduling algorithms increase as SNR increases and reach an upper-bound in the high SNR region, since in the high SNR region the system is interference-limited. When the number of served users U t increases from 16 to 32, the ergodic sum rate achieved increases, but does not get doubled. This is because the interference received at each user increase as U t increases, which leads to the decrease of the ergodic rate achieved by each user. It can be seen that under the considered environment, the sum rate based user scheduling performs best. The performance of the most dissimilar and minimun ISF scheduling algorithms are almost the same, with the performance of the minimun ISF algorithm slightly inferior. The ergodic sum rates achieved by these proposed algorithms are very closed to the ergodic sum rate of the sum rate based algorithm, while the computation complexity of them is much less than the sum rate based algorithm. Compared to the clustering-based scheduling algorithm, all the proposed scheduling algorithms improve the ergodic sum rate perfromance significantly. Fig. 5 and Fig. 6 show the average sum rate performance of these scheduling algorithms under two special cases. In Fig. 5 , we set R H ,i = I N and R V ,i = I M for i = 1, · · · , L, which is the uncorrelated Rician fading environment. In Fig. 6 , we set K i = 0 for i = 1, · · · , L, which is the correlated Rayleigh fading case. The clustering-based algorithm reduces to the scheduling algorithm proposed in [17] under the uncorrelated Rician fading environment, while it reduces to the scheduling algorithm proposed in [36] under the correlated Rayleigh fading environment. In these figures, the other system parameters are the same with the parameters in Fig. 4 . From both figures, we can see that the trends of the curves are similar to the curves in Fig. 4 , and the proposed scheduling algorithms also perform well under these special cases. The achievable rate performance of the most dissimilar and minimum ISF algorithms are almost the same, and are slightly inferior to the sum rate based scheduling algorithm. The performance gap between the proposed algorithms and the sum rate based algorithm expands slightly as the number of scheduled users increases. Moreover, the proposed algorithms outperform the scheduling algorithm proposed in [17] under the uncorrelated Rician fading environment, and also outperform the scheduling algorithm proposed in [36] under the correlated Rayleigh fading environment. In Fig. 7 , we compare the average sum rate of our proposed DL-based 3D beamforming algorithm exploiting statistical CSI with the instantaneous CSI-based matched filter (MF) precoding. In this figure, the proposed most dissimilar scheduling algorithm is applied, and the results of two cases, i.e., U t = 16 and U t = 32, are shown. Moreover, we also consider the case when the instantaneous CSI at the BS is imperfect for MF precoding algorithm. Assuming that the channel vector of user u obtained by the BS, denoted by h u , can be written as
where h u is the real channel vector,ĥ u represents the channel estimation error and the error incurred by finite-rate feedback. For simplicity, we assume thatĥ u ∼ CN (0, 1). The accuracy of the channel vector obtained at the BS is denoted by α ∈ [0, 1]. It can be seen from (49) that the CSI acquired by the BS is perfect when α = 0, and the quality of the CSI degrades as α increases. The set of the other system parameters are the same with the parameters in Fig. 4 . It is shown in Fig. 7 that, with perfect instantaneous CSI at the BS, MF algorithm outperform the proposed statistical CSI-based beamforming algorithm in the low SNR region. However, the gap becomes narrower as the SNR increases, and the proposed beamforming algorithm even outperform the MF algorithm in the high SNR region when U t = 16. Moreover, it can be seen that the performance of the MF algorithm degrades enormously when the CSI is imperfect, and in this case the proposed DL-based 3D beamforming algorithm performs much better than the MF algorithm in the moderate-to-high SNR region. Note that the performance of MF algorithm will become even worse when we take into account the overhead in acquiring the CSI at the BS. Therefore, it can be found that the proposed statistical CSI-based beamforming algorithm is attractive and effective for large-scale FD-MIMO systems. It is of low complexity and needs much less CSI to achieve a considerable throughput. In addition, compared with the MF algorithm, it is more robust to CSI quality, since statistical CSI changes relatively slow and therefore can be estimated and feedback with high accuracy. It even outperforms MF algorithm when the quality of the instantaneous CSI at the BS is imperfect. (33) and (38) are both shown in this figure. It can be clearly observed that the approximations are in close agreement with the Monte Carlo simulations, the gaps between these approximations and the Monte Carlo results are negligible. Therefore, these approximations can be effectively applied in evaluating the system throughput and scheduling algorithm design.
VI. CONCLUSION
In this paper, we investigated the downlink transmission for single-cell FD-MIMO system over correlated Rician fading channels. Under the assumption of only statistical CSI at the BS, the beamforming vector for each user was derived by maximizing the lower bound on the average SLNR. To reduce the computation time, a DL-based beamforming algorithm and a sub-optimal analytical beamforming algorithm were proposed. Under the proposed beamforming transmission algorithm, tractable approximations of the ergodic sum rate were derived, and based on this result the sum rate based user scheduling was proposed as a performance baseline. To further reduce the scheduling complexity, two user scheduling algorithms, referred to as the most dissimilar and minimum ISF algorithm, are proposed. Simulation results show that the proposed beamforming and scheduling algorithms can achieve comparable throughput with low computation complexity compared to the optimal transmission method.
APPENDIX PROOF OF THEOREM 1
From (8), the ergodic rate of user u can be rewritten as
Under the beamforming vector (22), we have
where h (n i ,m i ) w,u denotes the (M (n i −1)+m i )-th element of h w,u , β i is defined in (37) , and
Since the entries of h w,u are i. where χ 2 k (β) denotes non-central chi-square distribution with degrees of freedom k and non-central parameter β.
Note that it is common practice in statistics to approximate a weighted sum of chi-square variables by a single one with different degrees of freedom and an adequate scaling factor [38] . Therefore, (55) can be approximated as
The parameters α 1 and t 1 should be chosen such that both sides have the same first two moments. Equating the first two moments of both sides of (56) yields (35) and
Substituting (57) and (35) into (51), we obtain R u,1 ≈ log 2 (α 1 ) + 1 ln 2 E ln χ
Using the similar method, we can get R u,2 ≈ log 2 (α 2 ) + 1 ln 2 E ln χ
with t 2 in (36) and
Note that, for central chi-square RVs [38] , if u ∼ χ 2 k (0), then
Substituting (61) into (58) 
where i = 1, 2. Substituting (62) into (50), we get (33) . Alternatively, applying the Jensen's inequality, i.e., E{log (a)} ≤ log (E{a}), where a is positive, to (51) and (52), we can get
