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1. Introduction
In [5,6], Ehrenfeucht andRozenberg introduced reaction systems as amathematical formalization of biochemical reactions
in a living cell. Properties of reaction systems have been further studied in a series of articles [7,1,8–10,3,2]. The model
introduced by Ehrenfeucht and Rozenberg is different from many previously introduced ones in the sense that it is rather
qualitative. Especially, the number ofmolecules involvedwithin a reaction is not counted. Consequently, themodel does not
refer to quantities very much. On the other hand, the model appears very useful for explaining the biochemical reactions in
a cell from computational point of view, and that can actually be seen as a second purpose of the model. The computational
model given by the reaction systems is very elementary, but can be used to simulate finite transition systems anyway [3].
For any model of computation, it is very common to explore its potential extensions to probabilistic and quantum
version. For finite automata, see [21,20,15,16,13,14] for such extensions. For Turing machines, [19] offers a good exposition
on probabilistic versions, and [12,17] for quantum versions. When looking at the literature, it seems that for many
importantmodels of computation, the deterministic version has been introduced first. Then the nondeterministic (including
probabilistic) variants have been studied, and the quantum versions have been introduced only quite recently. There is no
unambiguous reason for that – in the days of Turing, quantummechanics was already a well-established branch of science,
so it could have been perfectly possible that Turing had already based his computational model on quantum mechanics.
In a sense, J. von Neumann did an analogous work when establishing the basic notions of information theory on quantum
formalism [18].
An evident reason for Turing (and others) for not basing the first computing notions on quantum mechanics is that
the quantum models would probably have been much more complicated to handle. Even the probabilistic versions of
computational models usually bring some extra nontrivial questions to be resolved, and for instance, the halting model for
quantum Turing machines has not been resolved in a completely satisfactory way yet. Another reason for first introducing
the deterministic model is quite evident, too: nondeterminism has been quite frequently seen to model ‘‘imperfectly’’
working computational machines, and when introducing a newmodel of computation is certainly acceptable for first being
interested in a ‘‘perfectly’’ working model with no room for nondeterminism.
The main purpose of this article is to introduce the quantum version of Ehrenfeucht’s and Rozenberg’s reaction systems.
This is also done in the traditional way, namely introducing the probabilistic versions first. The probabilistic version can
also be seen as an intermediate step towards the quantum version, serving as an explanation of the form of the introduced
quantum version. It should be emphasized that this study does not contain any deep results on probabilistic or quantum
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reaction systems, but the sole purpose is to explain why the model of quantum reaction systems should be as it is defined
here. In the sequel, we will see that even this task is complicated enough, and consequently, quantum reaction systems are
not defined here in strength analogous to original definition by Ehrenfeucht and Rozenberg.
In fact, during a lecture series G. Rozenberg [22] has informally described how the probabilistic reaction systems could
be defined, and the formalism introduced here is intended to be faithful to Rozenberg’s description. It seems that the most
natural way to introduce quantum reaction systems is to replace the notion of fuzzy set with a quantum set.
Hereafter this paper is structured as follows: Section 2 is divided into four subsections, of which the three first ones are
to introduce the basics on necessary mathematics and formalism of quantum mechanics is introduced. The last subsection
is for introducing a quantum analogue of the notion of fuzzy set. Section 3 is to represent the basics of reaction systems
and some interpretations. Section 4 introducing the probabilistic reaction systems serves as a bridge to Section 5, where
quantum reaction systems are introduced.
2. Preliminaries
In this section, we represent the necessary mathematical and quantum mechanical tools needed in the latter sections.
2.1. Fuzzy Sets
For any set S, |S|means the cardinality of S, and notation 2S stands for the set of the subsets of S (the power set of S). A
fuzzy set is a pair (S, χ), where S is a set and χ a characteristic function χ : S → [0, 1]. For any element s ∈ S, χ(s) ∈ [0, 1]
is interpreted as the strength of inclusion: χ(s) = 1 means that s is fully (certainly) included in S, whereas χ(s) = 0 means
that s is certainly not included in S. If there is no danger of confusion, there is no need mention the characteristic function
explicitly, but for the purposes of this article, rather a contrary will be useful: all sets we speak about, will be subsets of
a background set S, and hence it is not always required to mention S explicitly. If necessary, S can be extended, since any
superset S1 of S also becomes a fuzzy set by extending the domain of χ as χ(s) = 0 for each S1 \ S.
If χ(S) = {χ(s) | s ∈ S} = {0, 1}, then S is said to be a crisp set. Each crisp set is naturally identified with an
ordinary set (a subset of S). The union of two fuzzy sets (S1, χ1) and (S2, χ2) is defined as (S, χ), where S = S1 ∪ S2 and
χ(s) = max{χ1(s), χ2(s)}. As an ordinary set can be trivially seen as a special case of a fuzzy set, the above definition of the
union includes also the union of an ordinary and a fuzzy set.
For any set S, D(S) stands for the set of probability distributions on S (functions f : S → [0, 1]). Set D(S) can be
equipped with pointwise sum and scalar multiplication to get a structure of a convex set. By aMarkov mapping we mean a
linear functionD(S)→ D(S). The matrix of a Markov mapping is calledMarkov matrix.
2.2. Hilbert Spaces
For compactness, wewill present the necessary notions of Hilbert spaces here only very shortly. A reader desiring amore
specific introduction is advised to consult [12] or [17], and a reader familiar with the formalism of quantummechanics can
skip this and the next subsection.
For any finite set S, H(S) is the set of functions f : S → C. Set H(S) will be equipped with a pointwise addition
(( f + g)(s) = f (s)+ g(s)) and scalar multiplication ((af )(s) = a · f (s) for any a ∈ C). When also equipped with a Hermitian
inner product ⟨ f | g⟩ =s∈S f (s)∗g(s) (a∗ stands for the complex conjugate of a),H(S) becomes a Hilbert space. The inner
product induces a norm by ||s|| = √⟨s | s⟩. Space H(S) has a natural basis {es | s ∈ S}, where es ∈ H(S) is defined as
es(t) = 1, if t = s, and es(t) = 0 otherwise. In what follows, we will typically slightly abuse the notions and just write s
instead of es. Then clearly {s | s ∈ S} is an orthonormal basis ofH(S) and dim(H(S)) = |S|.
For anyHilbert spaceH , L(H) stands for the set of linearmappingsH → H . Set L(H) can also be equippedwith a pointwise
addition and scalar multiplication, and with a Hermitian inner product. Each element of L(H) can be naturally presented
as |S| × |S|-matrix (columns and rows are indexed by elements of S), which implies that the dimension of L(H) is |S|2.
The so-called Dirac notions are useful for describing the elements of L(H). To start with, | s⟩ stands for the column vector
associated to s (zeros elsewhere but 1 at the row s). Then, for each φ, ψ ∈ H , | φ⟩⟨ψ | is a linear mapping defined as
|φ⟩⟨ψ ||η⟩ = ⟨ψ | η⟩ |φ⟩. If ||φ|| = 1, then |φ⟩⟨φ | is clearly an (orthogonal) projection onto a one-dimensional subspace
spanned by φ. Especially, if s, t , and u ∈ S, | s⟩⟨t ||u⟩ = ⟨t | u⟩ | s⟩ shows that in the natural basis, | s⟩⟨t | can be identifiedwith
a matrix having 1 in the intersection of row t and column s, but zeros everywhere else. Hence

s∈S | s⟩⟨s | is the identity
mapping. For an arbitrary element A ∈ L(H), the representation is then
A =

s,t∈S
ast | s⟩⟨t |,
where ast = ⟨s | At⟩. The adjointmapping A∗ of A =s,t∈S ast | s⟩⟨t | is defined as A∗ =s,t∈S a∗ts | s⟩⟨t | (transposition and
complex conjugation), which is equivalent to condition ⟨s | A∗t⟩ = ⟨As | t⟩ for each s, t ∈ S. Mapping A is called self-adjoint,
if A∗ = A, unitary, if A∗ = A−1, and normal, if AA∗ = A∗A. Self-adjoint and unitary mappings are clearly normal. Mapping A
is said to be positive, if ⟨φ | Aφ⟩ ≥ 0 for each φ ∈ H .
The trace of A ∈ L(H) is defined as the sum of diagonal elements of A: Tr(A) = s∈S⟨s | As⟩. It can be shown that the
trace is independent of the choice of the orthonormal basis.
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2.3. Quantum mechanics
To build themathematical basement for quantummechanics is not a very straightforward task, andwewill not touch the
modelling problems in this article.Wewill merelymention that the reasonable attempts to construct the formalism have all
led to a model essentially equivalent to so-called Hilbert space formalism. We will shortly describe the so-called finite-level
quantum systems using this formalism. In the later sections, we explain how they can be used to introduce the quantum
counterpart of fuzzy sets and reaction systems.
For a finite set S, we associate its elements s as the perfectly distinguishable states of a (quantum) physical system. For
example, if a physical system under investigation is the nuclear spin (can be thought as the orientation of the magnetic
field, up or down), it is possible to identify orientation ‘‘down’’ with 0 and ‘‘up’’ with 1. In the continuation, we will not pay
attention to any physical characteristics of the system, only to its mathematical description. Again with a slight abuse of
notations, we will use the notation S for the physical system, as well as to the underlying set S of the basis states.
The state space of a physical system S is defined to be H = H(S). Recall from the previous subsection that it is typical to
identify the elements ofH with column vectors |φ⟩. A state of physical system S is a unit-trace, positive self-adjointmapping
in L(H). The spectral theorem guarantees that each normal mapping has a spectral representation
A = λ1 |φ1⟩⟨φ1 | + · · · + λn |φn⟩⟨φn |, (1)
where {φ1, . . . , φn} is an orthonormal basis of H (here we have denoted n = |S|) consisting of the eigenvectors of A, and
λi is the eigenvalue belonging to eigenvector φi. For the proof of the spectral theorem for self-adjoint mappings, see [12]
(the extension to normal mappings can be left as a short exercise). In the matrix language, the spectral representation
(1) simply means that the matrix of A is diagonal (with diagonal elements λ1, . . ., λn) in basis {φ1, . . . , φn}. It can be
shown that the presentation (1) is unique if and only if the eigenvalues of A are distinct. Now if A is a state, it has to be
positive, which implies that λi ≥ 0 for each i, and the unit trace condition implies that λ1 + · · · + λn = Tr(A) = 1. The
aforementioned restrictions can be expressed also so that each state A has a representation as a convex combination of one-
dimensional projections | φi⟩⟨φi |. Conversely, it is easy to see that if A1 and A2 are states, then also λA1 + (1 − λ)A2 is a
state for any λ ∈ [0, 1]. This means that the state set has a convex structure. State A is called pure, if it is an extremal of
the state set, meaning that it cannot be represented as a convex combination of other states in a nontrivial way. State A
which is not pure, is called mixed. It can be shown that the state A is pure if and only if A =| φ⟩⟨φ | is a projection onto a
one-dimensional subspace. Pure states A are also called vector states, since to represent A =| φ⟩⟨φ | it is sufficient to only
give vector φ = c1 | s1⟩+ · · · + cn | sn⟩ (of unit length). Representation of φ as a linear combination of basis states is called a
superposition of basis states si ∈ S. Unfortunately, vector state presentation is not unique, but any eiθφ with real θ gives the
same projection: |φ⟩⟨φ |=|eiθφ⟩⟨eiθφ |, as easily verified.
An observable V is a self-adjoint mapping. Since V is self-adjoint, it has a spectral representation
V = µ1 |ψ1⟩⟨ψ1 | + · · · + µn |ψn⟩⟨ψn |, (2)
and the self-adjointness implies that all the eigenvaluesµi of V are real. The potential values of V are exactly the eigenvalues
of V . At least now it should be emphasized that quantum mechanics is a probabilistic theory, meaning that in general, the
theory does not predict a specific value for an observable, but only a probability distribution of values. So-called minimal
interpretation of quantummechanics says that if the system is in state A, and observable V is observed, then the probability
thatµi is seen as outcome, is given by Tr(A |ψi⟩⟨ψi |) (assuming the eigenvalues distinct). Theminimal interpretation should
be seen as an axiom connecting the mathematical structure to the physical reality.
The last topic of quantum mechanics relevant to this article is that of the state transformations. The question of how
the states of quantum systems change in time is quite complicated, and we will not address it in details. Instead, we just
note that the quantum state transformations are completely positive, trace-preserving linear mappings L(H) → L(H). In
fact, the obvious requirement is that the states are transformed into the states. Such transformations are called positive,
trace-preserving mappings, but the extra condition (complete positiveness) comes from the idea that a combined state of
the system under investigation together with an environment state must always remain a positive mapping (for details,
see [12]). Now, the following are equivalent: (1) V : L(H)→ L(H) is a completely positive, trace-preserving linear mapping,
(2) V (A) =n2i=1 ViAV ∗i , where Vi ∈ L(H) andn2i=1 V ∗i Vi = I , and (3) V (A) = Tr1(U(A⊗ I)U∗), whereU is a unitarymapping
in a larger Hilbert space, and Tr1 is so-called partial trace (see [12]) onto the original system. We conclude this subsection
by noting that the special case n = 1 in condition 2 (which is equivalent to the condition that I is 1× 1-matrix in condition
3 always implies a reversible transformation, since in that case V (A) = V1AV ∗1 , where V1 ∈ L(H) is unitary. In that case we
say that the state transformation is in a closed quantum system.
2.4. Quantum sets
For any finite set S and function χ : S → [0, 1], the pair (S, χ) defines a fuzzy set, and the purpose of this subsection is
to introduce a quantum generalization of this notion. It should be noticed that the first attempt to define ‘‘quantum sets’’ as
states in H = H(S) fails. The intuitive reason for that is that the basis elements ofH(S) would correspond directly to the
elements of set S, and hence a state of system H(S) would always generate, via the minimal interpretation, a probability
distribution over S. More precisely, consider a state A ∈ L(H). If the system is in state A, then the probability of seeing
element s ∈ S is P(s) = Tr(A | s⟩⟨s |), and hences∈S P(s) = Tr(As∈S | s⟩⟨s |) = Tr(A) = 1. This means that for any state
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A ∈ L(H), we get a probability distribution of elements of S. But a fuzzy set is not generally a probability distribution over S
(yet it can be), so the quantum generalization must be based on a different ground.
We will build the quantum version of a set by observing that the characteristic function of a fuzzy set S always induces
the probability distribution over the subsets of S. For this aim, we just interpret the characteristic function as a probability
for an individual element to belong to S, and using this interpretation, build probabilistically a subset T ⊆ S just by asking
for each swhether s ∈ S or not. It follows that a set T ⊆ S is built with a probability
P(T ) =

s∈T
χ(s)

s∈S\T
(1− χ(s)). (3)
The probabilities P(T ) for each T ⊆ S are in fact another representation of function χ in the following sense:
Lemma 1. Let S be a finite set, χ : S → [0, 1] a characteristic function, and P(T ) for each T ⊆ S defined as in (3). Then
T⊆S
P(T ) = 1
and χ(s) for each s ∈ S can be reconstructed from values P(T ).
Proof. Without loss of generality, S = {1, . . . , n} and the first claim can be proven by induction. For n = 1, all the subsets
of S are ∅ and {1}, and P(∅) = 1− χ(1) and P({1}) = χ(1). Both claims are evident.
Assume then that the first claim is true for S = {1, 2, . . . , n}. We will show that it is also true for S1 = {1, 2, . . . , n+ 1}.
This follows from
T⊆S1
P(T ) =

T⊆S1
n+1/∈T

i∈T
χ(i)

i∈S1\T
(1− χ(i))+

T⊆S1
n+1∈T

i∈T
χ(i)

i∈S1\T
(1− χ(i))
= (1− χ(n+ 1))

T⊆S

i∈T
χ(i)

i∈S\T
(1− χ(i))+ χ(n+ 1)

T⊆S

i∈T
χ(i)

i∈S\T
(1− χ(i))
= 1− χ(n+ 1)+ χ(n+ 1) = 1,
where the 2nd and 3rd lines are simplified by the induction hypothesis.
For the second claim, just notice that for each T ⊆ S,
P(T ) =

s∈T
χ(s)

s∈S\T
(1− χ(s)) =

U⊆S
cU,T

i∈U
χ(i),
where each cU ∈ {−1, 1}. Denoting XU = i∈U χ(i) we get a system of 2|S| linear equalities with 2|S| variables XU . When
ordering the variables XU according to |U| and XU with the same U cardinality lexicographically, we see that the matrix of
the system is upper-triangular with ones in the diagonal. Hence thematrix is invertible and all variables XU can be presented
in terms of P(T ), where T ⊆ S. 
The above lemma shows that for a fixed set S, the values P(T ) for each T ⊆ S can be interpreted as another representation
of χ . But now values P(T ) indeed form a probability distribution, and this gives a straightforward way of defining what a
quantum set means: the quantum version of set S will be established on all subsets of S rather than the elements of s. This
is formalized in the next definition.
Definition 1. Let S be (an ordinary) set. A quantum set in S is a state of a quantum system 2S , and H = H(2S) is the state
space of the system.
According to the definition, {|T ⟩ | T ⊆ S} is an orthonormal basis of H , and any quantum set can be uniquely represented as
Q =

T1,T2⊆S
cT1,T2 |T1⟩⟨T2 |,
where cT1,T2 ∈ C, c∗T1,T2 = cT2,T1 and

T⊆S cT ,T = 1. Notice also that if Q is a quantum state of system S, then the probability
of observing the quantum set to be T ⊆ S is given by
P(T ) = Tr(Q |T ⟩⟨T |).
This notion clearly generalizes the crisp sets and fuzzy sets, since a pure state |T ⟩⟨T | clearly corresponds to the crisp set T ,
and for a set {P(T ) | T ⊆ S} of probabilities, a mixed state
T⊆S
P(T ) |T ⟩⟨T |
gives the probability P(T ) of observing set T ⊆ S.
In a later section, we will need to speak about the union of a quantum set and an ordinary set, so we will briefly describe
it here.
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Definition 2. If Q is a quantum set in S, and A ⊆ S, then the union Q ∪ A is defined in stages as follows: if T ⊆ S, and
Q =|T ⟩⟨T |, then the union is defined naturally as Q ∪ A =|T ∪ A⟩⟨T ∪ A |. This is extended to any other pure state so that if
|ψ⟩ =T⊆S cT |T ⟩ and Q =|ψ⟩⟨ψ |, then Q ∪A is defined as Q ∪A =|ψ ∪A⟩⟨ψ ∪A |, whereψ ∪A is a shorthand notation
for vector ψ ∪ A = T⊆S cT | T ∪ A⟩. Finally, if Q is a mixed state, then it can be represented as a convex combination of
pure states: Q = λψ |ψ⟩⟨ψ |, and the union is defined as Q ∪ A = λψ |ψ ∪ A⟩⟨ψ ∪ A |.
It should be emphasized that the operation |T ⟩⟨T |→|T ∪ A⟩⟨T ∪ A | is not an injection, so it certainly cannot be a closed
system state transformation. Instead, it is possible to describe the operation as a completely positive mapping. For that
purpose, it is sufficient to notice that actually anymapping V (| T ⟩⟨T |) = U⊆S MU,T |U⟩⟨U | where M is a Markov matrix
(indexed with subsets of S) can be realized as a completely positive mapping. The construction was actually introduced in
[11,13,14]: we just define
V (|T ⟩⟨T |) =

U,T⊆S
VU,T |T ⟩⟨T | V ∗U,T ,
where VU,T =

MU,T |U⟩⟨T |.
3. Basics on reaction systems
This section will serve as a short introduction to reaction systems. The following definitions, which make up the basics
of reaction systems, are directly from [6], or slightly modified from those.
Definition 3. A reaction a is a triplet a = (Ra, Ia, Pa), where Ra, Ia, and Pa are finite sets of reactants, inhibitors, and products,
respectively. If Ra, Ia, and Pa are included in a set S, then a is called a reaction in S.
Definition 4. If S is a finite set, then rac(S) is the set of all reactions in S.
For the purposes of this article, the existence of a background set S is very important. If not explicitly stated otherwise,
we will hereafter suppose that all the reactions studied in this article are reactions in a finite set S.
Definition 5. Let T be a finite set and a = (Ra, Ia, Pa) a reaction. The result of reaction a on set T is defined as
resa(T ) =

Pa, if Ra ⊆ T and Ia ∩ T = ∅
∅, otherwise.
For a set A of reactions, the result of A is defined as union
resA(T ) =

a∈A
resa(T ).
If a is a reaction on S, then resa clearly defines a function resa : 2S → 2S . The definition is mathematically very elementary,
and certainly it is possible to accept the definition alone and study the reaction systems independently of any interpretation.
On the other hand, an interpretation is obviously very helpful in understanding the reaction systems. Since Ehrenfeucht and
Rozenberg introduced the reaction systems as abstractions of the biochemical processes ([5,6]), it is very natural to follow
the original interpretation: sets Ra, Ia, and Pa, are sets of molecules involved in the reaction. Ra is the set of initial molecules,
and Pa the set of final molecules. Reaction a will produce molecules Pa from set T , provided that all initial molecules are
in T , and that no inhibiting molecules Ia are in T .
The ideas behind the reaction systems are further explained by Ehrenfeucht and Rozenberg: ‘‘we assume the ‘‘threshold
supply’’ of elements (molecules): either an element is present, and then there is ‘‘enough’’ of it, or an element is not present.
Thus we do not have counting here (we work with sets rather than multisets), and therefore we present here a qualitative
rather than quantitative analysis of interactions between reactions. Another important assumption wemake is that there is
no permanency of elements: if ‘‘nothing’’ happens to an element (it is not a reactant for any active reaction) then it ceases to
exist’’ [6].
Remark 1. As ‘‘permanency of elements’’ is a well-established principle in natural sciences (no atom ever disappears in a
chemical reaction), we will interpret the above quotation such a way that the model just counts only the molecules which
are the products of the reactions and ignores the other molecules.
Definition 6. A reaction systemA is a pairA = (S, A) so that S is a finite set and A ⊆ rac(S).
Definition 7. IfA = (S, A) is a reaction system, the result ofA on set T is defined as
resA(T ) = resA(T ).
Recall that according to the previous definitions, resA(T ) is the union of all results of reactions in A, given the background
set S. From the computational point of view, the reactions as mappings 2S → 2S alone are indeed enough to determine very
complex behaviours, but in order to integrate the potential environment, a more advanced definition can be used:
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Definition 8. Let A = (S, A) be a reaction system. An interactive process in A is a pair π = (γ , δ) of sequences
γ : C0, C1, C2, . . ., and δ : D0 = ∅,D1,D2, . . ., all included in S and recursively defined as Di = resA(Ci−1 ∪ Di−1).
Definition 9. Sequence δ:D0 = ∅,D1,D2, . . . in the previous definition is called the result sequence ofπ and γ : C0, C1, C2, . . .
the interaction sequence.Wi = Ci ∪ Di is called the state of the system, andW0 is called an initial state.
The intuition behind the above definition is that the sequence D0 = ∅, D1, D2, . . ., is to depict the interior structure of the
living cell under investigation, and the sequence C0, C1, C2, . . . is describes the environment (context).
Definition 10. If Ci ⊆ Di, for all i ∈ {0, 1, 2, . . .}, we call interactive process context-independent.
Ehrenfeucht and Rozenberg point out that the reaction systems are different from traditional computingmodels: ‘‘first of
all, in our approach reactions are primarywhile structures are secondary: reactions create states rather than transform states
as is the case in the traditional models of theoretical computer science. Another way to express this is to say that reactions
create environment rather than they work in an environment’’ [6].
Remark 2. Clearly Ehrenfeucht and Rozenberg do not claim that an interpretation via ‘‘states’’ would be impossible, only
that such an interpretationmaynot be useful in the context of reaction systems. In fact, the impossibility of a state-dependent
interpretation seems to contradict the Church–Turing Thesis: all computational models whatsoever can be simulated by a
Turingmachine, and Turingmachines are indeedbased on state transitions. In the sequelwewill argue that bringing the state
interpretation to the reaction systems is quite evidently useless in some situations, but when thinking about the extensions,
it may be important. Evidently the reaction systems are defined to keep the reactions primary, and the notion of ‘‘state’’ is
not so important. But is it possible to interpret reaction systems as state transition systems? Certainly, if we want. In the
next definition, a transition systemmeans a finite automaton without initial and final states.
Definition 11. [Reaction Systems as Transition Systems] For a reaction system A = (S, A) we define a transition system
F = (Q ,Σ, δ), where Q = 2S is the set of states,Σ = 2S the input alphabet, and δ : Q × Σ → Q the transition function
defined as δ(q, σ ) = resA(q ∪ σ). The transition system can also be augmented by adding an initial state q0 = D0 = ∅, and
then it becomes a finite automaton without final states.
Theorem 2. IfA is a reaction system and F a transition system as in the above definition, andw = C0C1C2 · · · and input word.
If we define Di = δ(q0, C0C1C2 · · · Ci−1), then π : (∅, C0)→ (D1, C1)→ (D2, C2)→ · · · is an interactive process inA.
Proof. Evident. 
For a large background set S, Q = 2S as a state set is exponentially larger, and so is the alphabet Σ = 2S . On the
other hand, it is perfectly possible that in many interesting interaction sequences, only a few subsets of S occur. Hence the
description ofA as a finite automaton may appear unnecessary and the above citation from [6] very true: why to define an
enormous input alphabet and a state set (subsets of S), if only some of them are visited in an interactive process? From the
computational point of view, it makes much more sense to see the states (subsets of S) created one by one by the reaction
system, just as Ehrenfeucht and Rozenberg mention [6].
On the other hand, the state set 2S is a mathematically existing entity independently of the definition, so we do not need
very much to slog our way to think about the states: from a mathematical point of view, the states are there already. The
description of reaction systems as finite automata may be however useful, because mathematical descriptions of physical
systems, including the standard description of quantum mechanics, are based on the notion of states [4]. Hence it seems
that the way to the quantum mechanical generalizations of reaction systems could go via the ‘‘states’’. This idea is further
supported by the fact that the notions of ‘‘a physical system’’ and ‘‘a computational system’’ are fundamentally inseparable,
not only from a mathematical point of view, but also from natural computing point of view.
4. Probabilistic reaction systems
For allmodels of computing, it is possible to introduce randomness, in away or another. For the transition systems, which
cover a great part of models of computing, stochastic models are very evident. In fact, a transition q1 → q2 from state q1
to state q2 can be replaced by a distribution of transitions: q1
pi−→ q2,i, meaning that from state q1, the system will go to any
state q2,i with probability pi. This way of presenting randomness is in a complete accordance with a reasonable physical
intuition and probability theory: it may be physically possible that the state transition of a computational machine is not
deterministic, but a variety of outcomes is possible.
Recall the definition of function resa:
resa(T ) =

Pa, if Ra ⊆ T and Ia ∩ T = ∅
∅, otherwise.
For reaction systems, a natural place for embedding randomness seems to be the product set: instead of one single
product set Pa, there could be a variety of product sets Pa,1, Pa,2, . . ., Pa,N , each with some probability. As the background set
is finite and each Pa,i ⊆ S, then there can certainly be only finitely many product sets. The definition will be built on the
following idea: starting with some reactant molecules T not including any inhibitor molecule and containing all reactants,
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is possible that reaction a will produce a finite set of molecules m1, m2, . . ., mK , all with some probabilities depending on
the reaction, but not on the reactants. Now each product set Pa,i is a collection of potential molecules we want to count, and
the probability pa,i for each Pa,i can be expressed according to ordinary classical probability theory.
Remark 3. It is certainly possible to define probabilistic reactions also in a different way, so that the product set would
(probabilistically) also depend on T (even if all reactants are there). This choice would lead into a different notion, but
we choose the below definition for the following reasons: first, the statement ‘‘reactions are primary’’, is a leading idea
of developing the model further. The second reason also dates back to the original model: there is no permanency of the
elements, and according to our interpretation, this simply means that we do not count all molecules. If counting everything,
it would of course be natural that the product set would depend on T , but our choice here is to embed the randomness
into the nature of reactions, not to a set of reactants. Another way to explain this choice is that the reactions themselves are
nondeterministic: a set of reactants Ra can react to output any of sets Pa,1, . . ., Pa,N .
Definition 12. A probabilistic reaction a in set S is a triplet a = (Ra, Ia,Pa), where Ra is the set of reactants, Ia is the set of
inhibitors, and Pa is a probability distribution on 2S .
Definition 13. Let S be a background set, T ⊆ S, and a = (Ra, Ia,Pa) a probabilistic reaction in S. The result of a probabilistic
reaction on set T is a mappingD(2S) → D(2S) defined as
resa(T ) =

Pa, if Ra ⊆ T and Ia ∩ T = ∅,
∅, otherwise.
On the left hand side of this definition, T shall be understood as a trivial probability distribution on 2S , where T occurs
with probability 1. The empty set in the second case of the definition is understood similarly, and hereafter we use this
identification between subsets of S and the trivial probability distributions on 2S . Any probability distribution can be
uniquely expressed as a convex combination of these trivial ones, which implies that this definition extends linearly to
all probability distributions on 2S .
Remark 4. In what follows, notation
resa(T )
p−→ P
means that resa(T ) yields a set P with probability p.
For a set A of probabilistic reactions, it seems natural to define the meaning of resA(T ) as follows.
Definition 14. Let A = {a1, . . . , aM} be a set of probabilistic reactions (all in background set S). Then, for any set T , resA(T )
is the probability distribution on set 2S so that for any P ∈ 2S ,
P(resA(T ) = P)
is the probability that at least one of reactions a1, . . ., aM will produce set P as product.
Remark 5. The probability that reaction aj will not produce set P as output is 1 − P(resaj(T ) = P). Hence the probability
mentioned in the above definition can be explicitly expressed as
1− (1− P(resa1(T ) = P)) · · · (1− P(resaM (T ) = P)),
but the explicit formula is rather immaterial. If wanted, we could also enhance the above definition with the possibility that
any reaction aj happens only with a probability qj, but this extension would not change this study essentially.
Remark 6. As in the definition of probabilistic resa, the above definition gives a mapping 2S → D(2S), but an extension
into a Markov mappingD(2D)→ D(2S) is straightforward.
Definition 15. If A is a set of probabilistic reactions, a probabilistic interactive process is any sequence π : (∅, C0) →
(D1, C1)→ (D2, C2)→ · · · , where resA(Ci ∪ Di) p−→ Di+1 with a non-negative probability p.
In what follows, we will show that the definition of probabilistic reactions discussed in Remark 3 is quite paradoxical: it
is in fact always possible to interpret a probabilistic reaction system as a larger deterministic reaction system, which gets
its nondeterministic nature from nondeterministically chosen reactants. On the other hand, this is quite natural, since we
can answer to the question ‘‘what is a reaction’’ in several ways. One possible way of seeing nondeterminism in reactions
is that if there are two potential outcomes on the same set of reactants, then there are actually two distinct reactions. The
other way of seeing this nondeterminism is to accept that a single reaction typically produces an output, but sometimes a
different output. Any of these interpretations apparently gives only a partial answer to the original question.
For the next theorem, we still need to explain how to define a deterministic reaction on a probability distribution
over a sets. But this is in fact very simple: if B is finite, then for any function f : B → B′ we can define its extension
f : D(B)→ D(B′) so that the probability of seeing b′ = f (b) is given by P(b′) =b′=f (b) P(b), where the sum is understood
to be 0 if no element bwith f (b) = b′ exist.
The below simulation result (Theorem 3)means that the system behaves deterministically except for a subsystem,which
is responsible for the probabilistic nature. Such representations have in fact been studied quite extensively, and a typical
example is a probabilistic Turing machine: it is possible to view a probabilistic Turing machine as a deterministic machine
which uses a sequence of random bits guiding its computation [19].
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Theorem 3. Let S be a background set and A = {a1, . . . , aM} a set of probabilistic reactions in S, and π : (∅, C0) →
(D1, C1) → (D2, C2) → · · · a probabilistic interactive process. Then there exists a set A′ of (deterministic) reactions in S ′ (a
superset of S), a fuzzy setB (actually a probability distribution) and an interactive process π ′ = (∅, C0 ∪B) → (D1, C1 ∪B)
→ (D2, C2 ∪B) → · · · so that for any i ∈ N and any set T ⊆ S, P(T = Di) is the same for process π and π ′.
Proof. In order to remove nondeterminism from a probabilistic reaction ai = (Rai , Iai ,Pai) we introduce a set of 2|S|
(deterministic) reactions so that for each P ⊆ S, a(P)i = (R(P)ai , Iai , P) is a reaction whose reactant set R(P)ai is just the old
one augmented with a single element: R(P)ai = Rai ∪{sai,P}. Elements Bi = {sai,P | P ⊆ S} are assumed not to be in the original
background set S. The elements sai,P will then be used switches for electing the reaction outcomes.
In order to define the new background set S ′, let first B = Mi=1 Bi and S ′ = S ∪ B. The new reaction set is defined as
A′ = {a(P)i | i ∈ {1, . . . ,M}, P ⊆ S}. Then
resA′(T ) =
M
i=1

P⊆S
resa(P)i
(T ),
where each reaction a(P)i works as defined earlier:
resa(P)i
(T ) =

P, if T ⊆ R(P)ai and Iai ∩ T = ∅,∅ otherwise.
Since R(P)ai = Rai ∪ {sai,P}, we see that the outcome resA′(T ) depends crucially on which elements sai,P are in set T . Elements
sai,P work then as ‘‘switches’’ telling that the deterministic version of ai (a set of reactions) should choose P as the outcome.
That is, under the condition that sai,P ∈ T we have, for any P1,
resai(T )
p−→ P1 ⇔ resa(P)i (T ) = P1,
but if sai,P /∈ T , then resa(P)i (T ) = ∅, since a reactant is missing. For a fixed i, there may be of course various elements sai,Pk
in T , which implies that the reaction set simulates all reactions a(Pk)i .
Now the setB will be a fuzzy set chosen according to distributionsPai : sai,P belongs toB with the same probability that
ai produces P . The (fuzzy) set B then works as a ‘‘coin’’ for advising how the deterministic versions of reaction ai should
work. The claim follows immediately. 
Remark 7. Rabin has shown [21] (see also the monograph by Paz [20]) that for any probabilistic finite automaton P there
is a deterministic finite automaton F (with at most exponentially more states) recognizing the same language. However,
Rabin’s theorem is very different from the above theorem as a total derandomization result.
It seems quite tedious to introduce directly a result exactly similar to Theorem 3 for probabilistic automata or even
to probabilistic transition systems. The reason for this is that a computational step of a probabilistic automaton can also
depend on the state the machine is in, not only on the input. The triviality of Theorem 3 on reaction systems just underlines
the quotation ‘‘reactions are primarywhile structures are secondary’’.
5. Quantum reaction systems
The tradition of quantum mechanics gives a very evident way to introduce quantum reaction systems. This is done via
‘‘states’’, which can be chosen as elements of 2S—recall the definitions from the introductory section.
Definition 16. Let A = (A, S) be a reaction system. The state space of the quantum version AQ of A is the Hilbert space
H = H(2S).
The above definition is a reflection of Definition 11, except that in the quantum physical version, the basis states are
assumed as elements of (potentially) existing physical reality. The next definition, for its part, is analogous to the definition
of a probabilistic reaction. However, instead of a probability distribution, the outcome of the result is a quantum set.
Definition 17. Let S be a background set and H = H(2S). A quantum reaction in S is a triplet a = (Ra, Ia,5a), where Ra and
Ia are as before, and5a ∈ L(H) is a quantum set.
Definition 18. For a quantum reaction a, the result function resa is a function resa : L(H) → L(H) satisfying the following:
for any T ⊆ S, we naturally identify the set T and the pure quantum state |T ⟩⟨T | representing T :
resa(T ) = resa(|T ⟩⟨T |) =

5a, if Ra ⊆ T and Ia ∩ T = ∅,
|∅⟩⟨∅|, otherwise.
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The motivation to define quantum reactions as above emerges just from the faithfulness to both the deterministic and
probabilistic definitions of resa. As in the definition of probabilistic resa, it is enough to define the quantum version on pure
states | T ⟩⟨T |: each state in L(H) can be expressed as a convex combination of pure states, and the extension is then by
linearity.
On the other hand, the definition of probabilistic resa clearly defines a Markov mapping D(2S) → D(2S), since it
defines a probability distribution for each elementary probability distribution. On the other hand, it may not be so clear
that Definition 18 would result in an analogous conclusion, which in this case would be that resa : L(H) → L(H) is a
completely positive trace-preserving mapping.
Theorem 4. Mapping resa defined above is a completely positive, trace-preserving mapping.
Proof. Function
f (T ) =

1 if Ra ⊆ T and T ∩ Ia = ∅
0 otherwise
is clearly classically computable, and this implies that the operation
|T ⟩ |0⟩ →|T ⟩ | f (T )⟩,
can be performed by using unitary mappings [12].
Using the same construction ,one obtain a completely positive, trace preserving mapping V (| 0⟩⟨0 | ⊗I) =| 0⟩⟨0 | ⊗5a
and V (|1⟩⟨1 | ⊗I) =|1⟩⟨1 | ⊗ |∅⟩⟨∅|. The claim follows combining all the aforementioned details. 
For a set A = {a1, . . . , aM} of reactions, the Definition 14 seems very natural and is faithful to the original definition.
However, when trying to introduce a quantum version of it, several problems occur. Assuming that reaction ai produces
outcome 5ai , then how to combine the states 5ai into a single quantum state? Recall that the original definition refers to
the union: if at least one reaction yields product elements, the set of reactions does so. For a probabilistic reaction set, an
analogous feature is evident: the probability that a reaction set produces an element is the probability that at least one of
the reactions does so.
Now, assuming that the quantum system H = H(2S) is in state5, the probability of observing a subset T ⊆ S is given
by Tr(5 |T ⟩⟨T |), whereas the probability of observing a set containing an elementm ∈ S is
T⊆S
m∈T
Tr(5 |T ⟩⟨T |).
It is certainly possible to convert a set of quantum states {5a1 , . . ., 5aM } into a single state 5 so that when the system
is in state 5, then the probability of observing a single element m is the same as the probability of observing m in at
least one of states 5a1 , . . ., 5aM . Such a construction is problematic because of at least two reasons. The first reason is
somewhat technical: the construction would be never unique. The second reason is more fundamental: when introducing
a probabilistic model, the probabilities should be the only guiding force, but in my opinion, a quantummodel should not be
based of constructing a state that only obeys the probability rule. Instead, the model should, in some way, make use of the
nature of quantum mechanics, just as the well-known quantum algorithms do. A number of efficient quantum algorithms
are based on the design which makes the desirable computational paths interfere constructively, and nondesirable ones
destructively.
So if the quantummodel of several reactions cannot be unambiguously introduced based on the probabilities, then how
themodel should be constructed? For this question, it is not possible offer any ‘‘natural’’ reply, only a candidate for a potential
construction: as the state set is convex, then λ15a1 +· · ·+λM5aM is a state, whenever λi ≥ 0 and λ1+· · ·+λM = 1. Such
a convex combination carries, in a sense, properties of all states it is formed of, but there is no way to fix the coefficients λi
in any canonical way.
Because of the aforementioned reasons, the definition of resA for a set of quantum reactions is left void here.
While the definition of resA is necessarily difficult and ambiguous, it seems that we have all the ingredients for quantum
interactive process with one reaction. Indeed, if a is a (quantum) reaction, then the definition of an interactive process
π : (∅, C0) → (D1, C1) → (D2, C2) → · · · means that Di+1 = resa(Di ∪ Ci). Beginning with (∅, C0), the description of
the first step in the interactive process starts with
D1 = resa(∅ ∪ C0) = resa(C0) =

5a if Ra ⊆ C0 and Ia ∩ C0 = ∅
|∅⟩⟨∅| Otherwise.
Then D2 = resa(D1∪C1), etc. It should be noted that for i ≥ 1, Di is a quantum set, but we have already defined themeaning
of resa for quantum sets, as well as the union of a quantum and a classical set, so there are no further difficulties in defining
the interactive processes.
However, we need to explain, just as in the probabilistic case, the meaning of a classical reaction in a quantum set. But
this is also very straightforward: to extend an ordinary function f : B → B′ into a function defined on quantummechanical
system B, we just need to define f (|b⟩⟨b |) =| f (b)⟩⟨f (b) | for basis states, and for superpositions φ = λibi of basis states
as f (|φ⟩⟨φ |) = f (| λibi⟩⟨ λibi |) =| λif (bi)⟩⟨ λif (bi) |. Eventually for mixed states, the values of f are defined by
extending f by linearity.
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Theorem 5. Let S be a background set, a = (Ra, Ia,5a) a quantum reaction in S, and π : (∅, C0) → (D1, C1) → (D2, C2)
→ · · · a quantum interactive process. Then there exists a set A′ of (deterministic) reactions in S ′ (a superset of S), a quantum set
Q, and an interactive process π ′ = (∅, C0 ∪ Q) → (D1, C1 ∪ Q) → (D1, C1 ∪ Q)→ · · · so that for any i ∈ N and any set
T ⊆ S, P(T = Di) is the same for process π and π ′.
Proof (Sketch). The proof is analogous to its probabilistic counterpart. For each P ⊆ S we introduce its copy P˜ /∈ S and a
deterministic reaction aP = (Ra ∪ {P˜}, Ia, P). As in the probabilistic version, elements P˜ work as ‘‘switches’’ selecting which
deterministic reaction will take place. Let S ′ = S ∪ {P˜ | P ⊆ S} and A′ = {aP | P ⊆ S}. Now the quantum setQ sought for is
actually a just a copy of state5a: if
5a =

T ,U⊆S
cT ,U |T ⟩⟨U |,
then
Q =

T ,U⊆S
cT ,U | T˜ ⟩⟨U˜ | .
The claim follows directly. 
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