ABSTRACT As autonomous and connected vehicles are becoming a reality, mobile-edge computing (MEC) off-loading provides a promising paradigm to trade off between the long latency of clouding computing and the high cost of upgrading the on-board computers of vehicles. However, due to the randomness of task arrivals, vehicles always have a tendency to choose MEC server for offloading in a selfish way, which is not satisfactory for the social good of the whole system and even results in a failure possibility of some tasks due to the overflow of MEC servers. This paper elaborates the modeling of task arrival process and the influence of various offloading modes on computation cost. Interestingly, by formulating task arrivals as a compound process of vehicle arrivals and task generations, we found that the task arrival model for MEC servers does not belong to the standard Poisson distribution, which contradicts the popular assumption in most existing studies. Considering the load distribution and the prediction of cost, we propose a load-aware MEC offloading method, in which each vehicle makes MEC server selection based on the predicted cost with the updated knowledge on load distribution of MEC servers. Analysis and simulation show that the proposed scheme can achieve up to 65% reduction of total cost with almost 100% task success ratio.
computing [20] and mobile-edge computing [21] provide a new paradigm to offload computation from cloud to local fog servers (LFSs) or mobile-edge computing (MEC) servers. Though some references [22] separated the concepts of fog computing and edge computing, we do not explicitly distinguish between them because fog servers (LFSs) and mobileedge computing (MEC) servers are usually deployed along with RSUs in proximity to the mobile vehicular terminals in the same way [23] , [24] .
The main challenge of the off-loading scheme is to make selection of MEC servers in a real-time way, as vehicles in transit may pass through several RSUs and MEC servers during the task-off-loading process, due to high mobility. Generally, vehicles may offload their computation task to any MEC servers that they can access, which may trade off between the long latency of clouding computing and high cost of upgrading the on-board computers of vehicles [25] . Reference [26] proposed a flexible off-loading strategy to discover unutilized resources and carry out task mitigation by combining the vehicular cloud with the fixed central cloud. Reference [27] proposed a vehicular fog computing architecture, which utilizes a collaboration of vehicles and near-user edge devices to carry out communication and computation. [28] proposed an optimal predictive combination-mode off-loading scheme, which uses a task-file transmission strategy with predictive V2V relay. However, due to the randomness of task arrivals, vehicles always have a tendency to choose MEC server in a selfish way, which is not satisfactory for social good of the whole system. Besides, we found that most of existing researches have an improper assumption [25] , [28] that tasks arrive at MEC servers in a Poisson process. In fact, vehicles may generate tasks from time to time while they are moving on the road, so the arrival process of tasks shall be a compound process of vehicle arrivals and task generations.
This paper elaborates on the process of task arrivals and formulates it as a compound process of vehicle arrivals and task generations. Analysis and simulation demonstrate that the variance of task arrivals has been underestimated by previous researches [25] , [28] that are based on the assumption of the standard Poisson process. Furthermore, the paper proposes a load-aware offloading scheme for vehicular network, in which each vehicle makes selections of MEC servers based on the prediction of load distribution of MEC servers. By utilizing the communication ability of vehicles and roadside unit systems (RSUs), each vehicle may collect the state information of MEC servers and predicts the computation cost, so that its MEC selection policies can be optimized collaboratively with the consideration of other vehicles' computation requirements. Finally, the influence of vehicle arrival rate, task generation rate and mobility are evaluated through simulations.
The contributions of this paper include: 1) A compound random model (CRM) of vehicle arrivals and task generations, which can formulate the task arrival process in MEC off-loading scenarios.
2) A proof that CRM does not belong to the Poisson distribution, which contradicts the popular assumption in most of existing researches and is validated through analysis and simulations. 3) A novel load-aware offloading scheme, in which each vehicle makes MEC server selection based on the predicted cost with updated knowledge on load distribution of MEC servers. The rest of the paper is structured as follows. Section II gives an overview on the related work and emphasize the challenges of existing researches. Section III formulates the basic problem, establishes a compound random model of task arrivals, and then discusses four typical offloading modes for vehicle edge computing networks. Section IV evaluates the performance of CRM, and validates the analysis by simulation. Finally, Section V concludes the paper.
II. RELATED WORK A. COMPUTATION AND COMMUNICATION IN VEHICULAR NETWORKS
Recently, with the emerging of technologies such as cloud computing, Internet of Things and Artificial Intelligence, the Internet of Vehicles (IoV) has attracted numerous attentions for its significant advantages in reducing traffic accidents [29] , mitigating traffic congestion [4] , and providing various real-time convenience services. In the case of intelligent navigation [30] , traffic scenes are transmitted to the on-board computer in real time, and the onboard computer will automatically plan the most convenient route for driver in which the congested route paths with the shortest distance will be abandoned. However, most of these applications require intensive computation and tight delay constraints [8] , especially for applications which need to dynamically process video data and interact in real-time.
In general, it is not easy to upgrade vehicular terminals [28] , so most of them have weak computation capability and limited storage space. By utilizing communication capabilities of Internet of Vehicles, the intensive computation tasks of vehicular applications can be offloaded to other servers such as cloud center or RSUs, even other vehicles. At present, the main realization ways of vehicle vehicular networking are dedicated short-range communications (DSRC) and cellular communications (LTE-V2X), which may achieve the all-around communication with the mode of Vehicle to Pedestrian (V2P), Vehicle to Vehicle (V2V) and Vehicle to Infrastructure (V2I) [31] . However, the vehicles are unstable, temporary and random with high mobility, and the performance of VANETs is affected by the vehicular density and distributions.
B. CLOUD-ENABLED VEHICLE NETWORKS
Currently, cloud computing is still a mainstream method for improving the computation ability of vehicular terminals. Reference [32] proposed an adaptable hierarchical vehicular cloud network model based on Road Side Units to resolve the problem of broadcast storm, in which all vehicles flood packets at different rates, so that the conflicts of channel access can be reduced. Reference [33] proposed a cloudenabled architecture to mitigate the increased traffic and hence congestion by estimating the density of vehicles on the road and the average speed. Reference [34] proposed a distributive architecture which integrates cloud computing into cognitive radio ad hoc vehicular networking, for providing security aware resource management and Internet of Vehicle applications. Further, in order to take full advantage of cloud computing, [35] proposed a cross-cloud parallel processing mechanism in the joint cloud environment where cloud vendors collaboratively cooperate as an alliance, so that massivescale vehicle data processing can be performed, which is conformed to big data era.
C. FOG/EDGE COMPUTING FOR VEHICLE NETWORKS
By offloading the computation tasks to the edge of the radio access network, fog computing [20] and mobile-edge computing [21] emerged as new paradigms to alleviate the computation burden of resource-constrained vehicles and achieve fast responses to vehicles' task requests. Reference [36] proposed a contract-based offloading and computation resource allocation scheme by maximizing the utility of the Mobile Edge Computing (MEC) service provider and satisfying the offloading requirements of the tasks. Reference [22] proposed a regional cooperative fog-computing-based intelligent vehicular network (CFC-IoV) architecture and adopted a coordinator to provide low-delay coordination services for IoV applications.
In fact, the computation and storage capacity of fog/edge computing are still limited in comparison to cloud computing, thus some hybrid schemes, which combine the advantages of cloud computing and fog/edge computing, were also proposed recently. Reference [37] presented a hybrid cloud computing framework in vehicular environments, in which tasks are offloaded to either RSUs or nearby vehicles. Reference [38] presented a three-layered vehicular network including vehicle of network layer, fog layer, and cloud layer, in which a heuristic request insertion algorithm and a cooperative strategy among vehicles nodes, fog nodes, and the cloud are designed to schedule the public vehicles and serve the requests from riders. Reference [39] proposed an architecture for real-time big data analytics in the IoV environment.
III. THE PROPOSED SCHEME A. PROBLEM DESCRIPTION
Modern transportation scenes, especially urban traffic, are usually extremely diverse and complex. For the purpose of succinctness, we mainly consider a unidirectional road scenario, as shown in Fig 1, which has uninterrupted traffic in a free-flow state. In fact, our scheme is also applicable to the situation of the bi-directional road that involves two streams of traffic that flow in opposite directions, which will be further discussed in Section III-B. In the unidirectional road scenario, there are N RSUs along the road and the distance between every two adjacent RSUs is L. Each RSU is equipped with an MEC server which provides computation service for vehicles located in the transmission range of the RSU. The RSUs communicate with each other through wireless backhauls and the transmission range is L/2, so that every vehicle on road can be covered by at least one RSU.
In general, each MEC server operates at the edge of radio access networks, so its service area is limited by the radio coverage of the RSU. A vehicle not only offloads its tasks to MEC server, but also needs to receive the computation results. VOLUME 7, 2019 Due to the interference between the wireless links, the wireless backhaul usually transmits at a low rate with unpredictable delay [40] , which may seriously degrade the task transmission effectiveness improvement obtained through MEC technologies, so the time overhead and transmission cost of the multihop relay should be carefully considered. Due to the high mobility, vehicles may pass through several RSUs and MEC servers during the task-off-loading process, thus, the selection of the target MEC servers definitely affects the off-loading efficiency.
For many applications, such as speech recognition, the size of the computation task-input data is much larger than that of the output [41] . Thus, in order to improve the transmission efficiency of the wireless backhauls, it is reasonable to assume that the task-input file cannot be transmitted directly between the RSUs. If the vehicle is in the coverage of a MEC server that accomplishes the task computation, it can get the output data back directly through a V2I transmission from the related RSU. Otherwise, the output has to be transferred over through wireless backhaul to the RSU that the vehicle may access directly through V2I transmissions. Since the output data is usually small, it is feasible to transmit it between RSUs through wireless backhauls.
Thus, the offloading of mobile-edge computing servers can be described as a problem of how a vehicle selects one of MEC servers as the offloading target when its computation ability cannot meet the requirements of tasks. A computation task is expressed as Task = {tC, tD, tMax}, in which tC is the amount of computation resource required to accomplish the task, tD the size of the computation file describing information of the task, such as recorded videos or program codes, and tMax the delay tolerance of the task. The optimization objective is to minimize the cost, F, of offloading a task, which includes three parts as follows.
where F upload , F onserver and F download are the cost for uploading the task file, computing the task on MEC server and downloading the computation output, respectively. If the vehicle is in the coverage of the target MEC server, F upload is only the cost of the V2I transmission. Otherwise, one or more hops of V2V transmissions and then a V2I transmission may be involved. Here, for the purpose of simplicity, we ignore the cost of establishing a secure connection for these transmissions, though it is necessary in practical scenarios. Similarly, F download is only the cost of the V2I transmission for the task output, if the vehicle is in the coverage of the target MEC server when the computation is completed. Or, F download may involves the cost of one or more hops of transmissions through wireless backhaul.
B. COMPOUND MODEL OF TASK ARRIVALS
Each vehicle terminal may generate task requests from time to time. Thus, for a special road segment, s, the number of tasks that are generated within one time unit follows a compound random process.
where N (s) is number of vehicles on the road segment and D i number of tasks generated by vehicle i for each time unit. According to the existing researches [42] , the distribution of vehicles on the road follows a Poisson process, with rate λ. Under the assumption that D = {D i } are independent and identically distributed random variables, the expected value and variance of Y (s) can be calculated according to Wald's equation [43] and the law of total variance [44] .
where 2 is the variance of D and λE(D) indicates the expected task arrival rate for a special MEC server. According to the Probability Theory, a Poisson distribution shall always have the same expected value as its variance [42] , so, from Eqn. (3) and Eqn. (3), we can assert that the task arrival model for MEC servers does not belong to the Poisson distribution. When E(D) > 1, we have λsE(D 2 ) > λsE(D), which means the imbalance of task arrivals on each MEC server is underestimated by most of existing researches [25] , [28] that presume that tasks arrive in a Poisson process.
Although the model in (2) 
C. QUEUE MODEL OF MEC SERVER
Under the new assumption of the compound model of task arrivals, the serving process at MEC servers should not be modeled as the M /M /c queuing model again, which presume that the task arrivals are governed by a Poisson process. Instead, the serving process at a MEC server should be modeled as a queuing model G/M /c [45] , [46] , in which there are c computation threads, tasks' arrival rate obeys a more general process, i.e., the CRM and the computation time has an exponential distribution with parameter, µ. If there are less than c tasks arriving, some of the computation threads will be idle. If there are more than c tasks, some tasks may queue in the MEC server. To the best of our knowledge, most metrics for the G/M /c queue remain an open problem, and only for some special case, i.e., G/M /1 [45] , some approximations and bounds are possible. Thus, simulation is still the main means of research for the queue problem. Since the imbalance of task arrivals on each MEC server is underestimated by most of existing researches [25] , [28] , we can safely predict that keeping workload of each MEC server as balanced as possible is useful definitely for the overall performance. The cost, F onserver , for which a task occupies the resource on MEC server can be estimated based on the serving time as follows.
where Price onserver is the serving cost of MEC server for every time unit and T onserver is the time for which the task occupies resources of the MEC server. Moreover, T onserver can be expressed as the summation of t queue and t computing that are the time for the task in queue and in computation, respectively.
With the aid of MEC servers, each vehicle may execute its computation task either locally on its own vehicular terminal or remotely on an MEC server. For the purpose of conciseness, we only consider tasks that are executed remotely.
As indicated in Fig. 1 , every vehicle is covered by one of MEC servers. Thus, each vehicle may offload its tasks to the closest MEC server or to other MEC servers that the vehicle may reach in the future transit time.
where dist v,s is the distance between the vehicle and the target MEC server, s, and Price V 2V is the cost per distance unit through V2V transmission. Cost V 2I is the cost between a vehicle and the MEC server through direct V2I transmission, which can be regarded as a constant. Since the size of computation task-input data is much larger than that of the output, task-file transmission should not involve backhaul. Thus, as shown in Fig 2, we define candidate MEC servers are those that can be reached by the vehicle only through V2I or V2V transmission, excluding the expensive backhaul transmission. We also define destination RSUs as those, from which the vehicle may receive the output directly with V2I transmission under the tasks' delay constraints. If the target MEC server is also located in the same area as the destination RSUs, the output can be sent to the vehicle directly with V2I transmission. Otherwise, the output has to be transferred to one of destination RSUs through wireless backhaul, and then sent to the vehicle.
where Price backhaul is the cost per distance unit for utilizing backhaul, and dist s,v is the distance between the target MEC server, s, and the vehicle that is located at the new location v when receiving the output. By combining Eqn. (1), Eqn. (5), Eqn. (7), and Eqn. (8), the cost of each task can be calculated. We classify the selection of MEC servers into four modes, i.e., Direct V2I Mode, Load-Aware Mode (LAM) , Load Balanced Mode and Hybrid Vehicular Edge Cloud (HVEC) Mode [37] .
1) DIRECT V2I MODE
Direct V2I mode is the most straightforward way of offloading, in which each vehicle offloads its tasks to the MEC server through only a V2I transmission. Thus, from Eqn. (7), we get F upload = Cost V 2I . However, the vehicle may pass through several RSUs and MEC servers during the task-offloading process, thus, one or more hops of wireless backhaul is required to transfer the output to one of destination RSUs, which is usually not efficient.
2) LOAD-AWARE MODE (LAM)
In this mode, each vehicle may offload its tasks to one of candidate MEC servers, so that the cost can be minimized. Fig. 3 shows the Pseudocode of selecting MEC server in Load-Aware mode. Line 7 to Line 12 is used to estimate the cost if the task is run on ith MEC server. Line 13 to Line 17 is used to search for the MEC server that has the minimum of predicted cost. GetRsu(i) returns the location of ith RSU and 
dist(a, b) is the Euclidean distance between a and b.
Notice that X vehicle is the position that the vehicle is located when ith MEC server accomplishes the task computation. Thus, if the ith MEC server cannot be reached by the vehicle through V2I transmission, an additional cost of backhaul transmission has to be added as on Line 11.
3) LOAD BALANCED MODE
This mode only considers the load distribution of candidate MEC servers and attempts to make the load of each MEC server as balanced as possible. In this mode, each vehicle always chooses the MEC server that has the shortest queue from the set of candidate MEC servers as follows.
where S is the set of candidate MEC servers and f (s) is the number of tasks queued in MEC server, s. f (s) returns 0, when s is idle. Since every MEC server broadcasts the information of its queue state to vehicles within the transmission range of the attached RSU periodically, each vehicle is able to choose one of candidate MEC servers with the shortest queue by itself according to Eqn.9.
In case that the target MEC server cannot be reached by the vehicle through direct V2I transmission, one or more hops of V2V transmissions may be involved for uploading task file.
4) HVEC MODE
For the purpose of comparison, this mode refers to in [37] with some modifications for the specified scenario in this paper. One of the main differences is that only RSUs with MEC servers are enabled to be as targets of offloading, while in [37] tasks can be offloaded to either RSUs or nearby vehicles. When a vehicle receives a beacon message from an RSU, it estimates the expected time period of the RSU staying within its communication range. Based on the estimation, only RSUs that are able to complete the task within the deadline are under consideration. When multiple MEC servers satisfy the requirements for offloading, the task will be scheduled to one of MEC servers with the latest possible slot, so that future tasks can find suitable MEC servers more easily. Another difference is that a task fails if it cannot be completed within the deadline, as there is no assumptions for remote cloud as the secondary option.
IV. PERFORMANCE EVALUATION
In orde to evaluate the performance of the proposed scheme, we implemented a simulator in C# Programming Language on Windows 10 with Visual Studio 2017 using a typical scenario, in which ten RSUs were deployed along a straight one-way road of 10 km. Each RSU was configured along with a MEC server, with only one computation thread. Vehicles entered the simulation area from the left side in intervals following a Poisson distribution with parameter λ and reached the right to leave the network. While each vehicle was moving, it also generated tasks by using a Possion process, with parameter γ = E(D). Note that even if D = {D i } follows a Poisson distribution, the conclusion that CRM does not belong to the Poisson distribution still holds. If not specified otherwise, the parameters in Table 1 were used. We adopt the same setting as in [28] , where the computation tasks were classified into five types with the probability 0.2 for each type and the computation resource requirement for each type was set to {7,13,27,33,48} units, respectively. 1 unit means that the task requires one second to be accomplished locally on its own vehicular terminal. Since MEC server is usually more powerful than a vehicle terminal, we set a turbo ratio for MEC server. That the turbo ratio is 3 means that a MEC server may spend 1 second completing a task, for which a vehicle terminal needs to spend 3 seconds. tMax for every task was set to be 120 seconds, which means that a task fails if the vehicle cannot receive the output within 120 seconds. To be fair, we run the four offloading modes, i.e., Direct V2I mode, Load-Aware mode (LAM), Load Balanced mode and Hybrid Vehicular Edge Cloud (HVEC) mode [37] with the same settings. Each simulation was run for 3600 seconds and repeated 10 times using different random seeds. The graphs show the mean average value, including a 90% confidence interval.
A. RESULTS
Since CRM is a compound random process, two parameters, vehicle arrival rate (λ) and task generating rate (γ ), may have different influences on the offloading performance. Thus, we first evaluate the performance in terms of cost, task success ratio and max queue length by varying task arrival rate but keeping the product of λ and γ to be a constant. That is to say, γ is small means that λ is large. Fig. 4 shows the total cost of all tasks varying with λ for ''Lightweight'' and ''Overweight'' cases, which indicates λ × γ = 100 tasks per hour and λ × γ = 200 tasks per hour, respectively. It can be seen that, though λ × γ stays the same, but varying γ results in different performance, which validates the assertion that CRM does not belong to the standard Poisson distribution. From the figure, we see that both LAM and the Load-Balance mode greatly reduce the average cost in most time. When γ is very small, cost-saving efficiency is weak, because almost every task can be accomplished on some MEC server without the need of queuing. When γ increases, the cost in the Direct V2I mode and HVEC grows rapidly, because imbalance of task arrivals becomes severe. HVEC has a little bit less cost than the Direct V2I mode in most cases, but its effect is limited because the load distribution is not considered. In the ''Lightweight'' case, LAM has lower cost than Load-Balanced mode when γ > 13, but, when γ ≤ 13, the difference is negligible. By contrast, in the ''Overweight'' case, LAM always has lower cost than the Load-Balanced mode, because LAM considers not only the load distribution but also the prediction of cost. Moreover, we observed that LAM usually has a less variance of total cost than the Load-Balanced mode. A possible explanation is that, in the Load Balanced mode, each vehicle only has a limited knowledge for choosing MEC servers with the shortest queue by itself. So, basically, the Load Balanced mode is a local optimization method for each vehicle, which cannot ensure global optimization. By contrast, LAM considers not only the load distribution but also the prediction of cost, so LAM shall be closer to the global optimization than the Load Balanced mode, which results in not only a lower cost but also a less variance of total cost. by the number of MEC servers. It can be seen that almost all tasks are successful in both LAM and the Load-Balanced mode, but many fails in the Direct V2I and HVEC modes for both ''Lightweight'' and ''Overweight'' cases. This result is also validated by that, as shown in Fig. 6 , the maximal queue length is only about 1 when γ is equal to 1, but as γ increases, the maximal queue length of both the Direct V2I mode and HVEC grows rapidly because many tasks crowd into queuing on the MEC server. We also observed that, in many cases, LAM even has a shorter queuing length than the Load-Balanced mode, which indicates that LAM may lead to a more balanced queues of MEC servers, because it considers not only the load distribution but also the prediction of cost. Fig. 8 show the total cost and task success ratio, respectively, by varying with vehicle arrival rate from 10 to 20 vehicles per km but keeping γ = 20 tasks per hour. Both the total cost of the Direct V2I mode and that of HVEC increase, because many tasks that cannot be completed with tMax are dropped off due to the increasing load of MEC servers, as the curves shown in Fig.8 indicate. Especially, we can see that, when λ equals to 20, LAM achieves about 60% reduction of total cost when compared to the Direct V2I mode, and about 65% when compared to HVEC, with almost 100% success ratio. Here, the reduction is defined as (1−B/A)×100%, where A is the performance in terms of total cost that the Direct V2I mode or HVEC has while B is that LAM can achieve. As λ increases, the advantage of LAM over the Load-Balanced mode appears to enlarge in terms of cost, because LAM tends to reduce the hops of backhaul while the Load-Balanced mode only considers the load balance of MEC servers. Fig. 9 and Fig. 10 show the influence of speed on the performance of LAM and the Load-Balanced mode with λ = 10 vehicles per km and γ = 20 tasks per hour. The average cost was calculated by dividing the summation of all tasks' cost by the number of tasks. The setting belongs to ''Overweight'' case, since λ×γ = 200 per hour. We observed that LAM has not only a better performance than the LoadBalanced mode, but also a less variance of cost in most cases. This is because the Load-Balanced mode tends to make the load distritution of MEC servers as balanced as possible, but a MEC server that has the shortest queue is maybe located far away from the vehicle that offloads tasks, which results in an increase of cost. This is also reflected by the results as shown in Fig. 10 , in which the Load-Balanced mode has a larger variance of task success ratio in many cases, especially at a high speed.
V. CONCLUSION
This paper presents a compound random model, abbreviated as CRM, for task arrivals in Mobile-Edge Computing (MEC) offloading scenarios, in which the task arrival process is formulated as a compound process of vehicle arrivals and task generations. We found that CRM does not belong to the Poisson distribution, which means that the imbalance of task arrivals on each MEC server is underestimated by most of existing researches that presume that tasks arrive in a Poisson process. By considering the load balance of MEC servers and the prediction of cost, we propose a load-aware scheme for offloading tasks from vehicles to MEC servers. The simulation results demonstrate that the proposed scheme greatly reduces the cost of computation and improves task success ratio in most cases.
Besides, the results also show that the rate of vehicle arrivals and that of task generations have different influences on the off-loading performance due to varied load distribution of MEC servers, which reflects the characteristics of CRM and provides potentially a guideline for the design of off-loading policies. 
