Abstract: We propose in this paper a multilevel correction method to solve optimal control problems constrained by elliptic equations with the finite element method. In this scheme, solving optimization problem on the finest finite element space is transformed to a series of solutions of linear boundary value problems by the multigrid method on multilevel meshes and a series of solutions of optimization problems on the coarsest finite element space. Our proposed scheme, instead of solving a large scale optimization problem in the finest finite element space, solves only a series of linear boundary value problems and the optimization problems in a very low dimensional finite element space, and thus can improve the overall efficiency for the solution of optimal control problems governed by PDEs.
Introduction
Optimal control problems [8, 13, 16] play a very important role in modern sciences and industries, and have many applications in such as chemical process, fluid dynamics, medicine, economics and so on. The finite element method is among the most important and popular numerical methods for solving control problems governed by partial differential equations. So far there have existed much work on the finite element method for the optimal control problems. The interested readers are referred to [4, 5, 14, 15, 16] and books and papers cited therein.
As we know, the control problems governed by partial differential equations [8, 13, 16] are generally nonlinear and result in large scale optimization problems which bring much more difficulties to design efficient solvers. It is also well known that the multigrid or multilevel method is the optimal solver for many partial differential equations discretized by the finite element method, finite difference method and so on (see, e.g., [19] ). Naturally, it is an important issue how to construct the multilevel type numerical method for the optimal control problems governed by partial differential equations. So far, there is only few work in this direction, we refer to [3] for an overview. Since the classical multilevel or multigrid method for the optimal control problem is designed to solve the linear algebraic systems formulated on each step of the optimization algorithm, it is not so easy to give the analysis on optimal error estimates with the optimal computational complexity [3] .
The aim of this paper is to propose a multilevel correction method for the optimal control problems governed by partial differential equations based on the multilevel correction idea introduced in [12, 20, 21] . In this method, solving the control problem will not be more difficult than solving the corresponding linear boundary value problems. The multilevel correction method for the control problem is based on a series of nested finite element spaces with different level of accuracy which can be built with the same way as the multilevel method for boundary value problems.
The multilevel correction scheme can be described as follows: (1) solve the control problem in an initial coarse finite element space; (2) use the multigrid method to solve two additional linear boundary value problems which are constructed by using the previous obtained state, adjoint state and control approximations; (3) solve a control problem again on the finite element space which is constructed by combining the coarsest finite element space with the obtained state and adjoint state approximations in step (2) . Then go to step (2) for the next loop until stop. In this method, we replace solving control problem on the finest finite element space by solving a series of linear boundary value problems with multigrid scheme in the corresponding series of finite element spaces and a series of control problems in the coarsest finite element space. The corresponding error and computational work estimates of the proposed multilevel correction scheme for the control problem will also be analyzed. Based on the analysis, the proposed method can obtain optimal errors with an almost optimal computational complexity. So our proposed multilevel correction method can improve the overall efficiency for solving the control problem as it does for linear boundary value problems.
An outline of the paper goes as follows. In Section 2, we introduce the finite element method for the optimal control problem. The multilevel correction method for the control problem is given in Sections 3. In Section 4, we extend the multilevel correction method to the optimal control problems governed by semilinear elliptic equation. Section 5 is devoted to providing the numerical results to validate the efficiency of the proposed numerical scheme. Some concluding remarks are given in the last section.
Finite element method for optimal control problem
Let Ω ⊂ R d , d = 2, 3 be a bounded and convex polygonal or polyhedral domain. Let · m,s,Ω and · m,Ω be the usual norms of the Sobolev spaces W m,s (Ω) and H m (Ω) respectively. Let | · | m,s,Ω and | · | m,Ω be the usual seminorms of the above-mentioned two spaces respectively.
In this section, we introduce the finite element method for the optimal control problem constrained by elliptic equations. The corresponding a priori error estimates will also be given.
At first we consider the following linear-quadratic optimal control problem:
The admissible control set is of box type:
with a(x) < b(x) for a.e. x ∈ Ω. We require a, b ∈ L ∞ (Ω). Since the state equation (2.2) is affine linear with respect to the control u, we can introduce a linear operator S :
(Ω) such that y = Su + y f , where y f ∈ H 1 0 (Ω) is the solution of (2.2) corresponding to the right hand side f . Then standard elliptic regularity theory gives y ∈ H 2 (Ω). With this notation we can formulate a reduced optimization problem
where S * is the adjoint of S ( [8] ). Introducing the adjoint state p = S
(Ω), we are led to the following optimality condition
where we use the standard notations
Hereafter, we call u, y and p the optimal control, state and adjoint state, respectively. With the admissible control set (2.3) we can get the explicit representation of the optimal control u through the adjoint state p
where P U ad is the orthogonal projection operator onto U ad .
Let T h be a regular and quasi-uniform triangulation of Ω such thatΩ = ∪ τ ∈T hτ . On T h we construct the piecewise linear and continuous finite element space
Based on the finite element space V h , we can define the finite dimensional approximation to the optimal control problem (2.1)-(2.2) as follows:
In this paper, we use the piecewise linear finite element to approximate the state y, and variational discretization for the optimal control u (see [7] ). Similar to the infinite dimensional problem (2.1)-(2.2), the above discretized optimization problem also admits a unique solutionū h ∈ U ad . The discretized first order necessary and sufficient optimality condition can be stated as follows:
The above optimization problem can be solved by projected gradient method or semi-smooth Newton method, see [6] , [8] , [9] and [16] for more details. Now we state the following error estimate results for the finite element approximation of the control problem and the proof can be found in [7] . 
Multilevel correction method for optimal control problems
In this section, we propose a type of multilevel correction method for the optimal control problem (2.8)-(2.9). In this scheme, solving the optimization problem on the finest finite element spaces is transformed to a series of solutions of linear boundary value problems by the multigrid method on multilevel meshes and a series of solutions of optimization problems on the coarsest finite element space.
In order to introduce the multilevel correction scheme, we define a sequence of triangulations T h k of Ω determined as follows. Suppose a very coarse mesh T H is given and let T h k be obtained from T h k−1 via regular refinement (produce β d subelements) such that
for k = 1, · · · , n and T h0 := T H . Here β 2 is a positive integer. Let V H denote the coarsest linear finite element space defined on the coarsest mesh T H . Besides, we construct a series of finite element spaces V h1 , V h2 , · · · , V hn defined on the corresponding series of multilevel meshes
In order to design the multilevel correction method for the optimization problem, we first introduce an one correction step which can improve the accuracy of the given numerical approximations for the state, adjoint state and optimal control. This correction step contains solving two linear boundary value problems with multigrid method in the finer finite element space and an optimization problem on the coarsest finite element space.
Assume that we have obtained an approximate solution
Now we introduce an one correction step to improve the accuracy of the current approximation (u h k , y h k , p h k ).
Algorithm 3.1. One correction step:
Solve the above equation with multigrid method to obtain an approximationŷ
h k+1 ∈ V h k+1 with error ŷ h k+1 − y * h k+1 1,Ω Ch 2 h k and defineŷ h k+1 := M G(V h k+1 , u h k ). (2) Find p * h k+1 ∈ V h k+1 such that (3.2) a(w h k+1 , p * h k+1 ) = (ŷ h k+1 − y d , v h k+1 ), ∀ v h k+1 ∈ V h k+1 .
Solve the above equation with multigrid method to obtain an approximationp
the following optimal control problem:
The corresponding optimality condition reads:
We define the output of above algorithm as
where V H denotes the coarsest finite element space, 
In the following of this paper, we denote (ū h k+1 ,ȳ h k+1 ,p h k+1 ) ∈ U ad × V h k+1 × V h k+1 the finite element solution to the discrete optimal control problems (2.8)-(2.9) in the finite element space V h k+1 . We are able to analyze the error estimates between solutions (ū h k+1 ,ȳ h k+1 ,p h k+1 ) and the correction one (u h k+1 , y h k+1 , p h k+1 ) on mesh level T h k+1 . 
Then the following error estimates hold
we conclude from (3.1) that
which implies
Similarly, we can prove
From (2.10) and (3.5), we have
Setting v h k+1 = u h k+1 and w h k+1 =ū h k+1 , adding the above two inequalities together we are led to
where
Then triangle inequality and ǫ-Young inequality yield
It is easy to see that y h k+1 (ū h k+1 ) is the finite element approximation toȳ
From the following equation
and Aubin-Nitsche technique (cf. [2] ), we are able to prove the improved L 2 -norm estimate
Similarly to (3.13)-(3.14), we can derive
Combining (3.12), (3.14) and (3.15) leads to the following estimate
Using the triangle inequality, we obtain
which is the desired result (3.8) and the proof is complete.
Based on the sequence of nested finite element spaces V h1 ⊂ V h2 ⊂ · · · ⊂ V hn and the one correction step defined in Algorithm 3.1, we can define the following multilevel correction method to solve the optimal control problem:
Algorithm 3.4. A multilevel correction method for optimal control problem:
(1) Solve an optimal control problem in the initial finite element space V h1 :
subject to
end Do Finally, we obtain a numerical approximation (u hn , y hn , p hn ) ∈ U ad × V hn × V hn for problem ( 
2.1)-(2.2).
Now we are in the position to give the error estimates for the solution generated by the above multilevel correction scheme described in Algorithm 3.4. 
Finally, we have the following error estimates
Proof. Since we solve the optimal control problem directly in the first step of Algorithm 3.4, we have the following estimates
From Theorem 3.3 and its proof, the following estimates for (u h2 , y h2 , p h2 ) hold
Then based on Theorem 3.3, the condition CHβ 2 < 1 and recursive argument, we have
This is the desired result (3.20) and the estimate (3.21) can be derived by combining (3.20) and (2.11) . Then the proof is complete.
Now, we come to analyze the computational work for the multilevel correction scheme defined in Algorithm 3.4. Since the linear boundary value problems (3.1) and (3.2) in Algorithm 3.1 are solved by multigrid method, the corresponding computational work is of optimal order.
We define the dimension of each level linear finite element space as
Then the following relation holds
The estimate of computational work for the second step in Algorithm 3.1 is different from the linear eigenvalue problems [12, 20, 21] . In this step, we need to solve a constrained optimization problem (3.5). Always, some types of optimization methods are used to solve this problem. In each iteration step, we need to evaluate the orthogonal projection in the finite element space V H,h k (k = 2, · · · , n) onto U ad which needs work O(N k ). Fortunately, this step always can be carried out in the parallel way. 
the iteration number of the optimization algorithm when
we solve the optimization problem (3.5) in the coarse space. Then in each computational processor, the work involved in Algorithm 3.4 has the following estimate
Proof. In each computational processor, let W k denote the computational work for the correction step in the k-th finite element space V h k . Then from the description of Algorithm 3.1 we have
Iterating (3.27) and using (3.25), we obtain
This is the desired result and we complete the proof. 
Application to optimal controls of semilinear elliptic equation
In this section, we will extend the multilevel correction method to optimal control problem governed by semilinear elliptic equation:
where the function φ : Ω × R → R is measurable with respect to x ∈ Ω for all y ∈ R and is of class C 2 with respect to y, its first derivative with respect to y, denoted by φ ′ in this paper, is nonnegative for all x ∈ Ω and y ∈ R. In the following, we will omit the first argument of φ(·, y) and denote it by φ(y). For all M > 0, we assume that there exists C M > 0 such that
It is well-known that the state equation (4.2) admits a unique solution y ∈ H 1 0 (Ω) ∩ L ∞ (Ω) under the aforementioned conditions (see [1] ). Moreover, we have y ∈ H 1 0 (Ω) ∩ H 2 (Ω). Then we are able to introduce the control-to-state mapping G : Similar to the linear case, it is easy to prove the existence of a solution to (4.1)-(4.2), see, e.g., [1] . However, the uniqueness is generally not guaranteed. We can also derive the first order necessary optimality conditions asĴ
where the adjoint state p ∈ H 1 0 (Ω) satisfies
Moreover, we assume the following second order sufficient optimality condition.
Assumption 4.1. Let u ∈ U ad fulfil the first order necessary optimality conditions (4.4) . We assume that there exists a constant γ > 0 such that
We note that Assumption 4.1 is a rather strong second order sufficient optimality condition compared to the one presented in [1] , it is commonly used in the error estimates of nonlinear optimal control problems (see [10] and [18] ). For u ∈ U ad and v 1 , v 2 ∈ L 2 (Ω), the second order derivative ofĴ is given by (see [1] and [8] )
. Now we can show that the second order derivative ofĴ is Lipschitz continuous in L 2 (Ω) .
Lemma 4.2.
There exists a constant C such that for all u 1 , u 2 ∈ U ad and v ∈ L 2 (Ω)
, p 1 be the adjoint state associated with u 1 and p 2 be the adjoint state associated with u 2 . Then from the definition of the second order derivative ofĴ we have
,Ω . It has been proved in [1] that
Using the boundedness of U ad and φ ′′ (·), the embedding H 1 (Ω) ֒→ L 4 (Ω), we can obtain the desired result. 
(Ω) and w ∈ U ad with w − u 0,Ω ǫ.
Proof. From Assumption 4.1 and Lemma 4.2 we havê
. This gives the result. With this estimate at hand we can prove the local convexity of the objective functional. 
Proof. We can conclude from Lemma 4.3 that for some θ ∈ [0, 1]
,Ω , this gives the desired result. Now we are ready to define the finite dimensional approximation to the optimal control problem (4.1)-(4.2):
Similar to the continuous case, we can define a discrete control-to-state mapping G h : L 2 (Ω) → V h and formulate a reduced discretised optimization problem
The above discretised optimization problem admits at least one solution. The discretised first order necessary optimality condition can be stated as follows:
Similar to the proof in [1] we can prove the following a priori error estimates 
Now we can formulate the following coercivity of the second order derivative of the discrete reduced objective functional
v, p and p h be the continuous and discrete adjoint states associated with w, respectively. Similar to the proof of Lemma 4.2, using the explicit representations ofĴ andĴ h we have
this together with Lemma 4.5, the boundedness of φ ′′ (·) and the embedding
for sufficiently small h. Combining (4.11) with Lemma 4.3 we complete the proof. Now we are in the position to derive the a priori error estimates for the above finite element approximations
the solutions of problems (4.1)-(4.2) and (4.8), respectively. Then the following error estimates hold
Proof. At first, from Proposition 4.3 and Theorem 4.4 in [1] one can prove thatū h converges strongly to u. Then, from Lemma 4.4 we have
where p(ū h ) ∈ H 1 0 (Ω) is the solution of the following systems
(Ω). Now it remains to estimate p(ū h ) −p h 0,Ω . We have the splitting
(Ω) the solution of the following equation
where we used the Sobolev embedding theorem in the last inequality. Collecting the above estimates we arrive at
Note thatȳ h andp h are the standard finite element approximations of y(ū h ) and p(ȳ h ), respectively. Standard error estimates (cf. [1] ) yield
Similar to (4.14) we can prove that
Then triangle inequality implies that
This completes the proof.
Assume that we have obtained the approximate solution (u h k , y h k , p h k ) ∈ U ad × V H,h k × V H,h k on the k-th level mesh T h k . Now we introduce an one correction step to improve the accuracy of the current approximation (u h k , y h k , p h k ).
Algorithm 4.8. One correction step:
(
Solve the above equation with multigrid method to obtain an approximationŷ
h k+1 ∈ V h k+1 with error ŷ h k+1 − y * h k+1 1,Ω Ch 2 h k and defineŷ h k+1 := M G(V h k+1 , u h k ). (2) Find p * h k+1 ∈ V h k+1 such that (4.19) a(w h k+1 , p * h k+1 ) + (φ ′ (ŷ h k+1 )p * h k+1 , v h k+1 ) = (ŷ h k+1 − y d , v h k+1 ), ∀v h k+1 ∈ V h k+1 .
Solve the above equation with multigrid method to obtain an approximationp
The corresponding optimality condition reads: Find
We define the output of above algorithm as 
In the following of this paper, we denote (ū h k+1 ,ȳ h k+1 ,p h k+1 ) ∈ U ad × V h k+1 × V h k+1 the finite element solution to the discrete optimal control problems (4.6)-(4.7) in the finite element space V h k+1 . We are able to analyze the error estimates between solutions (ū h k+1 ,ȳ h k+1 ,p h k+1 ) and the correction one (u h k+1 , y h k+1 , p h k+1 ) on mesh level T h k+1 . 
, from the state equation approximation we have
which together with Theorem 4.7 implies that
So we can derive
, we conclude from the adjoint state equation and φ ′ (·) 0 that
which gives
Similar to (4.27) we have
From the coercivity of the second order derivative of the discrete reduced objective functional presented in Lemma 4.4, for some θ ∈ [0, 1] we can derive
It is easy to see that y h k+1 (ū h k+1 ) is the finite element approximation toȳ h k+1 on V H,h k+1 for the semilinear elliptic equation because of V H,h k+1 ⊂ V h k+1 . A Ceá-lemma for semilinear elliptic equation implies
Now we prove the improved L 2 -norm estimate by Aubin-Nitsche argument. Consider the following adjoint equation
,Ω ), where Π H denotes the interpolation of ψ in the finite element space V H , θ = a 1ȳh k+1 + (1 − a 1 )y h k+1 (ū h k+1 ) for some a 1 ∈ [0, 1] and ξ = a 2ȳh k+1 + (1 − a 2 )θ for some a 2 ∈ [0, 1]. Since y h k+1 (ū h k+1 ) −ȳ h k+1 0,Ω ≪ 1, we can conclude that 
This is the desired result (4.25) and the proof is complete.
Based on the sequence of nested finite element spaces V h1 ⊂ V h2 ⊂ · · · ⊂ V hn and the one correction step defined in Algorithm 4.8, we can define the multilevel correction method to solve the nonlinear optimal control problem: Algorithm 4.11. A multilevel correction method for nonlinear optimal control problem:
(1) Solve a nonlinear optimal control problem in the initial space V h1 :
end Do
Finally, we obtain a numerical approximation (u hn , y hn , p hn ) ∈ U ad × V hn × V hn for problem (4 
.1)-(4.2).
Now we are in the position to give the error estimates for the solution generated by the above multilevel correction scheme described in Algorithm 4.11. Proof. The proof is similar to the proof of Theorem 3.5, we omit it here.
Numerical Examples
To test the efficiency of our proposed algorithm, we in this section carry out some numerical experiments. All the computations are based on the C++ library AFEPack (see [11] ). At first, we consider the following linear-quadratic optimal control problem:
Due to the state equation (5.1), we obtain the exact optimal control u
We also have
The desired state is given by
At first, we consider the comparison of errors for the solutions by the direct solving of optimal control problem and the multilevel correction method defined by Algorithm 3.4, respectively, on the sequence of nested linear finite element spaces V h1 ⊂ V h2 ⊂ V h3 which are defined on the three level meshes T h1 , T h2 and T h3 . Here we set T H = T h1 . The series of meshes T h1 , T h2 and T h3 are produced by regular refinements with β = 2. The optimal control is discretized implicitly by variational discretization concept proposed by Hinze [7] and the discretized optimization problem is solved by projected gradient method (see [16] ).
In Algorithm 3.4, we note that on the coarsest finite element space V h1 one needs to solve the optimization problem directly, while on finer finite element spaces V h2 and V h3 one only needs to solve two linear boundary value problems and one optimization problem in the coarsest finite element space V h1 . From Tables 1 and 2 , we can observe that with same degree of freedoms the comparable errors can be obtained on finer finite element spaces V h2 and V h3 but with greatly reduced computational complexity by the multilevel correction method. Table 1 . Convergence history of u − u h 0,Ω for Example 5.1. Then we test our proposed multilevel correction algorithm on the sequence of multilevel meshes. Two initial meshes with 68 and 139 nodes as shown in Figure 1 are used. We show the errors of the discretised optimal state y h , the adjoint state p h and the optimal control u h in Figure 2 on two sequences of meshes after 7 and 6 regular refinements with β = 2, respectively. It is also observed that second order convergence rate holds for y h , p h and u h . We remark that the solutions by the multilevel correction method are almost the same as the results by the direct optimization problem solving on the same meshes.
The algorithm is obviously more efficient if β is as large as possible, i.e., the coarse finite element space is as coarse as possible. To support this we also consider two sequences of meshes after 4 regular refinements with β = 4 based on the above mentioned two initial meshes. We show the errors of the discretised optimal state y h , the adjoint state p h and the optimal control u h in Figure 3 , second order convergence rates for the optimal control, the state and adjoint state can be observed. In the second example, we consider the following optimal controls of semilinear elliptic equation: Figure 2 . Errors of the multilevel correction algorithm for the discretised optimal state y h , adjoint state p h and optimal control u h of Example 5.1 (the left figure corresponds to the left mesh in Figure 1 with 68 nodes as the initial mesh and 7 uniform refinements with β = 2, the right figure corresponds to the right mesh in Figure 1 with 139 nodes as the initial mesh and 6 uniform refinements with β = 2). Figure 3 . Errors of the multilevel correction algorithm for the discretised optimal state y h , adjoint state p h and optimal control u h of Example 5.1 (the left figure corresponds to the left mesh in Figure 1 with 68 nodes as the initial mesh and 4 uniform refinements with β = 4, the right figure corresponds to the right mesh in Figure 1 with 139 nodes as the initial mesh and 4 uniform refinements with β = 4). 2 . Let a = 0, b = 3, α = 0.01, g 1 (x 1 , x 2 ) = 2π 2 sin(πx 1 ) sin(πx 2 ), g 2 (x 1 , x 2 ) = sin 3 (πx 1 ) sin 3 (πx 2 ). Then f is chosen as f (x 1 , x 2 ) =    g 1 (x 1 , x 2 ) + g 2 (x 1 , x 2 ) − a, g 1 (x 1 , x 2 ) < a; g 2 (x 1 , x 2 ), a g 1 (x 1 , x 2 ) b; g 1 (x 1 , x 2 ) + g 2 (x 1 , x 2 ) − b, g 1 (x 1 , x 2 ) > b.
(5.5)
Due to the state equation (5.4) , we obtain the exact optimal control u u(x 1 , x 2 ) =    a, g 1 (x 1 , x 2 ) < a; g 1 (x 1 , x 2 ), a g 1 (x 1 , x 2 ) b; b, g 1 (x 1 , x 2 ) > b.
(5.6)
We also have y(x 1 , x 2 ) = sin(πx 1 ) sin(πx 2 ), p(x 1 , x 2 ) = −2π 2 α sin(πx 1 ) sin(πx 2 ).
The desired state is given by y d (x 1 , x 2 ) = y(x 1 , x 2 ) − 3y 2 p + 4π 4 α sin(πx 1 ) sin(πx 2 ).
We solve this nonlinear optimisation problem with standard SQP method (see [8] ). We test our proposed multilevel correction algorithm for the above nonlinear optimal control problems on the sequence of multilevel meshes. We use the same sequence of meshes generated with β = 2 as in the first example. It is also observed that second order convergence rate holds for y h , p h and u h in the nonlinear case. We remark that the solutions by the multilevel correction method are almost the same as the results by the direct optimization problem solving on the same meshes. Figure 4 . Errors of the multilevel correction algorithm for the discretised optimal state y h , adjoint state p h and optimal control u h of Example 5.2 (the left figure corresponds to the left mesh in Figure 1 with 68 nodes as the initial mesh and 7 uniform refinements, the right figure corresponds to the right mesh in Figure 1 with 139 nodes as the initial mesh and 6 uniform refinements).
Concluding remarks
In this paper, we introduce a type of multilevel correction scheme to solve the optimal control problem. The idea here is to use the multilevel correction method to transform the solution of the optimal control problem on the finest finite element space to a series of solutions of the corresponding linear boundary value problems which can be solved by the multigrid method and a series of solutions of optimal control problems on the coarsest finite element space. The optimal control problem solving is more difficult than the linear boundary value problem solving which has already many efficient solvers. Thus, the proposed method can improve the overall efficiency for the optimization problem solving. With the complexity analysis, we can find that the multilevel correction scheme can obtain the optimal finite element approximation by the almost optimal computational work [20, 21] .
We can replace the multigrid method by other types of efficient solvers such as algebraic multigrid method and the domain decomposition method. Furthermore, the framework here can also be coupled with the parallel method and the adaptive refinement technique. The ideas can be extended to other types of linear and nonlinear optimal control problems.
