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Zusammenfassung. Die standig zunehmendeMenge an multimedialen
(Bild-)Daten in den verschiedensten Anwendungsbereichen stellt immer
hohere Anforderungen an den Zugri auf diese. Da eine manuelle In-
dizierung immer aufwendiger wird, sind in der Vergangenheit zahlreiche
Systeme und Algorithmen entwickelt worden, mit denen Indizierung und
Abfrage solcher Datenbanken erleichtert werden sollen. Ein moglicher
Ansatz ist der Bildzugri durch Bildanalyse, der eine automatische In-
dizierung von Bilddaten erlaubt. In dieser Arbeit wird ein

Uberblick
uber aktuelle Entwicklungen auf diesem Gebiet gegeben, insbesondere
im Hinblick auf eine klinische Anwendbarkeit, und es wird ein neues
Verfahren zur Leistungsbewertung solcher Systeme vorgeschlagen, das
auf dem statistischen Ansatz von Sensitivitat und Spezitat beruht.
Schlusselworter: Image Retrieval, Sensitivitat, Spezitat
1 Einfuhrung
Heute existierende Datenbanksysteme (DBS) bieten in der Regel nur die Mog-
lichkeit, Anfragen textuell zu formulieren, ublicherweise uber die Datenbank-
abfragesprache SQL. Um ein solches System zur Verwaltung von Bilddaten her-
anzuziehen, ist es daher notig, jedes Bild manuell mit Schlusselwortern zu verse-
hen. Eine solche Beschreibung ist jedoch aufwendig und zudem weder vollstandig
noch eindeutig, da abhangig von Erfahrungshorizont und Intention der Benutzer
unterschiedliche Schlusselworter herangezogen werden. Auch eine nachtragliche
Indizierung mit erweiterten Attributen ist oft nicht moglich, so da in der Ver-
gangenheit zahlreiche Versuche unternommen worden sind, neue Bildzugrisver-
fahren zu entwickeln. Diese lassen sich unter dem Oberbegri Content-Based
Image Retrieval oder kurz Image Retrieval (ImR) zusammenfassen.
2 Aufbau eines Image Retrieval-Systems
ImR-Systeme beruhen in der Regel auf dem folgenden Ansatz. Bei der Eingabe
in das DBS werden aus dem Bild Merkmale extrahiert, die den Merkmalsvek-
tor bilden. Dieser wird nun zusatzlich zum eigentlichen Bild in der DB gespei-
chert. Anfragen geschehen fast immer uber das 'Query by Example'-Paradigma
(QBE). Aufgabe des Systems ist es dabei, alle Bilder zuruckzuliefern, die einem
vorgegebenen Anfragebild visuell ahnlich sind. Zu diesem Zweck wird der zu
dem Anfragebild gehorige Merkmalsvektor bestimmt und mittels geeigneter Dis-
tanzmae mit den in der DB gespeicherten verglichen. Unter Query-Renement
(QR) versteht man dabei die sukzessive Verfeinerung einer QBE-Anfrage. Eine
spezielle Variante des QR ist das Relevance Feedback. In diesem Fall wird die
Anfrage uber die manuelle Einteilung des Suchergebnisses in erwunschte und
unerwunschte Bilder verfeinert.
Die Denition der

Ahnlichkeit zweier Bilder geschieht in der Regel uber die
Merkmale Farbe, Textur, Form sowie deren raumliche Anordnung [1]. Um das
Merkmal Farbe sinnvoll einsetzen zu konnen, ist die Wahl eines geeigneten Farb-
raumes sehr wichtig. Nur perzeptive Farbraume wie das HVC-Farbsystem [2]
haben die Eigenschaft, da die visuell wahrnehmbaren Farbunterschiede den
geometrischen Farbdistanzen entsprechen. Dies ist aber eine elementare Vor-
aussetzung fur ein farbbasiertes ImR [3][4]. Ausgangspunkt des texturbasierten
Ansatzes ist Haralick's Grundlagenwerk aus dem Jahr 1973 [5], in dem zahl-
reiche Texturdeskriptoren vorgestellt werden. Formbasierte Verfahren erlauben
es dem Benutzer, das gesuchte Objekt zu skizzieren. Mittels eines Gradienten-
bildes kann dann untersucht werden, ob ein Bild dieses Objekt enthalt oder nicht.
Solche Verfahren sind, beispielsweise durch Verwendung der Fourier-Mellin-
Transformation, invariant gegenuber Rotation, Translation und Skalierung oder
anderen anen Transformationen. Einige Systeme erlauben auch eine manuelle
Segmentierung der Bilder in Regions of Interest (ROI). Diese Verfahren sind
aber fur groe Datenmengen zu aufwendig, zumal die Suche dann auf Bilder
beschrankt ist, deren ROIs zuvor ebenfalls manuell extrahiert wurden.
Zur Leistungsfahigkeit dieser Ansatze stellen Scassellati et al. die These
auf, die bislang verwendeten Formmerkmale korrelierten in keinster Weise mit
der Wahrnehmung des Menschen [6]. In der Tat erzielen diese die schlechtesten
Resultate [7], wohingegen das Merkmal Farbe nach Faloutsos et al. die besten
Ergebnisse liefert [8]. Zur Komplexitatsreduktion werden Datenstrukturen wie
der G-Baum [9] oder die Voronoi-Tesselierung [10] eingesetzt, die die Anzahl der
zum ImR benotigten Vergleichsoperationen von N auf log(N) reduziert.
3 Vorstellung von Image Retrieval-Systemen
Im folgenden werden einige ImR-Systeme vorgestellt, die nach Kriterien wie
Beispielhaftigkeit und Innovativitat ausgewahlt wurden.
IBM's QBIC-System (Query by Image Content) war die erste kommerziell
verfugbare ImR-Applikation und unterstutzt im wesentlichen die in Kapitel 2
vorgestellten Merkmale [11]. Diesem System sehr ahnlich ist das MARS-System
(Multimedia Analysis and Retrieval System) der University of Illinois [12]. Schwer-
punkt von MARS sind Anfragen, die auf gewichteten Kombinationen mehrerer
Merkmale basieren. Eine automatische ROI-Extraktion ndet in keinem der bei-
den Systeme statt.
VisualSEEK (Columbia University) beschrankt sich bislang auf die Anal-
yse von Farben und ihrer raumlichen Anordnung zueinander [13], allerdings
ndet eine automatische ROI-Extraktion statt. WebSEEK ist eine Abwandlung
des Systems fur den WWW-Bereich. Das Blobworld-Projekt [14] der University
of California at Berkeley, spezialisiert auf naturliche Bilder wie Landschafts-
und Tieraufnahmen, arbeitet lediglich mit den Merkmalen Farbe und Textur,
wobei auch und gerade raumliche Zusammenhange berucksichtigt werden. Die
Extraktion der durch Ellipsen (genannt Blobs) beschriebenen ROIs erfolgt au-
tomatisch unter Verwendung des Expectation-Maximization Algorithmus. Pho-
tobook (Massachusetts Institute of Technology) erlaubt unter anderem Anfragen
uber die sogenannte 'Appearance' eines Bildes [15]. Appearance-Merkmale sind
solche, die eine moglichst exakte Rekonstruktion des Bildes erlauben (Seman-
tics Preserving Compression); sie werden durch Anwendung einer Karhunen-
Lo

eve-Transformation (KLT) gewonnen und beispielsweise zur Gesichtserken-
nung genutzt. Photobooks Formerkennungsmodul basiert auf einem Finite Elemente-
Ansatz und erlaubt die Detektion von verformten 2D-Objekten. Neu ist auch der
Anfrageunterstutzungsagent 'Four Eyes', der den Benutzer bei der Auswahl von
fur ein Problem besonders geeigneten Merkmalen unterstutzen soll.
Erwahnenswert ist auch das IRIS-Projekt (Image Retrieval for Information
Systems), das 1994 als Kooperation von IBM und der Universitat Bremen gestar-
tet wurde [16] und heute unter dem Name ImageMiner weiterentwickelt wird.
Durch den Einsatz einer regelbasierten Wissensbank konnen Bilder gewisser
Domanen automatisch textuell beschrieben werden. Damit ist IRIS das bis-
lang einzige ImR-System, welches auf semantischer Ebene arbeitet [7]. Systeme
wie Virage (Virage, Inc, San Mateo, USA) oder CORE (National University of
Singapore) sind keine eigenstandigen ImR-Applikationen, stellen aber Daten-
strukturen und Funktionalitaten zur Verfugung, mit denen solche implementiert
werden konnen.
4 Systemevaluierung uber Sensitivitat und Spezitat
Die Ezienz von ImR-Systemen wird ublicherweise uber die Groen Precision
(P ) und Recall (R) deniert [14]. P gibt an, wieviel Prozent der auf eine Anfrage
zuruckgelieferten Bilder tatsachlich korrekt sind, R hingegen, wieviel Prozent der
Bilder in der DB, die die Anfrage erfullen, zuruckgeliefert wurden. Man beachte,
da bei diesen Ezienzmaen die Groe der DB unberucksichtigt bleibt, obwohl
es oensichtlich ein erheblicher Unterschied ist, ob ein ImR-System aus einer
Gesamtmenge von 32 oder 1000 Bildern eine Menge von M Bildern extrahiert.
Ein Leistungsvergleich der vorgestellten Systeme ist nicht moglich, da das
Konzept von P und R einerseits Schwachen aufzeigt und andererseits nicht
von allen Autoren genutzt wird. Daruberhinaus existieren noch keine standar-
disierten Trainings-/ und Testcorpora. Aussagen uber die Leistungsfahigkeit
heutiger Systeme auf medizinischen Bilddaten gibt es somit praktisch nicht.
Als Bewertungskriterium fur die Ezienz eines ImR-Systems bietet sich das
statistische Bewertungskonzept von Sensitivitat (SE) und Spezitat (SP ) an,
welches in der Medizin zum Vergleich von Diagnoseverfahren herangezogen wird
[2]. Die Groen P und R sind in diesem Zusammenhang vollig analog deniert,
P wird nun aber als positiver Vorhersagewert (PV ), R als Sensitivitat bezeich-
net. Zusatzlich wird jedoch noch der Begri der Spezitat eingefuhrt. Diese ist,
ubertragen auf eine Anwendung im Bereich ImR, deniert als SP = rn=(rn+fp).
Dabei ist rn die Anzahl der korrekterweise nicht zuruckgelieferten Bilder (also
Bilder, die dem Anfragebild unahnlich sind und auch nicht zuruckgeliefert wur-
den) und fp die Anzahl der Bilder, die zwar zuruckgeliefert wurden, aber falsch
sind.
In Verbindung mit standardisierten, gelabelten Testcorpora ermoglichen die
Kriterien SE, SP und PV nun einen aussagekraftigen Vergleich verschiedener
ImR-Applikationen, was am folgenden Beispiel gezeigt werden soll. Liefert ein
ImR-System 16 Bilder zuruck, von denen 4 korrekt sind und waren insgesamt
5 korrekte in der DB, so bedeutet dies stets R = 80%, P = 25%. Enthielte die
DB 32 Bilder, so entsprache dies SE = 80% und SP = 55:6%. Wird das gleiche
Ergebnis auf 1000 Bildern erzielt, so gilt SP = 98:8%, bei gleichbleibendem
SE = 80%. Der Tatsache, da die Komplexitat eines ImR-Problems proportional
zur Anzahl der Bilder in der DB wachst, wird also durch SP Rechnung getragen.
5 Zusammenfassung und Ausblick
Wie bereits die groe Anzahl an Publikationen in diesem Bereich zeigt, ist ImR
nach wie vor ein aktuelles Forschungsgebiet. Obwohl eine experimentelle Unter-
suchung noch aussteht kann prognostiziert werden, da heutige Systeme in einer
Domane wie der Medizin versagen werden; sie scheinen eher fur heterogene Bild-
sammlungen, wie etwa ein privates Photoalbum, geeignet, da dem bislang eek-
tivstemMerkmal 'Farbe' [8] nur hier diskriminative Eigenschaften zukommen. Es
besteht also ein Bedarf an neuen ImR-Algorithmen bzw. an der Weiterentwick-
lung der bestehenden. Daruberhinaus ist die Entwicklung von standardisierten
Testcopora zum Leistungsvergleich verschiedener Systeme unumganglich. Inter-
essant erscheint auch eine Anwendung der KLT auf medizinische Daten, aller-
dings sollte, da eine Klassentrennung angestrebt wird, das Verfahren um eine sich
anschlieende Lineare Diskriminanzanalyse (LDA) erweitert werden [10]. Ab-
schlieend sei bemerkt, da ein ImR-System nur dann in der klinischen Routine
eingesetzt werden kann, wenn es Standards wie DICOM oder HL-7 unterstutzt.
Bislang erfullt kein ImR-System diese Anforderung.
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