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Abstract: Devices with oral interfaces are enabling new interesting interaction scenarios and ways 
of interaction in ambient intelligence settings. The use of several of such devices in the same 
environment opens up the possibility to compare the inputs gathered from each one of them and 
perform a more accurate recognition and processing of user speech. However, the combination of 
multiple devices presents coordination challenges, as the processing of one voice signal by different 
speech processing units may result in conflicting outputs and it is necessary to decide which is the 
most reliable source. This paper presents an approach to rank several sources of spoken input in 
multi-device environments in order to give preference to the input with the highest estimated 
quality. The voice signals received by the multiple devices are assessed in terms of their calculated 
acoustic quality and the reliability of the speech recognition hypotheses produced. After this 
assessment, each input is assigned a unique score that allows the audio sources to be ranked so as 
to pick the best to be processed by the system. In order to validate this approach, we have 
performed an evaluation using a corpus of 4608 audios recorded in a two-room intelligent 
environment with 24 microphones. The experimental results show that our ranking approach 
makes it possible to successfully orchestrate an increasing number of acoustic inputs, obtaining 
better recognition rates than considering a single input, both in clear and noisy settings. 
Keywords: human–computer interaction; spoken interaction; speech recognition; ambient 
intelligence; coordination of devices 
 
1. Introduction 
In domestic settings, speech interaction is becoming popular due to the appearance of virtual 
agents accessible through affordable smart speakers and central units, such as Alexa/Amazon Echo, 
Google Home and Siri. However, there exist many challenges related to the use of these devices 
[1,2]. On the one hand, the intelligibility of the user spoken input is affected by environmental noise, 
the distance and the position of the user with respect to the device, and obstacles that attenuate the 
audio signal [3]. When several devices are present in the environment, it is necessary to orchestrate 
them, as they may be activated simultaneously, process the signal separately and lead to potentially 
erroneous interpretations, as they are not aware that there exist other devices that may produce a 
better recognition result [4], as well as generate redundant, overlapping or conflicting actions or 
responses. However, smart assistants are generally designed as stand-alone devices that process the 
voice commands of the users and act upon the environment autonomously [5], sometimes activating 
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other connected devices [6], but which are not aware of or coordinated with other similar speech 
processing units. 
This paper presents a proposal for the coordination of voice-responsive devices in ambient 
intelligence environments by means of a mechanism based on the ranking of multiple audio sources. 
The main objective is that all recordings coming from all the devices in the environment are used 
and the most precise interpretations are ranked first in order to select a single interpretation of the 
user input. In order to do so, we consider the signal recorded by each device and prioritize the 
hypotheses generated according to the quality of the acoustic signal received (in terms of loudness, 
energy, noise, and duration) and the confidence scores generated during speech recognition. Thus, 
our proposal is independent of the number and type of devices that populate the environment and 
their location. 
The rest of this paper is organized as follows. Section 2 presents related work. Section 3 defines 
the proposed coordination procedure. Section 4 describes the experimental set up, including a 
description of the scenario and the audio sources used. Section 5 discusses the evaluation results and 
Section 6 presents the conclusions and future work guidelines. 
2. Related Work 
Ambient intelligence systems usually comprise a diversity of sensors and devices to collect data 
and produce changes within the environment. However, when they provide the possibility for 
speech-based interaction, they usually rely on a single device for capturing the user’s voice 
commands. 
Currently, there are different projects and studies proposing new approaches for ambient 
intelligence coordinating multiple sensors and devices. These projects present scenarios where users 
coexist with actuators and receivers of information, but the oral interaction takes place in a usual 
way, using a single speaking device [5–7]. 
Incorporating multiple voice processing devices or microphones makes it possible to obtain 
better accuracy in the recognition, as it should be possible to select the one that has a better quality 
[8]. In order to do that, it is necessary to compute quality, providing as much flexibility as possible. 
For example, it would be possible to use the distance of the microphone to the user to compute 
quality, e.g., considering that the recording from a microphone that is nearer to the user should be 
given preference compared to the one from another one that is more distant. However, this is not 
always the case, as the location and the orientation of the user with respect to the microphone (e.g., 
whether he is talking in the direction to the microphone or backwards) is also relevant and it would 
also be necessary to know the position of the microphone beforehand, which would make the setting 
less realistic. In order to avoid these drawbacks, we have established a mechanism that is based on 
acoustic and speech recognition parameters that can be computed from the acoustic signals without 
the need of additional information about the environment. 
On the other hand, there are some approaches [8] that propose techniques to analyze and select 
the best audio source from an environment with multiple microphones. Additionally, projects like 
[9] show how useful it is to combine several audio signals in order to produce a clearer 
speech-to-text transcription with multiple sources. However, although these previous projects prove 
the utility of using several recording devices instead of the traditional single microphone setup, they 
are not directly addressing how to apply this advantage in smart environments. Our approach 
presents how to pool multiple audio signals, scoring the audio streams from distributed devices in 
the same environment depending on their quality. 
There also exist studies that present mechanisms to complement the oral interaction with other 
non-oral sources [10–13] and also describe some of the challenges of coordinating several speaking 
objects [4]. 
In the absence of studies that cover the main topic of this article, we aim to address several of 
the challenges outlined in [4], advancing a step further to offer an approach that gives support to the 
coordination of different distributed audio sources in an environment. With this aim, we propose to 
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solve the overlapping and coordination challenges, polling and ranking several voice signals from 
multiple devices. 
3. Coordination of Multisource Speech Recognition Results 
In order to recognize and react upon voice commands in intelligent environments, it is required 
to connect devices with the capability to listen and respond to them. When these devices are 
activated, e.g., with a wake-up keyword (e.g., ‘Alexa’ or ‘Hey Google’), they convert the audio 
stream into text (speech recognition), interpret its meaning and produce a response or execute an 
action. 
In this paper, we propose a new approach for selecting the most reliable speech recognition 
result in speech-based interaction for ambient intelligence, ranking the inputs from multiple devices 
located in the environment. The ranking is computed on the basis of an estimation of the reliability 
of the audio streams captured and the quality of the speech recognition results. This process can be 
carried out in a decentralized manner, in which each device captures the audio signal, broadcasts it 
and generates a ranking, or it can be performed by a central device that receives all audio streams 
and then ranks them. 
In the following section, we divide the presentation of the approach into two stages: (i) voice 
signal quality scoring, and (ii) speech-to-text quality scoring. In the first step, we estimate the quality 
of the signal obtained by each device considering different audio features. In the second step, we 
perform speech recognition for each audio and obtain an estimation of the quality of the recognition 
hypotheses. Both quality scores are aggregated to produce a ranking of all audio sources and select 
the best positioned as the input of the system. 
3.1. Voice Signal Quality Scoring 
Figure 1 presents a process model of the steps proposed for producing a score that corresponds 
to an estimation of the quality of the voice signal. Firstly, the device must process the signal (‘Audio 
signal features extraction’), obtaining the relevant features to be used to estimate the quality, for 
which we compute the average, maximum and minimum values, and compute the score (‘Audio 
features scoring’). 
 
Figure 1. Process model of the voice signal quality scoring stage. 
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3.1.1. Audio Signal Features Extraction 
In this step, the audio that each device has captured is processed in order to extract different 
properties of the audio signal to measure its quality. In order to accomplish this, the audio signal 
must be divided into frames. Each frame contains information about the different properties of the 
sound perceived at that particular moment. A frame is composed of a number of samples depending 
on how many channels the audio signal has. If there is only one channel in the audio (mono sound), 
a frame is simply a single sample; however, if the audio is stereo, each frame consists of two samples. 
Every frame is recorded depending on the rate (bit/second) of the audio recorded. The sound rate 
controls how often the current frame is replaced. For example, a rate of 8000 Hz means that a new 
frame is played or captured 8000 times per second. The size of the frame can vary depending on how 
the audio was recorded. In order to identify the best audio signal recorded, we should measure the 
main audio features by analyzing each frame of the audio. We have focused on the following 
features: 
● Loudness: Loudness is the subjective intensity of a sound, and is related to its pressure level, 
frequency and duration. Thus, loudness refers to how loud or low a sound seems to a listener 
and is determined by the intensity or the amount of energy in sound waves and measured in 
decibels (dB) [14]. 
● Signal Energy: Energy is useful to distinguish silent and voiced segments in the voice signal, as 
energy increases with sound. 
● Peaks (noise): A peak is the maximum value reached by the sound pressure. It usually 
corresponds to the perceived loudness of a particular signal, but mainly describes the 
maximum values of the amplitude during the sound signal. 
● Duration: The duration corresponds to the time that the vibrations produced by a sound are 
maintained. 
3.1.2. Audio Features Processing and Scoring 
Once we have obtained all the relevant features from the audio signal, we proceed to score the 
different sources with the aim of assigning higher scores to the signals that have higher quality and 
therefore are more likely to be correctly interpreted. 
The scoring process designed is based on providing unique values or scores to each source. If 
there are n sources, each of them is ranked according to the four dimensions considered above 
(loudness, energy, noise and duration). For each dimension, the best source will be assigned the 
value n, the second one a value of n − 1, etc. Thus, the maximum general score attainable for a source 
is 4n (scoring n across the four dimensions). 
For each dimension, the score is assigned as follows: 
● Loudness: If a signal has a higher average loudness, it may mean that the source that produces 
that sound is closer to the device and therefore this signal is more reliable. Therefore, the audio 
signal that achieves the highest average loudness will obtain the maximum score. 
● Signal Energy: If the signal has a higher average of energy it may mean that there are not very 
long silent segments in the signal and therefore the audio may correspond to a command since 
it indicates that this audio contains a concatenated sequence of words. Consequently, the audio 
signal that achieves the highest average of energy will obtain the maximum score. 
● Peaks (noise): When the variance in the peaks of a particular signal is very different from the 
average variance of the other signals acquired in the environment, it can indicate that it may be 
complicated to differentiate the different phonemes in that content [15]. For that reason, the 
audio getting the highest score will be the one with the lowest peak average and the closest 
compared with the average of all the other audios. 
● Duration: Finally, with this property, we want to detect whether the signal was too low and just 
detected a few words, but not all the content of the voice command, and also the reverse case 
when the signal has recognized more words by mistake compared with the real voice 
commands. Consequently, the signal obtaining the maximum score will be the one with the 
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closest duration to the most representative value, obtained by comparing the interquartile 
range of all signal durations. 
3.2. Speech-to-Text Quality Scoring Process 
In this stage (see Figure 2), the audio signal is processed by an Automatic Speech Recognition 
(ASR) software (‘Automatic Speech Recognition’) that takes the signal as the input and produces a 
list of the best recognition hypotheses and their confidence values. Our approach is independent of 
the ASR software employed, and also of whether disparate ASR systems are used to process the 
acoustic inputs in different devices. Finally, all these extracted data are processed, compared and 
scored in the (‘hypothesis scoring’) process. 
 
Figure 2. Detailed scheme of speech-to-text quality scoring stage. 
3.3. Hypothesis Scoring Process 
In this step, we assign scores, again considering a score scale with unique values across several 
dimensions using the following criteria: 
● General confidence value. The general confidence value indicates with what probability all the 
words in the hypothesis have been correctly recognized in an interval from 0 (worst case) to 1 
(best case). Therefore, in this case, the signal that contains the highest general confidence value 
will presumably be the closest option to be correct and therefore will obtain the maximum 
score. 
● Minimum confidence value in a recognized word. In this case, all the confidence values of the 
identified words are compared, locating the words that contribute the lowest values to the 
hypothesis they belong to. This may indicate that although the speech recognition system may 
have assigned a high confidence to a particular hypothesis, if any of the words included in it 
have a very low confidence value, it is very likely that this hypothesis is not completely correct. 
● Length. With this property, we want to detect whether the hypothesis correspond to only part 
of the voice command (only detected a few words) or, conversely, when the signal was longer 
and for that reason, the ASR produced a longer hypothesis with too many words. 
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Consequently, the best hypothesis will be the one with the closest length of words compared 
with the interquartile range of the other hypotheses. 
4. Experimental Setup 
In order to evaluate our proposal, we have performed a validation process to check whether the 
approach produces effective rankings, reducing the error rates when compared to when the ASR is 
performed by a single device regardless of its location. 
In order to perform and validate the implementation of the described procedure, we have 
defined a scenario that represents in the most general way the situations where a user would 
communicate with an environment with several listening devices. This way, we only take into 
account a constraint, i.e., that the scenario presents different sources of audio reception (at least two), 
whereas other factors can vary, including (1) the number of devices, (2) the quality of the 
microphones, (3) their location in the environment and (4) the speech recognizer used. 
4.1. Description of the Scenario 
We have tested our approach with the Distant-speech Interaction for Robust Home 
Applications (DIRHA) corpus [16], released to the research community by the DIRHA research 
project, which focused on the development of voice-enabled automated home environments. The 
corpus is comprised of recordings based on distant-speech interaction. In the corpus, different 
microphones were installed in different rooms and the resulting multi-channel audio recordings 
captured multiple audio events, including voice commands or spontaneous speech, and a variable 
amount of reverberation and background noise. The corpus comprises 192 audio signals 
corresponding to different phrases recorded in the setting depicted in Figure 3, where numerous 
microphones were placed in several points of two adjoining rooms. 
 
Figure 3. Floor plan of the DIRHA scenario. 
For each audio signal, this corpus provides files with information about the original sentence 
pronounced, and all the audio recorded for each microphone according to a single sentence. 
This scenario consists of two rooms in which microphones are placed labeled with an ID and 
with information about its exact location. These microphones are placed in different locations within 
both rooms. The rooms are separated by a wall and a door communicates them. The first room is a 
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furnished ‘living room’ that has 18 microphones, and the second room is a ‘kitchen’ with 6 
microphones. 
4.2. Description of the Validation Process 
The validation process has considered the DIRHA audio corpus composed of audios and the 
textual interpretations that have been pronounced and recorded by several audio sources located in 
the scenario described in Section 4.1. 
For voice signal quality scoring (Section 3.1) we have implemented a script with which to analyze 
the audio sources extracting all the audio features to perform the proposed quality analysis. We have 
processed all audios in the corpus using OpenSmile [16], a specialized software to analyze audio 
speech parameters. This library allows defining a configuration file that contains all the parameters 
and features to be extracted from the audios as explained in Section 3.1. 
After that, for speech-to-text quality scoring (Section 3.2) we used the Google Cloud speech-to-text 
speech [17] recognition engine to extract the textual interpretation. 
Once the information from the audio stream was extracted, we applied the scoring procedure 
explained in Section 3 using the implemented script. The script performed the calculation of the 
scores for each audio and its interpretation according to the parameters described in Section 3 
producing a list with the n-best signals. 
Afterwards, we compared the list of the scores and the hypotheses produced with the reference 
texts used to record the DIRHA corpus. With this comparison, we could identify whether each input 
source derived in a text hypothesis matching the text pronounced by the user in the audio. 
Additionally, we calculated the average Word Error Rate (WER) for each sample. 
This way, we could determine when a specific microphone recorded an audio that could not be 
transcribed to text correctly, producing a hypothesis that differs to what the user said. In order to 
test our procedure, we compared these results with the list produced by our script, checking 
whether high scored inputs correspond with microphones that obtained good results. 
Our baseline is the result of each isolated microphone. Then, we analyze the scenario that 
includes multiple sources obtained from microphone groups. In order to validate our proposal with 
different numbers of microphones and microphone locations, we have created groups of 
microphones as described in Figure 4. As the groups had to encompass audios of heterogeneous 
quality, we previously identified the microphones that produced recognition errors. A recognition 
error occurs when the text transcription obtained for the audio recorded by a particular microphone 
does not match with what the user said, producing an incorrect interpreted sentence. Finally, we 
evaluate the proposal using all microphones. 
4.3. Summary of Our Approach 
First, we extract the audio features using OpenSmile (audEERINGTM, Gilching, Germany) to 
score the quality of the signal of all the recordings perceived by the microphones. To perform the 
extraction, we implemented a configuration file to divide the audio into frames and later on select 
which features we want to extract. Once this is done with each signal, we proceed to analyze the 
results of the extraction of the audio features using our script. The extracted properties are analyzed, 
and the data are compared according to the criteria of Sections 3.1 and 3.2. The next step consists of 
sending the audio streams to the Google Cloud speech-to-text service (or any other ASR) to obtain 
their transcriptions into text. This service sends a list of the hypotheses and their confidence 
parameters with which the scoring process will be carried out as explained in Section 3.3. Finally, an 
ordered list of recognition hypotheses is generated, where the first positions correspond to higher 
scored ones. 
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Figure 4. Groups of microphones for the evaluation process. 
5. Results 
We have analyzed 192 sentences in the corpus. Every sentence had been recorded by 24 
microphones in quiet and noisy conditions within the described scenario, producing 4608 audios 
that have been processed. Once analyzed, we made a comparison of the results obtained with the 
original sentences pronounced by the subjects. With these original phrases that were included in the 
corpus, we could check the number of hypotheses that successfully matched the original sentence. 
After obtaining the comparative table, we have calculated the Word Error Rate (WER) in the 
hypothesis produced. 
Table 1 shows the average WER results obtained with the speech recognizer for all the audios 
recorded by each single microphone. Then, we created the groups explained in Figure 4 and applied 
our approach to rank the different microphones in the group in order to select the best quality input 
and computed the WER comparing the best ranked hypothesis with the reference text. The results, 
shown in Table 2 (check Table 3 for the meanings of the abbreviations), show that with our approach 
the errors have decreased compared to the isolated microphone setting (Table 1). 
As can be observed in Table 2, if the user voice commands were processed by each microphone 
in isolation, they would produce 255 interpretation errors. This shows the relevance of using our 
approach to be able to employ multiple microphones and select the best quality input. In Table 2, we 
can see how groups E and D, which include microphones that produced errors, were able to reduce 
the error rate after the scoring process was applied. That happens because our approach allows to 
increase the number of recordings in order to process voice commands, adding every recording 
performed by each microphone in the group. For example, microphone L4L had 192 recordings, and 
L4R 192. After applying our procedure, we can analyze 192 + 192 recordings to determine the best 
audio streams with the highest quality. 
As can be seen in Table 2, the results obtained are positive, given that the error rates are low. In 
the corpus used, the audios obtained come from different sources that are not usually too distant 
between them. Therefore, the error rates are relatively low, making it possible to satisfactorily use 
different nearby sources obtaining a much more robust hypothesis. 
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Table 1. Results of processing the audio signal individually (the microphone ids correspond to the 
ones in Figure 4). 
Single Microphone Processing 
Microphone Errors % WER 
LA1 20 22.1% 
LA2 2 15.3% 
LA4 2 12.1% 
LA6 2 15.9% 
L3L 2 19.5% 
L3R 2 18.3% 
L4L 11 18.9% 
L4R 16 25.9% 
L2L 5 17.9% 
KA1 10 19.6% 
KA2 11 17.4% 
KA3 3 19.0% 
KA4 36 26.5% 
KA5 42 27.1% 
L1R 9 16.0% 
L1C 27 19.2% 
LD07 19 22.3% 
LD02 36 26.2% 
Table 2. Results of the audio analysis based on the proposed approach for different microphone groups. 
Single Microphone Processing 
TS NS NCIS NIIS % WER 
Clear audios 2304 2236 68 16.5% 
Noisy audios 2304 2117 187 22.4% 
Total 4608 4353 255 19.5% 
Group E (L4L + L4R) Microphones 
Clear audios 192 189 3 20.2% 
Noisy audios 192 189 3 20.2% 
Total 384 382 6 20.2% 
Group D (LD12 + LD07 + LD02) Microphones 
Clear audios 288 285 3 15.2% 
Noisy audios 288 284 4 24.4% 
Total 576 569 7 19.8% 
Group C (L3L + L3R) Microphones 
Clear audios 192 192 0 0% 
Noisy audios 192 192 0 0% 
Total 384 384 0 0% 
Group A (KA1 + KA2 + KA3 + KA4 + KA5 + KA6) Microphones 
Clear audios 576 576 0 0% 
Noisy audios 576 576 0 0% 
Total 1152 1152 0 0% 
Group A + B + C + D + E + F + G (All) Microphones 
Clear audios 2304 2304 0 0% 
Noisy audios 2304 2304 0 0% 
Total 4608 4608 0 0% 
Table 3. Map key of the result table (Table 2). 
Abbreviation Meaning 
TS Type of Sentence 
NS Number of Sentences 
NCIS Number of Correct Sentences (hypotheses matching the original text) 
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NIIS Number of Incorrect Sentences (hypotheses not matching the original text) 
WER Word Error Rate 
In this experiment we have also verified that the user’s distance to the recording sources is not 
correlated for all cases, i.e., not always the closest microphone to the user provides the best quality 
input. This shows that acoustic features may provide more reliable information than the microphone 
location, as they allow also considering the orientation of the speaker and the attenuation produced 
by other objects in the environment as another important variable. 
6. Conclusions 
Although current environments with voice assistants are not yet mature enough, they are being 
incorporated into our daily lives. In a future where it will be normal to live in environments with 
numerous devices with an oral interface, it is necessary to face the different challenges related to the 
identification of the most reliable source of information and interaction and provide a coherent and 
coordinated response or reaction. 
In this paper, we have presented an approach for the coordination of speech recognition devices 
in environments with more than one device with oral interaction capabilities. We present a scoring 
and selection process of the audio features and speech recognition hypotheses obtained through the 
different inputs in order to identify the best recognition hypothesis. We consider factors such as 
loudness, signal energy, surrounding noise, duration and recognition confidence measures. 
Altogether, they make it possible to improve the overall recognition accuracy by ranking the inputs 
and select the one with highest quality score. 
Consequently, we can highlight the benefits of this procedure, insomuch as the present 
proposal offers: 
● Independence of the number of devices in the environment (minimum of two). 
● Independence of the position of the microphones and the users that interact with them. 
● Independence of the quality of the devices and their microphones. 
● Independence of the automatic speech recognition engine used. 
Although this is a step towards achieving interaction and cooperation between devices in 
ambient intelligence scenarios, there are still other challenges such as designing development 
standards to fully compatibilize all agents, applying methods such as the one proposed in this article 
or other methods, for the negotiation or bargaining of information between all connected devices. 
For future work, we will define a method to generate and coordinate the system response, 
avoiding overlapping action and responses from multiple devices. 
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