Abstract-Existing nonnegative matrix factorization methods focus on learning global structure of the data to construct basis and coefficient matrices, which ignores the local structure that commonly exists among data. In this paper, we propose a new type of nonnegative matrix factorization method, which learns local similarity and clustering in a mutually enhancing way. The learned new representation is more representative in that it better reveals inherent geometric property of the data. Nonlinear expansion is given and efficient multiplicative updates are developed with theoretical convergence guarantees. Extensive experimental results have confirmed the effectiveness of the proposed model.
I. INTRODUCTION
High-dimensional data are ubiquitous in the learning community and it has become increasingly challenging to learn from such data [14] . For example, as one of the most important tasks in, for example, multimedia and data mining, information retrieval has drawn considerable attentions in recent years [18] , [46] , [47] , where there is often a need to handle highdimensional data. Often times, it is desirable and demanding to seek a data representaiton to reveal latent data structures of high-dimensional data, which is usually helpful for further data processing. It is thus a critical problem to find a suitable representation of the data [4] , [20] , [22] , [37] in many learning tasks, such as single image super-resolution [48] , image reconstruction [32] , image clustering [34] , foreground-background seperation in surveillance video [5] , matrix completion [28] , etc. To this end, a number of methods for finding proper representations have been developed, among which matrix factorization technique has been widely used to handle highdimensional data. Matrix factorization seeks two or more lowdimensional matrices to approximate the original data such that the high-dimensional data can be represented with reduced dimensions [23] , [35] .
For some types of data, such as images and documents that are widely used in real world learning problems, the entries are naturally nonnegative. For such data, nonnegative matrix factorization (NMF) was proposed to seek two nonnegative factor matrices for approximation. In fact, the way of seeking nonnegative factorization for nonnegative data naturally leads to learning parts-based representations of the data [20] . Partsbased representation is believed to commonly exist in human brain with psychological and physiological evidence [25] , [33] , [39] . It overcomes the drawback of latent semantic indexing (LSI) [9] , for which the interpretation of basis vectors is difficult due to mixed signs. When the number of basis vectors is large, NMF has been proven to be NP-hard [38] ; moreover, [1] has recently given some conditions, under which NMF is solvable. Recent studies have shown a close relationship between NMF and K-means [11] , and further study has shown that both spectral clustering and kernel K-means [10] are particular cases of clustering with NMF under a doubly stochastic constraint [44] . This implies that NMF is especially suitable for clustering such data. In this paper, we will develop a novel NMF method, which focuses on the clustering capability.
Many variants of NMF have been developed in the past decades, which can be mainly categorized into four types, including basic NMF [20] , constrained NMF [12] , structured NMF [43] , and generalized NMF [2] . A fairly comprehensive review can be found in [41] . Among these methods, Semi-NMF [13] removes the nonnegative constraint on the data and basis vectors, such that its applications can be expanded to more fields; convex NMF (CNMF) [13] restricts the basis vectors to lie in the feature space of the input data so that they can be represented as convex combinations of data vectors; orthogonal NMF (ONMF) [12] imposes orthogonality constraints on factor matrices, which leads to clustering interpretation. The classic NMF only considers the linear structures of the data by finding new data points with respect to the new basis and ignores the nonlinear structures of the data, which is usually important for many applications such as clustering. To learn the latent nonlinear structures of the data, graph regularized nonnegative matrix factorization (GNMF) considers the intrinsic geometrical structures of the data on a manifold by incorporating a Laplacian regularization [3] . By modeling the data space as a manifold embedded in an ambient space and performing NMF on this manifold, GNMF considers both linear and nonlinear relationships of the data points in the original instance space, and thus it is also more discriminating than ordinary NMF which only considers the Euclidean structure of the data [3] . This renders GNMF more suitable for clustering purpose than the original NMF. Based on GNMF, robust manifold nonnegative matrix factorization (RMNMF) constructs a structured sparsity-inducing norm-based robust formulation [17] . With a 2,1 -norm, RMNMF is insensitive to the between-sample data outliers and improves the robustness of NMF [17] . Moreover, the relaxed requirement on signs of arXiv:1907.04150v1 [cs.LG] 9 Jul 2019 the data makes it a nonlinear version of Semi-NMF.
In recent years, the importance of preserving local manifold structure has drawn considerable attentions in research community of machine learning, data mining, and pattern recognition [7] , [24] , [29] , [45] . It has been shown that besides pairwise sample similarity, local geometric structure of the data is also crucial in revealing underlying structure of the data [24] : 1)In the transformed low-dimensional space, it is important to maintain the intrinsic information of highdimensional data [40] ; 2) It may be insufficient to represent the underlying structures of the data with a single characterization and both global and local ones are necessary [6] ; 3) In some ways, we can regard the local geometric structure of the data as data dependent regularization, which helps avoid overfitting issues [24] . Despite its importance, local structure of data has yet to be exploited in NMF study. In this paper, we propose a new type of NMF method, which simultaneously learns both similarity and geometric/clustering structures of the data and clustering such that the learned basis and coefficients well preserve discriminative information of the data. Recent studies reveal that high-dimensional data often reside in a union of low-dimensional subspaces and the data can be self-expressed by a low-dimensional representation [15] , [23] , which can be regarded as pairwise similarity of samples. Instead of simply using pairwise similarity of samples, in our method, we transform the pairwise similarity into the similarity between a score vector of a sample on basis and the representation of another sample in the same cluster, which integrates basis and coefficient learning into simultaneous similarity learning and clustering. Nonlinear model is developed to measure both local and global nonlinear relationships of the data.
The main contributions of this paper are as follows:
• For the first time, in an effective yet simple way, local similarity learning is embedded into learning matrix factorization, which allows our method to learn global and local structures of the data. The learned basis and representations well preserve the inherent structures of the data and are more representative; • To our best knowledge, we are the first to integrate the orthogonality-constrained coefficient matrix into local similarity adaption, such that local similarity and clustering can mutually enhance each other and be learned simultaneously; • Nonlinear extension is developed from kernel perspectives, which can be further expanded to cope with multiple-kernel scenario; • Efficient multiplicative update rules are constructed to solve the proposed model and comprehensive theoretical analysis is provided to guarantee the convergence; • Lastly, extensive experimental results have verified the effectiveness of our method.
The rest of this paper is organized as follows: In Section II, we briefly review some methods that are closely related with our research. Then we introduce our method in Section III. Regarding the proposed method, we provide an efficient alternating optimization procedure in Section IV, and then provide complicated theoretical results for the convergence analysis in Section V. Next, we conduct comprehensive experiments and show the results in Section VI. Finally, we conclude the paper in Section VII.
Notation: For a matrix M , M ij , M i , and Mj denote the ijth element, i-th column, and j-th row of M . Tr(·) is the trace operator, · F and · 2 are the Frobenius and 2 norms. I k denotes the identity matrix of size k ×k, diag(·) is an operator that returns a diagonal matrix with identical diagonal elements to the input matrix.
II. RELATED WORK
In this section, we briefly review some methods that are closely related with our research.
A. NMF
Given nonnegative data X = [x 1 , · · · , x n ] ∈ R p×n with p being the dimension and n sample size, NMF is to factor X into U ∈ R p×k (basis) and G ∈ R n×k (coefficients) with the following optimization problem:
where k n enforces a low-rank approximation of the original data.
B. Graph Laplacian
Graph Laplacian [8] is defined as
where W x is the weight matrix that measures the pair-wise similarities of original data points, D
x is a diagonal matrix with D
It is widely used to incorporate the geometrical structure of the data on manifold. In particular, the manifold enforces the smoothness of the data in linear and nonlinear spaces by minimizing (2), which leads to an effect that if two data points are close in the intrinsic geometry of the data distribution, then their new representations with respect to the new basis, G i and G j , are also close [3] . This is closely related with spectral clustering (SC) [27] , [36] and its further development [30] , [31] .
III. PROPOSED METHOD
As aforementioned, existing NMF methods do not fully exploit local geometric structures, nor do they exploit close interaction between local similarity and clustering. In this section, we will propose an effective, yet simple, new method to overcome these two drawbacks.
CNMF restricts the basis of NMF to convex combinations of the columns of the data, i.e., U = XW , which gives rise to the following:
By restricting U = XW , (3) has the advantage that it could interpret the columns of U as weighted sums of certain data points and these columns correspond to centroids [13] . It is natural to see that W ij reveals the importance of basis U j to
It is noted that (3) is closely related to subspace clustering [15] , [23] . The observation is that high-dimensional data usually reside in low-dimensional subspaces and recovering such subspaces usually needs a self-expressiveness assumption, which refer to that the data can be approximately selfexpressed as X ≈ XZ with a representation matrix Z. Local structures of the data are shown to be important [29] and it is necessary to take into consideration local similarity in learning tasks. A natural assumption is that if two data points x i and x j are close to each other, then their similarity, Z ij , should be large; otherwise, Z ij small. This assumption leads to the following minimization:
where
with 1 n being a length-n vector of 1s. It is noted that the minimization of (4) directly enforces Z ij to reflect the pairwise similarity information of the examples. Noticing that W and G are nonnegative and inspired by self-expressiveness assumption, we take W G T as the similarity matrix Z, such that Z ij = WīG T j . Here, Wī is the score vector of example x i on the basis vectors, and Gj is the coefficient vector of the j-th sample with respect to the new basis. If x i and x j are close on data manifold or grouped into the same cluster, then it is natural that Wī and Gj have higher similarity; vice versa. This close relationship between the geometry of x i and x j on data manifold and the similarity of Wī and Gī suggests that using W G T as Z in (4) is indeed meaningful. To encourage the interaction between similarity learning and clustering, we incorporate (4) into (3) with Z = W G T , obtaining the Local Similarity NMF (LS-NMF):
where λ ≥ 0 is a balancing parameter. Now, it is seen that the first term in above model captures global structure of the data by exploiting linear representation of each example with respect to the overall data, while the second term exploits local structure of the data by the connection between local geometric structure and pairwise similarity.
To allow for immediate interpretation of clustering from the coefficient matrix, we impose an orthogonality constraint of G, i.e.,
Note that by enforcing G T G = I k , the problem of NMF is directly connected with clustering in that G can be regarded as relaxed cluster indicators. More importantly, learning similarity and clustering are connected through such a G matrix and can be mutually promoted through an iterative optimization process. At the end of the iteration, the optimized clustering results are directly given by G.
Model (6) only learns linear relationships of the data and omits the nonlinear ones, which usually exist and are important. To take nonlinear relationships of the data into consideration, it is widely considered to seek data relationships in kernel space.
We define a kernel mapping as φ : R p → Rp, which maps the data points x i ∈ R p from the input space to φ(x i ) ∈ Rp in a reproducing kernel Hilbert space H, wherē p is an arbitrary positive integer. After kernel mapping, we obtain the mapped data points
The similarity between each pair of data points is defined as the inner product of mapped data in the Hilbert space, i.e., k(
p×p → R is a reproducing kernel function. In the kernel space, (6) is reduced to
where D φ is extended D in (6) from instance space to kernel space defined as
We expand (7) and replace φ(X) T φ(X) with K, the kernel matrix induced by kernel function associated with the mapping φ(·), giving rise to the Kernel LS-NMF (KLS-NMF):
In this paper, we aim at providing a new NMF method to take both local and global nonlinear relationships of the data into consideration. It is also worth mentioning that our method can be extended to multiple-kernel scenario. Since the future extension is out of the scope of this paper, we do not further explore it here.
IV. OPTIMIZATION We solve (9) using an iterative update algorithm and element-wisely update W and G as follows:
By counting dominating multiplications, it is seen that the complexity of (10) and (11) per iteration is O(n 2 p + n 2 k). The correctness and convergence proofs of the updates are provided in the following section.
V. CORRECTNESS AND CONVERGENCE
In this section, we will present theoretical results regarding the updates of (10) and (11), respectively.
A. Correctness and Convergence of (10) We present two results regarding the update rule of (10): 1) When convergent, the limiting solution of (10) satisfies the KKT condition.
2) The iteration of (10) Proof. Fixing G, the subproblem for W is
Imposing the non-negativity constraint W ik ≥ 0, we introduce the Lagrangian multipliers Ψ = [ψ ij ] and the Lagrangian function
The gradient of L W gives
For ease of notation, we denoteĀ
By the complementary slackness condition, we obtain
Note that (15) provides the fixed point condition that the limiting solution should satisfy. It is easy to see that the limiting solution of (10) satisfies (15), which is described as follows. At convergence, (10) gives
which is reduced to
by simple algebra. It is easy to see that (15) and (17) are identical in that both of them enforce either W ik = 0 or (−Ā+ λB +CWD) ik = 0.
Next, we prove the convergence of the iterative update as stated in Theorem V.2.
Theorem V.2. For fixed G, (12), as well as (9), is monotonically decreasing under the update rule in (10) .
In this proof, we use an auxiliary function approach [21] with relevant definition and propositions given below. 
Proposition V.1. Given a function L(H) and its auxiliary function J(H, H ), if we define a variable sequence {H (t) } with
then the value sequence, {L(H (t) )}, is decreasing due to the following chain of inequalities:
+ , and S ∈ R n×k + , with Γ and Ω being symmetric, the following inequality holds:
With the aid of Definition V.1 and Propositions V.1 and V.2, we prove Theorem V.2 in the following.
Proof of Theorem V.2. For fixed G, the objective function in (12) can be written as
First, we show that the functionP (W, W ) defined in (21) is an auxiliary function of P (W ):
To show this equation, we find the upper-bounds and lowerbounds for the positive and negative terms in P (W ), respectively. For the positive terms, we use Proposition V.2 and the inequality a ≤ (a 2 + b 2 )/2b for a, b ≥ 0 to get the following upper-bounds:
For the negative term, we use the inequality a ≥ 1 + log a for a ≥ 0 to get the following lower-bound:
Combining these bounds, we get the auxiliary function P (W, W ) for P (W ). Next, we will show that the update of (10) essentially follows (19) , then according to Proposition V.1 we can conclude the proof. To show this, the remaining problem is to find the global minimum of (21) . For this, we first prove that (21) is convex. The first-order derivative ofP (W, W ) is
(24) Then the Hessian of H(W, W ) can be obtained elementwisely as
where δ ij is delta function that returns 1 if i = j or 0 otherwise. It is seen that the Hessian matrix ofP (W, W ) has zero elements off diagonal and nonzero elements on diagonal, and thus is positive definite. Therefore,P (W, W ) is convex and achieves the global optimum by its first-order optimality condition, i.e., (24) = 0, which gives rise tō
(26) can be further reduced to
Define W (t+1) = W , and W (t) = W , we can see that (12) is decreasing under the update of (27) . SubstitutingĀ,B,C, D, we recover (10).
B. Correctness and Convergence of (11)
Fixing W , we need to solve the following optimization problem for G:
where Λ is nonnegative and diagonal. We introduce the Lagrangian multipliers Θ, which is symmetric and has size k × k. Then the Lagrangian function to be minimized gives rise to
where we define ξ = 1 2 Tr(ΘΛ), A = KW , B = D K W , and C = W T KW for easier notation, and M + , M − to be two nonnegative matrices for a nonnegative matrix M such that
Then the KKT complementarity condition gives
which is a fixed point relation that the local minimum for G must hold. Following the previous subsection, noting that
we give an update as follows:
To show that the update of (32) will converge to a local minimum, we will show two results: the convergence of the update algorithm and the correctness of the converged solution.
From (32) , it is easy to show that, at convergence, the solution satisfies the following condition:
which is the fixed point condition in (31) . Hence, the correctness of the converged solution can be verified. The convergence is assured by the following theorem.
Theorem V.3. For fixed W , the Lagrangian function L G is monotonically decreasing under the update rule in (32).
Proof. To prove Theorem V.3, we use the auxiliary function approach. For ease of notation, we define E = C + Θ. First, we find upper-bounds for each positive term in L G . By inequality a ≤ (a 2 + b 2 )/2b for a, b ≥ 0, we get
Then, according to Proposition V.2, by setting Γ or S to be identity matrices, we get the following two upper-bounds
Then, by the inequalities a ≥ 1 + log a for a ≥ 0, we get the following lower-bounds for negative terms:
Hence, combining the above bounds, we construct an auxiliary function for L G :
We take the first order derivative of (37), then we get
(38) Further, we can get the Hessian of (37) by taking the second order derivative:
It is easy to verify that the Hessian matrix has zero elements off diagonal, and nonnegative values on diagonal. Therefore, J(G, G ) is convex in G and its global minimum is obtained by its first order optimality condition, (38) = 0, which gives rise to
According to Proposition V.1, by setting G (t+1) = G and G (t) = G , we recover (32) and it is easy to see that L G (G) is decreasing under (32) .
It is seen that in (32), the multipliers Θ is yet to be determined. By the first order optimality condition of L G , i.e., (30) = 0, we can see that
Note that by defining E − = λG T B, and
and E − into (32), we get the update rule in (11).
Remark 2. So far, a conclusion can be drawn that by alternatively updating W and G, the objective function in (9) will decrease and the value sequence converges. We set
, and regard the updates of (10) and (11) as a mapping Υ (t+1) = M(Υ (t) ), then at convergence we have Υ * = M(Υ * ). Following [13] , [42] , with nonnegativity constraint enforced, we expand Υ M(Υ * ) + (∂M/∂Υ )(Υ − Υ * ), which indicates that Υ (t+1) − Υ * ≤ ∂M/∂Υ · Υ (t) −Υ * under an appropriate matrix norm. In general, ∂M/∂Υ = 0, hence the updates of (10) and (11) roughly have a first-order convergence rate. 
VI. EXPERIMENTS
In this section, we conduct experiments to verify the effectiveness of the proposed KLS-NMF. We will present the evaluation metrics, benchmark datasets, algorithms in comparison, and experimental results in detail.
A. Evaluation Metrics
Three evaluation metrics are used in our experiment. The first metric is accuracy, ranging from 0 to 1. It measures the extent to which each cluster contains data points from the same class. The second metric, normalized mutual information (NMI), measures the quality of the clusters. The third metric, purity, measures the extent to which each cluster contains samples from primarily the same class. More details can be found in [17] .
B. Benchmark Data Sets
Five benchmark data sets are used in our experiments, including PIX, JAFFE, Alphadigit, Semeion, and Faces94. We briefly describe these data sets as follows:
• PIX [16] contains 100 gray scale images collected from 10 objects, which has size 100×100 pixes. • JAFFE [26] collects 213 images of 10 Japanese female models posed 7 facial expressions. These images are rated on 6 motion adjectives by 60 Japanese subjects.
• Alphadigit is a binary data set, which collects handwritten digits 0-9 and letters A-Z. Totally, there are 36 classes and 39 samples for each class.
• Semeion collects 1,593 handwritten digits that are written by around 80 persons. These images were scanned and stretched into size 16 ×16. 
C. Algorithms in Comparison
To illustrate the effectiveness of KLS-NMF, we compare them with several state-of-the-art NMF methods, including weighted NMF (WNMF) [19] , ONMF [12] , CNMF [13] , Kernel NMF (KNMF) [13] , and RMNMF [17] . We briefly describe these methods as follows:
• WNMF. It extends the results of the original NMF to a weighted case. • ONMF. It has different variants that imposes orthogonality constraint on different factor matrices. In our experiment, we adopt the matrix tri-factorization model that imposes orthogonal constraints on the left and right factor matrices.
• CNMF. It restricts the learned basis to lie within the column space of the input data, such that the basis vectors can be represented as a convex combination of the inputs.
• KNMF. Based on CNMF, KNMF exploits latent nonlinear structures of the data in kernel space. In our experiment, we use rbf kernel with radius ranging in the set S = {0.001, 0.01, 0.1, 1, 10, 100, 1000}.
• RMNMF. It relaxes the data and basis matrix to have mixed signs, and adopts robust 2,1 norm to measure the fitting errors. Moreover, nonlinear structures of the data are exploited on manifold. We use the binary weighting to construct the graph Laplacian, with the default 5 neighbors selected. The regularization parameter is also selected from S.
• KLS-NMF. To be consistent with KNMF, we use rbf kernel with the same range and radius in S. Moreover, we select the parameter λ from the set S.
D. Clustering Performance
In this subsection, we evaluate the algorithms in comparison by conducting experiments on PIX, Jaffe, Semeion, and Alphadigit data sets. For purpose of illustration, we visually show some examples of these data sets in Fig. 1 . For a given data set, we denote the total number of clusters bȳ N , e.g.,N = 36 in Alphadigit data. To better investigate the clustering performance of different methods on this data, we randomly select subsets of this data to conduct more detailed experiments. In particular, we randomly select a subset with N out ofN classes to conduct experiments. It is noted that for a specific N value, there areN !/(N − N )!N ! Tables I to IV, with N values being used in our experiments. In each table, three subtables are given corresponding to three evaluating measures, respectively. The best performance is bold-faced.
From Tables I to IV, it is observed that the proposed model has the best performance among all algorithms in comparison. In particular, KLS-NMF achieves the best performance in almost all cases and the improvements over other methods are significant. For example, on JAFFE data with large N value, KLS-NMF can improve the performance by at about 8% in all three measures. Generally, the proposed method can improve the average performance by around 3-6% compared with the best competing method. It is noted that the best among compared methods varies depending on data, whereas the proposed method shows stability on all data sets. For example, RMNMF has some of the best results on PIX, but its performance on other data sets are less competitive. Moreover, the improvements of KLS-NMF over competing methods suggests that learning local similarity indeed provides advantages in clustering.
E. Clustering Performance on Larger Data
In the above subsection, we have evaluated the proposed method on some widely used benchmark data sets. Among them, 3 out of 4 data sets have up to 10 classes included in the experiment. In this subsection, we aim at testifying the capability of our method in handling larger data. To further testify how the proposed method performs on larger data, we conduct experiments on Faces94 data set. We use images of the males, where images of up to 113 inviduals are used in the experiment, which is fairly large for this test. For purpose of clearer illustration, we show some examples of this data in Fig. 2 . We follow the same settings as in above subsection and report the results in Table V . It is observed that the proposed method outperforms state-of-the-art algorithms in comparison with significant improvement. This observation, again, ensures the effectiveness of the proposed method and implies its potential to be used in real world applications. 
F. Convergence
In Section V, we have provided theoretical analysis on the convergence of the proposed optimization strategy. To experimentally verify this, in this subsection, we will show some empirical examples. On Yale, PIX, Alphadigit, and Semeion data, we randomly choose 10 subsets. Without loss of generality, we use the 10 subsets with the smallest N values as used in Tables I to IV. For all these subsets, we fix the parameter λ = 0.001 and set 1 for the radius of rbf kernel.
In Fig. 3 , we show how the difference of two consecutive W t 's changes with respect to iteration number t on the above selected subsets. Similarly, we show the distance sequence of two consecutive G t 's in Fig. 4 . It is seen that both {W t } and {G t } sequences can converge within a small number of iterations, which verifies the effectiveness and correctness of the optimization scheme.
Moreover, to further experimentally verify the convergence of objective value, we show some results in Fig. 5 . It is seen that the objective function indeed decreases its value with the updating rules on all these subsets. It is observed that the objective value sequences tend to converge within about 100 iterations, which verifies the fast convergence and effectiveness of the proposed method. In addition to the theoretical guarantees, these empirical observations indeed further strengthen the applicability of our method in real world problems.
G. Parameter Sensitivity
For unsupervised learning, how to determine optimal parameters is still an open problem and yet to be exploited in further research. In this subsection, we test KLS-NMF with different λ values and show how it affects the final clustering performance. Without loss of generality, we use the 10 subsets with the smallest N values as used in Tables I to IV. We plot the performance versus λ with the best kernel used in the experiment. It is observed that KLS-NMF is quite insensitive to variation of parameters and promising performance can be obtained with a wide range of parameter variation. This insensitivity to parameter variation may reduce parameter tuning effort, affording ease of use of our models in practice.
VII. CONCLUSION
This paper proposes a novel NMF method, which simultaneously exploits global and local structures of the data to construct basis vectors and coefficient matrix. The learned basis and coefficients well preserve intrinsic geometrical structures of the data and thus are more representative. An orthogonality constraint enforced on the coefficient and the embedding of local similarity learning mutually ensure the uniqueness of the factorization and provide an immediate and improved clustering interpretation. Nonlinear variant is developed and 
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