Abstract. Diagrams have been used for centuries in the visualization of mathematical concepts and to aid the exploration and formalization of ideas. This is hardly surprising given the intuitive appeal of visual languages. Thus it seems very natural to establish how diagrams can play an integral part of mathematical formalization and reasoning, giving them the same status as the symbolic languages that they are used alongside. Indeed, recently we have seen the emergence of diagrammatic reasoning systems that are defined with sufficient mathematical rigour to allow them to be used as formal tools in their own right. Some of these systems have been designed with particular application areas in mind, such as number theory and real analysis, or formal logics. This paper focuses on the use of diagrammatic logics to formalize mathematical theories with the same level of rigour that is present in their corresponding predicate logic axiomatizations. In particular, extensions to the constraint diagram logic are proposed to make it more suitable for use in mathematics. This extended logic is illustrated via the diagrammatic formalization of some commonly occurring mathematical concepts. Subsequently, we demonstrate its use in the proofs of some simple theorems.
Introduction
The demonstrable popularity of diagrammatic communication in mathematics lies in the widespread use of diagrams to aid intuition and visualize concepts. In all probability the pages of an arbitrarily chosen mathematics book will contain illustrative diagrams; examples that emphasize the role of diagrams include [1, 16, 21] . Indeed, [7] argues "visual thinking in mathematics is rarely just a superfluous aid; it usually has epistemological value, often as a means of discovery."
The prevalent usage of diagrams to illustrate mathematical concepts and their role in discovery motivates the development of formal diagrammatic languages that are suitable for writing definitions, formulating theorems and constructing proofs. After all, the fact that there are benefits of using diagrams yields the obvious question as to whether diagrams can be used on an equal footing with symbolic notations. Recent results show that this is the case, with many different diagrammatic reasoning systems emerging [3, 11, 12, 19, 20, 24, 27, 28] .
In the context of metric space analysis it has been shown that a diagrammatic logic specifically designed with this topic in mind allows students to outperform others who are taught using a more typical algebraic formalism [29] , for example.
Most closely related to the contribution made in this paper is the development of diagrammatic logics based on Euler diagrams which are often mistakenly called Venn diagrams 1 . The Euler diagram d 1 , figure 1 , asserts that A and B are disjoint and C is a subset of A. The relative placement of the curves give, for free, that C is disjoint from B. This 'free ride' is one of the areas where diagrams are thought to be superior to symbolic languages [18] . This example also illustrates the concept of 'well-matchedness' [8] since the syntactic properties that the diagram uses to make assertions mirror those at the semantic level: the containment of one curve by another mirrors the interpretation that the enclosed curve, C, represents a subset of the set represented by the enclosing curve, A. The expressiveness of Euler diagrams can be increased by incorporating traditional logical connectives, such as ∧ and ∨, and the negation operator, ¬; this results in a language equivalent to monadic first order logic (MFOL) [25] . Also equivalent to MFOL is Shin's Venn-II language [19] , which is based on Venn diagrams and uses shading to assert emptiness and ⊗ symbols to assert non-emptiness. In Venn-II, the only connective used is ∨. The use of shading to assert emptiness dates back to Venn; in Euler diagrams, emptiness can be asserted by the absence of a region. The intuitiveness of, and advantages of using, shading are discussed in [23] .
Various extensions to Euler diagrams have been proposed, such as including syntax to represent named individuals [27] , or assert the existence of arbitrary finite numbers of elements [11] . The Euler diagram d 2 in figure 1 is augmented with shading which asserts the emptiness of the set A − C and the Euler/Venn diagram d 3 tells us, in addition, that fred is in the set C and bob is not in the set A. The spider diagram d 4 asserts the existence of two elements in the set C and at least one in the set A; this is done through the use of the trees which are called existential spiders. The shading in d 3 is used to place an upper bound on the cardinality of A, limiting it to two: in the set represented by a shaded region, all elements must be denoted by spiders.
These extensions to Euler diagrams result in monadic languages. Constraint diagrams [13] further extend Euler diagrams and use universal spiders, which are represented by asterisks, to make universally quantified statements and arrows to talk about properties of binary relations. Constraint diagrams were designed for formal software specification and, in figure 2, d 1 asserts that every member (using the asterisk) can only borrow films that are in the collections of the stores they have joined; this might be a typical constraint one may place on a film rental system. Euler diagrams are frequently used in the teaching of set theory to illustrate concepts as they are introduced. More broadly, Euler diagrams are widely used in mathematics. As a consequence, logics that build on Euler diagrams may well enhance the teaching of logic and appeal to mathematicians. In this paper, we investigate the use of constraint diagrams in mathematics, as opposed to software engineering. Since constraint diagrams form a logic in their own right, it seems natural to ask whether they are capable of axiomatizing common theories.
Section 2 gives a brief introduction to constraint diagrams and some recent generalizations of them. We discuss the use of these generalized constraint diagrams to formalize mathematical concepts and subsequently present some extensions to the syntax that allow mathematical expressions to be more easily formulated. As two simple case studies, we define axioms for the theory of partially ordered sets and equivalence relations in our extended notation, presented in section 3. Further we illustrate the use of our extended constraint diagrams through the proof of some theorems in section 4. Section 5 presents further extensions, allowing a variety of second order statements to be made.
Constraint Diagrams
The constraint diagram language was introduced specifically for software specification [13] and in this section we overview its syntax and semantics; a formal treatment can be found in [4] .
The so-called unitary diagram d 1 in figure 2 contains three given contours; these are closed curves labelled Member, Film and Store respectively. In a unitary diagram, no two distinct contours have the same label. Given contours represent sets, and their spatial relationships make statements about containment and disjointness; in d 1 , figure 2 , the given contours assert that Member, Film and Store are pairwise disjoint because no pair of contours overlap. Also in the diagram are three derived contours which assert the existence of a set; these are the closed curves that are not labelled and happen to be targeted by arrows.
The asterisk is called a universal spider and its habitat is the region in which it is placed. In other words, its habitat is the region inside the contour labelled Member. In this example, this region is also called the domain of the universal spider; the domain is the region which represents the set that the spider quantifies over, in this case the set Member. It is not necessarily the case that the habitat equals the domain; see [4] for full details. A region is a set of zones. A zone is a maximal set of points in the plane, described as being inside certain contours (possibly no contours) and outside the rest of the contours. The diagram d 1 in figure 2 contains seven zones, three of which are inside Films.
In a unitary diagram, every arrow is sourced on, and targets, a spider or a contour (given or derived). Every arrow has a label and, unlike given contours, two (or more) arrows can have the same label. The actual set represented by a derived contour is determined by any targeting arrow(s). In d 1 , figure 2 , given any member, m, the derived contour inside the given contour labelled Store represents the image of the relation joined when the domain is restricted to m (the derived contour represents the set of stores that m has joined).
Unitary diagrams can also contain existential spiders and shading and, strictly speaking, every unitary diagram is augmented with a reading tree [4] (the diagram d 1 in figure 2 does not have a reading tree). Existential spiders are denoted by trees whose nodes are round and filled (as opposed to asterisks in the universal case) and they represent the existence of elements. For example in d 2 , figure 2, there are two existential spiders; these are the dots labelled y and z and each of these two spiders has a single zone habitat. By contrast, the universal spider labelled x has a two zone habitat and quantifies over the set English∪OtherLang.
Shading allows us to place upper bounds on set cardinality: in a shaded region, all of the elements are represented by spiders. So, in figure 2, d 2 expresses that the set F ilm − (English ∪ OtherLang) is empty since there are no spiders placed in the corresponding shaded zone. The meaning of the diagram is determined by the order in which the quantifiers (i.e. the spiders) are interpreted. The reading tree on the right of the diagram tells us the order in which to read the quantifiers, thus resolving ambiguities: we start with the universal spider and then we can read the existential spiders in either order and independently of each other. Moreover, the reading tree also provides quantifier scoping and bracketing information (the details can be found in [4] ). The diagram expresses:
1. Film, Title and Actor are pairwise disjoint, 2. English and OtherLang form a partition of Film and 3. every film, x, has a unique name which is a title and, in addition, x has at least one lead actor.
The first two statements capture the information provided by the underlying Euler diagram. The uniqueness of each film's name is asserted by the use of an existential spider (giving the existence of the name) and shading (which asserts that the only elements in the set of names are represented by spiders); likewise, the existence of a lead actor is denoted by the use of a spider but there can be more than one lead actor due to the absence of shading. Some examples of specifications using constraint diagrams can be seen in [10, 14] . There are some issues regarding the well-matchedness of constraint diagrams to their meaning [22, 23] although much of the time they work well for their intended application area; see [9] for discussions on well-matchedness in the context of software engineering diagrams. Specifically for constraint diagrams [22, 23] reports on some improvements to the notation that allow well-matched statements to be made more often, presenting generalized constraint diagrams which do not require reading trees. Figure 3 illustrates the type of structure that might be present in a generalized constraint diagram, where the boxes are unitary diagrams. In general, each non-root unitary diagram in such a partial order is a copy of its immediate ancestor with some changes to the syntax. Arrows connect the boxes, with those of the form − indicating conjunction whereas those of the form −| → → indicate disjunction. As a trivial change, in this paper we simply use juxtaposition for ∧ and write OR to indicate a disjunction. Bounding boxes are used for brackets. A key difference between generalized constraint diagrams and constraint diagrams augmented with reading trees is the way in which quantification works: in augmented constraint diagrams, quantification scopes only over parts of the unitary diagram in which it occurs but with generalized diagrams, the scope is, informally, the unitary diagram, d, in which it occurs and all of the ancestors of d.
There is a simple generalized constraint diagram in figure 4. The first (root) unitary diagram contains syntax which expresses ∀x ∈ M ember {x}.canBorrow ⊆ F ilm where {x}.canBorrow denotes the image of the relation canBorrow when the domain is restricted to {x}. The second rectangle includes additional syntax, expressing that every element of {x}.canBorrow is available to x.
However, this generalized version of constraint diagrams was designed with software specification in mind. When attempting to use the notation for defining mathematical concepts further modifications are beneficial. 
Formalizing Mathematical Concepts
In mathematics, we often wish to talk about properties of relations in a global sense, making assertions such as 'R is an equivalence relation' or 'the relation S is a total order'. Frequently, such assertions do not require us to assert the distinctness of elements and require us to leave open the possibility that an element may be related to itself. In these types of constructions constraint diagrams can become cluttered. In this section, we take an example based approach to demonstrating some improvements to generalized constraint diagrams that make them more amenable to use in mathematics.
A formalization of the relation R being symmetric using generalized constraint diagrams can be seen in figure 5 , which is not particularly intuitive or visually clear. In part, this is because one must construct the set of elements to which a is related in some unitary diagram in which a appears, but taking care not to specify whether a is in that set; the lefthand diagram constructs the image of a, namely a.R, which is then used in the middle diagram but there is a requirement on the user to recall the contour with greater weight is a.R. Constraint diagrams are very good at making strong statements and, in the context of object-oriented modelling this does not necessarily lead to visually cluttered diagrams. For example, associations (binary relations) often hold between disjoint classes (sets) of objects. This means that one often wants to talk about distinct objects, rather than having to worry about not specifying distinctness, or is able to assume that an element in the domain of a binary relation is not related to itself (since binary relations are often irreflexive).
Our first extension to the generalized constraint diagram syntax is to allow arrows to connect components placed in different unitary diagrams, allowing the images of relations to be constructed where we wish to make some statement about that image, rather than necessarily in the unitary diagram where the arrow source occurs. To illustrate, the diagram in figure 6 asserts that R is symmetric in a much more elegant manner than the generalized constraint diagram in figure 5 . The left-hand diagram includes just a universal spider, allowing us to say 'for all a'. The arrow sourced on this spider targets a derived contour in the middle diagram; this derived contour represents the set of elements to which a is related. Then, placing a universal spider, b, inside this derived contour allows us to talk about each element to which a is related and, using a further arrow between unitary parts, we assert that b is related to a (the right-hand diagram).
a * * R a * R b Fig. 6 . The relation R is symmetric.
A particular feature of constraint diagrams is that arrows are used to construct the set of objects to which something is related. By contrast, typical symbolic constructs tend to just assert whether two elements are related. To illustrate, ∀x∃yR(x, y) says everything is related to something whereas a constraint diagram would assert that everything is related to a non-empty set of elements as in figure 7 . Further useful extensions to the syntax are presented in a * R b Fig. 7 . Everything is related to something.
the subsections below, in the context of formalizing commonly occurring mathematical concepts.
Equivalence Relations
A fundamental concept in mathematics is that of an equivalence relation. We have already shown how to formalize the symmetric property using our extended constraint diagrams (figure 6). The reflexive and transitive properties are captured by the lefthand and righthand diagrams respectively in figure 8. For the transitive property, the relevant diagram in figure 8 
presents a formalization that is rather different in style to the usual ∀x∀y∀z((R(x, y)∧R(y, z)) ⇒ R(x, z)).
We believe that these two different presentations provide alternative perspectives on the same concept and could, if used in together, help students gain a deeper appreciation of transitivity.
a * a * R a * R R Fig. 8 . The relation R is reflexive and R is transitive.
Ordered Sets
Another commonly occurring construct is that of a partially ordered set, that is a set with a reflexive, antisymmetric and transitive relation on it. To formalize antisymmetry it is convenient to introduce the ⇒ operator into the language, as well as allowing = to be written between syntactic elements when we wish to make statements involving equality. We note that adding ⇒ and = to the syntax does not increase the first-order expressive power of the language but it does facilitate ease of construction of certain statements. Two syntactically different ways of formalizing antisymmetry can be seen in figure sets. Further, we may want to consider strict total orders which require us to specify the trichotomy property. This is done in figure 10 . Below we show a very simple proof constructed using these mathematical constraint diagrams. It establishes that, for an equivalence relation, R, any two unrelated elements are not related to any common element. This is part of the assertion that R partitions the universal set into equivalence classes. The remainder of this assertion is captured by the statements of theorem 2, whose proof nicely demonstrates that related elements have the same image, and theorem 3 which asserts that the image of R is U ; a first order predicate logic formalization of this is given by the two sentences ∀a∀b (R(a, b) ⇒ ∀c(R(a, c) ⇔ R(b, c) Hence we obtain a contradiction,
R x
Some comments on the three presented proofs are in order. The proof of theorem 1 is by contradiction, starting by assuming the negation of the result; note that this does not require any explicit negation. It then builds up further information by using the symmetric and transitive properties. The final diagram is a contradiction: the second box indicates that a is not related to b, whereas the final box asserts that a is related to b. The proof of theorem 2 uses free variables (a concept not seen previously in constraint diagrams) visually represented by the labels a and b without annotations (i.e. * for 'for all' or • for 'there exists'). The proof builds diagrams using symmetry and transitivity, that the image of a contains the image of b and also that the image of b contains the image of a and hence that these two images are equal. Applying generalization completes the last step in the proof. The proof of theorem 3 generates an obvious contradiction using only reflexivity.
We believe that an area in which constraint diagrams excel is where statements are being made about all of the elements related to some element; this is because derived contours and arrows naturally allow us to construct such the set of all such elements. Further desirable features include the presence of some implicit implication (which is achieved in theorem 1 by placing b inside the derived contour which represents the set over which it quantifies); implication is often hard for those learning about logic to understand. Moreover, the use of arrows and the placement of contours bring with them implicit universal quantification which could also be an advantage. To draw contrast, theorem 2 contains two universal spiders and makes no explicit use of ⇒ whereas (*) includes three universal quantifiers and uses both ⇒ and ⇔.
Second Order Constraint Diagrams
To be of wider applicability in mathematics, constraint diagrams need to be able to make second order statements. For example, when stating the Schröder-Bernstein theorem, one needs to assert the existence of functions with certain properties. Thus, we generalized the use of derived contours, asterisks and dots to make second-order quantification possible. To illustrate, the diagram in figure 11 asserts the existence of a surjection from A to B, by placing • next to the function symbol f ; thus, f is acting as a second order variable. The diagram in figure 12 asserts the existence of a function from A to B that is injective. From these two figures one can see how to formally state the Schröder-Bernstein theorem. We might wish to specify that the cardinality of A is less than the cardinality of B. Formally, we could do this by asserting that there does not exist a surjection from A to B, as in figure 13 . Alternatively, we can avoid the use of the 'negation box' and use second order universal quantification, as in figure 14 . To further demonstrate our extensions to the syntax, we consider defining a well-order. We have already defined ordered sets, so we concentrate on the part that specifies each non-empty subset has a least element. This can be seen in figure 15 , where we start off by talking about all subsets, Z, and assumes that R is an order relation. 
Free Rides and other Reasoning Advantages
It has been observed that one of the advantages diagrams have over symbolic notations is related to reasoning: sometimes one must perform reasoning to make a deduction in the symbolic world whereas the deduction may come 'for free' in the diagrammatic case. Euler diagrams have been well-studied in terms of their free rides, such as with regard to subset relationships [18] . These free rides also, therefore, apply to the images of relations under domain restrictions in our generalized constraint diagrams. A further example of a free ride can be seen in d 1 , figure 16 , where the placement of an existential spider, a, inside A and the relative positioning of A and B gives the information that the element represented by a is not in B for free. This type of free ride is very similar to those exhibited by Euler diagrams. Other examples of free rides also occur. In figure 16 , d 2 asserts that x.f = A, A.g = y and y.h = x for some elements x and y. We get, for free, that x.f.g = y, A.g.h = x, y.h.f = A, x.f.g.h = x and so forth. In terms of reasoning from a diagram interpretation perspective, we point the reader to [23] which discusses features of constraint diagrams that are well-matched to meaning, highlighting other areas where constraint diagrams might outperform symbolic notations.
In the context of proof writing, it is an interesting and open problem as to what these diagrams buy you over symbolic proofs. This question will require extensive investigation to establish. Before we can begin to answer this question, further work is required to establish what constitutes a sound reasoning step in our mathematical constraint diagrams. We strongly anticipate that diagrammatic proofs and symbolic proofs can provide different perspectives on proof construction and neither approach is likely to be always better than the other. This belief is not restricted to the type of diagrams that we have presented here. It is an important challenge for the diagrammatic reasoning community to identify the relative effectiveness of diagrammatic and symbolic proofs. Perhaps a first step is to somehow classify proofs using patterns and identify which proofs are best within each realm (diagrammatic and symbolic), before attempting to identify when each notation outperforms the other.
Tool Support
The development of tools to support diagrammatic reasoning is well underway, and recent advances provide a basis for automated support for mathematical constraint diagrams. Such tools require varied functionality and the research challenges can be viewed as more broad than for symbolic logics. There are at least two major differences: first, it is more difficult to parse a 2D diagram than a 1D symbolic sentence; more significantly, when automatically generating proofs, the diagrams must be laid out in order for the user to read the proof. In respect of the second difference, possibly the hardest aspect of mathematical constraint diagram layout is in the initial generation of the underlying Euler diagram. There have been many recent efforts in this regard, including [2, 5, 17] . Further syntax can be automatically added later, as demonstrated in [15] .
In terms of automated reasoning, this has been investigated for unitary Euler diagrams [26] and, to some extent, for spider diagrams, for example [6] . The approaches used rely on a heuristic search, guided by a function that provides a lower bound on proof length. Roughly speaking, the better this lower bound, the more efficiently the theorem prover finds proofs. An Euler diagram theorem prover, called EDITH, is freely available for download from www.cmis.brighton.ac.uk/research/vmg/autoreas.htm. We note that the main goals of automated reasoning in diagrammatic systems need not include outperforming symbolic theorem provers in terms of speed; of paramount importance is the production of proofs that are accessible to the reader and it may be that this readability constraint has a big impact on the time taken to find a proof.
Conclusion
In this paper, we have explored the use of constraint diagrams in mathematics, which were originally designed for software specification. We presented several extensions to the notation to make it more fit-for-purpose in a mathematical setting. In particular, we allowed arrows to be used between unitary parts of diagrams, equality to be asserted within unitary diagrams, and incorporated the explicit use of ⇒ and ¬ (albeit written using English, but this is a trivial point).
The presented mathematical constraint diagrams, unlike augmented constraint diagrams, are capable of expressing proper second-order statements through the use of derived contours that are not the target of an arrow. Perhaps the simplest extension we have proposed is the explicit use of function symbols alongside relation symbols. To ensure wider applicability in mathematical domains, where there is often a need for second order quantification, we generalized derived contours so that they could range over all subsets of any given set and, moreover, we have introduced syntax that allows us to talk about the existence of functions and relations.
A fruitful avenue of future work will be to establish what is best rendered diagrammatically and what is best rendered symbolically. Insight into the relative strengths of each notation will allow their effective integration, resulting in hybrid notations that incorporate aspects from both paradigms. Moreover, we conjecture that it will be beneficial to use both symbolic and diagrammatic logics in a common context, providing different perspectives on the same problem. For example, one could construct two proofs of a theorem (one diagrammatic, one symbolic) which may provide different insights into the validity of the theorem, aiding understanding.
In addition to the points in the previous paragraph, the intuitive nature of diagrams has obvious benefits. The act of formalization brings with it greater understanding of the problem in hand; by using notations (such as mathematical constraint diagrams) that provide a different perspective on the construction of statements, mathematicians and their students may gain a deeper insight into the problem domain. Further, we argue that diagrammatic notations may provide more accessible languages to those who prefer visual approaches to problem solving over symbolic approaches. Thus, the integrated use of diagrams in formal mathematics is likely to bring with it a greater understanding and insight.
The next stage in this work is to identify a necessary and sufficient set of constraints that identify well-formed diagrams, so that we only prevent ambiguous diagrams from being created. This will be an integral part of defining the syntax and semantics, which in all likelihood will follow the style of those for generalized constraint diagrams [23] . We believe that it is important to restrict the syntax only where necessary when defining well-formed diagrams so that, when reasoning, one can make intuitive deductions which might have otherwise resulted in non-wellformed diagrams. We also intend to more fully explore the expression of second order statements using this language.
Future work also includes a more thorough exploration of the ways in which mathematical concepts can be defined and how proofs can be written using constraint diagrams. By producing a large variety of cases studies, we will be able to extract a set of reasoning (inference) rules that allow the construction of formal diagrammatic proofs that correspond well to those one would write in a rigorous setting. Such an approach to defining a reasoning system for these diagrams will have obvious benefits, since it will bring the way in which a mathematician typically works (i.e. by constructing rigorous proofs) closer to formal mathematics. An obvious challenge lies in promoting the uptake of diagrammatic formalization and reasoning in mathematics; this is challenging because of the overwhelmingly prevalent use of symbolic notations throughout mathematics.
