We prove that sufficiently smooth solutions of equations of a certain class have two interesting properties. These evolution equations are in a sense degenerate, in that every term on the right-hand side of the evolution equation has either the unknown or its first spatial derivative as a factor. We first find a conserved quantity for the equation: the measure of the set on which the solution is non-zero. Second, we show that solutions which are initially non-negative remain non-negative for all times. These properties rely heavily upon the degeneracy of the leading order term. When the equation is more degenerate, we are able to prove that there are additional conserved quantities: the measure of the set on which the solution is positive and the measure of the set on which the solution is negative. To illustrate these results, we give examples of equations with nonlinear dispersion which have solutions in spaces with sufficient regularity to satisfy the hypotheses of the support and positivity theorems. An important family of equations with nonlinear dispersion are the Rosenau-Hyman compacton equations; there is no existence theory yet for these equations, but the known solutions of the compacton equations are of lower regularity than is needed for the preceding theorems. We prove an additional positivity theorem which applies to solutions of the same family of equations in a function space which includes some solutions of compacton equations.
Introduction
We study equations of the form
where F and G are polynomials in u and a finite number of spatial derivatives of u. We are specifically interested in equations with nonlinear dispersion, although the theorems we will prove do not make use of any dispersive structure. We study (1) on a finite interval with periodic boundary conditions and for t ∈ [0, T ], for some T > 0. Included in this class of equations is, for example, the porous medium equation u t = uu xx + u 2 x , which is widely known to be positivity preserving but which also has a maximum principle [16] . Many equations of the form (1), however, include higher derivatives and do not have a maximum principle; we show that they can still be positivity preserving if they admit sufficiently regular solutions.
There are many dispersive equations which are widely studied, such as the Korteweg-de Vries (KdV) equation:
The KdV equation is not of the form (1) , and the dispersive term (u xxx ) in the KdV equation is linear. A similar, fully nonlinear equation, is u t + uu x + uu xxx = 0;
this equation has arisen, for instance, in [5] when analysing a numerical scheme for KdV, and this equation is of the form (1) . In this paper, we prove a priori results for solutions of equations including (3) , showing that the behaviour must be very different from the behaviour of solutions of (2) . In particular, many solutions of (2) which are initially everywhere positive will at some time become negative without losing any smoothness; we show that this is not possible for sufficiently smooth solutions of (1) and therefore (3) . Also, we show that sufficiently smooth solutions of (1) have a conserved quantity: the measure of the set on which the solution is non-zero. Further, if G can be taken to be zero in (1), we find additional conserved quantities: the measure of the set on which the solution is positive and the measure of the set on which the solution is negative. These results are established in sections 2 and 3.
The class of equations (1) is quite broad, and for many equations in this class (such as equations with nonlinear dispersion), there is no established existence theory. Therefore, for many such equations, the results established in this work will only be a priori results. However, we do provide examples of some equations with nonlinear dispersion for which we can prove existence of sufficiently smooth solutions. We prove short-time existence of solutions to these equations in H 15/4 , and this regularity is enough for the theorems on preservation of support and positivity to apply. This is done in section 4.
Remark 1.
The porous medium equations u t = (u p ) xx , p 2 and thin film equations u t = −(u p u xxx ) x , p 1 are in the class (1). Our findings are consistent with the wellknown positivity and support results for these equations ( [1, 16] ). Note that we do not make use of a comparison principle (as is used for the porous medium equations) or any specially designed entropy estimates (as is the case for the thin film equations)-the only structure we need is the degeneracy of the equation. We do not specify an equation of motion for the boundary of the support akin to D'Arcy's law for the porous medium equation. Nevertheless, we do show that if a solution of the porous medium equation is sufficiently smooth then the size of the support will not change-which corresponds to the fact that there may be a 'waiting time' during which the boundary is motionless while a singularity in the derivative of the solution forms.
A specific class of equations with nonlinear dispersion are the Rosenau-Hyman compacton equations,
For instance, if m = n = 2, the equation is u t = 2uu xxx + 6u x u xx + 2uu x , so we can take F [u] = 2u xxx + 2u x and G[u] = 6u xx . This equation was introduced in [13] in order to study the effects of nonlinear dispersion. Chief among these effects is the emergence of compactly supported coherent structures, particularly travelling waves, dubbed compactons [11] . Numerical simulations indicate that collisions between compactons are very nearly elastic; following the interaction, the compactons emerge with almost the same shape [4, 8, 13, 15] . In addition to compactons, additional non-analytic solutions of the compacton equations are discussed in [9] . These compactons exist if m = n 2 and are given by u(x, t) = U (x − λt) and
where 1 B is the indicator function of B = [−nπ/(n − 1), nπ/(n − 1)] and λ ∈ R is the speed/amplitude parameter. The regularity of the compacton depends upon the choice of n. For instance if n = 2, we have U ∈ W 2,∞ with discontinuities in U occurring at at the endpoints of B and U 2 ∈ W 4,∞ . Thus the m = n = 2 compacton does in fact satisfy (4) . It is important to note that it is the degeneracy of term (u n ) xxx which allows solutions of (4) which have fewer than three continuous derivatives.
The results of this paper which have been described thus far hold for solutions which are assumed to have several continuous derivatives; in the case of the compacton equations, solutions would need to be in C 3 for the results described above to apply. Note that at this time there is no general existence theory for (4) when n 2 and that the known solutions of this equation, such as the compactons, are not in C 3 . We therefore prove an additional result, which gives a positivity result in a class of functions which includes the n = m = 2 compactons; the function space in this case includes certain piecewise-C 3 functions. This is done in section 5.
Preservation of support
In this section we prove that sufficiently regular solutions of (1) have a conserved quantity: the Lebesgue measure of the set on which the solution is non-zero. To begin, we define the following sets:
Letting ν be Lebesgue measure, we have the measure of each of these sets:
, and S(t) = ν(A(t)) = S + (t) + S − (t). We define the following approximate delta functions for k ∈ N:
otherwise,
. These functions are in C ∞ 0 , integrate to 1 and satisfy |δ
k+1 . We also define the following, an approximate Heaviside function and an actual Heaviside function: (1) such that u ∈ C([0, T ]; C max{p,q+1} (X)), and that u satisfies periodic boundary conditions. Then S(t) = S(0) for all t ∈ [0, T ].
Proof. Let t ∈ [0, T ] be given. To begin, we note that the assumption that X is a bounded interval implies that S + (t) is finite for each time. We can write
Clearly, then, we have that H + • u is integrable, and also we have that |H
for all x and all k. Therefore, if we denote
then by the monotone convergence theorem, we have S
We will focus now on S + (t), but corresponding statements will be true for S − (t). We can write
Plugging in from the evolution equation (1), we can write this as
where I + comes from the term with F in (1) and I I + comes from the term with G in (1). We consider first the term I + , which is
Note that |u(x, τ )δ
We introduce now the standard notation
Note that the sum converges because the total measure of X × [0, t] is finite. Combining (6) with (7), together with the fact that F [u] is uniformly bounded, we conclude that the term
We turn to the term I I + , which is
Integrating by parts yields
By the dominated convergence theorem, we can evaluate this limit (similarly to our prior use of the monotone convergence theorem):
Putting the above together, we get
Of course, we get an exactly corresponding expression for S − (t) by considering the corresponding terms I − and I I − :
Adding expressions (8) and (9) for S + (t) and S − (t), and using A = A + ∪ A − , we get
We now introduce another set,Ã(τ ) = X \ A(τ ). ClearlyÃ(τ ) is the zero set of u(x, τ ), a continuous function, and is therefore measurable. We can writeÃ(τ ) =Ã 1 (τ ) ∪Ã 2 (τ ), wherẽ A 1 (τ ) is the set of isolated zeros of u(·, τ ) andÃ 2 (τ ) isÃ(τ ) \Ã 1 (τ ), the set of non-isolated zeros of u(·, τ ). By lemma 2, we have that u, u x , u xx , and so on are all zero onÃ 2 (τ ). Also, sinceÃ 1 (τ ) is a set of isolated points, it is a set of measure zero. Therefore, onÃ(τ ), we have that ∂ j x u is zero almost everywhere for 0 j max{p, q + 1}. Therefore, we have
By adding this integral overÃ(t) to (10) , and using the fact that X = A ∪Ã, we have
The integral in (11) vanishes because of the periodic boundary conditions. We therefore have concluded
In the proof of theorem 1, we needed the following lemma on non-isolated zeros of smooth functions:
Proof. Assume that x is not isolated. Then there is a sequence {x n } ∞ n=1 (not containing x ) with x n → x for which f (x n ) = 0 for all n. By assumption, f (x ) exists and can therefore be evaluated by taking the limit of the difference quotient along any sequence which converges to x . Thus we choose the sequence {x n } ∞ n=1 and find
If k 2, we can conclude via Rolle's theorem that, for each n, there exists y n strictly between x and x n at which f (y n ) = 0. Clearly y n → x . Thus we have by the same argument as above that f (x ) = 0. For k 3, to conclude that f (j ) (x ) = 0 for j = 3...k we repeat this same argument.
If we can take G[u] = 0, then we can improve the result of theorem 1, since then the term I I + above is not present. In this case, instead of only preserving S, we also have that S + and S − are conserved. 
, and that u satisfies periodic boundary conditions. Then
Proof. In this case, we follow the previous proof until (5). We then conclude as before that I + is zero, and we now also have I I + = 0 since G = 0. Therefore, S + (t) = S + (0), and similarly,
Preservation of positivity
In this section, we give two results on positivity-preserving properties of (1), under slightly different regularity assumptions. One of these results is a corollary of theorem 1. The other result uses a different technique; in particular, it relies on a result of Constantin and Escher. Note also that theorem 3 is itself a proof that positivity is maintained when the evolution equation has the particular form G = 0. We begin with the following corollary, which implies that if the minimum of u is initially non-negative, it will remain that way (since the measure of the set on which u is negative will remain zero and since u is continuous). Thus, the equation is positivity-preserving (and negativity-preserving as well) for sufficiently regular solutions. 
Proof. We can clearly see from (8) and (9) that S + and S − are continuous. Let Q = sup t∈[0,T ] u(·, t) C max{p,q+1} (X) . Then from (8), we see that for some C(Q), we have
By Gronwall's inequality, we have S + (t) S + (0)e C(Q)t . The argument for S − (t) is just the same; this completes the proof.
We now give a proof of the positivity-preserving property along completely different lines, with slightly different regularity assumptions. We will need the following lemma for theorem 6; the lemma (and its proof) is almost identical to theorem 2.1 (and its proof) of [2] :
, with u(·, t) compactly supported for each t. Then for every t ∈ [0, T ] there exists at least one point ξ(t) ∈ R such that
The function m is almost everywhere differentiable on [0, T ] with
Proof. Clearly, since u is compactly supported and continuous at each time, there exists such a ξ(t) as in the statement of the lemma. Let s and t be in [0, T ], and without loss of generality, assume m(t) m(s). Then
This implies
The mean-value theorem for functions with values in Banach spaces then implies that
Since m is Lipschitz, it is of bounded variation; corollary 4.6 of [14] then implies that m is differentiable at almost every time in [0, T ].
We now need to calculate dm/dt. We start by fixing t ∈ [0, T ]. We have
Letting h → 0 + , we get lim sup
(ξ(t), t).
We can, in just the same way, treat m(t − h). We get lim inf
Since m is differentiable for almost every t, this lets us conclude that dm dt (t) = u t (ξ(t), t).
Given ξ as in lemma 5, we define a function φ as follows:
Note that with the assumption that F [u] involves at most p spatial derivatives and that u ∈ C([0, T ]; C p ), we have that F [u] is bounded and therefore φ is absolutely continuous. Proof. We begin by considering the evolution equation (1) . We let ξ be as in lemma 5, and we evaluate the expressions at x = ξ(t); note that by definition of m and ξ, we have u(ξ(t), t) = m(t) and u x (ξ(t), t) = 0. We therefore have u t (ξ(t), t) = u(ξ(t), t)F [u](ξ(t), t) = m(t)F [u](ξ(t), t). This, together with lemma 5, implies that, for almost every t, we have dm dt
We have seen, in the proof of lemma 5, that m is absolutely continuous. By the regularity assumptions, we have φ is absolutely continuous; it follows that m(t)e −φ(t) is absolutely continuous. Note that we can use an integrating factor to write our differential equation for m as
for almost every t. We then have, by lemma 4.13 of [14] , m(t)e −φ(t) = c, for some constant c, for all t. So, we have m(t) = ce φ(t) = m(0)e φ(t) , and therefore m cannot change signs.
Of course, the corresponding theorem can be proved about the maximum value of u.
Examples
Thus far, we have proved a priori properties of solutions of equations (1). As mentioned previously, for some equations of this type (in particular, for the compacton equations), there is unfortunately no existence theory. In this section we give examples of equations (which we arrive at by changing the values of the coefficients in the compacton equations) for which existence theory is possible. For example, the m = 0, n = 2 compacton equation is
If we were to simply change the second coefficient, as follows:
then one can find H 4 energy estimates for v, and existence of solutions for (13) follows. This is the subject of our next theorem: Before we begin the proof, we remark on the loss of regularity in the statement of this theorem. It is possible to prove higher regularity of the solutions, but our intent is to show that there exist solutions of the equation in C([0, T ]; C 3 (X)), so that the results of the previous sections can be applied. Since C([0, T ]; H 15/4 (X)) ⊆ C([0, T ]; C 3 (X)), this regularity is sufficient for our purposes.
Proof.
We begin by introducing a regularized equation. We let ε > 0 be given and we let J ε be a Friedrichs mollifier. We define v ε to be the solution of the following initial value problem:
We know that this equation has a solution (C 1 in time, with values in any Sobolev space) on time interval [0, T ε ] for some T ε > 0 by the Picard Theorem for ODEs on a Banach space. Then, if we let E be the functional
we can estimate its growth. To begin, we have
Before we plug in from the evolution equation, some notation will help us to organize the estimates. We let (v) denote a homogeneous cubic polynomial in J ε ∂ k x v ε , for k ∈ {0, 1, 2, 3, 4}, with the restriction that (v) does not include the term (J ε ∂ 4 x v ε ) 3 . The particular polynomial that (v) represents will change from line to line, but (v) will always be of this form. For instance, we could write
2 ) = (v), and we could also say (14) into (16), we only need to pay special attention to the terms with the highest derivatives:
We use the fact that J ε is self-adjoint, and we integrate the first term on the right-hand side of (17) by parts:
We integrate the second term on the right-hand side of (18) by parts:
Clearly, the first two terms in the integrand in (19) form a perfect derivative and therefore integrate to zero. We note that it was in order to achieve this cancellation that we chose carefully the coefficient on the second term on the right-hand side of (13); if the value of this coefficient were something other than −5, then we would not be able to estimate these terms. Continuing, we therefore have
Integrating by parts once more, we can write this as
and we can in turn write this as
We therefore have the estimate dE dt
This differential inequality can be solved, and we find that for aT independent of ε, the H 4 norm of v ε cannot blow up before timeT . By the continuation theorem for autonomous ODEs on a Banach space, the solution v ε is in H 4 on [0, T ] for all ε, for any 0 < T <T . We can now show that (taking a subsequence) the solutions v ε form a Cauchy sequence in
2 ). The approximate solutions, v ε , are uniformly bounded in C([0, T ]; H 4 (X)), and therefore are uniformly bounded in C(X×[0, T ]). Furthermore, clearly the first derivatives ∂ x v ε are also uniformly bounded; using the evolution equation and standard properties of mollifiers (see, for instance, lemma 3.5 of [10] ), we also have that ∂ t v ε is uniformly bounded. This implies that the family v ε is not only uniformly bounded but also equicontinuous. By the Arzela-Ascoli theorem, there is a subsequence which converges in C(X × [0, T ]), and thus in C([0, T ]; L 2 (X)); we do not relabel this subsequence. As promised, we have shown that we have a Cauchy sequence in this space. With the uniform bound for v ε in C([0, T ]; H 4 (X)), we can now use elementary interpolation (see, for instance, lemma 3.8 of [10] ) to conclude that v ε forms a Cauchy sequence in C([0, T ]; H 15/4 (X)), so v ε converges to v in this space. Furthermore, this is enough regularity to pass to the limit in the evolution equation. This completes the proof.
Since H 15/4 is embedded in C 3 , this implies that solutions of (13) with H 4 initial data satisfy the hypotheses of the theorems of the preceding sections. So, solutions which are initially non-negative remain non-negative, solutions which are initially non-positive remain non-positive, and S(t) is a conserved quantity under the evolution.
We end this section by giving one more example; this time, we give an equation for which we can take G = 0 and for which we can prove existence of solutions. The m = 0, n = 4 compacton equation is
x . As before, we change one coefficient on the right-hand side, and we have an equation which has C 3 solutions. Our equation is
for any real number β. As in the proof of theorem 7, an energy estimate is possible because the value of the coefficient −30 allows for an exact cancellation with some terms coming from the 4w 3 w xxx term. The value of β is irrelevant to the energy estimate, as all terms with β are able to be controlled by the energy (although the value of β will affect the size ofT ). We omit the proof that (21) has solutions in C 3 , since the proof is just the same as the proof of theorem 7. These C 3 solutions of the initial value problem for (21) satisfy the hypotheses of theorem 3. All equations (4), (13) and (21) are members of the following class of equations:
where p, q and r are real parameters and m and n are non-negative integers. For instance, for (4), we have p = 3n(n − 1), q = n(n − 1)(n − 2), and r = m. The argument of theorem 6 can be applied to prove the existence of solutions in H s for (22) if p = n(n − 1)( 3 2 − s), where s 4 is an integer, for any q and r. The authors have made preliminary studies of whether (22) with p = n(n − 1)( 3 2 − s) admits compacton solutions; the answer appears to be that it does admit compacton solutions for certain values of the other parameters. This will be the subject of a forthcoming study. We remark that in [12] , Rosenau has made a study of a family of equations bearing some similarity to (22),
x ] x = 0, for certain choices of q 0 and q 1 , and has found compacton solutions in some cases.
In future work, in addition to proving the existence of compactly supported travelling waves for (22), interactions of such waves will be studied. Many authors have found loss of positivity during numerical simulations of interactions of Rosenau-Hyman compactons [4, 8, 12, 13, 15] . Clearly, then, these solutions must not be so regular. Such regularity issues relating to loss of positivity were discussed specifically for the K(2, 2) equation in [4] .
Compacton equations and a class of piecewise-smooth functions
Given k ∈ N, T > 0 and L > 0, we introduce a function space
if and only if the following conditions are satisfied:
Note that for (iii), the derivatives at the endpoints a(t) and b(t) should be one-sided derivatives. Clearly, any such u ∈ Z k ([0, T ], L) is piecewise-C k at each time. Such a u is identically equal to zero on [0, a(t)] and on [b(t), L], and so is in fact analytic on these intervals. By definition, u is also C k on [a(t), b(t)]. Compacton solutions of the compacton equation (when m = n = 2) are indeed in the space
, for all k ∈ N and for appropriate choices of T and L (i.e. for L sufficiently large and for T sufficiently small). While there is no existence theory for initial value problems for the compacton equations, it seems a natural class of solutions in which to seek existence would be piecewise analytic solutions. A piecewise analytic solution would clearly be piecewise-C k . We now extend the result of corollary 4 to solutions of (1) 
Proof. The proof begins exactly as before. Let t ∈ [0, T ] be given. We again write
We still have the following formula, which we used before:
In the present case, we need to treat d dt S + k differently than before. To start, we recall that H + k is zero on a neighbourhood of zero, and that u(a(t), t) = u(b(t), t) = 0, and that u(·, t) ∈ C([0, L]). Therefore, for each time, we can findã(t) andb(t) such that a(t) <ã(t) <b(t) < b(t), and such that u(x, t)
. Note thatã andb depend on k, although this dependence will not affect our argument. Furthermore, because of (iv), we have that u(·, t) is an equicontinuous family (the C 1 -norm of u(·, t) is bounded independently of t), and so we can clearly takeã andb to be differentiable. We therefore can write the following: Plugging in from the evolution equation (1), we again write this as S + (t) = S + (0) + I + + I I + .
We start with I + :
In exactly the same way as before, we have |u(x, τ )δ We will integrate by parts, as we did in the proof of theorem 1. In the proof of theorem 1, the boundary terms from this integration by parts vanished because of periodic boundary conditions. In the present case, the boundary terms again vanish, but this time it is because u(a(t), t) = u(b(t), t) = 0, and H By the dominated convergence theorem, we can again evaluate this limit:
By our regularity assumptions, we have that (G[u]) x is uniformly bounded in the relevant domain, and once again we are able to apply Gronwall's inequality (just as in the proof of corollary 4). This proves the theorem.
