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ABSTRACT 
Most methods for solving linear systems Ax= b are founded on the ability to split 
up the matrix A in the form of a product A = G*R with G belonging to a subgroup of 
the general linear group Gl(n,R) and R being a regular upper triangular matrix. In 
the same way, the calculation of the eigenvalues of a matrix by the use of an 
algorithm of the Rutishauser type is based on a G.R decomposition for the matrix. 
Our aim in this article will be to show the importance of the notion of splitting up, to 
set out the conditions under which it may be used and to show how it enables us to 
generate new algorithms. 
I. THE GENERAL THEORY 
1. Notation and Basic Definitions. 
Gl(n, R): group of regular real square matrices of order n 
T+(n, R): subgroup of Gl(n, R) of upper triangular matrices 
T -(n, R): subgroup of Gl(n, R) of lower triangular matrices 
T;(n, R): subgroup of T -(n, R) with diagonal elements unity 
O(n): orthogonal subgroup 
ci, (n, R): subgroup of diagonal matrices 
DEFINITION 1. A pair (G, R ) of subgroqis of Gl(n, R) is said to decom- 
pose Gl(n, R) if: 
(1) R is a subgroup of T+(n,R). 
(2) GnR={I,} and 
GnT+(n,R)cOi)(n,R). 
(3) Gl(n, R) = G-R (the direct product of G and R is dense in Gl(n, R) for 
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the topology of RnP). 
Classical examples are: 
(I) G= T;(n,R), 
R=T+(n,R). 
The corresponding decomposition is the Gauss-Crout decomposition. 
(2) G = O(n), 
R = T$ (n, R), the subgroup of T + (n, R) consisting of the matrices 
with strictly positive diagonal elements. We get the decomposition of 
Schmidt’s orthogonalimtion. 
REMARK. The condition (2) of the definition gives the uniqueness of the 
decomposition. 
2. Application of the Decomposition of the 
Linear Group to the Solving 
of Linear Systems. 
Suppose: 
(1) A couple (G,R) decomposes Gl(n, R). 
(2) The linear system Ax = b is to be solved “numerically”; generally 
speaking [density condition (3) in Definition l] we may write 
A=g*r (gEG,rER). 
(3) Therefore Ax = b becomes grx= b; since we are in a subgroup of 
Gl(n, R), g-’ exists, allowing us to write 
m=g-lb. 
(4) r being upper triangular, this solution can be found by a mere “back 
process”. 
(5) Of course, one of the numerical difficulties of the problem is to 
determine a decomposition of Gl(n, R) such that g- ’ is numerically cheap to 
calculate. 
In the examples given in the second part we consider cases in which the 
latter condition is fulfilled. 
3. Application of the Linear Group 
Decomposition to the Calculation 
of the Eigenvalues of a Matrix. 
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DEFINITION 2. A decomposition (G,R) of the linear group is said to be 
continuous if 
(1) D = CR is open in Gl(n, R), 
(2) the mapping 
A = gr+g 
is continuous for the induced topologies. 
The two examples recalled in Sec. I.1 are examples of continuous decom- 
positions. 
Before proposing a general algorithm for the calculation of eigenvalues of 
matrices, we define the type of matrices that we are able to study. 
DEFINITION 3. A matrix A EGl(n, R) verifies the conditions of Ru- 
tishauser if: 
(1) A is diagonalizable, having eigenvalues of different moduli (d,, . . . , d,) 
with ldJ > ldzl > . * * > Id,1 >o. Thus, 
A=XDX-’ 
with 
. 
(2) X -i can be decomposed into X - ’ = LR with 
LET,-(n,R) and R ET+(n,R). 
REMARK It is obvious that 
with Jd,J > * * * > ldnl > 0 defines the order of the columns of X and of X -i 
only, and not their directions. 
GENERAL ALGORITHM GR. Let (G, R) be a couple of subgroups con- 
tinuously decomposing Gl( n, R). Let 0 = G.R so that we keep the notation of 
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the previous definitions. Finally let A be a regular matrix whose eigenvalues 
we want to find. If A E 52, then A = A, = g,r, ( g, E G and ri E R). Consider 
A, = ri g,(A, = gc ‘A, g,) with A, E 52; in which case we have 
There thus exist 
Al = g1r1 
A,= g2r2 
A, = WP 
A 
P+l 
=rpgp=g+lrp+l=-*-. 
DEFINITION 4. If the sequence above is such that Vi, Ai EQ, the 
algorithm is said to be constructible. 
Under the hypothesis of constructibility we have: 
A p+l=$A 
P 
~=g&$-~lAp_lg_l~=. . . = -l.. .g;‘A,g,. . . 
%, gP* 
Therefore. if 
Gp=gl...g+ and Rp=rprp_i..*rl, 
we have the first important formula, 
A p+l= GP-lAGp. 
In addition, 
Gp~=gl~~~~rp~~~rl=gl~~~~-lAprp-l~ 
= GP-lA&-l=AGp_lI$_i. 
Therefore by recursion we may write 
AP= GpRp. 
We now state Rutishauser’s general theorem. 
(1) 
r1 
(2) 
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THEOREM. Suppose that A E Gl(n, R), and that 
(H,) The couple (G, R) continuously decomposes Gl(n, R) (we shall say 
Q= G.R). 
(Ha) A veri?es Rutishauser’s conditions. 
(HJ The matrix X whose columns are the eigenvectors of A, arranged so 
that A=XDX-‘, is such that XEQ: therefore, X=gr (gEG, reR). 
(HJ The algorithm GR is constructible f3r A. 
Then: 
(1) The sequence of the matrices Ai created by the algorithm GR is such 
that the sequence {diag(A,)} converges towards D. 
(2) Therefore, if R = T+(n, R), {Ai} converges towards an element of 
T +(n, R). 
Proof. We have (from Ha) 
X-‘=LR (LE T,(n,R); R E T+(n,R)) 
and (from Ha) 
Therefore, 
X=gr (gEG,rER). 
Ap= grDPLR = gr(DPLD -p)DpR. 
Suppose L = ( Zii) and DPLD -p = (2,); we obtain 
if i<i 
ifi=i 
ifi>j 
Now, according to the hypothesis (Ha), Jd,/dJ < 1 ‘,if i>j; therefore, 
lim ,,,DPLD -P= I, (the unit matrix of order n). We may write this as 
DPLD-P=Z,,+E, with limp,,Ep=O. 
Therefore, 
AP=gr(l,+E,)DPR 
= g(Z, + rEpr-‘)rDPR. 
5l is open in GZ(n, R) and includes Z,,. Therefore, there is a rank p, such that 
wherever p > p,, I,,+ rEpre1ES2, in which case I,+ rE,r-I= $ri; and as 
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Z,, = Z”-Z” is the only decomposition of ZP according to GR, by the continuity 
of decomposition we have 
Therefore, 
AP= g&T,rD”R = GpRp, (3) 
which enables us to state that ( &)- ‘Gp = riDPR%-‘. 
Now G is a group; therefore, ( &)-‘G, E G; besides, it is obvious that 
$rDPRRpW1~ T+(n, R). Now G n T+(n, R) c q (n, R). Thus there exists a 
diagonal matrix Ap such that ( g+‘J - ‘GP = $rDPRRPP1 =Ap. From this, we 
may deduce 
From the formula (l), 
Jic ApAp, rA;’ = Jim_ ApGp-rAGpA;’ = g+Ag. 
Therefore, 
lim 
P-m 
diag( A, + r ) = ,‘irr diag( ApAp + rA[ ‘) = diag( g - lug) 
=diag(rB-l) = D. 
Now we have the first conclusion of the theorem, which is 
lim diag( Ap) = D. 
p-00 
The second conclusion arises from the standard proof of the well-known case 
in which 
Ap =Z,, and lim A, = rL%-l. 
p-00 
For a complete proof see [l]. 
Examples: 
(1) with G = T, (n, R), R = T + (n, R), we have Rutishauser’s algorithm 
(see PI). 
(2) with G=O(n), R= Tz(n,R), we have Francis’s algorithm (see [3]). 
NUMERICAL LINEAR ALGORITHMS AND GROUP THEORY 273 
II. EXAMPLES 
Our aim in this section will be to build examples (not the usual ones of 
numerical analysis) of decomposition of the linear group; we propose a 
classification of these examples as follows. 
Simple algorithms 
(1) Orthogonalization algorithms 
(2) Symplectification algorithms 
Composite algorithms 
(1) AlgorithmC 
(2) “Mask” algorithm 
Ultimate algorithms 
(1) Gauss’s algorithm 
(2) Bruhat’s algorithm 
For the motivation behind these definitions the reader may consult [l]. 
1. Notation and Some Well-known Results 
A. Generalities about symmetric definite bilinear forms. Let E be a linear 
space of dimension n, and B be a symmetric definite bilinear form on E; as 
we know, it is always possible to reduce B to the form 
B(X,Y)=XtGY. 
Now (from Sylvester’s inertia law) G is a matrix of the form 
Therefore we have 
If p = 0 (or p = n) the space will be said to be Euclidean. If p #O the 
space will be said to be pseudo-Euclidean. 
As usual, we say that: 
(1) two vectors X and Y are orthogonal if B(X, Y) = 0. 
(2) a vector X is isotropic if B(X, X) = 0. 
274 J. DELLA-DORA 
DEFINITION. If A E “x, (R), then 
(1) The matrix G(A)= (B(A.i,A.j)) will be called Gram’s matrix 
associated with A (for the bilinear form B, with A.i indicating the ith column 
of A).(2) If in addition A E Gl(n, R), we say that A is not exceptional if the 
principal minors of G(A) are not equal to zero. 
B. Generalities about skew-symmetric bilinear forms. It must be remem- 
bered that a bilinear form B is skew-symmetric if 
VXEE, B(X,X)=O, 
this condition being equivalent in the real field to 
VZ,V~EE, B(X,Y)= -B(Y,X). 
We shall suppose that this form is defined so that 
E*={xEE;VyEE,B(X,Y)=O}={O}. 
We now have the usual definitions for orthogonal vectors, for orthogonal 
spaces and for the orthogonal decomposition of a space into subspaces [4]. 
The following definition is important in view of what follows. 
DEFINITION. Any two-dimensional subspace V of E that is nonde- 
generate (that is to say V l={xEV; B(X,Y)=O VyEV}={O} is called a 
hyperbolic plane. 
An important property of a hyperbolic plane H is the following: Suppose 
x#O to be an element of H. Now, since H is nonaltered, there exists an 
element ij of H such that B(x, i) = 4 # 0. If we take y = (l/ q)Q, we have 
B(x, y) = 1. 
Therefore, in a hyperbolic plane H it is always possible to find couple 
(x, y), called the hyperbolical base of H, such that B(X, Y) = 1. 
DEFINITION. A linear space E on R is a hyperbolic space if it is the sum 
of hyperbolic planes. 
A hyperbolic space always has even dimension. 
We have now obtained the important statement: 
THEOREM. If E is a linear space on R with an alternate nonaltered form, 
then E is a hyperbolic space. 
(For proof and more details see [4].) 
Now it is easy to understand that if E is a hyperbolic space, there is in this 
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space a basis such that the skew-symmetric form B may be written 
B(X,Y)=X7Y, 
in which 
,= 0, 1” , ( ) -1” 0” 
where Z,, is the n x n unit matrix, and 0, the n X a zero matrix. 
C. Groups of operators associated with bilinear forms. The main groups of 
operators (automorphisms of the spaces with the forms previously studied) 
are: 
(1) O(n), the orthogonal group of order n 
(2) 0( p,n - p), the group of the pseudo-orthogonal matrices 
={AEG+,R);A%A=G}. 
(G is the matrix defined in Sec. 1.1.A.) 
(3) Sp(2n,R), the real symplectic group 
={AEG1(2n,R);A’JA=J}. 
2. Simple Algorithms 
A. Orthogonalization algorithms. We shall only say a few words about 
these algorithms, whose principles are well known [Z] in the case of ortho- 
gonal group. 
The results in the pseudo-Euclidian group are also well known thanks to 
Graev [l], who proves the following. 
THEOREM. If A is a nonexceptional matrix, there exists a regular upper 
triangular matrix R such that 
A=GPR 
with G EO(p,n-p), 
P the permutation matrix, 
R ET+(~,R). 
(For an algorithmical point of view, and the algorithms of effective 
decomposition, see [ 11.) 
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From the point of view of the search for eigenvalues, the existence of the 
matrix seems at first to be annoying, but the algorithms may be modified so 
as to avoid its appearance (see [l]). 
B. Simplectification algorithms (case of matrices belonging to G1(2n,R) 
[l]). Two cases must be considered: 
Bl. Unnormalized symplectic algorithms. Suppose A E G1(2n, R), and 
B(X, Y) = X +JY to be the nonalternate form. 
1st stage: 
(a) Suppose C, = A.,. 
(b) tit B(CnA.,+r)= 91 (91 will be assumed #O), and suppose C,,, r 
=(1/9r)A~,+r+ Therefore we deduce 
A,=(C,,A., ,... ,A.,,C,+~,A.,+~,...,A.~~)=AY, 
with 
1 
Yl= - 
I: 
1 ’ -- __+__----___ 
’ Xn+lJl+l 
I 1 
0 I 
I 
2nd stage: 
(a) Suppose 
0 
3> x, 1 +1,n+1= 41. 1 
Cz=A.2+AlzCl+A,+l,zC,+, 
8,=A .“+2+ PLl,n+2C1+ P”+l,n+zC”+z 
(b) The scalars are calculated: 
B ( c,, c,) = 0, B(C,J,)=Q 
(c) The hyperbolic basis is formed with B( C2,8,) = q2, which we shall 
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suppose f 0, and A, + 2,n + 2 = l/9,. Finally, there exists 
c,=x, 8 +2,n+2 2 
=a+2,n+2A.n+2+hn+l,,+zC,+l+X1,,+2Cl. 
(d) Therefore we have 
A,=(C,,C,,A.,,...,A.,; Cn+&n+2,...A.z,,) 
with 
=A,y, 
Y2= 
h 12 
1 
0 
--- 
A n+1,2 
0 
. . . 0 10 
0 :0 * I. 
i lu ----- 
0 I 1 
I 
I 
I 
I 
I 
I 
I 
A l,n+2 
----- 
x, +1,n+2 
a +2,n+2 
0 
0 
-- 
0 
0 
1 
. . . 
0 
---- 
. . . 
. . . 
. . . 
ith stage: There exists 
(a) We suppose 
Ci=A.i+&C,+ ‘I*> +A,_&‘,_, 
+‘n+l,icn+l+ ‘. ’ +An+i-l,icn+i-l> 
Bi=A.n+i + Pl,n+iC1+ . ’ . + Pi--l,n+iCi--l 
+ Pn+l,n+iG+l+ ‘. ’ +Pr+i-l,n+iG+i-1’ 
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(b) The scalars are determined by 
B(cj,ci)=o (j=l,..., i-l,n+l,..., n+i-1), 
B(ci,ei)=o (j=l,..., i-l,n+l,..., n+i-1). 
(c) We write qi = B(Ci,ei) which we assume to be different from 0), and 
we deduce 
and 
(d) We now deduce 
k+i,n+i =5 
I 
G+i=A,+i,n+iBi* 
Ai=(C1,Cz,...,Ci,‘.i+l,...,A.,,C”+1,...,C,+i,A.,+I+1,...,’.,,) 
with 
Ai=Ai_l~i, 
in which 
Yi = 
nth stage. We have 
A,,=Ay,- . . y,, 
=(C1,- -Cn’C”+l,*-c2”)=c, 
and by construction it is obvious that C’JC = J. That is to say, C E !$I (2n, R). 
/ . 
1 . . . Ali *** 0 1 0 *** Al,,+i 0 
I 
0 *. : I ’ 
. . . ; 
**. L-l,n+i i 
1. . . . . . 0 
I . 
0 *. b I: 
b . . . 0 * 1;;0_.** b 0 _______--------- __----------- 
0 h n+l,i 0 : l h, +1,n+i 0 
h+i-l,i : I O *‘. i 
0 I * Xn+i,n+i * 
- I 
0 *. 
0 b 0 lo 0 1 
< I d 
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REMARK. All the matrices are of the type 
Yi = R, &2 ( 1 R3 R4 
with R, E Ti+(n, R) and R, E T +(n, R), R, and R, being triangular superior 
with diagonal equal to zero. 
We denote by I the set of matrices of that form; and we now state the 
LEMMA. 
(1) The l? matrices form a group which has 2n2- n parameters. 
(2) There is permutation matrix P (fixed) such that 
PI’Pt c T+(2n, R). 
(3) rn Sp(-WR)={&,). 
This enables us to deduce 
THEOREM (of symplectical decomposition). 
Gl(2n, R) = Sp(2n, R).r 
Now if the group (Sp(2n, R)) = P( Sp(2n, R))P’ is introduced, (in which P 
is the permutation matrix as shown in the lemma), as well as the matrix 
(r) = PI’P’ ( c T +(2n, R)), the following corollary may now be stated: 
COROLLARY. G1(2n, R) = (sp (2n, R)) . (I’) . 
It is now obvious that we have here the case of decomposition as seen in 
Definition 1, and an algorithm of linear system resolution which competes 
with the orthogonalization algorithm, since it requires 4n3 multiplications 
(the order of the matrices is 2n X2n), while in the same conditions the 
orthogonalization algorithm requires 8n3 multiplications. 
But for the second application, that is, the search for eigenvalues, the 
decomposition cannot be used directly. For, if the sequence of matrices 
generated by the CR algorithm is to converge towards an upper triangular 
matrix, it is necessary that R = T +(2n, R), while in our case (I) c T +(2n, R). 
To remedy this difficulty there is a solution, which consists of normalizing 
the algorithm. 
B2. Normalized symplectic algorithm. The following group must be 
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introduced: 
r*=(iz: ::i ~G1(2n, R); R,,R,E T+(n,R); R, triangular 
superior and R, triangular superior with diagonal equal to zero 
together with the subgroup NSp(2n, R) of Sp(2n, R) defined by 
A~!3p(2n,R); etA=et; e= E R2” 
(which is the set of symplectic matrices the sum of the elements in each of 
whose columns is equal to 1). 
The following lemma is now proved: 
LEMMA. 
(1) r*nNSp(2n,R)={Z,,}. 
(2) I? depends on 2n2 + n parameters; NSp(&n, R), on 2n2 - n parameters. 
It is easy to modify the non-normalized algorithm (by setting each time: 
e ‘Ci = 1) so that the following theorem can be proved. 
THEOREM .Zf G = (NSp(2n, R)) = PNSp(2n, R)Pt, then R = T+(2n, R). (P 
stands for the permutation matrix that we have already put forward). Now 
the couple (G, R) decomposes G1(2n, R) continuously. 
The theorem is well adapted to application to useful research. 
REMARK Lack of space prevents us from giving methods that would 
enable us to form these algorithms through “elimination” (as defined in [l]). 
It must be noted nevertheless that these methods exist, and are very 
efficient. 
3. Composite algorithm. 
A. Algorithm Z [5]. Consider the subgroup of G1(2n, R) 
z= EG1(2n,R); X,Y EGl(n,R) and Ye=e 
The following lemma can be proved. 
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LEMMA. Let I,, be the unit matrix of Gl(n, R); i be the matrix 
Then the matrix M defined by 
i.s such that 
(It is obvious that matrix M is not unique.) 
The lemma enables us to prove the following proposition. 
PROPOSITION. G1(2n, R) = (M -‘ZM).T+(2n, R) . 
Certainly, if A E G1(2n, R), then in order to prove the proposition it will 
be enough (in most cases) to consider two matrices G EZ andR E T ‘(2n,R) 
such that B = MA = GMR; that is to say, 
For almost all matrices X and Y, we may say that 
x = z,r, 
&ET;-(n,R); q~T+(n,Fl); i=1,2). 
Y = lzrz 
Now 
(4 
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This is Gauss’s decomposition for B; the following rule to solve the 
problem is thus given. 
(1) To obtain the matric_es indicated in (4) the Gauss-Crout decomposition 
must be performed. (Y = YZrr-’ and 1, are known; therefore Zs-i01= r,ZrT; ’ is 
known. 
Let Ad=&sI” (XE T<(n,R); d E 9 (n,R)); now ~~‘a=&&;‘=hdr~‘, 
which is the Gauss-Crout decomposition of 
i2; lo = xp. (5) 
(2) h and dr,’ are obtajned by performing the decomposition_of $.a-‘cu 
with A. Now Y = lsr,= l,ZXdZ, since Ye = e; thus we obtain l,ZhdIe = e. 
Having deduced la- ‘, we may find d from 
de=A-‘iis-le. (6) 
(3) Given d, p = dr; ’ is deduced from (5); therefore ri = p -‘d, and 
r, = iAdi. 
Therefore we have 
X= Z,r, and Y = Z,r,. 
(4) From this we finally deduce that 
R,= d-‘p(riR,), 
R,=(id-‘A-‘i)(r,R,). 
In addition it is easy to understand that the decomposition is discon- 
tinuous, which allows its use in the two applications now taken into 
consideration. 
B. “Musk” &orithnm. Many families of algorithms may be obtained from 
simple algorithms. It is sufficient to consider a group G as defined by given 
“mask” matrices of the “inferior unit” triangular type: 
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with all Xi E Gl(n+ R) and well-chosen subgroups (Tr-(q, R); O(n,); 
Sp(2ni, R), . . . ). It is th en sufficient to find a “unit to unit” decomposition of 
Gl: 
Gl(nR) = G.T+(n,R). 
For more details see [l]. 
4. Ultimate Algorithms 
A. Gauss’s algorithm is well known and we shall not dwell upon it, but it 
must be noted nevertheless, that this algorithm can be obtained from a mask 
algorithm by using all X, E O(ni) and by increasing the number of units to n. 
This explains the terminology and the questions about the existence of the 
Gauss decomposition (see [l]). 
B. Bruhut’s algorithm is a slight alteration of Gauss’s algorithm. It is 
particularly fundamental from a theoretical point of view, for it enables us to 
show the importance of the permutation matrix in Gauss’s algorithm (which 
result must be compared with Graev’s theorem). 
We cannot dwell further on such fundamental theoretical questions (see 
m* 
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