Two hundred seventy-two magnitude di †erence measures of 135 double star systems are presented. The results are derived from speckle observations using the Bessel V and R passbands and a fast readout CCD camera. Observations were taken at two 60 cm telescopes, namely the Helen Sawyer Hogg Telescope, formerly at Las Campanas, Chile, and the Lowell-Tololo Telescope at the Cerro Tololo InterAmerican Observatory, Chile. The data analysis method is presented and, in comparing the results to those of Hipparcos as well as to recent results using adaptive optics, we Ðnd very good agreement. Overall, the measurement precision appears to be dependent on seeing and other factors but is generally in the range of 0.10È0.15 mag for single observations under favorable observing conditions. In four cases, multiple observations in both V and R allowed for the derivation of component V [R colors with uncertainties of 0.11 mag or less. Spectral types are assigned and preliminary e †ective temperatures are estimated in these cases.
INTRODUCTION
Binary stars remain a fundamental tool in understanding stellar structure and evolution, largely because stellar mass estimates can be derived from orbital information. In the Ðrst two papers of this series, relative astrometry was presented for double star systems observed by way of speckle interferometry at the Helen Sawyer Hogg Telescope, which at the time was located at the University of Toronto Southern Observatory, Las Campanas, Chile (Horch, Ninkov, & Slawson 1997, hereafter Paper I) , and the Lowell-Tololo Telescope at the Cerro Tololo InterAmerican Observatory (CTIO) (Horch, Franz, & Ninkov 2000, hereafter Paper II) . Such observations are a necessary step in determining the masses of the components, which in turn can be compared with theoretical models. However, empirically determined masses become much more useful when they are combined with other information about the components, such as luminosity and/or e †ective temperature. This highlights the importance of observationally determined magnitude and color information of the individual stars in binary systems.
Determining reliable magnitude di †erences with speckle interferometry has proved difficult. One of the most successful attempts to date was the fork algorithm of , which was subsequently used to determine the component magnitudes of the Capella system (Bagnuolo & Sowell 1988 ) and of bright Hyades cluster binaries (Dombrowski et al. 1990 ). However, the degree of success in these cases is due to the brightness of the systems, and the technique has not been successfully applied to speckle inter-ÈÈÈÈÈÈÈÈÈÈÈÈÈÈÈ 1 Visiting Astronomer, Cerro Tololo Inter-American Observatory, National Optical Astronomy Observatories.
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ferometry data in general. The current state of a †airs was summarized in Hartkopf et al. (1996) , where the authors stated that uncertainties of 0.5 mag are generally assigned for magnitude di †erence estimates. This situation is sometimes referred to as the "" magnitude di †erence problem ÏÏ of speckle interferometry. More recently, attempts to produce good component magnitudes have been made using adaptive optics (ten Brummelaar et al. 1996 (ten Brummelaar et al. , 1998 (ten Brummelaar et al. , 2000 Barnaby et al. 2000) . This process has also turned out to be surprisingly nontrivial, and, for example, the method now used by ten Brummelaar et al. involves taking numerous short exposure images of a binary system with the adaptive optics system turned on and then using a shiftand-add technique to derive a Ðnal resolved image. Typical uncertainties in the magnitude di †erences of^0.05 tô 0.10 per observation can be obtained in this way, and these data do not appear to exhibit systematic o †sets when compared with other results such as those from Hipparcos, a distinct improvement over the situation in the past with regard to speckle data.
The challenge of obtaining magnitude di †erences from speckle interferometry consists of two main difficult calibration problems. First, detectors used for most visible-light speckle observations are microchannelÈplate-based devices that are inherently nonlinear. The physical characteristics of the microchannel plate such as the pulse height distribution and the channel recharge time constant are usually not known, preventing e †ective calibration attempts. Second, the atmosphere and the small Ðeld of view used can produce systematic errors in the magnitude di †erence that are known to be a function of the separation of the two stars but are in general poorly understood. In this paper, we present a simple, robust data reduction method developed for bare (unintensiÐed) CCD speckle data that can be used to obtain reliable magnitude di †erence estimates. The use of a linear detector e †ectively eliminates the Ðrst problem, and the data reduction method is designed to reduce the second, insofar as it is possible. We then apply the technique to the two data sets presented in Papers I and II and analyze the measurement precision.
OBSERVATIONS AND DATA REDUCTION
Detailed descriptions of the observations and the data taking methods can be found in Papers I and II. In both cases, speckle interferograms were recorded with a Kodak KAF-4200 CCD set in a Photometrics camera head and operating in fast subarray readout mode. The subarray size gave a Ðeld of view of approximately which is 6A .4 ] 12A .8, somewhat larger than is normally used in speckle work. A typical observing sequence consisted of recording 1024 frames on the object of interest (with an exposure time of typically 30 ms per frame), followed by a similar observation of a bright unresolved star near the object of interest on the sky, chosen from The Bright Star Catalogue (Hoffleit & Jaschek 1982) . These observations allow us to deconvolve the speckle transfer function from the observed binary power spectrum, thus obtaining the "" true ÏÏ object power spectrum. The data presented here come from the 1997 February run at Las Campanas (astrometry for the same data is presented in Paper I), and the 1999 October run at CTIO (astrometry presented in Paper II). Seeing conditions during the former run averaged whereas in the latter case, the 1A .2, seeing was signiÐcantly worse, averaging
On the Las 1A .9. Campanas run, the Bessel V passband was used exclusively, and at CTIO, both the Bessel V and R Ðlters were used (Bessel 1990) .
The astrometric reduction method is a weighted least squares Ðt to the true binary power spectrum. Trial Ðt functions are of the general form
where A and B represent the irradiances of the primary and secondary, respectively, and represents the vector x A [ x B separation of the binary on the image plane. For astrometric data reductions, the Ðnal vector separation obtained from the best Ðt match to the data is then converted into a separation and position angle and the irradiance values are discarded. However, an irradiance ratio, B/A, and its formal error are stored in a summary results Ðle created along with the Ðnal astrometry. For the photometric analysis here, we have simply taken these irradiance ratios to arrive at magnitude di †erence estimates, via the standard formula
A formal error in the magnitude di †erence can likewise be derived. Typically, these formal errors signiÐcantly underestimate the measurement uncertainty due to the presence of systematic errors, and we discard these values. For example, the deconvolution process is a source of measurement error. In order to determine the level of uncertainty generated, we have performed tests where the same binary power spectrum is deconvolved by a series of di †er-ent point sources. We Ðnd that the typical rms scatter introduced in the magnitude di †erence is about 0.05 mag, which alone is usually much larger than the formal errors of a particular Ðt, though still smaller than the total measurement uncertainty. The overall precision of our measures is discussed fully in°3.2.
The magnitude di †erence estimates are also susceptible to some of the systematic errors alluded to in the introduction. In particular, it is expected that as the separation of the two stars in a binary system increases, the speckle pattern generated by the secondary will begin to fall outside the isoplanatic patch of the primary star. As a consequence, the pattern will cease to be identical to that of the primary, and a loss of correlations will result in the autocorrelation function at the locations corresponding to the positive and negative vector separations of the two components. This in turn will lead to an overestimate of the magnitude di †er-ence. As discussed in Dainty (1984) , the size of the isoplanatic angle, du is given by
where is the Fried parameter and *h is a measure of r 0 the dispersion of the turbulent layers. On the other hand, the seeing, u, is also related to the Fried parameter, by the following :
where j is the wavelength of the observation. Therefore, we may approximate the isoplanatic angle in terms of the seeing as
A measure of "" isoplanicity ÏÏ of the observation can then be obtained by forming the dimensionless parameter q
where is the separation of the two stars. For
o small values of q, the degree of isoplanicity should be high, indicating nearly perfect correlation between primary and secondary speckle patterns, whereas for high values, the secondary speckle pattern will be sufficiently di †erent from that of the primary to produce a signiÐcant systematic error in the magnitude di †erence derived. We suggest that the quantity q@ 4 ou, which can easily be derived from our data, is therefore a useful parameter in determining if reliable photometry can be obtained from a given speckle observation.
Many of the objects discussed in Papers I and II have magnitude di †erence estimates obtained by Hipparcos and listed in the Hipparcos Catalogue (ESA 1997). In Figure 1 , the di †erences between our *V results and the Hipparcos results are plotted against the product of the seeing and the object separation, as determined in the astrometric analysis for all systems in Papers I and II having Hipparcos magnitude di †erences. At low (q@ \ 2) values of this parameter, there appears to be little or no systematic o †set compared to the Hipparcos values. However, as expected from the preceding discussion, at larger values of q@, there is a systematic trend toward larger derived speckle magnitude di †er-ences, relative to the Hipparcos results. For the results presented in the remainder of this paper, we have only considered observations with q@ \ 2. It may eventually be possible to predict the shape of this curve and correct even large-q@ magnitude di †erence results accordingly, but a careful analysis would not only need to include the degree of isoplanicity, but also the e †ect of limited Ðeld of view. Accounting for photons that fall outside the Ðeld of view and remain undetected would involve considerations such as the seeing, detector orientation, and object placement and could in general lead to an overestimate or an underestimate of the magnitude di †erence. The interplay between these e †ects is currently under investigation, but the approach taken here simply includes an observation if the e †ect of nonisoplanicity can reasonably be assumed to be minimized and relies on our comparatively large Ðeld of view to minimize the e †ect of undetected photons. The magnitude di †erences presented in the next section are therefore obtained in the same way as our process for obtaining astrometry but are subject to the further quality control criterion that the product of the seeing times separation is less than 2.
3. RESULTS Tables 1, 2 , and 3 contain the main body of photometric results from the data sets. In Table 1 we present V -band measures from the Las Campanas data, in Table 2 the V -band measures from CTIO, and in Table 3 the R-band measures from CTIO. In all three cases, the columns give (1) in order of availability, the Aitken Double Star (ADS) Catalogue number, or the Bright Star Catalogue (HR) number, or the Durchmusterung (BD, CP, or CD) number ; (2) the discoverer designation ; (3) the HD number ; (4) the Hipparcos Catalogue number ; (5) the right ascension and declination in J2000.0 coordinates, which is the same as the identiÐcation number in the Washington Double Star (WDS) Catalogue (Worley & Douglass 1997) for all objects that have WDS entries ; (6) the observation date in fraction of the Besselian year ; and (7) the speckle magnitude di †er-ence. Table notes appear for systems whose quadrant determination from the astrometric analyses in Papers I and II was ambiguous and/or inconsistent with previous measures in the Third Catalogue of Interferometric Measures of Binary Stars (Hartkopf, McAlister, & Mason 1997) . In such cases, our quadrant determinations may of course be reconciled with those in the Third Catalogue simply by reversing the sign of the magnitude di †erence ; this may be appropriate in the case of small-*m systems. Two objects in the tables, noted with asterisks, did not have previous astrometric data given in Papers I and II ; we give the position angles and separations determined here in the table notes. The measures are shown without uncertainty estimates, but as discussed fully in the next section, we believe the uncertainties of individual observations to be approximately 0.15 mag in general for the Las Campanas observations, and between 0.15 and 0.30 mag in the case of the CTIO data. No corrections have been made for interstellar reddening or the wavelength dependence of the atmospheric transmission ; both are assumed to be negligible in this work. In the latter case, an analysis was completed using a standard atmospheric transmission curve which indicated that even in the case of extreme color di †erences of binary components and large air mass, systematic o †sets of less than 0.02 mag are obtained by not properly accounting for the true atmospheric transmission. More typical o †sets were less than 0.01 mag.
Measures

Measurement Precision
Comparison with Hipparcos Data
We Ðrst estimate the precision of measures appearing in Tables 1 and 2 by comparing our results with those of Hipparcos. In Figure 2 , our V -band magnitude di †erences are plotted against the magnitude di †erences listed in the Hipparcos Catalogue for all Hipparcos objects observed. The Hipparcos observations were taken in the so-called H p band and not in the Bessel V Ðlter ; is both broader and H p bluer than V . For main-sequence stars, one therefore expects a slightly larger value for the magnitude di †erence in the case of the Hipparcos results, though the correlation between the two systems should be high. This is consistent with the appearance of Figure 2 . For systems in which we derive a magnitude di †erence of less than 0.2 mag, we have included the quadrant information from Papers I and II by plotting the negative of the *V value appearing in our tables here in cases where the quadrant was inconsistent with determinations of other observers. In other words, for these cases we have assumed that the error in quadrant determination is ours and should be reÑected also in the photometry. This same convention is kept for all subsequent Ðgures. We have studied the di †erences *V [ *H p as a function of seeing, total magnitude of the object, *H p , and the system B[V color ; neither the Las Campanas data nor the CTIO data exhibited signiÐcant o †sets or trends.
In Figures 3 and 4 , we bin the di †erences in *V [ *H p seeing and respectively. In the case of the seeing plots *H p , (Figs. 3a and 3b) , the seeing bins are wide. Figure 3a  0A .2
shows the average value of as a function of *V [ *H p seeing while Figure 3b shows the standard deviation of the di †erences in each bin. The average di †erence plot exhibits slightly negative trend for good seeing conditions, and then increases as the seeing deteriorates. This upturn could be due to the increasing failure of the isoplanatic assumption expected in poor seeing. The standard deviation increases dramatically between and meaning that the best 1A .3 1A .5, precision in di †erential photometry is obtained here during the best seeing conditions. Although the two overlapping seeing bins appear consistent between the two runs, there may be other factors besides seeing (such as quality of the telescope optical system, for example) that may be contributing to this marked increase. Until more observations are taken, the plot should perhaps be viewed only as reÑecting a di †erence between the two observing situations rather than the general behavior of photometric precision over the range of seeing shown. Figures 4a and 4b show similar plots for 0.5 mag wide bins of
In the average plot, no clear *H p . o †sets or trends are apparent in the data set overall. In the standard deviation plot, there is an indication of lower precision (larger standard deviations) at both small and large values of with a minimum at middle values (1 ¹ *H p , This may be due to the fact that the power spec-*H p ¹ 2). trum Ðtting program is e †ectively estimating the depth of the interference fringes. Using equation (1), it is easy to show that, normalizing the primary irradiance, A, to 1, the minimum in the binary fringe pattern, is related to the x min , magnitude di †erence of the system by
This function has steep slopes at both large and small values of *m, as shown in Figure 4c , indicating that in these regions even a small uncertainty in the power spectrum minimum will result in a large uncertainty in the magnitude di †erence. We are currently studying the implications of this relationship in a simulation project, and results will be forthcoming. A similar study binning the total magnitudes of the objects in 1 mag wide bins showed that the standard deviation increases at fainter magnitudes, which is consistent with signal-to-noise considerations. Because the R bandpass is considerably redder than the bandpass, a similar comparison between our R-band H p results and Hipparcos data was not completed. However, the precision of these measures is addressed in the next two subsections. Table 4 contains summary results of the V -band comparison with Hipparcos. We have considered two cases for each of the two observing runs, as indicated in column 2 of Table 4 : Ðrst we have used every measure independently to calculate average di †erences and standard deviations, indicated in the column as a "" 1 ÏÏ ; second, we have considered only objects observed three or more times and averaged our *V results before subtracting the Hipparcos value from it, indicated as "" º3 ÏÏ in the table. The uneven error bars in the Ðnal columns are derived from a standard chi-squared analysis. It should be noted that the Hipparcos measures themselves are thought to have uncertainties of approximately 0.14 mag in general (Mignard et al. 1995) , so that the standard deviations presented in the plots here presumably contain errors both from Hipparcos and the inherent accidental errors in the speckle di †erential photometry. In the last column of Table 4 , we have deduced our inherent measurement precision by assuming that the Hipparcos errors and our own add in quadrature and that the Hipparcos uncertainty is 0.14 mag for every case. For the Las Campanas data, we Ðnd that our measurement precision estimated in this way is mag. For the CTIO 0.13~0
.02 0.03 data, the result is mag. For the averaged obser-0.32~0 .02 0.03 vations, the values decrease, indicating that the behavior of our errors appears to be consistent with a stochastic process. Neither data set exhibits large systematic di †er-ences relative to the Hipparcos results, and the small negative trend is expected due to the bluer central wavelength of the passband. The loss of precision in the case of the H p CTIO data may be at least partly related to the poorer seeing of that run relative to Las Campanas.
Internal Precision
In Tables 1, 2 , and 3, there are many cases of multiple measures of various systems. We can use these as another way to estimate our internal measurement precision. In Figure 5a , we plot the standard deviation of *V for all systems observed at least three times as a function of total magnitude from the Hipparcos Catalogue. In Figure 5b , the same data are plotted as a function of the average value of the magnitude di †erence obtained for each system. Table 5 contains the average values of the standard deviation obtained for all three data sets given di †erent criteria for the individual number of measures for the systems. These numbers indicate that the average internal consistency of our photometry measures is in the range 0.13È0.17 mag, consistent with the Hipparcos study described in the previous subsection in the case of the Las Campanas data. There are, however, two signiÐcant outliers in Figure 5 . It may be that these stars are intrinsically variable, but it is also interesting to note that these systems have small magnitude di †erences, where according to the previous discussion one would expect a larger intrinsic scatter in the measurement of the magnitude di †erence. The R-band data showed a similar behavior in this regard.
In the case of the CTIO data, the estimated internal precision is signiÐcantly lower than that of the Hipparcos comparison above, and indeed, the internal consistency of the Las Campanas data and the CTIO data appears quite similar. We believe that this result is at least partly due mostly to the fact that the systems with multiple observations are mainly in the range of *V \ 1 to 2.5, where according to Figure 4b the two data sets have much better agreement in the comparison with Hipparcos. Conversely, the substantially higher value of 0.3 mag for measurement precision of CTIO data may be at least partly due to the large number of small (¹1.0) magnitude di †erence systems that exist in the CTIO V -band data set. These objects contribute nearly 40% of the measures in Table 2 and have substantially higher scatter relative to the Hipparcos measures than the Las Campanas measures in the same *V bins.
Comparison with Adaptive Optics Results
Tables 1È3 also contain several objects studied by ten Brummelaar et al. (1996 Brummelaar et al. ( , 2000 using adaptive optics tech- niques. In Figure 6 , we compare our *V data with those results. A plot of the speckle *V minus the adaptive optics V -band measure, is shown in Figure 6a as a function *V ao , of and Figure 6b shows the same data points plotted *V ao , as a function of the system B[V colors given in the Hipparcos Catalogue. Although the number of systems in this study is small, there appear to be no systematic o †sets or trends between the two sets of results. Table 6 shows the statistical results relating to this comparison. The average di †erence obtained from the Ðve systems is consistent with 0.
There are six systems from the work of ten Brummelaar et al. for which we have Bessel *R values in Table 3 . In order to compare with their results, we have Ðrst converted the adaptive optics values (which were in the Johnson *R ao system) to Bessel values where possible. In order to *R ao obtain these results, we have used the transformation equation found in Fernie (1983) , and assumed that the di †er-ences between the original Cousins R-band and the Bessel R are not signiÐcant. FernieÏs transformation equations were used because they include uncertainty estimates for the coefficients that could be propagated along with our measurement uncertainties, but the transformations of, e.g., Bessel (1983) Another way to compare the two data sets is to transform our Bessel *R results onto the Johnson system. This method yields lower precision than the inverse process described above due to the larger uncertainties in our photometry, but nonetheless can be completed on all six systems. In order to minimize the uncertainties, the average values of our magnitude di †erences from Table 7 were again used and appear in rows 3 and 4 of Table 8. In the two cases where only one measure was made (STT 79, STF 2912), uncertainties of 0.17 mag were assumed for both the speckle *V and *R. Although all the systems had total V magnitudes in the Hipparcos Catalogue, only one (KUI 18) had a Cousins total R magnitude listed in the General Catalogue of Photometric Data (Mermilliod, Mermilliod, & Hauck 1997 ). However, we were able to estimate the Bessel total R magnitudes for the other Ðve objects using the count rates obtained during our speckle observations. These results, along with the transformations to the Johnson system for the components, again using Fernie (1983) , are shown in subsequent rows of Table 8 .
Plots of the speckle *R minus (adaptive optics) *R ao di †erences as a function of magnitude di †erence and as a function of B[V are shown in Figure 7 . The result for KUI 18 appears to be discrepant relative to the adaptive optics result, with the speckle value presented here exhibiting a larger value of *R than the work of ten Brummelaar et al. (2000) . The results for the other systems appear to be consistent with an average di †erence of 0.
Component Magnitudes and Colors
In four cases, the data presented here include at least four measures of the magnitude di †erence in both the V and R passbands. These are KUI 18, BU 552AB, STT 98, and BU 151AB, all of which are also in Table 8 . The multiple measures allow us to determine average magnitude di †erences in these cases with smaller uncertainties, and these can then be used in combination with total V and R values to determine component magnitudes and colors with relatively good precision.
Using Table 4 in Bessel (1990) , we have taken these individual component colors and estimated spectral types in the Vilnius system. Luminosity classes were not assigned except for the case of the primary in the KUI 18 system, discussed below. From Schmidt-Kaler (1982), these spectral types can then be used to obtain preliminary e †ective temperature estimates of the components. These are shown in Table 9 , and all eight stars have been placed on the H-R diagram in Figure 8 . Bolometric magnitudes were computed using the distances to the systems appearing in the Hipparcos Cata- FIG. 8 .ÈDeduced H-R diagram for the four systems with four or more observations in each Ðlter. The Ðlled circles represent the location of the primary, and open circles represent the location of the secondary. Dotted lines connect the primary to the secondary in each system, and the solid curve is the main sequence deduced from the bolometric magnitudes and e †ective temperatures in Schmidt-Kaler (1982). logue and bolometric corrections (again taken from Schmidt-Kaler) derived from the assigned spectral types. The primary in the upper right of Figure 8 is that of KUI 18 ; the relatively small error bars and location relative to the zero-age main sequence allowed us to assign a luminosity class of III to this object based on our photometry, consistent with the spectral classiÐcations in both the WDS and the Hipparcos Catalogue. BU 151 is listed as having luminosity class IV in both catalogs ; this is also consistent with the locations of the components as shown. We plan to reÐne results on all four systems with future observations. B-band observations would be especially helpful in reducing the formal errors in the e †ective temperatures and spectral types, due to the greater sensitivity of B[V color on temperature compared to V [R.
CONCLUSIONS
Two hundred seventy-two magnitude di †erence estimates of binary stars have been presented, where the measures are obtained from CCD-based speckle data. A simple method for estimating the isoplanicity of an observation has been employed to insure that the magnitude di †erences are minimally inÑuenced by systematic errors expected due to decorrelation of the primary and secondary speckle patterns and other e †ects. Further reÐnements of the method may be possible, but the data presented here appear to agree with values obtained by other methods.
In particular, we Ðnd that the Bessel V -band magnitude di †erences estimated in this way are slightly smaller than those of Hipparcos, as expected since the passband is H p bluer than the V -band. Our V -band measures appear to have no signiÐcant o †sets or trends relative to published adaptive optics V -band di †erential photometry. A study to determine the systematic e †ects of the R-band data was less conclusive, with our results for the system KUI 18 di †ering signiÐcantly from adaptive optics results. Random errors for both R and V data appear to be in the range 0.13È0.17 mag per observation, but may be substantially higher when the magnitude di †erence is either near 0 or very high, and/or if the seeing is poor. In the case of multiple observations, uncertainties can apparently be reduced through averaging, and this fact allowed us to estimate spectral types and e †ective temperatures of the components of four systems.
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