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INTRODUCTION 
In this paper we consider the zero-set {U = 0} of solutions of 
Au = f(x, u, Vu) 
where Sz is an open set in R” and 
in Sz, (0.1) 
If(x, u,Vu)l <A lul”+B IVulB, (0.2) 
where A > 0, B > 0 and c1 B 1, /I 2 1. We are interested in estimating the 
singular set 
S= {x; u(x) = 0 and Vu(x) = O}. 
Denoting by Hk the k-dimensional Hausdorff measure, our main result is 
that 
Hm-2+E(S)=0 for any s > 0; (0.3) 
for m = 2, S consists of isolated points. This result for m = 3 (with B = 0, 
a > 1) was proved by us [2] in connection with the study of the free boun- 
dary in the Thomas-Fermi atomic model; a part of that proof exploits in a 
fundamental way the fact that m = 3. 
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At the end of the paper we briefly mention a few examples for which the 
result (0.3) is relevant. 
1. ASYMPTOTIC BEHAVIOR OF SOLUTION NEAR {u=OJ 
Denote by B,(y) the ball {x; IX - yl < r} in R” and set B, = B,(O). 
LEMMA 1.1. Let /I be a positive noninteger, /I>p,,>O, and let v(x) be a 
function satisfying 
IMx)l 6 c, I@ in B,, C,>28. 
Then 
v(x)=P(x)+T(x) in B,, (1.1) 
where P(x) is a harmonic polynomial of degree [/?I - 2 and 
in B,, (1.2) 
Ivm)l G cc, (p> x ‘” 1 ID+’ in B,, 
where (/I) = mini/I - [/?I, 1 + [p] -B} and C is a constant depending only 
on PO and on upper bounds on Iv(x)l, IVv(x)l for XE c3B,. 
Proof. This result was proved in [2] for the case m = 3. The proof for 
general m is similar. Indeed, if m > 3, let e, = (0, O,..., 0, 1) E W” and write 
,xm&2= 2 ct;(cosQ lXln (v=F), (1.4) 
II=0 
where cos 8 = x,/lx1 and C;(U) is the Gegenbauer polynomial of degree n; 
the series in (1.4) is uniformly absolutely convergent for 1x1 < 1 and 
T,(x) = lXIH Cn(cos e) 
is homogeneous harmonic polynomial of degree n. From [ 1, p. 176 (13)] 
we have 
C”‘21r(j+v)T(n-j+v)cos(n-2j)8 
; l-(v)2 c;(cos e) = c 
j=O j! (n - j)! 
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and we then easily deduce that 
(k=O, 1,2). 
It follows that 
Using these estimates we can now proceed to establish (1.1 )-( 1.3) precisely 
as in the case m = 3 in [2]. Finally, in case m = 2, (1.4) is replaced by 
logf=log-+ f -!- cos((2n + l)(C#J - 4’)) 
2n+ 1 
.Jn+ 1 0 
; 
where e, = (p’, &), x= (p, 4) in polar coordinates, and r= (x- e,l. 
THEOREM 1.2. Let u(x) be a function with bounded gradient in B, satisfy- 
ing 
ldv(x)l G c1 I4x)l” + c2 IWx)lY in B, (1.5) 
where C120, C2>0, o!>l, y>l, and 
u(0) = 0, (1.6) 
u(x) f 0 in B,. (1.7) 
Then there exists a homogeneous harmonic polynomial P, f 0 of degree 
n > 1 such that, in B,, 
u(x) = P,(x) + r,(x), (1.8) 
where 
v-n(x)l G c Ixl”+s, (1.9) 
IVT,(x)I <c Ixl”+6-1 (1.10) 
for any 0 < 6 < 1 and some C (depending on 6). 
Proof: If the assertion of the theorem is not true then we can apply 
Lemma 1.1 step by step with increasing values of p, in order to deduce that 
u vanishes to infinite order at x = 0, that is, u(x) = O(Jxlk) for any positive 
integer k. By unique continuation [ 1,4] it follows that u E 0 in B, , a con- 
tradiction. 
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Remark 1.1. In case m = 3, a > 1, and Cz = 0 a direct proof of 
Theorem 1.2 was given in [2] by successively estimating the p’s and C,‘s 
which occur in the proof of Lemma 1.1, thus concluding inductively that 
Iv(x)\ < CBan+‘KDa” 1x1 Aa”+‘+2 in B,; 
this implies that [u(x)1 < Cp ” + 0 if n -+ cc provided 1x1 is small enough. 
This proof extends also to the case m # 3 as well as to the case where 
C2 > 0, y > 1. The proof is flexible enough so that it can be applied to 
situations not covered by the unique continuation theorem (see [3, 51). 
2. THE CUSP-LIKE ESTIMATE OF M, 
In this and in the following section u is a solution with bounded gradient 
of 
lh 6 c, lul + c2 lVul in B,, (2.1) 
where C,, C2 are positive constants, and B, is the unit ball in KY”, m 3 2. 
We introduce the sets 
M, = {x0 E B1, u(x’) = 0, Vu(xO) = 0, and 
u(x) = P”(X - x0) + T,(x)}, 
where P,(y) = P;‘(y) is a homogeneous harmonic polynomial of degree n, 
P, & 0, and 
[r,(x)1 =O(IX-x”y+q, 
(VT,(x)( =O(IX-x”(n+a-‘) 
(2.2) 
for some 0 < 6 < 1; 6 will be fixed from now on, independently of x0 and n. 
As a by-product of the proof of unique continuation [ 1,4] it follows 
that for any ,u > 0 there is a positive integer n, such that 
M,nB,-,=@ if n>n,. (2.3) 
We denote by A,,,, the space of all polynomials in R” of degree <n, by 
c,, the space of all harmonic polynomials of degree <n, and by E,, the 
space of all homogeneous harmonic polynomials of degree n. Since f,, is 
a finite-dimensional linear space, any two norms are equivalent. This is true 
in particular of the norms L”(B,), L’(B,) and 
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note that the last “inf’ is actually “min.” We shall often drop the symbol B, 
in these norms. 
As in [2], if P E c,, then 
k=O 
and 
(2.4) 
In this section we prove: 
THEOREM 2.1. Let m > 3, 0 <p < 1. Zf x0 E M, n B, pIr, then there exists 
a ball BgO(xo) and an (m - 2)-dimensional plane a,~ passing through x0 such 
that 
Kn&o(xoWL,,2 is contained in the cusp-like region 
K(~~)={x;C~x-x~~~+~>d(x,~,~)}, (2.5) 
where &=6/n(n- l), 6 is as in (2.2), d(x, A) =dist(x, A), and C, do depend 
only on p and on a lower bound on 11 P;‘ll. 
To prove the theorem we need some notation and several emmas. 
If P, EC,, then for any x0 E aB, we expand by Taylor’s series 
p,(x)= f Qk(x-x0,, 
k=O 
where Qk(y) are homogeneous polynomials of degree k in m variables. As 
will be seen below, the number 
u,(P,) = inf max IlQk(Y)ll~m 
llx”ll = 1 0 <kc n - 1 
(2.6) 
measures the extent to which P, is a polynomial of m - 1 variables only. By 
a compactness argument here exists a constant C (independent of P,) such 
that 
%f(P,)~ c IIPnllLm. (2.7) 
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LEMMA 2.2. Let P, E C,, . Then there exist polynomials A,,, B, in C,,, 
such that 
P,=A,+B, (2.8) 
anJAn) = 0, 
II&II 6 Ca,(P,h 
(2.9) 
(2.10) 
where C is a constant independent of P,. 
The case m = 3 is precisely Lemma 5.1 of [2]; the proof for general m is 
similar. 
Remark 2.1. The proof shows that if a,(P,) = 0, then P, = P,(x’), x’ = 
C-x I ,..., x,- 1) in a suitable system of coordinates obtained by rotation of the 
original coordinate system. 
Since a,(A,) = 0, we can fix the coordinate system in such a way that 
A,, = A,(x, ,..., x,,p ,). 
Thus A, is in Z,,, ~, and we can define a,,- ,(A,) analogous to (2.6). It will 
be suggestive to write also 
am-l(pn)=a,-l(An). 
Applying Lemma 2.2 to A, we get 
A,, = A;*) + B;“, A(*)EC n n,m --1, B’*‘EC n n,m ) --1 
a,,- ,(AA2)) = 0, llB(2)l/ < Ca ~ l(P ) n m n * 
By appropriate choice of the (x1,..., x,,_ r) coordinates we may assume that 
A(*) = A’*‘(x, ,... x _ *). n n > m 
We set 
a,+,(P )=a,-2(A(2)) n n ) 
where the right-hand side is defined analogously to (2.6). 
Proceeding step by step we obtain the decomposition 
ALj’(x, ),.,, X,-j)=AF+')(Xl,..., X,_j~1)+Bl;i+"(X1,..., X,-j) 
(1 Gj6m-3), (2.11) 
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where ALI)= A,, B!,l’= B,, and 
I(B;+‘)(( +~,~~(A~‘)E~,,~~(P,). 
Suppose now that 0 E M,. Then, by Theorem 1.2, 
(2.12) 
4x) = P,(x) + m(x), 
pn E ~:,??I 2 I~n(x)l G c 14n+6, IVT,(x)l <c Ixy+Y 
(2.13) 
LEMMA 2.3. Zf 
am-j(Pn)<E llAI;“ll (O<j<m-3), (2.14) 
where E is small enough (depending only on n, m, u) then for any point X = 
Cf 1 ,***> 2,) in B, with Vu(X) = 0 there holds: 
( 
m-3 
(xf+x;)‘“-“‘*<c j;. %j(PJ + IV) Lv-l~ (2.15) 
where C is a constant depending only on n, m, u and on a lower bound on 
lIPnIl. 
Proof: By Lemma 2.2 we have 
IIAII b lIPnIl - llB,ll B llP,ll(l - C%n(P,)) > 4 lIPnIl 
if E (in (2.14)) is small enough. Similarly 
1142311 2 llA,ll - IIBp)II 2 IMll - Ca,,- ,(A,) > 4 IIAII 
2 t IIP”lL 
Proceeding step by step we get 
II-@-“11 2 & lIPnIl. (2.16) 
Since A:“,“-*) is a homogeneous harmonic polynomial of degree n in two 
independent variables, we can write 
ALm-*)= C,,p” cos ntl (p = (XT + x:p*>, 
where C,, is a real number. From (2.16) it follows that 
IGI 2 c lIP”II, c > 0. 
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Hence also 
We can write 
where 
IvA~m-2h %)I 2 c IIP,II p-l, c > 0. (2.17) 
with C independent of the particular B,,, we deduce, after using also (2.17), 
IVP,(x)l 2 IV-W2Vx,, x2)1- IV&)l 
m-3 
> Cpnml - C1rnpl 1 amWi(P,) (C>O, c, >O), (2.18) 
.j = 0 
where r = 1x1. 
Suppose now that VU(X) = 0. Then, by (2.2), 
o= IVu(X)l> IVP,(Z)( -c /qn+S-‘, 
and using (2.18) with x=X, the assertion (2.15) follows. 
LEMMA 2.4. Suppose a 3 a,(P,) > 0. Then there exists a neighborhood 
B&O) (c > 0) such that the following hoUs: If x0 E B,,M(O), x0 # 0 and 
u(x’) = 0, then 
U(X)=Pk(X-xo)+O((X-xolk+~) 
for some k < n, where P,(y) belongs to C,,,. 
The proof is the same as the proof of Lemma 5.3 in [2] (for m = 3). 
LEMMA 2.5. Suppose u(Z) = 0 and 
u(x)=P,(x-X)+0(1x-xI”+s), R E C”,, . 
Then 
a,-j(P,)< C 121”” (O<j<m-31, 
where C is a constant depending only on m, n, u. 
(2.19) 
505/643/3-IO 
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Proof Lemma 2.4 gives 
a,(P,) d c I$? (2.20) 
so that (2.19) holds forj= 0. By Lemma 2.2 
P,=A.+B,, 
A, = A,(x, ,--., x, - I), 
Il~nll 6 %n(P,). 
In view of (2.20) we then have 
II&J 6 c IVfl. (2.21) 
We now argue as in the proof of Lemma 2.4. On the one hand we have (see 
(5.15) of [Z]) 
II~IIP(B~~~~) / > ca,- ,(A,) rLcn-‘) cc > 01, (2.22) 
where X = (X I)...) Xm), X’ = (2, )...) x ,,-i), and Bb(,?) is the ball in KY’-’ 
with center 3 and radius p. On the other hand, since 
~,(X-~)+O(J~-~~“+~)=U(X)=A,,(X’)+B,(X)+O(~X~”+~), 
we have 
IIAIIL~(B,~(w- II~IIL.~(B~(~))- CP6 
G lbll Lm(B,l(x)) G 0’” (r= 1x1, A> 1). 
Comparing this with (2.22) and using (2.21) we find that 
a,- l(4) r e-l)<cp+crn+6, 
Choosing i = (n + 6)/n we get 
cc,- ,(A,) < Cr61n (2.23) 
which is the assertion (2.19) for j = 1. 
To prove (2.19) forj= 2 we repeat the same argument as before. On the 
one hand, 
lIA(2)ll ” LmfB2(xt,)f 2 CCL,- ,(A:‘)) r’+ ‘) (c>O), 
and on the other hand from the relations 
P,(x - X) + O( Ix - ciln+ ‘) = u(x) = B;*) 
+ A(*)(x”) + B n ” (x’) + O(lxl”+“) 9 
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we have 
llA(*‘ll LyBp)) - lI~?ll L.=‘(B;l(f’)) - Cr n+6 n 
- ll~“llryB,lci)) G II4 LvI@)) G 0”“. 
It follows, by comparison, that 
a 
m 
&4’*‘) +-l) 
n 
6 c 118(2)11 n L”(B;j(X’)) 
+ c llBnll L”(B,#)) + crAn + 0” + *. 
(2.24) 
Since 
IIB(2’/l n Lm(B;>.(x’)) G CrA” IIBP’IIL~B,) G CCL- ,(A,) r’* 
< CrAnrsln \ (by (2.23)) 
and similarly 
11~,11 Lm(B,i(x)) 6 CrAr*‘“l 
we deduce from (2.24) (with 1= (n +6)/n) that 
a,,-,(A:*)) < Cr”“, 
so that (2.19) holds for j= 3. We can now proceed in the same manner 
inductively to establish (2.19) for all j< m - 3. 
Proof of Theorem 2.1. Take for simplicity x0 =O. If %EM, then, by 
Lemma 2.5, 
a,-j(Pn) < C Iila’n (O<j<m-3). (2.25) 
If further X E B6&0), where 6, is small enough depending on a lower bound 
on lIPnIl, then (using (2.25) and arguing as in the proof of Lemma 2.3) we 
can estimate ~~A5;“)~~ (successively in j) from below by c llP,Jl (c> 0). It 
follows that 
a,,-j(P,) <E IIA’j’II n 
with E as small as in Lemma 2.3, provided 6, is sufficiently small. Applying 
Lemma 2.3 we conclude that 
This yields the assertion of the theorem with 
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3. HAUSDORFF MEASURE ESTIMATE OF THE SINGULAR SET 
We continue to designate by u any solution with bounded gradient of 
(2.1). We introduce the singular set S on the manifold {u = 0 >: 
S= {xEB,; ~(x)=OandVu(x)=O}. 
We denote by Hk the k-dimensional Hausdorff measures. In this section we 
prove: 
THEOREM 3.1. There holds: 
H”-‘+‘(S)=0 forany E>O. 
Note that the manifold (a = O}\S is as regular as the function u. 
Remark 3.1. For m = 2 the set S n B, _ ~ is finite for any 0 -C p < 1. This 
follows from Theorem 1.2 for m = 2 and the fact that IV@” cos nb)l B cp”- ’ 
(c > 0). 
Remark 3.2. Theorem 3.1 was proved in [2] in the case m = 3. The 
proof, however, does not seem to extend to m > 3. 
To prove the theorem we first establish two lemmas. 
LEMMA 3.2. Let K be the unit cube in R”, and rt an (m-2)-dimensional 
plane. Then for any small n > 0 there exist N(n) cubes of sides 21 which 
cover II n K, where 
Proof Use a coordinate system in which x is given by (xm = 0, 
x, _ 1 = 01. Then n n K is contained in an (m - 2)-dimensional cube of side 
&. Now cover 71 n K with suitable cubes whose sides are parallel to the 
coordinate axes. 
LEMMA 3.3. Let E, lo, Co be positive numbers and let T be a bounded set 
with the following property: For any cube K of side 1 (1 G lo) the set T n K is 
contained in (C, 1’ + “)-neighborhood of an (m - 2)-dimensinal plane. Then 
H”-2+Y(T)=() for any y > 0. 
Proof We shall cover T by M, cubes of side 2-“‘, for k = 1,2,.... To 
proceed inductively from k to k + 1 we scale (by 2”k) and apply Lemma 3.2 
to each cube which was originally (i.e., before the scaling) of size 2~““, tak- 
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ing q = (2-“k)“. Then the total number of cubes with side 2-“k(‘+E’ needed 
for the covering is 
A4 J- m+l m-2 k,,G:Mk - ( ) 2.2-w . 
we choose inductively nk+ I = k n (1 +E) so that nj=(l +s)j and then 
hence 
(m-2)k 
< ck2(1+~)~+‘(m-2). 
It follows that 
~~-2+y(T)<Iiii~f (hk =2-C’ +d’+‘) 
= lim inf 
k-cc 
=lim infCk2-(1+~)k+‘Y=0 for any y > 0. 
k-m 
Proof of Theorem 3.1. Let 
T=M~~= {x~A4,nB,-,; llP;jl >q} 
for any 0 < p < 1, q > 0. By Theorem 2.1, T satisfies the assumption in 
Lemma 3.2. Hence 
,-*+“(My)=() for any E > 0. 
Taking tl--) 0 we see that 
Hm-2+e(SnB,-,)=0, 
and the assertion (3.1) follows by taking JI -+ 0. 
EXAMPLE 1. Some free boundary problems reduce to studying the 
manifold {U = 0) where u is a solution of Au =f(x, U) and d is the 
Laplacian in 3-dimensions (see [2, 3, 73). Frequently f(x, U) has the form 
c(u+)~ where c, a are constants and aa 1. 
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EXAMPLE 2. Introduce the minimal surface operator 
Then an equation 
L?lJ = f(u, vu ) 
can be written in the form 
(3.2) 
Au =f(u, Vu)( 1 + JvU)2)i’* - 
=T(u, Vu). 
m DiUDjUDgU c 
i,j=l ’ + Ivu12 
(3.3) 
Thus if 
then Theorem 3.1 can be applied to any level set {u = I >; it follows that 
this manifold is analytic except for a subset SA with Hm-*+‘(SJ =0 for 
any s>O. 
EXAMPLE 3. Consider the eigenfunctions 
Au+lu=O (3.4) 
in a domain LJ t R”. Here we can derive, in addition to Theorem 3.1, the 
following result: 
S is contained in a countable number of analytic 
(m - 2)-dimensional manifolds. 
Indeed, S is contained in the union of 
N2= {u=0,Vu=0,V2u#O} 
and 
(3.5) 
N;= (u=o,vu=o,v*u=o}. 
If i E N2, then we may assume that Dkku(X) # 0 for some k. Since 
f D,,u= --Au Q-v (3.4)), 
I= 1 
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also D,&?) # 0 for some 1 #.k. Consequently the manifold 
{D~U=O)n(D,u=O)nB,(~) (3.6) 
contains N,n B,(Z) for some p small enough. Note that both (m - I)- 
dimensional manifolds in (3.6) are analytic (since Dkku(X) # 0, D&Z) # 0) 
and they are transversal (as seen by choosing the coordinates so that 
m&f))k,h = I,...,m 
is a diagonal matrix). Note also that since N2 is not a closed set, we cannot 
perhaps cover all of N2 with a finite number of surfaces of the form (3.6). 
As for N;, we write it as the union of sets 
and 
N;n {V3u#O}=N3 
N2n{V3u=0)zN; 
and then analyse N3 in the same fashion as N2, and decompose N3 into 
N4 u Wk. Proceeding in this way step by step, the assertion (3.5) follows. 
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