In this paper, we propose a novel artificial bee colony algorithm for solving the multi-objective flexible job shop scheduling problem. In this algorithm, the whole population is divided into multiple subpopulations at each generation, and the size of each subpopulation is adaptively adjusted based on the information derived from its search results. Furthermore, the two mutation strategies implemented in the differential evolution algorithm are embedded in the proposed algorithm to facilitate the exchange of information in each subpopulation and between different subpopulations, respectively. Experimental results on the well-known benchmark multi-objective problems show that the improvements of the strategies are positive and that the proposed algorithm is better than or at least competitive to some previous multi-objective evolutionary algorithms.
INTRODUCTION
Within the great variety of production scheduling problems, the general job shop scheduling problem (JSP) is probably the most studied by academic research [1, 2] . The flexible job shop scheduling problem (FJSP) is an extension of inheriting JSP characteristics that allows an operation to be processed by any machine from a given set along different routes. Obviously, the FJSP is more complicated than the general scheduling problem. Due to the good ability of solving real-world scheduling problems, multi-objective evolutionary algorithms are widely adopted. Kacem et al. [3] proposed a hybrid fuzzy logic and evolutionary algorithms. Guohui Zhang et al. [4] introduced a hybrid method employing PSO with TS algorithm. Wang C et al. [5] proposed a variable neighborhood evolutionary algorithm (VNEA). Gao K Z et al. [6] proposed a grouping discrete harmony search (PGDHS) algorithm. Wu L et al. [7] developed a novel multi-objective self-adaptive differential evolution (MOSADE) algorithm. Xu Hua et al. [8] introduced an improved bat algorithm. The multi-population strategy is considered as an effective method to improve the ability to exploit the search region. For example, Ali M Z et al. [9] proposed a new differential evolution algorithm (sTDE-dR). The population is This work is supported by STS Project (Y8AA010A01), and the Liaoning Provincial Social Planning Fund (L15BGL017).
clustered in multiple subpopulations and utilizes an ensemble of different mutation and crossover strategies, and a different adaptive scheme is used to control the scaling factor and crossover rate in each subpopulation. Lung R I et al. [10] introduced an evolutionary swarm cooperative algorithm (ESCA). In the algorithm, the population is assigned into three subpopulations where each subpopulation uses different search algorithm. An adaptive multisubpopulation competition (AMC) and multiniche crowding are proposed and incorporated into a memetic algorithm in Sheng W et al. [11] . Nseef S K et al. [12] and Zhang M et al. [13] introduced the mulit-population artificial bee colony algorithm. The method divides the population into server subpopulation and transfers the information among all the subpopulation. In this paper, we proposed an adaptive multi-population artificial bee colony (AMPABC) algorithm for solving the multi-objective FJSP. The two mutation strategies implemented in the DE algorithm are designed for the employed bees and the onlookers to promote information communication in each subpopulation and between different subpopulation, respectively. Meanwhile, a well-designed local search operation and a Pareto-based approach of optimization algorithm are presented. The remainder of this paper is organized as follows. Section 2 describes FJSP problem. The details of the original ABC algorithm are provided in Section 3. In Section 4, the multi-population strategy is developed based on multi-population adaption and search strategies. The framework of the proposed method is developed based on the proposed operations in Section 5. Section 6 reports the experimental results and comparison with other algorithms. Finally, the conclusion is drawn in Section 7.
PROBLEM DESCRIPTIONS
The JSP consists of a set of jobs and a set of machines, subject to the constraint that each job contains a sequence of operations which must be executed in a specified order. The FJSP is a branch of the classical JSP, which includes two closely related sub-problems. The routing sub-problem that assigns a proper machine from a set of candidate machines to perform each operation, and the sequencing sub-problem that determines a sequence of each operation on each machine. There are some constrains in the general FJSP as follows:
There is a set of jobs and a set of machines . Each job consists of one fixed sequence of operations.
Each machine can process only one operation at a time, and any operation cannot be interrupted. All the machines are available at zero time.
All the jobs can be started at zero time.
There are no precedence constraints among operations of different jobs.
The release time and due time are negligible. The objectives can be described as the following three equations. Eq 1 gives the first objective which is to minimize the maximum of the finishing time (makespan) considering all the operations. Eq 2 gives the second objective which is to minimize the maximum of the critical machine workload. Eq 3 gives the third objective which is to minimize the total workload.
ORIGINAL ABC
Inspired by the behavior of honeybee swarm intelligence, the artificial bee colony (ABC) algorithm is proposed by Karaboga [14] to optimize multivariable and multimodal continuous functions. Experimental results proposed by the author show the efficiency of the novel swarm intelligent algorithm. In the ABC algorithm, the position of a food source represents a possible solution to the optimization problem and the profitability of a food source corresponds to the quality or fitness of the associated solution. The foraging bee is divided into three kinds, that is, employed bees, onlooker bees and scout bees. The number of employed bees is equal to the number of onlookers, and also equal to the number of food sources. The employed bee is the one who is exploiting a food source currently. The onlooker bees are those bees that are waiting in the hive for making decision to choose a food source according to the probability proportional to the quality of that food source. If a food source cannot be further improved through a limit cycles, the employed bee of an abandoned food source should become a scout bee and replace it with new food source that be randomly generated.
At the beginning, the initial population is generated by using a random approach. NS (NS=NP/2) is the number of food sources, where NP is the population size. Let is an n-dimensional vector. The initial value of the jth parameter in the ith individual as follows: (4) To update feasible solutions, employed bees and onlooker bees select new food sources based on the neighborhood. A candidate solution can be generated from the old solution as (5) Where and are indexes chosen randomly, and has to be different from . Each onlooker bee selects one of the food sources depending on the nectar information of the employed bees. The probability of selecting a food source will be determined by an onlooker bee can be calculated as the following expression:
Where is the objective value of the solution represented by the food source . Clearly, good food sources will attract more onlookers than the bad ones. The algorithmic description of Original ABC is summarized as follows.
Original ABC Algorithm 1:
Initialization phase 2:
Set the termination criterion, and set the values of parameters.
3:
Generate an initial population of food sources at randomly (see formula 4).
4:
Calculate the objective value of each food source.
5:
If the stopping criterion is satisfied, output the best solution. Otherwise, perform 6-13.
6:
Employed bee phase 7:
Employed bees search for new food sources within the neighborhood of the initial population (see formula 5).
8:
Onlooker bee phase 9:
Calculate the probability of selecting food source (see formula 6). 10:
Onlooker bees search for new sources according to the probability of selecting food source (see formula 5). 11: Scout bee phase 12: Initialize scout bees at randomly (see formula 4).
13:
Determine the employed bee and replace it with the scout bee if the employed bee cannot be improved further through limit cycles.
MULTI-POPULATION STRATEGY
In this method, the population is divided into different groups where the size of each group is self-adapted assignment. To promote the exchange of information in each group and utilize the information of the global best individual, the two mutation strategies implemented in the DE algorithm are embedded in the proposed algorithm.
Adaptive Multi-population
The multi-population strategy is considered as a promising way to improve the ability to exploit the search region. The process is presented as follows. First, the whole population is divided into several subpopulations, where the size of the subpopulation is one of several possible values ( ). Then, at each iteration, the value of is selected form the set based on the probability of possible value (Eq 8).
is the probability of possible value ( ) in the next generation, and the initial probability is equality ( ), respectively. is the amount of the global improvement in selecting the ith possible value. That is, if the global optimal solution is improved after the current iteration in the ith possible section, it denotes the current is suitable for the search of the current iteration. Thus, we increase the select probability of the possible value ( ). Otherwise, the select probability remains unchanged.
Search Strategies
Considering the exchange of information in each subpopulation and the better individuals, we propose two search strategies served as the search equations of the employed bees and the onlookers, respectively.
DE/rand/1: (9) DE/current-to-pbest/1: (10) Where represents a pbest individual in the current generation, which is randomly selected as one of the top 100p% individuals with . are individuals not equal to in the subpopulation.
PROPOSED ALGORITHM

Coding and Encoding
In this paper, we use an integrated approach to the FJSP to the effect that every individual of the population consists of the two vectors, operation sequence vector and machine assignment vector. Consider an instance with three jobs and three machines in Table1. The processing orders on each machine are as follows: , , . It illustrates the representation of a feasible solution in Fig 1. For example, is the second operation of job 3 selected on machine 1. 
Table1. Processing Time
Population Initialization
To generate an initial population with a high level of solution quality and diversity, we propose a simple population by effective heuristics. Each part of the solution utilizes different initialization strategies. The followings are the priority dispatching rules [15] used to initialize the population: machine assignment vector Rule A: Random rule Rule B: Operation minimum processing time rule (OPT) [16] Rule C: Longest processing time rule (LPT) [17] Rule D: Workload considered rule (WCR) [15] operation sequence vector Rule A: Random rule Rule B: Most work remaining rule (MWR) [18] Rule C: Most number of operations remaining rule (MOR) [16] Rule D: Shortest processing time rule (SPT) [18] 
Local Search Operation
Local search operation is just used to produce small perturbations on chromosomes in order to maintain the diversity of population. As stated above, the proposed algorithm employs two mutation operations to generate target vector with respect to each individual in the current generation. The method of creating the new vector is listed below. (11) (12) Where is variation coefficient, . Now separating (11) and (12), we have (13 ) is the exchange of information between and , where we consider multipoint preservative crossover (MPX) for the vector of machine assignment, and improved precedence operation crossover (IPOX) [19] for the vector of operation sequence. Then target individual can be obtained.
Multi-objective Optimizer
The non-dominated sorting algorithm [20] is currently one of the most popular multi-objective evolutionary algorithms, which uses elitism and diversity preserving mechanism. In the tth generation of the algorithm, the parent population Pt and the child population Qt are combined together to form a new population . The combined population is sorted in ascending order according to non-domination sorting algorithm. The new parent population is formed by adding solution from the first front till the size exceeds NS. Thereafter, the solutions of the last accepted front are sorted according to the crowding distance value. For computing the crowding distance value, the distance of its neighboring solutions (Eq 14) will be computed. Infinite crowding distance values are given to the boundary solutions, which they have the lowest and highest objective function values. It is shown by Fig 2 . Crowding distance is as follows: (14) 
AMPABC Algorithm for Multi-objective FJSP
The detailed steps of the proposed AMPABC algorithm are given as follows.
AMPABC Algorithm 1:
3:
Set the external archive (denoted as EXA) to be empty.
4:
Generate an initial population (see Section 5.2).
Evaluate each solution in the population, and apply the Pareto non-dominated sorting function on the population.
5:
Record the non-dominated solutions to EXA.
6:
Divide the population into subpopulation.
7:
If the stopping criterion is satisfied, output the solutions of EXA. Otherwise, perform 8-19. 8:
Do ABC algorithm for each solution in each subpopulation sequentially (perform 9-16).
9:
Employed bee phase 10:
For every employed bee, generates the new candidate solution (see formula 11).
11:
Remain the new solution if the new candidate solution can dominate the original individual. 12: Onlooker bee phase 13: For every onlooker bee, generates the new candidate solution (see formula 12). 14:
Evaluate each solution in the population.
15:
Remain the new population (see Section 5.4) 16:
If the new solution is better than the solution of EXA, update EXA. 17: Scout bee phase 18: If the EXA cannot be improved further through limit cycles, determine the worst solutions and replace them with new solutions (random rule). 19: Adjust the size of the subpopulation based on the quality of the current best solution (see Section 4.1).
EXPERIMENTAL EVALUATION
The AMPABC algorithm for solving FJSP mentioned above is written in C# programming language and conducted on an Intel Pentium IV 2.4GHz PC with 4G memory. The algorithm are tested on well-known benchmark instances including 5 Kacem instances (ka4 5, ka8 8, ka10 7, ka10 10, ka15 10) and 10 BRdata instances (MK01-MK10). Several recently published algorithms are compared with the proposed AMPABC algorithm.
In the proposed AMPABC algorithm, the number of jobs is , the number of machines is , the population number is set to ( ) and maximum of iterative generations is also set to . The limit number of cycles is set to . The percent of scout bee is set to a random number between 0.05 and 0.1, the mutation probability is 0.5, and .
Performance Metrics
NPS is the number of non-dominated solutions. Inverted Generational Distance (IGD) reflects the diversity of non-dominated solutions. The smaller the value, the better the diversity for the algorithm. It is defined as: 
Experimental Results
The performance comparison between ABC and AMPABC is carried out in Table2. For each instances, the value of experimental results is the average value over 30 independent runs. From Table2, it seems that AMPABC algorithm is better than ABC algorithm. However, ABC still exhibits a little stronger search ability than AMPABC on metric NPS and several instances. Meanwhile, the almost solutions of ABC are significantly dominated by or equal to solution of AMPABC. Table3 shows that the AMPABC algorithm is competitive to AL+CGA (Kacem et al., 2002) , PSO+SA (Xia and Wu, 2005) and PSO+TS (Zhang et al., 2009 ). The experimental results of the proposed algorithm dominate the results of the AL+CGA. The AMPABC algorithm often has better or at least equiponderant solutions compared with other algorithms in the different sizes problems. In addition, the AMPABC algorithm can obtain richer non-dominated solutions in very short computational times. 7  12  11  61  11  11  63  12  12  60  Ka10 10  7  5  45  7  6  44  7  6  43  8  7  41  8  5  42  8  5  43  7  6  42  Ka15 10  24  11  91  12  11  91  11  11  93  11  10  93  23  11  95  11  11  91 To illustrate the effectiveness and performance of the algorithm proposed in this paper, Fig 3 shows the Gantt chart of one of the resulted solutions of Ka15 10 instance. Numbers (in the form of [job, operation]) outside the blocks are the operation associated with the job. 
CONCLUSION
In the paper, we have proposed an efficient algorithm for solving multi-objective FJSP. Instead of applying the framework of the basic ABC algorithm, we developed an adaptive multi-population technique and introduced a well-designed local search operation and a Pareto-based non-dominated sorting method. Computational results on benchmark problems are carried out to test the performance of the proposed AMPABC algorithm. The results show our algorithm is positive and competitive to some state-of-the-art MOEAs in the literature for solving multi-objective FJSP. The future work is to improve statistical technique into the AMPABC to assist the subpopulation management and enhance the application ability in other complex practical problems.
