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Meromorphic nearby cycle functors and monodromies
of meromorphic functions
(with Appendix by T. Saito) ∗
Tat Thang NGUYEN †, and Kiyoshi TAKEUCHI ‡
Abstract
We introduce meromorphic nearby cycle functors and study their functorial
properties. Moreover we apply them to monodromies of meromorphic functions
in various situations. Combinatorial descriptions of their reduced Hodge spectra
and Jordan normal forms will be obtained.
1 Introduction
In [16] Gusein-Zade, Luengo and Melle-Herna´ndez generalized Milnor’s fibration theorem
to meromorphic functions and defined their Milnor fibers. Moreover they obtained a for-
mula for their monodromy zeta functions. Since then many authors studied Milnor fibers
of meromorphic functions (see e.g. [3], [4], [13], [30], [36] etc.). However, in contrast
to Milnor fibers of holomorphic functions, the geometric structures of those of meromor-
phic functions look much more complicated. For example, Milnor [29] proved that if a
holomorphic function has an isolated singular point then the Milnor fiber at it has the
homotopy type of a bouquet of some spheres. This implies that its reduced cohomology
groups are concentrated in the middle dimension. To the best of our knowledge, we do
not know so far such a nice structure theorem for Milnor fibers of meromorphic functions.
For this reason, we cannot know any property of each Milnor monodromy operator of a
meromorphic function even if we have a formula for its monodromy zeta function. We
have also a serious obstruction that the theory of nearby and vanishing cycle functors for
meromorphic functions is not fully developed yet. Indeed, nowadays the corresponding
functors for holomorphic functions are not only indispensable for the study of Milnor
monodromies but also very useful in many fields of mathematics.
In this paper, we overcome the above-mentioned problems partially by laying a foun-
dation of the theory of nearby cycle functors for meromorphic functions. In particular,
we prove that they preserve the perversity as in the holomorphic case. Then we apply
our new algebraic machineries to Milnor monodromies of meromorphic functions. In this
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way, we obtain various new results on them especially for the eigenvalues λ 6= 1. In order
to describe our results more precisely, from now we prepare some notations. Let X be
a complex manifold and P (x), Q(x) holomorphic functions on it. Assume that Q(x) is
not identically zero on each connected component of X . Then we define a meromorphic
function f(x) on X by
f(x) =
P (x)
Q(x)
(x ∈ X). (1.1)
Let us set I(f) = P−1(0) ∩ Q−1(0) ⊂ X . If P and Q are coprime in the local ring
OX,x at a point x ∈ X , then I(f) is nothing but the set of the indeterminacy points
of f on a neighborhood of x. Note that the set I(f) depends on the pair (P (x), Q(x))
of holomorphic functions representing f(x). This is the convention due to Gusein-Zade,
Luengo and Melle-Herna´ndez [16] etc. Now we recall the following fundamental theorem
due to [16].
Theorem 1.1. (Gusein-Zade, Luengo and Melle-Herna´ndez [16]) For any point x ∈
P−1(0) there exists ε0 > 0 such that for any 0 < ε < ε0 and the open ball B(x; ε) ⊂ X of
radius ε > 0 with center at x (in a local chart of X) the restriction
B(x; ε) \Q−1(0) −→ C (1.2)
of f : X \ Q−1(0) −→ C is a locally trivial fibration over a sufficiently small punctured
disk in C with center at the origin 0 ∈ C
We call the fiber in this theorem the Milnor fiber of the meromorphic function f(x) =
P (x)
Q(x)
at x ∈ P−1(0) and denote it by Fx. As in the holomorphic case, we obtain also its
Milnor monodromy operators
Φj,x : H
j(Fx;C)
∼−→ Hj(Fx;C) (j ∈ Z). (1.3)
Then we define the monodromy zeta function ζf,x(t) ∈ C(t) of f at x ∈ P−1(0) by
ζf,x(t) =
∏
j∈Z
{
det(id− tΦj,x)
}(−1)j
∈ C(t). (1.4)
In [16] Gusein-Zade, Luengo and Melle-Herna´ndez obtained a formula which expresses
ζf,x(t) ∈ C(t) in terms of the Newton polyhedra of P and Q at x (for the details, see
Theorem 3.10 below). However it is not possible to deduce any property of each mon-
odromy operator Φj,x from it. From now, we shall explain how we can overcome this
problem for the eigenvalues λ 6= 1 of Φj,x. First we extend the classical notion of nearby
cycle functors to meromorphic functions as follows (see also Raibaut [36] for a similar
but sligthly different approach to them). Denote by Db(X) the derived category whose
objects are bounded complexes of sheaves of CX-modules on X . For the meromorphic
function f(x) = P (x)
Q(x)
let
if : X \Q−1(0) →֒ X × Ct (1.5)
be the (not necessarily) closed embedding defined by x 7→ (x, f(x)). Let t : X × C → C
be the second projection. Then for F ∈ Db(X) we set
ψmerof (F) := ψt(Rif∗(F|X\Q−1(0))) ∈ Db(X). (1.6)
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We call ψmerof (F) the meromorphic nearby cycle sheaf of F along f . Then as in the
holomorphic case, for any point x ∈ P−1(0) and j ∈ Z we have an isomorphism
Hjψmerof (F)x ≃ Hj(Fx;F). (1.7)
Moreover we will show that the functor
ψmerof (·) : Db(X) −→ Db(X) (1.8)
preserves the constructibility and the perversity (up to some shift). Then thanks to the
perversity, we obtain the following theorem. The problem being local, we may assume
that X = Cn and 0 ∈ I(f) = P−1(0) ∩Q−1(0). For j ∈ Z and λ ∈ C we denote by
Hj(F0;C)λ ⊂ Hj(F0;C) (1.9)
the generalized eigenspace of Φj,0 for the eigenvalue λ.
Theorem 1.2. Assume that the hypersurfaces P−1(0) and Q−1(0) of X = Cn have an
isolated singular point at the origin 0 ∈ X = Cn and intersect transversally on X \ {0}.
Then for any λ 6= 1 we have the concentration
Hj(F0;C)λ ≃ 0 (j 6= n− 1). (1.10)
Combining the formula for ζf,0(t) ∈ C(t) in [16] (see Theorem 3.10 below) with our
Theorem 1.2, we obtain a formula for the multiplicities of the eigenvalues λ 6= 1 in Φn−1,0.
It seems that there is some geometric background on F0 (like Milnor’s celebrated bouquet
decomposition theorem in [29]) for Theorem 1.2 to hold. It would be an interesting
problem to know it and reprove Theorem 1.2 in a purely geometric manner. From now
on, we assume also that f(x) = P (x)
Q(x)
is a rational function. To obtain also a formula for
the Jordan normal form of its monodromy Φn−1,0 as in Matsui-Takeuchi [28], Stapledon
[42] and Saito [39], we have to assume moreover that f is polynomial-like in the following
sense.
Definition 1.3. We say that the rational function f(x) = P (x)
Q(x)
is polynomial-like if there
exists a resolution π0 : X˜ → X = Cn of singularities of P−1(0) and Q−1(0) which induces
an isomorphism X˜ \ π−10 ({0}) ∼−→ X \ {0} such that for any irreducible component Di of
the (exceptional) normal crossing divisor D = π−10 ({0}) we have the condition
ordDi(P ◦ π0) > ordDi(Q ◦ π0). (1.11)
Note that in the study of fibrations of mixed functions (of type fg) recently Oka [34]
introduced a similar condition and called it the multiplicity condition. Then we obtain
the following result.
Theorem 1.4. In the situation of Theorem 1.2, assume also that f is polynomial-like.
Then for any λ 6= 1 the weight filtration of the mixed Hodge structure of Hn−1(F0;C)λ
is the monodromy weight filtration of the Milnor monodromy Φn−1,0 : Hn−1(F0;C)λ
∼→
Hn−1(F0;C)λ centered at n− 1.
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By this theorem, forgetting the eigenvalue 1 parts of the Milnor monodromies Φj,0 we
can define the reduced Hodge spectrum s˜pf,0(t) of the Milnor fiber F0 which satisfies the
symmetry
s˜pf,0(t) = t
n · s˜pf,0
(1
t
)
(1.12)
centered at n
2
. Moreover, we define the motivic zeta function of the rational function f
and the motivic Milnor fiber as its limit. See Section 5 for the details. Then, assuming
also that f is non-degenerate at the origin 0 ∈ X = Cn and P (x), Q(x) are convenient,
we obtain combinatorial descriptions of the reduced Hodge spectrum s˜pf,0(t) of F0 and
the Jordan normal forms of Φn−1,0 for the eigenvalues λ 6= 1 as in Matsui-Takeuchi [28],
Stapledon [42] and Saito [39]. See Section 6 for the details. We can also globalize these
results and obtain similar formulas for monodromies at infinity of the rational function
f(x) = P (x)
Q(x)
. They are natural generalizations of the results in Libgober-Sperber [23],
Matsui-Takeuchi [26], [27], Stapledon [42] and Takeuchi-Tiba˘r [44]. See Section 7 for the
details.
Acknowledgement: The authors would like to express their hearty gratitude to Profes-
sors David Massey and Jo¨rg Schu¨rmann for useful discussions on the content of Section 2.
Especially, by an idea of Professor David Massey we could simplify the proof of Theorem
2.2. The authors thank also Takahiro Saito for several fruitful discussions during the
preparation of this paper. Especially, Lemma 4.3 is due to him.
2 Meromorphic nearby cycle functors
In this section, we introduce meromorphic nearby cycle functors and study their functorial
properties. In this paper we essentially follow the terminology of [9], [17] and [18]. Let k be
a field and for a topological space X denote by Db(X) the derived category whose objects
are bounded complexes of sheaves of kX-modules on X . If X is a complex manifold, we
denote by Dbc (X) the full subcategory of D
b(X) consisting of constructible objects. Let
X be a complex manifold and P (x), Q(x) holomorphic functions on it. Assume that Q(x)
is not identically zero on each connected component of X . Then we define a meromorphic
function f(x) on X by
f(x) =
P (x)
Q(x)
(x ∈ X). (2.1)
Let us set I(f) = P−1(0) ∩ Q−1(0) ⊂ X . If P and Q are coprime in the local ring OX,x
at a point x ∈ X , then I(f) is nothing but the set of the indeterminacy points of f on a
neighborhood of x. In fact, the set I(f) depends on the pair (P (x), Q(x)) of holomorphic
functions representing f(x). For example, if we take a holomorphic function R(x) on X
(which is not identically zero on each connected component of X) and set
g(x) =
P (x)R(x)
Q(x)R(x)
(x ∈ X), (2.2)
then the set I(g) = I(f)∪R−1(0) might be bigger than I(f). In this way, we distinguish
f(x) = P (x)
Q(x)
from g(x) = P (x)R(x)
Q(x)R(x)
even if their values coincide over an open dense subset
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of X . This is the convention due to Gusein-Zade, Luengo and Melle-Herna´ndez [16] etc.
Now, for the meromorphic function f(x) = P (x)
Q(x)
let
if : X \Q−1(0) →֒ X × Ct (2.3)
be the (not necessarily) closed embedding defined by x 7→ (x, f(x)). Let t : X × C → C
be the second projection. Then for F ∈ Db(X) we set
ψmerof (F) := ψt(Rif∗(F|X\Q−1(0))) ∈ Db(X). (2.4)
We call ψmerof (F) the meromorphic nearby cycle sheaf of F along f .
Lemma 2.1. (i) The support of ψmerof (F) is contained in P−1(0).
(ii) There exists an isomorphism
ψmerof (F) ∼−→ ψmerof (RΓX\(P−1(0)∪Q−1(0))(F)). (2.5)
(iii) For any point x ∈ P−1(0) and j ∈ Z we have an isomorphism
Hjψmerof (F)x ≃ Hj(Fx;F) (2.6)
compatible with the monodromy automorphisms on the both sides.
Proof. The assertion (i) is trivial. For the proof of (ii) it suffices to show
ψmerof (RΓP−1(0)∪Q−1(0)(F)) ≃ 0. (2.7)
But this follows from (iii). Let us prove (iii). The problem being local, we may assume
that X = Cn and x is the origin 0 ∈ P−1(0) ⊂ X = Cn. We denote by Ft,0 the (usual)
Milnor fiber of the projection t : X × Ct → Ct at 0 ∈ X = Cn. We will see later that
Rif∗(F|X\Q−1(0)) is constructible (see the proof of Theorem 2.2). Therefore, by the basic
fact for the nearby cycle functors (see e.g. [9, Proposition 4.2.2]), we have an isomorphism
Hjψt(Rif∗(F|X\Q−1(0)))0 ≃ Hj(Ft,0;Rif∗(F|X\Q−1(0))) (2.8)
which is compatible with the monodromy automorphisms on the both sides. Consider a
Whitney stratification of X × C adapted to Rif∗(F|X\Q−1(0)) and refining the partition
X × C = if(X \ Q−1(0)) ⊔ (X × C) \ if (X \ Q−1(0)). Then, for any t ∈ C∗ such that
0 < |t| ≪ 1 the hyperplane Ht = X × {t} ⊂ X × C of X × C intersects the strata in it
transversally on a neighborhood of Ft,0 ⊂ Ht (see e.g. [24, Proposition 1.3]). This implies
that for the inclusion map
if,t : i
−1
f (Ht) ≃ if (X \Q−1(0)) ∩Ht →֒ Ht (2.9)
we have an isomorphism
{Rif∗(F|X\Q−1(0))}|Ht ≃ R(if,t)∗(F|i−1
f
(Ht)
) (2.10)
on the open subset Ft,0 ⊂ Ht of Ht. Since we have i−1f,t (Ft,0) = F0, the cohomology group
Hj(Ft,0;Rif∗(F|X\Q−1(0))) is isomorphic to Hj(F0;F).
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From now on, we shall prove that the functor
ψmerof (·) : Db(X) −→ Db(X) (2.11)
thus defined preserves the constructibility and the perversity (up to some shift). For the
closed embedding
kf : X \Q−1(0) →֒ (X \Q−1(0))× Ct (2.12)
defined by x 7→ (x, f(x)) and the inclusion map jf : (X \Q−1(0))×Ct →֒ X×Ct we have
if = jf ◦ kf and hence an isomorphism
Rif∗(F|X\Q−1(0)) ≃ Rjf∗(Rkf∗(F|X\Q−1(0))). (2.13)
Moreover, if F ∈ Db(X) is constructible (resp. perverse), then Rkf∗(F|X\Q−1(0)) ∈
Db((X \Q−1(0))× Ct) is constructible (resp. perverse). However the functor
Rjf∗ : Db((X \Q−1(0))× Ct) −→ Db(X × Ct) (2.14)
does not preserve the constructibility (resp. perversity) in general. Nevertheless, we can
overcome this difficulty as follows.
Theorem 2.2. (i) If F ∈ Db(X) is constructible, then ψmerof (F) ∈ Db(X) is also
constructible.
(ii) If F ∈ Db(X) is perverse, then ψmerof (F)[−1] ∈ Db(X) is also perverse.
Proof. Assume that F ∈ Db(X) is constructible. Define a hypersurface W of X × Ct by
W = {(x, t) ∈ X × C | P (x)− tQ(x) = 0} (2.15)
and let ρ : W → X be the restriction of the first projection X × Ct → X to it. Then ρ
induces an isomorphism
ρ−1(X \Q−1(0)) ∼−→ X \Q−1(0) (2.16)
and ρ−1(X \Q−1(0)) is nothing but the graph
{(x, f(x)) ∈ (X \Q−1(0))× C | x ∈ X \Q−1(0)} (2.17)
of f : X \ Q−1(0) → C. In this way, we identify X \ Q−1(0) and the open subset
ρ−1(X \Q−1(0)) of W . Let
ιf : X \Q−1(0) ≃ ρ−1(X \Q−1(0)) →֒ W (2.18)
and iW : W →֒ X×Ct be the inclusion maps. Then for the constructible sheaf F ∈ Db(X)
we have an isomorphism
Rif∗(F|X\Q−1(0)) ≃ iW∗(Rιf∗(F|X\Q−1(0))). (2.19)
Moreover, by the Cartesian diagram
X \Q−1(0) ιf−−−→ W
kf
y yiW
(X \Q−1(0))× C −−−→
jf
X × C
(2.20)
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we obtain isomorphisms
Rjf∗j
−1
f (iW∗ρ
−1F) ≃ Rjf∗kf∗ι−1f ρ−1F
≃ iW∗(Rιf∗(F|X\Q−1(0))). (2.21)
Then we obtain the constructibility of
Rif∗(F|X\Q−1(0)) ≃ Rjf∗j−1f (iW∗ρ−1F)
≃ RHomCX×C(C(X\Q−1(0))×C, iW∗ρ−1F) (2.22)
by [18, Theorem 8.5.7 (ii)]. If moreover F ∈ Db(X) is perverse, then the perversity of
Rjf∗j
−1
f (iW∗ρ
−1F) ∈ Dbc (X × Ct) follows from [18, Proposition 10.3.17 (i)] on the Stein
map jf : (X \Q−1(0))×Ct →֒ X ×Ct (see also the paragraph below [9, Corollary 5.2.17]
and Schu¨rmann [41, page 410]). Finally, by applying the t-exact functor ψt(·)[−1] :
Dbc (X × Ct) −→ Dbc (X) to it, we obtain the assertions.
By this theorem we obtain a functor
ψmerof (·) : Dbc (X) −→ Dbc (X). (2.23)
Moreover by its proof, for F ∈ Dbc (X) there exists a natural morphism
FP−1(0) −→ ψmerof (F). (2.24)
Remark 2.3. If the meromorphic function f(x) = P (x)
Q(x)
is holomorphic on a neighborhood
of a point x ∈ X , then there exists an isomorphism
ψmerof (F)x ≃ ψf (RΓX\Q−1(0)(F))x (2.25)
for the classical (holomorphic) nearby cycle functor ψf(·). This implies that even if f(x)
is holomorphic on a neighborhood of x ∈ X we do not have an isomorphism
ψmerof (F)x ≃ ψf (F)x (2.26)
in general.
The following useful result is an analogue for ψmerof (·) of the classical one for ψf (·) (see
e.g. [9, Proposition 4.2.11] and [18, Exercise VIII.15] etc.).
Proposition 2.4. Let π : Y −→ X be a proper morphism of complex manifolds and f ◦π
a meromorphic function on Y defined by
f ◦ π = P ◦ π
Q ◦ π . (2.27)
Then for G ∈ Db(Y ) there exists an isomorphism
ψmerof (Rπ∗G) ≃ Rπ∗ψmerof◦pi (G). (2.28)
If moreover π induces an isomorphism
Y \ π−1(P−1(0) ∪Q−1(0)) ∼−→ X \ (P−1(0) ∪Q−1(0)), (2.29)
then for F ∈ Db(X) there exists an isomorphism
ψmerof (F) ≃ Rπ∗ψmerof◦pi (π−1F). (2.30)
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Proof. Let π◦ : Y \ (Q ◦ π)−1(0)→ X \Q−1(0) be the restriction of π to Y \ (Q ◦ π)−1(0).
Then by the commutative diagram
Y \ (Q ◦ π)−1(0) if◦pi−−−→ Y × Ct
pi◦
y ypi×idCt
X \Q−1(0) −−−→
if
X × Ct
(2.31)
for G ∈ Db(Y ) there exist isomorphisms
Rif∗(Rπ∗G|X\Q−1(0)) ≃ Rif∗(Rπ◦∗(G|Y \(Q◦pi)−1(0)))
≃ R(π × idCt)∗Rif◦pi∗(G|Y \(Q◦pi)−1(0)). (2.32)
Then by [9, Proposition 4.2.11] and [18, Exercise VIII.15] we obtain isomorphisms
ψmerof (Rπ∗G) = ψt(Rif∗(Rπ∗G|X\Q−1(0)))
≃ ψt(R(π × idCt)∗Rif◦pi∗(G|Y \(Q◦pi)−1(0)))
≃ Rπ∗ψt(Rif◦pi∗(G|Y \(Q◦pi)−1(0))) = Rπ∗ψmerof◦pi (G). (2.33)
Assume now that π induces an isomorphism
Y \ π−1(P−1(0) ∪Q−1(0)) ∼−→ X \ (P−1(0) ∪Q−1(0)). (2.34)
Then for F ∈ Db(X) we have an isomorphism
RΓX\(P−1(0)∪Q−1(0))(F) ∼−→ RΓX\(P−1(0)∪Q−1(0))(Rπ∗π−1F). (2.35)
By Lemma 2.1 (ii) we thus obtain isomorphisms
ψmerof (F) ≃ ψmerof (RΓX\(P−1(0)∪Q−1(0))(F))
≃ ψmerof (Rπ∗π−1F) ≃ Rπ∗ψmerof◦pi (π−1F). (2.36)
This completes the proof.
For the meromorphic function f(x) = P (x)
Q(x)
and F ∈ Db(X) we set also
ψmero,cf (F) := ψt(Rif !(F|X\Q−1(0))) ∈ Db(X). (2.37)
(see Raibaut [36]). We call it the meromorphic nearby cycle sheaf with compact support
of F along f . Then we obtain a functor
ψmero,cf (·) : Db(X) −→ Db(X) (2.38)
which satisfies the properties similar to the ones in Lemma 2.1 (i) (ii), Theorem 2.2 and
Proposition 2.4. Moreover if f is holomorphic on a neighborhood of a point x ∈ X , then
we have an isomorphism
ψmero,cf (F)x ≃ ψf (FX\Q−1(0))x (2.39)
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for the classical (holomorphic) nearby cycle functor ψf (·). However the isomorphism in
Lemma 2.1 (iii) does not hold for ψmero,cf (F). This implies that the natural morphism
ψmero,cf (F) −→ ψmerof (F) (2.40)
is not an isomorphism in general. In fact, in [36] Raibaut introduced a functor which is
identical to our ψmero,cf (·).
From now on, we restrict ourselves to the case k = C. For a point x ∈ X and
F ∈ Dbc (X) let
Φ(F)j,x : Hjψmerof (F)x ∼−→ Hjψmerof (F)x (j ∈ Z) (2.41)
be the monodromy automorphisms of Hjψmerof (F) at x. We define the monodromy zeta
function ζ(F)f,x(t) ∈ C(t) of f for F at x ∈ X by
ζ(F)f,x(t) =
∏
j∈Z
{
det(id− tΦ(F)j,x)
}(−1)j
∈ C(t). (2.42)
Then we obtain the following analogue for meromorphic functions of [25, Propositions 5.2
and 5.3].
Proposition 2.5. Assume that X = Cn, the hypersurface P−1(0) ∪ Q−1(0) of X is a
normal crossing divisor {x ∈ X | x1x2 · · ·xr = 0} for some 1 ≤ r ≤ n and f(x) =
xm11 x
m2
2 · · ·xmrr (mi ∈ Z). By the inclusion map j : X \ (P−1(0) ∪Q−1(0)) →֒ X set
F = Rj∗(CX\(P−1(0)∪Q−1(0))) ∈ Dbc (X). (2.43)
Then, if r = 1 and m1 > 0 we have ζ(F)f,0(t) = 1− tm1 . Otherwise, we have ζ(F)f,0(t) =
1.
Proof. As in the proof of [26, Theorem 3.6] we construct towers of blow-ups of X over
the normal crossing divisor P−1(0) ∪ Q−1(0) to eliminate the points of indeterminacy of
f . Then we obtain a proper morphism π : Y −→ X of complex manifolds which induces
an isomorphism
Y \ π−1(P−1(0) ∪Q−1(0)) ∼−→ X \ (P−1(0) ∪Q−1(0)). (2.44)
If r ≥ 2, then by calculating ζ(π−1F)f◦pi,y(t) ∈ C(t) at each point y of π−1(0) the assertion
follows from [9, page 170-173] (see also [41] and [26, Proposition 2.9]) and Proposition
2.4.
For F ∈ Dbc (X) and λ ∈ C we define the generalized eigenspace ψmerof,λ (F) of ψmerof (F)
for the eigenvalue λ by
ψmerof,λ (F) = ψt,λ(Rif∗(F|X\Q−1(0))) ∈ Dbc (X). (2.45)
Then we have a decomposition
ψmerof (F) ≃
⊕
λ∈C
ψmerof,λ (F). (2.46)
Similarly we can define also ψmero,cf,λ (F). The following result will be used in the proof of
Proposition 4.2.
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Proposition 2.6. Assume that X = Cn and the meromorphic function f(x) = P (x)
Q(x)
is
defined by P (x) = xm11 x
m2
2 · · ·xmkk (mi ∈ Z, mi > 0) for some 1 ≤ k ≤ n − 1 and
Q(x) = xn. Then for any λ 6= 1 the natural morphism
ψmero,cf,λ (CX)0 −→ ψmerof,λ (CX)0 (2.47)
is an isomorphism.
Proof. Note that the hypersurface P−1(0) ∪ Q−1(0) of X is a normal crossing divisor
{x ∈ X | x1x2 · · ·xkxn = 0}. As in the proof of [26, Theorem 3.6] we construct towers of
blow-ups of X over the normal crossing divisor P−1(0) ∪ Q−1(0) to eliminate the points
of indeterminacy of f . Then we obtain a proper morphism π : Y −→ X of complex
manifolds which induces an isomorphism
Y \ π−1(P−1(0) ∪Q−1(0)) ∼−→ X \ (P−1(0) ∪Q−1(0)). (2.48)
By Proposition 2.4 and its analogue for ψmero,cf (·) we obtain isomorphisms
ψmero,cf,λ (CX) ≃ Rπ∗ψmero,cf◦pi,λ (CY ), (2.49)
ψmerof,λ (CX) ≃ Rπ∗ψmerof◦pi,λ(CY ) (2.50)
for any λ ∈ C. Set D = π−1(P−1(0) ∪ Q−1(0)) and let j : Y \ D →֒ Y be the inclusion
map. Then by Remark 2.3 and its analogue for ψmero,cf (·) we have isomorphisms
ψmero,cf◦pi,λ (CY ) ≃ ψf◦pi,λ(j!CY \D), (2.51)
ψmerof◦pi,λ(CY ) ≃ ψf◦pi,λ(Rj∗CY \D) (2.52)
for any λ ∈ C. Hence it suffices to prove that the natural morphism
RΓ(π−1(0);ψf◦pi,λ(j!CY \D)) −→ RΓ(π−1(0);ψf◦pi,λ(Rj∗CY \D)) (2.53)
is an isomorphism for any λ 6= 1. By the distinguished triangle
j!CY \D −→ Rj∗CY \D −→ (Rj∗CY \D)D +1−→ (2.54)
we have only to show the vanishing
RΓ(π−1(0);ψf◦pi,λ((Rj∗CY \D)D)) ≃ 0 (2.55)
for any λ 6= 1. From now on, assume that λ 6= 1. First let us treat the simplest case
k = 1. In this case, the normal crossing divisor D = π−1(P−1(0) ∪ Q−1(0)) in Y has
m1 + 2 irreducible components Di (−1 ≤ i ≤ m1) such that we have ordDi(f ◦ π) = i.
See the proof of [26, Theorem 3.6] for the details. Note that D−1 is noting but the proper
transform of the pole set Q−1(0) = {x ∈ X | xn = 0} of f in Y . Since the support of
(Rj∗CY \D)D is contained in D, that of its nearby cycle ψf◦pi((Rj∗CY \D)D) is contained
in D1 ∩ D0. But by our assumption λ 6= 1 we have ψf◦pi,λ((Rj∗CY \D)D) ≃ 0 also on
D1 ∩D0. Next consider the case k = 2. Let π1 : Y1 −→ X be the blow-up of X over the
set {x ∈ X | x1 = xn = 0} ⊂ I(f) in the first step of the construction of π : Y −→ X .
We define divisors Di ⊂ Y1 (−1 ≤ i ≤ m1) as in the case k = 1. Now let K ⊂ Y1 be
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the proper transform of {x ∈ X | x2 = 0} ⊂ X in Y1. Then f ◦ π1 still has some points
of indeterminacy in the set D−1 ∩K. So we construct a tower of blow-ups over it until
we get a morphism π2 : Y −→ Y1 such that π = π1 ◦ π2. See the proof of [26, Theorem
3.6] for the details. Let Ei ⊂ Y (−1 ≤ i ≤ m2) be the exceptional divisors of π2 such
that ordEi(f ◦ π) = i. Denote the proper transform of D0 ⊂ Y1 in Y by H . Then (on a
neighborhood of E = π−12 (D−1 ∩K) in Y ) we have
(f ◦ π)−1(0) = E1 ∪ E2 ∪ · · · ∪ Em2 (2.56)
and the support of (Rj∗CY \D)D is contained in E−1∪· · ·∪Em2∪H . For λ 6= 1 this implies
that the support of ψf◦pi,λ((Rj∗CY \D)D) is contained in (E1 ∪ · · · ∪ Em2) ∩H . Moreover
by truncation functors, it suffices to prove the vanishing
RΓ(π−1(0);ψf◦pi,λ(CH)) ≃ 0. (2.57)
But this follows from the primitive decompositons (of the graded pieces w.r.t. the weight
filtration) of the nearby cycle sheaf ψf◦pi,λ(CH) (see e.g. [10, Section 1.4] and [6] for the
details). Indeed, for any 1 ≤ i ≤ m2 − 1 the restriction of ψf◦pi,λ(CH) to the subset
π−1(0) ∩ {Ei \ (Ei−1 ∪ Ei+1)} ≃ C∗ (2.58)
of π−1(0) is zero or a non-trivial local system of rank one. Moreover by our assumption
λ 6= 1 we never have the condition λi = λi+1 = 1. This implies that the restriction of
ψf◦pi,λ(CH) to Ei∩Ei+1 is zero. Similarly, we can prove the assertion for any 1 ≤ k ≤ n−1.
This completes the proof.
3 Milnor monodromies of meromorphic functions
In this section, by using the meromorphic nearby cycle functors introduced in Section 2 we
study Milnor monodromies of meromorphic functions. Let us consider the meromorphic
function f(x) = P (x)
Q(x)
in Section 2. The problem being local, we may assume that X = Cn
and 0 ∈ I(f) = P−1(0)∩Q−1(0). Let F0 be the Milnor fiber of f at the origin 0 ∈ X = Cn
and
Φj,0 : H
j(F0;C)
∼−→ Hj(F0;C) (j ∈ Z) (3.1)
its Milnor monodromy operators. Then we define the monodromy zeta function ζf,0(t) ∈
C(t) of f at the origin 0 ∈ X = Cn by
ζf,0(t) =
∏
j∈Z
{
det(id− tΦj,0)
}(−1)j
∈ C(t). (3.2)
By Propositions 2.4 and 2.5 we obtain the following analogue for meromorphic func-
tions of A’Campo’s formula in [2].
Theorem 3.1. Let π : Y → X = Cn be a resolution of singularities of P−1(0) ∪ Q−1(0)
which induces an isomorphism
Y \ π−1(P−1(0) ∪Q−1(0)) ∼−→ X \ (P−1(0) ∪Q−1(0)) (3.3)
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such that π−1(0) and D = π−1(P−1(0) ∪ Q−1(0)) are strict normal crossing divisors in
Y . Let ∪ki=1Di be the irreducible decomposition of D = π−1(P−1(0) ∪ Q−1(0)) such that
π−1(0) = ∪ri=1Di for some 1 ≤ r ≤ k. For 1 ≤ i ≤ r set
D◦i = Di \ (∪j 6=iDj) (3.4)
and
mi = ordDi(P ◦ π)− ordDi(Q ◦ π) ∈ Z. (3.5)
Then we have
ζf,0(t) =
∏
i:mi>0
(1− tmi)χ(D◦i ). (3.6)
For m ≥ 1 we define the Lefschetz number Λ(m)f,0 ∈ Z of the meromorphic function
f at the origin 0 ∈ X = Cn by
Λ(m)f,0 =
∑
j∈Z
(−1)jtr{Φmj,0 : Hj(F0;C) ∼−→ Hj(F0;C)}. (3.7)
Then as in [1] we obtain the following corollary (see also e.g. [26, Remark 3.2]).
Corollary 3.2. In the situation of Theorem 3.1, for any m ≥ 1 we have
Λ(m)f,0 =
∑
i:mi>0,mi|m
χ(D◦i ) ·mi. (3.8)
For j ∈ Z and λ ∈ C we denote by
Hj(F0;C)λ ⊂ Hj(F0;C) (3.9)
the generalized eigenspace of Φj,0 for the eigenvalue λ.
Theorem 3.3. Assume that the hypersurfaces P−1(0) and Q−1(0) of X = Cn have an
isolated singular point at the origin 0 ∈ X = Cn and intersect transversally on X \ {0}.
Then for any λ 6= 1 we have the concentration
Hj(F0;C)λ ≃ 0 (j 6= n− 1). (3.10)
Proof. By Theorem 2.2 ψmerof (CX [n])[−1] ∈ Db(X) is a perverse sheaf. The same is true
also for its λ-part ψmerof,λ (CX [n])[−1] ∈ Db(X). Let π0 : X˜ → X = Cn be a resolution
of singularities of P−1(0) and Q−1(0) which induces an isomorphism X˜ \ π−10 ({0}) ∼−→
X \{0}. Let P˜−1(0) and Q˜−1(0) be the (smooth) proper transforms of P−1(0) and Q−1(0)
in X˜ respectively. We may assume that they intersect transversally. Now let π1 : Y → X˜
be the blow-up of X˜ along P˜−1(0) ∩ Q˜−1(0) and set π := π0 ◦ π1 : Y → X . Then by
Propostion 2.4 there exists an isomorphism
ψmerof,λ (CX [n])[−1] ≃ Rπ∗ψmerof◦pi,λ(CY [n])[−1]. (3.11)
By the consruction of π, it is easy to see that for λ 6= 1 the support of ψmerof◦pi (CY [n])[−1] ∈
Db(Y ) is contained in π−1({0}) ⊂ Y . This implies that the support of the perverse sheaf
ψmerof,λ (CX [n− 1]) ∈ Db(X) is contained in the origin {0} ⊂ X . Then by [17, Proposition
8.1.22] we obtain the concentration
Hjψmerof,λ (CX [n− 1])0 ≃ Hj+n−1(F0;C)λ ≃ 0 (j 6= 0). (3.12)
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By Theorems 3.1 and 3.3 we obtain the following result.
Corollary 3.4. Assume that the meromorphic function f(x) = P (x)
Q(x)
satisfies the condi-
tions in Theorem 3.3. Then in the notations of Theorem 3.1, for any λ 6= 1 the multiplicity
of the eigenvalue λ in Φn−1,0 is equal to that of the factor t− λ in the rational function∏
i:mi>0
(tmi − 1)(−1)n−1χ(D◦i ) ∈ C(t). (3.13)
The following formula for ζf,0(t) is due to Gusein-Zade, Luengo and Melle-Herna´ndez
[16]. Here we shall give a new proof to it by using our meromorphic nearby cycle functor
ψmerof (·).
Definition 3.5. Let g(x) =
∑
v∈Zn cvx
v (cv ∈ C) be a Laurent polynomial on the algebraic
torus T = (C∗)n.
(i) We call the convex hull of supp(g) := {v ∈ Zn | cv 6= 0} ⊂ Zn ⊂ Rn in Rn the
Newton polytope of g and denote it by NP (g).
(ii) If g is a polynomial, we call the convex hull of ∪v∈supp(g)(v+Rn+) in Rn+ the Newton
polyhedron of g at the origin 0 ∈ Cn and denote it by Γ+(g).
(iii) For a face γ ≺ NP (g) of NP (g), we define the γ-part gγ of g by gγ(x) :=∑v∈γ cvxv.
Let Γ+(P ),Γ+(Q) ⊂ Rn be the Newton polyhedra of P and Q at the origin 0 ∈ Cn
and
Γ+(f) = Γ+(P ) + Γ+(Q) (3.14)
their Minkowski sum. From now, we recall Bernstein-Khovanskii-Kushnirenko’s theorem
[21]. Let ∆ ⊂ Rn be a lattice polytope in Rn. For an element u ∈ Rn of (the dual vector
space of) Rn we define the supporting face γu ≺ ∆ of u in ∆ by
γu =
{
v ∈ ∆ | 〈u, v〉 = min
w∈∆
〈u, w〉
}
, (3.15)
where for u = (u1, . . . , un) and v = (v1, . . . , vn) we set 〈u, v〉 =
∑n
i=1 uivi. For a face γ of
∆ set
σ(γ) = {u ∈ Rn | γu = γ} ⊂ Rn. (3.16)
Then σ(γ) is an (n−dimγ)-dimensional rational convex polyhedral cone in Rn. Moreover
the family {σ(γ) | γ ≺ ∆} of cones in Rn thus obtained is a subdivision of Rn. We call it
the dual subdivision of Rn by ∆. If dim∆ = n it satisfies the axiom of fans (see [12] and
[32] etc.). We call it the dual fan of ∆. More generally, let ∆1, . . . ,∆p ⊂ Rn be lattice
polytopes in Rn and ∆ = ∆1 + · · · + ∆p ⊂ Rn their Minkowski sum. Then for a face
γ ≺ ∆ of ∆, by taking a point u ∈ Rn in the relative interior of its dual cone σ(γ) we
define the supporting face γi ≺ ∆i of u in ∆i so that we have γ = γ1 + · · ·+ γp.
Definition 3.6. (see [33] etc.) Let g1, g2, . . . , gp be Laurent polynomials on T = (C∗)n.
Set ∆i = NP (gi) (i = 1, . . . , p) and ∆ = ∆1 + · · ·+∆p. Then we say that the subvariety
Z = {x ∈ T = (C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of T = (C∗)n is a non-degenerate
complete intersection if for any face γ ≺ ∆ of ∆ the p-form dgγ11 ∧ dgγ22 ∧ · · · ∧ dgγpp does
not vanish on {x ∈ T = (C∗)n | gγ11 (x) = · · · = gγpp (x) = 0}.
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Definition 3.7. Let ∆1, . . . ,∆n be lattice polytopes in Rn. Then their normalized n-
dimensional mixed volume VolZ(∆1, . . . ,∆n) ∈ Z is defined by the formula
VolZ(∆1, . . . ,∆n) =
1
n!
n∑
k=1
(−1)n−k
∑
I⊂{1,...,n}
|I|=k
VolZ
(∑
i∈I
∆i
)
(3.17)
where VolZ( · ) = n!Vol( · ) ∈ Z is the normalized n-dimensional volume with respect to
the lattice Zn ⊂ Rn.
Theorem 3.8. (Bernstein-Khovanskii-Kushnirenko’s theorem [21]) Let g1, g2, . . . , gp be
Laurent polynomials on T = (C∗)n. Assume that the subvariety Z = {x ∈ T =
(C∗)n | g1(x) = g2(x) = · · · = gp(x) = 0} of T = (C∗)n is a non-degenerate complete
intersection. Set ∆i = NP (gi) (i = 1, . . . , p). Then we have
χ(Z) = (−1)n−p
∑
m1,...,mp≥1
m1+···+mp=n
VolZ(∆1, . . . ,∆1︸ ︷︷ ︸
m1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
mp-times
), (3.18)
where VolZ(∆1, . . . ,∆1︸ ︷︷ ︸
m1-times
, . . . ,∆p, . . . ,∆p︸ ︷︷ ︸
mp-times
) ∈ Z is the normalized n-dimensional mixed vol-
ume with respect to the lattice Zn ⊂ Rn.
Now, let Σf , ΣP and ΣQ be the dual fans of Γ+(f), Γ+(P ) and Γ+(Q) in Rn+ respec-
tively. Then the dual fan Σf of the Minkowski sum Γ+(f) = Γ+(P )+Γ+(Q) is the coarsest
common subdivision of ΣP and ΣQ. This implies that for each face γ ≺ Γ+(f) we have
the corresponding faces
γ(P ) ≺ Γ+(P ), γ(Q) ≺ Γ+(Q) (3.19)
such that
γ = γ(P ) + γ(Q). (3.20)
Definition 3.9. We say that the meromorphic function f(x) = P (x)
Q(x)
is non-degenerate
at the origin 0 ∈ X = Cn if for any compact face γ of Γ+(f) the complex hypersurfaces
{x ∈ T = (C∗)n | P γ(P )(x) = 0} and {x ∈ T = (C∗)n | Qγ(Q)(x) = 0} are smooth and
reduced and intersect transversally in T = (C∗)n.
For a subset S ⊂ {1, 2, . . . , n} we set
RS = {v = (v1, v2, . . . , vn) ∈ Rn | vi = 0 (i /∈ S)} ≃ R|S| (3.21)
and
Γ+(f)
S = Γ+(f) ∩ RS. (3.22)
Similarly, we define Γ+(P )
S,Γ+(Q)
S ⊂ RS so that we have
Γ+(f)
S = Γ+(P )
S + Γ+(Q)
S. (3.23)
Let γS1 , γ
S
2 , . . . , γ
S
n(S) be the compact facets of Γ+(f)
S and for each γSi (1 ≤ i ≤ n(S))
consider the corresponding faces
γSi (P ) ≺ Γ+(P )S, γSi (Q) ≺ Γ+(Q)S (3.24)
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such that
γSi = γ
S
i (P ) + γ
S
i (Q). (3.25)
By using the primitive inner conormal vector αSi ∈ ZS+ \ {0} of the facet γSi ≺ Γ+(f)S we
define the lattice distance dSi (P ) > 0 (resp. d
S
i (Q) > 0) of γ
S
i (P ) (resp. γ
S
i (Q)) from the
origin 0 ∈ RS and set
dSi = d
S
i (P )− dSi (Q) ∈ Z. (3.26)
Finally by using the normalized (|S| − 1)-dimensional volume VolZ( · ) we set
vSi =
|S|−1∑
k=0
VolZ(γ
S
i (P ), . . . , γ
S
i (P )︸ ︷︷ ︸
k-times
, γSi (Q), . . . , γ
S
i (Q)︸ ︷︷ ︸
(|S| − 1− k)-times
) ∈ Z. (3.27)
Theorem 3.10. (Gusein-Zade, Luengo and Melle-Herna´ndez [16]) Assume that the mero-
morphic function f(x) = P (x)
Q(x)
is non-degenerate at the origin 0 ∈ X = Cn. Then we have
ζf,0(t) =
∏
S 6=∅
{ ∏
i:dSi >0
(1− tdSi )(−1)|S|−1vSi
}
. (3.28)
Proof. For a subset S ⊂ {1, 2, . . . , n} let us set
TS = {x = (x1, . . . , xn) ∈ X = Cn | xi = 0 (i /∈ S), xi 6= 0 (i ∈ S)} ≃ (C∗)|S|.
Then we have a decomposition
X = Cn =
⊔
S⊂{1,2,...,n}
TS. (3.29)
Let jS : TS →֒ X = Cn be the inclusion map of the closure TS ≃ C|S| of TS into X = Cn.
By the above decomposition, it suffices to prove
ζ(jS∗(CTS))f,0(t) =
∏
i:dSi >0
(1− tdSi )(−1)|S|−1vSi (3.30)
for any S 6= ∅. Since jS is proper, we have
ζ(jS∗(CTS))f,0(t) = ζ(CTS)f◦jS ,0(t) (3.31)
by [9, page 170-173] (see also [41] and [26, Proposition 2.9]) and Proposition 2.4. Note
that the meromorphic function f ◦ jS : TS ≃ C|S| → C is also non-degenerate at the
origin 0 ∈ TS ≃ C|S| and its Newton polyhedron is naturally identified with Γ+(f)S. If
Γ+(f)
S = ∅, then we have (P ◦ jS)−1(0) ∪ (Q ◦ jS)−1(0) = TS and ζ(CTS)f◦jS ,0(t) = 1
by Lemma 2.1 (ii). So we consider only S such that Γ+(f)
S 6= ∅. Let ΣSf be a smooth
subdivision of the dual fan of Γ+(f)
S in RS+ and Y
S the smooth toric variety associated
to it. Then the multiplicative group TS acts on Y
S and there exists a proper morphism
πS : Y
S → TS ≃ C|S| of complex manifolds. Denote by T ′S (≃ TS) the (unique) open
dense TS-orbit in Y
S. Then we have isomorphisms RπS∗(CT ′
S
) ≃ CTS and
ψmerof◦jS (CTS) ≃ RπS∗ψmerof◦jS◦piS(CT ′S) (3.32)
by Proposition 2.4. By calculating ζ(CT ′
S
)f◦jS◦piS ,y(t) ∈ C(t) at each point y of π−1(0) ⊂
Y S with the help of Proposition 2.5 and Theorem 3.8, we obtain the assertion as in the
proof of [25, Theorem 3.12] (see also Varchenko [45] and Oka [33]). This completes the
proof.
15
By Theorems 3.10 and 3.3 we obtain the following result.
Corollary 3.11. Assume that f(x) = P (x)
Q(x)
is non-degenerate at the origin 0 ∈ X = Cn
and P (x), Q(x) are convenient. Then in the notations of Theorem 3.10, for any λ 6= 1
the multiplicity of the eigenvalue λ in Φn−1,0 is equal to that of the factor t − λ in the
rational function ∏
S 6=∅
{ ∏
i:dSi >0
(td
S
i − 1)(−1)n−|S|vSi
}
∈ C(t). (3.33)
4 Mixed Hodge structures of Milnor fibers of rational
functions
In this section, by using the meromorphic nearby cycle functors introduced in Section 2 we
study the mixed Hodge structures of Milnor fibers of rational functions and apply them
to the Jordan normal forms of their monodromies. Let us consider a rational function
f(x) = P (x)
Q(x)
on X = Cn such that 0 ∈ I(f) = P−1(0) ∩Q−1(0). In order to obtain also a
formula for the Jordan normal form of its monodromy Φn−1,0 as in Matsui-Takeuchi [28],
Stapledon [42] and Saito [39], we need the following condition.
Definition 4.1. We say that the rational function f(x) = P (x)
Q(x)
is polynomial-like if there
exists a resolution π0 : X˜ → X = Cn of singularities of P−1(0) and Q−1(0) which induces
an isomorphism X˜ \ π−10 ({0}) ∼−→ X \ {0} such that for any irreducible component Di of
the (exceptional) normal crossing divisor D = π−10 ({0}) we have the condition
ordDi(P ◦ π0) > ordDi(Q ◦ π0). (4.1)
Proposition 4.2. Assume that the rational function f(x) = P (x)
Q(x)
is polynomial-like and
satisfies the conditions in Theorem 3.3. Then for any λ 6= 1 the natural morphism
ψmero,cf,λ (CX [n])[−1] −→ ψmerof,λ (CX [n])[−1] (4.2)
is an isomorphism.
Proof. Let π0 : X˜ → X = Cn be a resolution of singularities of P−1(0) and Q−1(0) which
induces an isomorphism X˜ \π−10 ({0}) ∼−→ X \{0} such that for any irreducible component
Di of the (exceptional) normal crossing divisor D = π
−1
0 ({0}) we have the condition
ordDi(P ◦ π0) > ordDi(Q ◦ π0). (4.3)
Then by Proposition 2.6 we can show that for any λ 6= 1 the natural morphism
ψmero,cf◦pi0,λ(CX˜ [n])[−1] −→ ψmerof◦pi0,λ(CX˜ [n])[−1] (4.4)
is an isomorphism. Now by Proposition 2.4 and its analogue for meromorphic nearby
cycle functors with compact support, the assertion follows.
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Now we shall introduce natural mixed Hodge structures on the cohomology groups
Hj(F0;C)λ (λ ∈ C) of the Milnor fiber F0. For a variety Z over C we denote by MHMZ
the abelian category of mixed Hodge modules on Z (see e.g. [17, Section 8.3] etc.). First we
regard ψmerof,λ (CX [n])[−1] (resp. ψmero,cf,λ (CX [n])[−1]) as the underlying perverse sheaf of the
mixed Hodge module ψHt,λ(if ∗(C
H
X [n]|X\Q−1(0))) (resp. ψHt,λ(if !(CHX [n]|X\Q−1(0)))) ∈ MHMX ,
where ψHt,λ (resp. if ∗, if !) is a functor between the categories of mixed Hodge modules
corresponding to the functor ψt,λ[−1] (resp. Rif ∗, Rif !) and CHX [n] ∈ MHMX is the
mixed Hodge module whose underlying perverse sheaf is CX [n]. For the inclusion map
j0 : {0} →֒ X , we consider the pullback
j∗0ψ
H
t,λ(if ∗(C
H
X [n]|X\Q−1(0))) ∈ Db(MHM{0}) (4.5)
by j0, whose underlying constructible sheaf is j
−1
0 (ψ
mero
f,λ (CX [n])[−1]). Since the (j−n+1)-
th cohomology group of j−10 (ψ
mero
f,λ (CX [n])[−1]) is Hj(F0;C)λ, we thus obtain a natural
mixed Hodge structure ofHj(F0;C)λ. In the following, we focus our attention on its weight
filtration W•Hj(Fx;C)λ. Recall that the weight filtration of the (middle dimensional)
cohomology group of the Milnor fiber of an isolated hypersurface singular point is the
monodromy weight filtration (for the definition, see e.g. [27, Section A.2] etc.) of the
Milnor monodromy. We will show that the Milnor fiber F0 of the meromorphic function
f also have a similar property. We need the following lemma.
Lemma 4.3. Let g be a holomorphic function on a complex manifold Z. Moreover, let
M , M ′ be mixed Hodge modules on Z and M →M ′ a morphism in the category of mixed
Hodge modules. Assume that M (resp. M ′) has weights ≤ l (resp. ≥ l) for some integer
l, i.e. we have GrWk M = 0 (k > l) ( resp. Gr
W
k M
′ = 0 (k < l)). Then, for λ 6= 1
if the natural morphism ψHg,λ(M) → ψHg,λ(M ′) is an isomorphism, the weight filtration of
ψHg,λ(M
′) is the monodromy weight filtration centered at l − 1.
Proof. See Appendix A.
In the situation of Proposition 4.2, we set
M := if !(C
H
X [n]|X\Q−1(0)), M ′ := if ∗(CHX [n]|X\Q−1(0)) ∈ Db(MHMX×C). (4.6)
Recall that CHX [n] has a pure weight n. Therefore, by the basic properties of the functor
if ∗ (resp. if !) (see [17, Section 8.3] etc.) the mixed Hodge module M (resp. M
′) has
weights ≤ n (resp. ≥ n). Then we can apply Lemma 4.3 to obtain the following theorem.
Theorem 4.4. In the situation of Proposition 4.2, for any λ 6= 1 the weight fil-
tration of Hn−1(F0;C)λ is the monodromy weight filtration of the Milnor monodromy
Φn−1,0 : Hn−1(F0;C)λ
∼→ Hn−1(F0;C)λ centered at n− 1.
Proof. Since by Theorem 3.3 we have
Hj(F0;C)λ = 0 (j 6= n− 1), (4.7)
the complex j∗0ψ
H
t,λ(if ∗(C
H
X [n]|X\Q−1(0))) ∈ Db(MHM{0}) is quasi-isomorphic to
H0j∗0ψ
H
t,λ(if ∗(C
H
X [n]|X\Q−1(0))) and its underlying perverse sheaf is Hn−1(F0;C)λ. By
Lemma 4.3 the weight filtration of ψHt,λ(if ∗(C
H
X [n]|X\Q−1(0))) is the monodromy
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weight filtration centered at n − 1. Moreover, in this situation, the support of
ψHt,λ(if ∗(C
H
X [n]|X\Q−1(0))) is contained in {0}. This implies that ψHt,λ(if ∗(CHX [n]|X\Q−1(0)))
is the zero extension of H0j∗0ψ
H
t,λ(if ∗(C
H
X [n]|X\Q−1(0))). Hence we can identify the weight
filtration of H0j∗0ψ
H
t,λ(if ∗(C
H
X [n]|X\Q−1(0))) with that of ψHt,λ(if ∗(CHX [n]|X\Q−1(0))). This
completes the proof.
Remark 4.5. For k ∈ Z>0 and λ ∈ C we denote by Jk,λ the number of the Jordan blocks
in Φn−1,0 with size k for the eigenvalue λ. Then by Theorem 4.4 for λ 6= 1 we can describe
Jk,λ in terms of the weight filtration of H
n−1(F0;C)λ as follows:
Jk,λ = dim Gr
W
n−kH
n−1(F0;C)λ − dim GrWn−k−2Hn−1(F0;C)λ. (4.8)
Moreover the number of the Jordan blocks in Φn−1,0 with size ≥ k for the eigenvalue λ is
equal to
dim GrWn−2+kH
n−1(F0;C)λ + dim GrWn−1+kH
n−1(F0;C)λ. (4.9)
5 Motivic Milnor fibers of of rational functions
Following Denef-Loeser [6], [7], [8] and Guibert-Loeser-Merle [15], we shall define and
study the motivic reincarnations of the Milnor fibers of rational functions.
Let f(x) = P (x)
Q(x)
be a rational function on X = Cn and set X0 := P−1(0). Assume
that 0 ∈ P−1(0) ∩Q−1(0). For two positive integers m, r > 0 we set
X
r
m,1 := {ϕ ∈ Lm(X) | ordQ(ϕ(t)) ≤ rm, f(ϕ(t)) = tm mod tm+1} (5.1)
and
X
r
m,1,0 := {ϕ ∈ Xrm,1 | πm0 (ϕ) = 0} (5.2)
where Lm(X) is the space of order m arcs on X and πm0 is the truncation morphism
Lm(X) → X . They are locally closed subvarieties of Lm(X) (see, e.g. [8, Section 1] for
the notions of arc spaces). Since m ≥ 1, we see that πm0 (Xrm,1) ⊂ X0. Then Xrm,1 is an
X0-variety. Now for m ∈ Z>0, let µm ≃ Z/Zm be the multiplicative group consisting of
the m-roots in C. We denote by µˆ the projective limit lim←−
m
µm of the projective system
{µi}i≥1 with morphisms µim −→ µi given by t 7−→ tm. Then Xrm,1 and Xrm,1,0 are endowed
with a good action of µm (and hence of µˆ) defined by λ · ϕ(t) = ϕ(λt).
Following the notations of [7], for a variety S over C we denote byMµˆS the ring obtained
from the Grothendieck ring Kµˆ0 (VarS) of varieties over S with good µˆ-actions by inverting
the Lefschetz motive L which is the class of A1C × S ∈ Kµˆ0(VarS) with trivial action of µˆ.
Recall also that for an S-variety E with good µˆ-action, we denote its class in Kµˆ0 (VarS) by
[E, µˆ] (also denoted by [E/S, µˆ], or simply by [E]). When S consists of only one geometric
point, i.e. S = Spec(C), we will write Kµˆ0 (VarC) instead of K
µˆ
0 (VarS). For any s ∈ S(C),
there are natural maps i−1s : K
µˆ
0(VarS) → Kµˆ0(VarC) and i−1s : MµˆS → MµˆC, defined by
[E, µˆ] 7→ [Es, µˆ] where Es is the fiber at s of E → S. Thus we obtain elements [Xrm,1/X0, µˆ]
(or [Xrm,1, µˆ], or [X
r
m,1]) of MµˆX0 and [Xrm,1,0] of MµˆC. Note that [Xrm,1,0] = i−10 ([Xrm,1]).
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Definition 5.1. For a positive integer r > 0 and the rational function f = P
Q
: X → A1C
we define a power series Zrf (T ) of T over MµˆX0 by
Zrf(T ) =
∑
m≥1
(
[Xrm,1/X0, µˆ] · L−mn
)
Tm. (5.3)
We call it a motivic zeta function of f .
We recall the notion of rational series.
Definition 5.2. Let A be one of the following rings
Z[L,L−1], Z
[
L,L−1,
1
1− L−i
]
i>0
, and MµˆS. (5.4)
LetA[[T ]]sr be theA-submodule ofA[[T ]] generated by 1 and by finite products of elements
of the form L
aT b
1−LaT b with a in Z and b in Z>0.
By [6], there is a unique A-linear homomorphism
lim
T→∞
: A[[T ]]sr → A (5.5)
such that
lim
T→∞
LaT b
1− LaT b = −1. (5.6)
For a finite set I, we consider rational polyhedral convex cones in RI>0. By this, we mean
a convex subset of RI>0 defined by a finite number of integral linear inequalities of type
l ≥ 0 or l > 0 and stable by multiplication by R>0. Let ∆ be a rational polyhedral convex
cone in RI>0 and let ∆ denote its closure in R
I
≥0. Let l and v be two integral linear forms
on ZI positive on ∆ \ {(0, . . . , 0)}. Let us consider the series
S∆,l,v(T ) :=
∑
a∈∆∩NI>0
L−v(a)T l(a) (5.7)
in Z[L,L−1][[T ]]. Then we have the following lemma (see [14, Lemma 2.1.5] and [15,
Section 2.9]).
Lemma 5.3. With the above notations, the series S∆,l,v(T ) lies in Z[L,L−1][[T ]]sr and
the limit limT→∞ S∆,l,v(T ) is equal to χc(∆) i.e. the Euler characteristic with compact
support of ∆. In particular, if ∆ is a rational polyhedral convex cone in RI>0 defined by∑
i∈K
aixi ≤
∑
i∈I\K
aixi (5.8)
with ai ∈ Z+, ai > 0 for i ∈ K, K and I \K non-empty, then we have limT→∞ S∆,l,v(T ) =
0.
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We shall describe the motivic zeta function of f in terms of log-resolutions. For this
purpose, assume that f satisfies the conditions in Theorem 3.3. Then there exists a
resolution of singularities π0 : X˜ → X = Cn of P−1(0) and Q−1(0) which induces an
isomorphism X˜ \π−10 ({0}) ∼−→ X \ {0} such that π−10 ({0}) and π−10 (P−1(0)∪Q−1(0)) are
strict normal crossing divisors in X˜ . Denote by Di (1 ≤ i ≤ m), the irreducible compo-
nents of the normal crossing divisor D = π−10 ({0}), let DP = P˜−1(0) and DQ = Q˜−1(0)
be the (smooth) proper transforms of P−1(0) and Q−1(0) in X˜ respectively. Note that
they intersect transversally. Then the rational function f ◦ π0 on X˜ has some points of
indeterminacy. As in the proof of [26, Theorem 3.6] we construct towers of blow-ups of
X˜ over it to eliminate the points of indeterminacy of f ◦ π0. Then we obtain a proper
morphism π1 : Y −→ X˜ of smooth complex varieties. Set π = π0 ◦ π1 : Y −→ X and let
π−1(0) = ∪ki=1Ei be the irreducible decomposition of the normal crossing divisor π−1(0) in
Y . Let EP and EQ be the (smooth) proper transforms of DP = P˜−1(0) and DQ = Q˜−1(0)
in Y respectively. By our construction of Y , the divisor π−1(0) ∪ EP ∪ EQ in Y is strict
normal crossing. Denote by G the union of its irreducible components along which the
order of the rational function g = f ◦ π is ≤ 0 so that we have EQ ⊂ G. Now we define
an open subset Ω of Y by Ω = Y \G and set
U = π−1(0) \G = π−1(0) ∩ Ω ⊂ π−1(0). (5.9)
Then we have an isomorphism
ψmero,cf (CX)0 ≃ RΓc(U ;ψf◦pi(CY )). (5.10)
For each i ∈ {1, . . . , k}∪{P}, let Ni(P ), Ni(Q) > 0 be the orders of the zeros of P ◦π,Q◦π
along Ei and bi := Ni(P )−Ni(Q) ∈ Z that of g = f ◦ π along Ei. Set
C := {i ∈ {1, . . . , k} : bi > 0} ∪ {P}. (5.11)
For each i ∈ {1, . . . , k}∪{P}, we also denote by νi−1 the multiplicity of Ei in the divisor
of π∗dx, where dx is a local non-vanishing volume form at 0, i.e. a local generator of the
sheaf of differential forms of maximal degree at 0. Note that we have νi > 0.
For a non-empty subset I ⊂ {1, 2, . . . , k, P}, set EI =
⋂
i∈I Ei,
E◦I = EI \
{(⋃
i/∈I
Ei
)
∪ EQ
}
⊂ Y (5.12)
and dI = gcd(bi)i∈I > 0. Then, as in [8, Section 2.3], we can construct an unramified
Galois covering E˜◦I −→ E◦I of E◦I as follows. First, for a point p ∈ E◦I we take an Zariski
affine open neighborhood W of p in Y on which there exist regular functions ξi (i ∈ I)
such that Ei ∩ W = {ξi = 0} for any i ∈ I. Then on W we have g = g1,W (g2,W )dI ,
where we set g1,W = g
∏
i∈I ξ
−bi
i and g2,W =
∏
i∈I ξ
bi
dI
i . Note that g1,W is a unit on W and
g2,W : W −→ C is a regular function. It is easy to see that E◦I is covered by such affine
open subsets W . Then as in [8, Section 2.3] by gluing the varieties
E˜◦I,W := {(t, z) ∈ C∗ × (E◦I ∩W ) | tdI = (g1,W )−1(z)} (5.13)
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together in an obvious way, we obtain the variety E˜◦I over E
◦
I as an X0-variety. The
unramified Galois covering E˜◦I of E
◦
I admits a natural µdI -action defined by assigning the
automorphism (t, z) 7−→ (ζdI t, z) of E˜◦I to the generator ζdI := exp(2π
√−1/dI) ∈ µdI .
Namely the variety E˜◦I is equipped with a good µˆ-action in the sense of [7, Section 2.4].
Then [E˜◦I , µˆ] is an element in K
µˆ
0 (VarX0).
By the same argument as in proof of [8, Theorem 2.4] we obtain the following.
Lemma 5.4. With the previous notations, for any positive integers r,m > 0, we have the
following equality in MµˆX0
[Xrm,1] = L
mn
∑
I⊂{1,...,k}∪{P}
I 6=∅
(L− 1)|I|−1[E˜◦I ]
 ∑
ki≥1,i∈I∑
kibi=m,
∑
kiNi(Q)≤r
∑
kibi
L−
∑
i∈I kiνi
 . (5.14)
The Euler characteristic of complex constructible sets can be regarded as a ring ho-
momorphism
χ : Kµˆ0(VarC) −→ Z. (5.15)
Since we have χ(L) = 1, it extends uniquely to a ring homomorphism
χ :MµˆC −→ Z. (5.16)
The following result is an analogue for rational function of [8, Theorem 1.1].
Corollary 5.5. There exists r0 ≫ 0 such that for any r > r0 and m ≥ 1, the Lefschetz
number Λ(m)f,0 of f at the origin 0 ∈ X is equal to χ(Xrm,1,0).
Proof. With the previous notations, we have χ((L − 1)|I|−1) = 0 for any I with |I| > 1.
Then, it follows from Lemma 5.4 that
χ(Xrm,1,0) =
∑
i∈{1,...,k},bi>0
bi|m,Ni(Q)≤rbi
biχ(E
◦
i ). (5.17)
Therefore, if r > r0 := sup{i:bi>0}
Ni(Q)
bi
, we get
χ(Xrm,1,0) =
∑
i∈{1,...,k},bi>0
bi|m
biχ(E
◦
i ). (5.18)
Combining this with Corollary 3.2 we obtain
Λ(m)f,0 = χ(X
r
m,1,0). (5.19)
The following results and definitions are inspired by [7, Section 3.5], [8, Section 2] and
[15, Section 3.8].
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Theorem 5.6. There exists r0 ≫ 0 such that for any r > r0 the series Zrf(T ) is rational,
and it is independent of r > r0. Moreover for r > r0 the limit limT→∞ Zrf(T ) ∈ MµˆX0
exists. For r > r0 we set
Smero,cf := − lim
T→∞
Zrf(T ) ∈MµˆX0. (5.20)
Then we have
Smero,cf =
∑
I⊂C,I 6=∅
(1− L)|I|−1[E˜◦I , µˆ]. (5.21)
Proof. It follows from Lemma 5.4 that
Zrf(T ) =
∑
I⊂{1,...,k}∪{P}
I 6=∅
(L− 1)|I|−1[E˜◦I ]
∑
m≥1
 ∑
ki≥1,i∈I,m≥1∑
kibi=m,
∑
kiNi(Q)≤r
∑
kibi
L−
∑
i∈I kiνiTm
 .
(5.22)
For each nonempty subset I of the set {1, . . . , k} ∪ {P}, we consider the cone
∆rI :=
{
(m, (ki)) ∈ R>0 × RI>0 |
∑
i∈I
kiNi(Q) ≤ r
∑
i∈I
kibi,
∑
i∈I
kibi = m
}
. (5.23)
Let us consider also the linear forms l, v on R>0 × RI>0 defined by
l(m, (ki)) = m, v(m, (ki)) =
∑
i∈I
νiki. (5.24)
Then we can rewrite the motivic zeta function as follows
Zrf (T ) =
∑
I⊂{1,...,k}∪{P}
I 6=∅
(L− 1)|I|−1[E˜◦I ] · S∆rI ,l,v(T ). (5.25)
It is easy to see that ∆rI is a rational polyhedral cone and the integral linear forms l, v are
positive on ∆rI \ {0}. Then by Lemma 5.3 the series Zrf(T ) is rational.
First, consider the case where I ⊂ C. Then we have bi > 0 for any i ∈ I. So for
r > r0 := supi∈I Ni(Q)/bi we get
S∆r
I
,l,v(T ) =
∏
i∈I
L−νiT bi
1− L−νiT bi (5.26)
and hence limT→∞ S∆r
I
,l,v(T ) = (−1)|I|. Next, consider the case where K := I \ C 6= ∅.
Then we have limT→∞ S∆r
I
,l,v(T ) = χc(∆
r
I). Nevertheless, the cone ∆
r
I is homeomorphic
to the following one in RI>0:(ki) ∈ RI>0 | ∑
i∈K
ki(Ni(Q)− rbi) ≤
∑
i∈I\K
ki(rbi −Ni(Q))
 . (5.27)
By Lemma 5.3 its Euler characteristic with compact support is equal to 0. This completes
the proof.
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Applying the base change morphism Fiber0 : MµˆX0 → MµˆC, defined by [A/X0, µˆ] 7→
[A×X0 0, µˆ] we set
Smero,cf,0 := Fiber0(Smero,cf ) ∈MµˆC. (5.28)
Definition 5.7. We call Smero,cf,0 ∈MµˆC the motivic Milnor fiber with compact support of
f at the origin 0 ∈ X = Cn.
By Theorem 5.6 we obtain the following result.
Theorem 5.8. The motivic Milnor fiber with compact support Smero,cf,0 of f at the origin
0 ∈ X = Cn is written as
Smero,cf,0 =
∑
I⊂{1,...,k}∩C
I 6=∅
{
(1− L)|I|−1[E˜◦I \ EP ] + (1− L)|I|[E◦I ∩ EP ]
}
∈MµˆC, (5.29)
where [E◦I ∩ EP ] ∈MµˆC is endowed with the trivial action of µˆ.
As in [7, Section 3.1.2 and 3.1.3], we denote by HSmon the abelian category of Hodge
structures with a quasi-unipotent endomorphism. Then, to the object ψmero,cf (CX)0 ∈
Dbc ({0}) and the semisimple part of the monodromy automorphism acting on it, we can
associate an element
[Hmero,cf,0 ] =
∑
j∈Z
(−1)j [Hjψmero,cf (CX)0] ∈ K0(HSmon) (5.30)
as in [6] and [7], where the weight filtration of the limit mixed Hodge structure
[Hjψmero,cf (CX)0] ∈ HSmon is the “relative” monodromy filtration defined by the Mil-
nor monodromy of ψmero,cf (CX)0. To describe the element [H
mero,c
f,0 ] ∈ K0(HSmon) in terms
of Smero,cf,0 ∈MµˆC, let
χh : MµˆC −→ K0(HSmon) (5.31)
be the Hodge characteristic morphism defined in [7] which associates to a variety Z with
a good µd-action the Hodge structure
χh([Z]) =
∑
j∈Z
(−1)j [Hjc (Z;Q)] ∈ K0(HSmon) (5.32)
with the actions induced by the one z 7−→ exp(2π√−1/d)z (z ∈ Z) on Z. Then as in
[28, Theorem 4.4] and [35], by applying [6, Theorem 4.2.1] and [15, Section 3.16] to our
situation (5.10), we obtain the following result.
Theorem 5.9. In the Grothendieck group K0(HS
mon), we have the equality
[Hmero,cf,0 ] = χh(Smero,cf,0 ). (5.33)
From now on, we assume that f is polynomial-like and satisfies the conditions in
Theorem 3.3. For an element [V ] ∈ K0(HSmon), V ∈ HSmon with a quasi-unipotent
endomorphism Θ: V
∼−→ V , p, q ≥ 0 and λ ∈ C denote by ep,q([V ])λ the dimension of the
λ-eigenspace of the morphism V p,q
∼−→ V p,q induced by Θ on the (p, q)-part V p,q of V .
Then by Proposition 4.2 and Theorem 4.4 we obtain the following result.
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Corollary 5.10. Assume that λ 6= 1. Then we have ep,q([Hmero,cf,0 ])λ = 0 for (p, q) /∈
[0, n− 1]× [0, n− 1]. Moreover for any (p, q) ∈ [0, n− 1]× [0, n− 1] we have the Hodge
symmetry
ep,q([Hmero,cf,0 ])λ = e
n−1−q,n−1−p([Hmero,cf,0 ])λ. (5.34)
Definition 5.11. We define a Puiseux series s˜pf,0(t) with coefficients in Z by
s˜pf,0(t) =
∑
α∈(Q\Z)∩(0,n)
(
dim Gr
⌊α⌋
F H
n−1(F0;C)exp(2pi√−1α)
)
tα. (5.35)
We call it the reduced Hodge spectrum of f at the origin 0 ∈ Cn.
By Corollary 5.10 and
ep,q([Hmero,cf,0 ])λ = e
q,p([Hmero,cf,0 ])λ (5.36)
we obtain the symmetry of the reduced Hodge spectrum
s˜pf,0(t) = t
n · s˜pf,0
(1
t
)
(5.37)
centered at n
2
.
We can reduce Smero,cf,0 ∈ MµˆC as follows. Let π0 : X˜ → X = Cn be a resolution of
singularities of P−1(0) andQ−1(0) which induces an isomorphism X˜\π−10 ({0}) ∼−→ X\{0}
such that for any irreducible component Di (1 ≤ i ≤ m) of the (exceptional) normal
crossing divisor D = π−10 ({0}) we have the condition
ordDi(P ◦ π0) > ordDi(Q ◦ π0). (5.38)
For 1 ≤ i ≤ m let ai > 0 be the order of g˜ = f ◦ π0 along Di. Namely we set
ai = ordDi(P ◦ π0)− ordDi(Q ◦ π0) > 0. (5.39)
Let DP = P˜−1(0) and DQ = Q˜−1(0) be the (smooth) proper transforms of P−1(0) and
Q−1(0) in X˜ respectively. For a non-empty subset I ⊂ {1, 2, . . . , m}, set DI =
⋂
i∈I Di,
D◦I = DI \
{(⋃
i/∈I
Di
)
∪DQ
}
⊂ X˜ (5.40)
and eI = gcd(ai)i∈I > 0. Then we can construct an unramified Galois covering D˜◦I \DP
of D◦I \DP with a natural µeI -action as above. Let [D˜◦I \DP ] be the element of the ring
MµˆC which corresponds to D˜◦I \DP . Then as in the proof of [27, Theorem 4.7] we obtain
the following result. Define an element Rmero,cf,0 ∈MµˆC by
Rmero,cf,0 =
∑
I 6=∅
{
(1− L)|I|−1[D˜◦I \DP ] + (1− L)|I|[D◦I ∩DP ]
}
∈MµˆC, (5.41)
where [D◦I ∩DP ] ∈MµˆC is endowed with the trivial action of µˆ.
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Theorem 5.12. In the Grothendieck group K0(HS
mon), we have the equality
χh(Smero,cf,0 ) = χh(Rmero,cf,0 ). (5.42)
From now on, we shall rewrite our formula for Rmero,cf,0 ∈MµˆC more explicitly by using
the Newton polyhedron Γ+(f) of f . For this purpose, we assume that the rational function
f(x) = P (x)
Q(x)
is non-degenerate at the origin 0 ∈ X = Cn and P (x), Q(x) are convenient.
For f to be polynomial-like, we assume moreover that Γ+(P ) is properly contained in
Γ+(Q) in the following sense.
Definition 5.13. We say that the Newton polyhedron Γ+(P ) is properly contained in
the one Γ+(Q) if for any vector u ∈ Int(Rn+) in the interior Int(Rn+) of Rn+ we have
min
v∈Γ+(P )
〈u, v〉 > min
v∈Γ+(Q)
〈u, v〉. (5.43)
In this case, we write Γ+(P ) ⊂⊂ Γ+(Q).
We use the notations in Section 3. For a compact face γ ≺ Γ+(f) of Γ+(f) let
γ(P ) ≺ Γ+(P ), γ(Q) ≺ Γ+(Q) (5.44)
be the corresponding faces such that
γ = γ(P ) + γ(Q). (5.45)
Let γ ⊂ Rn be the convex hull of γ(P ) and γ(Q). We define the Cayley polyhedron
Γ+(P ) ∗ Γ+(Q) ⊂ Rn+1 to be the convex hull of
(Γ+(P )× {0}) ∪ (Γ+(Q)× {1}) (5.46)
in Rn+1. Then by our assumption Γ+(P ) ⊂⊂ Γ+(Q), the first projection Rn+1 = Rn ×
R1 → Rn induces an isomorphism of a side face γ˜ of Γ+(P )∗Γ+(Q) to γ . Hence we have
dimγ = dimγ + 1. Denote by L(γ) ≃ Rdimγ+1 the linear subspace of Rn parallel to
the affine span Aff(γ) ≃ Rdimγ+1 of γ in Rn. Let H(γ, P ) (resp. H(γ,Q)) ⊂ Aff(γ)
be the affine hyperplane of Aff(γ) containing γ(P ) (resp. γ(Q)) and parallel to Aff(γ).
By a suitable choice of a translation isomorphism Aff(γ) ≃ L(γ), we may assume that
the image of H(γ,Q) ⊂ Aff(γ) in L(γ) passes through the origin 0 ∈ L(γ). Denote
by L(γ, P ) (resp. L(γ,Q)) ⊂ L(γ) the image of H(γ, P ) (resp. H(γ,Q)). Let Mγ =
Zn∩L(γ) ≃ Zdimγ+1 be the lattice in L(γ) ≃ Rdimγ+1. In the dual L(γ)∗ ≃ Rdimγ+1 of
L(γ) consider also its dual lattice M∗γ ≃ Zdimγ+1. We define a one dimensional subspace
L(γ,Q)⊥ ≃ R of L(γ)∗ by
L(γ,Q)⊥ = {u ∈ L(γ)∗ | 〈u, v〉 = 0 (v ∈ L(γ,Q))} ⊂ L(γ)∗. (5.47)
Let αγ ∈ (L(γ,Q)⊥ ∩ M∗γ ) \ {0} ≃ Z \ {0} be the primitive vector whose value on
L(γ, P ) ⊂ L(γ) is a positive integer. We call it the lattice distance of L(γ, P ) from
L(γ,Q) and denote it by dγ > 0. By using the lattice Mγ = Zn ∩ L(γ) ≃ Zdimγ+1 in
L(γ) ≃ Rdimγ+1 we set
Tγ := Spec(C[Mγ ]) ≃ (C∗)dimγ+1. (5.48)
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For v ∈ Mγ define their lattice heights ht(v, γ) ∈ Z from L(γ,Q) in L(γ) by ht(v, γ) =
〈αγ, v〉. Set ζdγ = exp(2pi
√−1
dγ
) ∈ C∗. Then to the group homomorphism Mγ −→ C∗
defined by v 7−→ ζht(v,γ)dγ we can naturally associate an element τγ ∈ Tγ . We define a
Laurent polynomial gγ(x) =
∑
v∈Mγ cvx
v on Tγ by
cv =

av (v ∈ γ(P )),
−bv (v ∈ γ(Q)),
0 (otherwise),
(5.49)
where P (x) =
∑
v∈Zn
+
avx
v and Q(x) =
∑
v∈Zn
+
bvx
v. Then the Newton polytope NP (gγ)
of gγ is γ , suppgγ ⊂ γ(P ) ⊔ γ(Q) and the hypersurface Z∗γ = {x ∈ Tγ | gγ(x) = 0}
is non-degenerate by our assumption. Since Z∗
γ
⊂ Tγ is invariant by the multiplication
lτγ : Tγ
∼−→ Tγ by τγ , Z∗γ admits an action of µdγ . We thus obtain an element [Z∗γ ] of
MµˆC. For a compact face γ ≺ Γ+(f) let sγ > 0 be the dimension of the minimal coordinate
subspace of Rn containing γ and set mγ = sγ − dimγ − 1 ≥ 0. Finally, for λ ∈ C and an
element H ∈ K0(HSmon) denote by Hλ ∈ K0(HSmon) the eigenvalue λ-part of H . Then
by applying the proof of [28, Theorem 4.3 (i)] to our geometric situation in Theorems 5.9
and 5.12, we obtain the following result.
Theorem 5.14. Assume that λ 6= 1. Then we have the equality
[Hmero,cf,0 ]λ = χh(Smero,cf,0 )λ =
∑
γ
χh((1− L)mγ · [Z∗γ ])λ (5.50)
in K0(HS
mon), where in the sum
∑
γ the face γ of Γ+(f) ranges through the compact ones.
Proof. For a compact face γ ≺ Γ+(f) of Γ+(f) set Tγ := Spec(C[Zn∩L(γ,Q)]) ≃ (C∗)dimγ.
Then we can naturally define a Laurent polynomial Pγ(x) (resp. Qγ(x)) on it whose
Newton polytope is γ(P ) (resp. γ(Q)) and the non-degenerate hypersurface Z∗
γ
⊂ Tγ ≃
(C∗)dimγ+1 is isomorphic to
{(x, t) ∈ Tγ × C∗ | Pγ(x)tdγ −Qγ(x) = 0}. (5.51)
On the other hand, as in the proof of [28, Theorem 4.3], we can show that the contribution
to χh(Smero,cf,0 )λ = χh(Rmero,cf,0 )λ for λ 6= 1 from the compact face γ is equal to
χh((1− L)mγ · [Z◦γ ])λ, (5.52)
where we set
Z◦
γ
=
{
(x, t) ∈ Tγ × C∗ | Pγ(x) ·Qγ(x) 6= 0, t−dγ = Pγ(x)
Qγ(x)
}
. (5.53)
Let us set
Zγ = {(x, t) ∈ Tγ × C∗ | Pγ(x) = Qγ(x) = 0} ⊂ Z∗γ . (5.54)
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Then we have an equality
[Z◦
γ
] = [Z∗
γ
]− [Zγ]. (5.55)
inMµˆC. Since the restriction of lτγ to Zγ is homotopic to the identity, for λ 6= 1 we obtain
χh((1− L)mγ · [Z◦γ ])λ = χh((1− L)mγ · [Z∗γ ])λ. (5.56)
This completes the proof.
Now by Theorems 4.4 and 5.14 and Remark 4.5 (see also the proof of [28, Theorem
4.3 (ii)]), we obtain the following theorem.
Theorem 5.15. Assume that λ 6= 1 and k ≥ 1. Then the number of the Jordan blocks
for the eigenvalue λ with sizes ≥ k in Φn−1,0 : Hn−1(F0;C) ∼−→ Hn−1(F0;C) is equal to
(−1)n−1
∑
p+q=n−2+k,n−1+k
{∑
γ
ep,q(χh((1− L)mγ · [Z∗γ ]))λ
}
, (5.57)
where in the sum
∑
γ the face γ of Γ+(f) ranges through the comapct ones.
6 Combinatorial descriptions of Jordan normal forms
and reduced Hodge spectra
In this section, for the meromorphic function f we give combinatorial descriptions of the
Jordan normal forms of its Milnor monodromy Φn−1,0 for the eigenvalues λ 6= 1 and its
reduced Hodge spectrum as in Matsui-Takeuchi [28], Stapledon [42] and Saito [39].
6.1 Equivariant Ehrhart theory of Katz-Stapledon
First we recall some polynomials in the Equivariant Ehrhart theory of Katz-Stapledon
[19] and Stapledon [42]. Throughout this paper, we regard the empty set ∅ as a (−1)-
dimensional polytope, and as a face of any polytope. Let P be a polytope. If a subset
F ⊂ P is a face of P , we write F ≺ P . For a pair of faces F ≺ F ′ ≺ P of P , we denote
by [F, F ′] the face poset {F ′′ ≺ P | F ≺ F ′′ ≺ F ′}, and by [F, F ′]∗ a poset which is equal
to [F, F ′] as a set with the reversed order.
Definition 6.1. Let B be a poset [F, F ′] or [F, F ′]∗. We define a polynomial g(B, t) of
degree ≤ (dimF ′ − dimF )/2 as follows. If F = F ′, we set g(B; t) = 1. If F 6= F ′ and
B = [F, F ′] (resp. B = [F, F ′]∗), we define g(B; t) inductively by
tdimF
′−dimF g(B; t−1) =
∑
F ′′∈[F,F ′]
(t− 1)dimF ′−dimF ′′g([F, F ′′]; t). (6.1)
(resp. tdimF
′−dimF g(B; t−1) =
∑
F ′′∈[F,F ′]∗
(t− 1)dimF ′′−dimFg([F ′′, F ′]∗; t).) (6.2)
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In what follows, we assume that P is a lattice polytope in Rn. Let S be a subset of
P ∩Zn containing the vertices of P , and ω : S → Z be a function. We denote by UHω the
convex hull in Rn × R of the set {(v, s) ∈ Rn × R | v ∈ S, s ≥ ω(v)}. Then, the set of all
the projections of the bounded faces of UHω to Rn defines a lattice polyhedral subdivision
S of P . Here a lattice polyhedral subdivision S of a polytope P is a set of some polytopes
in P such that the intersection of any two polytopes in S is a face of both and all vertices
of any polytope in S are in Zn. Moreover, the set of all the bounded faces of UHω defines
a piecewise Q-affine convex function ν : P → R. For a cell F ∈ S, we denote by σ(F ) the
smallest face of P containing F , and lkS(F ) the set of all cells of S containing F . We call
lkS(F ) the link of F in S. Note that σ(∅) = ∅ and lkS(∅) = S.
Definition 6.2. For a cell F ∈ S, the h-polynomial h(lkS(F ); t) of the link lkS(F ) of F
is defined by
tdimP−dimFh(lkS(F ); t−1) =
∑
F ′∈lkS(F )
g([F, F ′]; t)(t− 1)dimP−dimF ′. (6.3)
The local h-polynomial lP (S, F ; t) of F in S is defined by
lP (S, F ; t) =
∑
σ(F )≺Q≺P
(−1)dimP−dimQh(lkS|Q(F ); t) · g([Q,P ]∗; t). (6.4)
For λ ∈ C and v ∈ mP ∩ Zn (m ∈ Z+ := Z≥0) we set
wλ(v) =

1
(
exp
(
2π
√−1 ·mν( v
m
)
)
= λ
)
0 (otherwise).
(6.5)
We define the λ-weighted Ehrhart polynomial φλ(P, ν;m) ∈ Z[m] of P with respect to
ν : P → R by
φλ(P, ν;m) :=
∑
v∈mP∩Zn
wλ(v). (6.6)
Then φλ(P, ν;m) is a polynomial in m with coefficients Z whose degree is ≤ dimP (see
[42]).
Definition 6.3. ([42])
(i) We define the λ-weighted h∗-polynomial h∗λ(P, ν; u) ∈ Z[u] by∑
m≥0
φλ(P, ν;m)u
m =
h∗λ(P, ν; u)
(1− u)dimP+1 . (6.7)
If P is the empty polytope, we set h∗1(P, ν; u) = 1 and h
∗
λ(P, ν; u) = 0 (λ 6= 1).
(ii) We define the λ-local weighted h∗-polynomial l∗λ(P, ν; u) ∈ Z[u] by
l∗λ(P, ν; u) =
∑
Q≺P
(−1)dimP−dimQh∗λ(Q, ν|Q; u) · g([Q,P ]∗; u). (6.8)
If P is the empty polytope, we set l∗1(P, ν; u) = 1 and l
∗
λ(P, ν; u) = 0 (λ 6= 1).
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Definition 6.4. ([42])
(i) We define the λ-weighted limit mixed h∗-polynomial h∗λ(P, ν; u, v) ∈ Z[u, v] by
h∗λ(P, ν; u, v) :=
∑
F∈S
vdimF+1l∗λ(F, ν|F ; uv−1) · h(lkS(F ); uv). (6.9)
(ii) We define the λ-local weighted limit mixed h∗-polynomial l∗λ(P, ν; u, v) ∈ Z[u, v] by
l∗λ(P, ν; u, v) :=
∑
F∈S
vdimF+1l∗λ(F, ν|F ; uv−1) · lP (S, F ; uv). (6.10)
6.2 Jordan normal forms and reduced Hodge spectra
Assume that the meromorphic function f(x) = P (x)
Q(x)
is non-degenerate at the origin 0 ∈
X = Cn and P (x), Q(x) are convenient. For f to be polynomial-like, we assume moreover
that Γ+(P ) is properly contained in Γ+(Q): Γ+(P ) ⊂⊂ Γ+(Q) (see Definition 5.13). We
call the union of the compact faces of Γ+(P ) (resp. Γ+(Q)) the Newton boundary of P
(resp. Q) and denote it by ΓP (resp. ΓQ). Denote by K the convex hull of the closure
of Γ+(Q) \ Γ+(P ) in Rn and define a piecewise Q-affine function ν on K which takes the
value 1 (resp. 0) on ΓQ ⊂ Rn (resp. on the convex hull of ΓP ⊂ Rn) such that for any
compact face γ of Γ+(f) the restriction of ν to γ is an affine function. For λ ∈ C we
define the equivariant Hodge-Deligne polynomial for the eigenvalue λ (of the mixed Hodge
structures of the cohomology groups of the Milnor fiber F0) Eλ(F0; u, v) ∈ Z[u, v] by
Eλ(F0; u, v) =
∑
p,q∈Z
∑
j∈Z
(−1)jhp,qλ (Hj(F0;C))upvq ∈ Z[u, v], (6.11)
where hp,qλ (H
j(F0;C)) is the dimension of Gr
p
FGr
W
p+qH
j(F0;C)λ. Then for λ 6= 1, as in
[28], [42] and [39], by Theorem 5.14 we can calculate the λ-part of the Hodge realization
of the motivic Milnor fiber Smero,cf,0 of f and obtain the following formula for Eλ(F0; u, v).
Theorem 6.5. In the situation as above, for any λ 6= 1 we have
uvEλ(F0; u, v) = (−1)n−1l∗λ(K, ν; u, v). (6.12)
Let Sν be the polyhedral subdivision of the polytope K defined by ν. By the definition
of the h∗-polynomial, for λ 6= 1 we have
l∗λ(K, ν; u, u) =
∑
γ≺Γ+(f):compact
udimγ+1l∗λ(γ , ν; 1) · lK(Sν ,γ ; u2), (6.13)
where in the sum Σ the face γ ranges through the compact ones of Γ+(f). The polynomial
lK(Sν ,γ; t) is symmetric and unimodal centered at (n − dimγ − 1)/2, i.e. if ai ∈ Z is
the coefficient of ti in lK(Sν ,γ; t) we have ai = an−dimγ−1−i and ai ≤ aj for 0 ≤ i ≤ j ≤
(n− dimγ − 1)/2. Therefore, it can be expressed in the form
lK(Sν ,γ ; t) =
⌊(n−1−dimγ)/2⌋∑
i=0
l˜γ,i(t
i + ti+1 + · · ·+ tn−1−dimγ−i), (6.14)
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for some non-negative integers l˜γ,i ∈ Z≥0. We set
l˜K(Sν ,γ, t) :=
⌊(n−1−dimγ)/2⌋∑
i=0
l˜γ,it
i. (6.15)
For k ∈ Z>0 and λ ∈ C we denote by Jk,λ the number of the Jordan blocks in Φn−1,0 with
size k for the eigenvalue λ. Then we obtain the following formula for them.
Corollary 6.6. In the situation as above, for any λ 6= 1 we have∑
0≤k≤n−1
Jn−k,λuk+2 =
∑
γ≺Γ+(f):compact
udimγ+1l∗λ(γ , ν; 1) · l˜K(Sν ,γ ; u2), (6.16)
where in the sum Σ of the right hand side the face γ ranges through the compact ones of
Γ+(f).
Let q1, . . . , ql (resp. γ1, . . . , γl′) be the 0-dimensional (resp. 1-dimensional) faces of
Γ+(f) such that qi ∈ Int(Rn+) (resp. the relative interior rel.int(γi) of γi is contained in
Int(Rn+)). For each qi (resp. γi), we set di := dqi > 0 (resp. ei := dγi > 0). Moreover, for
λ 6= 1 and 1 ≤ i ≤ l′ such that λei = 1 we set
n(λ)i :=♯{v ∈ Zn ∩ rel.int(γi) | ht(v)i = k}
+ ♯{v ∈ Zn ∩ rel.int(γi) | ht(v)i = ei − k}, (6.17)
where k is the minimal positive integer satisfying λ = ζkei and for v ∈ Zn ∩ rel.int(γi)
we denote by ht(v)i > 0 the lattice height of v from the hyperplane H(γi, Q) ⊂ Aff(γi).
Then we have the following generalization of [28, Theorem 4.4] to polynomial-like rational
functions.
Theorem 6.7. In the situation as above, for any λ 6= 1 we have
(i) The number of the Jordan blocks for the eigenvalue λ with the maximal possible size
n in Φn−1,0 : Hn−1(F0;C)
∼−→ Hn−1(F0;C) is equal to ♯{qi | λdi = 1}.
(ii) The number of the Jordan blocks for the eigenvalue λ with the second maximal
possible size n− 1 in Φn−1,0 is equal to
∑
i : λei=1 n(λ)i.
For a compact face γ ≺ Γ+(f) we define a Puiseux series hγ(t) with coefficients in Z
by
hγ(t) =
∑
β∈(Q\Z)∩(0,+∞)
{
φexp(2pi
√−1β)(γ , ν; ⌊β⌋+ 1)− φexp(2pi√−1β)(γ , ν; ⌊β⌋)
}
tβ . (6.18)
Then as in [27, Theorem 5.16] (or [39, Corollary 5.3]), by Theorem 5.14 (or Theorem
6.5) we obtain the following result.
Corollary 6.8. In the situation as above, we have
s˜pf,0(t) =
∑
γ≺Γ+(f):compact
(−1)n−1−dimγ(1− t)sγ · hγ(t), (6.19)
where in the sum Σ of the right hand side the face γ ranges through the compact ones of
Γ+(f).
Note that this result is an analogue of the classical one for polynomial functions f
proved in [46] and [38].
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7 Monodromies at infinity of rational functions
In this section, we consider monodromies at infinity of rational functions. Let X be a
smooth and connected algebraic variety over C and P (x), Q(x) regular functions on it.
Assume that Q(x) is not identically zero on X . We define a rational function f(x) on X
by
f(x) =
P (x)
Q(x)
(x ∈ X). (7.1)
Then there exists a fnite subset B ⊂ C such that f : X \ Q−1(0) → C induces a locally
trivial fibration
f−1(C \B)→ C \B. (7.2)
The smallest finite subset B ⊂ C satisfying this property is called the bifurcation set of
f . For the study of such subsets for regular and rational functions, see e.g. [5], [30], [31],
[43] etc. For large enough R≫ 0 let
Φ∞j : H
j(f−1(R);C) ∼−→ Hj(f−1(R);C) (j ∈ Z) (7.3)
be the monodromy operators associated to the preceding fibration. Then we define the
monodromy zeta function ζ∞f (t) ∈ C(t) at infinity of f by
ζ∞f (t) =
∏
j∈Z
{
det(id− tΦ∞j )
}(−1)j
∈ C(t). (7.4)
We have the following global analogue for ζ∞f (t) of A’Campo’s formula in [2].
Theorem 7.1. Assume that the hypersurfaces P−1(0) and Q−1(0) are smooth and inter-
sect transversally in X. Let X ⊃ X be a smooth compactification of X such that for the
complement D := X \X the union D ∪ P−1(0) ∪Q−1(0) ⊂ X is a strict normal crossing
divisor in X. Let D = ∪ri=1Di be the irreducible decomposition of D. For 1 ≤ i ≤ r set
D◦i = Di \ (∪j 6=iDj ∪ P−1(0) ∪Q−1(0)) (7.5)
and
li = ordDi(Q)− ordDi(P ) ∈ Z. (7.6)
Then we have
ζ∞f (t) = (1− t)χ(Q
−1(0)\P−1(0)) ·
{∏
i:li>0
(1− tli)χ(D◦i )
}
. (7.7)
Proof. Let h : P1 → C be a local coordinate at ∞ ∈ P such that h(∞) = 0. By
f : X \Q−1(0)→ C and the inclusion map j : C →֒ P1 we set
F := j!Rf!CX\Q−1(0) ∈ Dbc (P). (7.8)
Then we have ζ∞f (t) = ζ(F)h,∞(t). Indeed, ζ∞f (t) is equal to the zeta function associated
to the monodromy automorphisms
Hj(f
−1(R);C) ∼−→ Hj(f−1(R);C) (j ∈ Z). (7.9)
31
Moreover we have the Poincare´ duality isomorphisms
Hj(f
−1(R);C) ≃ H2n−j−2c (f−1(R);C) (j ∈ Z). (7.10)
Hence the monodromy zeta function at infinity ζ∞f (t) is equal to the one associated to the
monodromy automorphisms
Hjc (f
−1(R);C) ∼−→ Hjc (f−1(R);C) (j ∈ Z). (7.11)
As in the proof of [26, Theorem 3.6] we construct towers of blow-ups of X over the
normal crossing divisor D ∪ P−1(0) ∪Q−1(0) to eliminate the points of indeterminacy of
f . Then we obtain a proper morphism π : Y −→ X of complex manifolds which induces
an isomorphism
Y \ π−1(D ∪ P−1(0) ∪Q−1(0)) ∼−→ X \ (D ∪ P−1(0) ∪Q−1(0)) (7.12)
and the assertion follows from the proof of [26, Theorem 3.6].
Definition 7.2. We say that the rational function f(x) = P (x)
Q(x)
is polynomial-like at
infinity if it satisfies the assumptions of Theorem 7.1 and there exists a smooth com-
pactification X ⊃ X of X (satisfying the condition in Theorem 7.1) such that for any
irreducible component Di of D = X \X we have the condition
ordDi(P ) < ordDi(Q) (7.13)
i.e. f has a pole of order ordDi(Q)− ordDi(P ) > 0 along Di.
For j ∈ Z and λ ∈ C and R≫ 0 we denote by
Hj(f−1(R);C)λ ⊂ Hj(f−1(R);C) (7.14)
the generalized eigenspace of Φ∞j : H
j(f−1(R);C) ∼−→ Hj(f−1(R);C) for the eigenvalue
λ. Then as in Takeuchi-Tiba˘r [44] we obtain the following result.
Theorem 7.3. Assume that X is affine and the rational function f(x) = P (x)
Q(x)
is
polynomial-like at infinity. Then for any λ 6= 1 we have the concentration
Hj(f−1(R);C)λ ≃ 0 (j 6= dimX − 1). (7.15)
Moreover the weight filtration on HdimX−1(f−1(R);C)λ coincides with the monodromy
filtration of Φ∞n−1.
Combining the formula for ζ∞f (t) ∈ C(t) in Theorem 7.1 with Theorem 7.3 above, we
obtain a formula for the multiplicities of the eigenvalues λ 6= 1 in Φ∞dimX−1.
From now on, we consider the special case where X = Cn and P (x), Q(x) are con-
venient polynomials. Let Γ∞(P ) ⊂ Rn (resp. Γ∞(Q) ⊂ Rn) be the convex hull of
{0} ∪NP (P ) (resp. {0} ∪NP (Q)) in Rn and
Γ∞(f) = Γ∞(P ) + Γ∞(Q) (7.16)
their Minkowski sum. Since P (x), Q(x) are convenient, they are n-dimensional polytopes
in Rn. As in the case of Γ+(f), for each face γ ≺ Γ∞(f) we have the corresponding faces
γ(P ) ≺ Γ∞(P ), γ(Q) ≺ Γ∞(Q) (7.17)
such that
γ = γ(P ) + γ(Q). (7.18)
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Definition 7.4. We say that the rational function f(x) = P (x)
Q(x)
is non-degenerate at
infinity if for any face γ of Γ∞(f) such that 0 /∈ γ the complex hypersurfaces {x ∈ T =
(C∗)n | P γ(P )(x) = 0} and {x ∈ T = (C∗)n | Qγ(Q)(x) = 0} are smooth and reduced and
intersect transversally in T = (C∗)n.
For a subset S ⊂ {1, 2, . . . , n} we set
Γ∞(f)S = Γ∞(f) ∩ RS. (7.19)
Similarly, we define Γ∞(P )S,Γ∞(Q)S ⊂ RS so that we have
Γ∞(f)S = Γ∞(P )S + Γ∞(Q)S. (7.20)
Let γS1 , γ
S
2 , . . . , γ
S
n(S) be the facets of Γ∞(f)
S such that 0 /∈ γSi and for each γSi (1 ≤ i ≤
n(S)) consider the corresponding faces
γSi (P ) ≺ Γ∞(P )S, γSi (Q) ≺ Γ∞(Q)S (7.21)
such that
γSi = γ
S
i (P ) + γ
S
i (Q). (7.22)
By using the primitive outer conormal vector αSi ∈ ZS+ \ {0} of the facet γSi ≺ Γ∞(f)S we
define the lattice distance dSi (P ) > 0 (resp. d
S
i (Q) > 0) of γ
S
i (P ) (resp. γ
S
i (Q)) from the
origin 0 ∈ RS and set
dSi = d
S
i (P )− dSi (Q) ∈ Z. (7.23)
Finally we define vSi > 0 as in Section 3. Then we obtain the following result.
Theorem 7.5. Assume that the rational function f(x) = P (x)
Q(x)
is non-degenerate at infinity
and the hypersurfaces P−1(0) and Q−1(0) are smooth and intersect transversally in X =
Cn. Then we have
ζ∞f (t) = (1− t)χ(Q
−1(0)\P−1(0)) ·
∏
S 6=∅
{ ∏
i:dSi >0
(1− tdSi )(−1)|S|−1vSi
}
. (7.24)
Proof. Let Σf be the dual fan of Γ∞(f) in Rn. Since P (x), Q(x) are convenient, any
face of Rn+ is a cone in it. Then we can construct a smooth subdivision Σ of Σf without
subdividing such cones. In other words, the fan Σ0 in Rn+ formed by all the faces of R
n
+
is a subfan of Σ. Denote by XΣ the smooth toric variety associated to it and containing
X = Cn. Then we obtain the assertion just by applying Theorem 7.1 to the smooth
compactification XΣ ⊃ X of X = Cn.
If moreover Γ∞(Q) ⊂⊂ Γ∞(P ), then the rational function f(x) = P (x)Q(x) is polynomial-
like at infinity in the sense of Definition 7.4 and we obtain also combinatorial descriptions
of the Jordan normal forms for the eigenvalues λ 6= 1 in Φ∞n−1 and its reduced Hodge
spectra at infinity. We leave their precise formulations to the readers.
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A Proof of Lemma 4.3 by Takahiro Saito
In this appendix, we prove Lemma 4.3 in the main paper. For k ∈ Z we set
Lkψ
H
g,λ(M) := ψ
H
g,λ(Wk+1M), Lkψ
H
g,λ(M
′) := ψHg,λ(Wk+1M
′). (A.1)
Recall that the weight filtration W•ψHg,λ(M) of ψ
H
g,λ(M) is the relative monodromy fil-
tration with respect to the filtration L•ψHg,λ(M). Namely for any k ∈ Z the filtration
on GrLkψ
H
g,λ(M) induced by the weight filtration W•ψ
H
g,λ(M) is the monodromy filtration
centered at k. Therefore, it is enough to show that
GrLkψ
H
g,λ(M) = 0 (A.2)
for any k 6= l − 1. Take a sufficiently large k0(> l − 1) such that
Lk0ψ
H
g,λ(M) = ψ
H
g,λ(M), Lk0ψ
H
g,λ(M
′) = ψHg,λ(M
′). (A.3)
Since we have ψHg,λ(M)
∼−→ ψHg,λ(M ′), for such k0 the morphism GrLk0ψHg,λ(M) →
GrLk0ψ
H
g,λ(M
′) is an epimorphism. On the other hand, by the exactness of the functor
ψHg,λ(·), it follows from our assumption on the weights of M that we have GrLk0ψHg,λ(M) =
ψHg,λ(Gr
W
k0+1M) = 0. Therefore, Gr
L
k0ψ
H
g,λ(M
′) is also zero and hence we obtain
ψHg,λ(M
′) = Lk0ψ
H
g,λ(M
′) = Lk0−1ψ
H
g,λ(M
′). (A.4)
Repeating this argument, we get GrLkψ
H
g,λ(M
′) = 0 for any k > l − 1. Similarly, we can
show that GrLkψ
H
g,λ(M
′) = 0 for any k 6= l − 1. This completes the proof.
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