This paper describes a simple mathematical technique that uses a genetic algorithm and least squares optimization to obtain a functional approximation (or computer program) for a given data set. Such an optimal functional form is derived from a pre-defined general functional formulation by selecting optimal coefficients, decision variable functions, and mathematical operators. In the past, functional approximations have routinely been obtained through the use of linear and nonlinear regression analysis. More recent methods include the use of genetic algorithms and genetic programming. An example application based on a data set extracted from the commonly used Moody diagram has been used to demonstrate the utility of the proposed method. The purpose of the application was to determine an explicit expression for friction factor and to compare its performance to other available techniques. The example application results in the development of closed form expressions that can be used for evaluating the friction factor for turbulent pipe flow. These expressions compete well in accuracy with other known methods, validating the promise of the proposed method in identifying useful functions for physical processes in a very effective manner. The proposed method is simple to implement and has the ability to generate simple and compact explicit expressions for a given response function.
INTRODUCTION
The goal in most modeling is to find an optimal balance between model complexity and model applicability by applying basic principles of model parsimony. The principle of parsimony states that we employ the smallest possible number of parameters in a model (Box & Jenkins 1976 ).
Process-based or deductive models can often be comprised of too many parameters that need to be calibrated and can lead to computational expense and added complexity.
Inductive or data-driven models are becoming more and more popular due to their ease of use and simplicity as substitutes for more process-based models in a number of applications. For instance, inductive models may be preferred where (1) computational expense is a critical issue, (2) the process-based deductive model is over-parameterized and cannot be adequately calibrated, non-linear inductive models can be used to fit a mathematical model to a given data set in order to represent a process.
By definition, regression based models are restricted in the sense that the specific form of the function being sought has to be specified such as n-order polynomial, an exponential function, etc. In cases where the dominant functional relationships of the data sets cannot be precisely predetermined, other methods must be investigated.
More recently, inductive models derived using evolutionary and biological principles are becoming increasingly popular. Genetic Algorithms (GA) and Artificial Neural Networks (ANN) are two such evolutionary methods that have found numerous applications in the development and application of inductive models to real world engineering processes. GA represents a class of probabilistic search procedures that use computational methods based on natural evolutionary processes (Goldberg 1989) . ANN-based models represent a digital model of the functional processes of the human brain (Zurada 1992) .
Artificial neural networks can also be thought to be evolutionary in the way that the training weights in the network evolve or are optimized to improve system performance. Each of these models has been found to be particularly powerful in those applications where a large number of solutions are to be evaluated over a shorter period of time.
Genetic programming (GP) is a branch of genetic algorithms (Koza 1992) . It should be noted that GA is not a model-building tool and has been used traditionally for finding optimal values of parameters or decision variables of existing models. Thus while GA use a string of numbers to represent the solution, GP has the capability to create computer programs or models that can turn inputs to outputs from specified building blocks such as mathematical operations and variables. The output from a GP is an empirical model used for approximation whereas the output from a GA is the optimal values of the parameters or decision variables of a known empirical model (Alvarez et al. 2000) . While GP has been successfully used in model building of response functions, they often result in complex expressions for the function sought that are not often simple and easy to use. Also, such expressions can be difficult to interpret and could lead to overfitting problems . The fact that empirical models resulting from GP are of variable size and shape as model structures continuously undergo adaptations from a class of parse trees explains the variability in the resulting optimal model. This is evident in the explicit polynomial approximation model for friction factor in turbulent pipe flow using GP in the work done by Davidson et al. (1999) .
ANN-based models, such as the popular multi-layer feed-forward networks, have also been used to approximate the response of a particular system by training with available data. Such models require considerable data for training and are not favorable for applications where the objective is to obtain a simple, easy to use, and functionally compact approximation. As the number of hidden layers and number of neurons in each hidden layer increases, the functional form extracted from these so-called black-box models can turn out to be a long expression (a linear and non-linear combination of sigmoidal functions) with numerous terms. Other disadvantages of the ANN-based models as pointed out by include parameter estimation and overfitting.
There are limited applications of the use of GA for function approximation. Some of these include the work done by Rogers & Hopfinger (1994) and Shi et al. (1998) .
These include model building as a combination of linear polynomials as well as polynomials of higher order to represent biological activity using physicochemical properties of a series of compounds. More recently, a new technique called Evolutionary Polynomial Regression (EPR) was developed which integrates numerical and symbolic regression to search for an explicit functional approximation of the system being modeled. The disadvantages of GP and ANN mentioned above was one of the key motivations for this new GA-based polynomial functional approximation. EPR uses polynomial structures to formulate functional forms and allows a GA search engine to obtain optimal exponents of such expressions . Considering the limitations and disadvantages of GP and ANN for use in developing models for a given response function, there is motivation to develop data-based inductive models that are simple to implement and produce compact and easy to use explicit expressions.
The work described in this paper is a result of such a motivation, and it describes an evolutionary method based on GA for functional approximation of response functions from a given data set. It is referred to as Fixed Functional Set Genetic Algorithm (FFSGA). The method starts with a general pre-defined functional form, and searches for the optimal (best) computer model (empirical expression) by using a GA to search from a fixed set of functions (of decision variables or model inputs) and mathematical operators (Tufail et al. 2004) . In addition, the structure can include numeric coefficients to provide greater flexibility and accuracy to the resulting model. The basic GA operators used in the search process include the operations of reproduction, crossover, and mutation. FFSGA is different from EPR in that it does not use a polynomial structure for functional approximation, and allows the user to formulate any pre-defined form comprised of functions of model inputs (or combination of such functions), coefficients, and operators. In FFSGA, the user has the ability to control the complexity of the structure by evaluating simple (fewer terms) to complex (greater number of terms) in the formulation. FFSGA also offers the flexibility and diversity to include linear or highly non-linear elementary functions in the library of internal functions provided for the GA search process. FFSGA thus allows a breadth first and depth next search of optimal functions as the user continues to augment the available library of functions according to the performance of the search process. One can argue that the requirement of starting from a general (pre-defined) form is a significant limitation of the proposed approach.
However, the fact that formulating such a starting functional form does not require prior knowledge of the response function and can be achieved with relative ease favors the proposed method. This is demonstrated in the example application discussed later. While the fixed functional framework of the proposed technique may limit the accuracy of the resulting models, such a compromise may be offset by a final model that is simple, compact, and easy to use (Tufail et al. 2004 ).
Inductive models that result in a functional approximation of the response function tend to provide the added benefit of model parsimony. However, it should be realized that not all inductive models (including the ones generated by the proposed approach) are parsimonious in that they 
FUNCTIONAL APPROXIMATION USING GENETIC PROGRAMMING
Evolutionary methods have been successfully used to develop inductive models that fit available data to provide a closed form approximation of the response function. The most successful of these applications have been found in the use of Genetic Programming (GP) which evolves symbolic expressions resulting in a formula for the given data set (Babovic et al. 2001) . GP can be classified as a machinelearning method that induces a population of computer programs or models that improve automatically as they experience the data on which they are trained (Banzhaf et al. 1998) . The most frequently used GP method is socalled symbolic regression proposed by Koza Koza 1992) . Given a set of variables where some variables are dependent on others, GP helps to develop functions or models that relate the dependent and independent variables. GP evolves tree-like solutions in finding the optimal function (or computer program) that best fits the given data set. Each potential function is evaluated with the given data set and is assigned a fitness value based on how well the model fits into the data set. The main distinctive feature of GP is thus its ability to search for a solution to the given problem by changing model structures (tree-like) rather than by finding better values of model parameters or decision variables. An example tree representation for the expression Xþ(Y £ Z) is given in Figure 1 .
These so-called parse trees represent a node -link structure whose nodes are procedures, functions, variables, and constants. In Figure 1 , the variables X, Y, and Z are leaves in the parse tree and belong to the so-called terminal set, while the mathematical operations þ and p are functions and are members of the so-called functional set.
Like genetic algorithms, the genetic operations of crossover and mutation take place in the same manner in GP.
Crossover can be achieved by replacing one or more nodes from one individual with those from another, while mutation can be performed by changing a node's argument or operator function. The result of crossover and mutation operations is the production of two new individuals in which they inherit some characteristics of the parents. The process is continued until the fitness of the entire population increases and converges to finding the nearoptimal solution set. As in most evolutionary algorithms, the models that produce the best fit to the given data set have the greatest opportunity to become parents and produce children. The better models produce the smallest errors, or differences between the calculated output and the observed output. While GP may generate a satisfactory function that reproduces the desired output vector {Y} for a given input vector {X}, there is no guarantee that the resulting model structure obtained by GP will give an insight into the actual working of the system. The general idea of GP can be illustrated as given in Figure 2 . A training data set is fit to evolving computer programs generated by GP and the resulting optimal program is then used to generate output from given inputs. Babovic (1996) 
FIXED FUNCTIONAL SET GENETIC ALGORITHM (FFSGA)
The FFSGA approach starts with a pre-defined functional form which is a combination of numeric coefficients, functions of decision variables (model inputs), and mathematical operators. In the first step, the GA searches for the optimal functions of the decision variables and mathematical operators to obtain the optimal functional components that will constitute the structure of the desired functional form. In The number of such internal functions actually used can be expanded further by introducing more functions or combination of functions. Table 2 gives the corresponding mathematical operators that are available for selection by the FFSGA model.
As seen in Figure 3 , all of the five functional formulations are defined in terms of some function of the decision variables (selected from a set of 15 or more internal functions identified in Table 1 ). For example, "function_1 (E/D)" in functional form #1 can be selected to be any of the 15 internal functions defined in Table 1 , and so on.
Similarly, "operator_1" in functional form #1 can take on any of the five operator values given in Table 2 . The coefficients C 1 , C 2 , and C 3 are double precision real numbers that can take a value from 2999 to þ999.
However, the user can specify any limits deemed appropriate. It should be noted that the internal functions given in Table 1 can be further expanded by including other functions and combinations of functions as deemed necessary by the user. Clearly, a larger set of such functions will facilitate the GA search process, thereby increasing the chances of finding a more optimal functional form that fits a given data set. The basic genetic operations of GA are used to select the best internal functions (from Table 1 ) and best operators (from Table 2 ) for inclusion in each of the five pre-defined functional forms given in Figure 3 . GA work Table 2 , they can be represented by a 3-digit binary string. Note that the maximum decimal value of a 3-digit binary string is 7, and appropriate mapping is performed in the decoding of binary numbers. Similarly, if function_1 through function_4 can have a value between 1 and 15 as given in Table 1 , each of these internal functions can be represented by a 4-digit binary string. Note that the maximum decimal value of a 4-digit binary string is 15. Consequently, for functional form #1, the total length of each solution set (chromosome) will be 31 for this particular illustration and is represented as shown in Table 3 .
For each solution set to be evaluated, the program performs decoding operations to map and assign the corresponding decimal value for each decision variable. For instance, this decoded value can be an integer function value from 1 to 15 for all the functions as defined in Table 1 , and an integer operator value from 1 to 5 for all the operators as defined in Table 2 . Note that if the library of functions in Table   1 is expanded from 15 to a higher number, the length of the solution set (chromosome) will change accordingly.
The FFSGA model evaluates each of the five functional forms (Figure 3) individually. In other words, a separate search is conducted for each of the five formulations. In each case, the model starts with a random selection of solution sets No. of binary digits 3 3 3 3 3
No. of binary digits 4 4 4 4 resulting in an initial population, each corresponding to a set of functions (from Table 1 ) and operators (from Table 2 
STRATEGY FOR DEFINING INITIAL FUNCTIONAL FORM AND INTERNAL FUNCTIONS OF DECISION VARIABLES (MODEL INPUTS)
FFSGA is a general methodology that can be applied to 
EXAMPLE APPLICATION -FRICTION FACTOR FOR TURBULENT FLOW IN PIPES
The calculation of energy (or head) loss in pipe flow is the one of the most frequently calculated quantities in the area of fluid mechanics. For a given pipe with diameter D, the head loss can be calculated using the Darcy -Weisbach equation as follows:
where H L is the head loss in the pipe, f is the friction factor, V is the velocity, D is the pipe diameter, and g is the gravitational constant. The friction factor f depends on the relative 
The most significant drawback of this formula is its implicit nature, i.e. the friction factor f appears on both sides of the Reynolds values selected in equal increments of 100 000 on the interval of 100 000 to 1000 000, and 10 relative roughness values selected in equal increments of 0.001 on the interval of 0.001 to 0.01. This is the same data set that was used for finding an explicit polynomial function for friction factor f using GP by Davidson et al. (1999) , and is used to demonstrate the performance of the FFSGA approach in comparison to the GP approach coupled with polynomial regression. The performance of the explicit functional form using FFSGA will also be compared to the (4)- (8)). Table 4 gives the corresponding MSE values and maximum error of interpolation for the data set analyzed by each of the optimal expressions, namely FFSGA-Function 1 through 5. It is evident from the results that the FFSGA approach produces several compact, and easy to use expressions for obtaining the friction factor f for a given set of Re and E/D in the turbulent flow zone.
Also given in Table 4 are the MSE values for the same data set for the expressions resulting from the GP approach used by Davidson et al. (1999) 
It can be seen in Table 4 that the expressions resulting from the FFSGA approach compete well with all other Table 1 ranges from 500 to 1500.
SENSITIVITY ANALYSIS
As described previously, none of the five general functional forms given in Figure 3 are structured to replicate the Figure 3 ) that replicates the structure of the Swamee and Jain equation. This is done by introducing functions that are dependent both on Re and E/D. This functional form #6 is given by Equation (9) as follows:
The FFSGA model when applied to such a starting functional formulation then finds the optimal functions and operators by a GA search from the available library of functions. The optimal coefficients C 1 through C 8 are obtained by least squares optimization. In one particular solution set resulting from the FFSGA model, the optimal expression obtained returns a 1 for the numerator function (note that one of the elementary functions is 1 as given in Table 1 ) and a logarithmic function in the denominator. The performance of this optimal expression (Equation (10) 
GENERAL REMARKS
The use of inductive models that replicate existing deductive models is gaining popularity and this method provides a simple and useful tool for developing explicit relationships for a response function. This method can serve as a useful candidate for application in areas such as rainfall -runoff modeling, watershed response models (for instance, fecal load and nutrient load estimation), and receiving water models (for instance, DO concentration predictions) (Tufail & Ormsbee 2005) . Given good and reliable observed data (such as discrete and continuous water quality sampling data), the FFSGA approach can be used to develop functional expressions for different response functions.
Such expressions can then be effectively used as inductive models in making quick management decisions without requiring referring to a more complex deductive model. For instance, once an optimal expression is obtained for a response function and validated on an independent data set, it can be easily integrated into an optimization framework to formulate management strategies. Such integration is quite cumbersome and computationally expensive if more complex deductive models are to be used. An added benefit of the approach is that it allows the user to control the complexity of the functional form sought by incorporating fewer or more terms in the starting functional formulation.
Other methods such as GP may be able to develop more accurate expressions, but it may be at the expense of increasing complexity in the form and size of such Table 1 ) and once a particular function provides favorable results, the user can provide various variations of such functions to further diversify the GA search process.
Also, the user can use any prior knowledge of the response function to introduce functions that will facilitate the search process. The resulting optimal structure is then further tuned by obtaining appropriate numeric coefficients using least squares optimization. The example application proves the utility and usefulness of the FFSGA approach and shows that its performance competes well with other methods such as GP. It should be noted here that the purpose of the example application is not to prove that FFSGA necessarily outperforms other methods such as the GP method used by Davidson et al. (1999) or other ANN-based models. In fact,
the purpose is to demonstrate the ability and performance of this conceptually acceptable new approach based on GA for functional approximation. The MSE values reported for expressions generated by FFSGA and other methods are all comparable (up to five or six significant digits). FFSGA competes well and in fact provides a slightly improved MSE when compared to the 2-and 4-term expressions by Davidson et al. (1999) . The expressions with 5 and more terms generated by Davidson et al. (1999) may provide a better MSE but it is at the cost of greater complexity in terms of the number of terms in the functional form.
