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A GENERALIZATION OF THE THEOREMS OF
CHEVALLEY-WARNING AND AX-KATZ
VIA POLYNOMIAL SUBSTITUTIONS
IOULIA N. BAOULINA, ANURAG BISHNOI, AND PETE L. CLARK
Abstract. We give conditions under which the number of solutions of a sys-
tem of polynomial equations over a finite field Fq of characteristic p is divisible
by p. Our setup involves the substitution ti 7→ f(ti) for auxiliary polynomials
f1, . . . , fn ∈ Fq[t]. We recover as special cases results of Chevalley-Warning
and Morlaye-Joly. Then we investigate higher p-adic divisibilities, proving a
result that recovers the Ax-Katz Theorem. We also consider p-weight degrees,
recovering work of Moreno-Moreno, Moreno-Castro and Castro-Castro-Velez.
1. Introduction
We denote the positive integers by Z+ and the nonnegative integers by Z≥0. We
make the standard combinatorial convention that 00 = 1. Let Fq be a finite field of
order q = ps and let F×q = Fq \ {0}.
1.1. Generalizing the Chevalley-Warning theorem. We begin by recalling
the following classical result.
Theorem 1.1 (Chevalley-Warning [Ch35], [War35]). Let P1, . . . , Pr ∈ Fq[t1, . . . , tn]
be nonzero polynomials. Suppose that
∑r
j=1 deg(Pj) < n. Then
p | #{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}.
A polynomial f ∈ Fq[t] is a permutation polynomial if the associated evalu-
ation map E(f) : Fq → Fq given by x 7→ f(x) is a bijection. The following result is
an immediate consequence of Theorem 1.1.
Corollary 1.2. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
f1, . . . , fn ∈ Fq[t] be permutation polynomials. Suppose that
∑r
j=1 deg(Pj) < n.
Then p | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
In this paper we will give a sufficient condition for p to divide
#{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r},
where f1, . . . , fn ∈ Fq[t] are any polynomials. For f ∈ Fq[t], let u(f) be the least
δ ∈ Z+ such that
∑
x∈Fq
f(x)δ 6= 0 if such a δ exists; otherwise let u(f) =∞. Wan,
Shiue and Chen [WSC93] showed that u(f) <∞ implies u(f) ≤ #f(Fq)− 1. From
this and the standard fact that for m ∈ Z+
(1.1)
∑
x∈Fq
xm =
{
−1 if (q − 1) | m,
0 otherwise,
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we see that u(f) = q−1 iff f is a permutation polynomial. We say that f is a WSC
polynomial if u(f) = #f(Fq) − 1 and that f is a weakly WSC polynomial if
u(f) <∞.
Example 1.3. Let m ∈ Z+ and f(t) = tm. Put d = gcd(m, q − 1). Then f(Fq) =
{xm | x ∈ Fq} = {x
d | x ∈ Fq}, so #f(Fq) =
q−1
d + 1. Using (1.1) we get∑
x∈Fq
f(x)δ =
∑
x∈Fq
xmδ 6= 0 iff (q − 1) | mδ, so m · u(f) = lcm(m, q − 1) and
u(f) = (q − 1)/d. Thus f is a WSC polynomial.
Let I ⊆ {1, . . . , n} be nonempty. For a monomial atm11 · · · t
mn
n with a ∈ F
×
q ,
we define the I-degree degI(at
m1
1 · · · t
mn
n ) :=
∑
i∈I mi. For P ∈ Fq[t1, . . . , tn], we
define the I-degree degI(P ) to be the maximum of the I-degrees of its monomial
terms (and degI(0) = −∞).
Here is our first main result.
Theorem 1.4. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
f1, . . . , fn ∈ Fq[t] be any polynomials. Let I ⊆ {1, . . . , n} be a nonempty subset.
Suppose that
(1.2) (q − 1)
r∑
j=1
degI(Pj) <
∑
i∈I
u(fi).
Then p | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Remark 1.5. A polynomial f ∈ Fq[t] is not weakly WSC iff every fiber of the map
x 7→ f(x) has size a multiple of p [WSC93, Remark 2.3], [Tu95, §2.3]. It follows
that the conclusion of Theorem 1.4 holds whenever some fi is not weakly WSC,
without any hypotheses on the I-degrees of the polynomials Pj .
Turnwald showed [Tu95, Proposition 2.3(d)] that for nonconstant f ∈ Fq[t], we
have u(f) ≥ q−1deg(f) and thus also u(f) ≥
⌈
q−1
deg(f)
⌉
. So Theorem 1.4 implies:
Corollary 1.6. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be nonempty. Let f1, . . . , fn ∈ Fq[t] and assume that fi is noncon-
stant for all i ∈ I. Suppose that (q − 1)
∑r
j=1 degI(Pj) <
∑
i∈I
⌈
q−1
deg(fi)
⌉
. Then
p | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
From Theorem 1.4 and the definition of a WSC polynomial, we get:
Corollary 1.7. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be nonempty. Let f1, . . . , fn ∈ Fq[t] with fi a WSC polynomial for
all i ∈ I. Suppose that
(1.3) (q − 1)
r∑
j=1
degI(Pj) <
∑
i∈I
(#fi(Fq)− 1).
Then p | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
From Corollary 1.7 and Example 1.3 we get:
Corollary 1.8. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be nonempty. Let f1, . . . , fn ∈ Fq[t] and assume that fi(t) = t
mi for
mi ∈ Z
+ for all i ∈ I. For i ∈ I, put di = gcd(mi, q − 1). Suppose that
r∑
j=1
degI(Pj) <
∑
i∈I
1
di
.
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Then p | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Taking I = {1, . . . , n}, r = 1 and deg(P1) = 1 in Corollary 1.8 we recover:
Theorem 1.9 (Morlaye [Mo71], Joly [Jo71]). Let a1, . . . , an ∈ F
×
q , b ∈ Fq, and
m1, . . . ,mn ∈ Z
+. For 1 ≤ i ≤ n, put di = gcd(mi, q − 1). Suppose that∑n
i=1(1/di) > 1. Then p | #{(x1, . . . , xn) ∈ F
n
q | a1x
m1
1 + · · ·+ anx
mn
n = b}.
1.2. Higher p-adic Divisibilities. Under the assumptions of Theorem 1.1, Warn-
ing [War35] also proved that either
{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r} = ∅
or
#{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r} ≥ q
n−
∑r
j=1
deg(Pj).
Theorem 1.1 and this second theorem of Warning raise the following questions:
(Q1) Do we always have
q | #{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}?
(Q2) For fixed n, r and deg(P1), . . . , deg(Pr), what is the largest power of p that
always divides #{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}?
Ax [Ax64] answered (Q1) and, when r = 1, (Q2). Katz [Ka71] fully answered (Q2).
Theorem 1.10 (Ax-Katz [Ax64], [Ka71]). (a) Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be
polynomials of positive degree. Suppose that
∑r
j=1 deg(Pj) < n. Then
q⌈(n−
∑r
j=1
deg(Pj))/max1≤j≤r deg(Pj)⌉
divides #{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}.
(b) For all n, r,m1, . . . ,mr ∈ Z
+ there are P1, . . . , Pr ∈ Fq[t1, . . . , tn] with
deg(Pj) = mj for 1 ≤ j ≤ r such that
ordp
(
#{(y1, . . . , yn) ∈ F
n
q | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}
)
= s
⌈
n−
∑r
j=1 deg(Pj)
max1≤j≤r deg(Pj)
⌉
,
where q = ps.
In the setting of Theorem 1.9, Joly conjectured that the analogue of (Q1) has an
affirmative answer, i.e., that q | #{(x1, . . . , xn) ∈ F
n
q | a1x
m1
1 + · · · + anx
mn
n = b}.
The following result of Wan affirms Joly’s conjecture and also addresses (Q2).
Theorem 1.11 (Wan [Wan88]). Let a1, . . . , an∈ F
×
q , b ∈Fq, andm1, . . . ,mn ∈ Z
+.
For 1 ≤ i ≤ n, put di = gcd(mi, q − 1). Then
q⌈
∑n
i=1
(1/di)−1⌉ | #{(x1, . . . , xn) ∈ F
n
q | a1x
m1
1 + · · ·+ anx
mn
n = b}.
It is natural to ask (Q1) and (Q2) in the setting of Theorem 1.4.
Example 1.12. Let I = {1, . . . , n}, q = ps with s ≥ 2, and let n ≥ r ≥ 1. Put
Pj(t1, . . . , tn) = tj for 1 ≤ j ≤ r − 1, and Pr(t1, . . . , tn) = tr · · · tn. Put fi(t) = t
for 1 ≤ i ≤ n− 1, and put fn(t) = t
p − t. The associated map E(fn) : Fq → Fq is
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Fp-linear with kernel Fp, so all nonempty fibers of E(fn) have size p and u(fn) =∞.
Thus the hypothesis (1.2) of Theorem 1.4 holds, yet
#{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}
= qn−r+1 − (q − 1)n−r ·#{x ∈ Fq | fn(x) 6= 0} = q
n−r+1 − (q − 1)n−r(q − p)
≡ (−1)n−rp 6≡ 0 (mod q).
Example 1.13. Let q = 34, n = 3, r = 1, P1(t1, t2, t3) = t1+t2+t3, f1(t) = f2(t) =
t3+t2+1, f3(t) = t
13+t11+t, I = {1, 2, 3}. Then degI(P1) = 1, u(f1) = u(f2) = 40,
u(f3) = 14, and so 80 = (q − 1) degI(P1) < u(f1) + u(f2) + u(f3) = 94. However,
#{(x1, x2, x3) ∈ F
3
34 | P1(f1(x1), f2(x2), f3(x3)) = 0} = 3
3 · 13 · 19 6≡ 0 (mod 34).
However, switching to a different numerical invariant yields a positive answer
to (Q1). For nonconstant f ∈ Fq[t], write f(t) =
∑R
ℓ=1 bℓt
mℓ with bℓ ∈ F
×
q and
mℓ ∈ Z
≥0 (with all mℓ’s pairwise distinct). Define
ω(f) := min
{ R∑
ℓ=1
γℓ
∣∣∣ 0 ≤ γ1, . . . , γR ≤ q − 1 and R∑
ℓ=1
mℓγℓ ∈ (q − 1)Z
+
}
.
We observe that 1 ≤ ω(f) ≤ q − 1. Now we can prove:
Theorem 1.14. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be a nonempty subset such that max1≤j≤r degI(Pj) > 0. Let
f1, . . . , fn ∈ Fq[t] and assume that fi is nonconstant for all i ∈ I. Suppose that
(q − 1)
∑r
j=1 degI(Pj) <
∑
i∈I ω(fi). Then
q⌈(
∑
i∈I(ω(fi)/(q−1))−
∑r
j=1
degI(Pj))/max1≤j≤r degI(Pj)⌉
divides #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Using the fact that
∑R
ℓ=1mℓγℓ ∈ (q − 1)Z
+ in the definition of ω(f) implies∑R
ℓ=1 γℓ ≥ (q − 1)/ deg(f), together with [ZC14, Corollary 2.4], we conclude
(1.4) (q − 1)/ deg(f) ≤ ω(f) ≤ u(f).
Thus the “low degree” hypothesis in Theorem 1.14 is in general more stringent than
in Theorem 1.4 – as must be the case in view of Examples 1.12 and 1.13. However,
the conditions agree in an important case: by [Tu95, Proposition 2.3(d)], we have
(1.5) deg(f) | (q − 1) ⇐⇒ u(f) = ω(f) = (q − 1)/ deg(f).
Via (1.4) and (1.5), Theorem 1.14 implies the following results.
Corollary 1.15. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be nonempty. Let f1, . . . , fn ∈ Fq[t] and suppose that fi is noncon-
stant with deg(fi) | (q−1) for all i ∈ I. Also suppose that (q−1)
∑r
j=1 degI(Pj) <∑
i∈I u(fi). Then
q | #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Corollary 1.16. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be a nonempty subset such that max1≤j≤r degI(Pj) > 0. Let
f1, . . . , fn ∈ Fq[t] and assume that fi is nonconstant for all i ∈ I. Suppose that∑r
j=1 degI(Pj) <
∑
i∈I(1/ deg(fi)). Then
q⌈(
∑
i∈I(1/ deg(fi))−
∑
r
j=1 degI(Pj))/max1≤j≤r degI(Pj)⌉
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divides #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Let m ∈ Z+ and put d = gcd(m, q − 1). Then, for all y ∈ Fq we have
#{x ∈ Fq | x
m = y} = #{x ∈ Fq | x
d = y},
so Corollary 1.16 implies the following result.
Corollary 1.17. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be a nonempty subset such that max1≤j≤r degI(Pj) > 0. Let
f1, . . . , fn ∈ Fq[t] with fi(t) = t
mi for mi ∈ Z
+ for all i ∈ I. For i ∈ I, put
di = gcd(mi, q − 1). Suppose that
∑r
j=1 degI(Pj) <
∑
i∈I(1/di). Then
q⌈(
∑
i∈I(1/di)−
∑
r
j=1 degI(Pj))/max1≤j≤r degI(Pj)⌉
divides #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Taking I = {1, . . . , n} and m1 = · · · = mn = 1 in Corollary 1.17, we recover
Ax-Katz’s Theorem 1.10. Taking I = {1, . . . , n}, r = 1 and deg(P1) = 1, we
recover Wan’s Theorem 1.11. Taking f1(t) = · · · = fn(t) = t, we recover a result of
Cao [Ca12, Corollary 12].
1.3. p-weight Degrees. We will give a further generalization of Theorem 1.10
inspired by the work of Moreno-Moreno [MM93], [MM95]. For positive integers M
and N ≥ 2, let σN (M) be the sum of digits in the base N representation of M . Let
I be a nonempty subset of {1, . . . , n}. For a monomial atm11 · · · t
mn
n with a ∈ F
×
q ,
define wp,I(at
m1
1 · · · t
mn
n ) :=
∑
i∈I σp(mi). For a polynomial P = Q1 + · · · + Qℓ,
where Q1, . . . , Qℓ ∈ Fq[t1, . . . , tn] are monomials, we define the p-weight degree
with respect to I as wp,I(P ) := max1≤k≤ℓ wp,I(Qk). In the case of univariate
polynomials we shall suppress the subscript I.
Theorem 1.18. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be a nonempty subset such that max1≤j≤r wp,I(Pj) > 0. Let
f1, . . . , fn ∈ Fq[t] and assume that fi is nonconstant for all i ∈ I. Suppose that∑r
j=1 wp,I(Pj) ≤
∑
i∈I(1/wp(fi)). Then
p⌈s(
∑
i∈I(1/wp(fi))−
∑
r
j=1 wp,I(Pj))/max1≤j≤r wp,I(Pj)⌉
divides #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Corollary 1.19. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let
I ⊆ {1, . . . , n} be a nonempty subset such that max1≤j≤r wp,I(Pj) > 0. Let
f1, . . . , fn ∈ Fq[t] with fi(t) = t
mi for mi ∈ Z
+ for all i ∈ I. For i ∈ I, put
di = gcd(mi, q − 1). Suppose that
∑r
j=1 wp,I(Pj) <
∑
i∈I(1/σp(di)). Then
p⌈s(
∑
i∈I(1/σp(di))−
∑r
j=1
wp,I(Pj))/max1≤j≤r wp,I(Pj)⌉
divides #{(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
Taking I = {1, . . . , n} and m1 = · · · = mn = 1 in Corollary 1.19 recovers a
result of Moreno and Moreno [MM93, Theorem 1], [MM95, Theorem 1]. Taking
I = {1, . . . , n}, r = 1 and deg(P1) = 1 recovers a result of Moreno and Cas-
tro [MC08, Theorem 10]. Taking f1(t) = · · · = fn(t) = t recovers a result of Castro
and Castro-Velez [CCV12, Theorem 7].
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1.4. Outline of the paper. The proof of Theorem 1.4 is inspired by Ax’s proof
of the Chevalley-Warning Theorem [Ax64]. We discovered Corollary 1.7 with
I = {1, . . . , n} first and proved it using a method inspired by Chevalley’s proof
of his theorem [Ch35] and some polynomial method arguments. The latter proof is
an easy consequence of a new characterization of WSC polynomials (Theorem 2.1)
that has independent interest, so we will give both proofs here. The proof of The-
orem 1.14 is based on ideas and results from [Wan95] and [ZC14].
We prove Theorem 2.1 in §2. The proofs of Corollary 1.7, Theorem 1.4, Theo-
rem 1.14 and Theorem 1.18 are presented in §3, §4, §5 and §6, respectively.
2. A Characterization of WSC polynomials
For a polynomial f ∈ Fq[t], let f(Fq) be its value set. For y ∈ f(Fq), let
e(y) := #{x ∈ Fq | f(x) = y}. Let ϕ(t) =
∏
y∈f(Fq)
(t− y).
Theorem 2.1. For a polynomial f ∈ Fq[t], the following are equivalent:
(a) The polynomial f is WSC.
(b) The polynomial f is weakly WSC, and for all y ∈ f(Fq), we have
(2.1) e(y)ϕ′(y) = C(f) :=
∑
x∈Fq
f(x)u(f) ∈ F×q .
(c) There is C ∈ F×q such that e(y)ϕ
′(y) = C for all y ∈ f(Fq).
Proof. (a) =⇒ (b): Being WSC, f is weakly WSC. The nonempty fibers of E(f)
partition Fq, so
∑
y∈f(Fq)
e(y) = q = 0 ∈ Fq. Put k = u(f) + 1. By definition of
u(f) and C(f), we have∑
x∈Fq
f(x)δ = 0, for all 0 ≤ δ ≤ k − 2,
∑
x∈Fq
f(x)k−1 = C(f).
Since f is a WSC polynomial, we have #f(Fq) = k, so we may write f(Fq) =
{y1, . . . , yk}. Then the above relations are equivalent to the linear system
k∑
j=1
yδje(yj) = 0 for all 0 ≤ δ ≤ k − 2,
k∑
j=1
yk−1j e(yj) = C(f).
The matrix of coefficients has Vandermonde determinant∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
y1 y2 . . . yk
y21 y
2
2 . . . y
2
k
. . . . . . . . . . . . . . . . . . . . . . .
yk−11 y
k−1
2 . . . y
k−1
k
∣∣∣∣∣∣∣∣∣∣
=
∏
1≤i1<i2≤k
(yi2 − yi1) 6= 0.
Applying Cramer’s rule, for all 1 ≤ j ≤ k, we have
(2.2) e(yj) =
(−1)j+kC(f)
∏
1≤i1<i2≤k
i1 6=j,i2 6=j
(yi2 − yi1)∏
1≤i1<i2≤k
(yi2 − yi1)
.
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Since ϕ′(yj) =
∏k
i=1
i6=j
(yj − yi), we have
∏
1≤i1<i2≤k
(yi2 − yi1) =
( ∏
1≤i1<i2≤k
i1 6=j,i2 6=j
(yi2 − yi1)
)( k∏
i=j+1
(yi − yj)
)(j−1∏
i=1
(yj − yi)
)
= (−1)k−jϕ′(yj)
∏
1≤i1<i2≤k
i1 6=j,i2 6=j
(yi2 − yi1).
Substituting this value into (2.2), we obtain e(yj) =
C(f)
ϕ′(yj)
and thus (2.1).
(b) =⇒ (c) is immediate.
(c) =⇒ (a): By a result of Turnwald [Tu95, Proposition 2.8] we have
(2.3) q − u(f)− 1 = deg(g),
where
g(t) :=
(∏
x∈Fq
(t− f(x))
)′
=
( ∏
y∈f(Fq)
(t− y)e(y)
)′
=
( ∏
y∈f(Fq)
(t− y)e(y)−1
)
·
( ∑
y∈f(Fq)
e(y)
∏
z∈f(Fq)\{y}
(t− z)
)
.
The polynomial h(t) :=
∑
y∈f(Fq)
e(y)
∏
z∈f(Fq)\{y}
(t − z) has degree at most
#f(Fq)− 1; moreover, for all y ∈ f(Fq), we have h(y) = C. Thus E(h) is constant
and nonzero on a set of size larger than deg h, so deg h = 0 and
(2.4) deg(g) =
∑
y∈f(Fq)
(e(y)− 1) = q −#f(Fq).
Together (2.3) and (2.4) give u(f) = #f(Fq)−1, that is, f is a WSC polynomial. 
Remark 2.2. As in Example 1.3, let f(t) = tm be a monomial, and let
d = gcd(m, q − 1). Then e(0) = 1 and for all mth powers x ∈ F×q , we have
e(x) = d. So Theorem 2.1 gives ϕ′(0) = −1 and d · ϕ′(x) = −1 for all mth powers
x ∈ F×q . In this case ϕ(t) = t
1+ q−1
d − t, and differentiating and evaluating at x also
gives the result.
3. Proof of Corollary 1.7, following Chevalley
Lemma 3.1. Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials. For 1 ≤ i ≤ n,
let Yi ⊆ Fq be nonempty subsets, and put ϕi(t) :=
∏
y∈Yi
(t− y). Put Y :=
∏n
i=1 Yi
and VY := {(y1, . . . , yn) ∈ Y | Pj(y1, . . . , yn) = 0 for all 1 ≤ j ≤ r}. Suppose that
(q − 1)
∑r
j=1 deg(Pj) <
∑n
i=1(#Yi − 1). Then we have∑
(y1,...,yn)∈VY
1∏n
i=1 ϕ
′
i(yi)
= 0 ∈ Fq.
Proof. This is [Cl14, Theorem 19(a)]. 
Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let I ⊆ {1, . . . , n}
be a nonempty subset. We assume without loss of generality that I = {1, . . . , N}.
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Let f1, . . . , fN ∈ Fq[t] be WSC such that (1.3) holds, and let fN+1, . . . , fn ∈ Fq[t].
Let
X := {(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
For aN+1, . . . , an ∈ Fq, let XaN+1,...,an denote the set
{(x1, . . . , xN ) ∈ F
N
q |P1(f1(x1), . . . , fN (xN ), fN+1(aN+1), . . . , fn(an)) = 0
for all 1 ≤ j ≤ r}.
Since #X =
∑
(aN+1,...,an)∈F
n−N
q
#XaN+1,...,an , it suffices to show that p divides
#XaN+1,...,an for any (aN+1, . . . , an) ∈ F
n−N
q . Fix (aN+1, . . . , an) ∈ F
n−N
q and put
Qj(t1, . . . , tN ) := Pj(t1, . . . , tN , fN+1(aN+1), . . . , fn(an)) ∈ Fq[t1, . . . , tN ]
for all 1 ≤ j ≤ r. Then
XaN+1,...,an= {(x1, . . . , xN ) ∈ F
N
q | Qj(f1(x1), . . . , fN(xN )) = 0 for all 1 ≤ j ≤ r}.
If Q1, . . . , Qr are all identically zero, then XaN+1,...,an = F
N
q , which implies
p | #XaN+1,...,an . Now suppose that not all of Q1, . . . , Qr are identically zero.
Without loss of generality we may assume that Q1, . . . , QM are nonzero polynomials
and QM+1, . . . , Qr are all identically zero. For all 1 ≤ i ≤ N , let Yi := fi(Fq). Let
Y :=
∏N
i=1 Yi and VY := {(y1, . . . , yN) ∈ Y | Qj(y1, . . . , yN ) = 0 for all 1 ≤ j ≤M}.
For 1 ≤ i ≤ N and yi ∈ Yi, let ϕi(t) :=
∏
y∈Yi
(t − y) and ei(yi) := #{xi ∈ Fq |
fi(xi) = yi}. Each (y1, . . . , yN) ∈ VY corresponds to e1(y1) · · · eN (yN ) elements
(x1, . . . , xN ) ∈ XaN+1,...,an with (f1(x1), . . . , fN(xN )) = (y1, . . . , yN). Since
(q − 1)
M∑
j=1
deg(Qj) ≤ (q − 1)
r∑
j=1
degI(Pj) <
N∑
i=1
(#fi(Fq)− 1),
Lemma 3.1 and Theorem 2.1 give
0 =
∑
(y1,...,yN )∈VY
1∏N
i=1 ϕ
′
i(yi)
=
∑
(x1,...,xN )∈XaN+1,...,an
1
e1(f1(x1)) · · · eN (fN (xN ))
·
1∏N
i=1 ϕ
′
i(fi(xi))
=
∑
(x1,...,xN )∈XaN+1,...,an
1∏N
i=1 ei(fi(xi))ϕ
′
i(fi(xi))
=
#XaN+1,...,an∏N
i=1 C(fi)
.
It follows that p | #XaN+1,...,an , completing the proof of Corollary 1.7.
4. Proof of Theorem 1.4, following Ax
Lemma 4.1. Let I ⊆ {1, . . . , n} be a nonempty subset and let f1, . . . , fn ∈ Fq[t].
Let P ∈ Fq[t1, . . . , tn] be a polynomial with degI(P ) <
∑
i∈I u(fi). Then∑
(x1,...,xn)∈Fnq
P (f1(x1), . . . , fn(xn)) = 0.
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Proof. It suffices to consider a monomial P (t1, . . . , tn) = t
m1
1 · · · t
mn
n with∑
i∈I mi <
∑
i∈I u(fi). Then there is j ∈ I such that mj < u(fj), so∑
xj∈Fq
fj(xj)
mj = 0, and hence
∑
(x1,...,xn)∈Fnq
f1(x1)
m1 · · · fn(xn)
mn =
n∏
i=1
( ∑
xi∈Fq
fi(xi)
mi
)
= 0. 
Let P1, . . . , Pr ∈ Fq[t1, . . . , tn] be nonzero polynomials, and let f1, . . . , fn ∈ Fq[t]
be any polynomials such that (1.2) holds. Let
X := {(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
We define Chevalley’s polynomial χ(t1, . . . , tn) =
∏r
j=1(1−Pj(t1, . . . , tn)
q−1), which
has the property that for (y1, . . . , yn) ∈ F
n
q ,
χ(y1, . . . , yn) =
{
1 if P1(y1, . . . , yn) = · · · = Pr(y1, . . . , yn) = 0,
0 otherwise.
Thus
#X ≡
∑
(x1,...,xn)∈Fnq
χ(f1(x1), . . . , fn(xn))
≡
∑
(x1,...,xn)∈Fnq
r∏
j=1
(1− Pj(f1(x1), . . . , fn(xn))
q−1)
≡
∑
(i1,...,ir)∈{0,1}r
∑
(x1,...,xn)∈Fnq
r∏
j=1
(
−Pj(f1(x1), . . . , fn(xn))
q−1
)ij
(mod p).
For all (i1, . . . , ir) ∈ {0, 1}
r, we have
degI
( r∏
j=1
(−P q−1i )
ij
)
≤ (q − 1)
r∑
j=1
degI(Pj) <
∑
i∈I
u(fi),
so p | #X by Lemma 4.1.
5. Proof of Theorem 1.14
Let Kq be the unramified extension of Qp of degree s. Let v : K
×
q → Z be the
corresponding discrete valuation, and let OKq be the valuation ring.
Lemma 5.1. Let x, y ∈ OKq and let n ∈ Z
+. If p | (x−y), then pn+1 | (xp
n
−yp
n
).
Proof. If p | y then also p | x, so pp
n
| (xp
n
− yp
n
). Since pn ≥ n + 1, the result
follows in this case. So suppose that p ∤ y; thus y is a unit in OKq and we may
write xy = 1 + zp for some z ∈ OKq . We have(
x
y
)p
− 1 =
p∑
j=1
(
p
j
)
(zp)j .
For all 1 ≤ j ≤ p, we have p2z |
(
p
j
)
(zp)j, and so v((x/y)p − 1) ≥ 2 + v(z) =
1 + v((x/y)− 1). By induction, for all n ∈ Z+ we have
v((x/y)p
n
− 1) ≥ n+ v((x/y)− 1) ≥ n+ 1.
10 IOULIA N. BAOULINA, ANURAG BISHNOI, AND PETE L. CLARK
That is, pn+1 | (x/y)p
n
− 1, hence pn+1 | (xp
n
− yp
n
). 
Lemma 5.2. Let x ∈ OKq . Then
x(q−1)q
n
≡
{
0 (mod qn) if p | x,
1 (mod qn) if p ∤ x.
Proof. If p | x, then pns | x(q−1)p
ns
. If p ∤ x, then because OKq/pOKq = Fq we have
xq−1 ≡ 1 (mod p). Thus Lemma 5.1 gives x(q−1)q
n
= x(q−1)p
ns
≡ 1 (mod pns+1),
and the result follows. 
Let Tq = {b ∈ Kq | b
q = b} be the set of Teichmu¨ller liftings of Fq in Kq.
Lemma 5.3. Let f ∈ Fq[t] be a nonconstant polynomial and let f˜ denote the
Teichmu¨ller lifting of f to OKq [t]. Write f˜(t) =
∑R
ℓ=1 bℓt
mℓ , where bℓ ∈ OKq \ {0}
and mℓ ∈ Z
≥0. For δ ∈ Z≥0, we have
∑
x∈Tq
f˜(x)δ = qf˜(0)δ + (q − 1)
∑
∑
R
ℓ=1 δℓ=δ∑R
ℓ=1
mℓδℓ∈(q−1)Z
+
δ!
δ1! · · · δR!
bδ11 · · · b
δR
R .
Proof. This is a direct consequence of [ZC14, Proposition 2.2]. 
Lemma 5.4 ([MSCK04], Proposition 11). For L,M,N ∈ Z≥0 with N ≥ 2,
(a) σN (L) + σN (M) ≥ σN (L+M);
(b) σN (L)σN (M) ≥ σN (LM);
(c) if L ∈ (q − 1)Z+ then σp(L) ≥ σp(q − 1) = s(p− 1).
Let X := {(x1, . . . , xn) ∈ F
n
q | Pj(f1(x1), . . . , fn(xn)) = 0 for all 1 ≤ j ≤ r}.
We have #X = #{(x1, . . . , xn) ∈ T
n
q | Pj(f1(x1), . . . , fn(xn)) ≡ 0 (mod p) for all
1 ≤ j ≤ r}, where, by a slight abuse of notation, Pj is used to denote the Teichmu¨ller
lifting of Pj to OKq [t1, . . . , tn] and fi is used to denote the Teichmu¨ller lifting of fi
to OKq [t]. Applying Lemma 5.2, we obtain
#X ≡
∑
(x1,...,xn)∈Tnq
r∏
j=1
(1 − Pj(f1(x1), . . . , fn(xn))
(q−1)qn)
≡
∑
(i1,...,ir)∈{0,1}r
∑
(x1,...,xn)∈Tnq
r∏
j=1
(
−Pj(f1(x1), . . . , fn(xn))
(q−1)qn
)ij
(mod qn),
and thus by induction on r it suffices to show that
q⌈(
∑
i∈I(ω(fi)/(q−1))−
∑r
j=1
degI(Pj))/max1≤j≤r degI(Pj)⌉
divides
A :=
∑
(x1,...,xn)∈Tnq
r∏
j=1
Pj(f1(x1), . . . , fn(xn))
(q−1)qn .
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Write Pj(t1, . . . , tn) =
∑Lj
k=1 ajkt
h1jk
1 · · · t
hnjk
n , where ajk ∈ OKq \ {0} and
hijk ∈ Z
≥0, 1 ≤ i ≤ n, 1 ≤ j ≤ r, 1 ≤ k ≤ Lj. Using the multinomial theo-
rem and interchanging the order of summation, we obtain
A =
∑
β11+···+β1L1=(q−1)q
n
...
βr1+···+βrLr=(q−1)q
n
[( r∏
j=1
((q − 1)qn)!
βj1! · · ·βjLj !
a
βj1
j1 · · · a
βjLj
jLj
)
(5.1)
×
( n∏
i=1
∑
xi∈Tq
fi(xi)
∑
r
j=1
∑Lj
k=1
hijkβjk
)]
.
Using Legendre’s formula ordp(m!) = (m− σp(m))/(p− 1) (for a proof, see [LN83,
Lemma 6.39]) and Lemma 5.4(c), we find
ordp
(
((q − 1)qn)!
βj1! · · ·βjLj !
)
=
1
p− 1
(
(q − 1)qn − s(p− 1)−
Lj∑
k=1
(βjk − σp(βjk))
)
(5.2)
=
1
p− 1
Lj∑
k=1
σp(βjk)− s.
For i ∈ I, write fi(t) =
∑Ri
ℓ=1 biℓt
miℓ with biℓ ∈ OKq \ {0} and miℓ ∈ Z
≥0. By
Lemma 5.3,
(5.3)
∑
xi∈Tq
fi(xi)
∑
r
j=1
∑Lj
k=1
hijkβjk = qfi(0)
∑
r
j=1
∑Lj
k=1
hijkβjk + (q − 1)Bi,
where
(5.4) Bi :=
∑
∑Ri
ℓ=1
γiℓ=
∑r
j=1
∑Lj
k=1
hijkβjk
∑Ri
ℓ=1
miℓγiℓ∈(q−1)Z
+
(∑r
j=1
∑Lj
k=1 hijkβjk
)
!
γi1! · · · γiRi !
bγi1i1 · · · b
γiRi
iRi
.
Without loss of generality we may assume that I = {1, . . . , N} and ordp(Bi) < s
for 1 ≤ i ≤ M and ordp(Bi) ≥ s for M + 1 ≤ i ≤ N , with 0 ≤ M ≤ N . Now we
examine the case 1 ≤ i ≤M . In this case Bi 6= 0. We have
(5.5)
Ri∑
ℓ=1
miℓγiℓ ∈ (q − 1)Z
+ for all 1 ≤ i ≤M.
Again using Legendre’s formula, we obtain
(5.6) ordp
((∑r
j=1
∑Lj
k=1 hijkβjk
)
!
γi1! · · · γiRi !
)
=
1
p− 1
( Ri∑
ℓ=1
σp(γiℓ)−σp
( r∑
j=1
Lj∑
k=1
hijkβjk
))
.
Furthermore,
∑Ri
ℓ=1miℓγiℓp
ν ∈ (q − 1)Z+ for all 0 ≤ ν ≤ s − 1 and 1 ≤ i ≤ M .
Since γ ≡ σq(γ) (mod q − 1) and σq(γ) = 0 iff γ = 0, the above relations imply
that for all 0 ≤ ν ≤ s− 1 and 1 ≤ i ≤M , we have
∑Ri
ℓ=1miℓσq(γiℓp
ν) ∈ (q− 1)Z+,
and thus
∑Ri
ℓ=1 σq(γiℓp
ν) ≥ ω(fi). Summing over i, we obtain
(5.7)
M∑
i=1
ω(fi) ≤
M∑
i=1
Ri∑
ℓ=1
σq(γiℓp
ν).
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Using Lemma 5.4(a) and the fact that
∑M
i=1 hijk ≤ degI(Pj), we see that
M∑
i=1
σq
( r∑
j=1
Lj∑
k=1
hijkβjkp
ν
)
≤
r∑
j=1
Lj∑
k=1
σq(βjkp
ν)
M∑
i=1
hijk(5.8)
≤
r∑
j=1
degI(Pj)
Lj∑
k=1
σq(βjkp
ν)
= (q − 1)
r∑
j=1
degI(Pj)
+
r∑
j=1
degI(Pj)
( Lj∑
k=1
σq(βjkp
ν)− (q − 1)
)
.
Since
∑Lj
k=1 βjkp
ν = (q − 1)qnpν , 1 ≤ j ≤ r, we have
∑Lj
k=1 σq(βjkp
ν) ∈ (q − 1)Z+.
Hence
∑Lj
k=1 σq(βjkp
ν)− (q − 1) ≥ 0 for all 1 ≤ j ≤ r, and (5.8) implies
(q − 1)
r∑
j=1
degI(Pj) ≥
M∑
i=1
σq
( r∑
j=1
Lj∑
k=1
hijkβjkp
ν
)
−
(
max
1≤j≤r
degI(Pj)
) r∑
j=1
( Lj∑
k=1
σq(βjkp
ν)− (q − 1)
)
.
Subtracting this from (5.7) yields
M∑
i=1
ω(fi)− (q − 1)
r∑
j=1
degI(Pj)(5.9)
≤
M∑
i=1
( Ri∑
ℓ=1
σq(γiℓp
ν)− σq
( r∑
j=1
Lj∑
k=1
hijkβjkp
ν
))
+
(
max
1≤j≤r
degI(Pj)
) r∑
j=1
( Lj∑
k=1
σq(βjkp
ν)− (q − 1)
)
.
Since
∑Ri
ℓ=1 γiℓp
ν =
∑r
j=1
∑Lj
k=1 hijkβjkp
ν , appealing to Lemma 5.4(a) we de-
duce that
∑Ri
ℓ=1 σq(γiℓp
ν) − σq
(∑r
j=1
∑Lj
k=1 hijkβjkp
ν
)
is a nonnegative multiple
of q − 1 for all 1 ≤ i ≤ M . Recalling that
∑Lj
k=1 σq(βjkp
ν) ≡ 0 (mod q − 1) and
max1≤j≤r degI(Pj) > 0, we see from (5.9) that
M∑
i=1
Ri∑
ℓ=1
σq(γiℓp
ν)−
M∑
i=1
σq
( r∑
j=1
Lj∑
k=1
hijkβjkp
ν
)
+
r∑
j=1
Lj∑
k=1
σq(βjkp
ν)− r(q − 1)
≥ (q − 1)
⌈∑M
i=1(ω(fi)/(q − 1))−
∑r
j=1 degI(Pj)
max1≤j≤r degI(Pj)
⌉
.
Summing over ν and using the fact (see [Wan95, p. 50]) that for any γ ≥ 0 we have
s−1∑
ν=0
σq(γp
ν) =
q − 1
p− 1
σp(γ),
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we deduce that
1
p− 1
( M∑
i=1
Ri∑
ℓ=1
σp(γiℓ)−
M∑
i=1
σp
( r∑
j=1
Lj∑
k=1
hijkβjk
)
+
r∑
j=1
Lj∑
k=1
σq(βjk)
)
− rs
≥ s
⌈∑M
i=1(ω(fi)/(q − 1))−
∑r
j=1 degI(Pj)
max1≤j≤r degI(Pj)
⌉
.
Combining the last inequality with (5.1)–(5.4) and (5.6) and recalling that
ω(fi) ≤ q − 1 for all 1 ≤ i ≤ N , we conclude that
ordp(A) ≥ s
⌈∑M
i=1(ω(fi)/(q − 1))−
∑r
j=1 degI(Pj)
max1≤j≤r degI(Pj)
⌉
+ s(N −M)
≥ s
⌈∑N
i=1(ω(fi)/(q − 1))−
∑r
j=1 degI(Pj)
max1≤j≤r degI(Pj)
⌉
,
and so q⌈(
∑
i∈I(ω(fi)/(q−1))−
∑r
j=1
degI(Pj))/max1≤j≤r degI(Pj)⌉ divides A.
6. Proof of Theorem 1.18
We now give the proof of Theorem 1.18, retaining the setup and notation of
the previous section. Proceeding as in the proof of Theorem 1.14 and applying
Lemma 5.4 to (5.5), we conclude that
(6.1)
Ri∑
ℓ=1
σp(miℓ)σp(γiℓ) ≥ s(p− 1) for all 1 ≤ i ≤M.
Since σp(miℓ) ≤ wp(fi), we deduce that
∑Ri
ℓ=1 σp(γiℓ) ≥ s(p − 1)/wp(fi) for all
1 ≤ i ≤M . Summing this over i = 1, . . . ,M , we find that
(6.2)
M∑
i=1
s(p− 1)
wp(fi)
≤
M∑
i=1
Ri∑
ℓ=1
σp(γiℓ).
Using Lemma 5.4(a, b) and the fact that
∑M
i=1 σp(hijk) ≤ wp,I(Pj), we see that
M∑
i=1
σp
( r∑
j=1
Lj∑
k=1
hijkβjk
)
≤ s(p− 1)
r∑
j=1
wp,I(Pj)(6.3)
+
r∑
j=1
wp,I(Pj)
( Lj∑
k=1
σp(βjk)− s(p− 1)
)
.
Since
∑Lj
k=1 βjk = (q − 1)q
n, parts (a) and (c) of Lemma 5.4 yield
∑Lj
k=1 σp(βjk) ≥
s(p− 1), j = 1, . . . , r. Now (6.3) implies
s(p− 1)
r∑
j=1
wp,I(Pj) ≥
M∑
i=1
σp
( r∑
j=1
Lj∑
k=1
hijkβjk
)
−
(
max
1≤j≤r
wp,I(Pj)
) r∑
j=1
( Lj∑
k=1
σp(βjk)− s(p− 1)
)
.
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Subtracting this from (6.2) gives
M∑
i=1
s(p− 1)
wp(fi)
− s(p− 1)
r∑
j=1
wp,I(Pj)(6.4)
≤
M∑
i=1
( Ri∑
ℓ=1
σp(γiℓ)− σp
( r∑
j=1
Lj∑
k=1
hijkβjk
))
+
(
max
1≤j≤r
wp,I(Pj)
) r∑
j=1
( Lj∑
k=1
σp(βjk)− s(p− 1)
)
.
Since
∑Ri
ℓ=1 γiℓ =
∑r
j=1
∑Lj
k=1 hijkβjk, appealing to Lemma 5.4(a) we deduce that∑Ri
ℓ=1 σq(γiℓ) − σq
(∑r
j=1
∑Lj
k=1 hijkβjk
)
≥ 0 for all 1 ≤ i ≤ M . Recalling that
max1≤j≤r wp,I(Pj) > 0, we conclude that
1
p− 1
( M∑
i=1
Ri∑
ℓ=1
σp(γiℓ)−
M∑
i=1
σp
( r∑
j=1
Lj∑
k=1
hijkβjk
)
+
r∑
j=1
Lj∑
k=1
σp(βjk)
)
− rs
≥ s ·
∑M
i=1(1/wp(fi))−
∑r
j=1 wp,I(Pj)
max1≤j≤r wp,I(Pj)
.
Combining the last inequality with (5.1)–(5.4) and (5.6), we see that
ordp(A) ≥ s ·
∑M
i=1(1/wp(fi))−
∑r
j=1 wp,I(Pj)
max1≤j≤r wp,I(Pj)
+ s(N −M)
≥ s ·
∑N
i=1(1/wp(fi))−
∑r
j=1 wp,I(Pj)
max1≤j≤r wp,I(Pj)
.
Thus p⌈s(
∑
i∈I(1/wp(fi))−
∑
r
j=1 wp,I(Pj))/max1≤j≤r wp,I(Pj)⌉ divides A.
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