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に有益な情報に変換することをめざす Global Earth 
Observation System of Systems（GEOSS）の 10 年












































































































の Wageningen グループ，アメリカの IBSNAT グ
ループ，オーストラリアの APSRU グループの 3 つ
が挙げられる．Wageningen グループと IBSNAT
グループは 1991 年に協力関係を結び，1994 年に
International Consortium for Agricultural Systems 
Applications（ICASA） (25) が 設 立 さ れ た．1993 年
に 10 年間の IBSNAT プロジェクトが終了した






Wageningen での作物モデル開発は，de Wit と，
Department of Theoretical Production Ecology 
of the Wageningen Agricultural University（TPE-
WAU）と DLO-Research Institute for Agrobiology 
and Soil Fertility（AB-DLO）の彼の同僚によって
始められた (39)．その後に続くモデルを含めて ‘School 































いた群落光合成モデル (157) を数値モデル化 (38) し，作
物成長の動的モデルの基礎とした．そのため，‘School 
of de Wit’ のモデルの多くは光合成駆動である．主
なモデルとして以下のものがある．1960 年代はモ
デル開発の予備段階であり，光合成モデルである




成 長 と 蒸 散 の モ デ ル で あ る Basic Crop Growth 
Simulator（BACROS） (41) が ELCROS を発展させて
開発された．BACROS からは 1 日の光合成，呼吸，
蒸散をシミュレートするための Simulation of Daily 
Photosynthesis and Transpiration（PHOTON） が
派生した．
1980 年代は要約段階となり，作物パラメータに
よって多くの作物に対応した Simple and Universal 
田中慶：農業シミュレーションモデルにおける分散協調システムのためのフレームワークに関する研究 5
Crop growth Simulator（SUCROS） (275) が開発され
た．SUCROS には生産レベル 1 のための SUCROS1
と，生産レベル 2 のための SUCROS2 の 2 種類が
ある．SUCROS は SUCROS87 を経て，最新版が
SUCROS97 (281) で，FST〈III.2.2）〉のソースコード
を Wageningen 大学の Web サイトからダウンロー
ドできる (286)．また，SUCROS はモデルとソフトウェ
ア品質の改善のテストにも利用された．
WOFOST (276) は SUCROS か ら 派 生 し た 最 初
の実運用指向モデルで，ユーザフレンドリなイ
ンタフェースを持ち，ヨーロッパの生産力調査
に お い て 成 功 を 収 め た．Modules of an Annual 
Crop Simulator（MACROS） (201) は Simulation and 











図 1  作物モデルの系図と開発グループの関係 
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（IRRI）と Wageningen 大学により，MACROS と
SUCROS をもとにして開発された熱帯低地の水稲
生育モデルである．最初に開発された ORYZA1 (129) 
は潜在収量を求めるモデルで，その後，水ストレス
ありの場合の ORYZA_W (300)，窒素ストレスありの
場合の ORYZA_N (46)，ORYZA1N (4)，窒素ストレス
ありで低日射量の場合の ORYZA_0 (263) が開発され
た．その後，すべての種類の ORYZA が統合され，
ORYZA2000 (27) となった．
ORYZA は 1994 年 に リ リ ー ス さ れ て 以
降，ORYZA2000（2001），v2.0（2003），v2.1
（2004），v2.13（2009）と改良が重ねられている．
ORYZA2000 は IRRI の Web ページからダウンロー
ドできる (105)．
図 2 は SUCROS の生産レベル 1 の場合を，フロー
ダイアグラム (53,137) で示したものである．フローダ











International Benchmark Sites Network for 




















Decision Support System for Agrotechnology 
Transfer（DSSAT） (113,115) は，CROPGRO (23,24) や












利用されてきた．また，対象作物は 11 から 27 に増
加している．現在は ICASA によって DSSAT の研
修活動や更新が行われている．DSSAT は ICASA
の Web ページから購入できる (103)．
（3）　APSRU グループ
Agricultural Production Systems Research 











Agricultural Production Systems Simulator
（APSIM） (150,116) は，CERES-Maize (112) をモジュール
化しつつ，3 点のモデル開発優先事項を満たすよう
に開発された AUSIM (149) と，土壌浸食の影響を評
価する PERFECT (140) を統合して開発された．
APSIM は 1994 年にリリースされて以降，v5.3
（2007），v6.0（2008），v7.0（2009）と改良が重ねら
































































CropSyst は 1992 年にリリースされて以降，v1
（1993），v2（1998），v3（2000），v4（2005）と改良
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1/2 になる気温，Lc は限界日長，A は温度係数，B
は日長係数で，品種ごとに用意されるパラメータで
ある．DVI 値の 0 は出芽を，1 は出穂を意味してい
る． 
また，作物の物質生産を考える際に重要となるの
が光合成モデル (38) であるが，国内で de Wit に先駆
けて，門司・佐伯により植物群落の光合成モデル (157) 
が研究されていた．この段階で開発された水稲生育





Simulation Model for Rice-Weather Relations（SIMRIW） 
(95,97) である．SIMRIW は発育速度の計算において，
日長感応性の時期であるかと，発育相が栄養成長相
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DVR は気温 T と日長 L の関数である．G は出穂
までの最小日数，Th はある日長条件下で発育速度
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DVI を求める式は式 2 と同じである．DVI 値の 0
は出芽（Emergence），1は幼穂分化（Panicle Initiation），
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DVR は式 1 と同様に気温 T と日長 L の関数であ
る．Gj は各発育相の最小日数，Thj はある日長条
件下で発育速度が 1/2 になる温度，Lcj は限界日
長，Aj は温度 Bj は日長係数，DVI1* は日長
に感応し始める発育指数，DVI2* は日長感応性を
失う発育指数で，品種ごとに用意されるパラメー




DVI を求める式 式 2 と同じである．DVI 値の
























1975 年 に 計 算 機 ベ ー ス の 最 初 の Integrated 
Pest Management（IPM） 用 の 情 報 発 信 シ ス テ
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デル ● ● － 
CERES-Rice 
(DSSAT) (214) 
IBSNAT プロジェクトで Michigan 州立大学が
DSSAT 用に開発したモデル ● ● ● 
WOFOST (276) 
世界食料生産可能量の研究のために，CWFS と
Wageningen 大学が開発したモデル ● ● ● 
MACROS (201) 
SARP プロジェクトで開発され，CSMP のモジュ





Rice Clock (57) 
揚子江流域で 4 品種を対象に開発した出穂期を
求める簡易モデル ● － － 
ORYZA (129) 
SARPプロジェクトで IRRIとWageningen大学が
開発したモデル ● ● ● 
RICAM (306) Rice Growth Calendar Simulation Model ●   
VSM (124)   Very Simple Model ● － － 
RLRice (55) 
タイの天水田（Rainfed Lowland）における




するために利用されているモデル ● － － 
JAPONICA (79) 窒素の影響を考慮したモデル ● － ● 
RICEPSM (302) Rice Population Simulation Model ●  ● 
TRYM (297) Temperature Rice Yield Model ●   
CropSyst (33) プロセスベースの作物モデル ● ● ● 
GEMRICE (98) 
Genotype by Environment simulation Model for 
RICE遺伝子型－環境相互作用を考慮したモデル ●   
PRYSBI (108) 
Process-based Regional-scale Rice Yield Simulator 
with Bayesian Inference 広域収量予測モデル ●   
RiceGrow (262) 
Physiological Development Time（PDT）を用いた
Rice Clock の発展モデル ● ● ● 
田中慶：農業シミュレーションモデルにおける分散協調システムのためのフレームワークに関する研究 11
が FORTRAN で 開 発 さ れ た (29,132)．DSSAT で 利
用 さ れ る WeatherMan (202,296) は，WGEN (210,211) と
SIMMETEO (61) を含む気象ジェネレータである．


















































は，水稲生育モデルの Leaf Area Index（LAI）と
相互作用しながら計算される．
（4）　葉の濡れモデル



















ア メ ダ ス（Automated Meteorological Data 
Acquisition System; AMeDAS） (119) の観測地点は約
850 地点で，設置間隔は約 21km（降水量のみなら
約 1300 地点，約 17km）あり，国内の地形の複雑
さを考慮すると，十分な設置間隔とはいえない．圃
場の周辺の気象観測地点を作物モデルで利用する場









ま た， 全 球 で は The global dataset of Solar 
Radiation (SR) and Temperature of near surface 













タセット（Minimum Data Set; MDS）として表 2
のように定義された (99)．また，農業モデルの分析






























































































表 2  最小データセット (99) 
  








校正用データ 実行用データ + 発芽日，開花日，成熟日，LAI，乾物重，病害虫被害 





表 3  最小データセットの対象モデルによる階層 (172) 
  

















































































































う Model を呼び出し，更新を行う View に通知する
のが Controller である．
田中慶：農業シミュレーションモデルにおける分散協調システムのためのフレームワークに関する研究 15
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† Garci Rodríguez de Montalvo による Amadis de Gaula は 14 世紀頃にスペイン語で書かれた騎士道物語である．


























調システムを英語名から Agricultural Models and 












































































































1）  AMADIS サーバ










































Model） (221) の一種である潜在意味解析法（Latent 


















































































































































MetBroker は Laurenson らによって開発が行われ，






















MetBroker は Java のインタフェースのみ提供し
ていたが，SOAP (284) のインタフェースも提供する
ようになったため，様々なプログラミング言語から
利用可能である．MetBroker の Web ページ (176) で





















































































気象官署  154 ●■ ●■ ●■ ●■ ●■   ●■
アメダス (119)  2065 ●■ ●■ ●■     ●■
フィールドサーバ (87)  37 ● ● ● ● ● ● ●  
北海道農業研究センタ  ー  1 ● ● ● ● ● ●  ● 
北海道芽室町マメダス  8 ● ● ● ● ●   ● 
神奈川県農林水産情報センタ  ー  14 ●■ ●■ ●■ ●■ ●■ ●■  ●■
千葉県農林総合研究センタ  ー  2 ● ● ● ● ● ● ● ● 
和歌山県雨量現況  137  ●       
NOAA/WMO (173,298)  19431 ■ ■ ■      
WRDC (World Radiation Data Center) (301)  1002 ■ ■ ■ ■ ■    
Global Dataset of DR and TR  64800 ■ ■  ■     
ソウル大学  11 ●■ ●■ ●■ ●■ ●■ ●■ ●■  
フィールドサーバ（タイ）  82 ● ●  ● ●    
フロリダ農業気象ネットワーク  29 ● ● ● ● ● ●   
ジョージア農業気象ネットワーク  39 ■ ■       
オレゴン IPPC (Integrated Plant Protection Center)  152 ■ ■       
南アフリカ砂糖会  12 ■ ■ ■ ■ ■    
●：時別値  ■：日別値 を観測（一部の観測地点では観測していない気象要素がある） 
  













public class MetBrokerDemo{ 
 public static void main(String[] args){ 
  MetBrokerHTTP broker = null; 
  String sessionID = null; 
  try{ 
   String host = "www.agmodel.org"; 
   broker = new MetBrokerHTTP(host, 80); 
   Locale locale = Locale.getDefault(); 
   String language = locale.getLanguage(); 
   String country = locale.getCountry(); 
   String encoding = System.getProperty("file.encoding"); 
   sessionID = broker.getConnection("test", language, country, encoding); 
   System.out.println("MetBroker に接続しました．(sessionID = " + sessionID + ")¥n"); 
 
   MetSourceDetail[] sources = broker.listMetSourceDetails(sessionID); 
   System.out.println("データベースリストを表示します．"); 
   for(int i=0; i<sources.length; i++) 
    System.out.println(sources[i]); 
 
   String sourceID = "amedas"; 
   String regionID = "08"; 
   WeatherStation[] stations = broker.listStations(sessionID, sourceID, regionID); 
   System.out.println("¥nアメダスの気象観測地点リストを表示します．"); 
   for(int i=0; i<stations.length; i++) 
    System.out.println(stations[i]); 
 
   Calendar start = new GregorianCalendar(2010, Calendar.APRIL, 1); 
   Calendar end = (Calendar)start.clone(); 
   end.add(Calendar.MONTH, 1); 
   Interval interval = new Interval(start.getTime(), end.getTime()); 
   MetDuration resolution = MetDuration.DAILY; 
   Set<MetElement> elements = new HashSet<MetElement>(); 
   elements.add(MetElement.AIRTEMPERATURE); 
   elements.add(MetElement.RAIN); 
   String stationID = "40336"; //つくば 
   boolean summarise = true; //集計機能を利用 
   boolean interpolation = false; //補完機能を利用せず 
 
   StationMetRequest stmr = new StationMetRequest(interval, elements, resolution, 
           sourceID, stationID, summarise, interpolation); 
   System.out.println("¥nリクエストの内容" + stmr + "¥n"); 
 
   StationDataSet data = broker.supplyMetData(sessionID, stmr); 
 
   DateFormat df = DateFormat.getDateInstance(); 
   String str = data.dumpDuration(df, ",¥t", "¥n", "日時","欠測"); 
   System.out.println(str); 
 
   Location2D nw = new Location2D(36.8683, 139.7167); 
   Location2D se = new Location2D(35.89, 140.77); 
   GeographicalArea area = new GeographicalBox(nw, se); 
   SpatialMetRequest spmr = new SpatialMetRequest(interval, elements, resolution, 
           area, summarise, interpolation); 
   System.out.println("リクエストの内容” + spmr + "¥n"); 
 



































図 8―2  MetBrokerを利用するサンプルプログラム 
MetBroker に接続後，データベースリストと気象観測地点リストを出力し，リクエストによって MetBroker から気象データ
を取得して出力するサンプルプログラム． 
コンパイル方法 javac –classpath genericbroker.jar MetBrokerDemo.java 
実行方法   java –classpath .;genericbroker.jar MetBrokerDemo 
  
   JigsawQuantity jqTemp, jqRain; 
   NumberFormat nf = new DecimalFormat("0.00"); 
   String devoid = "x"; //欠測値 
   String delimiter = "¥t¥t"; //区切り文字 
   for(int i=0; i<sms.getNumberOfStations(); i++){ 
    data = sms.getStationDataSet(i); 
    WeatherStation station = data.getWeatherStation(); 
    AirTemperature temp = (AirTemperature)data.getSequence(MetElement.AIRTEMPERATURE); 
    Rain rain = (Rain)data.getSequence(MetElement.RAIN); 
    System.out.println("¥n"+ station.getMetSourceName() +" "+ station.getPlaceName()); 
    System.out.println("¥t¥t最低気温(℃)¥t最高気温(℃)¥t平均気温(℃)¥t降水量(mm)"); 
    if(temp != null || rain != null){ 
     Interval inte = new Interval(start.getTime(), Duration.ONE_DAY); 
     while(interval.encompasses(inte)){ 
      String date = df.format(inte.getEnd()); 
      System.out.print(date +"¥t"); 
      if(temp != null){ 
       jqTemp = temp.getMinimum(inte); 
       System.out.print((jqTemp.getCoverage() > JigsawQuantity.DEVOID ? 
           nf.format(jqTemp.getAmount()) : devoid) + delimiter); 
       jqTemp = temp.getMaximum(inte); 
       System.out.print((jqTemp.getCoverage() > JigsawQuantity.DEVOID ? 
           nf.format(jqTemp.getAmount()) : devoid) + delimiter); 
       jqTemp = temp.getAverage(inte); 
       System.out.print((jqTemp.getCoverage() > JigsawQuantity.DEVOID ? 
           nf.format(jqTemp.getAmount()) : devoid) + delimiter); 
      } 
      if(rain != null){ 
       jqRain = rain.getTotal(inte); 
       System.out.print((jqRain.getCoverage() > JigsawQuantity.DEVOID ? 
           nf.format(jqRain.getAmount()) : devoid)); 
      } 
      System.out.println(""); 
      inte = new Interval(inte.getEnd(), Duration.ONE_DAY); 
     } 
    } 
   } 
  } 
  catch(Exception e){e.printStackTrace();} 
  finally{ 
   try{ 
    if(broker != null){ 
     broker.disconnect(sessionID); 
     System.out.println("MetBroker との接続を切断しました． 
           (sessionID = " + sessionID + ")¥n"); 
    } 
   } 
   catch(Exception e){} 















図 9  図 8のサンプルプログラムの実行結果 
図中の番号は，図 8 中の番号に対応している． 
  











40242 筑波山  lat:36.2233 lon:140.1017 alt:868.0 
40243 筑波山  lat:36.2233 lon:140.1017 alt:868.0 
・・・ 
40341 土浦  lat:36.095 lon:140.2067 alt:26.0 





 2010/04/01 0:00:00 - 2010/05/01 0:00:00 
 elements 気温  雨量 
 resolution 日別値 
 Summarise true Interpolate false 
 source amedas station 40336 
 
dumpDuration start 2010/04/01 end 2010/05/01 
 
日時, 気温, , , 雨量 
, 最小, 最大, 平均, 合計 
, (℃), (℃), (℃), (mm) 
2010/04/02, 1.9, 20.7, 12.458, 0 





 2010/04/01 0:00:00 - 2010/05/01 0:00:00 
 elements 気温  雨量 
 resolution 日別値 
 Summarise true Interpolate false 




 最低気温(℃) 最高気温(℃) 平均気温(℃) 降水量(mm) 
2010/04/02 3.60 20.40 12.94 0.00 
2010/04/03 8.50 19.80 13.52 2.50 
 
アメダス つくば 
 最低気温(℃) 最高気温(℃) 平均気温(℃) 降水量(mm) 
2010/04/02 1.90 20.70 12.46 0.00 


















Document Object Model（DOM） や Simple API 




作には DOM でも良いが，1 日当り 1 万行を超える
フィールドサーバの 1 年分のデータ処理では 10 分

























図 10  フィールドサーバが観測して記録した気象データ 
フィールドサーバは観測した気象データをXML 形式でサーバに蓄積する． 
One_Day_Data 要素は 1 つの Object 要素と複数の Data 要素を持ち，1 日分の観測データが記録される．Object 要素にはフィ
ールドサーバの情報が記録され，Data 要素には 1 回分の観測データが，生データと，気象値に変換したデータとして記録され
る． 
  
<?xml version="1.0" encoding="Shift_JIS" ?> 






















































































法（Simplex Method） (77) や，遺伝的アルゴリズム





















































































































化した．CPU の性能は 100 万倍に，プログラミン
グ言語は手続き型言語の FORTRAN から C を経て
C++ や Java などのオブジェクト指向言語へ，アプ
リケーション構築はメインフレーム用 OS ベースか
ら，MS-DOS ベース，Windows ベースを経て Web
ベースへと変遷し，情報の表現方法は文字から画
像主体へ，操作方法はキーボードによるコマンド































































































































































ジ を 記 述 で き る，JavaScript，Dynamic HTML
（DHTML; JavaScript + CSS），Ajax（Asynchronous 
JavaScript + XML），JavaServer Pages（JSP），
ActionScript（Flash） (2) などが利用されている．ビ





















れた Dynamic Model（DYNAMO） (212) は，水稲生
育モデル (107) で利用されている．また，Continuous 
System Modeling Program III（CSMP III） (102) は de 









である (17,138)．図 13 は CSMP による単純な乾物重生
産シミュレーションプログラムの例である．

















とは FSE ドライバによって結ばれる．ORYZA シ
リーズは FSE で開発されている．
1990 年代には FORTRAN コンパイラは利用しや
すく，求めやすくなっていたため，多くの科学コミュ
ニティが CSMP から FORTRAN へと移行してい




に変換できる (139) FORTRAN Simulation Translator
（FST）が開発された (278,208)．FST はシミュレーショ
ン言語でもある．FST は変換対象のソースコー




FST，FSE は 2001 年に Wageningen 大学による
プロジェクトで Windows 版が開発され，現在でも
利用されている．FSTWin，FSEWin は Web ペー
ジからダウンロードできる (288) が，実行するには別
途 Visual Fortran コンパイラを用意する必要があ
る．
3）  FORTRAN
FORTRAN (106,271) は 1954 年に開発された最初の
高級言語であり，主に数値計算用に利用されてきた．
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その後の何度かの仕様改訂を経て（図 12，Fortran 




生 育 モ デ ル 実 装 に お い て も FORTRAN は 広
く 利 用 さ れ，APSRU グ ル ー プ の APSIM で は
FORTRAN 77 を，IBSNAT グ ル ー プ の DSSAT
で は Fortran 90 を， 国 内 の SIMRIW で は MS-
FORTRAN を利用して実装された．Wageningen
グループでは，FORTRAN 77 用のユーティリティ









図 13  CSMPによる乾物重生産のシミュレーションプログラム (17) 
CSMP の構文は FORTRAN に似ており，FORTRAN でサブルーチンを書くこともできる．CSMP ではプログラム文が自動的
に計算順序通りにソートされるので，実行順に記述する必要がない． 
  
TITLE DRY MATTER PRODUCTION 
* total dry matter weight 
   TWT = WSH + WRT 
 
* sum of dry matter weight of shoots and roots 
   WSH = INTGRL(WSHI, GSH) 
   WRT = INTGRL(WRTI, GRT) 
 
* initial conditions 
INCON WSHI = 50., WRTI = 50. 
 
* growth rates 
   GSH = 0.7 * GTW 
   GRT = 0.3 * GTW 
 
* net rate of total dry matter increase 
   GTW = (GPHOT - MAINT) * CVF 
 
* maintenance respiration 
   MAINT = (GSH + WRT) * 0.015 
 
* gross photosynthetic rate 
   GPHOT = GPHST * (1. –EXP(-.7 * LAI)) 
 
* leaf area index 
   LAI = AMIN1(WSH / 500, 5.) 
 
* parameters 
PARAM CVF = .7, GPHST = 400. 
 
* timer variables 
* FINTIM: time of finishing the simulation 
* DELT: size of time step for integration 
* PRDEL: printed output interval 
* OUTDEL: plotted output interval 
TIMER FINTIM = 100., DELT = 1., PRDEL = 5., OUTDEL = 5. 
 
* perform simulation using rectanglar method after Euler
METHOD RECT 
 
* printed variables 
PRINT TWT, WSH, WRT, GTW 
 
* plotted varible 
OUTPUT TWT 
 
* end of simulation model 
END 
 
* end of simulation program 
STOP 
 























































図 14  FSTによる FORTRANへの変換の仕組み 
FST ソースコードは FORTRAN 77 によるソースコードMODEL.FOR に変換され，ライブラリがリンクされる．気象データ
はデータベースから取得され，プログラム内にハードコーディングされる (278)． 
MODEL.DAT にはモデルの標準パラメータが格納されている．TIMER.DAT には時間ループや積算に関する情報が格納され





































（OOPL）は 1960 年代に登場した Simple Universal 
Language（Simula）である（図 12）．Simula はも

















(215) をオブジェクト指向版として C++ で書き直した
CropSim (31)，時間，気象，作物，土壌，作業，害虫
といったコンポーネントとそのインタフェースを






Java (235,16,20) は1990年代にSun Microsystems（2010





















境である Java 仮想マシン（Java Virtual Machine; 
Java VM）のもとで動作する．各プラットフォー
ム用の Java VM で同じバイトコードを実行できる
ので，プラットフォーム非依存という特徴を持ち，




ム（Just In Time; JIT）コンパイル方式で改善され
た．















機性能の向上と Java VM，Java コンパイラの改良
により，NetBeans (236) や Eclipse (48) などの統合開発
田中慶：農業シミュレーションモデルにおける分散協調システムのためのフレームワークに関する研究 35
環境（Integrated Development Environment; IDE）
が Java で開発されている．
Java で構築したアプリケーションのサーバへの
配備は，Java アプレットは Java Archive（JAR）






には，Java の小型セット Java Micro Edition（Java 












統 一 モ デ リ ン グ 言 語（Unified Modeling 



































JavaScript は Netscape Communications（1998






されるが，JavaScript と Java は別物である．





国際団体 Ecma International によって，JavaScript






び注目を集めるようになった．さらに YUI Library 
(304)，Ext JS (225) などの本格的な GUI ライブラリの登
場により，デスクトップアプリケーションと同様な
ユーザインタフェースの構築が可能になった．














IBSNAT グループの DSSAT では CERES 由来の
モデルの保守が困難になったため，モジュール構造
の CROPGRO への移行作業が行われていた．この
作業は APSRU グループによる APSIM のモジュー
ル構造に動機付けられていた．さらに，APSIM は
































や ORYZA などを FSE〈III.2.2）〉で実装している．
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の方法と，テンプレートの値を変更することによ































































































































































































て，Apache Struts (11)，JavaServer Faces（JSF） (240)，





フレームワークとして Modular Modeling System
（MMS） (136)，Object Modeling System（OMS） (35)，








レーションモデル用の ModCom (83,287,274) などがある．




































































だけでよい (253)．以下で JAMF の詳細を，プログラ
ムのコードの一部を示しながら紹介する．
農業モデルの実行の流れは，作物モデル開発グ
















図 20  農業モデル実行の流れ 
JAMF での農業モデルの実行の流れと，実行時に画面表示されるユーザインタフェース． 






























































































表 5  農業モデルフレームワーク JAMFのパッケージ構成（主要部） 
すべての JAMF パッケージと，パッケージに含まれるクラスのドキュメントはWeb ドキュメント (249) として参照できる． 
  
分類 パッケージ名 パッケージの内容 
気象ジェネレータ 
〈III.5.1）〉 














gui GUI クラスを提供 























































































































表 8  データベースごとの平年値データの合計ファイルサイズ 








シリアライズ  207MB  274MB 





表 7  平年値データの保存形式によるファイルサイズ 
日別気温は最高，最低，平均の 3 要素を含むため，その他の気象要素よりファイルサイズが大きくなる． 
  
保存形式 日別値 時別値 
シリアライズ 気温 9KB 
その他 6KB 
39KB 
XML 気温 37KB 1112 行































象ジェネレータでは，アメダスや National Oceanic 
and Atmospheric Administration（NOAA）が提供






















































JAMF の 気 象 ジ ェ ネ レ ー タ で， 各 取 得 元














public class SampleModelData extends ExecutionDataImpl{ 
 public SampleModelData(){ 
  setResolution(Duration.ONE_HOUR); //モデルの実行サイクルの設定（時別） 
 
  addValueElement(LEAF_WETNESS_THRESHOLD); //値の定義（葉の濡れの閾値） 
  setValue_(LEAF_WETNESS_THRESHOLD, 80.0); //値の設定 
 
  addSequenceElement(AIRTEMPERATURE); //時系列データの定義（気温） 
  addSequenceElement(LEAFWETNESS); //時系列データの定義（葉の濡れ） 
  DataSourceAttribute dsAttrAirTemp = getDataSourceAttribute(AIRTEMPERATURE); 
  DataSourceAttribute dsAttrLeafWet = getDataSourceAttribute(LEAFWETNESS); 
  //時系列データの取得元設定 
  dsAttrAirTemp.addUsableDataSource(DataSourceElement.MET_BROKER); //MetBroker 
  dsAttrAirTemp.addUsableDataSource(DataSourceElement.USER_DATA); //ユーザデータ 
  dsAttrLeafWet.addUsableDataSource(DataSourceElement.MET_BROKER); 
  dsAttrLeafWet.addUsableDataSource(DataSourceElement.USER_DATA); 
  dsAttrLeafWet.addUsableDataSource(DataSourceElement.ESTIMATED_DATA); //推定モデル 
  setDataEstimateModel(LEAFWETNESS, new LeafWetnessEstimateModel()); 
 } 
 
 public UserDataReader getUserDataReader(){ 
  //ユーザデータの設定  気温と葉の濡れ 
  UserDataReaderImpl udReader = new UserDataReaderImpl(); 
  udReader.addTextDataElement( 
        new TextDataElement(AIRTEMPERATURE, AIRTEMPERATURE.toString(), "C")); 
  udReader.addTextDataElement( 
        new TextDataElement(LEAFWETNESS, LEAFWETNESS.toString(), "")); 
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クラスに実際の気象データ取得を委譲する．
MetBroker へ 接 続 す る getConnection()
メ ソ ッ ド， 気 象 観 測 地 点 リ ス ト を 取 得 す る







JAMF の 気 象 ジ ェ ネ レ ー タ の 欠 測 値 の 補 間
や 未 来 の 予 測 用 に 平 年 値 を 挿 入 す る 機 能 は，










図 23  気象ジェネレータのためのGUIコンポーネント群 



























ク ラ ス は gui パ ッ ケ ー ジ で，MetBroker 関 連






















IBSNAT グループでは DSSAT 用のデータ標準







その後，IBSNAT ファイルは ICASA のデータ標



















ア プ リ ケ ー シ ョ ン 開 発 者 は， 農 業 モ デ ル










getText() メソッドを ModelData インタフェー
スで定義している．データを設定するメソッドは







デ ー タ ク ラ ス で 扱 う デ ー タ は， デ ー タ を 設
定したり取得したりする前に，データを特定









は broker.xml や data.xml パッケージとして
まとめられている．XML 形式ファイル（図 26）と
して出力する場合は，Java Architecture for XML 













性を検証できる．また，XML Stylesheet Language 
Transformations（XSLT） (283) により，XML 文書の
全部または必要部分を抜き出して，別の XML 文書
や CSV 形式に変換できる．
ResultData2CSV ク ラ ス に よ り CSV 形 式
で，Sequence2KML ク ラ ス で Google Earth 用 の
Keyhole Markup Language（KML）形式ファイル
として出力できる．また，util パッケージに含ま













!The following data subset is desirable. 
*GENERAL 
@ PEOPLE 
 Wagger,M.G. Kissel,D. 
@ INSTITUTES 
 Kansas State Univ. 
@ CONTACTS 
 Hunt,L.A. thunt@uoguelph.ca 
@ NOTES 
 Wind and dewpoint included; wind in m/s as average over 24h 
 Data from DSSAT 3.0 file 
@ DISTRIBUTION 
 Use at will but acknowledge source. No secondary distribution 
@ VERSION 
 ICASA1.0 10-08-2006 (GH,JW,LAH;email) 
! And additional data items can be added for comprehensive documentation: 
@ METHODS 
 Standard Met Station instruments 
@ PUBLICATIONS 
 None of direct application 
@ FLAG FLAG_DETAILS 
  0 All data ok 
  1 SRAD estimated from sun hours 
 




 Example weather dataset 
@ COUNTRY REGION LOCATION 
 USA Kansas Ashland 
@ LAT         LONG         ELEV  TAV  TAMP  TEMHT  WNDHT  CO2  CO2A 
 37.1137  -90.4567  81     8.5  18.9  2.0      2.0     370  1.1 
@ YEAR  DOY  SRAD  TMAX  TMIN  RAIN  FLAGW 
 2004  1     11.5   1.4   -1.4  3.5    1 
 2004  2     11.4   0.0   -2.1  2.5    0 
 












































• 気象データ取得期間 Interval 
• モデルの実行期間 Interval 
• 実行間隔 Duration 取得用 設定用 
• 真偽 boolean isState() setState() 
• 数値 double getValue() setValue() 
• 日付 Calendar getDate() setDate() 
• 時系列値 Sequence getSequence() setSequence() 









































<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<dataset xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" xsi:noNamespace 
SchemaLocation="http://localhost/metbroker/metbroker/schema/metxml.xsd"> 
<data> 
 <source id="amedas"> 
  <name lang="ja">アメダス</name> 
  <region id="08"> 
   <name lang="ja">茨城県</name> 
   <station id="40336"> 
    <name lang="ja">つくば</name> 
    <interval start="2010/1/1" end="2010/2/1"/> 
    <duration id="daily"> 
     <name lang="ja">日別値</name> 
    </duration> 
    <element id="airtemperature"> 
     <name lang="ja">気温</name> 
     <subelement id="Min" unit="℃"> 
      <name lang="ja">最低</name> 
      <value date="2010/1/1">-2.7</value> 
      <value date="2010/1/2">-2.3</value> 
[data series truncated] 
     </subelement> 
     <subelement id="Max" unit="℃"> 
      <name lang="ja">最高</name> 
      <value date="2010/1/1">8.2</value> 
      <value date="2010/1/2">11.3</value> 
[data series truncated] 
     </subelement> 
     <subelement id="Ave" unit="℃"> 
      <name lang="ja">平均</name> 
      <value date="2010/1/1">2.6</value> 
      <value date="2010/1/2">4.5</value> 
[data series truncated] 
     </subelement> 
    </element> 
    <element id="rain"> 
     <name lang="ja">雨量</name> 
     <subelement id="Total" unit="mm"> 
      <name lang="ja">合計</name> 
      <value date="2010/1/1">0.0</value> 
      <value date="2010/1/2">0.0</value> 
[data series truncated] 
     </subelement> 
    </element> 
[data series truncated] 
   </station> 




















基本的な Java アプレット用の GUI コンポーネン
トは，Java の開発環境 Java Development Kit（JDK）





































グラフは Java のグラフ用ライブラリ JFreeChart 
(185) を利用し，JAMF 用に拡張されたクラスが
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JAMF では，複雑な JFreeChart を容易に利用で











































KChartFrame, KChart MultipleStationResultMap 
KTableFrame, KTable 














































































のプログラム開発において，1970 年代（図 1 の初




1990 年代（図 1 後半）に実装が始まった農業モデ
ルのうち，それ以前のプログラム資産を引き継ぐ農














MetBLASTAM (81,250) 葉いもち感染好適日推定モデル 
WheatHeading (145) 小麦の出穂期予測モデル 
WheatRipening (130) 小麦の出穂期・成熟期予測モデル 
WheatDuthie (47) 小麦赤かび病予察モデル 




InsectDVR (117,291) 昆虫の世代推定モデル 
WeedEmergence (247) 雑草発生予察モデル 
WeedDamage (247) 雑草害予測モデル 
SunRiseSet (118) 日出・日没・夜明・日暮計算 
SolarRadiationKuwagata (146) 全天日射量推定モデル 
LeafWetnessOhtani (193) 
葉の濡れデータ推定モデル LeafWetnessSuzuki (245) 
SWEB（Surface Wetness Energy Balance） (143) 
PaddyWaterTempKuwagata (131) 水田の水温データ推定モデル 





表 10  JAMFを利用して構築されたMetBLASTAMのプログラム行数 
MetBLASTAM が呼び出した JAMF 内のプログラムとは，JAMF を利用しなければ開発する必要があったプログラムと考え
ることができる．または，複数の農業モデルを実装する場合に再利用されるプログラムと考えることもできる． 
MetBLASTAM のプログラム行数は，MetBLASTAM 用に新規に作成された 960 行 + MetBLASTAM から呼び出された JAMF












モデル計算部分  636 行 （66%）  2296 行 （13%） 
データ取得部分  39 行 （4%）  7612 行 （44%） 
画面表示部分  251 行 （26%）  6689 行 （39%） 
多言語対応部分  34 行 （4%）  764 行 （4%） 









































は 1990 年 代 の 同 時 期 に 影 響 し 合 い な が ら 実
装されたため，プログラム構造に共通点が多
い．Wageningen グ ル ー プ の FSE ド ラ イ バ（ 図
15），IBSNAT グループの DSSAT-CSM（図 17），
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Web ページを作成できる DHTML の登場により，





































































ソケット （図 31） 
SocketServer SocketClient 
CORBA （図 32） 
RMIIIOPServer RMIIIOPClient 
Java RMI （図 33） 
RMIServer RMIClient 




















StationDataSet は dumpDuration() メソッド
により CSV 形式のテキストに変換できる．
1）  ソケット





ソ ケ ッ ト 通 信 で は int や double な ど の
プリミティブ型と文字列の他に，シリアライ





















CORBA の異なる ORB 間のメッセージ交換のプ
ロトコルとして Internet Inter-ORB Protocol（IIOP）
が利用されている．しかし，実際のネットワーク運






図 30  メッセージ交換プログラムで利用される気象データ取得プログラム 







public class SimpleMetBroker{ 
 public static final String REQUEST = "start:2010/4/1,end:2010/5/1,elements:airtemperature,rain, 
           resolution:daily,sourceid:amedas,stationid:40336"; 
 
 //気象データを返します． 
 public StationDataSet getData(String request){ 
  try{ 
   return getData(createStationMetRequest(request)); 
  } 
  catch(Exception e){ 
   e.printStackTrace(); 
   return null; 




 public StationDataSet getData(StationMetRequest smr){ 
  MetBrokerHTTP broker = null; 
  String sessionID = null; 
  try{ 
   //MetBrokerに接続 
   broker = new MetBrokerHTTP("www.agmodel.org", 80); 
   Locale locale = Locale.getDefault(); 
   String language = locale.getLanguage(); 
   String country = locale.getCountry(); 
   String encoding = System.getProperty("file.encoding"); 
   sessionID = broker.getConnection("test", language, country, encoding); 
 
   //気象データを取得 
   return broker.supplyMetData(sessionID, smr); 
  } 
  catch(Exception e){ 
   e.printStackTrace(); 
   return null; 
  } 
  finally{ 
   if(broker != null){ 
    try{ 
     broker.disconnect(sessionID); 
    } 
    catch(Exception e){} 
   } 




 public StationMetRequest createStationMetRequest(String request) throws ParseException{ 
  ... 




 public StationMetRequest createStationMetRequest(){ 
  ... 









図 31―1  Socketによるメッセージ交換のサーバとクライアントのコード 






public class SimpleSocketServer{ 
 public static final int SOCKET_SERVER_PORT = 10000; //受付ポート 
 
 public static void main(String[] argv) throws Exception{ 
  ServerSocket serverSocket = null; 
  try{       //受付ポートを指定して， 
   serverSocket = new ServerSocket(SOCKET_SERVER_PORT); //サーバソケットを作成 
   while(true){ 
    Socket socket = serverSocket.accept(); //クライアントからの接続待機 
    SocketServerMain serverMain = new SocketServerMain(socket); //スレッドでクライアント処理 
    serverMain.start(); 
   } 
  } 
  catch(IOException e){e.printStackTrace();} 
  finally{ 
   try{ 
    if(serverSocket != null) 
     serverSocket.close(); //サーバソケットの終了 
   } 
   catch(IOException e){} 





class SocketServerMain extends Thread{ 
 private Socket socket; 
 private SocketAddress address; 
 
 public SocketServerMain(Socket socket){ 
  this.socket = socket; 
  this.address = socket.getRemoteSocketAddress(); 
 } 
 
 public void run(){ 
  try{ 
   //クライアントからMetBrokerへのリクエストオブジェクトをメッセージとして取得 
   ObjectInputStream in = new ObjectInputStream(socket.getInputStream()); 
   StationMetRequest smr = (StationMetRequest)in.readObject(); 
 
   //MetBrokerから気象データ取得 
   SimpleMetBroker mb = new SimpleMetBroker(); 
   str = mb.getData(smr); 
 
   //クライアントへ気象データオブジェクトをメッセージとして送信 
   ObjectOutputStream oos = new ObjectOutputStream(socket.getOutputStream()); 
   oos.writeObject(sds); 
  } 
  catch(IOException e){e.printStackTrace();} 
  finally{ 
   try{ 
    if(socket != null) 
     socket.close(); 
   } 
   catch (IOException e){} 
  } 
 } 
} 






Java による CORBA サーバやアプリケーション
構築は，図 32 に示されるように Remote Method 
Invocation over Internet Inter-ORB Protocol（RMI-







の実装クラスを作成すること，rmic を -iiop オプショ
ン を 指 定 し て 実 行 し，_SimpleRMIIIOPImpl_
Tie と _SimpleRMIIIOPInterface_Stub ク
ラスを生成しておくこと，rmiregistry の代わりに
ネ ー ム サ ー ビ ス Object Request Broker Daemon
（ORDB）を起動することである．
CORBA の複雑さを解消するために，最初の Java









図 31―2  Socketによるメッセージ交換のサーバとクライアントのコード 
コンパイル方法 javac –classpath .;genericbroker.jar SimpleSocket*.java 
実行方法 （サーバ起動）  java –classpath .;genericbroker.jar SimpleSocketServer 
 （クライアント実行） java –classpath .;genericbroker.jar SimpleSocketClient 
  







public class SimpleSocketClient{ 
 public static final int SOCKET_SERVER_PORT = 10000; //サーバの受付ポート 
 
 public static void main(String args[]){ 
  String host = (args.length < 1) ? "localhost" : args[0]; 
  Socket socket = null; 
  SocketAddress address = null; 
  try{ 
   socket = new Socket(host, SOCKET_SERVER_PORT); //サーバに接続 
   address = socket.getRemoteSocketAddress(); 
 
   //MetBrokerへのリクエストオブジェクトをメッセージとしてサーバへ送信 
   ObjectOutputStream out = new ObjectOutputStream(socket.getOutputStream()); 
   SimpleMetBroker mb = new SimpleMetBroker(); 
   StationMetRequest smr = mb.createStationMetRequest(); 
   out.writeObject(smr); 
 
   //サーバから気象データオブジェクトをメッセージとして受信 
   ObjectInputStream is = new ObjectInputStream(socket.getInputStream()); 
   StationDataSet sds = (StationDataSet)is.readObject(); 
   DateFormat df = new SimpleDateFormat("yyyy/M/d"); 
   String str = sds.dumpDuration(df, ",", "¥n", "日時", "-"); 
  } 
  catch(Exception e){e.printStackTrace();} 
  finally{ 
   try{ 
    if(socket != null) 
     socket.close(); //サーバとの接続終了 
   } 
   catch (IOException e){} 




3）  Java RMI










した RMI サーバ用クラス，RMI クライアント用ク
ラスの 3 つのプログラムから構成される（図 33）．



















図 32―1  RMI-IIOPによるメッセージ交換のサーバとクライアントのコード 
  





public interface SimpleRMIIIOPInterface extends Remote{ 
 StationDataSet getData(StationMetRequest smr) throws RemoteException; 
} 
 






public class SimpleRMIIIOPImpl extends PortableRemoteObject implements SimpleRMIIIOPInterface{
   public SimpleRMIIIOPImpl() throws RemoteException{ 
  super();     //invoke rmi linking and remote object initialization 
 } 
 
 public StationDataSet getData(StationMetRequest smr) throws RemoteException{ 
  SimpleMetBroker mb = new SimpleMetBroker(); 









public class SimpleRMIIIOPServer{ 
 public static void main(String[] args){ 
  try{ 
   //Step 1: Instantiate the SimpleRMIIIOP servant 
   SimpleRMIIIOPImpl ref = new SimpleRMIIIOPImpl(); 
 
   //Step 2: Publish the reference in the Naming Service using JNDI API 
   Context initialNamingContext = new InitialContext(); 
   initialNamingContext.rebind("SimpleRMIIIOPService", ref); 
   System.out.println("SimpleRMIIIOP Server: ready"); 
  } 
  catch(Exception e){ 
   e.printStackTrace(); 
  } 
 } 
} 
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4）  SOAP
Java API for XML-based RPC（JAX-RPC） は，
図 35 に示されるように Java アプリケーションから
Web Services Description Language（WSDL） で
記述された Java ベースの Web サービスを呼び出
すことを可能にした (239)．当初は Remote Procedure 
Call（RPC）に主眼が置かれて開発されていたが，
Web サービスでは RPC 以外にメッセージ交換でや
り取りを行うことも多いため，メッセージ交換を
含めた Web サービスを扱えるように拡張された．
それが図 34 に示される Java API for XML Web 









る SOAP Header と，主要な情報を格納する SOAP 
Body から構成される SOAP Envelope により表現
される．SOAP による通信では，XML 文書のメッ
セ ー ジ を Hypertext Transfer Protocol（HTTP），









図 32―2  RMI-IIOPによるメッセージ交換のサーバとクライアントのコード 
コンパイル方法 javac –classpath .;genericbroker.jar SimpleRMIIIOP*.java 
   rmic –classpath .;genericbroker.jar -iiop SimpleRMIIIOPImpl 
実行方法 （ネームサービス起動） 
  start orbd -ORBInitialPort 1050 
  （サーバ起動） 
  start java -classpath .;genericbroker.jar -Djava.naming.factory.initial=com.sun.jndi.cosnaming. 
         CNCtxFactory -Djava.naming.provider.url=iiop://localhost:1050 SimpleRMIIIOPServer 
  （クライアント実行） 
  java -classpath .;genericbroker.jar -Djava.naming.factory.initial=com.sun.jndi.cosnaming. 
         CNCtxFactory -Djava.naming.provider.url=iiop://localhost:1050 SimpleRMIIIOPClient 
  








public class SimpleRMIIIOPClient{ 
 public static void  main(String args[]){ 
  try{ 
   Context ic = new InitialContext(); 
 
   //STEP 1: Get the Object reference from the Name Service using JNDI call. 
   Object objref = ic.lookup("SimpleRMIIIOPService"); 
   System.out.println("Client: Obtained a ref. to SimpleRMIIIOP server."); 
 
   //STEP 2: Narrow the object reference to the concrete type and invoke the method. 
   SimpleRMIIIOPInterface hi = (SimpleRMIIIOPInterface)PortableRemoteObject.narrow(objref, 
            SimpleRMIIIOPInterface.class); 
   SimpleMetBroker mb = new SimpleMetBroker(); 
   StationMetRequest smr = mb.createStationMetRequest(); 
   StationDataSet sds = hi.getData(smr); 
   DateFormat df = new SimpleDateFormat("yyyy/M/d"); 
   System.out.println(sds.dumpDuration(df, ",", "¥n", "日時", "-")); 
  } 
  catch(Exception e){ 
   e.printStackTrace( ); 
   return; 










図 33  Java RMIによるメッセージ交換のサーバとクライアントのコード 
コンパイル方法 javac –classpath .;genericbroker.jar SimpleRMI*.java 
実行方法 （RMIレジストリ起動） 
   start rmiregistry –J-classpath –Jgenericbroker.jar 
  （サーバ起動） 
   start java –classpath genericbroker.jar –Djava.rmi.server.codebase=file:./ SimpleRMIServer 
  （クライアント実行） 
   java –classpath .;genericbroker.jar SimpleRMIClient 
  




public interface SimpleRMI extends Remote{ 
 StationDataSet getData(StationMetRequest smr) throws RemoteException; 
} 
 






public class SimpleRMIServer implements SimpleRMI{ 
 public StationDataSet getData(StationMetRequest smr){ 
  SimpleMetBroker mb = new SimpleMetBroker(); 
  return mb.getData(smr); 
 } 
 
 public static void main(String args[]){  
  try{ 
   SimpleRMIServer obj = new SimpleRMIServer(); 
   SimpleRMI stub = (SimpleRMI)UnicastRemoteObject.exportObject(obj, 0); 
 
   //リモートオブジェクトのスタブをレジストリに登録 
   Registry registry = LocateRegistry.getRegistry(); 
   registry.bind("SimpleRMI", stub); 
   System.out.println("SimpleRMIServer ready");  
  } 










public class SimpleRMIClient{ 
 public static void main(String[] args){ 
  String host = (args.length < 1) ? null : args[0]; 
  try{ 
   Registry registry = LocateRegistry.getRegistry(host); 
   SimpleRMI stub = (SimpleRMI)registry.lookup("SimpleRMI"); 
   SimpleMetBroker mb = new SimpleMetBroker(); 
   StationMetRequest smr = mb.createStationMetRequest(); 
   StationDataSet sds = stub.getData(smr); 
   DateFormat df = new SimpleDateFormat("yyyy/M/d"); 
   System.out.println(sds.dumpDuration(df, ",", "¥n", "日時", "-")); 
  } 
  catch(Exception e){e.printStackTrace();} 
 } 
} 
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異なる環境間でのオブジェクト呼び出しが可能にな
















図 34  JAX-WSによるメッセージ交換のサーバとクライアントのコード 
コンパイル方法 cd dissertation¥ws 
    javac -classpath ..¥..;..¥..¥lib¥genericbroker.jar SimpleWS*.java 
    wsgen -d ..¥.. -classpath ..¥..;..¥..¥lib¥genericbroker.jar dissertation.ws.SimpleWS 
    cd ..¥.. 
サーバ起動  start java -classpath .;lib¥genericbroker.jar dissertation.ws.SimpleWSServiceLauncher 
    wsimport -d . http://localhost:8888/simplews?wsdl 
実行方法   java -classpath ..¥.. dissertation.ws.SimpleWSClient 
  









public class SimpleWS{ 
 @WebMethod 
 public String getData(String request){ 
  SimpleMetBroker mb = new SimpleMetBroker(); 
  StationDataSet sds = mb.getData(request); 
  DateFormat df = new SimpleDateFormat("yyyy/M/d"); 










public class SimpleWSServiceLauncher{ 
 public static void main(String[] args){ 








public class SimpleWSClient{ 
 public SimpleWSClient() { 
  SimpleWSService service = new SimpleWSService(); //Webサービスのポートを取得
  SimpleWS port = service.getSimpleWSPort(); 
  String result = port.getData(SimpleMetBroker.REQUEST); //Web サービスの実行
  System.out.println(result); 
 } 
 
 public static void main(String[] args){ 





Representational State Transfer（REST） は
HTTP を使って通信を行う手法で，HTTP の GET
メソッドを使って URL にアクセスすると XML が
返ってくるものが REST と呼ばれている (52)．ある
URL にアクセスして XML を得るという流れは，
Web ブラウザが URL にアクセスして HTML を得
るのと同じである．REST は Web ブラウザの Ajax
や，クライアントアプリケーションから使われるこ
とが多いが，サーバ間のシステム連携でも利用でき
る．REST の最大の特徴は，Web ブラウザに URL
を入力すれば動作確認できることであり，テスト用
アプリケーション開発の手間を省略できる．
JavaScript Object Notation（JSON）は REST と
ほぼ同じだが，レスポンスとして XML ではなく
JavaScript のオブジェクト表記法を使ったデータを












よって遮られない HTTP で行う，REST によるメッ
セージ交換を基本とする（図 36）．ただし，ユーザ







図 35  図 34で生成されたWSDLファイル 
  
<?xml version="1.0" encoding="UTF-8"?> 
<!-- Published by JAX-WS RI at http://jax-ws.dev.java.net. RI's version is JAX-WS RI 2.1.6 in JDK 6. -->
<!-- Generated by JAX-WS RI at http://jax-ws.dev.java.net. RI's version is JAX-WS RI 2.1.6 in JDK 6. -->
<definitions xmlns:soap="http://schemas.xmlsoap.org/wsdl/soap/" xmlns:tns="http://ws.dissertation/"  




  <xsd:import namespace="http://ws.dissertation/" 




 <part name="parameters" element="tns:getData"></part> 
</message> 
<message name="getDataResponse"> 
 <part name="parameters" element="tns:getDataResponse"></part> 
</message> 
<portType name="SimpleWS"> 
 <operation name="getData"> 
  <input message="tns:getData"></input> 
  <output message="tns:getDataResponse"></output> 
 </operation> 
</portType> 
<binding name="SimpleWSPortBinding" type="tns:SimpleWS"> 
 <soap:binding transport="http://schemas.xmlsoap.org/soap/http" style="document"></soap:binding> 
 <operation name="getData"> 
  <soap:operation soapAction=""></soap:operation> 
  <input> 
   <soap:body use="literal"></soap:body> 
  </input> 
  <output> 
   <soap:body use="literal"></soap:body> 




 <port name="SimpleWSPort" binding="tns:SimpleWSPortBinding"> 
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で開発する場合には，モデル実行エンジンとユーザ
インタフェース間の通信に GWT RPC を用いる．
農業モデル連携のための REST によるメッセー
ジ交換を実現するために，パラメータを指定した

























1）  Java サーブレット
















び出せるようにした JSP Tag Library（JSTL）を
利用することにより，Web 画面開発効率を高めら
れる．
サーブレットや JSP を実行するのは Web コンテ
ナであり，Apache Tomcat (9) などがある．Tomcat
は Web サーバとしての機能も持つが，Apache 
HTTP Server (8) ほ ど 速 く な く， 頑 健 で な い た
め，実運用では Apache と連携させて利用される．
Apache が HTTP リクエストを受け付け，必要に応
じて Tomcat にリクエストが渡されて処理される．
Tomcat へ サ ー ブ レ ッ ト を 配 備 す る に は，









図 36  AMADIS要素間のメッセージ交換 





























あり，後者としては 1996 年に Minnesota 大学によっ


































表 11  初期の主なWeb地図サービス 
  
提供者 サービス名 サービス開始時期 URL 
サイバーマップ・ 
ジャパン マピオン 1997 年 4 月 
http://www.mapion.co.jp/ 
インクリメント P マップファン 1997 年 7 月 http://www.mapfan.com/ 
国土地理院 ウォッちず 2000 年 7 月 地形図 
閲覧システムとして 
http://watchizu.gsi.go.jp/ 






表 12  APIが公開されている主なWeb地図サービス 
  




Minnesota大学 MapServer 1996 年 http://mapserver.org/ http://mapserver.org/documentation.html 
Google 
Google マップ 2005 年 2 月 http://maps.google.co.jp/ http://www.google.com/apis/maps/ 
Google Earth 2005 年 6 月 http://earth.google.co.jp/ http://earth.google.com/kml/kml_tut.html 
Yahoo! Yahoo! 地図 2005 年 11 月 http://map.yahoo.co.jp/ http://developer.yahoo.com/maps/ 
Microsoft bing 地図 2005 年 12 月 http://bing.com/maps/ https://connect.microsoft.com/bingmapsapps 







図 37  Googleマップ上に地点情報を表示するHTMLと JavaScript 
  
<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Strict//EN" 
           "http://www.w3.org/TR/xhtml1/DTD/xhtml1-strict.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml" xmlns:v="urn:schemas-microsoft-com:vml"> 
<head> 
<meta http-equiv="content-type" content="text/html; charset=utf-8"/> 
<meta http-equiv="content-style-type" content="text/css" /> 
<meta http-equiv="content-script-type" content="text/javascript" /> 
<script src="http://maps.google.com/maps?file=api&amp;v=2&amp;key=..."  
           type="text/javascript"></script> 
<script type="text/javascript"> 
var map, icon; 
function init(){ 
 map = new GMap2(document.getElementById('map')); 
 map.addControl(new GLargeMapControl()); 
 map.addControl(new GMapTypeControl()); 
 map.addControl(new GOverviewMapControl()); 





function createIcon(){ //目印の準備 
 var baseIcon = new GIcon(); 
 baseIcon.shadow = 'img/shadow.png'; 
 baseIcon.iconSize = new GSize(12, 20); 
 baseIcon.shadowSize = new GSize(22, 20); 
 baseIcon.iconAnchor = new GPoint(6, 20); 
 baseIcon.infoWindowAnchor = new GPoint(5, 1); 
 icon = new GIcon(baseIcon); 
 icon.image = 'img/pin.png'; 
} 
 
function getStationData(){ //地点データを非同期に取得（Ajaxによる処理） 
 var request = GXmlHttp.create(); 
 request.open('GET', 'station.xml', true); 
 request.onreadystatechange = function(){ 
  if(request.readyState == 4){ 
   var xmlDoc = request.responseXML; 
   var stations = xmlDoc.documentElement.getElementsByTagName('stations'); 
   for(var i=0; i<stations.length; i++){ 
    var latitude = parseFloat(stations [i].getAttribute('latitude')); 
    var longitude = parseFloat(stations [i].getAttribute('longitude')); 
    var point = new GPoint(longitude, latitude); 
    var name = stations [i].getAttribute('name'); 
    var marker = createMarker(point, name); 
    map.addOverlay(marker); 
   } 





function createMarker(point, name){ //地点データをもとに目印を生成 
 var marker = new GMarker(point, icon); 
 GEvent.addListener(marker, 'click', function(){ 
  marker.openInfoWindowHtml(name); 
 }); 











Google は，Google マップや Google Earth などの
農業モデル用の地図インタフェースとして利用でき





また，Ajax アプリケーション構築を Java で行える
Google Web Toolkit を提供している．
（1）　Google マップ
































HTML と JavaScript の主要部分を図 37 に示す．
Google マップを利用した地図インタフェースは，
Java サーブレット版農業モデル (248) で利用するため








図 38  Googleマップを利用した気象観測地点選択用地図インタフェース 
http://pc105.narc.affrc.go.jp/metbroker/ 
  







図 39  Google Earth上に地点を表示させるためのKMLデータ 
  
<?xml version="1.0" encoding="UTF-8"?> 
<kml xmlns="http://earth.google.com/kml/2.0"> 
<Document> 
 <name>MetBroker 気象観測地点</name> 
 <open>1</open> 
 <Style id="orangeN"> 
  <IconStyle> 
   <scale>0.5</scale> 
   <Icon> 
    <href>img/orange.png</href> 
   </Icon> 
  </IconStyle> 
  <LabelStyle> 
   <scale>0</scale> 
  </LabelStyle> 
 </Style> 
 ・・・ 
 <StyleMap id="orange"> 
  <Pair> 
   <key>normal</key> 
   <styleUrl>orangeN</styleUrl> 
  </Pair> 




  <longitude>135</longitude> 
  <latitude>38</latitude> 
  <range>8000000</range> 
  <tilt>0</tilt> 
  <heading>0</heading> 
 </LookAt> 
 <Folder> 
  <name>アメダス</name> 
  <LookAt> 
   <longitude>134.0</longitude> 
   <latitude>33.5</latitude> 
   <range>3031665.0</range> 
  </LookAt> 
  <Folder> 
   <name>北海道</name> 
   <LookAt> 
    <longitude>142.5929946899414</longitude> 
    <latitude>43.471500396728516</latitude> 
    <range>664794.6089286384</range> 
   </LookAt> 
   <Placemark> 
    <name>宗谷岬</name> 
    <description>宗谷岬 (11001) <a href="http://.../">気象データ</a></description> 
    <Snippet></Snippet> 
    <LookAt> 
     <longitude>141.93499755859375</longitude> 
     <latitude>45.52000045776367</latitude> 
     <range>10000</range> 
    </LookAt> 
    <StyleUrl>#orange</StyleUrl> 
    <Point> 
     <coordinates>141.93499755859375,45.52000045776367,0</coordinates> 
    </Point> 
   </Placemark> 
   ・・・ 
  </Folder> 













































Google マップで表示している内容を Google Earth
で表示できる．
図 39 は Google Earth 上に地点情報を表示する
ための KML データの一部である．KML データ
は XML のルート要素である Document 要素の中
の Folder 要素が階層構造になって構成されてい
る．各 Folder 要素は name 要素（名前），LookAt
要素（視点）を持っている．末端の Folder 要
素はさらに Placemark 要素（目印）を持って
いる．Placemark 要素は目印の name 要素（名




















図 40  Google Earthを利用した気象観測地点選択インタフェース 
http://pc105.narc.affrc.go.jp/metbroker/kml/metbroker_ja.kmz 
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イルとして圧縮してまとめられた KMZ ファイルと
して扱う．この場合，ファイルサイズは 1.2MByte
になった．KML ファイルや KMZ ファイルは Web
ページのリンク先に指定することにより，クリック
したときに Google Earth を起動して表示させるこ
とができる．
Keyhole Markup Language（KML） は Keyhole
（2004 年に Google により買収された）によって仕
様が決められた XML 形式のデータである．2008 年








モデリングツールである Google SketchUp (71) も提
供されている．大量の目印を表示させることも問題




動的に KML データとして生成し，Google Earth で
表示するためにネットワークリンク機能がある．図
41 はネットワークリンク機能を利用した KML ファ
イルである．NetworkLink要素はUrl要素を持ち，
そこに設定されている URL に，KML データの読
み込み時や，設定された時間ごとにアクセスする．
URL で指定されたリンク先のサーバで KML デー
タが動的に生成され，Google Earth に返されて表示
される．








Ajax (60) とは Asynchronous JavaScript + XML と
いう既存の技術の組み合わせに対して付けられた名






１．JavaScript の XMLHttpRequest を利用した非
同期通信により，XMLデータをサーバから取得する．












図 41  Google Earth上に動的に生成するデータを表示させるためのKML 
  
<?xml version="1.0" encoding="UTF-8"?> 
<kml xmlns="http://earth.google.com/kml/2.0"> 
<NetworkLink> 
 <name>2007/4/1 0:00-2007/4/2 0:00 気温 (1hour, amedas)</name> 
 <LookAt> 
  <longitude>134</longitude> 
  <latitude>33</latitude> 
  <range>3753490</range> 
  <tilt>0</tilt> 












Google の地図情報と Craigslist の不動産情報を組み





や Global Cloud Map などのようなマッシュアッ
プサイトもいくつかある．図 38，図 40，図 42 の

























Google Web Toolkit（GWT）である (73)．
HTML と JavaScript で開発していた Ajax アプ
リケーションの Web 画面の作成を，GWT ではす
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Google マップやグラフなどの複雑な UI コンポーネ
ントを利用できるようになる．また，各自で開発し
た UI コンポーネントを JAR ファイルにパッケージ
化しておけば，別の Web アプリケーションで再利
用できる．Java で開発された UI コンポーネントが
コンパイルされると，HTML で記述された Web ペー




JAR ファイルや WAR ファイルの生成，サーバへの
配備までの，Web アプリケーション構築のための

















図 43  GWT RPCによるサーバとクライアント間通信のコード 
ExecutionParameter やResult オブジェクトの配列がクライアントとサーバ間でやりとりされる． 
  






public interface ModelService extends RemoteService{ 
 Result[] execute(String execID, ExecutionParameter[] exParams, String lang); 
} 
 






public interface ModelServiceAsync{ 
 void execute(String execID, ExecutionParameter[] exParams, String lang, 
           AsyncCallback<Result[]> callback); 
} 
 






public abstract class ModelServiceImpl extends RemoteServiceServlet implements ModelService{ 
 public Result[] execute(String execID, ExecutionParameter[] exParams, String lang){ 
  ... 
  List<Result> resultList = new ArrayList<Result>(); 
  try{ 
   ... 
   //exParamの個数回モデルを繰り返し実行する． 
   for(int i=0; i<exParams.length; i++){ 
    ... 
    try{ 
     ExecutionData data = createExecutionData(exParams[i]); 
     Result result = executeModel(data, broker, exParams[i]); //気象データを取得してモデルを実行
     resultList.add(result); 
    } 
    catch(Exception e){} 
    ... 
   } 
  } 
  catch(Exception e){} 




































ワークを JAMF として構築したように，Java サー
ブレット用の農業モデル実装フレームワークを







サーブレットの開発には Tomcat の Servlet API，
JSP と JavaScript を組み合わせて開発する方法と，
すべてを Google Web Toolkit で開発する方法の 2
つがある．表 14 に JAMF-S を利用して実装された
農業モデルが示されている．これらのうちのほと
んどは，初期に実装された Servlet API 版である．





たクラスの doGet() または doPost() メソッドで
受け取って処理される．その結果は画面遷移後の新
しい Web 画面を JSP で生成して表示される．Web
画面に非同期通信を行い，取得したデータを動的に





GWT は Ajax アプリケーション構築用フレーム
ワークであるので，クライアント用の Web 画面も
含めて，すべて Java で開発でき，コンパイルすれ


















発者には Java や SOAP による開発スキルが必要で
あったため，MetBroker を利用しているアプリケー






パラメータ文字列（図 45）で指定して XML デー
タ（図 46）として取得できる REST アプリケーショ








CSV 形式でのデータ取得や HTML によるグラフや
表によるデータ出力もできる．
（1）　MetBroker ICS
MetBroker ICS（ 図 47） は MetBroker か ら 取
得できる気温，降水量のデータを Google カレン
ダー (65) に表示するための Web サービスである．
















表 13  JAMF-Sのパッケージ構成（主要部） 
  
分類 パッケージ名 パッケージの内容 
サーバ server サーバ実行版のモデル実行エンジン，RPC の実装クラス，グラ
フ画像やXML ファイルを生成するサーブレットクラスを提供 
ユーザインタフェース
ui Web ページ用UI コンポーネントを提供 
event UI コンポーネント用のイベントとイベントハンドラを提供 
resource 多言語対応のためのリソースを提供 
RPC 


















MetBLASTAM (81,250) 葉いもち感染好適日推定モデル 
WheatHeading (145) 小麦の出穂期予測モデル 
WheatDuthie (47) 小麦赤かび病予察モデル 









MetBroker Taglib 気象データ表示用 JSP 用カスタムタグ 
FieldServer (56,254) フィールドサーバの観測データ，撮影画像表示 











































図 44  MetXMLと農業モデル用アプリケーションとの関係 




























図 45  MetXMLから気象データを取得するURLパラメータ 





データの出力形式 = xml, 
csv, chart, table 
http://pc105.narc.affrc.go.jp/metbroker/?source=amedas&station=40336&interval=2010/4/1-2010/5/1 
                             &elements=airtemperature,rain&resolution=daily&output=xml&lang=ja 
気象データベース ID = amedas(アメダス), 
aclima(気象官署), noaa(NOAA) など 






気象データの要素 = airtemperature(気温), 
rain(降水量), wind(風向風速), humidity(湿度), 
radiation(日射量), brightsunlight(日照時間) 






図 46  図 45のURLにアクセスすると返されるXML形式の気象データ 
  
<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<dataset xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
 xsi:noNamespaceSchemaLocation="http://pc105.narc.affrc.go.jp/
           metbroker/metbroker/schema/metxml.xsd"> 
 <data> 
  <source id="amedas"> 
   <name lang="ja">アメダス</name> 
   <region id="08"> 
    <name lang="ja">茨城県</name> 
    <station id="40336"> 
     <name lang="ja">つくば</name> 
     <interval start="2010/4/1" end="2010/4/30"/> 
     <duration id="daily"> 
      <name lang="ja">日別値</name> 
     </duration> 
     <element id="airtemperature"> 
      <name lang="ja">気温</name> 
      <subelement id="Min" unit="℃"> 
       <name lang="ja">最低</name> 
       <value date="2010/4/1">1.5</value> 
       <value date="2010/4/2">8.3</value> 
       <value date="2010/4/3">4.5</value> 
       <value date="2010/4/4">1.4</value> 
       ... 
      </subelement> 
      <subelement id="Max" unit="℃"> 
       <name lang="ja">最高</name> 
       <value date="2010/4/1">21.2</value> 
       <value date="2010/4/2">20.4</value> 
       <value date="2010/4/3">15.2</value> 
       <value date="2010/4/4">11.0</value> 
       ... 
      </subelement> 
      <subelement id="Ave" unit="℃"> 
       <name lang="ja">平均</name> 
       <value date="2010/4/1">12.5</value> 
       <value date="2010/4/2">13.5</value> 
       <value date="2010/4/3">9.1</value> 
       <value date="2010/4/4">6.8</value> 
       ... 
      </subelement> 
     </element> 
     <element id="rain"> 
      <name lang="ja">雨量</name> 
      <subelement id="Total" unit="mm"> 
       <name lang="ja">合計</name> 
       <value date="2010/4/1">0.0</value> 
       <value date="2010/4/2">4.0</value> 
       <value date="2010/4/3">0.0</value> 
       <value date="2010/4/4">0.0</value> 
       ... 
      </subelement> 
     </element> 
    </station> 
   </region> 




















図 47  MetBroker ICSによるGoogleカレンダーへのアメダスデータの表示 






BEGIN:VCALENDAR PRODID:MetBroker for ICS VERSION:2.0 CALSCALE:GREGORIAN 
METHOD:PUBLISH X-WR-CALNAME:MetBroker / 土浦 X-WR-CALDESC:MetBroker / アメ
ダス / 茨城県 / 土浦 X-WR-TIMEZONE:Asia/Tokyo BEGIN:VEVENT UID:metbroker/am
edas/40341/20101116 DTSTART;VALUE=DATE:20101115 DTEND;VALUE=DATE:201011
16 LOCATION:土浦 SUMMARY:13.6℃/5.2℃ 4mm DESCRIPTION:2010/11/21 7:12 作成 




0:00 気温:10.3℃ 雨量:0mm END:VEVENT BEGIN:VEVENT UID:metbroker/amedas/403
41/20101117 DTSTART;VALUE=DATE:20101120 DTEND;VALUE=DATE:20101121 LOCATI
ON:土浦 SUMMARY:17.0℃/5.8℃ 0mm DESCRIPTION:2010/11/21 7:12 作成 
1:00 気温:10.3℃ 雨量:0mm 
2:00 気温:10.2℃ 雨量:0mm 
3:00 気温:8.5℃ 雨量:0mm 
4:00 気温:7.6℃ 雨量:0mm 
5:00 気温:6.6℃ 雨量:0mm 
6:00 気温:6.2℃ 雨量:0mm 
7:00 気温:5.8℃ 雨量:0mm 
8:00 気温:9.5℃ 雨量:0mm 
9:00 気温:12.7℃ 雨量:0mm 
10:00 気温:14.6℃ 雨量:0mm 
11:00 気温:16.6℃ 雨量:0mm 
12:00 気温:16.6℃ 雨量:0mm 
13:00 気温:16.9℃ 雨量:0mm 
14:00 気温:17.0℃ 雨量:0mm 
15:00 気温:16.5℃ 雨量:0mm 
16:00 気温:15.4℃ 雨量:0mm 
17:00 気温:13.6℃ 雨量:0mm 
18:00 気温:12.3℃ 雨量:0mm 
19:00 気温:11.4℃ 雨量:0mm 
20:00 気温:10.5℃ 雨量:0mm 
21:00 気温:10.1℃ 雨量:0mm 
22:00 気温:9.6℃ 雨量:0mm 
23:00 気温:10.0℃ 雨量:0mm 
0:00 気温:10.0℃ 雨量:0mm END:VEVENT BEGIN:VEVENT UID:metbroker/amedas/403
41/20101117 DTSTART;VALUE=DATE:20101121 DTEND;VALUE=DATE:20101121 LOCATI
ON:土浦 SUMMARY:8.5℃/5.7℃ 0mm DESCRIPTION:2010/11/21 7:12 作成 
1:00 気温:8.5℃ 雨量:0mm 
・・・ 
7:00 気温:�℃ 雨量:�mm END:VEVENT END:VCALENDAR 


























































図 48  携帯電話用気象データ取得サーブレットMetBroker-i 







































SIMRIW は 23 個の品種パラメータを持っている．
これらの値は栽培試験データをもとにシンプレック




































4）  SIMRIW プログラム
FORTRAN で書かれたオリジナルの SIMRIW プ






ク JAMF を利用して，Web アプリケーション版の
SIMRIW (257) を Java で実装した．
オブジェクト指向プログラミングの特徴を生か



































スレッド 1 スレッド 2 スレッド n・・・ 























図 51  地点ごとの栽培可能性データのXMLファイル 
データベースGD-DR&TR，地点番号 19401 の栽培可能性データGD-DR&TR19401.xml 
  
<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<cultivation_possibility> 
 <cultivar>Koshihikari</cultivar> 
  <year>1990</year> 
  <air_temp_add_value>0</air_temp_add_value> 
  <co2 unit="ppm">350</co2> 
  <station region_id="12032" source_id="GD-DR&amp;TR" station_id="19401"> 
   <place_name>latitude=36.5_longitude=140.5</place_name> 
   <place latitude="36.5" longitude="140.5"/> 
   <area ne_latitude="37.0" ne_longitude="141.0" 
       sw_latitude="36.0" sw_longitude="140.0"/> 
  </station> 
  <yields> 
   <yield> 
    <transplanting_date>1990/3/22</transplanting_date> 
    <heading_date>1990/8/1</heading_date> 
    <maturity_date>1990/9/12</maturity_date> 
    <weight state="14%moist"> 
     <actual_brown_rice unit="t/ha">5.61</actual_brown_rice> 
    </weight> 
   </yield> 
   ・・・ 
  </yields> 
 <possibility>true</possibility> 
 <max_yield> 
  <transplanting_date>1990/3/30</transplanting_date> 
  <heading_date>1990/8/2</heading_date> 
  <maturity_date>1990/9/12</maturity_date> 
  <weight state="dry"> 
   <crop_including_roots unit="t/ha">18.14</crop_including_roots> 
   <panicle unit="t/ha">9.48</panicle> 
   <potential_brown_rice unit="t/ha">6.48</potential_brown_rice> 
   <actual_brown_rice unit="t/ha">4.86</actual_brown_rice> 
  </weight> 
  <weight state="14%moist"> 
   <potential_brown_rice unit="t/ha">7.54</potential_brown_rice> 
   <potential_rough_rice unit="t/ha">9.92</potential_rough_rice> 
   <actual_brown_rice unit="t/ha">5.65</actual_brown_rice> 
   <actual_rough_rice unit="t/ha">7.44</actual_rough_rice> 
  </weight> 
  <sequential_data> 
   <element id="airtemperature" name="Air temp."> 
    <subelement name="ave." unit="C"> 
     <value date="1990/3/30">11.1</value> 
     ・・・ 
    </subelement> 
   </element> 
   <element id="radiation" name="Radiation"> 
    <subelement name="Global" unit="MJ/m2"> 
     <value date="1990/3/30">14.61</value> 
     ・・・ 
    </subelement> 
   </element> 
   <element id="DVI" name="DVI"> 
    <subelement name="max." unit=""> 
     <value date="1990/3/30">0.2</value> 
     ・・・ 
     <value date="1990/9/11">2.0</value> 
    </subelement> 
   </element> 
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ジン〈III.5.3）〉を改良することにより，同じ実行地
















定につき 1 つの XML ファイル（ファイル名は「デー












図 52  すべての地点の栽培可能性データを集めたXMLファイル 
全球の栽培可能性データmax-yield.xml 
  





 <co2 unit="ppm">350</co2> 
 <stations> 
  <station region_id="03010" source_id="GD-DR&amp;TR" station_id="50506"> 
   <place_name>latitude=-50.5_longitude=-74.5</place_name> 
   <place latitude="-50.5" longitude="-74.5"/> 
   <area ne_latitude="-50.0" ne_longitude="-74.0" 
      sw_latitude="-51.0" sw_longitude="-75.0"/> 
   <possibility>false</possibility> 
  </station> 
  ・・・ 
  <station region_id="12032" source_id="GD-DR&amp;TR" station_id="19401"> 
   <place_name>latitude=36.5_longitude=140.5</place_name> 
   <place latitude="36.5" longitude="140.5"/> 
   <area ne_latitude="37.0" ne_longitude="141.0" 
      sw_latitude="36.0" sw_longitude="140.0"/> 
   <possibility>true</possibility> 
   <max_yield> 
    <transplanting_date>1990/3/30</transplanting_date> 
    <heading_date>1990/8/2</heading_date> 
    <maturity_date>1990/9/12</maturity_date> 
    <weight state="dry"> 
     <crop_including_roots unit="t/ha">18.14</crop_including_roots> 
     <panicle unit="t/ha">9.48</panicle> 
     <potential_brown_rice unit="t/ha">6.48</potential_brown_rice> 
     <actual_brown_rice unit="t/ha">4.86</actual_brown_rice> 
    </weight> 
    <weight state="14%moist"> 
     <potential_brown_rice unit="t/ha">7.54</potential_brown_rice> 
     <potential_rough_rice unit="t/ha">9.92</potential_rough_rice> 
     <actual_brown_rice unit="t/ha">5.65</actual_brown_rice> 
     <actual_rough_rice unit="t/ha">7.44</actual_rough_rice> 
    </weight> 
   </max_yield> 
  </station> 



























フ ァ イ ル max-yield.xml が 生 成 さ れ る（ 図 52）．












図 53  Javaサーブレット版SIMRIW 
JAMF のデフォルトのユーザインタフェースで開発した SIMRIW の設定画面と結果表示画面．一般の Web アプリケーショ
ンとして実行することもできるが，図 55 や図 57 からパラメータ付きURL で呼び出すこともできる． 
  























Adobe Flash を利用して，Google マップ上に水
稲栽培可能性データを表示する Web アプリケー
ション (232) を，Adobe Flex (3) を利用して開発した．














するには，max-yield.xml を KML ファイルに変換
することで可能である（図 57）．max-yield.xml か
ら変換された max-yield.kmz（約 300KByte）は，
max-yield.xml を変換した KML ファイルとアイコ
ンの画像ファイルを ZIP 形式でまとめたものであ
る．max-yield.xml から max-yield.kmz への変換は，
同じ XML 形式どうしの変換なので容易である．

















図 57  栽培可能性表示画面（Google Earth版） 
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可能であるため，Flash 版と同様に実利用されてい
る．MetBroker が扱う 2.3 万地点の気象観測地点用















8 品種，気温加算値 3 通り，CO2 濃度 2 通りの条
件の組み合わせで，移植日を 365 日間で実行する
と，1 地点あたり 17,520 回モデルを実行することに
なる．これを 1.5 万地点で実行するのに要した時間




































































































初，JSP により HTML+JavaScript で生成していた．
Ajax 登場以前は JavaScript の役割はコンボボック
ス用リストの生成や入力値の確認程度で，小規模
であったために開発の負担は少なかった．その後，
Web アプリケーションの Ajax 化により JavaScript
の役割が増してくると，prototype.js (205) などの
Ajax アプリケーション構築用の JavaScript ライ
ブラリを利用できるようになったが，JavaScript
のコード量は激増していった．また，JavaScript，
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守の効率が落ちた．




また，Google は Ajax アプリケーションやマッシュ
アップアプリケーションの起源となる Google マッ
プや Google Earth などの API を公開した Web サー
ビスを提供しており，地図インタフェース開発にお
いて重要な地位を占めている．

















1.5 万地点に対し，8 品種，気温加算値 3 通り，CO2
濃度 2 通りの条件の組み合わせで，移植日を 365 日
間で実行し，1 地点あたり 17,520 回モデルを実行す
ることになった．JAMF のモデル実行エンジンを
























































































うに JAMF を改良した JAMF-S を構築した．メッ
セージ交換手法として当初は Java RMI を選択した
が，セキュリティ対策に起因する問題により，その






























































た．すでに MetBLASTAM 以外にも 20 以上の農業
モデル（表 9）を Web アプリケーションとして構
築し，誰でも利用できる形でインターネット上に公
開し，長期間の運用をすることにより安定性も示し













































AMADIS の要素間の通信に REST を採用した．





































1）  他の Web サービスとの連携























例えば，災害情報がメール (268) や Twitter (51) で配信
されている．
農業分野では，農協から農家への FAX による情
報配信などが行われていた．JAMF や JAMF-S を
利用した例としては，病害虫発生予察情報などの農
業モデルの結果をメール (251) やRSS (230) で配信するシ
ステムが構築された．また，気象データを Google
カレンダーに表示〈IV.3.5）（1）〉したり，フィール




スは，1960 年代には大型計算機の CPU を遠隔利用
する形で存在していたが，2006 年に提唱されたク












態がある．① Software as a Service（SaaS）はイン
ターネット経由で電子メールやグループウェアなど
のソフトウェアを提供するサービスで，Microsoft 
Online Services (153) や Google Apps (72) などがある．
② Platform as a Service（PaaS）はインターネット
経由で，アプリケーションサーバやデータベースな
どのアプリケーション実行用プラットフォームを提
供するサービスで，Google App Engine（GAE） (74)，
Face.com (220) や Microsoft Windows Azure (154) など
がある．③ Infrastracture as a Service（IaaS）はユー
ザ自身が OS を含むシステムを導入可能な，イン
ターネット経由のインフラを提供するサービスで，
Amazon S3 (5) や Amazon EC2（Elastic Compute 
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Cloud） (6) などがある．
Google App Engine for Java（GAEj）では標準














イルの配備先を Tomcat から App Engine へ変更す
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から Java に移植した MetBLASTAM のソースコー
ドの行数を数えたところ，MetBLASTAM 用に開
発したコードは，農業モデルのすべての機能のうち
の 5.2%（約 1000 行，コメント行を除いたソースコー
ドの割合）にすぎなかった．その内訳は，モデルご
とに異なる計算部分が 66%，各モデル共通のデータ





ザインタフェースを必要としなければ，1 ～ 2 日間















JAMF により Java アプレットとして実装され
た農業モデルを，REST アプリケーションとし
て Java サーブレットに変換するためのフレーム
ワーク JAMF-S（JAMF for Servlet）を構築した．
JAMF と JAMF-S で異なるところは，気象データ
の取得やモデルの計算を行うのがクライアントから
サーバに移ったことと，ユーザインタフェースの構








スに Google マップを利用し，Ajax アプリケーショ
ン化した．インタフェース部分の JavaScript によ
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A Study on a Framework for Distributed Cooperative System 
in an Agricultural Simulation Model
Kei Tanaka＊
Summary
People have dealt with ever-faster population 
growth by increasing food production based 
on the development of agricultural technology. 
However, food shortages in developing countries 
have been left unsolved due to abnormal climates, 
westernized eating habits in emerging countries, 
and the use of cereal as a raw material for bio-
ethanol. Also, in Japan, we are facing changes to 
the cultivating season and the best breed of farm 
product caused by climate change, and the problem 
of the knowledge of aging farmers not being 
passed on. In these circumstances, information 
technology centering on agricultural simulation 
models (hereinafter called “agricultural model”) to 
help farmers make decisions is playing a more and 
more important role.
Affected by the results of system dynamics, 
the development of a plant growth model to 
dynamically describe plant growth began in the 
1970s. And then, an agricultural model such as 
the growth prediction model, and disease and pest 
damage forecasting model, became widely used as 
an alternative way to help farmers make decisions 
and as an alternative to field trials. In the 1990s, 
large agricultural models were developed by each 
development group of Wageningen, IBSNAT, and 
APSRU, and the paddy-rice growth prediction 
model SIMRIW was developed in Japan.
Agricultural data includes meteorological data 
that is required by the agricultural model, and 
cultivation data that is used to develop agricultural 
models and assume parameters. Among data 
that has been obtained at weather stations and 
experiment stations for many years, some may 
be recorded only for printed material, while other 
data may be put into a database and shared over a 
network.
The domestic agricultural model and database 
are characterized by their high regionality with 
small size and dispersal to universities and 
research institutes. And also many programs of 
the agricultural model have become legacy and 
many databases are operated in a specific manner. 
Thus, there is a need to build a decision making 
system connected to these various agricultural 
models and databases, considering future operation 
and maintenance. To this end, it was thought 
that a distributed cooperative system, which 
manages agricultural models and databases at the 
development site and connects with networks, is 
suitable.
In this dissertation, we suggested a distributed 
cooperative system to help farmers make decisions, 
and named it the Agricultural Model and Databases 
with Distributed Cooperative System (AMADIS). 
To solve problems in connecting components such 
as agricultural models and databases, AMADIS 
needs to have a search function allowing people 
to find a suitable agricultural model and data, 
a management function to manage the location 
information of each component on the network, 
communication protocols to connect multiple 
components, and an executive function to 
execute agricultural models. In this dissertation, 
we conducted research mainly on a method to 
develop a program in the agricultural model as a 
component and the cooperative method between 
components, from the functions required for 
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AMADIS.
Analyzing the legacy program of a domestically 
developed agricultural model showed that the 
calculation part of the program—the core of the 
agricultural model—other than data reading 
and result display, accounts for approximately 
half of the program. The program size of the 
domestic agricultural model is not large and 
some Web applications of the agriculture model 
as components need to be developed quickly. 
Therefore, translation into Java was adopted 
rather than developing wrapper programs for the 
legacy model. Java is an object-oriented language, 
and developing programs in a way that exploits 
its characteristics not only makes development 
more efficient but also makes future expansion and 
maintenance easier. It also has standard APIs that 
are useful for building Web applications, such as 
networks, distributed objects, thread, XML, and 
multi-language support. After that, Java became a 
main language for building server-side applications 
and it is apparent that the choice of development 
language was right.
When agricultural programs were developed, 
we studied the method of developing models and 
peripheral technology using three agricultural 
model development groups. These three groups 
developed while influencing each other in the 
1990s, so their developed structures were similar. 
All of them have a module structure and center 
on a model execution engine to manage model 
calculations. They all use modules such as 
growth models, disease models, and soil models 
as components. Calculation and accumulation 
are repeated on the execution engine until the 
termination criteria are met by time loop after 
initialization. The meteorological data required for 
executing the agricultural model are provided by a 
program called a “weather generator.”
To develop the program of the agricultural 
model in this dissertation, a framework for an 
agricultural model was first built and programs of 
the agricultural model were secondary developed 
using a framework. The framework is a program 
library which is organized to be reused for building 
the specific target application. The framework is 
also a semi-finished application so developing the 
program of the agricultural model requires only 
deficient parts of the default functions provided 
by framework. We named this framework Java 
Agricultural Model Framework (JAMF).
JAMF consists of many program packages, 
such as the model execution engine, model data, 
the weather generator, user interfaces, and utility 
programs. The model execution engine is simpler 
than the ones used by the three development 
groups but has the same functionalities. The 
model data class effectively processes Boolean 
value, numeric value, date, and time-series data 
that are handled by the agricultural model, and 
helps to automatically build user interfaces. The 
weather generator acquires meteorological data 
used by the agricultural model from MetBroker, 
average year data, estimation data, and user 
data, and converts them for use in the model. 
MetBroker is middleware between various 
weather databases and the agricultural model, 
and provides unified database access methods and 
data forms. The weather generator allows the data 
at weather stations all over the world to be used 
via MetBroker, and normal year value, estimation 
data from the meteorological model instead of non-
observation data, and data observed by users can 
be used to make predictions, as required.
To develop the programs of the agricultural 
model using JAMF, approximately ten programs 
related to agricultural model calculations, data, 
and interfaces need to be developed. Those are 
additional programs to the functions provided 
by JAMF. The number of lines of source code 
of MetBLASTAM translated into Java from 
FORTRAN took only 5.2% (about 1,000 lines, the 
ratio of source code without comment lines) of 
all functions of the agricultural model. In more 
detail, 66% was for calculations that varied by 
model and 4% was for data acquired, part of 
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which was common to every model. Implementing 
approximately twenty plant growth prediction 
models and disease and pest damage forecasting 
models using JAMF shows that it can be used to 
build various agricultural model Web applications. 
If it is an agricultural model with a maintained 
document and does not require complex 
user interfaces, Web applications that can be 
components of AMADIS can be built within a day 
or two.
To become a component of AMADIS, message 
exchange functionality between components via 
a network is required. Although we used RMI at 
first, we decided to use REST to exchange data in 
XML form using HTTP because of a defect caused 
by a firewall. For REST, requests can be sent as a 
URL parameter of a Web application and the result 
can be received in XML form, so users can see it 
on a Web browser. Request building needs only 
strings process, and the result process needs only 
XML programming that has become more popular 
thanks to the boom in the use of Ajax. And it also 
provides platform-independence which means not 
specifying a server/client environment.
The framework JAMF-S (JAMF for Servlet) for 
converting the agricultural model implemented by 
JAMF as a Java applet to a Java servlet as a REST 
application has been built. JAMF-S differs from 
JAMF in terms of moving the process of obtaining 
meteorological data and model calculation from the 
client to the server, and using HTML components 
from a Swing component to build user interfaces. 
Those changes meant that the model execution 
engine for servlets, JSP for interfaces, and servlets 
for graphic image generation needed to be newly 
developed. Agricultural model calculation and 
data, and weather generator which are called from 
the model execution engine, did not need to be 
changed.
When we changed them to Java Servlet, we 
redeveloped them as Ajax application that uses 
Google Maps for the map interface. Although, the 
development with JavaScript for the interface part 
was more complex than Java, by emerging the 
Google Web Toolkit, the whole development could 
be carried out consistently only with Java, and this 
made the development and maintenance efficient.
We built a simulator for cultivation possiblity 
of rice using SIMRIW as an actual application 
to show the effectiveness of JAMF. It is a tool 
that predicts plant growth with various criteria 
using global meteorological data and examines 
whether rice cultivation is possible or not at each 
site. Although it required a massive repetitive 
calculation and the model execution engine should 
have been improved for multi-threading and reuses 
of reading data, we were able to accommodate 
the modification with the minimum amount of 
programming by exploiting the characteristics of 
JAMF built with an object-oriented system.
For all of the above reasons, we showed 
that a basic technique that can develop an 
excellent program in the development efficiency, 
maintainability, and the extendibility to implement 
an agricultural model as Web application that was 
the component of AMADIS has been build as 
JAMF. Moreover, the validity of decision support 
system AMADIS for the agriculture proposed 
as a distributed cooperative system, which can 
construct agricultural model with more detailed 
function by making multiple agricultural models 
cooperate flexibly, was verified.
