Abstract. In this paper we consider the Hilbert scheme Hilb n p(t) parameterizing subschemes of P n with Hilbert polynomial p(t) and we investigate its locus containing points corresponding to schemes with regularity lower than or equal to a fixed integer r ′ . This locus is an open subscheme of Hilb n p(t) and we describe a set of defining equations.
Introduction
One of the most interesting and investigated projective schemes in Algebraic Geometry is the Hilbert scheme: we consider a projective space P n over an algebraically closed field K of characteristic 0, we fix a polynomial p(t) (respecting some conditions in order to make it admissible) of degree d; the Hilbert scheme Hilb n p(t) parametrizes all the subschemes Z ⊆ P n having p(t) as Hilbert polynomial of its coordinate ring.
Even if the Hilbert scheme was formally introduced by Grothendieck in the 60's ( [14] ), it is not completely understood yet. A deep knowledge of its structure and features would certainly lead to many interesting examples (or maybe counter-examples) in Algebraic Geometry, as stated in a very unusual way in [17] :
There is no geometric possibility so horrible that it cannot be found generically on some component of the Hilbert scheme.
In order to give Hilb n p(t) the structure of scheme in a projective space of suitable dimension, we consider the Gotzmann number r of p(t): r is the worst regularity among schemes having Hilbert polynomial p(t).
If N (t) = n+t t , the Hilbert scheme can be easily seen as a subscheme of the Grassmannian of linear subspaces in P n of dimension N (r) − p(r), thus by Plücker coordinates, Hilb n p(t) becomes a subscheme of P E , for E = N (r) p(r) − 1.
Explicit equations for the scheme structure of Hilb n p(t) in P E can be found computationally, imposing vanishing conditions on some minors of a particular matrix, by Gotzmann's Persistence Theorem ( [12] ). However, the number E is generally huge, so many authors dealt with the challenge of finding equations with low degree for Hilb n p(t) as a subscheme of P E : for instance Iarrobino and Kleiman [19] , Bayer in his Ph.D. Thesis [2] , Haiman and Sturmfels [16] and more recently Alonso, Brachat and Mourrain [1] and Brachat, Lella, Mourrain and Roggero [6] . The best bound among these ones is the one in [6] , where the authors find a set of equations defining the Hilbert scheme in P E of degree ≤ d + 2.
Example 0.1. If d = 0, i.e. p(t) = c with c a positive integer, then r = c and in this case we get E = N (c) c − 1. However, if d > 0, then E is often very large. For instance if p(t) = at + b, the admissibility of p(t) means a > 0 and b ≥ −a(a − 3)/2; in this case r = a(a − 1)/2 + b ( [7] , Example 1.2). By [6] , in this case Hilb n p(t) as a subscheme of P E is given by a set of equations of degree ≤ 3.
The number E depends on the Gotzmann number r, but in many cases, r is far bigger than the regularity of the scheme Z ∈ Hilb n p(t) we are interested in and often a bound r ′ ≪ r on the regularity is known. 
(t).
In each one of the following cases just applying Castelnuovo-Mumford's lemma and the references quoted in each item we get that for all X as below we may take the following r ′ :
(i) Consider p(t) = c. The Gotzmann number r of p(t) is c. Let X ⊂ P n be c general points. If c ≫ n then we may take r ′ ∼ (n! · c) 1/n . (ii) Consider n = g − 1 ≥ 2 and p(t) = (2g − 2)t + 1 − g = 2nt − n. Let X ⊂ P n be a smooth canonically embedded curve of genus n + 1. We may take r ′ = 3 ([10], Corollary 9.4). (iii) Fix an integer g such that 0 ≤ g ≤ n − 1 and consider a linearly normal smooth curve X ⊂ P n of degree n + g; hence p(t) = (n + g)t + 1 − g. X is arithmetically Cohen-Macaulay and we may take r ′ = 3 ([10], Theorem 8.1 and Corollary 8.2). (iv) Let X ⊂ P n be an integral and non-degenerate curve of degree c. Hence p(t) = ct + 1 − g, where g := p a (X). We may take r ′ = c + 2 − n ( Theorem. Fix any integer n > 0, any admissible Hilbert polynomial p(t) and any integer r ′ ≤ r, where r is the Gotzmann number of p(t). The scheme Hilb
, where Y is defined by polynomials of degree ≤ d + 2 and L by linear forms in the Plücker coordinates of P
− 1 for r ′ < r, our equations involve a much smaller number of variables. A crucial tool of our proofs is a local description of Hilb n p(t) given in [5] , where the authors exhibit a special open covering, in which every open subset corresponds to a Borel monomial ideal.
Notations and generalities
Let S = K[x 0 , . . . , x n ] be a polynomial ring in n + 1 variables with coefficients in an algebraically closed field K of characteristic 0. When needed, we assume that the variables are ordered as x 0 < x 1 < · · · < x n .
In the following, p(t) will be an admissible Hilbert polynomial in P n of degree d and Hilb
will denote the Hilbert scheme parameterizing all subschemes Z ⊂ P n with Hilbert polynomial p(t). We will always denote by r the Gotzmann number of p(t), that is the worst Castelnuovo-Mumford regularity for the subschemes parametrized by Hilb n p(t) ([12] , [19] , Appendix C, [13] , Theorem 3.11) . N (t) is the polynomial n+t n and q(t) is the volume polynomial N (t) − p(t). Especially, we set the following notation: s = q(r), s ′ = q(r + 1). Given Z subscheme of P n , there is a unique saturated ideal I Z ⊆ S defining the scheme structure of Z. We can associate to Z ∈ Hilb n p(t) the truncated ideal I Z = (I Z ) r , whose Hilbert polynomial is q(t); I Z is generated by s linearly independent forms of degree r and so it is uniquely determined by a linear subspace of dimension s in the K-vector space S r of dimension N (r). Thus, Hilb n p(t) can be embedded in the Grassmannian G(s, S r ) of the s-dimensional subspaces of S r .
Using Plücker coordinates, G(s, S r ) becomes a closed subvariety of the projective space P E , where
If we fix a basis for the K-vector space S r , for instance the one given by the monomials of S r , every s-dimensional vector space V in S r can be represented by a (non-unique) s × N (r) matrix M (V, r), whose rows contain the coefficients of s polynomials that generate V w.r.t. the fixed basis. The Plücker coordinates of V are the minors of maximal order s of M (V, r): each Plücker coordinate corresponds to a set of s different elements in the fixed basis for S r (in our setting, to a set of s monomials in S r ).
If I is the ideal generated by the vector space V = I r ∈ G(s, S r ), by abuse of notation, we will write I ∈ G(s, S r ) and we will write I ∈ Hilb n p(t) if I ∈ G(s, S r ) and its Hilbert polynomial is q(t).
As proved in [16] , the scheme structure of Hilb n p(t) is defined imposing to I ∈ G(s, S r ) that the dimension of the vector space I r+1 is s ′ (Gotzmann's Persistence Theorem). We can associate a matrix M (I, r + 1) to I r+1 (fixing a basis for S r+1 , for instance again the one of monomials). Then I ∈ Hilb n p(t) if and only if all the minors of order s ′ + 1 of M (I, r + 1) vanish. In this way Hilb n p(t) becomes a closed subscheme in P E and so it is defined by some homogeneous ideal in the polynomial ring K[∆], where ∆ is a compact notation for the list of (variables corresponding to) Plücker coordinates.
Different authors studied bounds for the degree of equations defining Hilb n p(t) as a subscheme of P E , as summarized in the Introduction. Unluckily, the number E of variables involved in the computations is generally huge.
. The Gotzmann number is in this case r = 6; furthermore N (r) = 84, p(r) = 24, q(r) = 60. We consider the bounds in the literature about the degree of equations defining Hilb 3 4t as a subscheme of the projective space P E :
• Iarrobino, Kleiman [19] : q(r + 1) + 1 = 92;
• Bayer, Haiman, Sturmfels [2, 16] : n + 1 = 4;
• Brachat, Lella, Mourrain, Roggero [6] : d + 2 = 3.
Even if we just expect equations of degree at most 3, they are practically impossible to compute, since the number of variables involved is E + 1 = We consider a Borel ideal J generated by s independent monomials of degree r, that is J ∈ G(s, S r ). Fixing the basis of monomials for the K-vector space S r , J ∈ G(s, S r ) corresponds to a Plücker coordinate ∆ J . In [5, Proposition 3.1], the authors show that the open subsets {∆ J = 0 for J Borel} cover Hilb n p(t) up to changes of coordinates induced by changes of coordinates in P n . This local description of Hilb n p(t) through Borel ideals is very useful for computations, using the techniques developed in [8] and [4] . In these papers, for a fixed Borel ideal J, the authors investigate the family Mf(J) of all homogeneous ideals I such that N (J) = {x α ∈ S|x α / ∈ J} is a basis of the quotient S/I as a K-vector space. These ideals have a special set of generators, a J-marked set (see [8, Definition 1.4] ) which is a set of marked polynomials whose marked monomials are the monomial basis of J. Mf(J) turns out to be an affine subscheme; if J ∈ Hilb n p(t) , Mf(J) is scheme-theoretically isomorphic to the open subset {∆ J = 0} ∩ Hilb n p(t) . The authors also develop algorithms to compute the equations of this affine scheme, defining two different kinds of polynomial reductions, in order to compute J-normal forms modulo I. These algorithms and polynomial reductions are similar to the ones for Gröbner bases, but are term order free: instead of it, the combinatorial properties of the Borel ideal J are exploited. In 
Equations defining Hilb
In many cases, the Gotzmann number r is far bigger than the regularity of the scheme Z ∈ Hilb n p(t)
we are interested in and often a bound on the regularity much lower than r is known. We then focus on the locus of points Z of Hilb n p(t) whose regularity is lower than or equal to a fixed integer r ′ .
Definition 2.1. Fix an integer r ′ < r. We set
Using the definition of regularity concerning the vanishing of some cohomolgy modules (see [9, Section 20.5] ) and applying the Semicontinuity Theorem for cohomology [18 We fix two integers r ′ ≤ m. We fix as a basis for the K-vector space S m the monomials of degree m and we fix the corresponding set of Plücker coordinates for G := G(q(m), N (m)): each Plücker coordinate is identified by q(m) linearly independent monomials of degree m; in other words, we can establish a one-to-one correspondence between the monomial ideals J with basis made up of q(m) monomials in degree m and the Plücker coordinates ∆ J (thanks to the chosen basis for S m ). We define E(m) :=
We denote by U J the open subset of G defined by ∆ J = 0. It is well known that U J is isomorphic to an affine space with coordinate ring K[C J ], where C J is the set of local Plücker coordinates algebraically independent.
If I Z is the saturated ideal in S defining Z ∈ Hilb
We want to endow Hilb In what follows, supp(f ) is the set of monomials appearing in the polynomial f with non-zero coefficients.
Lemma 2.2. Consider I ∈ G \ L. Then I is generated by a J-marked set The action of the group GL n+1 (K) on S induces an action of P GL n+1 (K) on P n and as a consequence on G. We will shorten this, by saying that P GL = P GL n+1 (K) acts on G.
We consider the subset of L defined by the action of P GL on G: In the following Proposition, in a similar way to the one in [5, Proposition 3.11], we show that the matrices M (I, m) and M (I, m + 1) have a very special form for a suitable choice on the set of generators of I and of the order of the rows and columns. Proposition 2.4. Consider I ∈ G \ L. Then I m and I m+1 are generated by J-marked sets represented by the following matrices: those of all the polynomials of the type:
. Proof. We use Lemma 2.2 and obtain for I the J-marked set of generators
We write the set of generators F α for I in matrix form: each column corresponds to the monomials of S m ordered according to DegRevLex, each row represents one of the polynomials F α . In this way we obtain
, we first put in the matrix the coefficients of the polynomials F α such that x α ∈ k[x d+1 , . . . , x n ] m and we get an identity submatrix of order
. In the following rows we put the coefficients of the polynomials F α such that x i divides x α , for some i = 0, . . . , d.
Multiplying each polynomial F α by each variable x i , we get a set of generators for I m+1 . In particular, the polynomials x i F α with x i smaller than or equal to the minimal variable appearing in x α form a J-marked set contained in I m+1 ([8, Definition 3.2]). We put the coefficients of this set of generators of I m+1 in matrix form to construct A m+1 in the following way: As above, each column corresponds to a monomial of S m+1 and they are ordered according to DegRevLex. The first group of rows contains the coefficients of the polynomials x i F α with F α corresponding to a row of the Identity block of A m , x i smaller than or equal to the minimal variable appearing in x α and i ∈ {d + 1, . . . , n}. In this way we obtain the Identity block of order
In the rows of D 1 we put the coefficients of polynomials x i F α such that x i with i ∈ {0, . . . , d}. In D 2 we put two different kind of rows, both coming from coefficients obtained by multiplying by variables x i , i ∈ d + 1, . . . , n:
• x i F α such that i ∈ {d + 1, . . . , n} and F α corresponds to a row in D;
, for x j F α ′ corresponding to a row of the Identity block. Finally, the condition on the rank of D 1 holds because the rows of the Identity block and of D 1 contain a J-marked set for I m+1 .
We underline that even if A m and A m+1 depend on J, however the linear spaces generated by their rows are I m and I m+1 , so conditions on the rank of these matrices do not depend on the ideal J.
We are interested in I ∈ Hilb by ε, we call h the ideal in k[∆] generated by the minors of A m+1 of order ε + 1, with ε rows from D 1 and one more row from D 2 . Furthermore we define h as the ideal generated by g∈P GL h g .
Y and Y are the closed subschemes of G defined by h and h respectively.
Observe that h is generated also by the minors of A m+1 of order q(m + 1) + 1: this is due to the particular shape of A m , precisely to the identity block, and to the way we construct A m+1 from A m .
The main result of this paper, Theorem 2.8, states that Hilb
In order to show this, we need some results coming from the following lemma and its corollary. Lemma 2.6. Consider J ∈ B m r ′ . Then i) the localization of h with respect to U J coincides with ideal generated by the minors of A m+1 (localized) of order q(m + 1) + 1 and so it is the ideal defining the J-marked scheme Mf(J):
. ii) If I ∈ U J and g ∈ P GL such that I ∈ U g J , then the localization of h and of h g at I are the same.
Proof. The first statement comes from the way we constructed A m and A m+1 . The second one follows observing that the change of coordinates in P n does not change the rank of the matrices. We now prove statement iii). One inclusion is obvious, so we prove the other one. It is sufficient to prove it in a neighborhood of I ∈ Y . First, we point out that the action of g ∈ P GL on a finite set of generators of h turns it in a set of generators. We can choose a set of generators for h of the following kind: h Proof. By Lemma 2.6, we have Y ∩ U j ≥m ≃ Mf(j ≥m ). On the other hand, since j is generated in degree ≤ r ′ , there are no monomials in B j of degree > r ′ divisible by x 1 and so, using [5, Theorem 4.5], Mf(j ≥r ′ ) ≃ Mf(j ≥m ). As shown in [5] , Mf(j ≥r ′ ) ≃ Mf(j ≥r ) ≃ Hilb n p(t) ∩ U j ≥r .
We now come to the main result. Theorem 2.8. Fix any integer n > 0, any admissible Hilbert polynomial p(t) and any integer r ′ < r, where r is the Gotzmann number of p(t). The scheme Hilb Proof. First we prove that Y \ L contains only the points I of Hilb n p(t) such that reg(I) ≤ r ′ , for I the saturation of I.
For every m ≥ r ′ , if I ∈ Hilb n p(t) [r ′ ], then I is generated in degree ≤ r ′ and so I = (I) ≥m is generated in degree m; furthermore dim k (I t ) = q(t) for t = m, m + 1. If J is the generic initial ideal of I with respect to DegRevLex, then J ∈ B . Moreover, thanks to Corollary 2.7, this correspondence is locally a scheme-theoretic isomorphism.
Then Y \ L is embedded in Hilb n p(t) as an open subset. We now consider Y embedded as a subscheme of the Grassmannian G(q(r ′ ), N (r ′ )), that is we consider the ideal h in k[∆] (Definition 2.5). As shown in [6] , the vector space spanned by the minors of A m+1 of any fixed order extracted from rows of A m multiplied by the same variable is generated by linear forms in the Plücker coordinate of G.
