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1 Einleitung
1.1 Vorbetrachtung
Die Verwendung numerischer Methoden zur Losung technischer Aufgabenstellungen
hat in den letzten Jahren stetig zugenommen. Beispielsweise nden die auf dem
Gebiet der Stromungsmechanik angesammelten Erkenntnisse, die vornehmlich auf
Betreiben der Luft- und Raumfahrtindustrie erreicht wurden, zunehmend Einzug
in bisher vernachlassigte Anwendungsbereiche. Hierzu zahlt auch die numerische
Berechnung von Raumluftstromungen als ein sehr junger Zweig.
Insbesondere in groen Raumen, z. B. Atrien und Konzertsalen, beeinussen
zahlreiche unterschiedliche Faktoren, die von der Anordnung und Gestalt der Zu-
luftonungen bis hin zum Warmeubergang an den Wanden reichen, das Stromungs-
und Temperaturfeld. Deren Kenntnis ist die Voraussetzung zur Ermittlung von Be-
haglichkeitskriterien. Innerhalb der traditionellen Herangehensweise bedient man
sich hierbei halbempirischer Modelle, die fur geometrisch einfache Kongurationen
aus experimentellen Untersuchungen abgeleitet wurden. Fur komplizierter gestalte-
te Raume ist die Verwendung mastablicher Modelle deutlich aufwendiger und die
Ubertragung der Ergebnisse aufgrund der nicht vollstandig zu realisierenden Ahn-
lichkeit ebenfalls problematisch. Nicht selten sind daher unangenehme Zuglufter-
scheinungen oder Warmestauungen die Folge und bedurfen kostspieliger Nachbesse-
rungen. Demgegenuber gewinnt die numerische Berechnung infolge ihres Potentials
zu detaillierten Aussagen zunehmend an Bedeutung. Eine Voraussetzung hierfur sind
die erheblichen Leistungssteigerungen der Rechentechnik. In einem ahnlichen Ma
ist dieser Trend jedoch auch durch die Weiterentwicklung numerischer Verfahren
bestimmt.
Ohne sich auf Raumluftstromungen zu beschranken, sollen diese hier stellvertre-
tend fur die Beschreibung der Eigenschaften einer ganzen Klasse von Stromungen
stehen. Aufgrund der sehr kleinen Mach{Zahlen lat sich das Fluid zunachst als
inkompressibel beschreiben. Auch wenn infolge von Warmeubertragungsvorgangen
die nunmehr nichtisothermen Stromungen durch temperaturbedingte Dichteunter-
schiede gekennzeichnet sind, wird an diesem Modell festgehalten und die Auftriebs-
wirkung mit der Boussinesq{Approximation [1] erfat. Weiterhin sind die auftreten-
den Strukturen durch echte Dreidimensionalitat gekennzeichnet, und bei moderaten
Reynolds{Zahlen von 104 bis 105 treten groe turbulente Schwankungen auf.
Abgesehen von der Genauigkeit, mit der all diese Erscheinungen im Rahmen
des verwendeten Algorithmus widergespiegelt werden, bilden die hierbei entstehen-
den Kosten ein weiteres wichtiges Bewertungskriterium. Hierzu zahlt nicht nur die
benotigte Rechenkapazitat, sondern im Zuge immer komplizierter werdender Geo-
metrien auch die Gittergenerierung. Wahrend neuerdings verstarkt Parallelisierung
zur Laufzeitverkurzung eingesetzt wird, kann durch Ubergang von strukturierter
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zu unstrukturierter Vernetzung der manuelle Aufwand bei deren Erstellung ganz
erheblich gesenkt werden. Der Mehraufwand bei der Handhabung unstrukturierter
Netze ist auch aus Sicht einfach zu realisierender lokaler Gitterverfeinerungen zu
motivieren.
Vor dem Hintergrund der genannten Aspekte soll im Rahmen dieser Arbeit eine
numerische Methode vorgestellt und untersucht werden, die durch die folgenden
wesentlichen Merkmale gekennzeichnet ist:
 Finite{Elemente Diskretisierung auf Grundlage der diskontinuierlichen Galer-
kin{Methode
 Verwendung einer least{squares Stabilisierungstechnik in Verbindung mit li-
nearen Elementen
 Einsatz eines k{" Turbulenzmodells
 Parallelisierung mittels einer nichtuberlappenden Gebietszerlegungsmethode.
Auch wenn insbesondere die ersten drei Punkte fur sich genommen keinen Neuig-
keitswert darstellen, erwachst nach Kenntnisstand des Autors die Originalitat aus
der erstmaligen Verknupfung all dieser Elemente und neuartiger Modikationen des
Gebietszerlegungsalgorithmus.
Die Realisierung dieses Konzeptes in Form des Programmpakets ParallelNS, das
in Zusammenarbeit mit dem Institut fur Numerische und Angewandte Mathema-
tik der Universitat Gottingen entstanden ist, erhebt nicht den Anspruch besonderer
Leistungsfahigkeit. Es ist vielmehr ein geeignetes Werkzeug zur Bewertung der ein-
gesetzten Strategien und ein wertvolles Hilfsmittel bei der Losung praktischer Auf-
gabenstellungen. In diesem Sinn erfolgt die Untersuchung der Methode vorwiegend
auf Grundlage der numerisch erzielten Resultate.
Die Arbeit bedient sich somit einer ingenieurtechnischen Herangehensweise und
wendet sich an einen mit den Grundlagen der numerischen Stromungsmechanik ver-
trauten Leser. Aus mathematischer Sicht bleibt die Darstellung allerdings aufgrund
fehlender Beweise und Fehlerabschatzungen unvollstandig und ist als anwendungs-
orientiert zu bezeichnen. Dieser Umstand soll aber nicht als Mangel, sondern als
Moglichkeit zu einer anschaulichen Darstellung und der damit verbundenen Chance
einer groeren Akzeptanz in den Ingenieurwissenschaften verstanden werden.
Nachdem im nachsten Abschnitt die zugrunde liegenden Methoden in den Kon-
text fruherer Veroentlichungen eingeordnet und gegenuber anderen Verfahren ab-
gegrenzt werden, gliedert sich die Arbeit in weitere funf Hauptbestandteile.
Das zweite Kapitel widmet sich der mathematisch{physikalischen Modellierung
einzelner Stromungsformen. Besonderer Wert wird hierbei auf die Diskussion zahl-
reicher Randbedingungen und das Zusammenwirken von Wandfunktionen und Tur-
bulenzmodell gelegt. Fur das im Ergebnis der Darstellung gewonnene Dierential-
gleichungssystem wird im folgenden Kapitel ein numerisches Verfahren abgeleitet.
Ausgangspunkt bildet die Semidiskretisierung auf Grundlage der diskontinuierlichen
Galerkin{Methode zur Formulierung eines instationaren Verfahrens, gefolgt von der
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Gebietszerlegung der so entstandenen elliptischen Probleme. Anschlieend wird das
aus der Galerkin/least{squares Diskretisierung hervorgehende volldiskrete System
schrittweise dargelegt.
Das vierte Kapitel geht vor allem auf die Implementierung der Gebietszerlegung
unter dem Gesichtspunkt der Parallelisierung ein. Zur Bewertung des numerischen
Verfahrens erfolgt in einem weiteren Kapitel die Anwendung auf zahlreiche Beispie-
le, die von der Konvektions{Diusionsgleichung bis hin zu einer nichtisothermen,
turbulenten Stromung reichen. Abschlieend werden die wesentlichen Ergebnisse
zusammengefat, bestehende Probleme angesprochen und mogliche Ansatzpunkte
zu deren Losung aufgezeigt.
1.2 Einordnung der Arbeit
Erst nachdem Brooks und Hughes [2] zu Beginn der achtziger Jahre mit der
SUPG{Stabilisierung eine upwind{Technik ohne substantielle Genauigkeitseinbu-
en fur Galerkin{Methoden entwickelt hatten, war die Voraussetzung fur den brei-
ten Einsatz von FEM{Diskretisierungen zur Losung konvektionsdominanter Proble-
me gegeben. Die Attraktivitat dieser Verfahren gegenuber Finite{Dierenzen oder
Finite{Volumen Zugangen entspringt vor allem ihrem weitreichenden mathemati-
schen Zugang.
Von Johnson et al. [3] wurde diese Stabilisierungstechnik in Verbindung mit der
diskontinuierlichen Galerkin{Methode, vielfach auch als Raum{Zeit FEM bezeich-
net, auf instationare Aufgabenstellungen ausgedehnt. Darauf aufbauende Entwick-
lungen erweiterten dieses Verfahren auf Konvektions{Diusions{Reaktionsgleichun-
gen [4] und die inkompressible Navier{Stokes Gleichung [5]. Zuvor hatten Hughes
et al. [6] fur die stationare Stokes{Gleichung mit der PSPG{Stabilisierung eine ge-
mischte Finite{Elemente Formulierung aufgestellt, die die Einschrankung der An-
satzraume fur Druck und Geschwindigkeit, ausgedruckt durch die Babuska{Brezzi
Bedingung, umgeht. Von der gleichen Gruppe [7] wird die least{squares Technik
als eine allgemeine Methode zur Konstruktion stabilerer Galerkin{Verfahren vorge-
schlagen, in die sich sowohl die SUPG- als auch die PSPG{Stabilisierung einordnen
lassen. Insbesondere Tezduyar et al. haben zahlreiche Anwendungen dieser Stabi-
lisierungsmethode in Verbindung mit der Raum{Zeit FEM vorgestellt, u. a. zeitlich
veranderliche Gebiete [8], [9] und massiv parallele Implementierungen [10], [11]. Wei-
tere Untersuchungen der Galerkin/least{squares Technik, inbesondere in Hinblick
auf nichtisotherme Stromungen, wurden von Lube et al. [12], [13] durchgefuhrt,
wobei fur die in dieser Arbeit verwendeten linearen konformen Elemente Auge [14]
u. a. den Einu der Stabilisierungsparameter im stationaren Fall an einer Reihe
von Beispielen numerisch bestimmt hat.
Im Vergleich zu anderen zeitlichen Diskretisierungsverfahren stellt die diskontinu-
ierliche Galerkin{Methode durch die methodisch gleichartige Behandlung von Raum
und Zeit mittels FEM den konsequentesten und zugleich systematischsten Zugang
zur Konstruktion und Analyse instationarer Verfahren hoherer Ordnung dar [15],
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[16]. Aus Sicht des Anwenders ist besonders die Robustheit bezuglich groerer Zeit-
schritte gegenuber den weit verbreiteten Projektionsmethoden [17], [18] und dem
zweiter Ordnung genauen Zwischenschritt{{Verfahren [19], [20] von Interesse.
Zur Beschreibung turbulenter Stromungen wird das bereits Anfang der siebziger
Jahre von Launder und Spalding [21] vorgeschlagene k{" Turbulenzmodell einge-
setzt. Ohne auf die damit verbundenen Unzulanglichkeiten einzugehen, ist es jedoch
derzeit immer noch das am haugsten verwendete Zweiparametermodell. Als solches
wird es hier akzeptiert und soll nicht Gegenstand der Untersuchung sein. Abgesehen
von der modizierten Wandanbindung durch Verwendung neuartiger Wandfunktio-
nen [22], liegt der Schwerpunkt der Darstellung in der Einarbeitung dieses Modells
in den FEM{Kontext auf unstrukturierten Gittern. Hierbei sind insbesondere Vor-
schlage von Mohammadi und Pironneau [23] aufgegrien worden.
Mit dem in verschiedenen Wissenschaftsdisziplinen unterschiedlich denierten
Begri Gebietszerlegung [24], soll im weiteren aus mathematischer Sicht die Unter-
teilung des Losungsgebietes der kontinuierlichen Probleme durch Einfuhrung kunst-
licher Rander bezeichnet werden. Auf jedem der so entstandenen Teilgebiete wird
eine eigene, in der Regel partielle Dierentialgleichung gelost. Bei der nichtuberlap-
penden Variante uberdecken sich die Gebiete nicht. Innerhalb des hier verfolgten
Zugangs erfolgt deren Kopplung ausschlielich uber spezielle Ubergangsbedingun-
gen, die in einem Iterationsproze uber die Teilgebiete abgeglichen werden. Einerseits
ist diese Methode aus Sicht der Parallelisierung aufgrund des geringen Kommunika-
tionsaufwandes interessant. Andererseits mu durch das Verfahren nur die Adapti-
on der Kopplungsbedingungen erfolgen, wahrend bei uberlappenden Methoden die
optimale Uberdeckungsbreite beispielsweise eine Funktion der Zeitschrittweite und
damit wesentlich schwieriger algorithmisch zu realisieren ist.
Erstmals wurde von Lions [25] fur die Poisson{Gleichung eine nichtuberlappende
Gebietszerlegungsmethode auf Grundlage einer Robinschen Randbedingung vorge-
schlagen. Die Hauptfragestellung hierbei ist die geeignete Wahl einer den Dirichlet-
schen Anteil wichtenden Ubertragungsfunktion. Fur konvektionsdominante Proble-
me haben Gastaldi et al. [26] mit dem adaptiven Neumann{Robin Algorithmus
hierzu einen Vorschlag unterbreitet. Eine allgemeinere Konstruktion der Ubertra-
gungsfunktion von Auge et al. [27] erweitert die Anwendbarkeit auf Konvektions{
Diusions{Reaktionsgleichungen. Daruberhinaus gehen Lube et al. [28] auf den in-
stationaren, singular gestorten Fall ein. Wiederum von Otto und Lube [29] wurde
diese Methodik auf die Oseen{Gleichung erweitert und damit die Voraussetzung fur
den Einsatz dieser Methode auf Stromungsprobleme geschaen. Einen ganz anderen
Ansatz verfolgen beispielsweise Achdou et al. [30], indem sie den Grenzschichtbe-
reich in eine Vielzahl von Teilgebieten zerlegen und so inbesondere bei turbulenten
Stromungen mit Wandrauhigkeiten genauere Ergebnisse als bei Verwendung von
Wandfunktionen erwarten. Fur den weiterfuhrend interessierten Leser sei besonders
auf die parallel zu dieser Arbeit entstandene Dissertation von Otto [31] verwiesen,
die sich speziell der mathematisch{numerischen Untersuchung des hier verwendeten
Gebietszerlegungsalgorithmus widmet.
2 Mathematisch{physikalische
Modellierung
2.1 Grundannahmen
Ausgangspunkt der Betrachtungen sind die Erhaltungsgleichungen der Stromungs-
mechanik und Thermouiddynamik, in denen das Stromungsmedium als Kontinuum
betrachtet wird. Die vorliegende Arbeit beschrankt sich hierbei auf Newtonsche Flui-
de. Abgesehen von der Boussinesq{Approximation, die eine temperaturabhangige
Dichte % im Quellterm der Bewegungsgleichung einfuhrt, wird von inkompressiblen
Fluiden ausgegangen. Die sich durch diese Vereinfachungen ergebenden Grundglei-
chungen sind der Literatur entnommen (vgl. [32], [33] und [34]) und werden im
weiteren in koordinatenfreier Schreibweise fur ein raumfestes Bezugssystem verwen-
det.
Turbulente Stromungen werden mit Hilfe des k{" Turbulenzmodells nachgebil-
det. Wirkungen dieses Turbulenzmodells basieren auf der lokal unterschiedlichen
Vergroerung der Transportkoezienten in den Bilanzgleichungen. Obwohl konstan-
te molekulare Stowerte vorausgesetzt sind, werden die Grundgleichungen daher fur
veranderliche Transportkoezienten angegeben.
2.2 Bilanzgleichungen
Fur Newtonsche Fluide ist der Tensor der Deformationsgeschwindigkeiten
D(~u) := r~u+ (r~u)T (2.1)
uber einen linearen, isotropen Zusammenhang mit dem Reibungstensor
~ = ~%~D(~u) (2.2)
verbunden. Die Bewegungsgleichung eines inkompressiblen Fluids lautet damit
~%
 
@ ~u
@
~
t
+ (~u r) ~u
!
 r  ~ +r~p = ~%~g (2.3)
und beschreibt in Verbindung mit der Kontinuitatsgleichung
r  ~u = 0 (2.4)
Stromungen ohne Warmeubergang vollstandig. Die kinematische Zwangsbedingung
(2.4) folgt aus demMasseerhaltungsgesetz. Durch Umformung des Konvektionsterms
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(~u r) ~u in (2.3) mit Hilfe der Kontinuitatsgleichung erhalt man die auch haug
verwendete konservative Form der Impulsgleichung
~%
 
@ ~u
@
~
t
+r  (~u~u)
!
 r  ~ +r~p = ~%~g: (2.5)
Untersuchungen von Skalicky [35] zeigen jedoch, da diese Form der Bewegungs-
gleichung Nachteile fur ein numerisches Verfahren gegenuber der nichtkonservativen
Variante (2.3) aufweist. Demnach ist fur inkompressible, reibungsbehaftete Stromun-
gen nicht die Konservativitat sondern die Widerspiegelung der Singularitat einer
Neumannschen Randwertaufgabe durch die Diskretisierung ausschlaggebend fur de-
ren Genauigkeit.
Bei nichtisothermen Stromungen sind Auftriebswirkungen infolge temperaturab-
hangiger Dichte in der Regel nicht vernachlassigbar. Mit der Denition des isobaren
Volumenausdehnungskoezienten
~
 :=  
1
~%
 
@~%
@
~
T
!
~p
(2.6)
folgt aus einer Taylorreihenentwicklung der Dichte mit Abbruch nach dem linearen
Glied
~%( ~T ) = ~%0   ~%0 ~0( ~T   ~T0) mit ~%0 := ~%( ~T0); ~0 := ~( ~T0) (2.7)
um die Entwicklungsstelle ~T0. Bei der Boussinesq{Approximation wird dieser linea-
re Dichteansatz lediglich im Quellterm der Impulsgleichung (2.3) verwendet. Von
Gray undGiorgini [36] wird bei Rayleigh{Benard Konvektion die Gultigkeit dieser
Annahme bis zu einer Temperaturdierenz von 28,6 K fur Luft bei Raumtempera-
tur abgeschatzt. Neuere Untersuchungen [37], [38] vertreten hingegen einen deutlich
groeren Gultigkeitsbereich, insbesondere wenn die Stowerte bei einer mittleren
Temperatur bestimmt werden.
Unter der Annahme eines konstanten Beschleunigungsvektors g kann ein redu-
zierter Druck
~pred := ~p  ~%0~g  ~x (2.8)
durch Abspaltung des hydrostatischen Anteils deniert werden. Die Bewegungsglei-
chung fur nichtisotherme Stromung nimmt dann in Verbindung mit (2.7) die Form
~%0
 
@ ~u
@
~
t
+ (~u r) ~u
!
 r  ~ +r~pred =  ~%0 ~0( ~T   ~T0)~g (2.9)
an. Zur Berechnung der Temperatur mu zusatzlich die Energiegleichung
@
~
T
@
~
t
+ (~u r) ~T  r  (~ar ~T ) =
~_q
V
~%0~cp
(2.10)
mit
~cp =
~

~%0~a
(2.11)
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gelost werden. Als Quellterme sind lediglich innere Warmequellen zugelassen, dissi-
pative Eekte bleiben hingegen in der Energiegleichung unberucksichtigt. Die Glei-
chungen (2.9) und (2.10) sind wechselseitig durch das Geschwindigkeits- und Tem-
peraturfeld gekoppelt.
2.3 Dimensionslose Darstellung
In der Stromungsmechanik ist es ublich, dimensionslose Gleichungen zu verwenden.
Hierbei wird die Vielzahl der Parameter auf einen minimalen Satz von Kennzahlen
reduziert, der das physikalische Problem vollstandig beschreibt. Jedoch fuhrt die
Verwendung dimensionsloser Ahnlichkeitskennzahlen bei der Aufstellung eines nu-
merischen Verfahrens nicht immer auf die einem Stromungsmechaniker vertrauten
Denitionen. Beispielsweise bildet man bei der Untersuchung von Raumluftstromun-
gen die Rayleigh{Zahl mit der Raumhohe. In die Reynolds{Zahl geht hingegen viel-
fach eine charakteristische Groe der Zuluftonung ein.
Eine andere Moglichkeit zu einer dimensionslosen Darstellung zu gelangen, be-
steht in der Verwendung eines Satzes von Bezugsgroen, der im allgemeinen durch
die Anzahl der Basisdimensionen bestimmt ist. Der Satz der in dieser Arbeit ver-
wendeten Referenzgroen umfat ~xR, ~uR, ~%R, ~TR und  ~TR. Da in das physikalische
Modell keine absoluten Temperaturen eingehen, ist es moglich und, wie sich zei-
gen wird, gunstig, die dimensionslose Temperatur mittels zweier Referenzgroen zu
denieren:
# :=
~
T   ~TR
~TR
: (2.12)
Durch die Wahl von
~%R = ~%0; % :=
~%0
~%R
 1 (2.13)
kann die ohnehin konstante Dichte aus den dimensionslosen Gleichungen elimi-
niert werden. In den numerischen Beispielen wurden die ubrigen Referenzgroen
so gewahlt, da l
, kuk1 und k#k1 in der Groenordnung eins liegen.
Mit den in Anhang A denierten dimensionslosen Groen lauten die Bilanzglei-
chungen (2.3), (2.4), (2.9) und (2.10) wie folgt:
@u
@t
+ (u r)u r (D(u)) +rp = g; (2.14)
r u = 0; (2.15)
@u
@t
+ (u r)u r (D(u)) +rpred =  #g; (2.16)
@#
@t
+ (u r)# r  (ar#) =
_qV
cp
: (2.17)
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2.4 Turbulenzmodell
Turbulente Stromungen sind besonders durch kleinskalige Strukturen, die sich in
scheinbar zufalligen Schwankungen des Stromungsfeldes auern, und starke zeitliche
Fluktuationen gekennzeichnet. Will man diese mit den oben aufgefuhrten Gleichun-
gen erfassen, so mu das Berechnungsgebiet entsprechend fein aufgelost werden.
Allein fur den raumlichen Diskretisierungsabstand h ergibt eine Abschatzung nach
Tennekes und Lumley [39]
h  lRe(u0) 3=4 mit Re(u0)  0,01Re(u); Re(u) :=
ul

: (2.18)
Bei einer Vielzahl praktischer Anwendungen ist die Reynolds{Zahl Re so hoch, da
diese auf absehbare Zeit nicht mit Hilfe der direkten numerischen Simulation losbar
sind.
Die statistische Turbulenztheorie verfolgt einen anderen Zugang. Die Grundglei-
chungen werden geltert und fur die so entstehenden Anteile werden spezielle dy-
namische Gleichungen abgeleitet. Wahrend dieses Prozesses nimmt die Anzahl der
Unbekannten zu, wodurch zusatzliche Annahmen zur Losung des Gleichungssystems
erforderlich werden. Die einfachste Form der Filterung ist die sogenannte Reynolds{
Mittelung [40]. Hierbei werden alle Zustandsgroen in einen zeitlichen Mittelwert
sowie einen Schwankungsanteil zerlegt:
u = u+ u0; p = p+ p0; # = # + #0: (2.19)
Der Begri des zeitlichen Mittelwertes bezieht sich hierbei auf kleine turbulente
Skalen. Ein darauf aufbauendendes instationares Verfahren kann somit nur gro-
skalige Phanomene widerspiegeln. Nach dem Einsetzen dieses Ansatzes in (2.14),
(2.15), (2.16) und (2.17) sowie Vereinfachung durch Anwendung der statistischen
Mittelungsregeln [23] ergibt sich:
@u
@t
+ (u r)u+r u0u0  r  (D(u)) +rp = g; (2.20)
r u = 0; (2.21)
@u
@t
+ (u r)u+r u0u0  r  (D(u)) +rpred =  #g; (2.22)
@#
@t
+ (u r)# +r u0#0  r  (ar#) =
_qV
cp
: (2.23)
Neben den gemittelten Groen tauchen in der Bewegungsgleichung r u0u0 und in
der Energiegleichungr u0#0 als weitere Terme auf. Sie beschreiben den zusatzlichen
Transport von Impuls und Energie aufgrund turbulenter Austauschprozesse. Die
Theorie liefert jedoch keine Aussage, wie sie zu berechnen sind. Durch zusatzliche
Annahmen, die auch als Schlieungshypothesen bezeichnet werden, mussen diese
Terme eliminiert werden.
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Experimentelle Untersuchungen motivieren die Annahme, da die Reynolds{
Spannung proportional den Geschwindigkeitsgradienten ist:
 u0u0 / D(u): (2.24)
Im Zuge der Reynolds{Mittelung lassen sich aus der Impulsgleichung zwei weitere
Dierentialgleichungen ableiten, die das Verhalten der Schwankungswerte beschrei-
ben (vgl. [23]). Als neue Groen treten hierbei die turbulente kinetische Energie
k :=
1
2
u0 u0 (2.25)
sowie die turbulente Dissipation
" :=

2
D(u0)  D(u0) (2.26)
auf. Bei der Herleitung der Transportgleichungen fur k und " werden weitere An-
nahmen zur Elimination neu auftretender Korrelationen notwendig. So wird unter
anderem isotrope Turbulenz angenommen, d. h. die ortlichen turbulenten Schwan-
kungen sind in allen Richtungen gleich gro. Zumindest in Grenzschichten und Drall-
stromungen widerspricht diese Annahme experimentellen Ergebnissen.
Als Proportionalitatsfaktor in der Reynolds{Hypothese (2.24) wird die turbulen-
te Viskositat t eingefuhrt:
 u0u0 = tD(u) 
2
3
kI mit t := C
k
2
"
: (2.27)
Der Term 2
3
kI
z wird erforderlich, um Denition (2.25) zu erfullen, wonach
u0u0

 I = u0 u0 = 2k (2.28)
ist und aufgrund der Kontinuitatsgleichung
D(u)  I = 2r u = 0 (2.29)
gilt. Das Standard k{" Turbulenzmodell lautet damit
@k
@t
+ (u r) k  r  (krk) + " = Pk; (2.30)
@"
@t
+ (u r) " r ("r") + C2
"
2
k
= C1
"
k
Pk (2.31)
mit folgenden Denitionen
k :=  +
t
Prk
; " :=  +
t
Pr"
; Pk :=
t
2
D(u)  D(u): (2.32)
zDieser Term ist genaugenommen nur in 3D richtig. Formal gilt 2
d
kI fur die Dimension d.
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Zur Beschreibung des turbulenten Energietransports wird eine (2.27) analoge
Schlieungshypothese [40] gewahlt:
 u0#0 = atr# mit at =
t
Prt
: (2.33)
Fur nichtisotherme Stromungen, bei denen insbesondere die freie Konvektion eine
dominierende Rolle spielt, liefern die Standardgleichungen (2.30) und (2.31) deutlich
andere Ergebnisse als experimentelle Untersuchungen (vgl. [41]). Eine Modikation
des Standard k{" Turbulenzmodells [42] versucht durch Einfuhrung eines weiteren
Produktionsterms
G := Ct
t
Prt
g r# (2.34)
die Dampfung der Turbulenz bei stabiler Schichtung (g r# < 0) bzw. Anfachung
bei labiler Schichtung zu erfassen.
Die Konstanten des k{" Turbulenzmodells lassen sich aus experimentellen Un-
tersuchungen charakteristischer Stromungen bestimmen (vgl. auch Beispiel in Ab-
schnitt 5.4.1). Der dieser Arbeit zugrunde liegende Standardkonstantensatz [43] ist
in Tabelle 2.1 angegeben. In der Literatur (vgl. [44], [45]) ndet man jedoch zahlrei-
che Modikationen, mit denen sich bestimmte Stromungsformen besser beschreiben
lassen.
C1 C2 C Prk Pr" Ct Prt
1,44 1,92 0,09 1,0 1,3 0,8 0,9
Tabelle 2.1: Verwendete Konstanten fur das k{" Turbulenzmodell.
Alle Schwankungsanteile aus den reynoldsgemittelten Gleichungen (2.20), (2.21)
und (2.22), (2.23) lassen sich nun eliminieren. Die turbulenten Normalspannungen
werden in die Denition eines modizierten Drucks aufgenommen
p
? := p+
2
3
k; p
?
red := pred +
2
3
k: (2.35)
Weiterhin sind Wirkungen molekularer und turbulenter Austauschvorgange durch
Einfuhrung eektiver Transportkoezienten zusammengefat:
e :=  + t; ae := a+ at: (2.36)
Das System aus Erhaltungsgleichungen und k{" Turbulenzmodell lat sich mit
diesen Denitionen in einer kompakten Schreibweise darstellen. Fur den nichtiso-
thermen Fall erhalt man:
@u
@t
+ (u r)u r (eD(u)) +rp?red =  #g; (2.37)
r u = 0; (2.38)
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@#
@t
+ (u r)# r (aer#) =
_qV
cp
; (2.39)
@k
@t
+ (u r) k  r  (krk) + " = Pk +G; (2.40)
@"
@t
+ (u r) " r  ("r") + C2
"
2
k
= C1
"
k
(Pk +G): (2.41)
Bei isothermen Problemen gilt anstelle von (2.37) die Bewegungsgleichung
@u
@t
+ (u r)u r (eD(u)) +rp? = g: (2.42)
Desweiteren entfallt die Energiegleichung (2.39) ebenso wie der Term G in (2.40)
und (2.41).
Das Turbulenzmodell ist an positive Werte von k und " gebunden. Sowohl ne-
gative Viskositaten als auch negative turbulente kinetische Energien sind unphysi-
kalisch. Einen partiellen Beweis fur die mathematische Sinnfalligkeit des Modells
liefernMohammadi und Pironneau [23], indem sie im Falle Dirichletscher Rand-
bedingungen fur (2.30) und (2.31) die Positivitat von k beweisen. Als problematisch
mu der im nichtisothermen Fall in (2.40) und (2.41) auftauchende Term G an-
gesehen werden. Er existiert losgelost vom Geschwindigkeitsfeld und bewirkt bei
stabiler Schichtung auch in Ruhezonen einen Abbau turbulenter kinetischer Ener-
gie. Eine weitere Schwierigkeit resultiert aus der Annahme isotroper Turbulenz. Die
sich entlang von Wanden ausbildenden Grenzschichten erfordern somit eine beson-
dere Behandlung auf die in Abschnitt 2.7 eingegangen wird. Trotz der angefuhrten
Probleme wird das k{" Turbulenzmodell erfolgreich fur eine Vielzahl von Stromungs-
situationen eingesetzt. Nicht zuletzt zeugt die Verfugbarkeit dieses Turbulenzmodells
in kommerziellen CFD{Programmen von dessen breitem Einsatzspektrum bei der
Losung praktischer Aufgaben.
2.5 Verkurzte Schreibweise
In den vorhergehenden Abschnitten wurden die Grundgleichungen zur physikali-
schen Beschreibung laminarer und turbulenter Stromungen dargelegt. Dabei ist
jeweils zwischen Vorgangen mit und ohne Warmeubergang unterschieden worden.
Beim Vergleich der entstehenden Dierentialgleichungen zeigen sich jedoch nur ge-
ringfugige Unterschiede in der Denition einzelner Groen sowie in den Quelltermen.
Fur die weitere Darstellung ist es daher gunstig, zu einer vereinheitlichten Form der
einzelnen Grundgleichungen uberzugehen. Insbesondere die Formulierung von Rand-
bedingungen gestaltet sich deutlich ubersichtlicher.
Zur gemeinsamen Behandlung der vier unterschiedlichen Stromungsformen wer-
den folgende Festlegungen getroen.
1. Fur laminare Stromungen gilt t = 0 sowie
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(a) ohne Warmeubergang: fu := g;
(b) mit Warmeubergang: fu :=  #g; p := pred.
2. In turbulenten Stromungen ist u := u und
(a) ohne Warmeubergang: fu := g; p := p
?
; G = 0;
(b) mit Warmeubergang: fu :=  #g; p := p?red; # := #.
Weiterhin wird ein modizierter Reibungstensor, der mit der eektiven Viskositat
gebildet ist, eingefuhrt:
 e := eD(u): (2.43)
Mit diesen Denitionen lat sich die bisherige Darstellung auf drei Satze von Die-
rentialgleichungen reduzieren.
1. Bewegungs- und Kontinuitatsgleichung:
@u
@t
+ (u r)u r  e +rp = fu; (2.44)
r u = 0: (2.45)
2. Energiegleichung:
@#
@t
+ (u r)# r  (aer#) =
_qV
cp
: (2.46)
3. Turbulenzgleichungen:
@k
@t
+ (u r) k  r (krk) + " = Pk +G; (2.47)
@"
@t
+ (u r) " r  ("r") + C2
"
2
k
= C1
"
k
(Pk +G): (2.48)
Entsprechend der Problemstellung werden die Gleichungsgruppen wahlweise kombi-
niert.
2.6 Randbedingungen
Bisher wurden nur die Dierentialgleichungen fur Impuls, Masse, Energie und die
Turbulenzgroen dargestellt. Korrekt formulierte Probleme ergeben sich jedoch erst
durch deren Vervollstandigung mit Rand- und Anfangsbedingungen. Fur praxisbezo-
gene Berechnungen kommt gerade den Randbedingungen eine besondere Bedeutung
zu. Deren spezielle Formulierung erlaubt es vielfach erst, komplexere Aufgaben zu
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losen oder zumindest zu vereinfachen. Aus diesem Grund soll die Vielfalt moglicher
Randbedingungen naher vorgestellt werden, wobei deren Typ fur die obigen Glei-
chungsgruppen auf identischen Randstucken durchaus unterschiedlich sein kann. Zur
Unterscheidung werden daher die drei Bezeichungen  up,  # und  k" eingefuhrt. Da
die Gleichungen (2.44), (2.46), (2.47) und (2.48) als partielle Dierentialgleichungen
2. Ordnung klassiziert werden konnen, soll zunachst auf die sich unmittelbar daraus
ergebenden moglichen Randbedingungen 1., 2. und 3. Art eingegangen werden.
Die Vorgabe Dirichletscher Randbedingungen in Form von Funktionswerten
u

 
up
d
= ud; #

 #
d
= #d; k

 k"
d
= kd; "

 k"
d
= "d (2.49)
ist die klassische Randbedingung an Eintrittsrandern. In laminaren Stromungen
dient sie auch zur Spezikation fester oder tangential bewegter Wande durch Festle-
gung der Geschwindigkeit am Gebietsrand und der Vorgabe von Oberachentempe-
raturen. Vielfach ist bei turbulenten Stromungen die Dissipation am Eintrittsrand
nicht bekannt. Eine kompatible Randbedingung unter Einbeziehung des Turbulenz-
grades Tu und des Makromastabes l" lautet [43]:
k

 k"
d
=
3
2
(Tujuj)2

 k"
d
; "

 k"
d
= C3=4
k
3=2
l"

 k"
d
: (2.50)
Der Makromastab entspricht den Abmessungen der groten Turbulenzballen, fur
den in Abhangigkeit von der Geometrie der Zustromonung Mewerte herangezogen
werden konnen.
Homogene Neumannsche Randbedingungen sind typische Austrittsrandbedin-
gungen. Die Forderung des spannungsfreien Abstromens
n  (pI    e)

 
up
n
= 0 (2.51)
beinhaltet, da sich die Summe aus Reibungs- und Druckkraften in der Ausstromo-
nung aufhebt und somit keine Krafte auf das Fluid wirken. Demgegenuber bewirken
beim reibungsfreien Ausstromen
n  e

 
up
n
= 0 (2.52)
die am Rande noch vorhandenen Druckkrafte eine Ausrichtung der Stromlinien an
der Lage des Austrittsrandes (siehe Abbildung 2.1). Damit wird der allgemeinen
Anforderung an eine Austrittsbedingung, das stromauf liegende Gebiet moglichst
wenig zu beeinussen, widersprochen. Die weitere Betrachtung geht daher nicht
mehr auf diese Randbedingung ein.
Fur nichtisotherme Vorgange kann die Warmeubertragung am Rand durch Vor-
gabe eines achenspezischen Warmestroms
n r#

 #n
= _qw (2.53)
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Abbildung 2.1: Gegenuberstellung der Stromlinien beim spannungsfreien (links) und rei-
bungsfreien Abstromen (rechts) aus einem schrag abgeschnittenen Kanal bei ausgebildeter
Stromung mit Re = 500.
erfolgen. In Anlehnung an die Technische Thermodynamik kennzeichnen hierbei
positive Werte von _qw einen Energieeintrag in das Fluid. Die allgemeine Forderung,
da an Austrittsonungen lediglich stoich gebundener Transport durch das Fluid
erfolgt, beinhaltet verschwindende Gradienten der Feldgroen normal zum Rand.
Entsprechend gilt _qw = 0 fur das Temperaturfeld und
n krk

 k"n
= 0; n "r"

 k"n
= 0 (2.54)
fur die Turbulenzgroen.
Randbedingungen 3. Art sind bei der Energiegleichung von praktischer Bedeu-
tung. Die Vorgabe eines aueren Warmeubergangskoezienten u und der Umge-
bungstemperatur #u auerhalb des Berechnungsgebietes kennzeichnen hierbei den
Warmeubergang am Rand. Durch Einsetzen der Beziehung _qw = u(#u   #) in das
Fouriersche Warmeleitungsgesetz (2.53) erhalt man
(u#+ n r#)

 #
r
= u#u: (2.55)
Aus der speziellen Gestalt der Bewegungs- und Kontinuitatsgleichung lassen sich
noch eine Reihe weiterer Randbedingungen ableiten. Die als Druckrandbedingung
bekannte Formulierung (vgl. [46])
(p  n  e n)

 
up
p
= n (2.56)
zeigt sich bei naherer Betrachtung als eine besondere Form einer Neumannschen
Randbedingung. Nicht der Druck, sondern die normal auf den aueren Rand wir-
kende achenbezogene Kraft wird vorgegeben. Der Druckanteil ist jedoch in der
Regel sehr viel groer als die viskosen Normalspannungen und rechtfertigt damit die
Bezeichung. Eine vollstandige Formulierung von (2.56), in der auch die verschwin-
denden Tangentialspannungen zum Ausdruck kommen, lautet somit
n  (pI    e)

 
up
n
= nn: (2.57)
Zum besseren Verstandnis der Wirkung einzelner Terme sind in Abbildung 2.2 die
am Rand auftretenden Krafte und deren Komponenten dargestellt.
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w  (n 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n  (pI    e)
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n
x
y
ug
Abbildung 2.2: Kraftwirkungen an Ge-
bietsrandern.
Abbildung 2.3: Zweidimensionale Grenz-
schichtkoordinaten.
Der in der Bewegungsgleichung (2.44) lediglich als Ableitung auftauchende Druck
ist nur bis auf eine Konstante bestimmt. Die Festlegung des Druckniveaus geschieht
gerade durch die Randbedingung (2.57). Andererseits geht mit n = 0 diese Rand-
bedingung in (2.51) uber. Spannungsfreies Abstromen kann somit auch als Druck-
randbedingung mit Gegendruck Null aufgefat werden. Umgekehrt beinhaltet die
Druckrandbedingung eine verallgemeinerte Form des spannungsfreien Abstromen.
Es erfolgt lediglich eine andere Normierung des Drucks. Ihre eigentliche Wirkung
entfalten Druckrandbedingungen jedoch erst durch deren mehrfache Verwendung,
wenn die Stromung sich entsprechend den vorgegebenen Druckunterschieden, die
genaugenommen als achenbezogene Kraftunterschiede bezeichnet werden mussen,
einstellt. An dieser Stelle sei bemerkt, da sowohl Ein- als auch Ausstromen durch
diese Randbedingung realisiert werden kann.
Die Vorgabe einer Schubspannung w sowie der normal dazu stehenden Ge-
schwindigkeitskomponente un stellt eine weitere gultige Randbedingung dar
((n  e n)n  n  e)

 
up
w
= w;  u n

 
up
w
= un: (2.58)
Als eine Vereinfachung dieser Bedingung ergibt sich mit un = 0 fur stoundurchlassi-
ge Wande die Wandschubspannungsrandbedingung, die eine zentrale Rolle bei der
Wandanbindung des k{" Turbulenzmodells (vgl. Abschnitt 2.7) spielt. Auch die Wir-
kung von Oberachenkraften lat sich mit dieser Randbedingung erfassen. Fur freie,
nichtdeformierbare Oberachen kann die Marangoni{Randbedingung, bei der die an
der Phasengrenze wirkende Schubspannung gleich dem Gradienten der Oberachen-
spannung  ist, mit w =  r angegeben werden [32]. Eine eher untergeordnete
Rolle spielt (2.58) mit w = 0 und un 6= 0. Entsprechend der Beziehung
_m =
Z
 
up
w
un d  (2.59)
ist der ein- bzw. austretende Volumenstrom bestimmt. Die in der Onungsebene
liegenden Geschwindigkeitskomponenten stellen sich hierbei entsprechend der Be-
dingung verschwindender Tangentialspannungen ein.
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An Symmetrierandern ist die Normalkomponente der Geschwindigkeit ebenso
wie der Gradient der tangentialen Geschwindigkeitskomponenten Null. Diese Bedin-
gung stellt einen weiteren wichtigen Spezialfall von (2.58) mit w = 0 und un = 0
dar. Fur die skalaren Gleichungen gelten homogene Neumannsche Randbedingun-
gen, d. h. (2.53) mit _qw = 0 fur die Energiegleichung und (2.54) fur das k{" Tur-
bulenzmodell. Vielfach kann durch die geschickte Wahl von Symmetrierandern das
Berechnungsgebiet raumlich eingeschrankt werden, wodurch eine um so detailliertere
Auosung moglich wird. Diese Aussage trit ebenso auf periodische Randbedingun-
gen, die vielfach auch als zyklisch bezeichnet werden, zu. Weiterhin erlaubt der Ein-
satz dieser beiden Randbedingungen teilweise erst eine realitatsnahe Modellierung
physikalischer Vorgange, wodurch ihnen eine besondere Bedeutung zukommt.
Zyklische Randbedingungen verknupfen raumlich entfernte Gebietsrander und
bewirken eine innere Schlieung des Berechnungsgebietes. Sie treten demzufolge im-
mer paarweise mit jeweils identischen Abmessungen auf. Aus mathematischer Sicht
bezeichnet ein solches Paar einen gemeinsamen Rand. Hieraus ergibt sich gema der
zugrunde liegenden Dierentialgleichungen die Forderung nach Gleichheit der Funk-
tionswerte und der ersten Ableitungen an periodischen Randern. Anschaulich lat
sich diese Randbedingung wie folgt interpretieren: Ein aus einem Rand ausstromen-
des Fluid taucht mit den gleichen Eigenschaften am zugeordneten Zwillingsrand
wieder auf. Die folgenden, physikalisch motivierten Randbedingungen werden zur
Charakterisierung periodischer Rander benutzt:
n  (pI    e)

 
up
z;i
+ n  (pI    e)

 
up
z;j
= 0; u

 
up
z;i
= u

 
up
z;j
; (2.60)
n r#

 #
z;i
+ n r#

 #
z;j
= 0; #

 #
z;i
= #

 #
z;j
; (2.61)
n krk

 k"
z;i
+ n krk

 k"
z;j
= 0; k

 k"
z;i
= k

 k"
z;j
; (2.62)
n "r"

 k"
z;i
+ n "r"

 k"
z;j
= 0; "

 k"
z;i
= "

 k"
z;j
: (2.63)
Fur die Impulstransportgleichung ist die Bedingung (2.60) mit sich aufhebenden
Kraften und identischen Geschwindigkeiten an paarweise periodischen Randern aus-
reichend. Eine geringfugige Modikation
n  ((p+pz)I    e)

 
up
z;i
+ n  (pI    e)

 
up
z;j
= 0; u

 
up
z;i
= u

 
up
z;j
(2.64)
beinhaltet zusatzlich den Drucksprung pz zwischen zwei periodischen Randern.
Dieses Druckgefalle bewirkt einen zusatzlichen Antrieb der Stromung und erweitert
damit das Einsatzspektrum periodischer Randbedingungen.
2.7 Wandfunktionen
Das k{" Turbulenzmodell wurde unter der Annahme isotroper Turbulenz und fur
hohe Reynolds{Zahlen abgeleitet. Beide Annahmen werden in den sich an Wanden
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ausbildenden Grenzschichten verletzt, so da eine besondere Behandlung dieser Re-
gionen erforderlich ist. Prinzipiell lassen sich drei unterschiedliche Herangehenswei-
sen bei der Modellierung wandnaher Bereiche unterscheiden [23]. Low{Reynolds{
Modelle ermoglichen ein Relaminarisieren der Stromung durch Einbringung zusatz-
licher Dampfungsfunktionen in die Transportgleichungen fur k und ", die insbeson-
dere in Wandnahe wirksam werden. Der Einsatz solcher Modelle ist mit der Forde-
rung einer ausreichend feinen Auosung der Grenzschicht verknupft, in der auch die
laminare Unterschicht durch eine Reihe von Diskretisierungsstellen vertreten sein
mu. Demgegenuber steht die Verwendung von Wandfunktionen, bei der der Grenz-
schichtbereich aus dem Berechnungsgebiet der Turbulenzgroen ausgeblendet ist.
Statt dessen werden an der so gebildeten inneren Berandung Beziehungen aus der
Grenzschichttheorie als Randbedingung verwendet. Eine Mischform dieser beiden
Vorgehensweisen ist die Anwendung von Eingleichungsmodellen im Ubergangsbe-
reich, in denen lediglich die k{Gleichung bis an die Wand gilt. Fur die Dissipation
hingegen, deren Denitionsbereich ahnlich wie bei der Verwendung von Wandfunk-
tionen auf einen inneren Bereich eingeschrankt ist, wird eine algebraische Beziehung,
in die die turbulente kinetische Energie an dieser Stelle eingeht, als Randbedingung
gestellt.
Die vorliegende Arbeit beschrankt sich auf die Verwendung von Wandfunktionen,
die auch in wandnaheren Bereichen als Standardfunktionen gultig sind. Zunachst
machen die in der Grenzschichttheorie benutzten Ahnlichkeitsbeziehungen einige
Denitionen erforderlich. Mit der auf die Wand wirkenden Schubspannung w;g wird
zunachst die Wandschubspannungsgeschwindigkeit
u :=
p
w;g (2.65)
gebildet. Darauf aufbauend sind die universellen Grenzschichtgroen wie folgt de-
niert:
u
+ :=
ug
u
; y
+ :=
yu

; #
+ :=
cpu (#w;g   #g)
_qw;g
: (2.66)
Hierbei kennzeichnet der Index g Groen in der Grenzschicht. Die Koordinate y
steht senkrecht auf der Wand (vgl. Abbildung 2.3).
Bei der Ableitung von Wandgesetzen kann man zwischen zwei grundsatzlich ver-
schiedenen Herangehensweisen unterscheiden [47]. Unter der Annahme unvollstandi-
ger Ahnlichkeit im turbulenten Ubergangsbereich erhalt man mit Reynolds{Zahl und
Geometrie skalierende, exponentielle Funktionen. Demgegenuber soll sich hier auf
vollstandige Ahnlichkeit beschrankt werden. Das unter dieser Voraussetzung her-
geleitete und bereits auf von Karman und Prandtl zuruckgehende universelle
Wandgesetz kann fur hydraulisch glatte Wande [43] als
u
+ =
8><
>:
y
+ : y+  11,06
1

ln y+ + 5,2 : y+ > 11,06 mit  = 0,41
(2.67)
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angegeben werden. Die Form der Gleichung deutet bereits auf das Vorhandensein
von zwei physikalisch unterschiedlich zu beschreibenden Regionen hin. In der lami-
naren Unterschicht besteht direkte Proportionalitat zwischen Wandabstand und Ge-
schwindigkeit, die in einen logarithmischen Zusammenhang im turbulenten Bereich
der Grenzschicht ubergeht. Das dazwischenliegende Ubergangsgebiet wird in (2.67)
nicht gesondert behandelt, so da der Umschlagpunkt y+ = 11,06 lediglich aus der
Stetigkeit von u+ resultiert. Die universelle Temperatur #+ kann in Abhangigkeit von
der Prandtl{Zahl durch eine (2.67) analoge Beziehung ausgedruckt werden. Um den
Ubergangsbereich besser zu erfassen, haben Yuan et al. [48] anhand experimentel-
ler Ergebnisse empirische Wandfunktionen aufgestellt, die vier Schichten innerhalb
der turbulenten Grenzschicht unterscheiden. Eine ebenso gute Ubereinstimmung zu
Mewerten kann auch mit der jungst von Neitzke [22] vorgeschlagenen Beziehung
u
+ =
8>><
>>>:
y
+ : y+  Ru
Ru
vuut2 ln
 
y
+
Ru
!
+ 1 : y+ > Ru
(2.68)
erzielt werden. Sie lat sich analytisch durch Integration der in der Grenzschicht als
konstant angenommenen Schubspannung
g = e
@ug
@y
(2.69)
in Verbindung mit dem von Albring [49] vorgeschlagenen Wirbelviskositatsansatz
t

=
Re
Remin
(2.70)
herleiten. Lediglich mit der freien Konstante Ru erfolgte eine Anpassung an Me-
werte
Ru :=
q
Remin = 6,25: (2.71)
Ubrigens ist dies die einzige der hier erwahnten Wandfunktionen, die sowohl im
Funktionswert als auch in der Ableitung stetig ist und damit die Stabilitat der sie
benutzenden numerischer Verfahren nicht negativ beeinut. Eine Gegenuberstel-
lung der unterschiedlichen Wandfunktionsverlaufe zeigt Abbildung 2.4.
Im Fall nichtisothermer Stromung mit Dirichletschen Temperaturrandbedingun-
gen wird eine weitere Wandfunktion fur #+ erforderlich. Ubertragt man die Vorge-
hensweise bei der Herleitung von (2.68) auf die Temperatur, so ergibt sich mit den
gleichen Eigenschaften wie fur u+ die Beziehung
#
+ =
8>>><
>>>:
Pr y+ : y+  R#
PrR#
vuut2 ln
 
y
+
R#
!
+ 1 : y+ > R#:
(2.72)
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Abbildung 2.4: Vergleich verschiedener Wandfunktionen fur u+ und #+.
Fur Pr = 0,71 ergibt sich mit R# = 8,0 eine sehr gute Widerspiegelung experimen-
teller Ergebnisse (vgl. Abbildung 2.4). Einschrankend mu jedoch bemerkt werden,
da die Wandfunktionen fur u+ nur aus einer isothermen Grenzschichtbetrachtung
abgeleitet wurden. Insofern ist auch deren Einsatz beim Vorhandensein von Tempe-
raturgradienten mit einem groeren Fehler verbunden.
Anhand der Denitionen
k
+ :=
kg
u
2

; "
+ :=
"g
u
4

(2.73)
lat sich der Verlauf dieser Kenngroen im Bereich 20  y+  100 der turbulenten
Grenzschicht mit
k
+ =
1q
C
; "
+ =
1
y
+
(2.74)
angeben. Aufgrund experimenteller Untersuchungen werden wiederum von Yuan et
al. [48] die Modikationen
k
+ = min
0
@ 1q
C
; 0,05(y+)2
1
A
; "
+ =
0,1 + 0,003(y+)2
1 + 0,00125(y+)3
(2.75)
vorgeschlagen. Sie sind bis in den Bereich der laminaren Unterschicht verwendbar
und liefern mit k+ = 0 an der Wand den richtigen Grenzwert (vgl. Abbildung 2.5).
Das Zusammenwirken zwischen Wandfunktionen und Turbulenzmodell an der
inneren Berandung  d+, die per Denition in der Grenzschicht liegen soll, kann
im nichtisothermen Fall folgendermaen beschrieben werden. Zunachst wird eine
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Abbildung 2.5: Darstellung der in der laminaren Unterschicht modizierten Wandfunk-
tionen fur k+ und "+.
wirksame Geschwindigkeit an  
up
d+ ermittelt. Unter diesem Begri ist die relativ zur
Wandgeschwindigkeit gebildete und in der Wandebene liegende Geschwindigkeit an
der inneren Berandung zu verstehen. Mit den Festlegungen
uw := u

 
up
d
; u := u

 
up
d+
(2.76)
kann die wirksame Geschwindigkeit û (vgl. Abbildung 2.6) wie folgt deniert werden
û := u   (n u)n  uw: (2.77)
Diese Geschwindigkeit stellt die Eingangsgroe
ug(w) = jûj (2.78)
 
up
d
 
up
d+
w
n
û
uw
u
Abbildung 2.6: Geschwindigkeiten am inneren Rand  
up
d+.
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fur die Wandfunktion (2.68) dar, aus der uber u = f(y
+
; u
+) iterativ die Wand-
schubspannung w;g ermittelt wird. Bei Vorgabe einer Wandtemperatur ist zusatzlich
aus der Temperatur am Rand der Kernstromung
#g(w) = #

 #
d+
(2.79)
mittels (2.72) der turbulente Warmestrom _qw;g zu bestimmen. Ursprunglich Dirich-
letsche Randbedingungen fur die Bewegungs- und Energiegleichung lassen sich auf
diese Weise in Ableitungen enthaltende Randbedingungen an der aueren Begren-
zung umformulieren. Die Wandschubspannung wird in Richtung der wirksamen Ge-
schwindigkeit û angesetzt
w =
8><
>:
w;g
û
jûj
: jûj 6= 0
0 : jûj = 0:
(2.80)
und geht in dieser Form in die Randbedingung (2.58) ein. Mit der Beziehung
_qw = _qw;g (2.81)
ist der Warmestrom in (2.53) bestimmt. Schlielich wird mit u und (2.75) eine
Dirichletsche Randbedingung fur die Turbulenzgroen
k

 k"
d+
= kg(w); "

 k"
d+
= "g(w) (2.82)
an der inneren Berandung gestellt. Weitere typische Kombinationen von Randbedin-
gungen und deren Verbindung mit Wandfunktionen sind in Tabelle 2.2 angefuhrt.
Anhand der Losung ist die Lage von  d+ gema dem Gultigkeitsbereich der Wand-
funktionen zu kontrollieren und der zunachst angenommene Wert fur u in (2.76)
Gleichung Randbedingungstyp
Wand Grenzache
Bewegungsgl.  
up
d  
up
w
(intern mit Wandfkt.  
up
d 7!  upw )
Energiegl.  #d ,  
#
n oder  
#
r
(falls  #d : intern mit Wandfkt.  
#
d 7!  #n)
Turbulenzgl. (intern mit Wandfkt.  k"d+) meist  
k"
n oder  
k"
d
Tabelle 2.2: Vielfach genutzte Randbedingungen fur Wande und Grenzachen und deren
Umformulierung mit Wandfunktionen (vgl. Abschnitt 2.6).
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zu korrigieren. Das Zusammenwirken von Turbulenzmodell und Wandfunktionen ist
somit nur in einem iterativen Proze zu realisieren.
Aus der bisherigen Darstellung wird bereits ersichtlich, wie sehr die verwende-
ten Wandfunktionen und deren Kopplung mit der Kernstromung die Eigenschaften
des Turbulenzmodells bestimmen. Es existieren daher auch zahlreiche Varianten von
Wandfunktionen, die weitere Phanomene in die Betrachtung einbeziehen. Als Bei-
spiele seien hier uberstromte rauhe Oberachen [50] und ablosende Stromung [51]
genannt.
2.8 Krafte und Flusse
Eine vielfach angewendete Methode zur qualitativen Bewertung von Impuls- und
Energiestromen an Gebietsgrenzen ist die Verwendung integraler Kennwerte. Die In-
tegration lokaler Groen wird hierbei entlang ausgewahlter Teilrander durchgefuhrt.
An stodurchlassigen Berandungen wird der hindurchtretende Massestrom _m
durch
_m =  
Z
 
u dn (2.83)
bestimmt. Bei nichtisothermen Stromungen ist zusatzlich die Kenntnis der mit dem
Fluid uber den Gebietsrand transportierten Energiemenge von Bedeutung. Durch
den Enthalpiestrom
_
H =  
Z
 
(cp#+ h0)u dn (2.84)
wird dieser stogebundene Energietransport beschrieben. Aufgrund der dimensions-
losen Darstellung ist die Enthalpie h0 bei der Temperatur # = 0 deniert (vgl.
Anhang A).
Die auf durch- und umstromte Korper einwirkenden Krafte stellen eine weitere
bedeutsame Fragestellung bei numerischen Stromungssimulationen dar. Von Vorteil
erweist es sich, zwischen Kraftwirkungen infolge Reibung
F  =  
Z
 
 e dn (2.85)
und Druck
F p =
Z
 
pI dn (2.86)
zu unterscheiden. Nicht zuletzt ist in Stromungen mit Warmeubergang der an der
Oberache ubertragene Warmestrom
_
Q =
Z
 
r# dn (2.87)
von Interesse.
An dieser Stelle sei bemerkt, da bei einer zweidimensionalen Betrachtung die
hier aufgefuhrten integralen Groen auf die Referenzlange ~xR bezogen sind. An-
schaulich betrachtet stellt ~xR die Ausdehnung des Berechnungsgebietes in die feh-
lende Raumdimension dar.
3 Numerisches Modell
3.1 Systematisierung
Die im vorangegangenen Kapitel dargestellte Energiegleichung und die im turbulen-
ten Fall auftretenden Gleichungen fur k und " weisen eine ahnliche Struktur auf.
Es ist daher im Sinne einer ubersichtlichen Vorgehensweise zweckmaig, zunachst
auf eine verallgemeinerte Form einzugehen. Jede der angesprochenen Gleichungen
wird hierbei als eigenstandige skalare Konvektions{Diusions{Reaktionsgleichung
der Form
@
@t
+ L :=
@
@t
+ (b r) r  (r) + c = f (3.1)
aufgefat. Die Zuordnung des Geschwindigkeitsfeldes, der Diusions-, Reaktions-
und Quellterme fur die einzelnen Gleichungen ist in Tabelle 3.1 aufgefuhrt. Glieder,
die keine direkte Entsprechung in (3.1) nden, sind in die Denition des Quellterms
f einbezogen. Fur die die Dissipation beschreibende Transportgleichung ndet noch
eine weitere Betrachtungsweise Anwendung. Durch Abspaltung von " in den nicht-
linearen Gliedern ist es moglich, einen Reaktionsterm c einzufuhren. Es wird sich
dabei auf die in Tabelle 3.1 dargestellte Variante beschrankt.
Gleichung   b c f
Energiegleichung (2.46) # ae u 0
_qV
cp
k{Gleichung (2.47) k k u 0 Pk +G  "
"{Gleichung (2.48)
ohne Reaktionsterm " " u 0 C1
"
k
(Pk +G)  C2
"
2
k
mit Reaktionsterm " " u C2
"
k
C1
"
k
(Pk +G)
Tabelle 3.1: Denition der Terme , b, c und f fur die Energie- und Turbulenzgleichungen
beim Ubergang zur allgemeinen Konvektions{Diusions{Reaktionsgleichung (3.1).
Die weitere Darstellung kann mit diesen Festlegungen vielfach auf die Behand-
lung der Bewegungsgleichung (2.44) und Kontinuitatsgleichung (2.45) mit einer oder
mehreren Konvektions{Diusions{Reaktionsgleichungen (3.1) reduziert werden. Le-
diglich bei der Kopplung der einzelnen Gleichungen und der Behandlung der nicht-
linearen Terme wird auf die ursprungliche Energiegleichung (2.46) und die Turbu-
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lenzgleichungen (2.47), (2.48) zuruckgegrien.
Bei der Darlegung einzelner Aspekte des numerischen Verfahrens, z. B. der Zeit-
diskretisierung und der Gebietszerlegung, ist es gelegentlich notwendig, sowohl auf
die linearisierten als auch auf die nichtlinearen Gleichungen einzugehen. Daher soll
bereits an dieser Stelle ein kurzer Einblick in die beiden verwendeten Linearisie-
rungsstrategien gegeben werden. Zunachst erfolgt eine Linearisierung des Gesamt-
systems durch Herauslosung einzelner Gleichungen und deren iterativer Kopplung
untereinander. Dieser als auere Linearisierung bezeichnete Proze ist fur den kom-
pliziertesten Fall einer nichtisothermen, turbulenten Stromung innerhalb eines Ite-
rationsschrittes l innerhalb der ubergeordneten Zeitschleife wie folgt zu beschreiben:
1. Berechne Transportkoezienten mittels lt = C
(kl 1)2
"
l 1
.
2. Lose System aus Bewegungs- und Kontinuitatsgleichung:
@u
l
@t
+

u
l 1
r

u
l  r  (leD(u
l)) +rpl = fu(#
l 1);
r ul = 0:
3. Lose Energiegleichung:
@#
l
@t
+

u
l
r

#
l  r (aler#
l) =
_qV
cp
:
4. Lose nacheinander Turbulenzgleichungen mit f lk" := Pk(
l
t;u
l) +G(lt; #
l):
@k
l
@t
+

u
l
r

k
l  r (lkrk
l) = f lk"   "
l 1
;
@"
l
@t
+

u
l
r

"
l  r  (l"r"
l) = C1
"
l 1
k
l 1
f
l
k"   C2
("l 1)2
k
l 1
:
5. Teste geeignetes Abbruchkriterium: Springe zu 1. mit l 7! l + 1 bei Nicht-
erfullung.
Zusammenfassend kann dieses Schema als Block{Gau{Seidel{Iteration mit festge-
haltenen Koezienten beschrieben werden. Eine Ausnahme bilden die turbulente
kinetische Energie sowie die Dissipation, die zur Erhohung der Stabilitat des Ver-
fahrens jeweils dem letzten Iterationsschritt entnommen sind. Entsprechende Ver-
einfachungen ergeben sich, wenn weniger Gleichungen zur Problembeschreibung er-
forderlich sind.
Bei Verwendung des in Abschnitt 3.2.3 erlauterten iterativen DGuN(1){Verfahrens
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geht die Navier{Stokes Gleichung in zwei eng gekoppelte Gleichungen uber. Deren
iterative Kopplung wird gleichzeitig genutzt, um den Konvektionsterm (u r)u zu
linearisieren. Hierbei kann auch von einer inneren Linearisierung gesprochen werden,
da nur eine nichtlineare Gleichung betroen ist. Insofern ist die obige Darstellung
der aueren Linearisierung nur in Verbindung mit der zeitlich konstanten Appro-
ximation eines Zeitschrittes des DG(0){Verfahrens exakt. In Abschnitt 3.7 und 3.8
wird diese Thematik noch einmal aufgegrien und unter dem Gesichtspunkt der
diskreten Gleichungssysteme vertieft.
3.2 Zeitliche Diskretisierung
3.2.1 Diskontinuierliche Galerkin{Methode
Die diskontinuierliche Galerkin{Methode kann als Semidiskretisierung in der Zeit
mittels eines Finite{Elemente Konzeptes interpretiert werden. Ein wesentliches
Merkmal ist die Gewahrleistung der Galerkin{Orthogonalitat, die den Ausgangs-
punkt fur quasi{optimale a{priori Fehlerabschatzungen und bei Verwendung ad-
aptiver Verfahren die Basis von a{posteriori Fehlerabschatzungen bilden (vgl. [15]).
Zugleich lat sich zeigen, da bekannte instationare Verfahren aus dieser allgemeinen
Methode abgeleitet werden konnen (siehe Abschnitt 3.2.2 und 3.2.3).
Im Sinne einer hierarchischen Vorgehensweise wird zunachst kurz die Variations-
formulierung fur den stationaren Fall vorgestellt. Da auf die Behandlung von un-
terschiedlichen Randbedingungen in Abschnitt 3.4.2 ausfuhrlich eingegangen wird,
beschrankt sich die folgende Darstellung auf homogene Dirichletsche Randbedin-
gungen
 = 0; u = 0 auf @
: (3.2)
Auf dem hinreichend glatten raumlichen Losungsgebiet 
  Rd, d = 2; 3 werden
folgende Funktionenraume deniert:
V
u
0 := H
1
0 (
)
d
; V
p := L2(
); V

0 := H
1
0 (
): (3.3)
Weiterhin werden die Abkurzungen
A
u
G(u; p ; v) :=
Z


(u r)u v d
 +
Z


e
2
D(u)  D(v) d

 
Z


p (r v) d
; (3.4)
A
p
G(u; q) :=
Z


(r u) q d
; (3.5)
A

G(;  ) :=
Z


(b r) d
 +
Z


r r d
 +
Z


c  d
 (3.6)
und Linearformen
F
u
G(v) :=
Z


fu v d
; (3.7)
F

G( ) :=
Z


f  d
 (3.8)
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eingefuhrt. Die gemischte Variationsformulierung der stationaren Form der Impuls-
transportsgleichung (2.44) in Verbindung mit der Kontinuitatsgleichung (2.45) lautet
nun: 8><
>:
Finde u 2 V u0 , p 2 V p fur alle v 2 V u0 , q 2 V p mit
A
u
G(u; p ; v) = F
u
G(v);
A
p
G(u; q) = 0:
(3.9)
Fur die stationare Variante der Konvektions{Diusions{Reaktionsgleichung (3.1)
ergibt sich in analoger Weise
(
Finde  2 V 0 fur alle  2 V

0 mit
A

G(;  ) = F

G( ):
(3.10)
Beim Ubergang zur diskontinuierlichen Galerkin{Methode wird das raumliche
Losungsgebiet 
 um die zeitliche Dimension I zu
Q = 
 I (3.11)
erweitert. Der Rand dieses Gebietes auf dem Intervall I = (0; T ] ist mit
P = @
  I =   I (3.12)
bezeichnet (siehe Abbildung 3.1). Weiterhin gehen mit der Denition @t :=
@
@t
die
auf Q angepaten Funktionenraume W u0 , W
p und W

0 uber die Bildungsvorschrift

W
X := fv : v 2 L2(I;V X) : @tv 2 L2(I; V X)g; (3.13)
W
X
0 := fv : v 2 L
2(I;V X0 ) : @tv 2 L
2(I; V X0 )g (3.14)
mit X = u; p;  aus denen auf 
 denierten Raumen (3.3) hervor. Mit
0 = (t = 0); u0 = u(t = 0) (3.15)
konnen fur die instationaren Probleme Variationsformulierungen mit schwach ge-
stellten Anfangsbedingungen aufgestellt werden. Fur (3.1) und der Randbedingung
 = 0 auf P erhalt man auf diese Art: Gesucht ist  2 W 0 mitZ
I
Z


@t d
dI +
Z
I
A

G(;  ) dI +
Z


(0) (0) d

=
Z
I
F

G( ) dI +
Z


0  (0) d
 8 2 W 0 : (3.16)
Bei der diskontinuierlichen Galerkin{Methode wird in einem weiteren Schritt der
parabolische Charakter der Zeit, worunter anschaulich die Ausbreitung von Infor-
mationen lediglich in Richtung der positiven Zeitachse verstanden werden kann,
An den Raum V konnen hier geringere Anforderungen als an V gestellt werden, es gilt V  V .
Speziell ist V u0 := L
2(
)d und V

0 := L
2(
) ausreichend.
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t
x
T
L
Q = 
 I
P =   I
t
x
T
L
tm
tm+1
Im
Qm = 
 Im
Pm =   Im
Abbildung 3.1: Denitionen auf dem Losungsgebiet vor und nach der Einfuhrung diskreter
Zeitschichten.
ausgenutzt, um das Gesamtproblem in eine Folge von elliptischen Teilproblemen zu
zerlegen. Hierbei werden durch Einfuhrung diskreter Zeitpunkte
0 = t0 < t1 <    < tM+1 = T (3.17)
die Intervalle Im := [tm; tm+1] mit der Zeitschrittweite t := tm+1  tm gebildet. Auf
der Folge von Zeitscheiben Qm = 
  Im sind die zugeordneten Raume uber die
Beziehung
W
X
 := fv : v 2 L
2(I;V X) : v

Qm
2 mr (V
X); m = 1;    ;Mg; (3.18)
W
X
;0 := fv : v 2 L
2(I;V X0 ) : v

Qm
2 mr (V
X
0 ); m = 1;    ;Mg (3.19)
und
mr (V ) := fw : w =
rX
i=0
v(i)t
i
; r 2 N0; v(i) 2 V; t 2 Img (3.20)
bestimmt. Damit bestehtW in jeder Zeitschicht aus Polynomen mit dem maximalen
Grad r in der Zeit und Koezienten in den Funktionsraumen V der stationaren
Probleme. Aufgrund der diskontinuierlich denierten Funktionen an den Grenzen
von Qm werden uber
u
m

:= lim
s!+0
u(tm  s); m := lim
s!+0
(tm  s) (3.21)
die Sprungterme
[um] := um+   u
m
 
; [m] := m+   
m
 
(3.22)
eingefuhrt. Mit
A
;m
DG (;  ) :=
Z
Im
Z


@t d
dI +
Z
Im
A

G(;  ) dI; (3.23)
F
;m
DG ( ) :=
Z
Im
F

G( ) dI (3.24)
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lat sich die Variationsformulierung (3.16) in folgender Weise umformulieren: Be-
stimme  2 W ;0 so, da
MX
m=0

A
;m
DG (;  ) +
Z


[m] m+ d


+
Z



0
+  
0
+ d

=
MX
m=0
F
;m
DG ( ) +
Z


0  
0
+ d
 8 2 W

;0 (3.25)
gilt. Aufeinanderfolgende Zeitschichten sind lediglich in schwacher Form uber den
Sprungterm [m] gekoppelt, wodurch die summarische Formulierung (3.25) in eine
Folge von Teilaufgaben uberfuhrt werden kann. Die diskontinuierliche Galerkin{
Methode DG(r) angewendet auf (3.1) lautet somit: Fur alle  2 mr (V

0 ) auf Q
m,
m = 1;    ;M wird  2 mr (V

0 ) mit
A
;m
DG (;  ) +
Z



m
+  
m
+ d
 = F
;m
DG ( ) +
Z



m
 
 
m
+ d
 (3.26)
und 0
 
= 0 gesucht.
Aus einer analogen Betrachtung ergibt sich basierend auf (3.9) und
A
u;m
DG (u; p ; v) :=
Z
Im
Z


@tu v d
dI +
Z
Im
A
u
G(u; p ; v) dI; (3.27)
A
p;m
DG(u; q) :=
Z
Im
A
p
G(u; q) dI; (3.28)
F
u;m
DG (v) :=
Z
Im
F
u
G(v) dI (3.29)
die DG(r){Formulierung fur das System aus Bewegungs- und Kontinuitatsgleichung
mit u = 0 auf Pm: Finde u 2 mr (V u0 ) und p 2 mr (V p) fur alle v 2 mr (V u0 ),
q 2 mr (V p), m = 1;    ;M auf Qm mit
A
u;m
DG (u; p ; v) +
Z


u
m
+ v
m
+ d
 = F
u;m
DG (v) +
Z


u
m
 
v
m
+ d
; (3.30)
A
p;m
DG(u; q) = 0 (3.31)
und u0
 
= u0.
Durch geeignete Wahl von mr lassen sich auf diese Weise A{stabile Verfahren
hoherer Genauigkeit ableiten. Im Rahmen dieser Arbeit wird die weitere Betrachtung
in den nachsten beiden Abschnitten auf
 r = 0 bei Verwendung groer Zeitschrittweiten, gegebenenfalls zum schnellen
Erreichen eines stationaren Zustandes und
 r = 1 fur zeitgenaue Berechnungen
beschrankt. Zunachst erfolgt die analytische Auswertung der zeitlichen Integrale.
Anschlieend werden die verbleibenden raumlichen Variationsformulierungen in ei-
ner kompakten Schreibweise zusammengefat, um die sich ergebenden Algorithmen
in einer einheitlichen Form darzustellen.
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3.2.2 Konstanter Zeitansatz
Aus (3.20) folgt, da fur DG(0) die gleichen Funktionenraume wie in der stationaren
Variationsformulierung Anwendung nden:
m0 (V ) = fw : w = v; v 2 V g: (3.32)
An den Grenzen der Zeitintervalle (vgl. Abbildung 3.2) gilt
@t = 0; 
m
+ = 
m
; 
m
 
= m 1;  m+ =  
m
; ;  2 m0 (V

0 ) (3.33)
womit (3.26) als
A
;m
DG (;  ) +
Z



m
 
m d
 = F
;m
DG ( ) +
Z



m 1
 
m d
 8 m (3.34)
geschrieben werden kann. Approximiert man b, , c und f ebenfalls als konstant
innerhalb der Zeitscheiben, so ergibt sich nach Auswertung der Zeitintegration
A
;m
DG (;  ) = tmA

G(
m
;  
m); F
;m
DG ( ) = tmF

G( 
m): (3.35)
Die so erhaltene Form
Z


 

m   m 1
tm
 
m
!
d
 + A

G(
m
;  
m) = F

G( 
m) 8 m (3.36)
ist identisch mit der Euler{ruckwarts{Diskretisierung von (3.1) und einer Variations-
formulierung des semidiskreten Problems. Mit
A0(;  ) := A

G(;  ) +
Z



tm
 d
;
F0 (;  ) := F

G( ) +
Z



tm
 d

kann die DG(0){Methode verkurzt in folgender Form dargestellt werden: Bestimme

m 2 V 0 aus
A0(m;  m) = F

0 (
m 1
;  
m) 8 m 2 V 0 :
Bei der Ubertragung dieser Vorgehensweise auf die Bewegungsgleichung wird
bereits innerhalb der Zeitdiskretisierung der Term (u r)u linearisiert. Die Auf-
spaltung von AuG aus (3.4) in
B
u
G(u;a ; v) :=
Z


(a r)u v d
; (3.37)
C
u
G(u; p ; v) :=
Z


e
2
D(u)  D(v) d
 
Z


p (r v) d
 (3.38)
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DG(0)
t

tm 1 tm tm+1
m 1+ = 
m
 
m+ = 
m+1
 
m
m 1
DG(1)
t

tm 1 tm tm+1
m 1+
m 
m+
m+1 
Abbildung 3.2: Bezeichnungen bei der Approximation der Groe  durch das DG(0)- und
DG(1){Verfahren.
ermoglicht auf diese Weise eine entkoppelte Behandlung der Geschwindigkeiten im
Konvektionsterm. Aus einer zu DG(0) analogen Vorgehensweise ergibt sich basie-
rend auf den Abkurzungen
Au0(u; p;a ; v) := B
u
G(u;a ; v) + C
u
G(u; p ; v) +
Z


u
tm
v d
;
Fu0 (u; v) := F
u
G(v) +
Z


u
tm
v d
;
Ap0(u; q) := A
p
G(u; q)
die DGu(0){Formulierung fur (3.30) und (3.31): Finde um 2 V u0 , pm 2 V p mit
Au0(u
m
; p
m
;u
m ; vm) = Fu0 (u
m 1
; v
m) 8vm 2 V u0 ;
Ap0(um; qm) = 0 8qm 2 V p:
Mit dem zweifach auftretenden Argument des Geschwindigkeitsfeldes soll die Nicht-
linearitat der obigen Variationsformulierung verdeutlicht werden. Gleichzeitig stellt
u
m die Verbindung zu ul 1 bei der Darstellung der Kopplung der Gleichungen (aue-
re Linearisierung) in Abschnitt 3.8 dar. Das so erzeugte DGu(0){Verfahren ist ebenso
wie DG(0) bezuglich der Zeit erster Ordnung genau.
3.2.3 Linearer Zeitansatz
Bei Verwendung linearer Ansatz- und Testfunktionen aus m1 verdoppelt sich die
Anzahl der Unbekannten innerhalb jedes Zeitschrittes (vgl. Abbildung 3.2). Der
Speicherbedarf fur die entstehenden Matrizen vergroert sich gleichzeitig um den
Faktor vier. Zur Vermeidung dieser Nachteile wird im weiteren auf eine Reduktion
der entstehenden Probleme eingegangen. Hierbei erfolgt eine Zerlegung in Teilauf-
gaben, die die gleiche Dimension wie das DG(0){Verfahren besitzen, sowie deren
zweckmaige iterative Kopplung. Die Wahl der zeitlichen Formfunktionen ist bei
dieser Vorgehensweise fur die Stabilitat der so entstehenden Iterationsverfahren von
Bedeutung.
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1
 1
ttm tm+1
10 
1
1 1
 1
ttm tm+1
20
21
1
 1
ttm tm+1


0


1
Abbildung 3.3: Darstellung der verwendeten zeitlichen Formfunktionen in (3.39).
Zwei Falle lassen sich anhand der hier zugrunde liegenden Dierentialgleichungen
unterscheiden. Einerseits die Konvektions{Diusions{Reaktionsgleichung (3.1) mit
bekanntem Geschwindigkeitsfeld b, das man wahlweise zeitlich konstant oder linear
approximieren kann. Zum anderen die Impulsgleichung (2.44), bei der das unbe-
kannte Geschwindigkeitsfeld u bei DG(1) in jedem Fall zeitlich linear angenommen
wird. Die Diusionskoezienten e,  und der Reaktionsterm c werden jeweils als
konstant innerhalb der Zeitintervalle Im approximiert. Zunachst soll Gleichung (3.1)
mit zeitlich konstantem bm betrachtet werden.
In Anlehnung an Shakib et al. [52], die ein iteratives DG(1){Verfahren fur die
kompressible Navier{Stokes Gleichung vorstellen, ist der Funktionenraum der An-
satzfunktionen 
m;1
1 und Testfunktionen 
m;2
1 entsprechend

m;Y
1 (V ) = fw : w = Y0 v(0) + 
Y
1 v(1); v(i) 2 V g (3.39)
mit Y = 1; 2 uber

1
0 =
tm+1   t
tm
; 
1
1 =
t  tm
tm
; 
2
0 =
tm+1 + tm   2t
tm
; 
2
1 = 1; t 2 Im
(3.40)
bestimmt (vgl. Abbildung 3.3). An den Grenzen von Im (vgl. Abbildung 3.2) gilt
dementsprechend:
@t =
 m(0) + m(1)
tm
; 
m
+ = 
m
(0); 
m
 
= m 1(1) ;  2 
m;1
1 (V

0 ); (3.41)
 
m
+ =  
m
(0) +  
m
(1);  2 
m;2
1 (V

0 ): (3.42)
Das Einsetzen dieser Groen in (3.26) und Ausfuhrung der zeitlichen Integration,
wobei der Quellterm f 2 m;11 (L2(
)) ebenfalls aus dem Raum der Ansatzfunk-
tionen approximiert wird, fuhrt mit
L
;
(0) ( ) :=
1
tm
F
;m
DG (
2
0  ) =
Z


f
m
;(0)   fm;(1)
6
 d
;
L
;
(1) ( ) :=
1
tm
F
;m
DG (
2
1  ) =
Z


f
m
;(0) + f
m
;(1)
2
 d

36 3 NUMERISCHES MODELL
unmittelbar auf die DG(1){Formulierung fur das Gesamtsystem: Aus
Z



m
(0)   
m 1
(1)
tm
 
m
(0) d
 + A

G
 

m
(0)   m(1)
6
;  
m
(0)
!
= L
;
(0) ( 
m
(0)) 8 
m
(0) 2 V

0 ;
Z



m
(1)   
m 1
(1)
tm
 
m
(1) d
 + A

G
 

m
(0) + 
m
(1)
2
;  
m
(1)
!
= L
;
(1) ( 
m
(1)) 8 
m
(1) 2 V

0
wird m(0); 
m
(1) 2 V

0 gesucht. Der iterative DG
;
N (1){Algorithmus kann mittels der
Denitionen
A;1;(0)(;  ) := A

G
 

6
;  
!
+
Z



tm
 d
;
A;1;(1)(;  ) := A

G
 

2
;  
!
+
Z



tm
 d

und
F;1;(0)(
m
; 
m 1 ; ) := A

G
 

m
6
;  
!
+ L
;
(0) ( ) +
Z



m 1
tm
 d
;
F;1;(1)(
m
; 
m 1 ; ) := A

G
 
 m
2
;  
!
+ L
;
(1) ( ) +
Z



m 1
tm
 d

nun fur einen Zeitschritt m wie folgt angegeben werden:
1. Initialisiere n = 1 und setze 
m;n
(0) = 
m 1.
2. Bestimme 
m;n
(1) 2 V

0 mit
A;1;(1)(
m;n
(1) ;  
m
(1)) = F
;
1;(1)(
m;n
(0) ; 
m 1 ; m(1)) 8 
m
(1) 2 V

0 :
3. Ermittle 
m;n+1
(0) ; 
m;n+1
(1) 2 V

0 solange n < N aus:
A;1;(0)(
m;n+1
(0) ;  
m
(0)) = F
;
1;(0)(
m;n
(1) ; 
m 1 ; m(0)) 8 
m
(0) 2 V

0 ;
A;1;(1)(
m;n+1
(1) ;  
m
(1)) = F
;
1;(1)(
m;n+1
(0) ; 
m 1 ; m(1)) 8 
m
(1) 2 V

0 ;
n 7! n+ 1:
4. Setze m = 
m;N
(1) .
Im Initialisierungsschritt wird die Losung auf den Anfang der neuen Zeitschei-
be unter Vernachlassigung des a{priori unbekannten Sprungterms ubertragen. Mit
dieser Naherung erfolgt anschlieend die Berechnung der Werte am anderen Ende
der Zeitscheibey. Hierbei sind Ansatz- und Testfunktionen gerade so gewahlt, da
yDas Zusammenfallen der Werte am Anfang und Ende der Zeitscheibe mit m
(0)
und m
(1)
gilt
nicht allgemein, sondern beruht auf der speziellen Wahl von 10 und 
1
1 .
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die bei der zeitlichen Integration entstehenden Faktoren vor den raumlichen Integra-
len mit N = 1 das zweiter Ordnung genaue Crank{Nicolson Schema erzeugen. Fur
N > 1 werden weitere Iterationsschritte durchgefuhrt, wodurch u. a. die Stabilitat
des Verfahrens erhoht werden kann.
Bei der Ubertragung dieser Vorgehensweise auf das System von Bewegungs- und
Kontinuitatsgleichung (2.44), (2.45) erwies sich das darauf aufbauende numerische
Verfahren als instabil. Ursache hierfur scheint der starke Stabilitatsverlust im Crank{
Nicolson Schritt zu sein. Fur diese Auassung sprechen auch Untersuchungen von
Ohloff [53], die fur ein {Verfahren bei Verwendung der gleichen raumlichen Dis-
kretisierungstechnik Stabilitat lediglich mit  nahe Eins beobachtet hat. Aus diesem
Grund werden bei Problemen, die in Verbindung mit (2.44), (2.45) auftreten, die
zeitlichen Formfunktionen


0 = 1; 

1 =
t  tm 1
tm
; t 2 Im (3.43)
zur Bildung der Ansatz- und Funktionenraume 
m;
1 (V ) gema (3.39) mit Y = 
verwendet. Mit u; v 2 m;1 (V u0 ), p 2 
m;
1 (V
p) und fu 2 m;1 (L2(
)d) gilt fur
Z = u; v; p; fu an den Intervallgrenzen von Im
@tZ =
Z
m
(1)
tm
; Z
m
+ = Z
m
(0); Z
m
 
= Zm 1(0) + Z
m 1
(1) ; (3.44)
wodurch nach Ausfuhrung der zeitlichen Integration die Quellterme zu
L
u
(0)(v) =
Z


 
f
m
u;(0) +
f
m
u;(1)
2
!
v d
; Lu(1)(v) =
Z


 
f
m
u;(0)
2
+
f
m
u;(1)
3
!
v d
:
zusammengefat werden konnen. Mit
Au1;(0)(u; p;a0;a1 ; v) := B
u
G

u;a0 +
a1
2
; v

+ CuG(u; p ; v) +
Z


u
tm
v d
;
Au1;(1)(u; p;a0;a1 ; v) := B
u
G

u;
a0
3
+
a1
4
; v

+ CuG

u
3
;
p
3
; v

+
Z


u
2tm
v d
;
Ap1;(0)(u; q) := A
p
G(u; q);
Ap1;(1)(u; q) := A
p
G

u
3
; q

und
Fu1;(0)(u
m
; p;a;u
m 1 ; v) := BuG

u
m
; 
a
2
 
u
m
3
; v

+ CuG

 
u
m
2
; 
p
2
; v

+ Lu(0)(v) +
Z


u
m 1   um
tm
v d
;
Fu1;(1)(u; p;a ; v) := B
u
G

u; 
u
2
 
a
3
; v

+ CuG

 
u
2
; 
p
2
; v

+ Lu(1)(v);
Fp1;(0)(u; q) = F
p
1;(1)(u; q) := A
p
G

 
u
2
; q

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lautet das als DGuN(1) bezeichnete Schema im Schritt m:
1. Initialisiere n = 1 und setze u
m;n
(0) = u
m 1, p
m;n
(0) = p
m 1.
2. Bestimme u
m;n
(1) 2 V
u
0 , p
m;n
(1) 2 V
p mit
Au1;(1)(u
m;n
(1) ; p
m;n
(1) ;u
m;n
(0) ; 0 ; v
m
(1)) = F
u
1;(1)(u
m;n
(0) ; p
m;n
(0) ; 0 ; v
m
(1));
Ap1;(1)(u
m;n
(1) ; q
m
(1)) = F
p
1;(1)(u
m;n
(0) ; q
m
(1)); 8v
m
(1) 2 V
u
0 ; q
m
(1) 2 V
p
:
3. Ermittle u
m;n+1
(0) ;u
m;n+1
(1) 2 V
u
0 und p
m;n+1
(0) ; p
m;n+1
(1) 2 V
p solange n < N aus:
Au1;(0)(u
m;n+1
(0) ; p
m;n+1
(0) ;u
m;n
(0) ;u
m;n
(1) ; v
m
(0)) = F
u
1;(0)(u
m;n
(1) ; p
m;n
(1) ;u
m;n
(0) ;u
m 1; vm(0));
Ap1;(0)(u
m;n+1
(0) ; q
m
(0)) = F
p
1;(0)(u
m;n
(1) ; q
m
(0)) 8v
m
(0) 2 V
u
0 ; q
m
(0) 2 V
p
;
Au1;(1)(u
m;n+1
(1) ; p
m;n+1
(1) ;u
m;n+1
(0) ;u
m;n
(1) ; v
m
(1)) = F
u
1;(1)(u
m;n+1
(0) ; p
m;n+1
(0) ;u
m;n
(1) ; v
m
(1));
Ap1;(1)(u
m;n+1
(1) ; q
m
(1)) = F
p
1;(1)(u
m;n+1
(0) ; q
m
(1)) 8v
m
(1)2V
u
0 ; q
m
(1)2V
p
;
n 7! n + 1:
4. Setze um = u
m;N
(0) + u
m;N
(1) und p
m = p
m;N
(0) + p
m;N
(1) .
Die einzelnen Teilschritte lassen sich in gleicher Weise wie beim DG

N(1){Algo-
rithmus interpretieren. Fur N = 1 kann keine Konvergenz zweiter Ordnung gezeigt
werden, jedoch hat sich dieses Schema als robust auch gegenuber groen Zeitschrit-
ten erwiesen. Eine hohere Genauigkeit wird erst mit N > 1 erzielt. Zusatzlich bietet
das iterative Verfahren eine Moglichkeit, die Nichtlinearitat zu behandeln. Hierbei
gehen die jeweils aktuellenWerte des Geschwindigkeitsfeldes in den Konvektionsterm
ein, so da fur N > 1 auch eine innere Linearisierung erfolgt (vgl. unterstrichene
Argumente).
In Anhang B ist der zugeordnete DG
;
N (1){Algorithmus dargestellt, der die li-
nearen zeitlichen Ansatze (3.43) auch auf das Geschwindigkeitsfeld b anwendet und
somit die direkte Kopplung mit DGuN(1) gestattet.
3.3 Gebietszerlegung
Die Gebietszerlegung stellt einen Ansatzpunkt fur die parallelisierte Losung der im
vorhergehenden Abschnitt aufgestellten elliptischen Probleme der allgemeinen Form
A = F in 
 dar. Bei der nichtuberlappenden Variante wird das Losungsgebiet durch
Einfuhrung kunstlicher innerer Rander in mehrere Regionen 
1, 
2,   , 
Nsd unter
der Voraussetzung

 =
Nsd[
i=1

i; 
i \ 
j = ; 8i 6= j (3.45)
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Abbildung 3.4: Aufteilung des Gebietes 
 in zwei Teilgebiete durch Einfuhrung eines
kunstlichen inneren Randes  12.
separiert. Gleichzeitig erfolgt die Einschrankung der zu losenden Dierentialglei-
chung auf die jeweiligen 
i, wobei an den inneren Randern
 ij := @
i \ @
j 8i 6= j (3.46)
spezielle Randbedingungen formuliert werden, uber die die Kopplung zwischen den
Teilgebieten realisiert wird. Die einem Gebiet 
i zugeordnete auere physikalische
Berandung ist mit
 i := @
i \   (3.47)
bezeichnet, siehe Abbildung 3.4. Eine zur stationaren Form von (3.1) mit  = 0 auf
  gleichwertige Formulierung lautet damit
Li = f;i in 
i; i = 0 auf  i; (3.48)
i = j und ni ri + nj rj = 0 auf  ij: (3.49)
Die Bedingung (3.49) lat sich nur in einem iterativen Proze umsetzten, der von
Lions [25] durch Verwendung Robinscher Randbedingungen wie folgt angegeben
wird
i
k
i + ni  r
k
i = i
k 1
j + ni  r
k 1
j auf  ij: (3.50)
Der Index k bezeichnet die Gebietsiterationen, innerhalb derer ein Informationsaus-
tausch auf inneren Randern erfolgt. Dementsprechend oft ist auch (3.48) zu losen
Lki = f;i in 
i; 
k
i = 0 auf  i: (3.51)
Das Hauptproblem bei diesem Algorithmus besteht in der geeigneten Wahl des Pa-
rameters . Fur
i :=
1
2
( b ni + Zi) (3.52)
kann mit einer streng positiv denierten Funktion Z die Konvergenz von (3.51),
(3.50) nachgewiesen werden (vgl. [27]). Wahlt man
Zi :=
q
(b ni)2 + ( + c);  =const (3.53)
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so zeigen numerische Untersuchungen [54]z uber den gesamten Parameterbereich von
diusions-, konvektions- und reaktionsdominanten bis hin zu singular gestorten Pro-
blemen 0 <   1 eine zufriedenstellende Konvergenzrate, die nahezu unabhangig
von der Diskretisierungsgroe h ist. Fur reine Konvektion und  = 0 wird in (3.50)
auf Ausstromrandern b n > 0 der Dirichletsche Anteil Null. Am Einstromrand
hingegen ist der Parameter  mit b n gro und bewirkt eine Ubernahme des Funk-
tionswertes aus dem Nachbargebiet. In diesem Fall ergibt sich die auch als adaptiver
Robin{Neumann{Algorithmus [26] bezeichnete Variante, die den Informationstrans-
port in Richtung des Geschwindigkeitsfeldes widerspiegelt.
Im instationaren Fall lat sich der beispielsweise beim DG(0){Algorithmus
zusatzlich auftretende Term 1=tm
R

  d
 als ein vergroerter Reaktionskoezi-
ent c 7! c+ 1=t in (3.53) interpretieren (vgl. [28]). Aufgrund dieser Analogie und
im Sinne einer einheitlichen Darstellung des Gebietszerlegungsalgorithmus werden
die aus der Zeitdiskretisierung hervorgehenden Variationsformulierungen als Pro-
bleme der adaquaten stationaren Falle behandelt. Fur die Konvektions{Diusions{
Reaktionsgleichung konnen die speziellen Beziehungen A = F auf diese Weise
auch als Variationsformulierung von
L := (b

r) r (r) + c = f  (3.54)
angesehen werden. Im Reaktionskoezient c sind, wie bereits angesprochen, zusatz-
liche Glieder aus der Diskretisierung von Zeitableitung und Sprungterm enthalten.
Alle weiteren mit dem Index  gekennzeichneten Groen entsprechen bei DG(0)
denen in der instationaren Beziehung (3.1), unterscheiden sich hingegen bei DG(1)
jeweils um einem Vorfaktor aus der Zeitintegration (vgl. Abschnitt 3.2.3).
Der auf dem kontinuierlichem Niveau verwendete Gebietszerlegungsalgorithmus
fur (3.54) innerhalb einer Gebietsiteration k mit homogenen Dirichletschen Rand-
bedingungen lautet somit
L
k
i = f

;i in 
i;

k
i = 0 auf  i;


i 
k
i + ni  
rki = 

i 
k 1
j + ni  
rk 1j auf  ij (3.55)
fur i = 1;    ; Nsd und den Denitionen


i :=
1
2

 b ni + Zi

; Zi :=
q
(b ni)2 + ( + c): (3.56)
Neuere Erkenntnisse beziehen noch weitere Parameter wie z. B. die Teilgebietsgroe
in die Funktion Z ein [31], im konvektionsdominanten Fall sind sie jedoch von unter-
geordneter Bedeutung. Weiterhin sei angemerkt, da fur die Dissipationsgleichung
(2.48) die Variante ohne Reaktionsterm in Tabelle 3.1 verwendet wird. Auf diese
zDie Funktion Z ist in modizierter Form angegeben, kann aber leicht in (3.53) uberfuhrt
werden.
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Weise resultiert c in allen Gleichungen nur aus der Zeitdiskretisierung. Im Ge-
gensatz dazu verwenden Codina und Soto einen in der stationaren Formulierung
enthaltenen Reaktionsterm zur Konstruktion eines sehr stabilen Verfahrens [55], so
da die hier gewahlte Vorgehensweise eher willkurlich und nicht zwingend gut ist.
In Analogie zu (3.54) wird das System aus linearisierter Bewegungs- und Konti-
nuitatsgleichung im Anschlu an die zeitliche Diskretisierung mit
Luu := (a

r)u r  (eD(u)) +rp+ c

uu = f

u; (3.57)
r u = 0 (3.58)
beschriebenx. Nach einem Vorschlag von Otto und Lube [29], [31] kann fur die
auch als Oseen{Gleichung bezeichneten Formulierung (3.57) ohne die Betrachtung
auerer Randbedingungen und mit  := eD(u) pI folgender Gebietszerlegungs-
algorithmus aufgestellt werden:
Luu
k
i = f

u;i in 
i;
r uki = 0 in 
i;

u;
i;n u
k
i + ni 
k
i = 
u;
i;n u
k 1
j + ni 
k 1
j auf  ij: (3.59)
Bezugnehmend auf (3.56) ist mit den Funktionen

u
i;n(a) :=
1
2

 a ni + Zui;n(a)

; Zui;n(a) :=
q
(a ni)2 + (un + c

u): (3.60)
der Parameter 
u;
i;n := 
u
i;n(a
) fur jede Geschwindigkeitskomponente n = 1;    ; d in
(3.59) deniert.
Die Oseen{Gleichung (3.57) tritt hier im Kontext der linearisierten Navier{Stokes
Gleichung auf. Demzufolge ist das Geschwindigkeitsfeld a als Approximation der
eigentlichen Losung u anzusehen und erfullt nicht die Anforderungen einer uber
die Gebietsgrenzen stetigen und glatten Funktion. In Gleichung (3.59) kann somit
das Ersetzen von 
u;
i;n durch die Beziehung 
u;k 1
i;n := 
u
i;n(u
k 1
i ) motiviert werden.
Da hierbei die Anforderungen an ein im Sinne der Gebietszerlegung konvergiertes a
sinken, ist anzunehmen, da die Konvergenz des Gebietszerlegungsalgorithmus (kurz
DD{Algorithmus von Domain Decomposition) zu beschleunigen ist. Allerdings hat
sich diese Honung fur das in in Abschnitt 5.4.2 vorgestellte Beispiel nicht erfullt.
Die durch (3.55) und (3.59) ausgedruckten Ubertragungsfunktionen konnen auch
als Realisierung der periodischen Randbedingungen (2.60){(2.63) aufgefat werden.
Lediglich bezeichnet  ij dann Paare von aueren periodisch denierten Randern.
Jedoch lassen sich infolge des gemeinsamen Auftretens von Druck und Geschwindig-
keit im Spannungstensor  periodische Randbedingungen mit Drucksprung (2.64)
xFormal gesehen taucht beim DGu(1){Schema auch ein Quellterm in der Kontinuitatsgleichung
(3.58) auf. Er enthalt aber lediglich die Divergenz des Geschwindigkeitsfeldes mit der komple-
mentaren zeitlichen Ansatzfunktion und kann somit auch als Null betrachtet werden.
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nicht realisieren. Diese aus physikalischer Sicht nicht notwendige Beschrankung wird
mit einem alternativen Gebietszerlegungsalgorithmus umgangen:
Luu
k
i = f

u;i in 
i;
r uki = 0 in 
i;

u;k 1
i;n u
k
i + ni 
k
i = 
u;k 1
i;n u
k 1
j + ni 
k 1
j auf  ij; (3.61)

p;k 1
i p
k
i + ni 
p
1rpki = 
p;k 1
i p
k 1
j + ni 
p
1rpk 1j auf  ij: (3.62)
Bedingung (3.61) benutzt im Gegensatz zu (3.59) den ausschlielich Geschwindig-
keitsableitungen enthaltenden Reibungstensor   := eD(u). Die Druckinformation
wird anstelle dessen separat mit den bisher nur aus numerischen Untersuchungen
empirisch ermittelten Funktionen

p;k 1
i :=
1
2

 uk 1i ni + Z
p
i

; Zp;k 1i :=
q
(uk 1i ni)
2 + p: (3.63)
transportiert [56].
Auf den in (3.62) auftretenden Parameter 
p
1 wird in Abschnitt 3.4.3 naher ein-
gegangen. Es sei aber bereits hier bemerkt, da der damit gebildete Term n 
p
1rp
auf naturliche Weise entsteht. Dies gilt auch fur die Neumannschen Anteile in den
schon angesprochenen Ubertragungsfunktionen, die aus der partiellen Integration
des Diusions- bzw. Reibungsglieds in den zugeordneten Variationsformulierungen
hervorgehen.
Eine leichte Modikation im zuletzt vorgestellten Gebietszerlegungsalgorithmus
bei der Ubertragung des Drucks in Form von

p;k 1
i p
k
i + ni 
p
1rpki = 
p;k 1
i (p
k 1
j + rijpz) + ni 
p
1rpk 1j auf  ij (3.64)
und rij =  rji = 1 gestattet nun auch die algorithmische Umsetzung des Druck-
sprungs pz bei ansonsten periodischen Randbedingungen auf  ij.
3.4 Diskrete Raum{Zeit Formulierung
3.4.1 Approximation
Die bereits erfolgte Darlegung der semidiskreten Probleme im Zuge der zeitlichen
Diskretisierung geschah unter dem Blickwinkel der Ableitung elliptischer Teilauf-
gaben fur den Gebietszerlegungsproze und deren Analogie zur stationaren Formu-
lierung. Insbesondere wurde es durch die Auswertung der zeitlichen Integrale erst
moglich, einen iterativen DG(1){Algorithmus aufzustellen. Bei der Darstellung der
volldiskreten Probleme soll nun soweit als moglich der Gedanke der gleichzeitigen
Diskretisierung von Raum und Zeit hervorgehoben werden. Die auf diese Weise for-
mulierten Gleichungen widerspiegeln die Vorgehensweise bei der DG(r){Methode
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besser, da sie eine allgemeinere Gultigkeit besitzen. In gleicher Weise wie bei der Se-
midiskretisierung der kontinuierlichen Probleme in Abschnitt 3.2.2 und 3.2.3 erfolgt
die anschlieende analytische Auswertung der Zeitintegration und gegebenenfalls
iterative Zerlegung, auf die nun in verkurzter Form eingegangen werden kann.
Zur Uberfuhrung der aus der diskontinuierlichen Galerkin{Methode hervorgegan-
genen Variationsformulierungen in endlichdimensionale Probleme erfolgt die Diskre-
tisierung des raumlichen Berechnungsgebietes, das vereinfachend als zeitlich kon-
stant vorausgesetzt wird. Hierbei werden stuckweise lineare konforme Elemente Kj
verwendet, die auch unter dem Begri P1{Elemente klassiziert sind. Entsprechend
der Dimension des Problems sind dies in 2D Dreieckselemente bzw. Tetraederele-
mente in 3D. Die ebenfalls zeitlich unveranderliche Zerlegung Th approximiert das
Berechnungsgebiet als polygonal/polyhedral (2D/3D) berandet

  
h :=
[
Kj2Th
Kj;     h: (3.65)
In Verbindung mit der Zeitdiskretisierung entstehen auf diese Weise zylinderformi-
ge Raum{Zeit Elemente Q mit der Ausdehnung tm in zeitliche Richtung (vgl.
Abbildung 3.5):

Q
m  Qq :=
[
j
Qj; Qj := Kj  Im; Pm  Pq: (3.66)
Im Gegensatz zu h soll der Index q nicht nur die raumliche sondern auch zeitliche
Basis kennzeichnen. Weiterhin ist zugunsten einer ubersichtlicheren Schreibweise der
den Zeitschritt andeutende Index m weggelassen worden.
Basierend auf der raumlichen Vernetzung sind die diskreten Funktionenraume
auf den Elementen K wie folgt deniert:
Vh := fv : v 2 C0(
) : v

Kj
2 P1(Kj) 8Kj 2 Thg; (3.67)
V0;h := fv : v 2 Vh : v

 
d;h
= 0g: (3.68)
In Analogie zu (3.18) und (3.19) sind die Funktionenraume auf Qq als Fortsetzungen
von Vh in der Zeit bestimmt
Wq := fv : mr (Vh)g fur r = 0; 1 ; (3.69)
W0;q := fv : v 2 Wq : v

P 
d;q
= 0g: (3.70)
Die in den diskreten Gleichungen auftauchenden Groen werden entsprechend
der zugrunde liegenden Funktionenraume durch
uh; vh 2 (Vh)d; h;  h 2 Vh;
uq;aq; vq;fu;q; bq 2 (Wq)
d; pq; qq; q;  q; f;q 2 Wq
(3.71)
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t
x1
x2
K
Q
tm
tm+1
Abbildung 3.5: Im Zuge der Diskretisierung gebildete zylinderformige Raum{Zeit Ele-
mente.
genahert. Die Koezienten
e;q; q; cq 2 m0 (Uh); Uh := fv : v 2 C
0(
) : v

Kj
2 P0(Kj) 8Kj 2 Thg (3.72)
sind wiederum zur Vereinfachung elementweise konstant approximiert.
Anhand der Variationsformulierungen (3.26) und (3.30), (3.31) der diskontinu-
ierlichen Galerkin{Methode lassen sich die Gebietsintegrale unmittelbar mit den
Bezeichnungen
A

DG(;  ) :=
Z
Qq
(@t+ (bq r)+ cq) dQ +
Z
Qq
qr r dQ
+
Z

h
+;h  +;h d
;
F

DG( ) :=
Z
Qq
f;q  dQ +
Z

h
 ;h  +;h d
;
A
u
DG(u; p;a ; v) :=
Z
Qq
(@tu+ (a r)u) v dQ +
Z
Qq
e;q
2
D(u)  D(v) dQ
 
Z
Qq
p (r v) dQ +
Z

h
u+;h v+;h d
;
F
u
DG(v) :=
Z
Qq
fu;q v dQ+
Z

h
u ;h v+;h d
;
A
p
DG(u; q) :=
Z
Qq
r u q dQ:
zusammenfassen. Im Laufe der folgenden Abschnitte werden nun schrittweise weitere
Funktionale eingefuhrt, anhand derer letztendlich die Formulierung des diskreten
Verfahrens erfolgt.
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3.4.2 Randbedingungen
Bisher beschrankten sich die Variationsformulierungen jeweils auf homogene Dirich-
letsche Randbedingungen. Zur Erweiterung der Darstellung sei die auere Beran-
dung (vgl. auch Abbildung 3.1) fur die jeweiligen Erhaltungsgleichungen in einzelne
Teilabschnitte unterteilt:
P

q = P

d;q [ P

n;q [ P

r;q [ P

w;q [ P

z;q; P

d;q \ P

n;q \ P

r;q \ P

w;q \ P

z;q = ;: (3.73)
Auf jedem dieser Teilrander wird ein anderer Typ der in Abschnitt 2.6 angesproche-
nen Randbedingungen gestellt. Deren Realisierung erfolgt durch Modikation der
diskreten Gleichungen am Gebietsrand, die mehrheitlich in der Hinzufugung von
Randintegralen besteht. Zugunsten einer systematischen Randbehandlung werden
die entstehenden Ausdrucke in einer einheitlichen Schreibweise angegeben. Auf wei-
tere Denitionen fur die auf dem Rand geltenden Raume wird verzichtet, da sie sich
in naturlicher Weise als Spuren der im Gebiet geltenden Funktionen ergeben.
Im FEM{Kontext nehmen Dirichletsche Randbedingungen eine besondere Rolle
ein. Durch die Verwendung von Funktionen aus V0;h, W0;q wird dieser Bereich vom
eigentlichen Berechnungsgebiet abgespalten. Somit kann unabhangig von den ubri-
gen Gleichungen die Abbildung der Funktionswerte d;q, ud;q auf den Losungsvektor
erfolgen. Zwei unterschiedliche Methoden werden hier verwendet. Zum einen die mit
A
;
d (;  ) :=
Z
P

d;q
 dP; F
;
d ( ) :=
Z
P

d;q
d;q  dP;
A
u;
d (u; v) :=
Z
P

d;q
u v dP; F
u;
d (v) :=
Z
P

d;q
ud;q v dP
gebildeten schwachen Formulierungen, in denen  2 Wq und u 2 (Wq)d aus
A
;
d (;  ) = F
;
d ( ) 8 2 Wq; A
u;
d (u; v) = F
u;
d (v) 8v 2 (Wq)
d (3.74)
bestimmt wird. Die integrale Abbildung ist andererseits auch durch eine knoten-
orientierte Variante ersetzbar. Beispielsweise kann q als Linearkombination von
Funktionen fng auf der Menge der die Vernetzung bildenden Knoten N und den
Koezienten fng aufgefat werden
q =
X
8n2N

fng
q 
fng
:
Bezeichnet Nd die Teilmenge der Punkte auf dem Rand P

d;q, so lassen sich die
trivialen Gleichungen

fng
q = 
fng
d;q 8n 2 N

d
aufstellen. Mit den Denitionen
q
fP
d;q
g :=
X
n2N

d

fng
q 
fng
; uq
fPup
d;q
g :=
X
n2Nup
d
u
fng
q 
fng
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und
A;d () := 
fPd;qg; F
;
d := d;q
fPd;qg;
A
u;
d (u) := u
fPup
d;q
g; F
u;
d := ud;q
fPup
d;q
g
kann dieser Zusammenhang auch in der Form
A
;
d (q) = F
;
d ; A
u;
d (uq) = F
u;
d (3.75)
dargestellt werden.
Uber die knotenbasierte Formulierung sind auch die Dirichletschen Randbedin-
gungen an inneren Randern fur die Turbulenzgleichungen entsprechend (2.82), (2.82)
realisiert. Auf die Ermittlung der inneren Berandung wird in Abschnitt 3.6.1 einge-
gangen.
In Tabelle 3.2 sind die Funktionale zur Realisierung von allgemeinen Neumann-,
Robin- und Wandschubspannungsrandbedingungen zusammengestellt. Druck- und
Symmetrierandbedingungen werden entsprechend der Darstellung in 2.6 als deren
Sonderformen aufgefat. Die neu auftauchenden diskreten Groen sind durch
n;q; r;q; un;q 2 Wq; n;q;ur;q; w;q 2 (Wq)d; r;q; 
u
r;q 2 
m
0 (Uh) (3.76)
approximiert.
Bevor auf einzelne Randbedingungen naher eingegangen wird, erfolgt zunachst
die Zusammenfassung der Funktionale zu
A

B(;  ) := A

r (;  ); F

B( ) := F

n( ) + F

r ( );
A
u
B(u; p ; v) := A
u
r (u; v) +A
u
w(u; p ; v); F
u
B(v) := F
u
n(v) + F
u
r (v) + F
u
w(v);
A
p
B(u; q) := A
p
w(u; q); F
p
B(q) := F
p
w(q):
Die vorlaugen diskreten Variationsformulierungen lauten nun:
 Bestimme  2 W0;q aus
A

DG(;  ) +A

B(;  ) = F

DG( ) + F

B( ) 8 2 W0;q: (3.77)
 Gesucht ist das Paar (u; p) 2 (W0;q)d Wq, fur das gilt
A
u
DG(u; p;u ; v) +A
u
B(u; p ; v) = F
u
DG(v) + F
u
B(v) 8v 2 (W0;q)
d
;(3.78)
A
p
DG(u; q) +A
p
B(u; q) = F
p
B(q) 8q 2 Wq: (3.79)
Die Einarbeitung dieser Randbedingungen erfolgte in naturlicher Weise, d. h. durch
Anwendung der Integralsatze wurden solche Randintegrale gebildet, die die geforder-
ten Randbedingungen in integraler Form widerspiegeln. Im einzelnen kamen folgende
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T
y
p
K
o
n
v
.{
D
i
.{
R
ea
k
ti
o
n
sg
l.
Im
p
u
ls
-
u
n
d
K
o
n
ti
n
u
it
a
ts
g
le
ic
h
u
n
g
d
e
n
ie
rt
a
ls
$
n
=
n


r

   P n

n
=
n

(
e
 
p
I
)   Pu
p
n
N
eu
m
a
n
n
re
a
li
si
er
t
m
it
F
 n
( 
)
:=
Z P n
;
q
$
n
;q
 
d
P
F
u n
(v
)
:=
Z Pu
p
n
;
q

n
;q

v
d
P
d
e
n
ie
rt
a
ls
$
r
=
  r

+
n


r

   P
 r

r
=
(
u r
u
+
n

(
e
 
p
I
))
   Pup r
R
o
b
in
A
 r
(
;
 
)
:=
Z P r;
q

 r;
q

 
d
P
A
u r
(u
;
v
)
:=
Z Pu
p
r
;
q

u r;
q
u

v
d
P
re
a
li
si
er
t
m
it
F
 r
( 
)
:=
Z P r;
q
$
r;
q
 
d
P
F
u r
(v
)
:=
Z Pu
p
r
;
q

r;
q

v
d
P
d
e
n
ie
rt
a
ls

w
=
((
n


e

n
)n
 
n


e
)
   Pup w
;
u
n
=
 
u

n
   Pup w
W
a
n
d
-
A
u w
(u
;
p
;v
)
:=
Z Pu
p
w
;
q
(p
n

v
 

e
;q
(n

D
(u
)

n
)n

v
)
d
P
sc
h
u
b
-
A
p w
(u
;
q
)
:=
 
Z Pu
p
w
;
q
n

u
q
d
P
re
a
li
si
er
t
m
it
sp
a
n
n
u
n
g
F
u w
(v
)
:=
Z Pu
p
w
;
q

w
;q

v
d
P
F
p w
(q
)
:=
Z Pu
p
w
;
q
u
n
;q
q
d
P
Tabelle 3.2: Denitionen fur die diskrete Umsetzung von Neumann-, Robin- und Wand-
schubspannungsrandbedingungen.
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Beziehungen zur Anwendung:
Z
Qq
qrq r q dQ =
Z
Pq
n  qrq q dP  
Z
Qq
r  (qrq) q dQ;Z
Qq
e;q
2
D(uq)

 D(vq) dQ =
Z
Pq
n e;qD(uq) vq dP  
Z
Qq
r  (e;qD(uq)) vq dQ;
 
Z
Qq
pqr vq dQ =  
Z
Pq
n pq vq dP +
Z
Qq
rpq vq dQ;Z
Qq
r uq qq dQ =
Z
Pq
n uq qq dP  
Z
Qq
uq rqq dQ:
Hierbei wird auch der Zusammenhang zwischen den formal durch Multiplikation
mit einer Testfunktion entstehenden Gliedern der Variationsformulierung und den
tatsachlich in partiell integrierter Form auftauchenden Termen erkennbar. Gleich-
zeitig ist der Grad der Ableitungen in Diusions- bzw. Reibungstermen gesunken,
so da die Verwendung linearer Elemente moglich wurde. Die ersten beiden Bezie-
hungen gelten nur unter der Voraussetzung elementweise konstanter Koezienten
q und e;q, vgl. (3.72). Auch die Normalkomponente der Geschwindigkeit un bei der
Wandschubspannungsrandbedingung wird nach dem Vorschlag [23, S. 47] in schwa-
cher Form uber die partiell integrierte Kontinuitatsgleichung vorgegeben.
Aus zweierlei Beweggrunden werden zyklische Randbedingungen auf andere Wei-
se behandelt. Einerseits sind die periodisch zu verbindenden Rander raumlich von-
einander entfernt, so da die Forderung, diese muten sich auf dem selben Teilge-
biet benden, der Gebietszerlegung entgegen steht. Will man diese Einschrankung
vermeiden, wird der Austausch entsprechender Informationen zwischen den Gebie-
ten erforderlich. Da der Gebietszerlegungsalgorithmus als Realisierung periodischer
Randbedingungen, gegebenenfalls auch mit Drucksprung, angesehen werden kann,
ist es andererseits naheliegend, ihn auch in diesem Sinne zu verwenden. Dement-
sprechend wird an dieser Stelle auf die diskrete Realisierung des DD{Algorithmus
in Abschnitt 3.5 verwiesen.
3.4.3 Least{squares Stabilisierung
Die bisher vorgestellten diskreten Variationsformulierungen erweisen sich als nicht
stabil. Hierfur konnen Ursachen aus mehreren Problemkreisen angefuhrt werden.
Einerseits sind aus mathematischer Sicht bei einer gemischten Variationsformu-
lierung die zugeordneten Funktionenraume der Testfunktionen nicht beliebig wahl-
bar. Fur das System aus Bewegungs- und Kontinuitatsgleichung wird die Kompa-
tibilitat dieser Raume durch die Babuska{Brezzi (kurz BB) Bedingung bestimmt.
Erfolgt die Approximation von Druck und Geschwindigkeit auf den gleichen Ele-
menten, ist dieses Kriterium bereits nicht erfullt. So zeigen sich beispielsweise bei
Verwendung von (3.78), (3.79) unphysikalische Oszillationen im Druckfeld.
Mit Hilfe einer Druckstabilisierung | vielfach auch als PSPG{ (pressure sta-
bilizing/Petrov{Galerkin) Stabilisierung bezeichnet | ist es jedoch moglich, diese
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Bedingung zu umgehen (vgl. [57]). Der Begri Petrov{Galerkin{Verfahren kenn-
zeichnet die Verwendung unterschiedlicher Raume fur Ansatz- und Testfunktionen,
speziell geht vq in vq+
p
1rqq uber. Auch kann die so entstandene diskrete Variations-
formulierung wieder als eine Modikation der kontinuierlichen Gleichungen aufgefat
werden. Durch partielle Integration der rqq enthaltenen Terme ergibt sich, diesmal
unter erhohten Glattheitsanforderungen, die veranderte Kontinuitatsgleichung
r u+ p1r  (  (u r)u+r  e  rp+ fu) = 0; (3.80)
in der zusatzlich die Divergenz der Impulstransportgleichung mit dem Faktor 
p
1
auftaucht. Mit 
p
1 7! t ist der Bezug zur Druck{Geschwindigkeits{Iteration nach
der M arker{And{C ell{Methode (MAC) [58] hergestellt. Hierbei erfolgt die Berech-
nung des Drucks durch Umformung dieser Beziehung in eine Poisson{Gleichung fur
ein gegebenes Geschwindigkeitsfeld. Auf diese Weise lat sich auch anschaulich die
zusatzliche Kopplung bei der PSPG{Stabilisierung interpretieren.
Weiterhin tritt in konvektionsdominanten Stromungen bei Uberschreitung des
Grenzwertes von ca. zwei der elementweise gebildeten lokalen Peclet- bzw. Reynolds{
Zahl
PeQ :=
hkbhk1;Q
Q
; ReQ :=
hkuhk1;Q
e;Q
(3.81)
mit
Q := q

Q
; e;Q := e;q

Q
; h := (measK)1=d (3.82)
ein Stabilitatsverlust auf. Dieser auert sich wiederum in numerisch bedingten Os-
zillationen der Losung. Hierbei gilt die Denition von h strenggenommen nur fur
quasiuniforme Ortsgitter, d. h. stark anisotrope Elemente werden nicht richtig er-
fat. Da die gitterabhangigen Groen PeQ bzw. ReQ typischerweise um ein mehr-
faches groer als zwei sind, stellt die Verfeinerung der Vernetzung keine allgemein
praktikable Losung dar. Einen anderen Ansatz verfolgen upwind{Techniken, bei de-
nen die Kopplung der diskreten Gleichungen abhangig vom Geschwindigkeitsfeld
erfolgt. Einfache Zugange wichten lediglich den Konvektionsterm in stromauf lie-
genden Punkten starker und fuhren so im mehrdimensionalen Fall zwingend zur
Nichtkonsistenz. Bei der SUPG{Stabilisierung (SUPG: streamline{upwind/Petrov{
Galerkin) verwendet man diese starkere Wichtung in konsistenter Weise, indem die
Testfunktion um einen vom Konvektionsterm abhangigen Anteil erweitert wird (sie-
he [4], [5]):
 q 7!  q + 1 (bq r) q; vq 7! vq + u1 (uq r)vq: (3.83)
Dieser kann nach [14] als anisotrope Vergroerung der Transportkoezienten in
Richtung des Geschwindigkeitsfeldes um den Betrag 

1 jbqj2 bzw. u1 juqj2 angesehen
werden.
Die beiden bisher genannten Stabilisierungsverfahren lassen sich auch als Be-
standteile der allgemeineren least{squares Stabilisierungstechnik ansehen. Ein Vor-
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teil dieser Methode besteht u. a. darin, da sie ganz formal auf beliebige Galerkin{
Formulierungen angewendet werden kann. Auf diese Weise lat sich mit der Galer-
kin/least{squares Technik eine sehr viel groere Klasse konvergenter FEM-Methoden
als mit herkommlichen Galerkin{Verfahren erzeugen [7].
Fur die Konvektions{Diusions{Reaktionsgleichung (3.1) kann die diskrete Va-
riationsformulierung (3.77) ohne Berucksichtigung der Randintegrale und der parti-
ellen Integration des Diusionsterms auch vereinfacht durch
(@tq + L;q q;  q)Qq = (fq;  q)Qq   ([h];  +;h)
h (3.84)
ausgedruckt werden. In dieser Schreibweise bezeichnet (; )G das Skalarprodukt auf
L
2(G). Beim Ubergang zur least{squares Formulierung wird die Testfunktion um
den Anteil erganzt, der aus der elementweisen Anwendung des Dierentialoperators
auf die Testfunktion hervorgeht. Die so entstehenden Terme sind mit einem geeignet
gewahlten {Parameter multipliziert. Im einzelnen geht (3.84) in die Form
(@tq + L;q q;  q)Qq +
X
8Q2Qq


1;Q(@tq + L;q q; @t q + L;q  q)Q
= (fq;  q)Qq +
X
8Q2Qq


1;Q (fq; @t q + L;q  q)Q   ([h];  +;h)
h (3.85)
uber. Auch diese gewichtete Residuenmethode ist konsistent, da fur eine ausreichend
glatte Losung die least{squares Anteile verschwinden. Weiterhin wird die Genauig-
keit des Verfahrens nicht durch die stabilisierenden Terme herabgesetzt [59].
Zur Einbeziehung der least-squares Terme in die diskreten Variationsformulie-
rungen werden folgende Funktionale deniert:
A

LS(;  ) :=
X
8Q2Qq


1;Q
Z
Q
(@t+ (bq r)+ cq) 
(@t + (bq r) + cq ) dQ;
F

LS( ) :=
X
8Q2Qq


1;Q
Z
Q
f;q (@t + (bq r) + cq ) dQ;
A
u
LS(u; p;a ; v; q) :=
X
8Q2Qq
Z
Q
(@tu+ (a r)u+rp) 


u
1;Q(@tv + (a r) v) + 
p
1rq

dQ;
F
u
LS(v; q) :=
X
8Q2Qq
Z
Q
fu;q 


u
1;Q(@tv + (a r)v) + 
p
1rq

dQ;
A
p
LS(u; v) :=
X
8Q2Qq
2;Q
Z
Q
(r u) (r v) dQ:
Es zeigt sich, da keine Diusions- bzw. Reibungsterme vertreten sind, da die hier-
bei auftretenden hoheren Ableitungen auf linearen Elementen Null sind. Der damit
verbundene Konsistenzverlust erfordert eine besondere Behandlung, auf die in Ab-
schnitt 3.4.4 eingegangen wird.
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Neben den angesprochenen PSPG{ und SUPG{Termen treten noch weitere Glie-
der auf. Wahrend fur den instationaren und reaktiven Anteil der SUPG{Parameter
ubernommen wird, taucht in der stabilisierten Kontinuitatsgleichung die neue Groe
2 auf. Alle hier aufgefuhrten Anteile bewirken eine weitere Stabilisierung des Ge-
samtsystems, wobei der zuletzt genannte Term mit der Nichterfullung der Diver-
genzfreiheit des diskreten Geschwindigkeitsfeldes skaliert.
Eine grundlegende Schwierigkeit besteht in der zweckmaigen Wahl der {Para-
meter. Diese sind wiederum Funktionen, auf deren allgemeines Design in [52] einge-
gangen wird. Allerdings ist die Festlegung der Stabilisierungsparameter bisher noch
nicht in jedem Fall theoretisch gut abgesichert. Bezugnehmend auf [8] kommen fol-
gende Beziehungen zur Ermittlung von 

1 und 
u
1 zum Einsatz:


1;Q := C

1
h2
2Q
0
@1 + Pe2
Q
+
 
h2
t Q
!21A
 1=2
; C

1 = const; (3.86)

u
1;Q := C
u
1
h2
2e;Q
0
@1 + Re2
Q
+
 
h2
t e;Q
!21A
 1=2
; C
u
1 = const: (3.87)
Aufgrund der in Abschnitt 3.3 aufgezeigten Analogie zwischen Zeitschrittweite und
Reaktionskoezient ist in (3.86) auch der Ubergang zu t 7! t+1=cQ denkbar. In
den numerischen Untersuchungen wird diese Variante jedoch nicht weiter verfolgt.
Mit der Festlegung des Stabilisierungsparameters
2;Q := C2 e;Q
q
1 + Re2
Q
; C2 = const (3.88)
wurde der in [14] fur stationare Probleme angegeben Vorschlag ubernommen. Jedoch
benutzen auch Tezduyar et al. [11], [60] in Zusammenhang mit der diskontinuierli-
chen Galerkin{Methode eine Funktion mit dem gleichen asymptotischen Verhalten.
Die bisherigen Parameter sind aus den lokalen Groen auf einem Element ermit-
telt. Im Gegensatz dazu wird bei der PSPG{Stabilisierung die globale Denition

p
1 := C
p
1
h2
2max;q
; C
p
1 = const (3.89)
verwendet, da fur elementweise unterschiedliche Werte ein zusatzlicher Konsistenz-
verlust auftritt. Diese Beziehung zeigt wiederum einen ahnlichen Aufbau wie die
Angabe in [61], bei der jedoch konstante Viskositat vorausgesetzt wurde. Eigene
numerische Untersuchungen favorisierten die Verwendung der maximalen Viskositat
max;q und eines mittleren Elementdurchmessers h entsprechend
max;q := max
Q
e;Q;
h :=
0
@ 1
Nel
NelX
i=1
measKi
1
A
1=d
: (3.90)
In den numerischen Beispielen sind die noch nicht angesprochenen Konstanten
C

1, C2 generell mit eins festgelegt. Deren Variation gestattet gegebenenfalls Ein-
grismoglichkeiten fur problemspezische Anpassungen.
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3.4.4 Konsistenzsicherung
Wie bereits im vorhergehenden Abschnitt angesprochen, bewirkt die Verwendung
linearer Elemente einen Konsistenzverlust, weil der aus der PSPG{Stabilisierung
hervorgehende Term
 p1e;Q
Z
Q
r2uq rqq dQ (3.91)
nicht direkt nachgebildet werden kann. Das auf diese Weise veranderte Problem ver-
ursacht Druckgrenzschichten am Rand, die sich auch anschaulich durch veranderte
Randbedingungen interpretieren lassen.
Wendet man den Divergenzoperator auf die integral formulierte Navier{Stokes
Gleichung an, so kann aus der Uberfuhrung in ein Oberachenintegral eine Rand-
bedingung fur den Druck abgeleitet werden:
n rp =  n  (u r)u+ n r  e + n fu auf Pm: (3.92)
Die gleiche Vorgehensweise fuhrt beim kontinuierlichen Aquivalent der PSPG{Sta-
bilisierung (3.80) ohne 
p
1n r  e auf eine veranderte Beziehung, in der das Rand-
integral des Reibungsterms nicht enthalten ist. Durch Ruckassemblierung dieser An-
teile verfolgt eine Variante der Konsistenzsicherung nach Droux und Hughes [62]
das Ziel, die Wirkung der fehlerhaften Randbedingung zu eliminieren. Auf dem zu
modizierenden Rand
P
up
(njrjw);q := P
up
n;q [ P
up
r;q [ P
up
w;q
erfolgt in diesem Fall die Addition der Funktionale
A
u;
K (u; p;a ; q) :=  
p
1
X
8P2P
up
(njrjw);q
Z
P
n  (rp+ (a r)u) q dP;
F
u;
K (q) :=  
p
1
X
8P2P
up
(njrjw);q
Z
P
n fu q dP
zu AuLS bzw. F
u
LS. Allerdings wirken sich insbesondere die negativen Eintrage in der
Hauptdiagonale des Drucks ungunstig auf die iterative Losung des diskreten Systems
aus. Aus dieser Darstellung wird andererseits auch das naturliche Entstehen von
n 
p
1rp beim Gebietszerlegungsalgorithmus in (3.62) deutlich.
Ein anderer Zugang nach Pierre [63] versucht, (3.91) geeignet zu approximieren.
Anhand der Identitat
 r2u = r (r u) r(r u)
wird unter der Annahme eines divergenzfreien Geschwindigkeitsfeldes die Betrach-
tung auf den Term r  (r  u) beschrankt. In Verbindung mit der Testfunktion
erlaubt die Umformung
r (r u) rq = r  ((r u)rq)
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ein Randintegral mit lediglich ersten Ableitungen zu formulieren. Uber das so gebil-
dete Funktional
A
u;
K (u; q) := 
p
1
X
8P2P
up
(njrjw);q
Z
P
n  (r u)rq dP
erfolgt die Denition des konsistenzgesicherten least{squares Ausdrucks
A
u
K;LS(u; p;a ; v; q) := A
u;
K (u; q) +A
u
LS(u; p;a ; v; q):
Aufgrund der besseren algebraischen Eigenschaften der diskreten Gleichungen ist
nur diese Form der Konsistenzsicherung eingesetzt worden.
3.4.5 Drucknormierung
Bei ausschlielich Dirichletschen Randbedingungen ist der Druck nur bis auf eine
Konstante bestimmt. Im Diskreten auert sich dieser Sachverhalt in einer singularen
Matrix fur das zu losende Gleichungssystem. Einige iterative Loser konvergieren
nicht fur derartige Matrizen, so da gegebenenfalls eine Regularisierung notwendig
wird. Dies trit fur den gebietszerlegten Fall so nicht zu, da dessen Realisierung mit
Robinschen Randbedingungen erfolgt. Hierbei stellt sich lediglich das Druckniveau
innerhalb der Gebietsiterationen frei ein.
Uber die Einfuhrung des Storterms
A
p
P (p; q) :=
X
8Q2Qq
h4 GL
Z
Q
p q dQ

wird eine Beschrankung des Ausdrucks
R
p dQ erzielt [63]. Der neu auftauchende
Operator GL ist fur die daraus abgeleiteten Matrizen wie folgt deniert:
GL(A) := fB : bii = aii  
X
8j 6=i
aij; bij = 0 8j 6= ig: (3.93)
Vielfach wird diese Vorgehensweise durch den Begri 'lumping' gekennzeichnet und
kann als vereinfachte Integrationsformel angesehen werden. Sie dient in diesem Zu-
sammenhang der schnelleren Assemblierung, da die genaue Widerspiegelung des
Integrals von untergeordneter Bedeutung ist.
3.4.6 Zusammenstellung der Gleichungen
Zunachst seien die in den vorhergehenden Abschnitten denierten Funktionale zu
A
(;  ) := A

DG(;  ) +A

B(;  ) +A

LS(;  );
F
( ) := F

DG( ) + F

B( ) + F

LS( );
A
u(u; p;a ; v; q) := AuDG(u; p;a ; v) +A
u
B(u; p ; v) +A
u
K;LS(u; p;a ; v; q);
F
u(v; q) := F uDG(v) + F
u
B(v) + F
u
LS(v; q);
A
p(u; p ; v; q) := A
p
DG(u; q) +A
p
B(u; q) +A
p
LS(u; v) +A
p
P (p; q);
F
p(q) := F
p
B(q)
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zusammengefat. Die diskreten Variationsformulierungen lassen sich nun wie folgt
angeben:
 Ermittle  2 W0;q aus
A
(;  ) = F ( ) 8 2 W0;q: (3.94)
 Finde das Paar (u; p) 2 (W0;q)d Wq mit
A
u(u; p;u ; v; q) = F u(v; q);
A
p(u; p ; v; q) = F p(v; q) 8v 2 (W0;q)d; 8q 2 Wq: (3.95)
Deren Auswertung fuhrt in Verbindung mit den Gleichungen zur Umsetzung der
Dirichletschen Randbedingungen (3.74) bzw. (3.75) auf die Gleichungssysteme
Â


fng
q = F̂

; (3.96)
Â
up
[uq]
0
@ ufngq
p
fng
q
1
A = F̂up: (3.97)
Mit der Schreibweise A[u] ist die Abhangigkeit von A bezuglich des bei der As-
semblierung verwendeten Geschwindigkeitsfeldes u gekennzeichnet. Die hierbei not-
wendige Linearisierung ist in 3.7 vorgestellt, so da sich an dieser Stelle auf das
Entstehen linearer Gleichungssysteme in der allgemeinen Form
Â

fgfngq = F̂

(3.98)
als Ergebnis der bisherigen Diskretisierung beschrankt werden kann.
3.4.7 Auswertung der zeitlichen Integrale
Bei der Ableitung der diskreten Raum{Zeit Formulierung ist bisher nicht naher auf
den Zusammenhang mit dem DG(0){ und insbesondere DGN(1){Algorithmus einge-
gangen worden. Der Bezug wird durch die analytische Auswertung der Zeitintegrale
in den diskreten Variationsgleichungen hergestellt. Aufgrund der Vielzahl der dabei
entstehenden Terme und der ausfuhrlichen Darstellung in 3.2.2 und 3.2.3 sei hier auf
deren explizite Angabe verzichtet. Jedoch lassen sich die bei DG(1) entstehenden
Matrizen und Vektoren auch in der Form
Â

=
2
4 Â(00) Â(01)
Â

(10) Â

(11)
3
5
; fgfngq =
0
@ 0fgfng(0);h
1fg
fng
(1);h
1
A
; F̂

=
0
@ F̂(0)
F̂

(1)
1
A
schreiben. Mit dem die zeitliche Integration beschreibenden Operator I gelten nun
folgende Denitionen:
3.5 DISKRETER GEBIETSZERLEGUNGSALGORITHMUS 55
 Fur DG(0) sei A := I(Â

); F := I(F̂

).
 Beim iterativen DGN(1){Algorithmus gelte
A(i) := I(Â

(ii)); F

(i)[fg
fng
(j);h] := I(F̂

(i)   Â

(ij) jfg
fng
(j);h) i; j = 0; 1; i 6= j:
Entsprechend Tabelle 3.3 ist damit einerseits die Verwandschaft zu den semidis-
kreten Problemen hergestellt. Andererseits wird noch einmal die Zerlegung des Ge-
samtgleichungssystems beim DGN(1){Verfahren aus einem anderen Blickwinkel dar-
gestellt.
Problemklasse DG(0) DGN(1)
semidiskret A0 F 0 A1;(i) F 1;(i)
volldiskret A F A(i) F

(i)
Tabelle 3.3: Analogien zwischen der volldiskreten und semidiskreten Darstellung (vgl.
Abschnitt 3.2.2 und 3.2.3).
Fur den Rest dieses Kapitels seien mit der verkurzten Schreibweise fg die bisher
mit fgfngh bezeichneten Koezienten der Losung fgh gekennzeichnet. Die entste-
henden Gleichungssysteme konnen nun allgemein mit
A fg = F (3.99)
angegeben werden. Gleichzeitig sind es die Gleichungen, die aus der raumlichen
Diskretisierung der adaquaten stationaren Probleme (3.54) und (3.57), (3.58) bei
der Gebietszerlegung hervorgehen.
3.5 Diskreter Gebietszerlegungsalgorithmus
Auch im Zusammenhang mit der Gebietszerlegung wird zunachst das Gesamtgebiet
entsprechend der Darstellung in 3.4.1 vernetzt. Anschlieend erfolgt die Bildung der
diskreten Teilgebiete, die im Verlauf der Berechnung unverandert bleiben, durch Zu-
sammenfassung einer Menge benachbarter Elemente. Somit sind die Randelemente
E an der inneren Berandung jeweils paarweise vorhanden (vgl. Abbildung 3.6). Da
zyklische Randbedingungen ebenfalls uber den DD{Algorithmus realisiert werden,
seien auch periodische Rander identisch zerlegt, um eine ebensolche Paarbildung zu
ermoglichen.
Die Berandung, auf der der DD{Algorithmus wirksam ist, wird dementsprechend
durch
 DD :=
[
8i;j;i6=j

 ij;h [  z;ij;h

;  DD;ij :=  

DD [  i;h [  j;h (3.100)
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E
 DD
Abbildung 3.6: Aufteilung der Elemente einer Triangulation in zwei Teilgebiete.
bestimmt. Da der Austausch von Informationen randelementorientiert erfolgt, ist
mit  DD;ij der Kommunikationsrand zwischen den Teilgebieten i und j gekenn-
zeichnet. Hingegen ist bei einem knotenbasierten Algorithmus die Anzahl der einen
bestimmten Randknoten enthaltenden Gebiete von der Topologie der Makrovernet-
zung, d. h. der Lage der Teilgebiete zueinander, abhangig und verkompliziert die
Implementierung.
Mit den auf den Randelementen E 2  DD;ij denierten Groen

;k
ji := (1  !

DD)



i;h 
k
i;h + ni  

hr
k
i;h

+ !

DD



i;h 
k
j;h + ni  

hr
k
j;h

;

up;k
ji := (1  !
up
DD)


u;k
i;h u
k
i;h + ni 
k
i;h

+ !
up
DD


u;k
i;h u
k
j;h + ni 
k
j;h

;

u;k
ji := (1  !
u
DD)


u;k
i;h u
k
i;h + ni 
k
i;h

+ !uDD


u;k
i;h u
k
j;h + ni 
k
j;h

;

p;k
ji := (1  !
p
DD)


p;k
i;h p
k
i;h + ni 
p
1rpki;h

+ !
p
DD


p;k
i;h p
k
j;h + ni 
p
1rpkj;h

lassen sich zur Realisierung der Kopplungsbedingungen (3.55), (3.59), (3.61) und
(3.62) die folgenden Beziehungen fur das Gebiet i aufstellen:
X
8Ei2 

DD;ij
Z
Ei



i;h 
k
i;h + ni  

hr
k
i;h

 h dE =
X
8Ei2 

DD;ij
Z
Ei

;k 1
ji  h dE ;
X
8Ei2 
up
DD;ij
Z
Ei


u;k 1
i;h u
k
i;h + ni 
k
i;h

vh dE =
X
8Ei2 
up
DD;ij
Z
Ei

up;k 1
ji vh dE ;
X
8Ei2 
up
DD;ij
Z
Ei


u;k 1
i;h u
k
i;h + ni 
k
i;h

vh dE =
X
8Ei2 
up
DD;ij
Z
Ei

u;k 1
ji vh dE ;
X
8Ei2 
up
DD;ij
Z
Ei


p;k 1
i;h p
k
i;h + ni 
p
1rpki;h

qh dE =
X
8Ei2 
up
DD;ij
Z
Ei

p;k 1
ji qh dE : (3.101)
Hierbei ist h in Anlehnung an (3.76) elementweise konstant approximiert und geht
aus den kontinuierlichen Denitionen (3.56), (3.60) und (3.63) durch ein auf den
Randelementen E gemitteltes Geschwindigkeitsfeld hervor. Im Unterschied zur bis-
herigen Darstellung wurde nun der zusatzliche Relaxationsparameter !DD aufge-
nommen. Er wichtet die Robinschen Randbedingungen in beiden Teilgebieten aus
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dem letzten Iterationsschritt und ist in den entsprechenden kontinuierlichen Formu-
lierungen bisher mit eins angenommen worden.
Bei der Ermittlung von ji sollte auf die explizite Berechnung von Ableitungen
am Gebietsrand verzichtet werden. Zwar lassen sich hierfur die Knotenwerte der an-
grenzenden Elemente K heranziehen, jedoch ist dies eine vergleichsweise ungenaue
Approximation (vgl. auch Abschnitt 3.10). Auch bei einer glatten Losung werden
auf diese Weise bestimmte Ableitungen im allgemeinen in den beiden angrenzenden
Teilgebieten unterschiedlich sein und stehen damit im Widerspruch zur kontinuier-
lichen Formulierung.
Ohne Beschrankung der Allgemeinheit wird zur Beschreibung des diskreten
DD{Algorithmus die im kontinuierlichen Fall aufgestellte Koppelbedingung fur den
Druck (3.62) herangezogen. Weiterhin ist die Betrachtung zunachst auf den nicht
unterrelaxierten Fall mit !
p
DD = 1 beschrankt. Auf dem Gebiet i in der DD{Iteration
k gilt

p;k 1
i;h p
k
i;h + ni 
p
1rpki;h = 
p;k 1
ji = 
p;k 1
i;h p
k 1
j;h + ni 
p
1rpk 1j;h
wahrend im vorhergehenden Schritt im Nachbargebiet die Gleichung

p;k 2
j;h p
k 1
j;h + nj 
p
1rpk 1j;h = 
p;k 2
ij = 
p;k 2
j;h p
k 2
i;h + nj 
p
1rpk 2i;h
verwendet wird. Aus den unterstrichenen Anteilen der beiden letzten Formeln lat
sich 
p;k 1
ji aus 
p;k 2
ij bestimmen, wobei der Neumannsche Anteil uber nj =  ni
eliminiert ist. Verallgemeinert lautet diese rekursive Bildungsvorschrift (vgl. [29],
[31]) mit

;k
i () :=  
k
i;h; 
u;k
i () := u
k
i;h; 
p;k
i () :=  p
k
i;h (3.102)
und !DD = 1 wie folgt:

;k 1
ji = 
;k 1
j (
;k 1
i;h + 
;k 2
j;h )  
;k 2
ij : (3.103)
Unter Einbeziehung des Relaxationsfaktors geht aus einer analogen Betrachtung die
obige Beziehung in

;k 1
ji = (1  !

DD)


;k 1
i (
;k 1
i;h   
;k 2
i;h ) + 
;k 2
ji

+ !DD


;k 1
j (
;k 1
i;h + 
;k 2
j;h )  
;k 2
ij

(3.104)
uber.
Aus der Sicht eines einzelnen Gebietes i kann der DD{Algorithmus in Verbindung
mit den aus der diskreten Raum{Zeit Formulierung hervorgegangenen Ai und F

i in
folgender Weise angegeben werden:
1. Initialisiere 
;[0]
i;h , 
;[0]
ij und setze k = 1.
2. Austausch der ;[k 1]:
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(a) Versende 
;[k 1]
ij an alle Nachbarn j.
(b) Empfange 
;[k 1]
ji von allen Nachbarn j.
3. Assembliere DD{Anteile:
(a) Ai 7! A

i + A

DD; Matrix A

DD berechnet sich aus den Dirichletschen
Anteilen der linken Seite von (3.101), Neumannsche Anteile bereits vor-
handen, vgl. Abschnitt 3.4.2.
(b) Fi;DD = F

i + F

DD; Vektor F

DD berechnet sich aus 
;[k 1]
ji entsprechend
der rechten Seite von (3.101).
4. Bestimme fg[k]i;h durch Losung von A

i fg
[k]
i = F

i;DD.
5. Deassembliere DD{Matrixanteile Ai 7! A

i  A

DD.
6. Berechne ij fur den neuen DD{Schritt k 7! k + 1:
(a) Berechne den vorlaugen Wert

;[k 1]
ij 7! (1  !

DD)
;[k 2]
ij + !

DD


;[k 1]
i (
;[k 2]
i;h )  
;[k 2]
ji

:
(b) Berechne eine Hilfsgroe (nutze dazu die freie Variable ji)
ji =  (1  !

DD)
;[k 1]
i (
;[k 2]
i;h ):
(c) Bestimme 
[k 1]
i;h aus fg
[k 1]
i;h .
(d) Vervollstandige die Hilfsgroe
ji 7! 

ji + (1  !

DD)
;[k 1]
i (
;[k 1]
i;h ):
(e) Versende ji und 
;[k 1]
i;h an alle Nachbarn j.
(f) Empfange ji und 
;[k 1]
j;h von allen Nachbarn j.
(g) Berechne den endgultigen Wert

;[k 1]
ij 7! 
;[k 1]
ij + 

ji + !

DD 
;[k 1]
i (
;[k 1]
j;h ):
7. Solange k < NDD springe zu Punkt 2.
Innerhalb dieses Schemas wird jeweils nur eine Instanz der darin vertretenen
Variablen benotigt, so da die in eckigen Klammern angegebenen Indizes nur dem
Vergleich mit der bisherigen Darstellung dienen. Im ersten Zeitschritt erfolgt die In-
itialisierung von 
;[0]
ij aus dessen elementweiser Denition mit !

DD = 1. Im Verlauf
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der weiteren Berechnung wird fur diese Groe der letzte Wert aus dem vorhergegan-
genen DD{Zyklus ubernommen.
Der Algorithmus ist in dieser Form fur den allgemeinsten Fall mit Relaxati-
onsparameter und adaptiver Berechnung von i;h angegeben. Fur die Konvektions{
Diusions{Reaktionsgleichung ergeben sich aufgrund des konstanten Geschwindig-
keitsfeldes bh deutliche Vereinfachungen. So kann die Modikation der Matrix A

i
einmalig vor dem eigentlichen Beginn der DD{Schleife erfolgen. Weiterhin reduziert
sich die Neuberechnung von ij (Punkt 6.) auf

;[k 1]
ij 7! (1  !

DD)
;[k 2]
ij + !

DD


;[k 1]
i (

i;h + 

j;h)  
;[k 2]
ji

und benotigt damit keine Kommunikation. Kurzlich wurde in [31] bewiesen, da die
Konvergenz des DD{Algorithmus durch
X
8E2 
DD
kfgki;h   fg
k 1
j;h k0;E < DD
bestimmt werden kann. Die Aufnahme dieses Abbruchkriteriums in das obige Sche-
ma gestaltet sich problemlos, da lediglich ein zusatzlicher Austausch der Losung auf
den Teilgebietsrandern erforderlich wird.
3.6 Besonderheiten des Turbulenzmodells
3.6.1 Innere Berandung
Im Gegensatz zu strukturierten Netzen kann bei unstrukturierten Gittern die in-
nere Berandung, die hier gleichungsunabhangig als  Wand+;h bezeichnet ist, nicht
in naturlicher Weise durch eine einfache Verschiebung der Elementindizes erzeugt
werden. Vielfach hat man auch wenig Einu auf die konkrete Gestalt der Randele-
mente, so da der Ermittlung der inneren Berandung im Kontext unstrukturierter
Gitter eine gewisse Bedeutung zukommt. Aus diesem Grund sei der zu diesem Zweck
verwendete Algorithmus naher vorgestellt.
Das Suchen von Elementgrenzen in einem bestimmten Intervall w von der Wand
erscheint aus mehreren Grunden als nicht zweckmaig. Zum einen mu eine derarti-
ge Grenze nicht uberall existieren. In einem solchen Fall ist jedoch davon abzuraten,
innere und auere Berandung gleich zu denieren. Andererseits sind diese Suchal-
gorithmen ausgesprochen zeitaufwendig.
Eine sehr viel ezientere Methode kann durch Ausnutzung der Kenntnis von
Nachbarschaftsbeziehungen zwischen Elementen formuliert werden. Ausgehend von
den Randelementen werden hierbei Graphen zu den die innere Berandung beschrei-
benden Knoten auf der Grundlage ausschlielich topologischer Informationen auf-
gebaut. In 2D und 3D lat sich dieser Algorithmus wie folgt beschreiben:
1. Schleife uber alle Ei 2  Wand;h:
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E1
E2 E3
KE1
KE2
KE3
K
T1
1;2
K
T2
1;2
K
T1
2;1
K
T1
2;2
N1
N2
N3
N4
N5
N6
N7
 Wand;h
 n;h
 Wand+;h
Abbildung 3.7: Bildung der inneren Berandung  Wand+;h.
(a) Baue Graph G(Ei) (Bezeichnung: !) auf: Ei ! KEi mit Ei \ KEi = Ei.
(b) Wenn Nj innerer, noch nicht zugewiesener Knoten mit Nj 62 Ei und
Nj 2 KEi , dann KEi !Nj.
(c) Schleife uber alle angrenzenden Elemente KT1i;j mit K
T1
i;j \ KEi = Ek{:
i. Wenn Nl innerer, noch nicht zugewiesener Knoten mit Nl 62 Ek und
Nl 2 KT1i;j, dann KEi ! K
Tn
i;j und K
Tn
i;j ! Nl, ansonsten beende den
Graph KEi ! END.
2. Schleife uber alle Ei 2  Wand;h:
(a) Schleife uber alle Enden KTni;j des Graphen G(Ei) wenn vorhanden:
i. Gehe in Element KTn+1i;j mit K
Tn+1
i;j \ K
Tn
i;j = Ek.
ii. Wenn Nl innerer, noch nicht zugewiesener Knoten mit Nl 62 Ek und
Nl 2 K
Tn+1
i;j , dann K
Tn
i;j ! K
Tn+1
i;j und K
Tn+1
i;j ! Nl, ansonsten beende
den Graph KTni;j ! END.
3. Gehe erneut zu 2. bis alle Graphen beendet sind.
Fur die in Abbildung 3.7 gezeigte Triangulation erhalt man folgende Graphen:
E1 ! KE1 [!N1]! K
T1
1;2[!N2]! K
T2
1;2[!N3];
E2 ! KE2 [!N5]!
8<
:
KT12;1[!N4]
KT12;2[!N6]
;
E3 ! KE3 [!N7]:
{Ek bezeichnet ein im Gebietsinnern liegendes Element aus der gleichen Klasse wie die Rand-
elemente.
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Letztendlich wird so aus mathematischer Sicht eine Einschrankung des Berechnungs-
gebietes auf 
hn
;h mit

;h :=
X
j
Kj 8 Kj \  Wand;h 6= ;
erzielt. Es obliegt dem Proze der Vernetzung, die Dicke dieser Elementschicht in
der Groenordnung w zu generieren.
Mit Hilfe der knotenbasierten Formulierung (3.75) konnen nun auf einfache Wei-
se die Dirichletschen Randbedingungen realisiert werden, wobei der Vektor A;d
elementweise fur 8Ei 2  Wand;h aufgebaut wird:
1. Bestimme w;h bzw. _qw;h aus Grenzschichtrechnung auf KEi  Ei.
2. Berechne k;h; ;h = f(w;h; w(Nj)) an Nj  KEi .
3. Ubertrage k;h, ;h auf 8N in G(Ei) und 8N 2 Ei.
Durch die Abbildung von k;h und ;h auch auf den Rand vereinfacht sich die
im nachsten Abschnitt dargelegte Berechnung der turbulenten Viskositat. Erst bei
der Ausgabe der Ergebnisse werden fur diese beiden Groen Nullwerte bzw. fur Ge-
schwindigkeit und Temperatur die ursprunglich Dirichletschen Randbedingungen auf
 Wand;h projiziert. Ohne diesen Projektionsschritt erhielte man an der Wand infolge
der aus den Wandgesetzen abgeleiteten Neumannschen Randbedingungen falsche
Funktionswerte. Dies ist zugleich noch einmal die Begrundung fur die Verwendung
von Wandfunktionen.
3.6.2 Turbulente Viskositat
Ein Unterschwingen der Losung wird durch das verwendete numerische Verfahren
nicht verhindert. Fur die Turbulenzgleichungen sind damit physikalisch nicht sinn-
volle negative Werte insbesondere im Bereich scharfer Gradienten moglich. Aus die-
sem Grund wird eine untere Schranke bei der elementweisen Berechnung der turbu-
lenten Viskositat festgelegt:
t;K :=
1
d+ 1
X
8Nj2K
8>>>><
>>>>:
C

k
fjg
h
2

fjg
h
: k
fjg
h > kmin;h ^ 
fjg
h > min;h
C
k
2
min;h
min;h
: k
fjg
h  kmin;h _ 
fjg
h  min;h:
Die minimalen Werte sind mit
kmin;h = min;h = 1,5  10 6
derart bestimmt, da sich entsprechend (2.50) und einem in der Groenordnung eins
normierten Geschwindigkeitsfeld ein minimaler Turbulenzgrad von
Tumin(kmin;h;u = 1) = 0,1%
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ergibt. Der damit verbundene Fehler bei der Berechnung der eektiven Viskositat
ist fur die in dieser Arbeit betrachteten turbulenten Stromungen mit moderaten
Reynolds{Zahlen von ca. 104 ohne Bedeutung.
Von ganz erheblichem Einu hingegen ist die Art der Bestimmung von t;K am
Gebietsrand. Nahme man fur die auf dem Rand liegenden Knoten die turbulente
Viskositat mit Null an, so traten in Abhangigkeit von der Lage der Elemente an der
Berandung starke Sprunge auf. Fur die in Abbildung 3.7 dargestellte Triangulation
ergabe sich beispielsweise t;K(KE2 ) : t;K(K
T1
2;1) = 1 : 2 und wurde so vornehmlich
die Losung des Drucks lokal stark verfalschen.
3.7 Linearisierung
Wenn auch durch die entkoppelte Sichtweise auf die einzelnen Gleichungen bereits
eine teilweise Linearisierung erfolgt ist (auere Linearisierung), so sind jedoch bei der
Betrachtung des Gesamtsystems die Operatoren A in den Variationsformulierun-
gen nichtlinear. Die Losung der daraus hervorgehenden diskreten Probleme erfordert
durch deren Nichtlinearitat eine besonderen Behandlung. Exemplarisch soll die hier-
bei eingesetzte Vorgehensweise am Beispiel des Modellgleichungssystems (3.99)
A[fg]fg = F
erlautert werden. Mit Hilfe eines allgemeinen Fixpunktiterationsverfahrens lat sich
dessen Losung aus einer Folge linearer Gleichungssysteme der Form
B[fgl 1](fgl   fgl 1) = !L(F  A[fgl 1]fgl 1)
bestimmen. Die Iterationsmatrix B ist ahnlich A zu wahlen, kann jedoch gunsti-
gere algebraische Eigenschaften aufweisen. Insbesondere soll sich hier auf B = A
beschrankt werden. Weiterhin wird uber den Relaxationsfaktor !L eine Wichtung
des Residuums vorgenommen.
Je nachdem wie man die Groe deniert, fur die das Gleichungssystem zu losen
ist, ergeben sich unterschiedliche Varianten. Die so entstehende Defektkorrekturme-
thode und die Picard{Iteration sind in Tabelle 3.4 gegenubergestellt. Entsprechend
den dort aufgefuhrten Denitionen lat sich ein Linearisierungsschritt fur DG(0) mit
einer geeignet gewahlten Startlosung fgl 1 und A = A[fgl 1] wie folgt angeben:
1. Lose das Gleichungssystem Awl = L.
2. Bestimme die neue Losung fgl aus wl.
Bei Vorhandensein von lediglich einem Gleichungssystem wird dieser Algorith-
mus wiederholt angewendet. Als Kriterium zur Beendigung der Linearisierungszy-
klen dient deren maximale Anzahl L oder die relative Anderung der Losung bzw.
das Residuum. Fur letztere werden zweckmaigerweise die dazugehorigen Normen
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nicht algebraisch aus den Matrizen und Vektoren bestimmt, sondern anhand des
kontinuierlich denierten fgh. Auf diese Weise wird die Losung nicht nur an den
Knotenwerten, sondern im gesamten Berechnungsgebiet bewertet. Speziell kommt
kfglh   fg
l 1
h k0;
h
kfglhk0;
h
< L (3.105)
als Abbruchkriterium zum Einsatz.
Merkmale Defektkorrektur Picard{Iteration
Ausgangssystem A(fgl   fgl 1) = !L(F  Afgl 1)
Transformiertes System Awl = L
Rechte Seite L := F  Afgl 1 L := F  
!L   1
!L
Afgl 1
Neue Losung fgl = fgl 1 + !Lwl fgl = !Lwl
Tabelle 3.4: Zwei Methoden zur Losung nichtlinearer Gleichungssysteme.
Wahrend bei der Defektkorrektur wl von der eigentlichen Losung abgespalten
deniert ist und in der Regel kwlk  kfglk gilt, unterscheiden sich bei der Picard{
Iteration diese beiden Werte nur durch den Relaxationsfaktor !L. Dieser Unterschied
bewirkt ein deutlich anderes Verhalten des DD{Algorithmus fur eine im DD{Sinne
nicht konvergierte Losung im vorhergehenden Linearisierungsschritt.
Wird die Gebietszerlegung fur den Defekt durchgefuhrt, so mu fur ein nichtli-
neares A am Ende der DD{Iteration die Losung an den Gebietsrandern eindeutig
gemacht werden. Andernfalls wurde der Sprung in der Losung eine veranderte Pro-
blemstellung festschreiben. Da ein solcher Eingri storend auf die Konvergenz des
folgenden DD{Algorithmus wirkt, ist in jedem Linearisierungszyklus eine ausrei-
chende Anzahl von DD{Iteration zum Erreichen einer hinreichend glatten Losung
uber die Gebietsrander anzustreben.
Bei der Picard{Iteration wird demgegenuber im Verlauf der Linearisierung je-
weils die komplette Losung neu bestimmt, so da deren Eindeutigkeit zur Beibe-
haltung der Problemstellung nicht gefordert ist. Insofern konnen auch zu Beginn
der Linearisierung Gebietsiterationen eingespart werden. All die genannten Grunde
favorisieren die Picard{Iteration in Verbindung mit der Gebietszerlegung, so da die
weitere Darstellung auf diese Linearisierungsmethode beschrankt bleibt.
Beim iterativen DGN(1){Verfahren wird fur jedes Teilgleichungssystem ein Li-
nearisierungsschritt entsprechend der Vorgehensweise bei DG(0) ausgefuhrt, d. h.
der Konvektionsterm der Navier{Stokes Gleichung erfahrt hierbei bereits eine innere
Linearisierung. Bezugnehmend auf die Abschnitte 3.2.3 und 3.4.7 ergibt sich:
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1. Initialisiere n = 1 und falls l = 1 fuhre Pradiktorschritt aus:
A(1)w = F

(1)  
!L   1
!L
A(1)fg
l 1
(1) ; A

(1);F

(1) = f(fg
l 1
(0) ; fg
l 1
(1) );
fgl;[n](1) = !Lw; fg
l;[n]
(0) = fg
l 1
(0) :
2. Berechne fgl;[n+1](0) , fg
l;[n+1]
(1) solange n < N (fur l > 1 gelte fg
l;[1]
(j) = fg
l 1
(j) ):
A(0)w = F

(0)  
!L   1
!L
A(0)fg
l;[n]
(0) ; A

(0);F

(0) = f(fg
l;[n]
(0) ; fg
l;[n]
(1) );
fgl;[n+1](0) = !Lw;
A(1)w = F

(1)  
!L   1
!L
A(1)fg
l;[n]
(1) ; A

(1);F

(1) = f(fg
l;[n+1]
(0) ; fg
l;[n]
(1) );
fgl;[n+1](1) = !Lw;
n 7! n+ 1:
3. Setze fgl(j) = fg
l;[N ]
(j) fur j = 0; 1.
Analog zum Block{Gau{Seidel Verfahren wird zur Assemblierung die jeweils
aktuellste Losung verwendet. Damit besitzt der in eckigen Klammern auftretende
Index n nur formalen Charakter. Tritt lediglich eine Gleichung auf, so sind l und
n gleichberechtigt, d. h. die Anzahl der Iterationszyklen kann uber beide Groen
gesteuert werden. Erst in Verbindung mit weiteren Gleichungen kommt der aueren
Linearisierungsschleife eine besondere Bedeutung zu.
Zur ubersichtlicheren Darstellung der Kopplung einzelner Gleichungen wird im
weiteren ein Linearisierungsschritt fur DG(0) bzw. DGN(1) verkurzt durch
Afgl! = F

! (3.106)
beschrieben. Abschlieend sei bemerkt, da fur l = 0 bei beiden Verfahren die
Losung aus dem letzten Zeitschritt herangezogen wird.
3.8 Kopplung der Gleichungen
In Verbindung mit der Linearisierung erfolgt gleichzeitig die Kopplung der bisher
voneinander losgelost betrachteten Transportgleichungen. Fur den komplexesten Fall
einer turbulenten, nichtisothermen Stromung wird folgender Algorithmus verwendet
(vgl. auch Abschnitt 3.1):
1. Bestimme lt = 
l
t(k
l 1
; 
l 1).
2. Schleife uber alle Gleichungsblocke:
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 Bewegungs- und Kontinuitatsgleichung:
(a) Lose Aup[ul 1; lt] (u
l
!; p
l
!)
T = Fup! [#
l 1]
(b) Ermittle Abbruchkriterium fur (ulh; p
l
h)
T und 
up
L mit (3.107)
(c) Ubernehme ul 1 = ul
 Energiegleichung:
(a) Lose A#[ul 1; lt]#
l
! = F
#
!
(b) Ermittle Abbruchkriterium fur #lh und 
#
L
(c) Ubernehme #l 1 = #l
 k{Gleichung:
(a) Lose Ak[ul 1; lt] k
l
! = F
k
![u
l 1
; 
l 1
; #
l 1
; 
l
t]
(b) Ermittle Abbruchkriterium fur klh und 
k
L
 {Gleichung:
(a) Lose A[ul 1; kl 1; l 1; lt] 
l
! = F

![u
l 1
; k
l 1
; 
l 1
; #
l 1
; 
l
t]
(b) Ermittle Abbruchkriterium fur lh und 

L.
3. Wenn nicht alle Abbruchkriterien erfullt sind und l < NL ist, dann erhohe
l 7! l + 1 und gehe nach 1.
Die Anordnung der Gleichungsblocke kann beliebig verandert werden, sie hat
sich jedoch in der dargestellten Reihenfolge als gunstig erwiesen. Bei anders gear-
teten Problemstellungen entfallen nicht benotigte Gleichungen. Umgekehrt gestat-
tet das Konzept Modellerweiterungen, beispielsweise auf Mehrphasenstromungen,
durch einfaches Hinzufugen weiterer Transportbeziehungen. Jedoch kann mit dieser
formalen Vorgehensweise nicht die Forderung nach einer starkeren Kopplung einzel-
ner Gleichungen erfullt werden, wie sie insbesondere fur die Turbulenzgleichungen
denkbar ist.
Samtliche Turbulenzgroen zeigten sich von mageblichem Einu auf die Sta-
bilitat des Algorithmus, so da diese generell dem letzten Linearisierungsschritt ent-
nommen werden. Stabilitatsfordernd hat sich in diesem Zusammenhang auch die
Verwendung der {Gleichung in der Variante mit Reaktionsterm entsprechend Ta-
belle 3.1 ausgewirkt.
Zur Berechnung des Abbruchkriteriums (3.105) der Bewegungs- und Kontinui-
tatsgleichung wird die angepate Norm
k(uh; ph)Tk0;
h :=
q
kuhk20;
h + kphk
2
0;
h
(3.107)
verwendet. In Verbindung mit instationaren Problemen besitzen die Genauigkeits-
schranken der Linearisierung jedoch eine eher untergeordnete Rolle, da der Aufwand
zur Berechnung eines Zeitschrittes in der ubergeordneten Zeitschleife in derselben
Groenordnung wie der eines Linearisierungsschrittes liegt. Aus dieser Sicht wird
zugunsten einer genaueren zeitlichen Auosung oft nur ein Linearisierungsschritt
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Abbildung 3.8: Aus einem unstrukturierten Gitter (links; 86 Knoten, 138 Elemente) her-
vorgehende Besetzung der Matrix (rechts).
ausgefuhrt. Bei der Losung stationarer Aufgaben mit DG(0) erfolgt die Linearisie-
rung ausschlielich uber die Zeitdiskretisierung, diesmal jedoch fur moglichst groe
Zeitschritte. Das Erreichen eines stationaren Zustandes kann dann durch
eT :=
kfgmh   fg
m 1
h k0;
h
tm kfgmh k0;
h
< T (3.108)
bestimmt werden [64].
3.9 Eigenschaften der Gleichungssysteme
Infolge der elementweise denierten Test- und Ansatzfunktionen ist ein Knoten je-
weils nur mit denen der angrenzenden Elemente verknupft. Somit sind die aus der
Diskretisierung hervorgehenden quadratischen Matrizen schwach besetzt, wobei die
Anzahl der Nebendiagonaleintrage unmittelbar aus der Vernetzung hervorgeht (vgl.
Abbildung 3.8). Beschrankt man den Elementinnenwinkel und die Diusionskoe-
zienten nach unten, so sind die entstehenden Matrizen regular und deren symme-
trischer Anteil ist aufgrund der verwendeten Stabilisierungstechnik positiv denit
[11].
Zur ezienten Losung derartiger Gleichungssysteme kommen vielfach Krylov{
Methoden zum Einsatz. Allerdings sind die algebraischen Eigenschaften der Koef-
zientenmatrix, allen voran die Konditionszahl, von wesentlichem Einu auf die
Konvergenz iterativer Verfahren. Erste Aussagen uber das numerische Verhalten
der Loser gewinnt man bereits aus einer Abschatzung der Groenordnung einzelner
Beitrage in der Steigkeitsmatrix.
Bei instationaren, skalaren Gleichungen bewirkt die Diskretisierung der Zeitab-
leitung ein Dominieren dieses mit 1=tm skalierenden Anteils fur kleiner werdende
Zeitschrittweiten. In der Koezientenmatrix verursachen diese Terme eine Starkung
der Hauptdiagonale, womit wiederum das Konvergenzverhalten der Loser positiv
beeinut wird. Auf diese Weise bedarf die fur einen kleinen Zeitschritt einfachere
Problemstellung auch eines geringeren Aufwandes zu dessen Bewaltigung.
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Eine etwas andere Struktur zeigt das System aus inkompressibler Impuls- und
Kontinuitatsgleichung. Anhand der nach Kombinationen von Ansatz- und Testfunk-
tionen aufgespaltenen Koezientenmatrix
Aup =
"
Buv Bpv
Buq Bpq
#
lassen sich den Teilmatrizen B die folgenden, mageblich bestimmenden Anteile
zuordnen:
Buv : @tu+ (u r)u r e; Bpv : rp;
Buq : r u; Bpq : Druckstabilisierung (p1r2p):
Wahrend der Block Buv mit sinkender Zeitschrittweite zunehmend an Diagonaldo-
minanz gewinnnt, tritt dieser Eekt bei dem mit 
p
1 gewichteten Laplace in B
pq
nicht auf. Ohne Berucksichtigung dieses prinzipiellen Unterschiedes erzielt man fur
das mit Aup gebildete System bei Verringerung des Zeitschrittes keine nennenswer-
te Einsparung an Iterationen innerhalb des Losers. In diesem Sinn widerspiegelt
die schlecht konditionierte Matrix die Nebenbedingung eines zu jedem Zeitpunkt
divergenzfreien Geschwindigkeitsfeldes.
Andererseits sind gerade Projektionsmethoden [18] mit einer iterativen Kopp-
lung von Druck- und Geschwindigkeit fur kleine Zeitschrittweiten konzipiert. Bei
der Ubertragung dieses Algorithmus auf die diskreten Gleichungen konnen, basie-
rend auf den Untermatrizen B, deutlich einfachere Teilprobleme zur Losung des
Gesamtsystems herangezogen werden (siehe [65], [66], [67]). Auch wenn diese als
Schur{Komplement bezeichneten Losungstechniken innerhalb des numerischen Ver-
fahrens nicht zur Verfugung stehen, so ist jedoch die Schwachstelle der noch recht
hohen Rechenzeiten und ein moglicher Ansatzpunkt zu ihrer Beseitigung aufgezeigt.
3.10 Berechnung von Randintegralen
Die Bestimmung von Kraften und Flussen am Gebietsrand, in die nur Funktions-
werte eingehen, kann unmittelbar auf den Randelementen vorgenommen werden.
Problematischer gestaltet sich die Ermittlung von Ableitungen, wie sie beispielswei-
se in der Denition des Warmestroms und der viskosen Krafte (vgl. Abschnitt 2.8)
auftreten.
Zunachst sei eine elementweise Betrachtung angesprochen, die in ahnlicher Form
auch im Kontext anderer Diskretisierungsverfahren Anwendung ndet. Hierbei wird
auf an die Berandung angrenzende Elemente ubergegangen, deren zusatzlicher im
Gebietsinneren liegender Punkt eine Berechnung der Ableitung normal zum Rand
gestattet. Bezeichnet  a;h die Begrenzung, auf der die Integration ausgefuhrt werden
soll, so kann dieses Vorgehen durch
_
Q

h :=
X
8Kk; Kk\ 
#
a;h
=Em
Z
Kk
n e;hr#h dK 
X
8E2 #
a;h
Z
E
n e;hr#h dE ; (3.109)
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Va;h
 a;h
 a;h
Abbildung 3.9: Raum der Testfunktionen Va;h zur integralen Berechnung von Ableitungen
auf  a;h.
F

;h :=  
X
8Kk; Kk\ 
up
a;h
=Em
Z
Kk
n e;hD(uh) dK   
X
8E2 
up
a;h
Z
E
n e;hD(uh) dE (3.110)
mit e;h := ae;h cp;h ausgedruckt werden. Auf diese Weise lassen sich auch auf ein-
zelne Elemente bezogene lokale Werte bestimmen. Als nachteilig mu jedoch die
eher schlechte Approximation angesehen werden. So ist der Fehler proportional dem
Randabstand des im Inneren liegenden Punktes.
In Verbindung mit der Variationsformulierung kann aber auch eine naturlichere
Berechnungsmethode eingesetzt werden. Ahnlich wie die partielle Integration der
Einarbeitung Neumannscher Randbedingungen diente, kann sie auch zur Bestim-
mung von Randintegralen aus der Losung herangezogen werden. Fur die stationare
Form der Konvektions{Diusions{Reaktionsgleichung (3.10) erhalt man entspre-
chendZ
 
n  r d  =
Z


[( f + (b r)+ c) + r r ] d
 8 2 H1(
):
Beim Ubergang zum Diskreten wird ein kompakter Trager verwendet, d. h. ein
Knoten ist unmittelbar nur mit den Knoten der angrenzenden Elemente verknupft.
Dies erlaubt den Raum Vh so einzuschranken, da Funktionen auf Elementen ohne
Kontakt zu  a;h Null sind:
Va;h := fv : v 2 Vh : v

Kk;Kk\ 

a;h
=;
= 0g:
Aus Abbildung 3.9 wird gleichzeitig erkennbar, wie die Beschrankung auf einen Teil-
rand  a;h   h eine groeren Berandung  a;h aufgrund der in Va;h kontinuierlich
denierten Funktionen mit sich bringt. In 2D wird daher noch die Halfte des Flusses
durch  a;hn a;h mitberechnet. Eine Korrektur dieses Anteils erfolgt durch die zuvor
dargestellte elementbasierte Bestimmung der Ableitungen an den Berandungsgren-
3.10 BERECHNUNG VON RANDINTEGRALEN 69
zen:
_
Q

h :=
X
8Kk; Kk\ 
#
a;h
6=;
Z
Kk
" 
  _qVh +
e;h
ae;h
(uh r)#h
!
 h + e;hr#h r h
#
dK
 
X
8Kl; Kl\( 
#
a;h
n #
a;h
)=Em
fTh
(Em)
Z
Kl
n e;hr#h dK 8 h 2 Va;h; (3.111)
F

;h :=
X
8Kk; Kk\ 
up
a;h
6=;
Z
Kk

fu;h   (uh r)uh  rph

vh  
e;h
2
D(uh)

 D(vh)

dK
+
X
8Kl; Kl\( 
up
a;h
n 
up
a;h
)=Em
fTh
(Em)
Z
Kl
n e;hD(uh) dK 8vh 2 (Va;h)d: (3.112)
Neben der Dimension d des Problems wird in 3D der Faktor
fTh
(E) :=
(
d = 2 : 1
2
d = 3 : wenn Knotenanzahl(E \  a;h) = 2 dann
2
3
, ansonsten 1
3
zusatzlich durch die Lage der Randdreiecke an der Begrenzung von  a;h bestimmt.
Die Genauigkeit bei Verwendung dieser Beziehungen ist damit von der Anzahl der
Elemente auf  a;h im Verhaltnis zu denen auf  

a;hn a;h abhangig: Auf einem ge-
schlossenen Rand wird der Flu exakt ermittelt, bei der lokalen Berechnung von
Ableitungen ist jedoch keine Verbesserung gegenuber der zuvor dargestellten Me-
thode erkennbar.
H
B
 Kanalstromung, Re=500, B=H = 2
 Eintritt: ausgebildetes Geschw.-prol
 F  : Reibungskraft an der Wand
 Wie gro ist eF  (h) :=
F  F ;hF 
 ? 10-3 10-2 10-110-5
10-4
10-3
10-2
10-1
h
e
F 
Gl. (3.110)
Gl. (3.112)
Abbildung 3.10: Abhangigkeit des Fehlers der Wandreibungskraft vom Elementdurch-
messer (rechts) bei Verwendung zweier unterschiedlicher Methoden zur integralen Rand-
ableitungsbestimmung am Beispiel einer Kanalstromung (links).
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Anhand des in Abbildung 3.10 angegebenen Beispiels einer Kanalstromung wird
der betrachtliche Genauigkeitsgewinn bei Verwendung von (3.111) bzw. (3.112) deut-
lich. Der relative Fehler der Wandreibungskraft bezogen auf die analytische Losung
ist in Abhangigkeit von der Diskretisierungsgroe h gezeigt, wobei fur jede Gitter-
feinheit die Triangulation aus gleich groen Elementen bestand. Auch numerisch
ergibt sich bei Verwendung von (3.110) der Zusammenhang e
F 
/ h1;00 und wider-
spiegelt sehr gut die vorherigen theoretischen Uberlegungen.
4 Programmsystem ParallelNS
4.1 Uberblick
Zur Untersuchung des zuvor dargestellten numerischen Verfahrens wurde in Zu-
sammenarbeit mit dem Institut fur Numerische und Angewandte Mathematik der
Universitat Gottingen das Programm ParallelNS [68] entwickelt. Nach der kurzen
Erwahnung prinzipieller Parallelisierungsstrategien im nachsten Abschnitt steht die
Erorterung der programmtechnischen Realisierung des DD{Algorithmus im Mit-
telpunkt. Aus den sich hierbei ergebenden Konsequenzen werden anschlieend die
Gute der Parallelisierung beschreibende Bewertungsgroen abgeleitet und klassi-
schen Parallelisierungskriterien gegenubergestellt. Abschlieend wird kurz auf das
Leistungsspektrum sowie auf weitere wichtige Merkmale des Programmes eingegan-
gen.
4.2 Parallelisierung
4.2.1 Implementierung
Je nachdem wie man den Ansatzpunkt fur die Parallelisierung einer Aufgabenstel-
lung wahlt, ergeben sich eine Vielzahl unterschiedlicher Zugange. Von grobstruk-
turierter Parallelitat spricht man, wenn der zu realisierende Algorithmus bereits
die Zerlegung in eine Reihe von gleichzeitig ausfuhrbaren Teilaufgaben beinhaltet.
Demgegenuber sollen feingranularere Konzepte, bei denen beispielsweise voneinan-
der unabhangige Anweisungen auf mehrere Prozessoren aufgeteilt sind, nicht be-
trachtet werden.
Die Parallelisierung numerischer Verfahren setzt vielfach bei der Losung der Glei-
chungssysteme an. Stellvertretend seien hier Multigrid- und Multiblock{Techniken
[69] genannt. Aus algorithmischer Sicht unterscheiden sich derartige datenparal-
lele Methoden nicht von der sequentiellen Implementierung, da mit beiden Vari-
anten die gleiche Losung erzielt wird. Allerdings nimmt der Kommunikationsauf-
wand bei der Verwaltung der globalen Daten mit der Anzahl der Teilprozesse er-
heblich zu. Demgegenuber unterscheidet Schieweck [70] echte DD{Methoden als
eine
"
Klasse von Verfahren mit auerer Iteration : : :. In jedem Schritt werden lo-
kale Probleme auf den Teilgebieten : : : gelost und anschlieend die lokalen Losun-
gen zu einer neuen Iterierten kombiniert.\ Zu diesen Verfahren zahlt der in 3.3
beschriebene DD{Algorithmus, wobei durch die sich nichtuberlappenden Teilgebie-
te eine zusatzliche Verringerung der zu transferierenden Datenmenge erzielt wird.
Dem steht die Einfuhrung einer zusatzlichen Iterationsschleife gegenuber, deren
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Iterationsanzahl in Abhangigkeit von der Zahl der Teilgebiete die Skalierbarkeit
der DD{Methode beschreibt. Als Hardwarekonguration eignen sich somit MIMD{
Architekturen (Multiple Instruction, Multiple Data) mit verteiltem Speicher. Aus
praktischer Sicht ist vor allem deren weite Verbreitung von Bedeutung. Wenn auch
noch keine Aussage uber die Skalierbarkeit der Gebietszerlegung getroen wurde,
so bestehen bei dieser Zielplattform jedoch zumindest aus informationstheoretischer
Sicht weniger Leistungsbeschrankungen als beispielsweise bei Systemen mit gemein-
samem Hauptspeicher [71].
Das von Auge [27] konzipierte Programm ParallelNS ist in ANSI C kodiert
und nutzt PVM (Parallel V irtual M achine) als Parallelisierungswerkzeug. Fur den
Einsatz von PVM sprach vor allem dessen Ausrichtung auf Verwendung eines hete-
rogenen Workstation{Clusters als virtuellen Parallelrechner, der einzigen Plattform,
die zum Entwicklungsbeginn zur Verfugung stand, sowie die Moglichkeit zur dyna-
mischen Prozeverwaltung. Auch wenn der Trend immer mehr zu MPI (M essage
Passing Interface) basierter Software geht, scheint jedoch erst mit Realisierung des
MPI2{Standards, der den vollen Sprachumfang von PVM realisiert, ein Umstieg
uberdenkenswert. Gegenwartig ist ParallelNS auf zahlreiche Architekturen und Be-
triebssysteme portiert (DEC, HP, SUN, SGI) und wird vornehmlich in einer UNIX{
Netzwerkumgebung eingesetzt.
Der prinzipielle Programmablauf unter dem Gesichtspunkt der Parallelisierung
ist in Abbildung 4.1 gezeigt. Mittels zweier Hauptprogramme, die hier in Anlehnung
an Termini aus dem Umfeld der Parallelisierung als 'master' und 'slave' bezeich-
net sind, erfolgt die Realisierung unterschiedlicher Aufgaben. Vom 'master' wird
die Steuerung des Programmablaufs einschlielich Ein- und Ausgabe ubernommen.
Entsprechend der Anzahl der Teilgebiete erzeugt dieser Nsd 'slave'{Instanzen, die
ihrerseits vollstandig die Teilprobleme behandeln.
Mageblichen Einu auf das Zeitverhalten besitzt die innerste Schleife der DD{
Iterationen, so da deren Aufbau genauer betrachtet werden soll. Fur den dargestell-
ten Fall eines konstanten i (vgl. Abschnitt 3.3, 3.5) nden lediglich zwei, jedoch
grundlegend verschiedene Transfermechanismen statt (siehe Abbildung 4.2). Zum
einen kommunizieren die 'slaves' untereinander, um die Daten auf gemeinsamen
Randern auszutauschen. Andererseits ndet ein Datenaustausch mit dem 'master'
statt, der anhand der zuvor in den 'slaves' lokal ermittelten Abbruchkriterien global
uber Fortfuhrung oder Beendigung der DD{Schleife entscheidet und diese Nach-
richt wieder verteilt. Auch wenn dabei nur sehr wenige Informationen transportiert
werden, wirkt zentrale Kommunikation negativ auf die Skalierbarkeit.
Wahrend dieser Aspekt erst bei entsprechend vielen Teilnehmern zum Tragen
kommt, erwachst in der Regel aus der Synchronisation der Prozesse ein sehr viel
schwerer wiegender Zeitverlust. So sind alle Routinen zur Entgegennahme von Da-
ten blockierend ausgefuhrt, d. h. der empfangende Proze bendet sich bis zum
Eintreen der Daten im Wartezustand. Damit ist die gleichmaige Auslastung der
Knoten eines Parallelrechners | auch als 'load balance' bezeichnet | ein Kriterium
zur Leistungsbewertung. Allerdings erweist sich die Umsetzung dieser Forderung mit
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Abbildung 4.1: Uberblick zum parallelisierten Programmablauf.
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Abbildung 4.2: Zentraler und dezentraler Datenaustausch.
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dem hier gewahlten Ansatz zur Parallelisierung wie bei fast allen DD{Methoden als
schwer realisierbar.
Aufgrund der notwendigen Partitionierung des Berechnungsgebietes durch den
Nutzer in einem Praproze wird gleichzeitig Einu auf die Lastverteilung genom-
men. Aber auch fur den Idealfall, da sowohl allen Prozessen gleich viel Rechen-
kapazitat zur Verfugung steht als auch die diskreten Teilprobleme gleiche Knoten-
und Elementzahlen aufweisen, konnen unterschiedliche Rechenzeiten bei der Losung
der Gleichungssysteme auftreten. Ursache sind die in Abhangigkeit von den jeweili-
gen Matrixeigenschaften benotigten Iterationen innerhalb des Losers. So werden bei
Formulierung der gleichen Aufgabenstellung mit Neumannschen Randbedingungen
deutlich mehr Iterationen als bei Dirichletschen Randbedingungen benotigt. Wei-
terhin bestimmen auch die physikalischen Eigenschaften der Problemstellung, z. B.
lokal konvektionsdominante Stromung, das Konvergenzverhalten der Loser.
4.2.2 Bewertungskriterien
Bevor wir uns dem zuvor dargestellten parallelisierten Algorithmus zuwenden, sollen
zunachst kurz einige klassische Kriterien zur Leistungsbewertung angesprochen wer-
den. Die parallele Beschleunigung (engl. speedup) S beschreibt das Verhaltnis der
benotigten Rechenzeit des sequentiellen Programmes T1 bezogen auf die Rechenzeit
eines Prozesses Tp in der mit insgesamt p Prozessen parallelisierten Variante [72]:
S(p) :=
T1
Tp
 p; E(p) :=
S(p)
p
 1: (4.1)
Daraus leitet sich die parallele Ezienz E als relative Groe ab.
Beide Denitionen gelten strenggenommen nur unter zwei Voraussetzungen. Zum
einen mussen sequentieller und paralleler Algorithmus zu einem identischen Ergeb-
nis fuhren. Andererseits sind gleiche Laufzeiten fur alle Prozesse der parallelisierten
Programmvariante angenommen worden. In einem solchen Fall kann mit Hilfe des
Amdahlschen Gesetzes [73] die theoretisch erreichbare parallele Beschleunigung ab-
geschatzt werden, die sich aus dem anteiligen Zeitbedarf s und p zur Abarbeitung
des sequentiellen und parallelisierbaren Programmanteils wie folgt berechnet
S(p) 
1
s +
p
p
<
1
s
mit s + p = 1: (4.2)
Bei der hier verwendeten DD{Methode sind im Gegensatz zu feingranularer Par-
allelitat die beiden obigen Forderungen nicht erfullt, wobei aus der Abweichung
von sequentiell und parallel erzielter Losung das Hauptproblem bei der Bewertung
erwachst. Als gleichwertig konnen die Ergebnisse angesehen werden, wenn die durch
die Gebietszerlegung hervorgerufenen Unterschiede in der Groenordnung des Dis-
kretisierungsfehlers liegen. Da ein derartig scharfes Kriterium nicht zur Verfugung
steht, mussen bei jeglicher Einschatzung der Leistungsfahigkeit der Parallelisierung
die erzielten Resultate mit in die Betrachtung einbezogen werden.
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Innerhalb des praktischen Rechenbetriebes erweist sich die Ermittlung des Ge-
schwindigkeitszuwachses anhand der verstrichenen Zeit bei der Programmausfuh-
rung, die auch mit Realzeit bezeichnet wird, als ungeeignet, da diese durch eine
Reihe auerer Faktoren (verfugbare Prozessoren, Systemlast etc.) beeinut ist. Zur
Beschreibung des Zeitbedarfs wird daher ausschlielich die sehr viel besser reprodu-
zierbare CPU{Zeit T verwendet. Fur eine moderate Teilgebietsanzahl, wie sie bei
den Beispielen in Kapitel 5 verwendet wird, ist die auf diese Weise nicht vollstandig
erfate Kommunikationszeit von eher untergeordneter Bedeutung. Auch unter dem
Gesichtspunkt der Bewertung der algorithmischen Leistungsfahigkeit der Gebiets-
zerlegung besitzt dieser Zugang Vorteile, da die verfugbare Bandbreite des Daten-
transfers eine ganz andere Problematik beruhrt.
Mit der theoretischen parallelen Eektivitat
Eth :=
Tm;1 +Ts(1)
Tm;N +
NsdX
i=1
Ts(i)
(4.3)
soll die insgesamt benotigte CPU{Zeit von 'master' Tm und 'slave' Ts ohne Ge-
bietszerlegung, d. h. nur ein 'slave' Proze, in Bezug auf die Verwendung von Nsd
Teilgebieten gekennzeichnet werden. Diese Groe gibt bereits Aufschlu uber das
Potential des DD{Algorithmus. Weil sich allerdings in der CPU{Zeit zweckmaiger-
weise keine Wartezeiten niederschlagen, kann sie nicht als Anhaltspunkt fur die vom
Nutzer wahrgenommene Programmbeschleunigung dienen.
Um trotzdem Ruckschlusse auf das Realzeitverhalten zu erzielen, wird der Re-
chenzeitbedarf anhand des langsamsten 'slave' mit der zu erwartenden Geschwin-
digkeitserhohung
Se :=
Tm;1 +Ts(1)
Tm;N +max
i
Ts(i)
(4.4)
abgeschatzt. Diese Denition basiert nicht nur auf theoretischen Uberlegungen, son-
dern wird durch Realzeitmessungen unter idealen Bedingungen als gute Naherung
bestatigt. Anders als in (4.1) beschreiben Eth und Se ganz verschiedene Eigenschaf-
ten und sind daher auch nicht direkt ineinander uberfuhrbar.
Der Einu der 'load balance', die vornehmlich durch das Geschick des Nutzers
bei der manuellen Aufteilung in Teilgebiete beeinut ist, soll anhand der parallelen
Lastverteilung
Lp :=
1
Nsd
NsdX
i=1
Ts(i)
max
i
Ts(i)
 1 (4.5)
ausgewiesen werden. Anhand dieser drei Kriterien erfolgt in Kapitel 5 die Bewertung
der Eigenschaften der Parallelisierung fur die numerischen Beispiele.
Der Begri CPU{Zeit beinhaltet hier auch die vom Proze beanspruchte Systemzeit.
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4.3 Weitere Merkmale
Innerhalb des Programmes ParallelNS ist das gesamte in Kapitel 3 beschriebene
mathematisch{numerische Modell realisiert. Neben der Zielstellung, zwei- und drei-
dimensionale laminare bzw. turbulente Stromungen zu berechnen, stand aus Sicht
der an der Programmentwicklung beteiligten Partner [54], [29] die Untersuchung
des DD{Algorithmus im Vordergrund. Dies ist eine wesentliche Ursache fur den
modularen Aufbau in Bezug auf die zum Einsatz kommenden Dierentialgleichun-
gen. So lassen sich auch allgemeine Konvektions{Diusions{Reaktionsgleichungen
allein oder in Verbindung mit der Stokes- oder Oseen{Gleichung behandeln. Weiter-
hin konnen die stationaren Varianten der angesprochenen Gleichungen direkt gelost
werden. Andererseits ist das Programm damit konzeptionell nicht fur die Losung
von Stromungsproblemen optimiert. Fur eine ausfuhrlichere Darstellung einschlie-
lich der Bedienung des Programmes und der nun folgenden kurzen Ubersicht bisher
noch nicht angesprochener Programmkomponenten sei auf das dazugehorige Hand-
buch [68] verwiesen.
Mit dem zum Programmsystem gehorenden Gittergenerator Bsnet lassen sich
quasi{blockstrukturierte Netze fur aus Rechtecken bzw. Quadern zusammengesetz-
te Geometrien erzeugen. Fur anspruchsvollere Aufgaben wird gegenwartig die kom-
merzielle Software GeoMesh
r
eingesetzt, wobei uber eine bidirektionale Schnittstelle
die Umwandlung der Formate erfolgt. Somit konnen Gitter unterschiedlicher Her-
kunft miteinander verknupft und manipuliert werden. Innerhalb des verwendeten
Formats werden die unstrukturierten Netze hierarchisch aus Knoten, Kanten bzw.
Flachen, Elementen und daraus gebildeten Gruppen aufgebaut. Auf diese Weise ste-
hen u. a. Nachbarschaftsbeziehungen zwischen einzelnen Elementen in ParallelNS
zur Verfugung, die die Voraussetzung fur die Behandlung innerer Berandungen und
fur eine derzeit nur in 2D implementierte rot/grun Verfeinerung sind.
Die uberwiegende Mehrheit der Informationen zur Problembeschreibung und Ab-
laufsteuerung wird durch eine Eingabedatei bestimmt. Lediglich die Spezikation
der Randbedingungen und Quellterme erfolgt im Quelltext anhand einer Nutzer-
schnittstelle und gestattet so die Realisierung beliebiger Funktionsverlaufe. Uber
ein weiteres Interface konnen fur das DGN(1){Verfahren beliebige zeitliche Ansatz-
und Testfunktionen deniert werden.
Als lineares Algebrapaket wird die von Priesnitz [74] entwickelte Bibliothek
BLANC verwendet. Neben dem objekt{orientierten Zugang zeichnet sie sich durch
ein besonderes Speichermodell fur die aus vektorwertigen Problemen hervorgehenden
schwach besetzten Matrizen aus. Da die Besetzung der Matrix fur alle Vektorkompo-
nenten k an einem Knoten gleich ist, lassen sich diese Eintrage auch als quadratische,
vollbesetzte Untermatrizen der Dimension k darstellen. Mit der zusammenhangen-
den Abspeicherung der Blocke sind auf diese Daten beschrankte Operationen, bei-
spielsweise Block{SSOR Vorkonditionierer, sehr ezient realisierbar.
Abgesehen von den grundlegenden Vektor- und Matrixoperationen ubernehmen
die BLANC{Routinen in erster Linie die Losung der linearen Gleichungssysteme.
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Von den zahlreichen zur Verfugung stehenden Losern haben sich die modernen
Krylov{Verfahren BI{CGSTAB und QMR{CGSTAB [75] fur nichtsymmetrische
Matrizen in Verbindung mit ILU(0){Vorkonditionierung als fur alle Problemklassen
prinzipiell geeignet herausgestellt. Bei Speicherplatzrestriktionen mu von ILU(0)
auf Block{SSOR Vorkonditionierung, die keine zusatzliche Matrix benotigt, uber-
gegangen werden. Hierbei hat die Wahl der Relaxationsparameter entscheidenden
Einu auf das Konvergenzverhalten. Da mit dieser allgemeinen Vorgehensweise die
besondere Struktur des aus Bewegungs- und Kontinuitatsgleichung gebildeten Glei-
chungssystems (vgl. Abschnitt 3.9) nicht berucksichtigt wird, sind die Rechenzeiten
bei zeitgenauen Rechnungen derzeit nicht befriedigend.
Fur die Visualisierung der Ergebnisse kommt gegenwartig Tecplot
r
als Graphik-
software zum Einsatz. Die Losung kann hierzu als komplettes Datenfeld oder an
ausgewahlten Monitorpunkten innerhalb der DD-, Linearisierungs- und Zeitschleife
ausgegeben werden. Gleiches trit fur die berechneten Flusse und Krafte sowie zahl-
reiche in Verbindung mit den Abbruchkriterien stehende Normen zu. Bei bekannter
exakter Losung lat sich auerdem der Verlauf entsprechender Fehlernormen verfol-
gen.
5 Numerische Untersuchungen
und Anwendung
5.1 Vorbemerkung
Nach der Darlegung des numerischen Verfahrens sowie ausgewahlter Aspekte der
Implementierung widmet sich dieses Kapitel der Diskussion der mit dem Programm
ParallelNS gewonnenen Ergebnisse. Besonderes Augenmerk wird hierbei auf die Un-
tersuchung des Gebietszerlegungsalgorithmus im Hinblick auf den Einu der DD{
Parameter und die erzielten Leistungskriterien bezuglich der Parallelisierung gelegt.
Einen weiteren Schwerpunkt bilden die sich aus der Zeitdiskretisierung ergebenden
Eigenschaften und das numerische Verhalten des Turbulenzmodells.
Die objektive Bewertung dieser Merkmale erfolgt in geeigneter Weise an bekann-
ten Losungen bzw. numerisch oder experimentell gut untersuchten Kongurationen.
Weiterhin wurde angestrebt, die einzelnen Einusse moglichst unabhangig voneinan-
der zu untersuchen. Entsprochen wird diesem Anliegen durch schrittweise Erhohung
der Komplexitat der Beispiele. Den Ausgangspunkt bildet daher die umfassende Un-
tersuchung der Konvektions{Diusionsgleichung. Anschlieend wird auf eine lami-
nare Zylinderumstromung und ein anwendungsorientiertes Problem zur Verizierung
von periodischen Randbedingungen mit Drucksprung ubergegangen. Gegenstand des
letzten Abschnittes sind turbulente Stromungen. Als Beispiele dienen hierbei die ho-
mogene Turbulenz nach einem Gitter, eine ebene Kanaleinlaufstromung sowie die
freie Konvektion in einem geschlossenen Behalter.
5.2 Konvektions{Diusionsgleichung
Bevor auf die eigentlichen Stromungsprobleme eingegangen wird, soll zunachst die
Gute der Diskretisierung und Leistungsfahigkeit der Gebietszerlegung fur eine ska-
lare Konvektions{Diusionsgleichung, d. h. Gl. (3.1) mit c = 0, naher untersucht
werden. Auf diese Weise lassen sich Ruckschlusse auf das Verhalten der Energie-
und Turbulenzgleichungen getrennt vom Problemkreis der Linearisierung ziehen.
Gleichzeitig beinhaltet dieser Gleichungstyp fur den konvektionsdominanten Fall
und der hierbei erforderlichen Stabilisierung bereits einige Schwierigkeiten, deren
Beherrschung eine wesentliche Voraussetzung fur die erfolgreiche Behandlung der
Navier{Stokes Gleichung ist.
Am einfachsten erfolgt die Bewertung der numerisch erzielten Ergebnisse an-
hand einer bekannten Losung uber geeignet gewahlte Fehlernormen. Auf dem als
Grundgebiet verwendeten Einheitsquadrat 
 = (0; 1)2 wurden die numerischen Bei-
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spiele daher ausgehend von einer vorgegebenen analytischen Losung konstruiert.
Obwohl sie damit von untergeordneter praktischer Bedeutung sind, so konnen je-
doch auf diese Weise ganz gezielt unterschiedliche Phanomene betrachtet werden.
Entsprechend den Eigenschaften der DG(0)- und DG

N(1){Methode steht hierbei
einerseits das moglichst schnelle Erreichen eines stationaren Zustandes und ande-
rerseits die zeitgenaue Auosung instationarer Vorgange im Mittelpunkt. Um einen
weiten Parameterbereich abzudecken, wird dazu jeweils zwischen konvektions- und
diusionsdominanten Problemen unterschieden.
Fur die Berechnungen kamen funf unterschiedlich feine Gitter, deren Triangulati-
on jeweils aus gleich groen, rechtwinkligen Dreieckselementen besteht, zum Einsatz
(vgl. Tabelle C.1). Gleichzeitig wurde die Vernetzung in Verbindung mit dem DD{
Algorithmus in bis zu 16 Teilgebiete entsprechend der Darstellung in Abbildung 5.1
aufgeteilt. Da die Wahl der Stabilisierungsparameter bereits gut untersucht ist (vgl.
[76], [61], [14]), wurde generell mit C

1 = 1 gerechnet, auch wenn fur die diusions-
dominanten Falle keine Stabilisierung erforderlich gewesen ware.
1x1 2x2 1x4 4x1 4x4
Abbildung 5.1: Zerlegung des Einheitsquadrates in verschiedene Teilgebiete.
5.2.1 Berechnung des stationaren Zustands mit DG(0)
(I) Diusionsdominant
Bei diesem diusionsdominanten Beispiel mit  = 1 und ohne Geschwindigkeitsfeld
(b = 0) wurde die analytische Losung
 = 2x21(1  x1)
2(1  2x2)(1  x2)x2(1  e t) (5.1)
gewahlt und mittels der Dirichletschen Randbedingung 

@

= 0 realisiert. Durch
das exponentielle Auftreten der Zeit t klingt der instationare Anteil sehr schnell
ab. Die dann verbleibende stationare Losung ist in Abbildung 5.2 gezeigt. Aus an-
wendungsorientierter Sicht lat sich dieses Beispiel als Warmeleitungsproblem mit
Quell- bzw. Senkenverteilung sowie vorgegebener Randtemperatur auassen.
Erste Tests zeigten, da in Verbindung mit DG(0) die Zeitschrittweite nicht nach
oben begrenzt ist. Daraufhin wurde generell mit t = 100 ein sehr groer Zeitschritt
gewahlt. Ohne Gebietszerlegung genugten damit unabhangig von der Gitterfeinheit
jeweils NT = 3 Zeitschritte zum Erreichen des stationaren Zustands nach (3.108)
mit T = 10
 6. Gleichzeitig konnte das quadratische Abnehmen des L2{Fehlers mit
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Abbildung 5.2: Isolinien der stationaren
Losung (t 1) entsprechend Gl. (5.1).
Abbildung 5.3: Verlauf des L2{Fehlers der
diskreten Losung in Abhangigkeit von der
Gitterfeinheit ohne Gebietszerlegung.
Verkleinerung des Gitterparameters h (numerische Konvergenzrate: h1;97) uber den
gesamten untersuchten Bereich nachgewiesen werden (vgl. Abbildung 5.3).
Anhand einer 2x2- und 4x4{Zerlegung erfolgte die numerische Untersuchung des
DD{Algorithmus. Zunachst galt es den Einu des DD{Parameters zu klaren (siehe
Abbildung 5.4). Mit zunehmender Anzahl von Zeitschritten und damit auch Gebiets-
iterationen sinkt der Fehler und verharrt schlielich auf dem Niveau der sequenti-
ellen Variante (gepunktete Linie). Gleichzeitig zeigt die Lage dieses Stagnations-
punktes eine deutliche Abhangigkeit von . So kann der optimale Wert bei der
2x2{Zerlegung mit ca. 500 angegeben werden, wahrend er bei der 4x4{Zerlegung
etwa 200 betragt. Oensichtlich ist  abhangig von der Groe der Teilgebiete.
Die mit diesen Parametern und variierter DD{Iterationsanzahl verbundene Ab-
nahme des L2{Fehlers sowie der Verlauf des Abbruchkriteriums eT sind in den
Abbildungen C.1 und C.2 im Anhang dargestellt. Wahrend mit der Forderung
eT  T = 110 6 in Abhangigkeit von der verwendeten Vernetzung die Genauigkeit
der sequentiellen Variante erreicht wird, zeigt sich der Verlauf des Abbruchkriteriums
ganzlich unbeeinut von der Gitterfeinheit und enthalt keinen Anhaltspunkt fur die
Konvergenz des DD{Algorithmus. Da die Abnahme des Fehlers relativ unabhangig
von h erfolgt, sind bei einem sehr feinen Gitter durch den geringen Diskretisierungs-
fehler mehr DD{Iterationen erforderlich. Insofern ist T auch durch die raumliche
Auosung beeinut und gegebenenfalls kleiner zu wahlen.
Aus Tabelle 5.1 sind die hierbei erzielten Resultate bezuglich der Parallelisie-
rungseigenschaften erkennbar. Zunachst wird die sehr gute parallele Lastverteilung
Lp aufgrund der identisch triangulierten Teilgebiete mit einheitlichen Randbedin-
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Abbildung 5.4: Einu des DD{Parameters (links: 2x2{Zerlegung, NDD = 2; rechts: 4x4{
Zerlegung, NDD = 4) auf das Abklingen des L
2{Fehlers im Verlauf der Zeitschritte fur
Gitter G4.
gungen deutlich. Auch lassen sich auf Kosten einer erhohten Anzahl von Zeitschritten
DD{Iterationen einsparen, dem jedoch der groere Zeitaufwand fur einen Zeitschritt
gegenubersteht. Weiterhin ist in allen Fallen in Form der zu erwartenden Geschwin-
digkeitserhohung Se ein Geschwindigkeitsvorteil mit Parallelisierung erkennbar, wo-
bei die Ezienz der 4x4{Zerlegung sogar die der 2x2{Zerlegung ubertrit. Allerdings
basieren diese Angaben auf der Erfullung des Kriteriums fur einen stationaren Zu-
stand. Ware man in der Lage, das teilweise deutlich fruher einsetzende Stagnieren
des DD{Algorithmus zu erkennen, so lieen sich wesentlich bessere Ergebnisse er-
zielen.
Zerlegung  NT NDD Eth Se Lp
9 1 0,366 1,322 0,977
2x2 500 5 2 0,468 1,674 0,971
4 3 0,477 1,667 0,943
8 2 0,408 4,249 0,938
4x4 200 4 4 0,537 5,233 0,920
3 6 0,586 5,484 0,899
Tabelle 5.1: Bewertungskriterien der Parallelisierung bei Verwendung des Gitters G4 und
der Abbruchschranke T = 10
 6.
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(II) Konvektionsdominant
Ausgehend von der Anfangsbedingung (t = 0)
 =
8<
:
(4x2(1  x2))2 : x1 = 0
0 : 0 < x1  1
(5.2)
und verschwindend kleiner Diusion ( = 1  10 6) wird die Losung nun nahezu
ausschlielich durch das Geschwindigkeitsfeld bestimmt, wobei zwischen zwei Fallen
unterschieden wurde. Einerseits ndet
(a) der konvektive Transport mit konstanter Winkelgeschwindigkeit (Festkorper-
rotation) und andererseits
(b) entlang der x1{Achse
statt (siehe Abbildung 5.5). Nach t = 
2
bzw. t = 1 hat die Anfangslosung am
Fall (a) Fall (b)
Geschwindigkeitsfeld:
b = (x2; x1)
T
b = (1; 0)T
Losung:
x1
x2
10-3 10-2 10-1
10-5
10-4
10-3
10-2
k  hk
kk
h
Fall (a)
Fall (b)
Abbildung 5.5: Geschwindigkeitsfeld und
Isolinien der Losung fur die Falle (a) und
(b).
Abbildung 5.6: Verlauf des L2{Fehlers der
diskreten Losung in der sequentiellen Vari-
ante.
Eintritt den mittels einer homogenen Neumannschen Randbedingung denierten
Austritt erreicht, wodurch keine weiteren zeitlichen Veranderungen mehr auftreten.
Wiederum ist keine Beschrankung der Zeitschrittweite feststellbar gewesen, so
da t = 100 gewahlt wurde und damit erneut jeweils drei Zeitschritte bis zum
Erreichen eines stationaren Zustandes (T = 1  10 6) fur die sequentiellen Vari-
anten ausreichten. Zumindest auf groberen Gittern konnte fur den Fall (a) ebenso
eine quadratische Konvergenzordnung des L2{Fehlers, die mit zunehmender Gitter-
feinheit leicht absinkt (numerische Konvergenzrate: h1;70:::1;98), gezeigt werden (vgl.
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Abbildung 5.6). Hingegen ist bei (b) unabhangig von h dieser Fehler generell sehr
klein und oenbar durch das identische Verschwinden des Konvektionsterms (b r)
in der stationaren Losung begrundet.
In Verbindung mit der Gebietszerlegung betragt der optimale DD{Parameter
diesmal unabhangig von der Groe der Teilgebiete beim Fall (a) ca. 104, wobei der
Einu erst fur sehr kleine Fehler erkennbar ist (vgl. Abbildung C.3). Allerdings zeigt
sich, da fur die 4x4{Zerlegung nicht ganz die Genauigkeit der sequentiellen Losung
erreicht wird. Sowohl die Wirkung der DD{Iterationsanzahl auf den Fehler als auch
der Verlauf des Kriteriums zur Ermittlung des stationaren Zustands unterscheiden
sich kaum vom diusionsdominanten Beispiel (Abbildung C.4 und C.5).
Erst der Fall (b) bringt den Einu von  in Abbildung C.6 deutlich starker
zum Vorschein. Wahrend zu Beginn der Gebietszerlegung ein kleiner Wert positiv
auf die Konvergenzrate wirkt, kehrt sich dieser Trend mit zunehmender Anzahl von
DD{Iterationen um. Auch besteht die Gefahr, da fur einen ungunstig gewahlten
DD{Parameter aufgrund der sehr langsamen Konvergenz bereits ein stationarer Zu-
stand vor Erreichen der Genauigkeit der sequentiellen Losung nach (3.108) erkannt
wird. Wie der Vergleich zwischen einer 1x4- und 4x1{Zerlegung zeigt, tritt dieses
Verhalten nur bei parallel angestromten Gebietsrandern auf (siehe Abbildung 5.7).
Hierbei ist der den Dirichletschen Anteil wichtende Term  sehr klein und liegt
in der Groenordung
q


. Anscheinend ist der DD{Algorithmus jedoch nicht in
der Lage, den konvektiven Informationstransport entlang der DD{Rander zu reali-
sieren, so da nur uber die Vergroerung von , gleichbedeutend mit einer Anfa-
chung des diusiven Transports, dieses Dezit zu kompensieren ist. Hierin liegt eine
der Hauptursachen dafur, da gegenwartig keine allgmeingultige und robuste Wahl
des DD{Parameters angegeben werden kann. Senkrecht durchstromte Gebietsrander
sind hingegen unproblematisch.
Die parallele Lastverteilung, dargestellt in Tabelle 5.2, fallt deutlich ungunstiger
als im diusionsdominanten Beispiel aus. Eine Begrundung stellen die in den ersten
DD{Schritten trivial losbaren Gleichungssysteme in den stromab liegenden Gebieten
aufgrund des noch nicht bis hierhin vorgedrungenen Sprungs der Anfangslosung dar.
Trotz geringfugig besserer theoretischer Ezienz gelingt es nicht, diesen Vorteil in
Zerlegung  NT NDD Eth Se Lp
14 1 0,416 1,211 0,807
2x2 104 6 2 0,609 1,642 0,755
5 3 0,587 1,551 0,730
7 2 0,651 4,561 0,839
4x4 104 4 4 0,739 5,090 0,834
4 6 0,626 4,502 0,787
Tabelle 5.2: Bewertungskriterien der Parallelisierung fur den Fall (a) auf Gitter G4 und
der Abbruchschranke T = 10
 6.
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Abbildung 5.7: Verlauf des L2{Fehlers fur den Fall (b) in Abhangigkeit vom DD{
Parameter und von der Ausrichtung der Teilgebietsrander zum Geschwindigkeitsfeld (links:
1x4{Zerlegung, NDD = 4; rechts: 4x1{Zerlegung, NDD = 1) auf dem Gitter G4 im Verlauf
der Zeitschritte.
einen Zuwachs der zu erwartenden Geschwindigkeitserhohung umzusetzen.
5.2.2 Zeitgenaue Rechnung mit DG(1)
(I) Diusionsdominant
Als Losung der Poisson{Gleichung ( = 1, b = 0) wurde nun
 =
x
2
1 + x
2
2
2
sin(1000t) (5.3)
verwendet und wiederum in Verbindung mit Dirichletschen Randbedingungen reali-
siert. Der darin enthaltene hochfrequente Zeitanteil gestattet die Untersuchung der
Zeitdiskretisierung weitgehend unabhangig von der raumlichen Auosung. So haben
erste Tests auf unterschiedlich feinen Gittern gezeigt, da im Rahmen der hier unter-
suchten Zeitschrittweiten auf dem Gitter G4 keinerlei Einu der Ortsschrittweite
h auf den Fehler erkennbar ist.
Zunachst wurden die DG{Varianten ohne Parallelisierung betrachtet. Fur DG(0)
ist der zeitliche Verlauf des Fehlers sowie dessen Abhangigkeit von t zu unterschied-
lichen Zeitpunkten in Abbildung C.7 gezeigt. Einerseits weist der zeitliche Verlauf
durch den nicht symmetrischen Fehleranteil beider Halbwellen auf eine deutliche
Phasenverschiebung von exakter und diskreter Losung hin, deren Abnahme bei den
verwendeten Zeitschrittweiten nicht erkennbar wird. Andererseits ist die direkte Pro-
portionalitat von L2{Fehler und Zeitschrittweite ersichtlich.
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Abbildung 5.8: Verlauf des L2{Fehlers in Abhangigkeit von der Zeitschrittweite (2 :
1  10 3, 4 : 4  10 4, 5 : 2  10 4, 3 : 1  10 4) des DG
;
2 (1){Verfahrens mit (
 = 5) und
ohne Parallelisierung auf dem Gitter G4.
Da die DG
;
1 (1){Methode aquivalent zum Crank{Nicolson Verfahren ist (vgl.
Abschnitt 3.2.3), liefert sie hier bereits sehr genaue Ergebnisse (siehe Abbildung
C.8). Weitere Iterationen senken den Fehler kaum, scheinen aber noch aufgrund der
deutlich geringeren Werte zu den Zeitpunkten n
1000
 mit n 2 N die Phasenlage zu
verbessern. Demgegenuber zeigt DG
;
1 (1) ein ganz ahnliches Verhalten zu DG(0),
allerdings auf etwas geringerem Fehlerniveau. Bei weiteren Iterationen ist noch ein-
mal ein deutliches Absinken des Fehlers zu beobachten, wobei hier DG
;
2 (1) und
DG
;
3 (1) vergleichbare Ergebnisse aufweisen. Diese Merkmale liefern einen ersten
Anhaltspunkt fur die besseren Stabilitatseigenschaften der -Variante, denn nur
diese konnte erfolgreich auf die Navier{Stokes Gleichung angewendet werden.
In Verbindung mit der Gebietszerlegung ist die Wirkung des DD{Parameters
und der DD{Iterationsanzahl fur DG
;
2 (1) in Abbildung C.9 und C.10 dargestellt.
Mit  = 5    10 und in Abhangigkeit von der Zerlegung NDD = 3; 4 ist bereits
eine vergleichbare Genauigkeit wie in der sequentiellen Variante zu erzielen. Auch
weist die Gegenuberstellung des zeitlichen Fehlerverlaufs bei Verwendung dieser Pa-
rameter und einer 2x2- bzw. 4x4{Zerlegung mit der sequentiellen Berechnung nur
fur die kleinste verwendete Zeitschrittweite Unterschiede auf (siehe Abbildung 5.8).
Wiederum zeigt sich hier die Notwendigkeit, auf sehr kleinem Fehlerniveau die An-
zahl der DD{Iterationen zu erhohen. Abbildung C.11 ist entstanden, indem der
Fehler zu unterschiedlichen Zeitpunkten in Abhangigkeit von der verwendeten Zeit-
schrittweite aufgetragen wurde. Im Gegensatz zu DG(0) ist der L2{Fehler dem Qua-
drat der Zeitschrittweite proportional. Damit ist auch numerisch die Genauigkeit 2.
Ordnung bezuglich der Zeit fur die DG(1){Varianten bestatigt. Ein Vergleich mit
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Abbildung C.7 bringt auch den deutlichen Aufwandsvorteil bei zeitgenauen Rech-
nungen zum Ausdruck. Als rechenzeitaquivalente Zeitschrittweite fur DG(0) kann
hierbei ein Drittel derjenigen von DG
;
2 (1) angesetzt werden.
Aufgrund der sehr guten parallelen Lastverteilung kann die theoretische Eekti-
vitat gut in Geschwindigkeitserhohung umgesetzt werden (siehe Tabelle 5.3).
Zerlegung  t NT NDD Eth Se Lp
4  10 4 25 3 0,601 2,197 0,990
2x2 5 2  10 4 50 3 0,619 2,262 0,995
1  10 4 100 3 0,650 2,361 0,994
4  10 4 25 4 0,522 5,464 0,966
4x4 5 2  10 4 50 4 0,524 5,363 0,965
1  10 4 100 4 0,541 5,445 0,967
Tabelle 5.3: Bewertungskriterien der Parallelisierung bei Verwendung der DG
;
2 (1){
Methode auf dem Gitter G4.
(II) Konvektionsdominant
Betrachtet wird der konvektionsdominante Transport einer Startlosung mit konstan-
ter Winkelgeschwindigkeit. Infolge der verschwindend geringen Diusion ( = 10 8)
x1
x2 b =

 x2 + 0,5
x1   0,5

0 1 2 3 4 5 6
10-2
10-1
100
k  hk
kk
t
t = 2=100
t = 2=200
t = 2=400
t = 2=1000
Abbildung 5.9: Schematische Darstellung
des Transports der Startlosung durch das
Geschwindigkeitsfeld (Festkorperrotation).
Abbildung 5.10: Verlauf des L2{Fehlers der
diskreten Losung mit DG(0) in Abhangig-
keit von der Zeitschrittweite ohne Gebiets-
zerlegung auf dem Gitter G4.
wird diese lediglich auf einer Kreisbahn transportiert. Im Anfangszustand (t = 0)
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ist die Losung durch einen exzentrisch zum Rotationsmittelpunkt angeordneten Si-
nushugel
 =
8<
:
1
2
(1 + cos(5r)); r :=
q
(x1   0,5)2 + (x2   0,75)2 : r < 0,2
0 : r  0,2
(5.4)
beschrieben, der beispielsweise eine heie Zone in einem rotierenden, sehr schlecht
warmeleitenden Fluid nachbilden konnte (siehe Abbildung 5.9). Die innerhalb ei-
nes numerischen Verfahrens erzeugte, jedoch in der Regel unerwunschte, kunstliche
Diusion kann nun gut anhand des
"
Verschmierens\ der Losung beurteilt werden.
Wahrend bei DG
;
N (1) ein gleichmaiges Abnehmen des Fehlers mit zunehmen-
der Anzahl von Iterationen N zu beobachten ist, wird bei der {Variante bereits
nach zwei Iterationen ein sehr geringes Fehlerniveau erreicht (vgl. Abbildung C.12).
Die dazugehorigen Prolschnitte der Losung nach einer Umdrehung zeigt Abbildung
5.11. Fur das Crank{Nicolson Verfahren (resp. DG
;
1 (1)) sind ein deutliches Unter-
schwingen der Losung sowie eine leichte Phasenverschiebung zu erkennen. Bei beiden
iterativen DG(1){Varianten lassen sich diese Eekte durch eine ausreichende Itera-
tionszahl N erheblich senken. Der damit verbundene Aufwand ist im Vergleich zu
zeitgenauen DG(0){Rechnungen mit sehr kleiner Zeitschrittweite deutlich geringer
(vgl. Abbildung 5.10).
Die Gebietszerlegung bereitet aufgrund der senkrechten Durchstromung der Teil-
gebiete keinerlei Probleme. So lassen sich mit NDD = 2 (2x2{Zerlegung) bzw.
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Abbildung 5.11: Vergleich von Prolschnitten der Losung nach einer Umdrehung fur die
DG
;
N (1)- (links) und DG
;
N (1){Methode (rechts) mit t =
2
100
bei einer unterschiedlichen
Anzahl von Iterationen N ohne Parallelisierung auf dem Gitter G4.
NDD = 3 (4x4{Zerlegung) die sequentiell erzielten Resultate reproduzieren (vgl.
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Abbildung C.13). Dementsprechend gunstig fallt auch der Geschwindigkeitszuwachs
bei der Parallelisierung aus (siehe Tabelle 5.4).
Zerlegung  t NT NDD Eth Se Lp
2x2 5 2
100
100 2 0,906 3,536 0,990
4x4 5 2
100
100 3 0,743 10,01 0,934
Tabelle 5.4: Bewertungskriterien der Parallelisierung bei Verwendung der DG
;
4 (1){
Methode auf dem Gitter G4.
5.3 Laminare Stromung
5.3.1 Zylinderumstromung
Die in diesem Abschnitt untersuchten Beispiele zur laminaren Zylinderumstromung
basieren auf dem mageblich von Schafer und Turek initiierten Benchmark [77].
Wesentliche Motivation zur Spezikation dieser Referenzfalle war die Bewertung der
Leistungsfahigkeit unterschiedlicher Diskretisierungs- und Losungsmethoden. Neben
metechnischen Daten existieren durch die Vielzahl der Teilnehmer auch zahlreiche
auf numerischemWege erzielte Ergebnisse. Somit ist auch der unmittelbare Vergleich
zu anderen Berechnungsprogrammen gegeben.
Bei allen Testfallen bendet sich im vorderen Teil eines Kanals, leicht versetzt
zur Kanalmitte, ein Zylinder. Das inkompressible Fluid, dessen kinematische Zahig-
keit durch ~ = 10 3m2=s und dessen Dichte mit ~% = 1kg=m3 beschrieben wird,
stromt jeweils mit einem parabelformigen Geschwindigkeitsprol in den Kanalein-
tritt. Durch die asymmetrische Anordnung des Zylinders erfahrt dieser bereits bei
stationarer Umstromung eine geringe Auftriebswirkung, deren Berechnung eine erste
Schwierigkeit darstellt.
Fur die zweidimensionale Konguration ist die zugrunde liegende Geometrie ein-
schlielich der Abmessungen in Abbildung 5.12 dargestellt. Bei den Berechnungen
wurden drei unterschiedlich feine Gitter (vgl. Tabelle C.2) sowie drei verschiedene
Gebietszerlegungen, die sich insbesondere durch die Anzahl der Teilungen am Zylin-
der unterscheiden, eingesetzt (siehe Abbildung C.14). Ublicherweise werden die auf
den Zylinder wirkenden Reibungs- und Druckkrafte in zwei senkrecht zueinander ste-
hende Komponenten aufgeteilt. Mit der in x1{Richtung wirkenden Widerstandskraft
Fw und der in Richtung von x2 denierten Auftriebskraft sind die entsprechenden
dimensionslosen Beiwerte uber den Staudruck und Zylinderdurchmesser D wie folgt
bestimmt:
cw :=
2Fw
%

U
2
D
; ca :=
2Fa
%

U
2
D
mit U :=
1
H
Z H
0
u1(0; x2) dx2: (5.5)
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Abbildung 5.12: Schematische Darstellung der Geometrie mit Abmessungen in 2D.
Uber die mittlere Geschwindigkeit U ist auch die die einzelnen Referenzfalle be-
schreibende Reynolds{Zahl
Re :=

U D

(5.6)
deniert.
Infolge der Stromungsablosung am Zylinder bildet sich ein Ruckstromgebiet,
dessen Lange
Lr := x1;r   x1;e fur u1(x1;r; x2;m) = 0 mit ~x1;e = 0,25m; ~x2;m = 0,2m (5.7)
eine weitere charakteristische Groe zur Beschreibung der Losung ist und hierbei
vereinfacht durch den Nulldurchgang der Geschwindigkeitskomponente u1 in der
horizontalen Symmetrieebene des Zylinders ermittelt wird. Als weiteres Vergleichs-
kriterium dient die Druckdierenz
p := p(x1;a; x2;m)  p(x1;e; x2;m) mit ~x1;a = 0,15m ; (5.8)
die fur stationare Stromung gut mit dem Druckunterschied in den Staupunkten
ubereinstimmt.
Referenzfall '2D-1': Re = 20
Am Eintritt ist das Geschwindigkeitsprol mit
u1(0; x2) =
4Um
H
2
x2(H   x2) und u2(0; x2) = 0 (5.9)
sowie ~Um = 0,3m=s vorgegeben. Aufgrund des sich einstellenden stationaren Stro-
mungsfeldes wurde bei allen Berechnungen das DG(0){Verfahren in Verbindung mit
der groen Zeitschrittweite ~t = 100 s und jeweils nur einem Linearisierungsschritt
NL eingesetzt. Wie Tabelle C.4 zeigt, konnte damit bei allen Varianten der stationare
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Zustand entsprechend (3.108) und T = 10
 6 nach relativ wenigen Zeitschritten
erreicht werden.
Die hierbei erzielten Ergebnisse sind in Tabelle 5.5 zusammengefat. Einen quali-
tativen Eindruck des Geschwindigkeits- und Druckfeldes vermittelt Abbildung C.16.
Bei Verwendung des feinsten Gitters G3 in der sequentiellen Variante V3 liegen
Variante cw ca ~p=Pa ~Lr=m
V1 5,772 -0,0061 0,1153 0,0919
V2 5,597 0,0046 0,1186 0,0857
V3 5,581 0,0093 0,1175 0,0847
V4 5,571 0,0070 0,1190 0,0845
V5 5,571 0,0067 0,1190 0,0845
V6 5,576 0,0095 0,1176 0,0845
V7 5,576 0,0093 0,1176 0,0845
V8 5,567 0,0081 0,1176 0,0846
V9 5,568 0,0082 0,1176 0,0846
Mewert 5,570{5,590 0,0104{0,0110 0,1172{0,1176 0,0842{0,0852
Tabelle 5.5: Zusammenstellung der Ergebnisse fur alle Varianten.
bis auf den Auftriebsbeiwert ca alle Parameter innerhalb des Toleranzbereiches der
Mewerte. Im Vergleich zu anderen Programmen sind diese Resultate mit einer mo-
deraten Gitterfeinheit von 83.943 Unbekannten erzielt worden | ein Kennzeichen
fur die Gute der Diskretisierung. Auch die absolute Rechenzeit von 3095 s CPU{Zeit
bei 240 MFLOPS 'peak performance' ist fur einen Forschungscode als akzeptabel zu
bezeichnen. Andererseits konnte bei weiterer Gitterverfeinerung die Genauigkeit des
Auftriebsbeiwertes nicht verbessert werden. Demgegenuber zeigten sich geringfugig
veranderte Konstanten C2 und C
p
1 in (3.89), (3.88) von deutlichem Einu. Oen-
sichtlich ist die Konstruktion der Stabilisierungsparameter 2;Q und 
p
1 noch nicht
optimal.
Bei Verwendung des DD{Algorithmus ist eine um so groere Ubereinstimmung
der Ergebnisse mit der sequentiellen Rechnung zu beobachten, je weniger Teilgebiete
an den Zylinder grenzen. Dies gilt besonders fur die am Rand des Zylinders denier-
ten Groen. Allerdings ist zu bemerken, da Unterschiede in den Kraftbeiwerten cw,
ca nicht nur auf Verfalschungen der Losung durch den DD{Algorithmus hinweisen.
Entsprechend der Darstellung in Abschnitt 3.10 beinhaltet deren stuckweise Berech-
nung auf den Teilgebieten und anschlieende Summation einen geringen Fehler im
Vergleich zur exakten Berechnung auf einer geschlossenen Kurve in der sequentiellen
Variante.
In Verbindung mit dem DD{Algorithmus wurden sowohl die Variante zur Uber-
tragung der Druckinformation innerhalb des Spannungstensors als auch deren sepa-
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Variante Ubertragungsfkt. u1 
u
2 
p
NDD Eth Se Lp
V4 (3.59) 10 103 { 5 0,346 1,427 0,522
V5 (3.61), (3.62) 10 103 102 5 0,384 1,608 0,530
V6 (3.61), (3.62) 10 103 102 3 0,519 1,838 0,714
V7 (3.61), (3.62) 10 103 102 4 0,465 1,706 0,739
V8 (3.61), (3.62) 10 103 102 4 0,472 3,380 0,908
V9 (3.61), (3.62) 10 103 102 5 0,387 2,794 0,914
Tabelle 5.6: Parameter der Gebietszerlegung und Bewertungskriterien der Parallelisierung.
rater Austausch getestet (vgl. Tabelle 5.6). In beiden Fallen ergaben sich die gleichen
optimalen Werte der DD{Parameter u. Wenn auch bei der getrennten Ubermitt-
lung der Druckinformation eine weitere Konstante benotigt wird, so ist dennoch
bei deren geeigneter Wahl stets ein schnelleres Konvergieren des DD{Algorithmus
beobachtet worden. Eine deutliche Geschwindigkeitserhohung konnte mit Variante
V8 erzielt werden, die auch mageblich auf die gute parallele Lastverteilung infolge
gunstiger Gebietszerlegung zuruckzufuhren ist.
Referenzfall '2D-2': Re = 100
Die nun erhohte Eintrittsgeschwindigkeit von ~Um = 1,5m=s in (5.9) verursacht die
Ausbildung eines instationaren Stromungsfeldes. Kleine Storungen der Stromung
erfahren keine zeitliche Dampfung und fuhren so zu einer Verstarkung zeitabhangi-
ger Losungsanteile. Gleichzeitig einsetzende Sattigungsprozesse beschranken dieses
Wachstum. Der sich auf diese Weise einstellende Gleichgewichtszustand kommt in
der zeitlich streng periodischen Losung zum Ausdruck, die insbesondere durch die
horizontale Lageveranderung des hinteren Staupunktes gekennzeichnet ist und so
die nach von Karman bezeichnete Wirbelstrae induziert.
Nur mit einer zeitgenauen Berechnung gelingt es, eine qualitativ hochwertige nu-
merische Losung zu erzielen, so da die nachfolgend vorgestellten Ergebnisse generell
auf der DGu3(1){Zeitdiskretisierung basieren. Als Kennwerte der Losung dienen die
maximal auftretenden Widerstands- bzw. Auftriebsbeiwerte cw;max, ca;max sowie die
in (5.8) denierte Druckdierenz zu einem bestimmten Zeitpunkt:
pa := p(t0 + 1=2fa) mit fa = fa(ca): (5.10)
Mit fa ist hierbei die Frequenz des Auftriebsbeiwertes gekennzeichnet, dessen Ma-
ximalwert den Zeitpunkt t0 entsprechend ca;max = ca(t0) bestimmt. Weiterhin be-
schreibt die Angabe der Strouhal{Zahl
St :=
Dfa

U
(5.11)
anhand von fa das zeitliche Verhalten der Stromung. All diese Angaben beziehen
sich auf den eingeschwungenen Zustand.
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Innerhalb der sequentiellen Berechnungen wurden zunachst drei Zeitschrittwei-
ten auf den Gittern G1 bis G3 getestet (siehe Tabelle C.5). Entsprechend den in
Tabelle 5.7 zusammengestellten Ergebnissen liegen die Kennwerte der Varianten V4
und V5 mit dem feinsten Gitter bis auf jeweils eine Ausnahme innerhalb des Tole-
ranzbereiches der Mewerte. Einerseits wird so die Gute der Zeitdiskretisierung trotz
Variante cw;max ca;max St ~pa=Pa
V1 4,170 1,368 0,270 2,689
V2 3,277 1,067 0,298 2,535
V3 3,278 1,148 0,294 2,498
V4 3,238 1,070 0,299 2,483
V5 3,188 1,001 0,301 2,476
V6 3,230 1,152 0,296 2,488
V7 3,282 1,077 0,294 2,509
V8 3,260 1,032 0,295 2,500
Mewert 3,220{3,240 0,990{1,010 0,295{0,305 2,460{2,500
Tabelle 5.7: Zusammenstellung der Ergebnisse fur alle Varianten.
vergleichsweise groer Zeitschrittweite | ca. 33,4 Zeitschritte fur eine Periode von
ca in Variante V4 | bestatigt. Andererseits ist der damit verbundene Rechenzeitbe-
darf sehr hoch. Ursache sind die vielen, nicht mit der Zeitschrittweite skalierenden
Iterationsschritte des fur derartige Aufgabenstellungen wenig geeigneten Losers (vgl.
auch Abschnitt 3.9).
Nur bei der getrennten Ubermittlung der Druckinformation innerhalb des DD{
Algorithmus konnten gebietszerlegte Berechnungen erfolgreich absolviert werden.
Voraussetzung war jedoch noch in sehr viel starkerem Mae als bei den stationaren
Problemstellungen die geeignete Wahl der DD{Parameter. Andernfalls verstarkten
sich mit zunehmender Anzahl von Zeitschritten besonders die Fehler des Drucks an
den Teilgebietsrandern und bewirkten letztendlich ein Divergieren der Losung.
Die mit Gebietszerlegung erzielten Ergebnisse weichen geringfugig von denen
der vergleichbaren sequentiellen Variante V4 ab (siehe Tabelle 5.7), zeigen aber die
prinzipielle Funktionsfahigkeit des DD{Algorithmus fur zeitabhangige Stromungs-
probleme. Einen besonders guten Eindruck des instationaren Losungsverhaltens und
der Unterschiede der Varianten geben die in Abbildung C.17 und C.18 dargestellten
zeitlichen Verlaufe der Kraftbeiwerte bzw. Druckdierenz. Neben den Phasenver-
schiebungen zwischen den einzelnen Kennwerten sind die mit doppelter Frequenz
schwingenden Werte von cw und p gegenuber dem Auftriebsbeiwert erkennbar. Um
die Groenordnung des Fehlers an den Teilgebietsrandern zu verdeutlichen, zeigt Ab-
bildung C.19 einen Ausschnitt des Losungsgebietes in der Umgebung des Zylinders
mit den Isobaren eines willkurlichen Zeitschrittes.
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Aus Tabelle 5.8 konnen sowohl die DD{Parameter als auch die Bewertungskrite-
rien der Parallelisierung entnommen werden. Demnach liegt die theoretische parallele
Variante u1 
u
2 
p
NDD Eth Se Lp
V6 5 5000 5 4 1,017 3,078 0,618
V7 5 5000 5 6 0,829 5,485 0,919
V8 5 5000 5 8 0,720 3,734 0,710
Tabelle 5.8: Parameter der Gebietszerlegung und Bewertungskriterien der Parallelisierung.
Ezienz recht hoch und uberschreitet sogar den bei feingranularer Parallelitat vor-
handenen Grenzwert von eins. Aufgrund der zum Teil ungunstigen Lastverteilung
fallt die Geschwindigkeitserhohung jedoch geringfugiger aus. Theoretisch sollte die
Lastverteilung bei Variante V8 ebenso gut sein wie in der Variante V7, da der einzi-
ge Unterschied in der Anzahl der DD{Iterationen besteht. Wodurch diese deutliche
Dierenz hervorgerufen wurde, konnte bisher nicht geklart werden.
Referenzfall '3D-1Z': Re = 20
Gegenuber dem unendlich breiten Kanal innerhalb der zweidimensionalen Betrach-
tungsweise wird nun auf einen quadratischen Kanalquerschnitt ubergegangen, bei
dem lediglich die Eintrittsebene um 30 cm vorverlegt ist (siehe Abbildung 5.13).
Beim Ubergang zu 3D wird auch eine modizierte Denition der Widerstandbeiwer-
te
cw :=
2Fw
%

U
2
DH
; ca :=
2Fa
%

U
2
DH
mit U :=
1
H
2
Z H
0
Z H
0
u1(0; x2; x3) dx2dx3
(5.12)
erforderlich. Der Punkt, an dem die Druckdierenz p zu bestimmen ist, bendet
sich nun in der Symmetrieebene des Kanals:
p := p(0,45m; 0,2m; 0,205m)  p(0,55m; 0,2m; 0,205m): (5.13)
Wiederum sind drei unterschiedlich feine Gitter zum Einsatz gekommen, die
im Gegensatz zu den Netzen in 2D lediglich in der Umgebung des Zylinders eine
Verfeinerung aufweisen (vgl. Tabelle C.3). Die auf diese Weise entstandenen unter-
schiedlichen Elementvolumina sind durch das Verhaltnis (hmax=hmin)
3 gekennzeich-
net. Gebietszerlegungen wurden lediglich in der x1, x2{Ebene ausgefuhrt, wodurch
verhindert werden konnte, da sich Teilgebiete in nur einem Punkt beruhren (siehe
Abbildung C.15).
Mit dem Eintrittsprol
u1(0; x2; x3) =
16Um
H
4
x2x3(H x2)(H x3); u2(0; x2; x3) = u3(0; x2; x3) = 0 (5.14)
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x1
x2
x3u1 = u2 = u3 = 0
u1 = u2 = u3 = 0
u1 = u2 = u3 = 0
1,95m
0,45m
0,41m
0,41m
2,5m
0,15m
0,16m
0,1m
0,1m
(0; 0; 0)
(0;H; 0)
(0; 0;H)
Eintrittsebene
Austrittsebene
Abbildung 5.13: Schematische Darstellung der Geometrie mit Abmessungen in 3D.
und ~Um = 0,45m=s erhalt man wiederum eine stationare Losung bei einer Reynolds{
Zahl von 20. Die Parameter der Zeitdiskretisierung und der Linearisierung wurden
wie im Referenzfall '2D-1' gewahlt. Allerdings ist der Wert des Abbruchkriteriums
auf T = 5  10 6 erhoht worden, da andernfalls kein stationarer Zustand in Verbin-
dung mit dem DD{Algorithmus erzielt werden konnte. Wie aus Tabelle C.6 hervor-
geht, lag damit die Anzahl der benotigten Zeitschritte NT ahnlich derer in 2D.
Bei Betrachtung der erzielten Ergebnisse in Tabelle 5.9 fallt einerseits auf, da
die Widerstandsbeiwerte generell zu gro ausfallen, wahrend die Druckdierenz in-
nerhalb der Mebereichsgrenzen liegt. Andererseits weisen insbesondere die berech-
neten Auftriebsbeiwerte auf dem feinsten Gitter G3 merkliche Schwankungen auf.
Die Ursache hierfur wird weniger in einer unzureichenden ortlichen Auosung als
vielmehr in Verfalschungen durch die Stabilisierungsparameter 2;Q und 
p
1 sowie in
einer unzureichenden Konvergenz des DD-Algorithmus vermutet.
Wiederum konnte mit den Varianten, die eine separate Ubertragung der Druckin-
formation innerhalb des DD{Algorithmus realisieren, eine geringfugig bessere Ezi-
enz der Parallelisierung nachgewiesen werden (siehe Tabelle 5.10). Trotz der schlech-
ten parallelen Lastverteilung ist in allen Fallen noch eine merkliche Geschwindig-
keitserhohung feststellbar gewesen.
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Variante cw ca ~p=Pa
V1 6,428 0,0194 0,1643
V2 6,340 0,0137 0,1662
V3 6,376 0,0107 0,1696
V4 6,353 0,0084 0,1709
V5 6,337 0,0082 0,1707
V6 6,274 0,0125 0,1733
V7 6,274 0,0126 0,1733
Mewert 6,050{6,250 0,0080{0,0100 0,1650{0,1750
Tabelle 5.9: Zusammenstellung der Ergebnisse fur alle Varianten.
Variante Ubertragungsfkt. u1 
u
2 
u
3 
p
NDD Eth Se Lp
V4 (3.59) 102 103 102 { 4 0,736 3,350 0,780
V5 (3.61), (3.62) 102 103 102 40 4 0,748 3,379 0,775
V6 (3.59) 102 103 102 { 5 0,522 2,843 0,622
V7 (3.61), (3.62) 102 103 102 40 5 0,555 3,080 0,635
Tabelle 5.10: Parameter der Gebietszerlegung und Bewertungskriterien der Parallelisie-
rung.
5.3.2 Periodische Randbedingung mit Drucksprung
Anhand einer aus anwendungsorientierter Sicht hervorgegangenen Problemstellung
soll nun der DD{Algorithmus unter dem Blickwinkel einer neuartigen Realisie-
rung periodischer Randbedingungen mit Drucksprung numerisch untersucht wer-
den. Ublicherweise wird eine derartige Randbedingung durch Abspaltung eines mit
dem Drucksprung gebildeten konstanten Druckgradienten in Verbindung mit der
Einfuhrung eines reduzierten Drucks realisiert. Bei mehreren periodischen Randern
ist diese Vorgehensweise nur dann erfolgreich, wenn sich ein einheitlicher Druckgra-
dient denieren lat. Verwendet man die in Abschnitt 2.6 vorgeschlagene Gleichung
(2.64), so existiert diese Einschrankung nicht.
Als Demonstrationsbeispiel dient die Untersuchung der Durchstromung einer
von Ruhlich vorgeschlagenen, streng periodisch aufgebauten Regeneratorgeometrie
[78]. Dieses Bauteil wird u. a. in Gaskaltemaschinen als Warmeubertrager eingesetzt
und besteht in der hier untersuchten Konguration aus einer Vielzahl ellipsenformi-
ger Drahte. Bei deren Umstromung wird im Anschlu an eine Einlaufstrecke das
Stromungsfeld die gleiche Periodizitatslange wie die Geometrie aufweisen. Im Ver-
gleich zur Baulange des Regenerators ist die Einlauange jedoch durch die sehr
groe Anzahl der nacheinander durchstromten Elementarzellen (siehe Abbildung
5.14) vernachlassigbar klein. Der in jeder Elementarzelle auftretende Druckverlust
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Abbildung 5.14: Regeneratorelementarzelle mit Bemaung fur einen Fullfaktor von 40%.
pz ist damit gleich und kann direkt aus der Druckdierenz uber den gesamten Re-
generator ermittelt werden. Wichtige Fragen | wie beispielsweise die nach dem sich
einstellenden Massestrom oder das die Gute der Warmeubertragung bestimmende
Verhaltnis von Reibungs- und Druckkraften | konnen somit erst bei Verwendung
periodischer Randbedingungen mit Drucksprung anhand der numerischen Unter-
suchung einer Elementarzelle detailliert beantwortet werden. Entsprechend der in
Tabelle 5.11 zusammengestellten Randbedingungen auf den einzelnen Randstucken,
dient dieses Beispiel auch zur Verizierung der Symmetrierandbedingung.
Randstuck Randbedingung
zykl. Rand  I Gl. (2.64)
Wand  II u = 0
Symmetrie  III Gl. (2.58) mit w = 0 und un = 0
Tabelle 5.11: Verwendete Randbedingungen auf den in Abbildung 5.14 bezeichneten
Randern.
Charakterisiert ist die im weiteren vorgestellte Stromungssituation durch
Re?d :=
U
?
Dgl

= 150 mit U? :=
s
pz
%
; Dgl  0,2249L: (5.15)
Bei der hier verwendeten Denition der Reynolds{Zahl enthalt die Pseudogeschwin-
digkeit U? den vorgegebenen Drucksprung. Fur die numerischen Berechnungen wur-
den vier unterschiedlich feine Gitter eingesetzt (siehe Tabelle C.7), wobei jeweils die
in Abbildung C.20 dargestellte 2x1{Gebietszerlegung zum Einsatz kam. Der DD{
Algorithmus realisiert somit nicht nur die periodische Randbedingung, sondern er
sichert auch die Stetigkeit der Losung uber dem inneren Gebietsrand. In diesem Sin-
ne gelten die in Tabelle C.8 angegebenen DD{Parameter unabhangig von der Hohe
des Drucksprungs.
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Die Zeitschrittweite konnte einheitlich sehr gro mit t = 100Dgl=U
? in Ver-
bindung mit der DG(0){Zeitdiskretisierung gewahlt werden, so da bereits nach
wenigen Zeitschritten der stationare Zustand fur T = 10
 6 erreicht wurde (siehe
Tabelle 5.12). Neben den auf die Wand wirkenden Reibungs- und Druckkraften ist
Programm Gitter NT

U
U
?
F1;
pzDgl
F1;p
pzDgl
jF1; + F1;p   FP j
jFP j
ParallelNS G1 20 0,312 0,282 0,00854 0,0371
ParallelNS G2 19 0,331 0,287 0,0103 0,0130
ParallelNS G3 19 0,334 0,288 0,0108 0,00778
ParallelNS G4 18 0,335 0,289 0,0111 0,00553
Fluent [79](1 G4 { 0,319 0,290 0,0103 0,00233
TASCow [78] (2 { 0,317 0,290 0,0120 0,00278
Tabelle 5.12: Zusammenstellung der Ergebnisse mit Angabe der in x1{Richtung wirken-
den Reibungskraft F1; und Druckkraft F1;p (
(1: manuelle Berichtigung der Druckwerte
aufgrund fehlerhafter Implementierung, (2: quasi{2D Rechnung auf strukturiertem Gitter
bestehend aus 300x25x3 Hexaederelementen).
das sich einstellende Geschwindigkeitsfeld anhand der mittleren Geschwindigkeit

U :=
1
H
Z H
0
u1(x1 = 5=6L) dx2 f ur H :=

3
80
 
1
20

L (5.16)
dokumentiert. Weiterhin wurde der relative Fehler bei der Bestimmung der Wand-
krafte angegeben, da deren Summe gerade der aufgepragten aueren Kraft
FP := pzH (5.17)
entsprechen mu. Zur Bewertung der erzielten Ergebnisse sind zusatzlich die mit zwei
weit verbreiteten kommerziellen Programmen gewonnenen Resultate aufgenommen.
Wahrend die von allen drei Programmen bestimmte Reibungskraft F1; ausgezeich-
net ubereinstimmt und nur geringfugige Unterschiede in der Druckkraft auftreten,
zeigen sich Abweichungen in der berechneten mittleren Geschwindigkeit. Vermutlich
liegt die Ursache in der nicht exakten Erfullung von un = 0 auf der Symmetrieli-
nie innerhalb von ParallelNS. Entsprechend der Darstellung in Abschnitt 3.4.2 wird
diese Bedingung uber die partielle Integration der Kontinuitatsgleichung realisiert,
die jedoch als gestort durch die PSPG{Stabilisierung angesehen werden kann, vgl.
(3.80). Fur diese Annahme spricht, da in der Losung von ParallelNS der transpor-
tierte Massestrom uber die Symmetrielinie in der Groenordnung der Abweichung
gegenuber Fluent
r
bzw. TASCow
r
liegt. Insofern ist eine andere Realisierung der
Symmetrierandbedingung wunschenswert.
Das sich auf der Grenze zwischen beiden Teilgebieten einstellende Geschwindig-
keitsprol zeigt Abbildung C.21. Deutlich erkennbar ist der gegen Null strebende
Gradient auf der Symmetrielinie. Betrachtet man den Druckverlauf entlang eines
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horizontalen Mittelschnittes, so tritt erwartungsgema der grote Druckabfall in
den engsten Kanalquerschnitten auf, vgl. Abbildung C.22. Einen qualitativen Uber-
blick uber das gesamte Stromungsfeld gibt die Isoliniendarstellung in Abbildung
C.23. Neben periodischen Losungsanteilen ist die ablosefreie Umstromung der ellip-
senformigen Hindernisse gut sichtbar.
5.4 Turbulente Stromung
5.4.1 Homogene Turbulenz nach einem Gitter
Mit diesem ersten, sehr einfachen Testfall soll zunachst die prinzipielle Funktionsfa-
higkeit des Turbulenzmodells in Verbindung mit dem verwendeten DD{Algorithmus
und der Linearisierung gezeigt werden. Als Bewertungskriterien dienen die Turbu-
lenzgroen in einer stationaren Parallelstromung ohne Geschwindigkeitsgradienten.
Ausgehend vom Eintrittszustand ist deren Verlauf durch den konvektiven Transport
mit dem Geschwindigkeitsfeld und einem gleichzeitigen Abklingen gekennzeichnet.
Hierbei herrscht homogene Turbulenz, d. h. die Losung ist nur von einer stromab-
gerichteten Koordinate abhangig.
Durch die Verwendung von zwei Symmetrierandbedingungen konnte das Berech-
nungsgebiet ohne die Induzierung von Randeekten auf ein quadratisches Grundge-
biet eingeschrankt werden (siehe Abbildung 5.15). Somit werden auch keine Wand-
x1
x2
 I
 II
 II
 III
 I : Eintritt
u = (uI ; 0)
T ; ~uI = 1m=s
k = kI ; ~kI = 10
 2m2=s2
" = "I ; ~"I = 10
 3m2=s3
 II: Symmetrie
(2.58) mit w = 0, un = 0 und (2.54)
 III: Austritt
(2.51) und (2.54)
Abbildung 5.15: Schematische Darstellung der Geometrie einschlielich Randbedingun-
gen.
funktionen, die ansonsten in Verbindung mit dem k{" Turbulenzmodell einzusetzen
sind, benotigt. Um den in Abschnitt 3.8 dargelegten Linearisierungsproze zu reali-
sieren, wurden auch Druck und Geschwindigkeit mit Hilfe der Navier{Stokes Glei-
chung berechnet. Andererseits hatte die Vorwegnahme des konstanten Geschwindig-
keitsfeldes einerseits eine zusatzliche Stabilisierung bedeutet und andererseits den
Diskretisierungsfehler von u eliminiert.
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Bei Verwendung des k{" Turbulenzmodells ist der Verlauf der Turbulenzgroen
in der zuvor beschriebenen Konguration durch die analytische Losung
k = kI

1 + (C2   1)
x1 "I
uI kI
 1
1 C2
; " = "I

1 + (C2   1)
x1 "I
uI kI
 C2
1 C2
(5.18)
bestimmt [23]. Diese Gleichung gilt wiederum nur, wenn die molekularen gegenuber
den turbulenten Austauschprozessen vernachlassigbar sind und somit e = t in
(2.36) gilt. Ubrigens diente (5.18) ursprunglich zur Bestimmung der Konstante C2
(siehe Tabelle 2.1) aus experimentellen Untersuchungen [80], [81]. Hier wird sie je-
doch als Referenzlosung zur Ermittlung des Fehlers der numerisch erzielten Resultate
genutzt und ist fur den verwendeten Eintrittszustand I in Abbildung 5.16 graphisch
dargestellt.
Bei Einsatz des DG(0){Verfahrens konnte keine Zeitschrittweitenbeschrankung
festgestellt werden, so da sich fur groes t nach wenigen Zeitschritten eine sta-
tionare Losung einstellte. Dabei war es ausreichend, innerhalb der Zeitschleife nur
jeweils einen Linearisierungsschritt durchzufuhren. Dies galt ebenso fur die mit Hilfe
des DD{Algorithmus parallelisierten Berechnungen, bei denen die in Abbildung 5.1
gezeigte 4x1{Zerlegung angewendet wurde. Aufgrund der senkrechten, konvektions-
dominanten Durchstromung der Teilgebiete erwies sich die Wahl der DD{Parameter
als unkritisch.
Die relativen Fehler der numerisch erzielten Losungen sind sehr gering und
nehmen mit zunehmender Gitterverfeinerung ab | beides Hinweise, die auf eine
fehlerfreie Implementierung des Turbulenzmodells deuten (siehe Abbildung 5.17).
Hervorgerufen durch die glatte Losung ist das Fehlerniveau bereits auf groben Git-
tern klein und sinkt nur noch wenig bei weiterer Verfeinerung. Der teilweise ge-
ringfugig hohere Fehler in den gebietszerlegten Berechnungen gegenuber den se-
quentiellen Varianten ist als vernachlassigbar zu bezeichnen.
5.4.2 Ebene Kanaleinlaufstromung
Im Gegensatz zum vorhergehenden Beispiel wird bei der Berechnung der turbulenten
Kanaleinlaufstromung der Einsatz von Wandfunktionen notwendig. Da eine analy-
tische Losung bei Verwendung des k{" Turbulenzmodells nicht bekannt ist, wurden
die Resultate vorrangig mit den erzielten Ergebnissen einer Referenzimplementie-
rung verglichen. Hierfur kam das kommerziell verfugbare Programm Fluent
r
[79]
zum Einsatz, das auf einer Finite{Volumen{Methode basiert.
Aufgrund der bekannten, zum Teil deutlichen Abweichungen des Standard{k{
"{Turbulenzmodells gegenuber experimentellen Untersuchungen in Grenzschicht-
stromungen [82], soll die Bewertung anhand von Mewerten in den Hintergrund
treten. Vorrangiges Anliegen dieses Beispiels ist daher die Untersuchung des komple-
xen Zusammenwirkens von Turbulenzmodell, Wandfunktionen und DD{Algorithmus
und nicht der Physik der turbulenten Kanalstromung.
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Abbildung 5.16: Abnahme der Turbulenz-
groen mit zunehmender Gitterentfernung.
Abbildung 5.17: Verlauf des relativen L2{
Fehlers in Abhangigkeit von der verwende-
ten Gitterfeinheit.
Die numerischen Berechnungen basieren auf zwei Kanalgeometrienmit einem Sei-
tenverhaltnis von 8:1 bzw. 40:1 (siehe Abbildung 5.18). Wahrend fur die Geschwin-
x1
x2
H
L
 I
 II
 II
 III
Abbildung 5.18: Schematische Darstellung der Geometrie mit Abmessungen.
digkeit am Eintritt ein rechteckformiges Geschwindigkeitsprol angesetzt wurde, ist
fur die Turbulenzgroen ein parabelformiges Prol vorgegeben worden, vgl. Tabel-
le 5.13. Der hohere Turbulenzgrad an der Wand war notwendig, da sonst in den
unmittelbar an den Eintritt grenzenden Elementen negative turbulente kinetische
Energien auftraten. Andererseits galt es, den Turbulenzgrad in der Kernstromung
gering zu halten, um das Turbulenzmodell auch fur den haugen Anwendungsfall
geringer Turbulenzenergien zu testen.
Charakterisiert werden kann die Stromung durch die mit dem gleichwertigen
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Randstuck Randbedingungen
Eintritt  I u = (uI ; 0)
T , k = fI(km; kw), " = fI("m; "w),
mit fI(m; w) := w   4x2(w   m)(1  x2)=H2 und
km, "m entsprechend (2.50) fur Tu=5% und l" = H=20,
kw, "w entsprechend (2.50) fur Tu=10% und l" = H=20.
Wand  II stoundurchlassige, feststehende Wand
(Verwendung von Wandfunktionen, vgl. Abschnitt 2.7)
Austritt  III spannungsfreies Abstromen (2.51) und (2.54)
Tabelle 5.13: Verwendete Randbedingungen fur die in Abbildung 5.18 bezeichneten
Randstucke.
hydraulischen Durchmesser gebildete Reynolds{Zahl
Red :=
uI Dgl

= 20:000 mit Dgl = 2H: (5.19)
Im Anschlu an eine Einlaufstrecke stellt sich unabhangig vom Eintrittszustand eine
ausgebildete turbulente Kanalstromung ein. Abgesehen vom Druck, der uber dem
Kanalquerschnitt konstant ist, treten keine Gradienten in Stromungsrichtung auf.
Uber den stromauf gerichteten Druckgradienten ist der Reibungsbeiwert
w :=  2
@p
@x1
Dgl
%

U
2
=
2pDgl
L%

U
2
mit U :=
1
H
Z H
0
u1 dx2 = uI (5.20)
deniert, dessen Wert aus experimentellen Untersuchungen fur den hier betrachteten
Reynolds{Zahlbereich mit
w =
1,1
(1,8 lgRed   1,64)2
 0,02954 (5.21)
angegeben werden kann [83]. Entsprechend dem Kraftegleichgewicht von Druck- und
Reibungskraften H p = 2w L berechnet sich die Wandschubspannungsgeschwin-
digkeit zu
u = U
s
w
8
: (5.22)
Nicht zuletzt liefert das 1/7{Potenzgesetz von Blasius [84] in Verbindung mit der
Massebilanz eine Aussage uber das ausgebildete Geschwindigkeitsprol
u1 =
8
7
uI
 
1 
2x1
H
  1

7
!
: (5.23)
Im Anschlu an diese theoretischen Voruberlegungen soll nun auf die numeri-
schen Berechnungen eingegangen werden. Fur den Kanal mit dem Seitenverhaltnis
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L=H = 40 wurden vier unterschiedlich feine Gitter verwendet, deren Elemente durch
einen hohen Schlankheitsgrad gekennzeichnet sind (siehe Tabelle C.9). Wahrend die
Gitter G1 bis G3 aus gleichgroen, regelmaig angeordneten Elementen bestehen,
weist Gitter G4 eine vollkommen unstrukturierte Vernetzung auf (vgl. Abbildung
C.28). Bei der Vergleichsrechnung mit dem Programm Fluent erwiesen sich diese
Gitter als ungeeignet, da die Struktur der Vernetzung deutlich in Verfalschungen
der Losung wiederzuerkennen war. Daher wurde fur die Berechnung mit Fluent auf
ein strukturiertes Gitter bestehend aus 149x39 Viereckelementen ubergegangen.
Fur alle Berechnungen ist das DG(0){Verfahren mit einer recht groen Zeit-
schrittweite von t = 10H=uI verwendet worden, wobei nach einer moderaten An-
zahl von Zeitschritten das Abbruchkriterium mit t = 10
 6 erreicht wurde (sie-
he Tabelle C.10). Sowohl der Wandschubspannungsverlauf als auch der Druckab-
fall in Kanalmitte stimmen gut mit den Ergebnissen der Referenzimplementierung
uberein (siehe Abbildung 5.19, 5.20). Die geringen Unterschiede sind vornehmlich
0 10 20 30 40
0 06
0 07
0 08
0 09;
;
;
;
x1=H
u
uI
Variante V3
Variante V4
Fluent
ausgebildet Gl. (5.22)
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0 0
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0 3
0 4;
;
;
;
;
x1=H
p
%u
2
I
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Variante V3
Variante V4
Fluent
ausgebildet Gl. (5.20)
Abbildung 5.19: Verlauf der Wandschub-
spannungsgeschwindigkeit.
Abbildung 5.20: Druckabfall in Kanalmit-
te.
auf die verschiedenen Wandfunktionen zuruckzufuhren. Wahrend von Fluent eine
Standardfunktion ahnlich (2.67) benutzt wird, verwendet ParallelNS die im Uber-
gangsbereich angepate Gleichung (2.68). Entsprechend den Werten der universel-
len Grenzschichtgroe y+ auf den einzelnen Gittern in Tabelle C.11 ist einerseits
der Wandabstand geeignet gewahlt, andererseits weisen gerade die Wandfunktio-
nen in diesem Bereich Dierenzen auf (vgl. auch Abbildung 2.4). Die Gute der
innerhalb von ParallelNS verwendeten Wandfunktion wird durch die bessere Uber-
einstimmung mit den experimentellen Ergebnissen fur eine ausgebildete turbulente
Kanalstromung unterstrichen. Trotz der deutlich variierenden Wandabstande fur das
Gitter G4 (Variante V4) ist der Wandschubspannungsverlauf zudem als ausgespro-
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chen glatt zu bezeichnen.
Bei Betrachtung der Isoliniendarstellung in Abbildung C.31 tritt besonders die
Parallelitat der Isobaren positiv hervor | ein weiteres Kennzeichen fur die Qua-
litat der Wandanbindung und fur die Implementierung der Austrittsrandbedingung.
Auch die mit beiden Programmen berechneten Geschwindigkeitsprole weisen ei-
ne gute Ubereinstimmung auf (siehe Abbildung C.25, C.26). Allerdings zeigen sich
starke Unterschiede gegenuber dem Geschwindigkeitsprol von Blasius. Ebenso
entspricht der Verlauf der turbulenten Viskositat in Abbildung C.27 nicht der von
Reichhardt [85] angegebenen Beziehung, die auf experimentellen Untersuchungen
beruht. Ausschlaggebend hierfur sind jedoch die bereits angesprochenen Unzulang-
lichkeiten des Standard{k{"{Turbulenzmodells fur diese Klasse von Stromungen.
Bei Verwendung des DD{Algorithmus in Verbindung mit einer in Abbildung C.24
dargestellten 4x2{Zerlegung konnten fur den Kanal mit dem Seitenverhaltnis von
1:40 keine befriedigenden Ergebnisse erreicht werden. Oensichtlich beeintrachtigen
die langgestreckten Teilgebiete die Konvergenz der Gebietszerlegungsmethode. Da-
her wurde auf einen verkurzten Kanal mit L=H = 8 ubergegangen, wobei die hier
auf sequentiellem Wege erzielten Resultate ausgezeichnet mit den zuvor dargelegten
Ergebnissen fur den vorderen Bereich des langeren Kanals ubereinstimmen. Zur Be-
wertung des DD{Algorithmus diente diese Losung auch als Referenzlosung bei der
Bildung von Fehlernormen. Die auf diese Weise gebildeten L2{Fehler sind fur die
vier untersuchten Varianten (vgl. Tabelle 5.14) in Abbildung C.29 uber der Anzahl
der Zeitschritte dargestellt. Obwohl bei der DD{Modikation mit der separaten
Variante Ubertragungsfkt. u1 , 
k, " u2 
p
E

th S

e L

p
V6(1 (3.59) 5 5000 { 0,579 3,358 0,903
V7(1 (3.61), (3.62) 5 5000 25 0,585 3,143 0,822
V8(2 (3.59) 5 5000 { 0,621 3,499 0,885
V9(2 (3.61), (3.62) 5 5000 25 0,565 3,080 0,828
Tabelle 5.14: Parameter der Gebietszerlegung und Bewertungskriterien der Paralleli-
sierung bei Verwendung von insgesamt NT = 30 Zeitschritten und jeweils N
u
DD = 5,
NkDD = N
"
DD = 3 Gebietsiterationen (
(1 mit i := i(b),
(2 mit i := i(u
k 1
i ) in (3.59)).
Ubertragung der Druckinformation anfanglich eine etwas langsamere Konvergenz
des Drucks zu beobachten ist, wird letztendlich ein um mehr als eine Groenord-
nung geringerer Fehler erreicht. Wie sich die beiden Fehlerniveaus in der Losung
ausdrucken, zeigt Abbildung C.30. Erfolgt der Informationsaustausch entsprechend
(3.59), so ist die Losung an den nahe der Wand gelegenen Teilgebietsrandern lokal
verfalscht. Demgegenuber hat die Aktualisierung des Geschwindigkeitsfeldes bei der
Berechnung von i in jedem DD{Schritt im Vergleich zur Verwendung eines eingefro-
renen Geschwindigkeitsfeldes aus dem letzten Linearisierungsschritt (vgl. Abschnitt
3.3) fur dieses Beispiel nicht zu einer Konvergenzbeschleunigung gefuhrt.
Die Dierenz der Fehlerniveaus der turbulenten kinetischen Energie der beiden
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DD{Varianten bezuglich des Druckinformationstransports ist deutlich geringer. Al-
lerdings ist die Ursache der Oszillationen bei sehr kleinem Fehler bisher ungeklart.
Gleichzeitig verhindern diese Schwankungen das Erreichen eines stationaren Zustan-
des. Um aber trotzdem Aussagen uber die Leistungsfahigkeit des DD{Algorithmus
machen zu konnen, gelten die Bewertungskriterien in Tabelle 5.14 fur eine maxima-
le Anzahl von NT = 30 Zeitschritten. Diese Begrenzung wurde gewahlt, da weitere
Zeitschritte nicht zu einer Verringerung des Fehlers fuhren. So wird einerseits auf-
grund der gleichgroen Teilgebiete eine gute parallele Lastverteilung erzielt, ande-
rerseits ist eine spurbare Geschwindigkeitserhohung erkennbar.
5.4.3 Auftriebsinduzierte Stromung
Stellvertretend fur nichtisotherme, turbulente Stromungen wird in diesem Beispiel
die freie Konvektion in einem geschlossenen Behalter betrachtet. Fur eine derartige
Konguration haben Cheesewright et al. [86] detaillierte experimentelle Untersu-
chungen durchgefuhrt und die gewonnenen Ergebnisse als zweidimensional denier-
ten Testfall aufbereitet. Hierbei handelt es sich um einen rechteckigen Hohlraum mit
einem Seitenverhaltnis von 1:5, wobei die obere und untere Begrenzung als adiabate
Wande betrachtet werden (siehe Abbildung 5.21). Demgegenuber weisen die beiden
~ H
~B
x1
x2
g
 I  II
 III
 III
Fluid: Luft
~
B = 0,5m; ~H = 2,5m
 I : u = 0; ~T = ~TI = 65,8
C
 II : u = 0; ~T = ~TII = 20
C
 III : u = 0; _qw = 0
Abbildung 5.21: Schematische Darstellung der Geometrie und Randbedingungen.
seitlichen Berandungen konstante jedoch unterschiedliche Temperaturen auf und ru-
fen infolge der temperaturabhangigen Dichte des Fluids den Antrieb der Stromung
hervor. Ubertragt man die im Experiment fur das Stromungsmedium Luft verwende-
ten Randbedingungen in eine dimensionslose Darstellung, so ergeben sich die diesen
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Vorgang beschreibenden Ahnlichkeitskennzahlen zu
Ra :=
 gT H3
 a
= 5,3  1010 mit T = TI   TII (5.24)
und Pr = 0,71.
Bei den numerischen Berechnungen kamen insgesamt drei unterschiedliche Ge-
bietszerlegungen mit bis zu acht Teilgebieten zum Einsatz (vergleiche Abbildung
C.32). Gleichzeitig sind vier verschieden feine Gitter verwendet worden, die aus-
schnittsweise fur das untere linke Makroelement der 2x5{Zerlegung in Abbildung
C.33 dargestellt sind. Hierbei ist neben der Anzahl der Elemente vor allem auch
deren Seitenverhaltnis stark variiert worden. So weisen beispielsweise die Randele-
mente des Gitters G3 mit 1:16,67 den groten Wert auf. Motivation hierfur war, mit
den wandnachsten Punkten in den Gultigkeitsbereich der Wandgesetze zu kommen,
ohne jedoch die Knotendichte in Stromungsrichtung zu erhohen. Diese Werte sind
in Tabelle C.12 neben weiteren Daten der Vernetzung angegeben.
Schon bei den Simulationen ohne Gebietszerlegung zeigte sich, da unabhangig
vom verwendeten Gitter kein stationarer Zustand erzielt werden konnte. Daraufhin
wurden die Berechnungen generell auf die Nachbildung von 10 Minuten Echtzeit
beschrankt. Zu diesem Zeitpunkt ist bereits ein quasi{stationares Verhalten mit nur
noch geringen Fluktuationen um einen Mittelwert beobachtbar. Im Zuge der Gitter-
verfeinerung mute gleichzeitig die Zeitschrittweite verringert werden, da andernfalls
das numerische Verfahren divergierte (vgl. Tabelle 5.15). Als eine integrale Groe
Variante Gitter Zerlegung ~t [s]
~_
Qw;I [W]
V1 G1 1x1 1,0 219,7
V2 G2 1x1 0,5 337,7
V3 G3 1x1 0,3 436,9
V4 G3 2x1 0,3 436,9
V5 G3 1x5 0,3 435,9
V6 G3 2x5 0,3 435,9
V7 G4 1x1 0,3 437,2
Tabelle 5.15: Ubersicht zu den durchgefuhrten Berechnungen, wobei der ermittelte
Warmestrom _Qw;I durch  I uber die letzten 100 s gemittelt und auf eine Tiefe von 1,3 m
bezogen ist.
zum Vergleich der einzelnen Varianten ist zusatzlich der an der beheizten Wand er-
mittelte Warmestrom aufgefuhrt. Dessen Berechnung ist unmittelbar mit den Wand-
funktionen verknupft und bedingt daher auch die starke Gitterabhangigkeit dieses
Kennwertes. Damit kann die gute Ubereinstimmung der Werte auf dem Gitter G3
und G4 erklart werden. Gleichzeitig weisen die nur geringfugig abweichenden Ergeb-
nisse bei den parallelisierten Varianten auf die erfolgreiche Gebietszerlegung hin.
Ein Vergleich zweier vertikaler Geschwindigkeitsprole ist in Abbildung 5.22
dargestellt, der zumindest fur den Mittelschnitt bei x2=H = 0,5 eine sehr gute
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Abbildung 5.22: Gegenuberstellung der vertikalen Geschwindigkeitsprole in zwei hori-
zontalen Meebenen.
Ubereinstimmung mit Mewerten aufweist. Auch der dimensionslose Warmeuber-
gang, der sich aus den mit der Lauange x2 und der Temperatur in der Mittelebene
(x1=B = 0,5) gebildeten Kennzahlen
Nux2 :=
_qw;I x2
T ? 
; Rax2 :=
 gT ? x32
 a
mit T ? = TI   T (x1=B = 0,5) (5.25)
ergibt, wird durch die experimentell gewonnenen Ergebnisse bestatigt (siehe Abbil-
dung 5.23). Hingegen zeigt das dimensionslose vertikale Temperaturprol in Abbil-
dung 5.24 einen anderen Verlauf als die Mewerte. Wahrend das berechnete Tem-
peraturprol vollkommen symmetrisch ist, sind die Mepunkte deutlich in Richtung
niedrigerer Werte verschoben. Als Ursache hierfur sind Warmeverluste entlang der
an sich adiabat denierten Begrenzungswande bei den Messungen anzusehen, auf
die bereits von den Experimentatoren hingewiesen wird. Aufgrund dieser Fehler-
quelle ist die Validierung der numerisch erzielten Resultate mit diesen Mewerten
ungeeignet. Zweckmaiger erscheint die Bewertung anhand der turbulenten kineti-
schen Energie, fur die experimentell ermittelte Daten im horizontalen Mittelschnitt
vorliegen, vgl. Abbildung 5.25. So wird erkennbar, da deren Maximalwerte fur die
Gitter G3 und G4 mit geeignet gewahltem minimalemWandabstand gut wiedergege-
ben werden. Allerdings fallen die Grenzschichten in den numerischen Berechnungen
deutlich dicker aus. Bei Betrachtung des universellen Wandabstandes y+ an den
wandnachsten Knoten in Abbildung 5.26 sind deren sehr geringe Werte auallig.
Als wesentliche Ursache hierfur ist das lediglich fur isotherme Stromungen abgelei-
tete Wandgesetz (2.68) anzusehen, so da nur bei sehr kleinem Wandabstand die
Auftriebswirkungen von untergeordnetem Einu sind.
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Abbildung 5.23: Warmeubergang an  I als
Funktion der mit der Lauange x2 gebilde-
ten Kennzahlen.
Abbildung 5.24: Vergleich der dimensions-
losen vertikalen Temperaturprole.
Der achenspezische Warmestrom an der beheizten Wand weist am Boden den
groten Wert auf (siehe Abbildung C.34). Mit zunehmender Erwarmung der Luft
entlang der Lauange x2 nimmt diese Groe dann monoton ab und erreicht an der
Decke den Wert Null. Kurz nachdem das Fluid an der Decke umgelenkt wird, ist in
den numerischen Berechnungen ein Ablosewirbel erkennbar (vgl. Abbildung C.35).
Da die Losung infolge der Verwendung der Boussinesq{Approximation symmetrisch
ist, tritt diese Stromungsablosung ebenso am Boden nahe der gekuhlten Wand auf.
Auch in den zahlreichen Darstellungen in Abbildung C.36 kommt die Symmetrie
deutlich zum Ausdruck, die jedoch bei den experimentellen Untersuchungen nicht
beobachtet wurde. Von Cheesewright et al. wird dieser Umstand nicht primar auf
temperaturabhangige Stowerte, sondern auf Unzulanglichkeiten des Experiments
zuruckgefuhrt. So lagen die Temperaturen in dem geschlossenen Behaltnis gene-
rell uber der Umgebungstemperatur. Nicht zu vermeidende Warmeverluste an der
Decke wirkten einer stabilen Temperaturschichtung entgegen und fachten somit die
Turbulenz an. Der umgekehrte Eekt trat am Boden der kalten Wand auf. Unvoll-
standige Isolierung wirkte hier stabilisierend und begunstigte ein Relaminarisieren
der Stromung. Da der Relaminarisierungsproze die Stromung starker beeinut,
sind die an der beheizten Wand erzielten Meergebnisse als mit einem geringeren
Fehler behaftet anzusehen und wurden somit vornehmlich zum Vergleich mit den
numerischen Resultaten herangezogen.
Abschlieend konnen die unter Verwendung des DD{Algorithmus erzielten Er-
gebnisse als gleichwertig gegenuber denen der sequentiellen Berechnungen angese-
hen werden. In Tabelle 5.16 sind die gewahlten Iterationszahlen und damit erzielte
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Abbildung 5.25: Horizontale Prole der
turbulenten kinetischen Energie.
Abbildung 5.26: UniversellerWandabstand
entlang der beheizten Wand  I .
Variante NuDD N
#
DD N
k
DD N
"
DD Eth Se Lp
V4 2 2 2 2 0,949 1,43 0,828
V5 3 2 2 2 0,683 2,12 0,781
V6 5 3 3 3 0,657 2,53 0,615
Tabelle 5.16: Bewertungskriterien der Parallelisierung einschlielich der gewahlten DD{
Iterationsanzahl.
Bewertungskriterien zusammengestellt. Trotz achenmaig gleichgroer Teilgebie-
te treten stark unterschiedliche Elementzahlen infolge der Grenzschichtverfeinerung
auf. Hierin liegt das deutliche Absinken der parallelen Lastverteilung mit steigen-
der Anzahl von Teilgebieten begrundet. Insgesamt konnte trotzdem in allen Fallen
noch eine Geschwindigkeitserhohung festgestellt werden, wenngleich sie auch relativ
gering ausfallt.
6 Zusammenfassung
In der vorliegenden Arbeit wird ein mathematisch{numerisches Verfahren zur Be-
rechnung nichtisothermer inkompressibler Stromungen vorgestellt und anhand von
Beispielen untersucht. Entsprechend den Eigenschaften der Erhaltungsgleichungen
konzentriert sich die Darstellung hierbei vornehmlich auf die Behandlung allgemeiner
skalarer Konvektions{Diusions{Reaktionsgleichungen einerseits und des Systems
aus Navier{Stokes- und Kontinuitatsgleichung andererseits.
Basierend auf einer Finite{Elemente Methode werden alle Groen auf linearen
konformen Elementen approximiert. Der mit dieser Elementkombination von Druck
und Geschwindigkeit verursachte Stabilitatsverlust, ausgedruckt durch die Verlet-
zung der klassischen BB{Bedingung, wird durch least{squares Stabilisierung ver-
mieden. Mit Hilfe der gleichen Stabilisierungstechnik werden lokal konvektionsdo-
minante Probleme behandelt.
Zur zeitlichen Diskretisierung wird eine diskontinuierliche Galerkin{Methode
eingesetzt. Das bei Verwendung zeitlich konstanter Ansatze entstehende DG(0){
Verfahren hat sich erwartungsgema in zahlreichen Anwendungsbeispielen als eine
stabile und eziente Methode zum moglichst schnellen Erreichen eines stationaren
Zustandes erwiesen. Fur zeitgenaue Rechnungen ist eine iterative DG(1){Methode
vorgestellt worden, innerhalb derer die Teilprobleme die gleiche Dimension wie bei
DG(0) aufweisen. Jedoch hangt die Stabilitat dieses Verfahrens von der Wahl der
zeitlichen Ansatzfunktionen ab. Wahlt man sie entsprechend dem Vorschlag in [52],
so ergibt sich im ersten Iterationsschritt gerade das Crank{Nicolson Verfahren. Diese
Variante hat sich jedoch nur fur Konvektions{Diusions{Reaktionsgleichungen als
ausreichend stabil erwiesen. Beim Ubergang zur Navier{Stokes Gleichung wird eine
andere Kombination von Ansatz- und Testfunktionen empfohlen, fur die auch mit
einer moderaten Iterationsanzahl zeitgenaue Ergebnisse erzielt werden konnten. Da
die besondere Struktur des aus Bewegungs- und Kontinuitatsgleichung gebildeten
Gleichungssystems fur kleine Zeitschritte derzeit durch die Loser keine Berucksich-
tigung erfahrt, sind die benotigten Rechenzeiten noch nicht zu vergleichbaren Pro-
grammpaketen konkurrenzfahig. Ein Hauptaugenmerk bei der weiteren Entwicklung
mu daher auf die Verwendung spezieller Vorkonditionierer gelegt werden.
Durch Anwendung einer Gebietszerlegungsmethode ist demgegenuber ein ganz
anderes Losungskonzept verfolgt worden. Ausgehend von der Zerlegung des Gesamt-
problems in eine Reihe kleinerer, gekoppelter Teilaufgaben wurde ein parallelisierter
Losungsproze realisiert. Die hierbei zum Einsatz kommende, nichtuberlappende Va-
riante fuhrt die Gebietszerlegung durch eine Koppelbedingung vom Robin/Robin{
Typ bereits fur die kontinuierlichen Probleme ein. Somit ist einerseits der Infor-
mationsaustausch zwischen den Teilgebieten minimal und vergleichsweise einfach
zu realisieren. Andererseits wird der Erfolg dieses Konzeptes mageblich durch die
Anzahl der notwendigen Iterationen uber die Teilgebiete bestimmt, die letztendlich
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ein Ausdruck der Gute der Ubertragungsfunktion sind. Die numerische Untersu-
chung der den DD{Algorithmus bestimmenden Parameter anhand spezieller Bewer-
tungskriterien stellt damit einen weiteren Schwerpunkt der Arbeit dar. Bei deren
geeigneter Wahl ist fur alle Anwendungsbeispiele ein Geschwindigkeitszuwachs bei
der Parallelisierung feststellbar gewesen. Allerdings konnte keine allgemeingultige
Funktion, die die Parameterwahl ersetzen konnte, angegeben werden. Insbesondere
bereitet der Informationstransport entlang parallel angestromter Interfacerander in
konvektionsdominanten Stromungen noch Probleme. Der Ubergang zu einem neuer-
dings vorgeschlagenen zweistugen Dirchlet/Robin{Algorithmus [87] erscheint hier
vielversprechend.
Bei der Untersuchung der Ubertragungsfunktionen fur die Navier{Stokes Glei-
chung konnte gezeigt werden, da die vom Geschwindigkeitsfeld getrennte Uber-
mittlung der Druckinformation Vorteile aufweist. Im ubrigen war nur mit dieser
Variante die gebietszerlegte Berechnung einer instationaren Zylinderumstromung
moglich. Mit einer daraus abgeleiteten geringfugigen Modikation des DD{Algorith-
mus gelang es auch, periodische Randbedingungen mit Drucksprung erfolgreich zu
realisieren.
Fur die Berechnung turbulenter Stromungen kam das Standard{k{"{Turbulenz-
modell mit neuartigen Wandfunktionen zum Einsatz. Dieses Modell wurde erfolg-
reich im FEM{Kontext auf unstrukturierten Gittern realisiert und dessen Funk-
tionstuchtigkeit in Verbindung mit der Gebietszerlegung an mehreren Beispielen
nachgewiesen. Allerdings ist die Umsetzung noch als verbesserungswurdig zu bezei-
chen. Dies betrit in besonderem Mae die derzeitige Behandlung negativer k- bzw.
"-Werte. Hier verspricht der Umstieg auf eine shock{capturing Technik zur Vermei-
dung von Unterschwingungen an Grenzschichten einen deutlichen Stabilitatsgewinn.
Zu dem gleichen Zweck ware eine engere Kopplung der Turbulenzgleichungen, ins-
besondere bei Verwendung groer Zeitschrittweiten, wunschenswert.
Das vorgestellte numerische Verfahren ist innerhalb des Programmpakets Paral-
lelNS verwirklicht, an dessen bisheriger Entwicklung der Autor wesentlich beteiligt
war. Infolge des gewahlten DD{Zugangs ist die erforderliche Kommunikationsband-
breite vergleichsweise gering. Als Plattform eignen sich somit vornehmlich weit ver-
breitete UNIX{basierte Workstation- bzw. PC{Cluster. Die mit diesem Konzept
erzielbare parallele Ezienz fallt moderat aus, wobei die Bewertung der Gleichwer-
tigkeit der auf sequentiellem und parallelem Wege erhaltenen Losung noch einen
Schwachpunkt darstellt.
An zahlreichen Beispielen, ausgehend von eher akademischen Anwendungen fur
eine skalare Konvektions{Diusionsgleichung bis hin zu einer nichtisothermen tur-
bulenten Stromung, wurden ausgewahlte Aspekte des numerischen Verfahrens un-
tersucht. Zur Bewertung der Ergebnisse wurde stets der Vergleich zu analytischen
Losungen, zu den Ergebnissen vergleichbarer Programme bzw. zu Mewerten ge-
sucht. Insgesamt konnten so Starken und Schwachen des vorgestellten Konzeptes
aufgezeigt und der erfolgreiche Einsatz des daraus hervorgegangenen Programmes
ParallelNS an praktischen, geometrisch anspruchsvollen Anwendungen unter Beweis
gestellt werden.
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A Dimensionslose Groen
Mit einem Satz von Referenzgroen gebildet aus ~xR, ~uR, ~%R, ~TR und  ~TR erfolgt
die Umrechnung dimensionsbehafteter in dimensionslose Variablen (vgl. Abschnitt
2.3). Die unmittelbar daraus abgeleiteten Groen sind
x :=
~x
~xR
; u :=
~u
~uR
; % :=
~%0
~%R
 1; # :=
~
T   ~TR
 ~TR
:
Mit diesen Denitionen ergibt sich fur alle weiteren dimensionslosen Variablen:
a :=
~a
~uR~xR
; cp :=
~

~%R~a
 ~TR
~u2R
; F :=
~
F
~%R~u
2
R~x
2
R
;
g :=
~g~xR
~u2R
; h0 :=
~
h0
~u2R
;
_
H :=
~_
H
~%R~u
3
R~x
2
R
;
k :=
~
k
~u2R
; _m :=
~_m
~%R~uR~x
2
R
; p :=
~p
~%R~u
2
R
;
_q :=
~_q
~%R~u
3
R
; _qV :=
~_q
V
~xR
~%R~u
3
R
;
_
Q :=
~_
Q
~%R~u
3
R~x
2
R
;
t :=
~
t~uR
~xR
;  :=
~~TR
~%R~u
3
R
;  := ~0~TR;
" :=
~"~xR
~u3R
;  :=
~
~TR
~%R~u
3
R~xR
;  :=
~
~uR~xR
;
 :=
~
~%R~u
2
R
:
Die mit dem Index 0 versehenen Stowerte kennzeichnen deren Wert bei der Refe-
renztemperatur ~TR
~
0 = ~( ~TR); ~h0 = ~h( ~TR); ~%0 = ~%( ~TR):
B DG
;
N (1){Algorithmus
Die Verwendung der zeitlichen Ansatzfunktionen (3.43) bildet mit (3.39) den Raum

m;
1 (V ) (vgl. Abbildung 3.3). Fur die Variationsformulierung der Konvektions{
Diusions{Reaktionsgleichung (3.26) wird ;  2 m;1 (V

0 ) sowie b 2 
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1 (L
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)d)
und f 2 m;1 (L2(
)) angenommen. Weiterhin ist der Diusionsterm  und Reak-
tionsterm c innerhalb des Intervalls Im zeitlich konstant. Entsprechend (3.44) mit
Z = ;  ; b; f ergibt die Auswertung der zeitlichen Integration fur die Quellterme
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deniert. Der DG
;
N (1) Algorithmus im Zeitschrittm kann nun wie folgt beschrieben
werden:
1. Initialisiere n = 1 und setze 
m;n
(0) = 
m 1.
2. Bestimme 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4. Setze 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(0) + 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Anwendung ndet dieses Schema fur zeitgenaue Berechnungen, wenn mit der
Bewegungsgleichung (2.44) gekoppelte Probleme vorhanden sind (siehe Abschnitt
3.2.3).
C Weitere numerische Ergebnisse
C.1 Konvektions{Diusionsgleichung (zu 5.2)
Gitterparameter
Gitterbezeichnung Nk Nel h
G1 289 512 4,419  10 2
G2 1089 2048 2,210  10 2
G3 4225 8192 1,105  10 2
G4 16641 32768 5,524  10 3
G5 66049 131072 2,762  10 3
Tabelle C.1: Parameter der quasi{strukturierten Vernetzung des Einheitsquadrates fur
unterschiedliche Gitterfeinheiten.
Berechnung des stationaren Zustands mit DG(0)
(I) Diusionsdominant
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Abbildung C.1: Einu der Anzahl der DD{Iterationen bei Verwendung zweier unter-
schiedlich feiner Gitter auf die Abnahme des L2{Fehlers (links) und das Kriterium zum
Erreichen des stationaren Zustandes (rechts) bei Verwendung einer 2x2{Zerlegung und
 = 500.
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Abbildung C.2: Einu der Anzahl der DD{Iterationen bei Verwendung zweier unter-
schiedlich feiner Gitter auf die Abnahme des L2{Fehlers (links) und das Kriterium zum
Erreichen des stationaren Zustandes (rechts) bei Verwendung einer 4x4{Zerlegung und
 = 200.
(II) Konvektionsdominant
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Abbildung C.3: Einu des DD{Parameters (links: 2x2{Zerlegung; rechts: 4x4{Zerlegung)
fur den Fall (a) mit jeweils NDD = 2 Iterationen auf das Abklingen des L
2{Fehlers im
Verlauf der Zeitschritte fur Gitter G4.
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Abbildung C.4: Einu der Anzahl der DD{Iterationen fur den Fall (a) bei Verwen-
dung zweier unterschiedlich feiner Gitter auf die Abnahme des L2{Fehlers (links) und
das Kriterium zum Erreichen des stationaren Zustandes (rechts) bei Verwendung einer
2x2{Zerlegung und  = 104.
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Abbildung C.5: Einu der Anzahl der DD{Iterationen fur den Fall (a) bei Verwen-
dung zweier unterschiedlich feiner Gitter auf die Abnahme des L2{Fehlers (links) und
das Kriterium zum Erreichen des stationaren Zustandes (rechts) bei Verwendung einer
4x4{Zerlegung und  = 104.
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Abbildung C.6: Einu des DD{Parameters fur den Fall (b) bei einer 4x4{Zerlegung auf
Gitter G4 bezuglich des L2{Fehlers (links) und dem Kriterium zum Erreichen des stati-
onaren Zustandes (rechts) bei NDD = 4 in Abhangigkeit von der Anzahl der Zeitschritte.
Zeitgenaue Rechnung mit DG(1)
(I) Diusionsdominant
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Abbildung C.7: L2{Fehler der mit DG(0) auf dem Gitter G4 sequentiell ermittelten Losung
(links: zeitlicher Verlauf, rechts: Abhangigkeit von der Zeitschrittweite).
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Abbildung C.8: Vergleich des L2{Fehlers fur die DG
;
N (1)- (links) und DG
;
N (1){Methode
(rechts) mit t = 2  10 4 bei einer unterschiedlichen Anzahl von Iterationen N ohne
Parallelisierung auf dem Gitter G4.
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Abbildung C.9: Einu des DD{Parameters (links: 2x2{Zerlegung, NDD = 3; rechts: 4x4{
Zerlegung, NDD = 5) auf das Abklingen des L
2{Fehlers im Verlauf der Zeitschritte bei
der DG
;
2 (1){Methode mit t = 2  10
 4 fur Gitter G4.
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Abbildung C.10: Abhangigkeit des L2{Fehlers von der Anzahl der DD{Iterationen fur
eine 2x2{Zerlegung (links) bzw. 4x4{Zerlegung (rechts) bei Verwendung der DG
;
2 (1){
Methode mit t = 2  10 4 und  = 5 auf dem Gitter G4.
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Abbildung C.11: Aus Abbildung 5.8 entnommene zeitliche Abhangigkeit des L2{Fehlers
von der Zeitschrittweite zu unterschiedlichen Zeitpunkten (2 : 2  10 3, 4 : 4  10 3,
5 : 6  10 3, 3 : 8  10 3,  : 1  10 2) mit und ohne Parallelisierung.
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0 1 2 3 4 5 6
10-3
10-2
10-1
k  hk
kk
t
N = 1
N = 2
N = 3
N = 4
0 1 2 3 4 5 6
10-3
10-2
10-1
k  hk
kk
t
N = 1
N = 2
N = 3
N = 4
N = 5
Abbildung C.12: Vergleich des L2{Fehlers fur die DG
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N (1)- (links) und DG
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N (1){
Methode (rechts) bei einer unterschiedlichen Anzahl von Iterationen N und der Zeit-
schrittweite t = 2
100
ohne Parallelisierung auf dem Gitter G4.
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Abbildung C.13: Abhangigkeit des L2{Fehlers von der Anzahl der DD{Iterationen fur
eine 2x2{Zerlegung (links) bzw. 4x4{Zerlegung (rechts) bei Verwendung der DG
;
4 (1){
Methode mit der Zeitschrittweite t = 2
100
und  = 5 auf dem Gitter G4.
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C.2 Zylinderumstromung (zu 5.3.1)
Vernetzung und Gebietszerlegung in 2D
Gitterbezeichnung Nk Nel h hmax=hmin
G1 4.087 7.814 0,0107 3,87
G2 15.988 31.256 0,00535 3,87
G3 27.981 55.002 0,00403 4,71
Tabelle C.2: Gitterparameter der verwendeten Netze.
1x1 4x2
5 8
Abbildung C.14: Verwendete Zerlegungen des Berechnungsgebietes.
Vernetzung und Gebietszerlegung in 3D
Gitterbezeichnung Nk Nel h hmax=hmin
G1 72.626 384.072 0,0103 10,9
G2 84.002 451.503 0,00974 12,8
G3 97.499 520.977 0,00928 16,3
Tabelle C.3: Gitterparameter der verwendeten Netze.
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1x1x1
3x2x1
9
Abbildung C.15: Verwendete Zerlegungen des Berechnungsgebietes in der x1, x2{Ebene.
Referenzfall '2D-1'
Variante Gitter Zerlegung NT
V1 G1 1x1 9
V2 G2 1x1 14
V3 G3 1x1 16
V4 G3 4x2 15
V5 G3 4x2 14
V6 G3 5 13
V7 G3 5 11
V8 G3 8 13
V9 G3 8 14
Tabelle C.4: Ubersicht der durchgefuhrten Berechnungen.
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u1{Isolinien
u2{Isolinien
p{Isolinien
Abbildung C.16: Isolinien des Geschwindigkeits- und Druckfeldes.
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Referenzfall '2D-2'
Variante Gitter Zerlegung ~t=s
V1 G1 1x1 0,005
V2 G2 1x1 0,005
V3 G3 1x1 0,02
V4 G3 1x1 0,01
V5 G3 1x1 0,005
V6 G3 5 0,01
V7 G3 8 0,01
V8 G3 8 0,01
Tabelle C.5: Ubersicht der durchgefuhrten Berechnungen.
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Abbildung C.17: Zeitlicher Verlauf des Widerstands- und Auftriebsbeiwertes.
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Abbildung C.18: Zeitlicher Verlauf der
Druckdierenz ~p.
Abbildung C.19: Isobaren der gebiets-
zerlegten Berechnung Variante V8 (Teilge-
bietsrander gepunktet dargestellt).
Referenzfall '3D-1Z'
Variante Gitter Zerlegung NT
V1 G1 1x1x1 9
V2 G2 1x1x1 10
V3 G3 1x1x1 10
V4 G3 3x2x1 10
V5 G3 3x2x1 10
V6 G3 9 14
V7 G3 9 13
Tabelle C.6: Ubersicht der durchgefuhrten Berechnungen.
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C.3 Periodische Randbedingung (zu 5.3.2)
Vernetzung und Gebietszerlegung
Gitterbezeichnung Nk Nel Elementseitenverhaltnis
G1 1.790 3.248 1,00{2,22
G2 7.643 14.602 1,00{2,46
G3 17.109 33.182 1,00{2,37
G4 30.929 60.470 1,00{2,53
Tabelle C.7: Daten der Vernetzung fur unterschiedliche Gitterfeinheiten.
2x1
Abbildung C.20: Bei den Berechnungen verwendete Gebietszerlegung.
Weitere Resultate
0 00 0 02 0 04 0 06
0 1
0 2
0 3
0 4
0 5;
;
;
;
;
;;;;
x2=L
u1
U
?
x1=L = 5=6
ParallelNS G3
ParallelNS G4
Fluent G4
0 0 0 4 0 8 1 2 1 6
0 2
0 4
0 6
0 8
1 0;
;
;
;
;
;;;;;
x1=L
p+ p0
pz
x2=L = 3=160
ParallelNS G3
ParallelNS G4
Fluent G4
Abbildung C.21: Geschwindigkeitsprol
auf der Trennlinie der Teilgebiete.
Abbildung C.22: Druckverlauf im horizon-
talen Mittelschnitt.
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Zerlegung u1 
u
2 
p
N
u
DD
2x1 5 5000 106 5
Tabelle C.8: Verwendete Parameter des DD{Algorithmus.
u1{Isolinien
u2{Isolinien
p{Isolinien
Abbildung C.23: Isolinien des Geschwindigkeits- und Druckfeldes (Ausdehnung in x1{
Richtung dreifach gestaucht).
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C.4 Kanaleinlaufstromung (zu 5.4.2)
Vernetzung und Gebietszerlegung
Gitterbezeichnung L=H Nk Nel Elementseitenverhaltnis
G1 40 2425 4608 10,0
G2 40 3627 6960 10,3
G3 40 4795 9248 10,0
G4 40 6267 12240 1,9{22,1
G5 8 1855 3536 5,2
Tabelle C.9: Daten der Vernetzung zweier Kanale fur unterschiedliche Gitterfeinheiten.
1x1 4x2
Abbildung C.24: Bei den Berechnungen verwendete Gebietszerlegungen.
Ubersicht der Varianten und weitere Resultate
Variante Gitter Zerlegung NT F1;=(H%u
2
I)
V1 G1 1x1 38 0,3215
V2 G2 1x1 58 0,3277
V3 G3 1x1 71 0,3323
V4 G4 1x1 51 0,3299
V5 G5 1x1 19 0,07882
V6 G5 4x2 30 0,07832
V7 G5 4x2 30 0,07832
V8 G5 4x2 30 0,07832
V9 G5 4x2 30 0,07832
Tabelle C.10: Ubersicht zu den durchgefuhrten Berechnungen mit Angabe der auf den
Kanal in x1{Richtung wirkenden Reibungskraft F1; . Die mit
 gekennzeichneten Werte
stellen die maximale Anzahl der durchzufuhrenden Zeitschritte NT dar, d. h. das Abbruch-
kriterium eT < T wurde nicht erreicht.
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Abbildung C.25: Geschwindigkeitsprol
am Kanalaustritt.
Abbildung C.26: Verlauf der horizontalen
Geschwindigkeitskomponente in Kanalmit-
te.
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Abbildung C.27: Verlauf der turbulenten
Viskositat uber den Kanalquerschnitt am
Austritt.
Abbildung C.28: Gegenuberstellung der
quasi{strukturierten und unstrukturierten
Vernetzung in Wandnahe.
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Gitter G1 G2 G3 G4 Fluent
y
+ 29,2 23,3 20,6 21,1{30,4 17,9
Tabelle C.11: Grenzschichtgroe y+ in Abhangigkeit von der verwendeten Vernetzung bei
einer mittleren Wandschubspannungsgeschwindigkeit von u=uI = 0,07.
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Abbildung C.29: Abnahme des L2{Fehlers fur den Druck und die turbulente kinetische
Energie bei den gebietszerlegten Varianten bezogen auf die sequentiell erzielte Losung
(Variante V5).
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x1=H
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x1=H
Abbildung C.30: Vergleich der Isobaren (links Variante V6, rechts Variante V7) bei un-
terschiedlicher Ubertragung der Druckinformation im DD{Algorithmus (Teilgebietsrander
gestrichelt dargestellt).
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u1{Isolinien
u2{Isolinien
p{Isolinien
k{Isolinien
"{Isolinien
t{Isolinien
Abbildung C.31: Isolinien der Losung von Variante V3 (x1{Achse funach gestaucht).
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C.5 Auftriebsinduzierte Stromung (zu 5.4.3)
Gebietszerlegung
1x1 2x1 1x5 2x5
x1
x2
Abbildung C.32: Unterschiedliche Zerlegungen des Berechnungsgebietes.
Vernetzung
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Abbildung C.33: Ausschnitte der Vernetzung (linkes unteres Makro der 2x5{Zerlegung)
fur unterschiedliche Gitterfeinheiten.
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Gitterbezeichnung Nk Nel min. Wandabstand
G1 1.121 2.088 10 mm
G2 1.449 2.728 5 mm
G3 1.809 3.432 3 mm
G4 5.625 10.912 3 mm
Tabelle C.12: Daten der Vernetzung fur unterschiedliche Gitterfeinheiten.
Weitere Resultate
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Abbildung C.34: Verlauf der berechneten
Warmestromdichte entlang der beheizten
Wand  I .
Abbildung C.35: Ausschnitt des Ablosege-
bietes nahe der linken oberen Ecke.
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u1{Isolinien u2{Isolinien u{Vektor Stromlinien
#{Isolinien k{Isolinien "{Isolinien t{Isolinien
Abbildung C.36: Isolinien- und Vektordarstellung unterschiedlicher Losungskomponenten.
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