Nutrients are required for the multiple biosynthetic pathways that result in cell growth, and faster growth due to increased nutrient supply results in larger cell volume. A new study demonstrates that fatty-acid availability limits growth rate and cell envelope capacity, revealing that fatty-acid synthesis is the primary determinant of cell size in bacteria and in budding yeast.
Size is a ubiquitous measure of the world around us, and little by little we are beginning to see the big picture about all creatures great and small. At the level of single cells, each organism has a natural length scale: on the ruler of life, bacteria are around a micron, yeast are five-fold larger, a human skin cell five-fold larger again, all the way to ostrich eggs, which have pride of place at more than 10 centimeters in diameter. How is cell size regulated at the molecular level, and is there a common mechanism across the kingdoms of life? In bacteria, which typically have a well-defined cell shape determined by their rigid cell walls [1] , cell growth requires the concomitant expansion of the membrane and cell wall with the cytoplasmic contents. Is cell size ultimately dictated by the production of internal molecules, or is size limited by the production of surface material such as phospholipids? In this issue of Current Biology, Vadia et al. [2] demonstrate that membrane synthesis is a primary determinant of cell size in bacteria and yeast, showing that it is the presence of fatty acids that makes cells wide.
The quest to understand cell-size control has a rich history, beginning with the pioneering work of Schaechter and colleagues [3] , which revealed that nutrient-derived changes in growth rate also affect bacterial cell size. Somewhat counterintuitively, faster growing cells are larger, a phenomenon now referred to as the Growth Law, which is also recapitulated in yeast [4] and in fruit flies [5] at both the cellular and organismal scales. A growing body of literature suggests that organisms across the kingdoms of life regulate size in the face of random fluctuations in growth and division by adding a constant volume on average per cell cycle [6, 7] . A classic model linking growth to cell-cycle control explains this constant volume addition: an 'initiator' molecule accumulates to a critical threshold, whereupon it initiates a specific cell-cycle stage and is reset to zero. Importantly, the initiator's synthesis occurs concurrently with growth, so that the volume increment over a cell cycle is proportional to the constant level of initiator accumulation. Thus, it is feasible that growth is linked not only to absolute cell size via the growth law, but also to the mechanism for cell-size control, which requires that the cellular component governing growth also governs the synthesis of any initiator. However, despite such long-standing hypotheses, efforts to interrogate the molecular basis of these phenomena have been stymied by the lack of knowledge about the relative importance of each of the many pathways required for growth.
In the new study, Vadia et al. [2] identify the pathways that affect cell size in the Gram-negative bacterium Escherichia coli, by studying the effects of various chemical and genetic perturbations on the connections between nutrient-derived growth rate and cell size. Separate treatments with subinhibitory concentrations of antibiotics that inhibit the synthesis of RNA, protein, or fatty acids had qualitatively different effects on cell size: the fatty-acid synthesis inhibitor cerulenin was the only treatment that modulated growth rate and size in a manner mimicking the effects of nutrient limitation [2] , suggesting that fatty-acid limitation may have a primary role in size determination.
Multiple lines of genetic and biochemical evidence supported this conclusion. Deletion of fabH, which encodes a key enzyme involved in fatty-acid synthesis, reduced the dependency of cell size on nutrient availability, and induction of fadR, which encodes an activator of fattyacid synthesis, increased cell size in a dose-dependent manner [2] . Moreover, incorporation of exogenous fatty acids reversed the negative effects of cerulenin on growth rate and cell size, and fadRinduced cells had several-fold higher levels of phospholipid-bound fatty acids [2] . Cell-size decreases usually coincided with reductions in growth rate; curiously, fadR induction was an exception in which growth rate decreased while cell size increased [2] . Fatty acids are rich in carbon, the nutrient that often limits growth rate. The results of Vadia et al. [2] support fatty-acid synthesis as a rate-limiting step for growth, thus establishing it as a candidate for the control of the synthesis of any 'initiator' of cell division or DNA replication. To further illuminate the role of fatty acid synthesis in growth and size regulation, it will likely be necessary to measure other cell-cycle parameters, such as DNA replication rate, because classic and recent data imply an important role for such parameters in determining cell size [8] .
A complex molecular aspect of the control of bacterial cell size is the negative correlation between size and the accumulation of ppGpp [9] , a global inhibitor of several important biosynthetic pathways that is produced during starvation and when fatty-acid synthesis is limited [10] . These connections made it critical to ascertain whether size alterations due to changes in fatty-acid production were an indirect result of ppGpp production. Induction of fadR, which increased cell size, did not increase the ppGpp:GTP ratio [2] , suggesting that size changes were ppGpp independent. To definitively determine that lipid synthesis impacts cell size downstream of ppGpp, Vadia et al. [2] showed that fadR induction reversed the size decreases resulting from induced ppGpp production and that cells retained a linear scaling between size and nutrient-derived growth rate in a mutant defective in ppGpp synthesis. Importantly, these mutant cells were orders of magnitude more sensitive than wild-type cells to inhibition of fattyacid synthesis, with cerulenin treatment resulting in bacteriocidal-like cell lysis despite the conventional classification of cerulenin as bacteriostatic [2] . This observation indicates that in wild-type cells inhibition of fatty-acid synthesis upregulates ppGpp. Thus, it appears that cell-size control is integrated with regulation of the mechanical integrity of the cell envelope, and that a double-negative feedback between lipid synthesis and ppGpp produces a sensitive global metabolic response to changes in fattyacid synthesis that is central to robust growth ( Figure 1) .
The top-down approach employed by Vadia et al. [2] revealed a novel 'outside-in' perspective on size and growth control, wherein cell envelope growth is set by fatty-acid synthesis, which determines cell size. Vadia et al. [2] also observed that the dependence of cell size on fatty acids is evolutionarily conserved in Gram-positive Bacillus subtilis and in the eukaryotic budding yeast Saccharomyces cerevisiae [2] , suggesting that this dependence spans the kingdoms of life. Additionally, cell size scales strongly with fat deposition in the adipose tissues of fall migratory thrushes [11] . In adipose tissue, fat is also used as a nutrient reserve; might the same be true for bacteria, thereby linking cell size with preparation for future starvation? Might it even be the case that commensal bacteria from the gut microbiota of an obese host are fat themselves?
The findings of Vadia et al. [2] motivate more general inquiries into the nature of lipids in cellular physiology, particularly in bacteria. Since cells rarely exist outside of communities, they may share lipids to effect changes in cell size, either to provide community-level feedback for size homeostasis or to create size heterogeneity for diversification. For Gram-negative bacteria, such as E. coli, lipid sharing could occur through outermembrane vesicles, which are known to fuse even with cells from other species [12] . A huge gap in our understanding of Gram-negative cell-envelope expansion is the mechanism of lipid transport between the inner and outer membranes; an intriguing possibility is that lipid transport between the membranes could also support homeostasis. While ppGpp clearly plays a major role in integrating fatty-acid biosynthesis with other essential growth pathways, there may be other mechanisms for maintaining homeostasis -for instance, as a response to hypo-osmotic shock, during which membrane tension increases. The reinvigoration of studies of how membrane synthesis feeds back on all aspects of cellular physiology promises to be, in the literal sense, a fat lot of good. How does our brain use differences between the images in our two eyes, binocular disparities, to generate depth perception? New work shows that a type of neural network trained on natural binocular images can learn parameters that match key properties of visual cortex. Most information is conveyed by cells which sense differences between the two eyes' images.
Because our eyes are offset in the head, most points in a visual scene project to slightly different locations in the two retinae. These small differences are called binocular disparities, and they form the basis of our stereoscopic threedimensional vision. The computation of binocular disparity begins in primary visual cortex, V1. A study [1] published recently in Current Biology has now shown that a neural network trained to discriminate depth in natural images learns parameters which match several properties of real V1 neurons. V1 neurons can be broadly divided into two classes: simple cells and complex cells. Simple cells are characterised by a receptive field function, which specifies where in the image the cell responds to light. Typically, simple cell receptive fields consist of an ON region, where bright features in the image tend to excite the cell and dark features tend to inhibit its firing, and an OFF region, where the opposite is true -dark features excite the cell and bright ones inhibit it. A given simple cell behaves like a linear filter, representing the image at one location with a single number, although the firing rate is a nonlinear function of this number (negative firing rates are impossible, for example). Model binocular simple cells, with linear filters in each eye, are able to signal disparity [2] .
Complex cells behave as if they receive input from several simple cells. They typically respond to both bright and dark features at a given location, with different simple cells contributing in each case. Many V1 complex cells are tuned to binocular disparity, thought to reflect the disparity tuning of their component simple cells. Traditional model complex cells are constructed in a very economical way with just four simple cells -this is known as the Binocular Energy Model [3] (Figure 1A ). Mounting evidence in recent years suggests that real V1 complex cells are less economical, and receive input from a broader range of simple cells ( Figure 1B ; reviewed in [4] ).
Recent computational work has provided an appealing account of why this might be the case. An important limitation of the traditional model is that the response depends on both the stimulus disparity and details of the monocular image (such as its contrast and spectral content). As a result, model complex cells frequently produce peaks in activity when the stimulus disparity is not the cell's preferred disparity. These false matches make it hard to decode disparity. Burge and Geisler [5] identified the small set (n = 8) of linear filters that provides the most information about disparity in natural images. Two key features of these 'ideal' filter sets seem to explain properties of real neurons. First, the filter shapes are more diverse than those used in a traditional complex cell model. Second, the filters often had different shapes in the two eyes (this is often called 'phase disparity' in neurons [6] ). This means that the complex cells are most strongly activated, not by a single image feature that has been displaced by a disparity, but by different images in the two eyes. Although we had noted that such filters may help to recognize false matches [7] , Burge and Geisler [5] proved that using such filters is optimal if the objective is to estimate disparity.
Welchman and Goncalves [1] used a similar approach, building a network
