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CHAPTER 3 
 
 
PROPOSED METHOD 
 
 
3.1.Soft Set Based Technique 
 
The multi-valued information system, as described in (Pawlak, 1982), needs to 
be converted to multi-soft sets based on the notion of a decomposition of a multi valued 
information system. Let ( )fVAUS ,,,= be a multi valued information system and 
{ }( )fVaUS ii ,,, 1,0= , where Ai ,...,2,1=  be a Boolean valued information system. As a 
result of decomposition, it is given as below : 
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Defined ( ) ( ) ( ) ( )( )AaFaFaFEF ,,...,,,,, 21=  as a multi-soft sets over universe U
representing a multi valued information system ( )fVAUS ,,,= . As an example, by 
using an information system in Table 3.1. which describes animals and their various 
attributes, the concept of multi soft-set is illustrated in Figure 3.1. 
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Table 3.1. Multi-valued information system 
 
No Animal Hair Teeth Eye Feather Feet Eat Milk Fly Swim 
1 Tiger Y Pointed Forward N Claw Meat Y N Y 
2 Cheetah Y Pointed Forward N Claw Meat Y N Y 
3 Giraffe Y Blunt Side N Hoof Grass Y N N 
4 Zebra Y Blunt Side N Hoof Grass Y N N 
5 Ostrich N N Side Y Claw Grain N N N 
6 Penguin N N Side Y Web Fish N N Y 
7 Albatross N N Side Y Claw Grain N Y Y 
8 Eagle N N Forward Y Claw Meat N Y N 
9 Viper N Pointed Forward N N Meat N N N 
 
FromTable 3.1, the multi-soft sets is made as shown in Figure 3.1. 
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⎧ (𝐹𝐹,𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻) = � (𝐹𝐹,𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑌𝑌𝑌𝑌𝑌𝑌) = {1,2,3,4}(𝐹𝐹,𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝑁𝑁𝑁𝑁) = {5,6,7,8,9}  (𝐹𝐹,𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇ℎ) = �(𝐹𝐹,𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇ℎ𝑃𝑃𝑁𝑁𝐻𝐻𝑃𝑃𝑇𝑇𝑌𝑌𝑃𝑃 ) = {1,2,9}(𝐹𝐹,𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇ℎ𝐵𝐵𝐵𝐵𝐵𝐵𝑃𝑃𝑇𝑇 ) = {3,4}(𝐹𝐹,𝑇𝑇𝑌𝑌𝑌𝑌𝑇𝑇ℎ𝑁𝑁𝑁𝑁) = {5,6,7,8}  (𝐹𝐹,𝐸𝐸𝐸𝐸𝑌𝑌) = �(𝐹𝐹,𝐸𝐸𝐸𝐸𝑌𝑌𝐹𝐹𝑁𝑁𝐻𝐻𝐹𝐹𝐻𝐻𝐻𝐻𝑃𝑃 ) = {1,2,8,9}(𝐹𝐹,𝐸𝐸𝐸𝐸𝑌𝑌𝑆𝑆𝐻𝐻𝑃𝑃𝑌𝑌 ) = {3,4,5,6,7}  (𝐹𝐹,𝐹𝐹𝑌𝑌𝐻𝐻𝑇𝑇ℎ𝑌𝑌𝐻𝐻) = �(𝐹𝐹,𝐹𝐹𝑌𝑌𝐻𝐻𝑇𝑇ℎ𝑌𝑌𝐻𝐻𝑁𝑁𝑁𝑁) = {1,2,3,4,9}(𝐹𝐹,𝐹𝐹𝑌𝑌𝐻𝐻𝑇𝑇ℎ𝑌𝑌𝐻𝐻𝑌𝑌𝑌𝑌𝑌𝑌 = {5,6,7,8}  
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(𝐹𝐹,𝐹𝐹𝑌𝑌𝑌𝑌𝑇𝑇𝐶𝐶𝐵𝐵𝐻𝐻𝐹𝐹 ) = {1,2,5,7,8}(𝐹𝐹,𝐹𝐹𝑌𝑌𝑌𝑌𝑇𝑇𝐻𝐻𝑁𝑁𝑁𝑁𝐻𝐻 ) = {3,4}(𝐹𝐹,𝐹𝐹𝑌𝑌𝑌𝑌𝑇𝑇𝑊𝑊𝑌𝑌𝑊𝑊 ) = {6}(𝐹𝐹,𝐹𝐹𝑌𝑌𝑌𝑌𝑇𝑇𝑁𝑁𝑁𝑁) = {9}  
(𝐹𝐹,𝐸𝐸𝐻𝐻𝑇𝑇) = �(𝐹𝐹,𝐸𝐸𝐻𝐻𝑇𝑇𝑀𝑀𝑌𝑌𝐻𝐻𝑇𝑇 ) = {1,2,8,9}(𝐹𝐹,𝐸𝐸𝐻𝐻𝑇𝑇𝐺𝐺𝐻𝐻𝐻𝐻𝑌𝑌𝑌𝑌 ) = {3,4}(𝐹𝐹,𝐸𝐸𝐻𝐻𝑇𝑇𝐺𝐺𝐻𝐻𝐻𝐻𝐻𝐻𝑃𝑃 ) = {5,7}(𝐹𝐹,𝐸𝐸𝐻𝐻𝑇𝑇𝐹𝐹𝐻𝐻𝑌𝑌ℎ) = {6}  (𝐹𝐹,𝑀𝑀𝐻𝐻𝐵𝐵𝑀𝑀) = � (𝐹𝐹,𝑀𝑀𝐻𝐻𝐵𝐵𝑀𝑀𝑌𝑌𝑌𝑌𝑌𝑌) = {1,2,3,4}(𝐹𝐹,𝑀𝑀𝐻𝐻𝐵𝐵𝑀𝑀𝑁𝑁𝑁𝑁) = {5,6,7,8,9} (𝐹𝐹,𝐹𝐹𝐵𝐵𝐸𝐸) = �(𝐹𝐹,𝐹𝐹𝐵𝐵𝐸𝐸𝑁𝑁𝑁𝑁 = {1,2,3,4,5,6,9}(𝐹𝐹,𝐹𝐹𝐵𝐵𝐸𝐸𝑌𝑌𝑌𝑌𝑌𝑌) = {7,8}  (𝐹𝐹, 𝑆𝑆𝐹𝐹𝐻𝐻𝑖𝑖) = � (𝐹𝐹, 𝑆𝑆𝐹𝐹𝐻𝐻𝑖𝑖𝑌𝑌𝑌𝑌𝑌𝑌) = {1,2,6,7}(𝐹𝐹, 𝑆𝑆𝐹𝐹𝐻𝐻𝑖𝑖𝑁𝑁𝑁𝑁) = {3,4,5,8,9} 
  
 
 
Figure 3.1 Multi-soft set composition from dataset 
 
Definition 3.1. See (Herawan et al., 2011) The class of all value sets of a soft set ( )EF ,  
is called value-class of the soft set and is denoted by ( )EFC , . 
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3.2. Maximum Attribute Relative (MAR) Technique 
 
The MAR technique (Mamat, 2013), a pair ( )AF , , refers to multi-soft sets over 
the universe U  representing a categorical valued information system ( )fVAUS ,,,= . 
Definition 3.2: Let ( )AF ,  be a multi soft-sets over the universe U , where 
( ) ( ) ( )AFaFaF Ai ,,,,, ⊆⋅⋅⋅  and ( ) ( ) ( )iii aFaFaF iaj ,,,,, ⊆⋅⋅⋅ . Support of ( )jiaF , by ( )kiaF ,    
denoted ( ) ( )jki iaF aF ,sup , is defined as  
 ( )( )
( ) ( )
( )
k
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iaF aF
aFaF
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,
,,
,sup ,
∩
=  (3.2) 
Example : 
 
{ }
{ } 6667.03
2
9,2,1
2,1
Pointed ==⇒Teeth
  
{ }
{ } 12
2
4,3
4,3
Blunt ==⇒Teeth  
 
Definition 3.3: Maximum support is a summation of all support with value equals to 1. 
For each soft set ( )
ji
aF , , the  maximum support, ( )jiaF ,supmax , is defined as  
 ( ) ( ) ( )( )∑ == 1,supsupmax ,, jkiji iaFaF aF  (3.3) 
Example : 
Max Sup (F,HairYes) =(1,0,0.6667,1,0,0.5,0.4,0,0.8,0.4,1,0,0,0.5,1,0,0,1,0,0,0.5714,0.5,0.4)=5 
 
Definition 3.4: Minimum support is a summation of all support with value less than 1. 
For each soft set ( )
ji
aF , ,the  minimum support is denoted by ( )jiaF ,supmin is defined as 
 ( ) ( ) ( )( )∑ ≠= 1,supsupmin ,, jkiji iaFaF aF  (3.4) 
Example : 
Min Sup (F,HairYes) =(1,0,0.6667,1,0,0.5,0.4,0,0.8,0.4,1,0,0,0.5,1,0,0,1,0,0,0.5714,0.5,0.4)= 4.738 
 
Definition 3.5: Mode refers to the value that most frequently occurrs in the probability 
distribution.  
Definition 3.6: Max refers to the value that is the highest in the probability distribution. 
 
 
