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Abstract: An adaptive online sequential extreme learning machine (AOS-ELM) is proposed to predict
the state-of-charge of the battery cells at different ambient temperatures. With limited samples and
sequential data for training during the initial design stage, conventional neural network training
gives higher errors and longer computing times when it maps the available inputs to SOC. The use of
AOS-ELM allows a gradual increase in the dataset that can be time-consuming to obtain during the
initial stage of the neural network training. The SOC prediction using AOS-ELM gives a smaller root
mean squared error in testing (and small standard deviation in the trained results) and reasonable
training time as compared to other types of ELM-based learnings and gradient-based machine
learning. In addition, the subsequent identification of the cells’ static capacity and battery parameters
from actual experiments is not required to estimate the SOC of each cell and the battery stack.
Keywords: state-of-charge; battery cell; extreme learning machine; adaptive online sequential
extreme learning machine
1. Introduction
Lithium iron phosphate (LiFePO4) batteries have become popular due to their high specific power,
high specific energy density, long cycle life, low self-discharge rate and high discharge voltage for
renewable energy storage devices, electric vehicles [1–3] and smart grids [4–6]. However, the batteries
are vulnerable to the operating ambient temperature and unforeseen operating conditions such as
being overly charged or discharged that could result in a reduced lifespan and deteriorate their
performance. It is therefore vital to obtain the current state of charge (SOC) of the battery in actual
application. The SOC is defined as the available capacity over its rated capacity in Ampere-hour (Ah).
The estimation of SOC is quite complicated, as it depends on the type of cell, ambient temperature,
internal temperature and the application. There have been many efforts in recent years to enhance
the accuracy of the SOC estimation in battery management systems (BMSs) to improve the reliability,
increase the lifetime and enhance the performance of batteries [7,8]. An accurate estimation of SOC
could prevent sudden system failures resulting in damage to the battery power system. As a result,
investigation on SOC estimation has spurred many research and development projects.
The common Ampere-hour method [8] uses the current reading of the battery over the operating
period to calculate SOC values. However, the SOC need to be calibrated on a regular basis as its
capacity could decline over the time. On the other hand, the voltage method uses the battery voltage
and SOC relationship or discharge curve to determine the SOC. Both the Ampere-hour and voltage
methods have disadvantages. The latter needs the battery to rest for a long duration and be cut off from
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the circuit to obtain the open circuit voltage, and the former suffers noise corruption and cumulative
integration errors. In addition, the operating ambient temperature effects makes it quite difficult to
estimate the correct SOC value. Another method using cell impedance for measuring both discharging
and charging with an impedance analyzer was used, however, it is not commonly used in operating
battery systems as it requires external instrumentation for measurement and validation.
Instead, a more accurate physical modeling using an electrochemical model was used [9–12].
The electrochemical models ensure the model parameters give have a proper physical meaning but the
required nonlinear partial differential equations increase the complexity and computational efforts in
the SOC estimation process. As a result, a model with fewer parameters in the electrochemical model
was proposed [13] using moving horizon estimation to determine the SOC. For example, the equivalent
circuit model [14–16] that depends on the value of the electronic components such as the resistors
and capacitors was used. It was easier to obtain as compared to solving partial differential equations.
However, the resistance and capacitance rely on the operating ambient temperature and the type of cell
used in the battery. A few nonlinear observer design methods were applied to derive the ECM-based
nonlinear SOC estimators such as sliding mode observer [17], adaptive model reference observer [18]
and Lyapunov-based observer [19]. Despite its simplicity and less computational effort, it cannot
represent the actual physical meaning of model parameters like the ambient temperature was not
included in the model for the SOC estimation.
The equivalent circuit model using a Kalman filter (KF) [20–23] was another method employed to
estimate the SOC. However, it requires a model of the battery and higher computing resources with
correct initialization of parameters. The Extended KF (EKF) [20] was applied to estimate the SOC
using a nonlinear ordinary differential equation model. The unscented KF was then used [21] to avoid
the linearization of the nonlinear equation in the EKF. In addition, a nonlinear SOC estimator [22] are
employed on the partial differential equations of the battery model.
The filtering performance could be enhanced using an online time-varying fading gain matrix.
As a result, a strong tracking extended Kalman filter (STCKF) [23–25] that outperforms the EKF was
used to track the state of sudden change of SOC value accurately. Cubature Kalman filter (CKF) [25]
was utilized for a higher dimensional state estimation followed by a spherical cubature particle filter
(SCPF) [26] for predicting the battery’s useful life. However, SCPF takes times to get the samples to
congregate correctly, and it is difficult to determine the particle filter performance.
For the past few decades, artificial intelligence has been used to model complex systems
with uncertainties. A data-driven approach using neural network [27–29], fuzzy logic [30],
neural network-fuzzy [31], genetic algorithm-based fuzzy C-means (FCM) clustering techniques [32]
to partition the training data and support vector machine (SVM) [33] were applied to predict
the SOC. These machine learning methods require sufficient datasets and computation time for
training and validating the SOC. The types of machine learning approaches used in the literature
are numerous. In this study, the extreme learning machine (ELM) [34] will be used to model the
state-of-charge of the battery pack. ELM has become quite useful due to its good generalization,
fast training time, and universal approximation capability. As compared to other machine learning
algorithms such as backpropagation (BP) [35], it is well-known that the parameters of hidden layers
of the ELM are randomly generated without tuning. The hidden nodes could be determined from
the training samples. Some researchers [23,36–38] have shown that the single layer feedforward
networks (SLFNs) [39–49] ensure its universal approximation capability without changing the hidden
layer parameters. ELM using regularized least squares could compute faster than the quadratic
programming approach in gradient method adopted by BP. There is no issue of local minimal and
instabilities caused by different learning rate, and differentiable activation function.
There are numerous types of ELM learning algorithms. The list in this paper is not exhaustive.
A few selected algorithms will be briefly explained. Basic incremental ELM (I-ELM) [36,50] randomly
produces the hidden nodes and analytically computes the output weights of SLFNs. I-ELM does not
recompute the output weights of all the existing nodes when a new node is appended. The output
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weights of the existing nodes are then recalculated based on a convex optimization method when new
hidden nodes are randomly added one at each time. The learning time for I-ELM is longer than ELM as
it needs to compute n output weights one at a time when n hidden nodes are used. However, ELM only
computes n output weights once when n hidden nodes are used. Few methods using different growth
mechanism of hidden nodes were adopted. They are namely enhanced incremental ELM (EI-ELM) [51],
error-minimized ELM (EM-ELM) [52] and optimal pruned ELM (OP-ELM) [53] that produce a more
compact network and faster convergence speed than the basic I-ELM. Another incremental ELM,
named bidirectional ELM (B-ELM) [54] with some hidden nodes not randomly selected could improve
the error at initial learning stage at the expense of higher training time when compared to ELM.
Another ELM learning using hierarchical ELM (H-ELM) [49] improves the learning performance of the
original ELM due to its excellent training efficiency, but it increases the training time due to its deep
feature learning.
On the other hand, the sequential learning algorithms are quite useful for feedforward networks
with RBF nodes [48,55–60]. Some researchers [59,60] have simplified the sequential learning algorithms
to enhance the training time, but it remains quite slow since data are handled one at a time instead of
in batches. The online sequential extreme learning machine (OS-ELM) that can handle additive nodes
(and RBF) in a unified framework from the batch learning ELM [36,61–66] is implemented in SLFNs.
As compared to other sequential learning algorithms using different tuning parameters, OS-ELM
requires the number of hidden nodes for tuning the networks solely. The newly arrived blocks or
single observations (instead of the entire past data) are learned and removed after the learning process
is accomplished. The input weights (connections between the input nodes to hidden nodes) and biases
are randomly produced, and the output weights are analytically computed.
In the current literature, AOS-ELM applications to model the SOC of battery packs at different
ambient temperatures has not been discussed. The application of AOS-ELM can converge quickly and
sequentially with good generalization during the initial training stage where the data is progressively
available in batches of small sample size from different cells. Moreover, the availability of the full data
set for the design variables is often delayed by a lack of exact information during the early design stage
that makes the sequential ELM based learning (that is crafted to handle newly arrived block or single
observation) useful. In this paper, the SOC of the 12-cell will be estimated by Ampere-hour method to
provide the output data set, and computation of the root mean square error (RMSE) of the AOS-ELM
training and testing at different ambient temperature. As a result, the subsequent SOC estimation of
the battery pack will be performed without extensive and time-consuming measurement using the
Ampere-hour method (that needs frequent calibration of the cells’ static capacity and parameters from
the actual experiments).
This paper has the following sections: Section 2 describes the SOC estimation process under
different ambient temperature. Section 3 reviews on ELM and adaptive sequential ELM learnings on
the SOC. Section 4 evaluates some commonly used EKF-based approach and other types of neural
networks as compared to the ELM-based learning. Section 5 concludes the paper.
2. SOC Estimation
The equivalent circuit model (obtained in this section) using parameters such as resistors,
voltage sources, current, capacitors and capacity in Ah are embedded into a series of online look-up
tables at different ambient temperatures. By considering the SOC values at different ambient
temperatures, it improves the robustness of the battery model due to cells’ aging. In addition, the SOC
will be estimated by Ampere-hour method in order to provide the output data set for training and
testing the neural networks and computation of the respective errors. The dataset will be used as the
input and output parameters for subsequent neural network training. The SOC will be estimated from
the neural network training. The information such as the static capacities, open-circuit voltage (OCV),
resistors and capacitor can be obtained.
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2.1. Battery Cell Equivalent Circuit Model
The number of RC blocks used in ECM can be different for various applications. As the number of
RC blocks increases without significantly improves the accuracy of the terminal voltage (see Figure 1a),
the single RC circuit is chosen as shown in Figure 1b.
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The relationship between SOC to the open circuit voltage (OCV) is expressed by a voltage source
defined as Uoc. R0 is the internal resistance. R1 and C1 simulates the transient response during
discharge or charge process. The charge capacitor is denoted as Cb, in A·s, Rsd is the self-discharge
energy loss as a result of long time storage. The voltages drop across C1 is U1. The current and terminal
voltage are expressed as system output I and system input UL, respectively. The equation of the battery
model can be defined as shown:
UL = Uoc − IR0 −U1 (1)
where I > 0 is charging and I < 0 is discha ging. The c itical parameters s ch as OCV, R0, R1 and
C1 are used to estimate the SOC of the battery cells. To prevent the cells from undercharging or
over-discharging, the SOC need to be computed accurately. In this paper, the SOC is determined
as shown:
SOC(k) = SOC(0)− T
Cn
∫ k
0
(ηi(t)− Sd)dt (2)
Energies 2018, 11, 711 5 of 30
where Cn is the nominal capacity of the battery, SOC(0) is the initial SOC, T is the sampling time,
i(t) is the load current, η is Coulombic efficiency, and Sd is the self-discharging rate. In this paper,
the LiFePO4 cell is assumed as η = 1 (>0.994) under room temperature and Sd = 0.
The capacity of the battery pack in series configuration is determined by the electric charge stored
in the cells expressed as the total minimum capacity:
Cseries = min
1≤i≤m
(SOCiCi) + min
1≤i≤m
((SOCi − 1)Ci) (3)
where Ci is the capacity of the i-th cell, Cseries is the functional capacity of the battery pack, m is the
total cells in series and SOCi is SOC of the i-th cell.
2.2. Parameters Identifications of Ambient Temperature-Dependent Battery Cell
The SOC will be sampled at step k, expressed as SOC(k). The SOC has a non-linear relationship with
the battery cell voltage, current, capacity and ambient temperature. The voltage, current, and capacity
were obtained from the test-bench under a few ambient temperatures such as 5, 15, 25 and 45 ◦C,
as shown in Figure 2a. The reason for using the minimum temperature above 5 ◦C is due to the
limitation of the temperature chamber at the time of the testing. The chamber could not reach freezing
point. Hence, a temperature above 5 ◦C was used. The SOC(k) value of each cell was first estimated
by the Ampere-hour method followed by the use of machine learning approach to predict the SOC.
The Ampere-hour method was used as a reference to compute the RMSE of the training and testing.
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Twelve lithium iron phosphate battery cells (ANR26650M1-B) were used in the experiments.
The specifications of the battery cells are tabulated in Table 1. The battery pack is positioned in an
environmental chamber as illustrated in Figure 2b to investigate the battery power system performance
under different ambient temperatures. The following ambient temperatures with an increment of 10 ◦C
starting from 5 ◦C to 45 ◦C are pre-set into the chamber before the tests. The load current is generated
by a DC electronic load while the battery cells are charged by a programmable DC power supply. It is
used to control the voltage or current source with the output voltage (maximum at 36 V) and current
(maximum at 20 A). The host PC communicates with the DAQ device to measure the charging and
discharging of each cell. The NI DAQ device will control the outputs and inputs data with acquisition
rate set to 1 sample per second. The temperature sensors are positioned within the battery’s enclosure
to measure the ambient temperature around the cells. A current sensor will measure the current during
the charging and discharge operation.
Table 1. Primary specifications of cell (obtained from the a123batteries.com datasheet).
CCCV: constant-current-constant-voltage.
Dimensions (mm) Ø26× 65
Mass (g) 76
Nominal Voltage (V) 3.3
Cell Capacity (nominal/minimum) (0.5 C Rate) 2.5/2.4
Recommended Standard Charge Method 1 C (2.5 A) to 3.6 V CCCV
Maximum Continuous Discharge 50 A
Internal Impedance (1 kHz AC typical, mΩ) 6
Cycle Life at 20 A Discharge, 100% DOD >1000 cycles
Operating Temperature −30 ◦C to 55 ◦C
Storage Temperature −40 ◦C to 60 ◦C
The host PC performs the 1-RC equivalent circuit modeling of the battery stack in
MATLAB/Simulink environment using the data collected from the physical battery prototype. A few
experiments were conducted to obtain the battery parameters such as Ah, OCV, R0, R1 and C1 of
the battery. First, a Static Capacity Test [67] will be performed. The Ah of a battery cell ages and
the value will differ from the nominal capacity. The static capacity testing will compute the Ah at
a constant discharge current. The battery will be charged at 0.8 C rate (2 A) to the fully charged
state in constant-current-constant-voltage (CCCV) mode under a specified temperature. The battery
is fully charged to 3.6 V when the current reaches 1 mA. Then, apply a 45 min relaxation period
before discharging the battery cell at a constant current 0.8 C rate until the voltage reaches the battery
minimum limit of 2.5 V.
Second, a Cycling Aging Test [46] will be conducted. The cycling aging is important as the battery
can lose its capacity over time. If the capacity decreases to approximately 80 percent of its nominal
capacity, the battery is considered to reach its lifespan. The static capacity of the battery has a nonlinear
relationship in the charge and discharge cycling as shown:
Qd = f (Nc) (4)
where Nc is the number of discharge and charge cycles.
Lastly, a Pulse Discharge Test [46] will be conducted. The battery voltage terminal response
at different SOC and temperature are determined during the test. The test will generate a series of
discharge pulses for the SOC range from 0 to 1 under different ambient temperatures. First, the battery
is charged at 0.8 C rate (around 2 A) to the fully charged state in CCCV mode under a specified
temperature. The battery is fully charged to 3.6 V when the current reaches 1 mA. Apply a 45 min
relaxation period before discharging the battery cell at a pulse current 0.8 C rate with 450 s discharging
time and 45 min relaxation period, until the terminal voltage reaches the cut-off voltage 2.5 V.
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As a result of the parameters identification of the 12-cell battery pack, and a few look-up tables for Ah,
OCV, R0, R1 and C1 are tabulated in Tables 2–4, respectively. The Simscape model is used to simulate the
battery cell. The results for each cell under different temperatures are shown in Table 2. As observed,
the static capacities of the twelve battery cells are quite high at higher ambient temperature.
The open-circuit voltage (OCV) was determined from the Pulse Discharge Test. The OCV is
the battery’s terminal voltage at equilibrium state obtained during the relaxation period. As seen in
Figure 3, OCV vs. SOC curves at various temperatures is plotted. In Figure 3a, it is observed that
there is a constant OCV for the SOC value from 0.1 to 0.9. As seen in Figure 3b, a different OCV at
various temperatures can be observed. For SOC value of 0.2, the OCV is around 25 mV with an error
of 10% in SOC. As a result, the OCV is unable to fit using a standard curve fitting approach. Instead,
an adaptable look-up table of OCV values under different temperatures is used.
Table 2. Experimental results of static capacities (Ah) under different ambient temperatures for 12-cell.
Static Capacities (Ah) 5 ◦C 15 ◦C 25 ◦C 35 ◦C 45 ◦C
Cell 01 2.2369 2.4474 2.5642 2.5693 2.5706
Cell 02 2.2504 2.4972 2.5846 2.5898 2.5922
Cell 03 2.2478 2.4868 2.5788 2.5792 2.5868
Cell 04 2.2560 2.4468 2.5626 2.5685 2.5796
Cell 05 2.2668 2.4724 2.5905 2.5945 2.6265
Cell 06 2.2565 2.4479 2.5635 2.5690 2.5798
Cell 07 2.2429 2.4464 2.5655 2.5668 2.5725
Cell 08 2.2519 2.4985 2.5762 2.5785 2.5935
Cell 09 2.2389 2.4495 2.5662 2.5683 2.5726
Cell 10 2.2468 2.4456 2.5654 2.5682 2.5746
Cell 11 2.2358 2.4462 2.5622 2.5675 2.5698
Cell 12 2.2469 2.4584 2.5742 2.5783 2.5866
Table 3. Experimental results of Open-circuit voltage (OCV) look-up table for Cell #1 (in V).
State-Of-Charge (SOC) 5 ◦C 15 ◦C 25 ◦C 35 ◦C 45 ◦C
0.1 3.2520 3.2208 3.1586 3.1295 3.1218
0.2 3.2620 3.2412 3.2328 3.2308 3.2315
0.3 3.2782 3.2700 3.2625 3.2610 3.2598
0.4 3.2785 3.2820 3.2800 3.2835 3.2840
0.5 3.2820 3.2882 3.2898 3.2910 3.2935
0.6 3.2892 3.2898 3.2905 3.2915 3.2938
0.7 3.3268 3.3278 3.3286 3.3296 3.3295
0.8 3.3285 3.3286 3.3292 3.3298 3.3308
0.9 3.3305 3.3312 3.3324 3.3302 3.3312
1 3.5125 3.5230 3.5562 3.5406 3.5806
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Table 4. Experimental results of R0, R1 and C1 look-up table for Cell #1.
SOC Parameters 5 ◦C 15 ◦C 25 ◦C 45 ◦C
0.1
R0 (Ω) 0.1110 0.1032 0.0959 0.0658
R1 (Ω) 0.0356 0.0207 0.0103 0.0125
C1 (F) 9893.7 61,774 76,375 1518.4
0.2
R0 (Ω) 0.1059 0.1022 0.0931 0.0758
R1 (Ω) 0.0272 0.0322 0.0246 0.0058
C1 (F) 11,125 13,142 16,793 22,556
0.3
R0 (Ω) 0.1111 0.1038 0.0952 0.0808
R1 (Ω) 0.0187 0.0214 0.0198 0.0137
C1 (F) 8920.7 33,225 35,000 52,492
0.4
R0 (Ω) 0.1111 0.1046 0.0936 0.0779
R1 (Ω) 0.0249 0.0200 0.0155 0.0108
C1 (F) 18,759 43,469 70,472 143,670
0.5
R0 (Ω) 0.1169 0.1049 0.0945 0.0780
R1 (Ω) 0.0138 0.0238 0.0199 0.0126
C1 (F) 7912.0 19,026 26,581 41,221
0.6
R0 (Ω) 0.1182 0.1067 0.0967 0.0802
R1 (Ω) 0.0463 0.0262 0.0166 0.0078
C1 (F) 7342.2 14,102 24,086 52,145
0.7
R0 (Ω) 0.1060 0.1155 0.1007 0.0794
R1 (Ω) 0.0440 0.0312 0.0266 0.0466
C1 (F) 786.56 24,213 38,256 58,391
0.8
R0 (Ω) 0.0966 0.1219 0.1060 0.0868
R1 (Ω) 0.0688 0.0805 0.0488 0.0219
C1 (F) 1108.1 9986.9 30,219 318,610
0.9
R0 (Ω) 0.1313 0.1366 0.1018 0.0714
R1 (Ω) 0.0953 0.0838 0.0956 0.9699
C1 (F) 1608.9 7012.3 9762.6 11,217
1.0
R0 (Ω) 0.2000 0.4146 0.1378 0.0970
R1 (Ω) 0.2690 0.9385 0.8782 1.0000
C1 (F) 1121.8 24.292 63.287 7.6600
At different SOC and temperature conditions, the corresponding OCV of each battery cell will be
stored in a 2-D look-up table as shown in Table 3. Figure 4 shows an example of an OCV look-up table
for Cell #1. Similar OCV look-up table was established for Cell #2 to Cell #12 (they are not shown in
this paper).
The cells’ parameters such as R0, R1 and C1 were estimated from the Pulse Discharge Test. The R0
was computed from the instantaneous increase of voltage in the terminal voltage over time curve.
On the other hands, R1 and C1 were the transient response of the battery voltage during the relaxation
period of the terminal voltage over the time curve. The parameters of the RC circuit were obtained in
Table 4. These identified values together with static capacities and OCV at different SOC value were
stored online in a series of 2D look-up table for subsequent machine learnings.
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The proposed battery model using Simscape (see Figure 5) was validated by comparing the cell
model at different temperatures with the experimental results obtained. As shown in Table 5, a per-unit
(p.u.) was used to compare the root means squ re error (RMSE) between the simulated model and
experimental results of the terminal voltage at various temperatures:
Quantity per unit (p.u.) =
Terminal voltage error
Base Terminal Voltage (from Experimental)
(5)
For example, 0.005-p.u. (equals to 0.5%) Implies the absolute RMSE of the terminal voltage was
approximately 0.018 V based on the base terminal voltage of 3.57 V from the experiment (maximum
expected value). As seen in Table 5, the RSME of the p.u (in percent) of terminal voltage was quite
small across the cells at different ambient temperature. As observed in Figure 6, the experimental data
at 35 ◦C (not used for the parameters identification) was compared with the simulation model to check
the model robustness under a different temperature. The result shows that the battery model output
can estimate the terminal voltage with small error as shown in Table 5. The RMSE of the terminal
voltage can converge to zero. It shows the proposed ECM battery model in Figure 5 has some degree
of robustness in estimating the terminal voltage.
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Cell 11 0.8403 0.4595 0.3599 0.4264
Cell 12 0.8819 0.5463 0.4173 0.5179
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2.3. SOC Estimation of Ambient Temperature-Dependent 12-Cell Battery Pack
The physical connection of the battery cells in series configuration can be seen in Figure 7a.
Figure 7b shows the simulation model developed for the 12-cell battery instead of a single cell.
The temperature sensors were physically placed at different locations at the top surface of the twelve
cells to measure the changing ambient temperature in real-time. The microcontroller in the BMS
will determine the corresponding battery model and the SOC values based on the input ambient
temperature. As the SOC for the 12-cell battery is different from a single cell, the SOC estimation has to
be determined for the 12-cell. As shown in Table 6, it is evident that the estimated SOC can converge
to a steady state value obtained by the Ampere-hour method. The average RMSE is around 7 × 10−3.
The results show that the temperature-dependent battery pack model can estimate the SOC of the
battery cells.
By incorporating the battery pack model with the parameters of the 12-cell battery stored in the
adaptable online look-up tables at different ambient temperature, it provides a source of structured
data for machine learnings to predict the SOC once the ECM of the battery was first established.
There is no need always to update the ECM as it is time-consuming to obtain the static capacity, OCV,
resistors, and capacitors for the 12-cell from the experiments.
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Table 6. RMSE for SOC estimated in different cells.
Battery Cells Cell 1 Cell 2 Cell 3 Cell 4 Cell 5 Cell 6
RMSE (10−3) 6.970 7.059 7.048 7.059 7.048 7.058
Battery Cells Cell 7 Cell 8 Cell 9 Cell 10 Cell 11 Cell 12
RMSE (10−3) 7.070 7.042 7.048 7.037 7.069 7.387
3. Adaptive Online Sequential Extreme Machine Learning (AOS-ELM)
As shown in Section 2, the estimation of the SOC value for the 12-cell using ECM is quite
time consuming due to the physical measurement of the resistors, capacitor, and OCV. Moreover,
the Ampere-hour method requires regular calibration as the capacity of the cells could change after
cycles of charging and discharging. Hence, the ELM will be used to estimate the SOC for the 12-cell
after the initial SOC estimation using the ECM obtained in Section 2.
The following input and output parameters will be used for the ELM and other neural networks
based training. The parameters were obtained at a different ambient temperature (5 ◦C, 15 ◦C, 25 ◦C,
35 ◦C and 45 ◦C) for a single cell followed by the 12-cell (at 25 ◦C only):
• Input parameters: voltage, current, capacity in Ah
• Output parameter: SOC obtained from Ampere-hour method
In general, the dynamic change of SOC is defined by integrating the current over the time step.
SOC(k + 1) = SOC(k)−
k−1
∑
t=0
Kc I (6)
where Kc = η∆T/Cn, Cn is the nominal capacity in ampere-hour (Ah), η is the Coulombic efficiency,
∆T is the sampling time.
For series-connected cells, the total capacity of each cell can be written as:
SOCtotal =
min
1≤i≤Ns
(SOCiCi)
min
1≤i≤Ns
(SOCiCi) + min
1≤j≤Ns
((1− SOCj)Cj) i, j ∈ {1, . . . , Ns} (7)
where min
1≤j≤Ns
(
(
1− SOCj
)·Cj) is the minimum capacity of the pack that can be charged,
min
1≤i≤Ns
(SOCj·Cj) is the minimum capacity of the pack that can be discharged.
Instead of always estimating the SOC of each cell then determine the SOC for the pack, a single
layer feedforward neural network (SLFN) trained by Extreme Learning Machine (ELM) is used. For n
samples (xi, yi), where xi = [xi1, xi2, K, xin]
T ∈ Rn denotes the input, yi = [yi1, yi2, K, yin]T ∈ Rm
denotes the output with N˜ hidden neurons and sigmoid activation function a(x) = 1/(1 + e(−x)) as:
N˜
∑
i=1
γia(wi.xj + bi) = tj, j = 1, . . . , N (8)
where wi = [wi1, wi2, K, win]
T is the weight vector connecting the i-th hidden neuron and input neurons,
γi = [γi1,γi2, K,γim]
T is the weight vector connecting the i-th hidden neuron and output neurons,
and bi is the bias of the i-th hidden neuron. The aim of the ELM with N˜ hidden neurons with activation
function a(x) can approximate the N samples with zero error,
N˜
∑
j=1
ti − yj = 0. Hence, there exist γi.
w and bi so that:
N˜
∑
i=1
γia(wixj + bi) = yj, j = 1, . . . , N (9)
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Equation (8) can be written compactly as:
Hγ = T (10)
where H is called the hidden layer output matrix with the i-th column of H is the i-th hidden neuron’s
output vector with respect to the input x1, x2, . . . , xN. Each neuron activation function is sigmoid
in Figure 8.
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H(w1, . . . , wN˜ , b1, . . . , bN˜ , x1, . . . , xN)
=
 a(w1x1 + b1) · · · a(wN˜x1 + bN˜)... · · · ...
a(w1xN + b1) · · · a(wN˜xN + bN˜)

N×N˜
(11)
γ =

γT1
...
γT
N˜

N˜×m
and T =
 t
T
1
...
tTN

N×m
(12)
In ELM, the input weight wi and bi will be randomly chosen. The output weights is analytically
computed through the least square solution of a linear system:
γˆ = N†T (13)
where H† represents the Moore-Penrose generalized inverse of a matrix H. The results of the training
can achieve a faster training, better generalization performance (i.e., small training error and smallest
norm of output weights, avoid local minimal and do not need the activation function of the hidden
neurons to be differentiable as compared to the gradient-based learning algorithm.
The term SOC(k) can be approximated using ELM learning. Equation (6) can be rewritten as:
SOC(k) = SOC(k− 1)− Kc
N˜
∑
i=1
γi a(wi.xj(k− 1) + bi) (14)
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Equation (14) can be expressed as equivalent form:
SOC(k) = HTi (k− 1)ν (15)
where: HTi (k− 1) =
[
SOC1(k− 1), K, SOCN(k− 1), a(w1·x1(k− 1) + bi), K, a
(
wN˜ ·xN˜(k− 1) + bN˜
)]T
and νi =
[
1, K, 1, Kcγ1, K, KcγN˜
]T is the parameter vector.
With measurement data x(k− 1) = {I(k)}nik=1 where nt is the number of time measurements and
the training set {x(k), SOC(k)}nik=1 obtained, the SOC(k) can be written as:
SOC(k) = Hiνi (16)
where SOC(k) = [SOCk(2),SOCk(3),K,SOCk(ni)] and Hi = [Hi(1),Hi(2),K,Hi(ni − 1)]T.
By choosing the input weights and bias in the hidden layer nodes randomly, the parameter vector
νi can be computed as:
νˆi = H†SOCk (17)
Hence, the predicted SOC for the battery pack using the ELM learning can be written as follows:
SOCtotal =
min
1≤i≤Ns
(HiνiCi)
min
1≤i≤Ns
(Hiνi.Ci) + min
1≤j≤Ns
((1−Hjνj).Cj) i, j ∈ {1, . . . , Ns} (18)
The SOC will be first computed from the first set of data obtained from Section 2. Subsequently,
the ELM learning will be used to train and predict the SOC of each cell in (16), followed by the SOC of
the battery pack in (18). However, the data will arrive at certain sample time, i.e., 1 sample/s. The basic
ELM may not be able to handle the sequential learning needs. As such, the adaptive online sequential
ELM (AOS-ELM) will be used to learn the data batch-by-batch in a varying size. The next set of data
will not be used until the learning is completed. The process of the AOS-ELM is as follows:
Step 1: Use a small batch of initial training data ℵ0 = {xi, yi}N0i=1 from the training set
ℵ = {xi, yi|xi ∈ <n, yi ∈ <m, i = 1, K, N0 ≥ N }
Step 2: Assign random input weight wi and bi, i = 1, K, N˜.
Step 3: Compute the initially hidden layer output matrix, Hk:
Hk =
 a(w1x1 + b1) · · · a(wN˜x1 + bN˜)... · · · ...
a(w1xN0 + b1) · · · a(wN˜xN0 + bN˜)

N0×N˜
(19)
Step 4: Estimate the initial output weight, γ(0) = PkHTk Tk where Tk =
[
t1, K, tN0
]T,
Pk =
(
HTk Hk
)−1.
Step 5: Set k = 0.
Step 6: For each i-th cell, compute SOC(k) = HTi (k)νi where νi =
[
1, K, 1, Kcγ1, K, KcγN˜
]T and
HTi (k) =
[
SOC1(k), K, SOCN(k), a(w1·x1(k)) + bi, K, a
(
wN˜ ·xN˜(k)
)
+ bN˜
]T
Step 7: Compute the total SOC for the battery pack, i.e., 12-cell SOCtotal(k) =
min
1≤i≤Ns
(SOCi·Ci)/
[
min
1≤i≤Ns
(SOCi·Ci) + min
1≤i≤≤Ns
(
1− SOCj
)·Cj)] i,j ∈ {1,K,Ns}.
Step 8: Provide (k + 1)-th batch of new observations as ℵk+1 = {xi, yi}
k+1
∑
j=0
Nj
i=(
k
∑
j=0
Nj)+1
where Nk+1
denotes the number of observations in the (k + 1)-th batch.
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Step 9: Compute the partial hidden layer output matrix Hk+1 for the (k + 1)-th batch of data Nk+1
as shown:
Hk+1 =

a(w1x(∑kj=0 Nj)+1
+ b1) · · · a(wN˜x(∑kj=0 Nj)+1 + bN˜)
... · · · ...
a(w1x∑k+1j=0 Nj
+ b1) · · · a(wN˜x∑k+1j=0 Nj + bN˜)

Nk+1×N˜
(20)
Step 10: Set target as
Tk+1 = [ t(∑kj=0 Nj)+1
, . . . , t∑k+1j=0 Nj ]
T
(21)
Step 11: Compute the output weight γ(k+1)
Pk+1 = Pk − PkHTk+1(I+Hk+1PkHTk+1)
−1
Hk+1Pk (22)
γ(k+1) = γ(k) + Pk+1H
T
k+1(Tk+1 −Hk+1γ(k)) (23)
Step 12: Set k = k +1. Go to Step 6.
4. Performance Evaluation
First, there is a need to compare the performance of the ELM with the Ampere-hour method,
Kalman filter-based methods (e.g., extended KF (EKF), strong tracking extended Kalman filter
(STEKF), cubature Kalman filter (CKF), sliding-mode observer (SMO)) and other approaches such as
backpropagation (BP) and radial basis function (RBF). Second, different ELM-based methods such
as bidirectional-ELM (B-ELM), incremental-ELM (I-ELM), parallel chaos search ELM (P-ELM) and
online-sequential ELM (OS-ELM) will be compared with the proposed adaptive online-sequential
ELM (AOS-ELM) across a single cell at different ambient temperature. The SOC for the battery pack
will then be obtained at 25 ◦C.
4.1. Comparison between ELM and Kalman Filter-Based Methods
The Extended Kalman Filter (EKF) can be used to estimate the SOC of the discrete-time nonlinear
battery model. The traditional computation flowchart for EKF can be seen in Figure 9. The strong
tracking filter (STF) [68] with online adaptively modified Kalman gain matrix and prior state error
covariance to track the sudden change in the state vectors was also used. The critical feature of the
STF is the method to rearrange the prior error covariance P−k by multiplying it by a diagonal matrix
Λk in which the differing diagonal entries optimize the propagation of components in state vector by
diminishing the impacts of old data on current parameter estimation:
P−k = ΛkGkP
+
k−1Gk + βkQkβk (24)
where Λk denotes multiple fading factors matrix that is determined as:
Λk = diag(λ1,λ1, . . . ,λn) (25)
where the proportion of λ and its constraint can be determined by prior knowledge of the system.
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The STEKF was then developed by applying the strong tracking algorithm on the EKF.
STEKF benefits the estimation process by taking the advantages of EKF that minimizes the estimation
error covariance and STF that tracks the state vect r variation accura ely. On the other hand,
the cubature Kalman filter gener es a set of cubature points propagated by system equations to
approximate the posterior estimate was used. It can also track the fast-changing SOC value. A different
numbers of hidden nodes were chosen and the corresponding results were tabulated in Table 7.
The results show that the ELM with 10 neurons and sigmoid activation function are faster and
produces lower RSME as compared to EKF, STEKF, CKF and SMO. The RSME was computed using
the Ampere-hour method as the reference.
By comparing the EKF-based methods with ELM, the RMSE has the lowest computational time.
Table 7 shows that ELM is a viable method to model and predict the SOC value for the given current,
voltage and capacity. As shown in Figure 10, the SMO shows a better fit during the initial stage of SOC
estimation as compared to other EKF methods. On the other hand, the ELM exhibits an overshoot but
s ttle to steady tate quickly during the initial stage of e timation. The spike was caused by a trans ent
at ini ial prediction. Nevertheless, ELM method performs better as the charging and discharging cycle
increase. As a result, the ELM based approach will be used for the SOC estimation of the battery cell in
the next section.
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Table 7. Comparing SOC estimation performance using EKF-based ap roaches and ELM.
Methods RMSE Computation Time (s)
EKF 0.0149 0.0625
STEKF 0.0079 0.1094
CKF 0.0066 0.0938
SMO 0. 061
ELM (10 neurons, sigmoid) 0.0004 0.0313
4.2. Comparison betwe n ELM and Non-ELM Based Ap roaches
The performance of the ELM will be compared with some common methods such as the BP and
RBF. It is followed by comparing the prop sed a aptive online sequ ntial le rning algorithm with the
ELM, B-ELM, I-ELM, OS-ELM, and P-ELM [48] at different ambient temperatur s. Th details of how
t ese learning algorithms work can be found in the various references cited in this paper. For brevity,
the detailed working princ ples of the algorithms a e not shown here. MATLAB was used for all
the mac ine lear ing run ing o an I tel® Core i7-5500u CPU (2.4 GHz) equipped with 16 GB of
RAM. Each neuron activation fu ction ca be sinu oidal, radial basis functio and sigmo dal. In this
paper, the sigmoid activation function was used for BP, RBF and ELM. A different number of hidden
no es will be chosen and th corresponding results for testing RMSE and training time are tabulated.
The tr ining data constitute 70% of he total datase and the r m ining 30% data are use for testing
the trained model.
In the backpropagation algorithm, a forward propagation was used to compute all the sigmoid
activations throughout the network using initial r ndom weights and consta t bias term in layer 1 and
2, includ g the output value. The sigmoid activation has the least RMSE compared to sinusoi al
function. The learni g rate is set to 1 with thr e input neurons (current, voltage, and capacity (in Ah)),
one output (SOC value) with a different number of hidd neurons. The results of the training sing
backpropagatio algorithm can be seen in Table 8. The SOC comparison using the same number of
neurons can be see in Figure 11. In BP, the maximum root mean squared error (RMSE) of the testing
data set f r SOC is approximately 2.454. The CPU training time incurred during the training is not
more than 4066 s. With 17 neurons, the RMSE increased to 4.879 with a training time of 1952 s.
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In the case of RBF, it gives RMSE of 0.1 at a lower CPU training time of 417.6 s. As compared to
ELM with 10 neurons, the RMSE is 0.0004 under the training time of 0.031 s. The SOC plots for basic
ELM, BP and RBF can be seen in Figures 12–14, respectively. However, as compared to the case of
5 neurons for ELM, the RMSE is 0.0178 and the training time is 0.00001 s. The RMSE reduced by 97%
at a faster training time as compared to the case of 10 neurons.
In summary, the extreme learning machine gives a lower training time and reasonable RMSE as
compared to BP and RBF. With only five hidden neurons and a sigmoid activation function used in
ELM, it can achieve the same or better performance than RBF and BP (that used 10 or more neurons).
Further increases i the hidden neurons in ELM will result in a lower testing RMSE with a more
prolonged training time.
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Table 8. Summary of RMSE and training time for backpropagation (BP), radial basis function (RBF)
and basic ELM.
Methods RMSE Training Time (s)
BP (17 neurons, sigmoid) 4.8790 1952.00
BP (10 neurons, sigmoid) 2.4540 4066.00
RBF (17 neurons, sigmoid, spread = 1, goal = 1 × 10−3, df = 1) 0.0990 626.000
RBF (10 neurons, sigmoid) 0.1000 417.600
Basic ELM (5 neurons, sigmoid) 0.0178 0.00001
Basic ELM (10 neurons, sigmoid) 0.0004 0.03100
4.3. Comparison between ELM and Other ELM Based Approaches
In addition to the basic ELM, other types of ELM such as B-ELM, I-ELM, P-ELM, OS-ELM and
AOS-ELM will be compared at different ambient temperatures. As shown in Section 4.2, ELM exhibits
a faster training time and smaller testing RMSE with only five neurons as compared to BP and RBF.
The ELM gives a less complex neural network architecture as fewer neurons can be used. With a higher
number of hidden nodes, the testing RMSE can be reduced. For each ambient temperature, the average
results of 10 trials for ELM based approaches can be obtained. During the training process, ELM based
approaches were given a different number of hidden nodes to examine the effect of increasing the
hidden nodes (or increase in network complexity).
In summary, the improved version of I-ELM named B-ELM has a shorter training time than I-ELM
with a similar testing RMSE. The same trend of linearly increasing in the training time as some neuron
increases can be observed. With less hidden nodes, it gives faster training time. The ELM and B-ELM
with only five hidden nodes across different ambient temperatures can achieve similar results for
I-ELM that uses 20 hidden nodes. Hence, B-ELM performs better than I-ELM.
In parallel chaos search-based ELM (P-ELM), at each learning step, optimal hidden nodes selected
by the parallel chaos optimization algorithm are added to the current network to minimize the error
between target and network output. Increasing the number of hidden nodes improves the testing
RMSE but increases the training time. The P-ELM performs better in both the training time and testing
RMSE than I-ELM for a higher number of the neuron. However, it does not outperform the B-ELM at
5 and 10 hidden nodes at each temperature. A similar result for P-ELM that uses 20 hidden nodes is
unable to perform better than B-ELM with only five hidden nodes.
In contrast to I-ELM, B-ELM, and P-ELM, the testing RMSE for OS-ELM is lower (except for
neuron equals to 20) in Table 9. The number of initial training data used in the preliminary phase
of OS-ELM and the size of the block of data learned by OS-ELM in each step can vary for different
ambient temperatures as seen in Table 9. The initial number of training data is not more than 590.
This number is far less than the entire dataset (approximately 30,000) used for the training and testing.
The training time is longer than I-ELM and B-ELM but shorter than P-ELM. The training time is not
dependent on the number of neurons as seen in Table 9. The testing RMSE is quite constant throughout
the number of neurons. The SOC testing performance of online sequential ELM at 25 ◦C ambient
temperature for different neuron can be seen in Figure 15. It can be observed that the SOC performance
does not improved with the number of neurons.
The adaptive version of OS-ELM named AOS-ELM produces a lower testing RMSE and reasonable
training time (Table 10). In addition, the testing RMSE and training time are smaller than the basic ELM,
I-ELM, B-ELM and P-ELM. However, as the number of neuron increases in the basic ELM, it performs
better at the expense of a higher network complexity. The testing RMSE of AOS-ELM is smaller than
OS-ELM as the size of data block randomly generated in each iteration of sequential learning phase
can be adjusted across different ambient temperatures. As shown in Table 10, the AOS-ELM with five
neurons has the smallest testing RMSE as compared to 10 and 20 neurons. Hence, the complexity
of the neural networks can be reduced. In addition, the number of initial training data used in the
initial phase (N0) in AOS-ELM will need to increase to obtain a smaller testing RMSE. The similar
Energies 2018, 11, 711 21 of 30
phenomena can be seen in the SOC response depicted in Figure 16. Note that the value should not
increase the size of the entire dataset to resemble other non-sequential methods.
Besides using the absolute value obtained for the training time and testing RMSE, it is important
to examine the standard deviation due to the random initialization of weights used in ELM. In each
ambient temperature, the standard deviation of 10 trials was obtained for five, 10 and 20 neurons,
respectively. The same parameters will be used. As shown in Figures 17–19, the results show the
fluctuation of the ELM based learning after multiple simulations using the same settings for each
method. The OS-ELM has the highest standard deviation as compared to the rest. Conversely,
P-ELM produces the lowest standard deviation followed by B-ELM and ELM and I-ELM. The results
show that AOS-ELM gives a reasonable standard deviation at five and 10 neurons as compared to
OS-ELM, I-ELM and basic ELM. It indicates that AOS-ELM is less complicated in the neural network
and gives a faster computation time with more consistency with the results than OS-ELM.
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Figure 15. SOC testing performance of online sequential ELM at 25 ◦C ambient temperature
(for different neuron numbers). (a) 5 neurons, (b) 10 neurons, (c) 20 neurons.
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Figure 16. SOC testing performance of adaptive online sequential ELM at 25 ◦C ambient temperature
(for different neuron numbers). (a) 5 neurons, (b) 10 neurons, (c) 20 neurons.
In summary, AOS-ELM provides some robustness to the learning outcome at different ambient
temperatures. By increasing the number of initial training data used (N0 = 200) and decreasing the
range of the size of the data block (Block_Range = 847), it improves the testing RMSE as shown
(see Table 11). The initial number of training data is smaller than the entire dataset for the training
and testing. With smaller RMSE, it implies that the standard deviation will be smaller. In addition,
with the gradual increase in the dataset obtained during the initial stage of the training that can be
adaptively adjusted using N0, AOS-ELM is more suitable to estimate the SOC for the 12-cell battery.
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Table 9. Results of online sequential ELM with radial basis function (Number of initial training data used, N0 = 80; size of block of data learned in each step, Block = 1270).
Parameters
# Hidden Nodes = 5 # Hidden Nodes = 10 # Hidden Nodes = 20
Training
Time
Training
RMSE
Testing
Time
Testing
RMSE
Training
Time
Training
RMSE
Testing
Time
Testing
RMSE
Training
Time
Training
RMSE
Testing
Time
Testing
RMSE
5 ◦C (N0 = 50, Block = 1270) 3.8594 0.1034 0 0.1171 3.7031 0.1052 0.0313 0.1379 3.9063 0.1356 0 0.1357
15 ◦C (N0 = 60, Block = 1270) 3.6875 0.0646 0.0313 0.0968 3.9531 0.1233 0 0.1703 3.7969 0.1077 0.0313 0.1506
25 ◦C (N0 = 80, Block = 1270) 3.6406 0.0554 0 0.0655 3.9531 0.1306 0 0.0527 3.9688 0.0480 0 0.0527
35 ◦C (N0 = 80, Block = 635) 4.0781 0.0369 0 0.0512 2.7813 0.0844 0.0313 0.0970 1.4219 0.1178 0 0.1278
45 ◦C (N0 = 90, Block = 847) 4.0625 0.1803 0 0.2010 2.8438 0.1199 0 0.1483 2.0625 0.1637 0.0469 0.1914
2-norm 8.6534 0.2276 0.0313 0.2653 7.7968 0.2546 0.0443 0.2867 7.1905 0.2701 0.0564 0.3112
Table 10. Results of adaptive online sequential ELM with sinusoidal activation function (Number of initial training data used, N0 and the range of the size of data
block randomly generated in each iteration of sequential learning phase, Block_Range are different).
Parameters
# Hidden Nodes = 5 # Hidden Nodes = 10 # Hidden Nodes = 20
Training
Time
Training
RMSE
Testing
Time
Testing
RMSE
Training
Time
Training
RMSE
Testing
Time
Testing
RMSE
Training
Time
Training
RMSE
Testing
Time Testing RMSE
5 ◦C (N0 = 100, Block_Range = 847) 1.1875 0.1222 0 0.0609 0.9844 0.0015 0.0469 0.0020 1.3906 0.0349 0 0.0528 (Block_Range = 590)
15 ◦C (N0 = 200, Block_Range = 1270) 1.0469 0.0037 0.0156 0.0043 0.7500 0.0013 0 0.0011 0.7344 0.0033 0 0.0036 (Block_Range = 590)
25 ◦C (N0 = 200, Block_Range = 1270) 0.9375 0.0148 0.0313 0.0181 0.9844 0.0018 0 0.0021 1.1406 0.00002 0 0.00002 (Block_Range = 590)
35 ◦C (N0 = 340, Block_Range = 1270) 0.7344 0.0153 0 0.0225 1.0156 0.0025 0 0.0021 0.9844 0.0007 0 0.0011 (Block_Range = 590)
45 ◦C (N0 = 590, Block_Range = 1270) 0.7031 0.0464 0 0.0450 0.9844 0.0007 0 0.0011 0.7656 0.0008 0 0.0009 (Block_Range = 590)
2-norm 2.1021 0.1325 0.0350 0.0812 2.1216 0.0037 0.0469 0.0039 2.3085 0.0351 0 0.0529
Table 11. Results of adaptive online sequential ELM with sinusoidal activation function using five neurons.
Number of Initial Training Data Used (N0) Range of the Size of Data Block Randomly Generated in EachIteration of Sequential Learning Phase (Block Range) Testing RMSE
80
847
0.0324
100 0.0083
200 0.0043
80
2540 20.631
1270 6.5865
847 0.2373
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4.4. Performance of SOC for 12-Cell Using AOS-ELM
The use of AOS-ELM for the case of a 12-cell battery will be examined. For brevity, the ambient
temperature at 25 ◦C will be examined. A similar approach can be applied to other ambient
temperatures. As shown in Figure 20, the testing RMSE converges to the steady-state in five neurons.
It shows the least error as compared to a lower number of neurons. Since a smaller number of neurons
provide the same or slightly better performance in training time and testing RMSE, the five neurons
will be used for all the AOS-ELM learning. The training time (see Figure 21) increases as the number of
neuron increases. Note that the testing RMSE differs among the 12 cells in Figure 22. The training time
is quite constant across the 12-cell. The testing RMSE across the 12-cell is around 0.002157 (as indicated
as a dotted line in Figure 22). The RMSE is quite small to show that cell balancing may not be required
for the 12 cells as the performance of each cell does not differ too much.
In summary, AOS-ELM gives a lower testing RMSE at a higher number of neurons but with a
longer training time and complexity in the neural networks as compared to OS-ELM, B-ELM and
basic ELM. Although the P-ELM has the lowest standard deviation, it has the longest training time as
compared to AOS-ELM and other methods. As shown in Figure 23, the pack SOC from AOS-ELM
(0.8172) is quite close to the actual SOC (0.8167) obtained from the Ampere-hour method. The pack
SOC using the proposed AOS-ELM can, therefore, predict the SOC of the 12-cell with lower and better
consistency in the testing RMSE and shorter training time.Energies 2018, 11, x  24 of 29 
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Figure 23. Pack SOC for a 12-cell battery at 25 ◦C for five neurons (N0 = 200, block range = 847,
sinusoidal activation function).
5. Conclusions
This paper has proposed the state-of-charge (SOC) estimation of battery power systems using
an adaptive online sequential extreme learning machine (AOS-ELM). The SOC value of battery
cells is influenced by many uncertain parameters such as the model and ambient temperature.
The proposed AOS-ELM method for SOC estimation is useful where the input data such as current,
voltage, capacity are progressively available in batches with small sample size from the cells in the
early training stage. As compared to other approaches such as extended Kalman filter (EKF)-based
approaches, the ELM-based learning produced faster computational time with lower root mean square
error (RMSE). As shown in the comparisons with the bidirectional-ELM (B-ELM), incremental-ELM
(I-ELM), parallel-chaos search-based incremental ELM (P-ELM), online sequential ELM (OS-ELM),
the AOS-ELM produced lower testing RMSE and reasonable training time. The testing RMSE and its
standard deviation of the AOS-ELM could be smaller than the OS-ELM, and other approaches as the
size of data block were randomly generated and adjusted in each iteration of the sequential learning
phase. As a result, the pack SOC value obtained from AOS-ELM could estimate a SOC of the 12-cell
battery close to the value determined by the Ampere-hour method. The subsequent calibration of
the cells’ static capacity and equivalent circuit models of the battery cells were not required as the
AOS-ELM could be used to estimate the SOC. For future works, the proposed AOS-ELM model will be
further optimized and improved. Other different types of deep neural network will be analyzed and
compared. More works will be performed to improve the AOS-ELM learning algorithm for multi-cell
modeling under varying operating parameters.
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