In 2008, Diaconis and Isaacs introduced the notion of a supercharacter theory of a finite group in which supercharacters replace with irreducible characters and superclasses by conjugacy classes. In this paper, we introduce an algorithm for constructing supercharacter theories of a finite group by which all supercharacter theories of groups containing up to 14 conjugacy classes are calculated.
Introduction
Suppose U T n (q) denotes the set of all n × n unipotent upper-triangular matrices over the finite field GF (q). While working on the complex characters of this group, André constructed something nowadays called a supercharacter theory [1, 2, 3] . Diaconis and Isaacs in their seminal paper [8] , axiomatized the notion of supercharacter theories of finite groups. To define, we assume that G is a finite group, Irr(G) denotes the set of all ordinary irreducible characters of G and Con(G) is the set of all conjugacy classes of G. A pair (X , K) is a supercharacter theory of G if the following conditions hold:
(1) X and K are set partitions of Irr(G) and Con(G), respectively;
(2) K contains {e}, where e denotes the identity element of G;
(3) |X | = |K|;
(4) For every X ∈ X , the characters σ X = χ∈X χ(e)χ are constant on each K ∈ K.
The characters σ X are called supercharacters, and the members of K are called superclasses of G [8] . Throughout this paper, Sup(G) denotes the set of all supercharacter theories of G. Now, let X = {{1 G }, Irr(G) \ {1 G }} and K = {{e}, Con(G) \ {e}}, then m(G) = (Irr(G), Con(G)) and M (G) = (X , K) are the trivial supercharacter theories of G.
We now review some constructive results on supercharacter theories of finite groups. Hendrickson [10] provided several constructions which are used to classify all supercharacter theories of cyclic groups and obtained an exact formula for the number of supercharacter theories of a that B ⊆ Irr(G), C ⊆ Con(G) and define [n] B = {i | χ i ∈ B} and [n] C = {j | K j ∈ C}. We now define γ 1 : P(Irr(G)) −→ P([n]) and γ 2 : P(Con(G)) −→ P([n]) by γ 1 (B) = [n] B and γ 2 (C) = [n] C . Then the mapping ξ t and γ t , t = 1, 2, are mutually inverse and so we can use P([n]) instead of both P(Con(G)) and P(Irr(G)) in our algorithms.
Let X = {χ 1 , . . . , χ u } and K = {K 1 , . . . , K s } be parts of set partitions X of Irr(G) and K of Con(G), respectively. If σ X (K 1 ) = · · · = σ X (K s ), then we say that X and K are consistent. If all parts of X are mutually consistent with all parts of K, then the set partitions X and K are said to be consistent. In a part of the proof of [8, Theorem 2.2(c)], the following equivalence relation on G is given:
Note that if u and v are conjugate in G, then u ∼ v. As a result, it is enough to compute σ X on all conjugacy classes of G. Suppose I = {X 1 , . . . , X r } is a set partition of Irr(G) and define σ i = σ X i , 1 ≤ i ≤ r. Set K x = {y | ∀i, 1 ≤ i ≤ r; σ i (x) = σ i (y)}, x ∈ G, and let J be the set of all such subsets. If all members of J are non-empty, then J is a set partition of Con(G) consistent with I and so (I, J) ∈ Sup(G). It is not necessarily true that for each set partition X of irreducible characters there exists a set partition K of conjugacy classes such that X and K are consistent. Hence the problem of computing supercharacter theories of G is reduced to the problem of computing all consistent pairs for G. Now, we introduce some notations in order to work with supercharacter theories of a group G in GAP. The notation σ X (i) denotes the image of σ X in the i-th conjugacy class of G.
The aim of this section is to present an algorithm for constructing all supercharacter theories of a finite group G. We partition this algorithm into three sub-algorithms. These sub-algorithms are presented in three sub-sections. In the first sub-section, a sub-algorithm for finding the set of all bad parts is provided. The second sub-section devotes to calculating all set partitions of an n-element set such that these set partitions do not have any bad part. In the last sub-section, a sub-algorithm for computing a consistent set partition of the conjugacy classes of a group G with respect to a set partition of Irr(G) is given. In what follows, we provide their pseudocode in different sub-sections.
Bad Parts and Bad Set Partitions.
A part X of a set partition X of Irr(G) is said to be bad if X is consistent with only singleton subsets of Con(G). A set partition containing a bad part is called a bad set partition. It is easy to see that a bad set partition X of Irr(G) does not have a mate K such that (X , K) ∈ Sup(G). In some cases like the cyclic groups of orders 11 and 13 and also the dihedral groups of orders 38 and 46, more than %96 of all parts are bad.
In such cases, the running time decreases significantly by removing bad set partitions from the calculations.
We recall that in computing supercharacter theories of a finite group G, {e} and {1 G } are always parts of K and X , respectively. As a result, it is enough to work with set partitions of [n] = {2, . . . , n}.
Proof. Choose 2 ≤ j = k ≤ n such that σ X (j) = σ X (k). Then the part X is consistent with {j}, {k} and {j, k}. This is a contradiction to the definition of a bad part.
By Lemma 2.1, to check whether a part X ∈ P([n] ) is bad or not, it is enough to compute σ X (i) for i ∈ [n] . If all values are different, then X is a bad part. The list of all bad parts can be computed by the following pseudocode. We use the command "FindBadParts(G)" to call it. .n], i) that does not need to store all elements of the collection under investigation. Since this command is time consuming, it is not efficient enough for our purpose. To solve this problem, we design a new algorithm for generating set partitions without saving them on RAM.
Sub-Algorithm 1 Find Bad Parts
In literature, there are two algorithms by Semba [17] and Er [9] for computing set partitions of [n]. The Semba's algorithm which is based on the backtrack technique[17, Theorem 1] has the time complexity of Θ(4B(n)), where the Bell number B(n) is defined as the number of set partitions of an n-element set. The Er's algorithm is recursive. He claimed (without proof) that n i=1 B(i) < 1.6B(n). This is while Nayak and Stojmenović [13, p. 12] proved that n i=2 B(i) < 2B(n). In an exact phrase, Er claimed that the time complexity of his algorithm for generating all set partitions of [n] is Θ(1.6B(n)).
We now explain the Er's algorithm. Choose a set partition P = {π 1 , π 2 , . . . , π k } of [n]. Define the codeword c(P ) = c 1 c 2 . . . c n such that 1 ≤ c i ≤ i and c i = j if and only if i ∈ π j . It is easy to see that there exists a one-to-one correspondence between the set of all set partitions and the set of all such codewords. In Er's algorithm, codewords are computed with the given property as the set partitions of [n].
There exists a limitation in the Er's algorithm: All codewords are determined at the end step and so we cannot identify whether a given set partition is bad or not, before it is done completely. As a consequence, we design an algorithm which generates set partitions part by part. When a bad part occurs, calculations of all set partitions containing that part are pruned.
To explain our algorithm, we set S = {s 1 , s 2 , . . . , s n }. The 2 n − 1 non-empty subsets of S are used as the parts of the set partitions of S. Note that when n is large enough, it is not possible to save all set partitions on the memory. In order to save the memory, we use the integers of the closed interval I = I(S) = [1, 2 |S| − 1]. In fact, we define a one-to-one correspondence In Figure 1 , an example of a generating tree for set partitions of [4] is presented.
Note that after creating a set partition for Irr(G), we invoke the "CreateKappa" subalgorithm for it. This is to check whether there exists a consistent set partition of Con(G) or not. This function is explained in details in the next subsection. 
Create the Consistent Set Partition K with respect to a Given Set Partition of
Irr(G). We recall that finding all supercharacter theories of a group G with n conjugacy classes is equivalent to constructing all consistent pairs of set partitions. Suppose Irrp is a given set partition of the irreducible characters of G. To find a consistent set partition of Irrp, we first define the matrix A as follows (see Table 1 ).
• The rows of A are the parts of Irrp and so A has exactly |Irrp| rows.
• The columns of A are the conjugacy classes of G.
. ., C n are all columns of A. We construct a matrix ST and a list Kappa as follows. Since {e} is a part of each consistent set partition with Irrp, we conclude that {1} ∈ Kappa. We start our algorithm by defining Kappa = {{1}, {2}} and the submatrix
. For each j, 3 ≤ j ≤ n, we compare C j with all constructed columns of ST other than its first column. If C j is different from such columns of ST , then we add C j to ST as a new column and add j to Kappa as a singleton part. Hence Kappa := Kappa ∪ {{j}} and ST := [ST |C j ]. If C j is equal to the r-th column of ST , then we add j to the r-th part of
If in the process of constructing Kappa and ST the inequality |Kappa| > |Irrp| occurs, then we stop calculations without any result. It is because there is no consistent set partition with the same size as Irrp. If at the end of our calculations, |Kappa| = |Irrp|, then we conclude that (Irrp, Kappa) is a supercharacter theory and ST is the supercharacter table of G.
In Sub-algorithm 3, our pseudocode for computing a supercharacter theory of a group G is presented. The input of the program CreateKappa is a set partition of the irreducible characters of a group G named Irrp and its output is the consistent set partition of Con(G) with respect to Irrp.
Sub-Algorithm 3 Create Kappa for a Given Set Partition of Irr(G)
Input: A given group G, Irrp, A set partition of Irr(G)
Output: (Irrp, Kappa), A supercharacter theory of G for a given Irrp
end for end for In the following example, our sub-algorithm for computing bad parts of the cyclic group Z 13 is analyzed. The notation SmallGroup(n, i) stands for the i-th group of order n in the small group library of GAP. we apply the Er's algorithm, then the program for computing all supercharacter theories takes so long to run. Note that the Er's algorithm does not have this potential to find bad parts. For example, our algorithm that is presented in this paper takes less than one second for computing all supercharacter theories of Z 13 , while for the Er's algorithm we need almost 548 seconds.
We end this section by noticing that:
(1) The result of our main algorithm is supercharacter theories of a given group G. In fact, conditions of being a supercharacter theory are checked by the main algorithm in each case.
(2) All supercharacter theories are generated by our algorithm. This is guaranteed by the proof of [8, Theorem 2.2(c)].
Analysis of Algorithms
In Section 2, three sub-algorithms for computing bad parts, set partitions and supercharacter theories were presented. The aim of this section is to calculate the running time and the space complexity of these sub-algorithms and our main algorithm.
Theorem 3.1. Let T 1 (n), S 1 (n) and BP be the time complexity function, the space complexity function and the list of bad parts for a given group, respectively. Then, T 1 (n) ∈ O((n 2 −n)·2 n−1 )
and
Proof. To compute the running time of the function F indBadP arts, we should know values of
). For this purpose, i(n − 1) multiplications and (i − 1)(n − 1) additions are needed. Then, we have (n−1)(n−2) 2 comparisons for investigating the property that σ X s are distinct. Since there are n−1 i i-subsets, the complexity of this sub-algorithm can be computed by the following formula:
Therefore,
= 2n · (n − 1) · 2 n−2 + n 3 = (n 2 − n) · 2 n−1 + n 3 .
Hence T 1 (n) ∈ O((n 2 − n) · 2 n−1 ).
To compute the space complexity of this sub-algorithm, we note that all parts are generated one by one. If a generated part is bad, then we add it to BP . To keep each part, our calculations need an array of size n − 1. Moreover, an (n − 1)-length array is needed in order to save the values σ X (i). Therefore, this sub-algorithm needs a memory of size O(n) to keep each part. For saving all bad parts, we need another array such that its size depends only on the number of bad parts of irreducible characters of a given group. Consequently, S 1 (n) ∈ O(n) + O(|BP |). (1) T 2 (n) ∈ O(2B(n));
(2) The space complexity S 2 (n) belongs to Θ(n).
Proof. To prove (1), let T 2 (n) denote the number of calculations needed to obtain all set partitions without any bad part of the (n − 1)-element set RE. For computing the time complexity in the worst case |BP | = 0, we have to count the number of edges in the generating tree of the function CreateSetPartitions(RE, BP) in general, see Figure 1 . Then,
In OEIS [14] , the sequence {a(n)} n≥0 with code A060719 exists which is defined as follows.
a(n + 1) = a(n) + n i=0 n i (a(i) + 1); a(0) = 1
By [12] , a(n) = 2B(n + 1) − 1 and since T 2 (n) = a(n − 1), we conclude that T 2 (n) = 2B(n) − 1.
Hence, the time complexity of this algorithm is O(2B(n)).
The space complexity depends on the sizes of SP s and RE. Since the union of RE with the members of SP s is [n], S 2 (n) ∈ Θ(n) which proves (2).
In the next theorem, we calculate the complexity of our Sub-algorithm 3 which computes the supercharacter theories of G. has n values, there are n 2 different products χ i (1)χ i . To compute σ X and in the worst case X = {χ 1 , . . . , χ n }, we need n(n − 2) products. As a result, the calculations for obtaining the matrix A is of the time complexity O(n 2 ). Now, we count all the operations that we need to construct ST and the list Kappa. The first and second columns of ST are the same as the first and second columns of A, respectively.
Therefore, we have nothing to count for these columns. For the third column of ST , we have to compare the third column of A with the second column of ST and so there are k comparisons.
For the fourth column of ST , the fourth column of A should be compared with the second and third columns of ST , and so, there are at most 2k comparisons, and so on. Suppose that from the column C j to the next, |Kappa| = |Irrp|. In this case, the remaining conjugacy classes of the group should be distributed among the other parts of Kappa and hence we do not have a new part in Kappa. Thus from C j to C n , the number of comparisons is equal to k(k − 1). Therefore, the total number of comparisons for constructing ST and Kappa is:
2 ), and so, T 3 (n) ∈ O(n 3 ).
Suppose S 3 (n) is the space complexity of the function CreateKappa. We have two matrices A and ST of sizes k × n and k × k, respectively. Since in the worst case k = n, we conclude that
We are now ready to compute the time and space complexity of the first and main algorithms.
In the first algorithm, the generated set partitions are used as an input to compute all supercharacter theories of a finite group. In what follows, we assume that our group has exactly n conjugacy classes. The running time of our first algorithm is T Er (n) = O(n 3 ).Θ(2B(n)) and so
In the main algorithm, we do not need to call the sub-algorithm CreateKappa for bad set partitions. Therefore, the sub-algorithm CreateKappa should be called B(n) − |BP s | times in order to calculate Kappa, where |BP s | is the number of bad set partitions. As a result, the time complexity of the main algorithm is
Consequently, we have the following result: 
Performance Evaluation
To evaluate the performance of the main algorithm and then compare it with the first one, both algorithms have been implemented in the computer algebra system GAP under Windows 10 Home Single Language. The average running times for both algorithms after three runs on a computer with processor Intel(R) Core(TM) m7-6Y75 CPU @ 1.20 GHz 1.51 GHz, installed memory (RAM) 8.00 GB (7.90 GB usable), system type 64-bit operating system and x64-based processor are summarized in Table 2 . In this table, we have chosen groups which have the maximum or the minimum number of supercharacter theories with different number of conjugacy classes. Let BP (G) be the set of all bad parts in a group G and α(G) = |BP (G)| 2 κ(G)−1 −1 in which κ(G) denotes the number of distinct conjugacy classes of G. We have the following two cases in general.
(1) There is not any bad part in P(Irr(G)). In this case, the algorithm for computing supercharacter theories based on the Er's algorithm have a faster running time. Note that we have a pre-process for finding bad parts but such an overhead is very small with respect to the total running time.
(2) There are some bad parts in P(Irr(G)). In this case, by removing these parts from our calculations, the main algorithm will have a faster running time. For example, in the cyclic group Z 13 in which %98.17 of all parts are bad, our main algorithm takes less than one second to run while the other algorithm takes more than 548 seconds. In rare cases such as the Mathieu group M 22 in which a few percentage of parts are bad, the running time of the first algorithm is a bit faster. To compare the first and main algorithms, the running time of the groups with exactly 13 conjugacy classes with respect to these algorithms are depicted in Figure 2 . In this figure, groups numbered 29-53 have faster running times with the main algorithm. The result shows that the main algorithm is better for some classes of groups.
Concluding Remarks
In this paper, two algorithms for computing all supercharacter theories of a finite group G have been presented. The first algorithm is based on the Er's algorithm. In the main algorithm, we have introduced the new feature "bad part" for the parts of Irr(G). Since none of the supercharacter theories contains these bad parts, by filtering and detecting the set partitions of Irr(G)
which have at least one bad part, the running time of this algorithm decreases significantly. Figure 2 . A diagram for the running time of all 53 groups which are listed in Table 3 . These calculations suggest the following conjecture.
Conjecture 5.1. If β n = α(Z pn ) and γ n = α(D 2pn ), then lim n→∞ β n = lim n→∞ γ n = 1, where p n is the n-th prime number.
In Table 5 , the percentage of bad parts in some groups of order 3p, 3 | p − 1 is given. The calculations given in this table show that the Conjecture 5.1 is not valid for groups of order 3p.
Suppose p and q are primes such that q < p and q|p − 1. Let T p,q denote the non-abelian group of order pq and q n denote the n-th prime number with the property 3|q n − 1. By the calculations in Table 5 , we offer the following conjecture:
Conjecture 5.2. If δ n = α(T qn,3 ), then lim n→∞ δ n = 0.5.
Suppose Irr(Z 7 ) = {1 Z 7 , χ 2 , . . . , χ 7 } and Con(Z 7 ) = {e, x Z 7 2 , . . . , x Z 7 7 }. The cyclic group Z 7 has exactly four supercharacter theories m(Z 7 ), M (Z 7 ), C 1 = (X 1 , K 1 ) and C 2 = (X 2 , K 2 ) such that X 1 := {{1 Z 7 }, {χ 2 , χ 3 , χ 5 }, {χ 4 , χ 6 , χ 7 }},
This shows that each part in X and K in a supercharacter theory (X , K) has size 1, 2, 3 or 6.
On the other hand, if p is prime and d is the number of divisors of p − 1, then by [10, Table 1 ], the cyclic group Z p has exactly d supercharacter theories. As a result, the following conjecture is suggested:
For each divisor r of p − 1, there exists only one supercharacter theory (X , K)
of Z p such that the sizes of all non-trivial parts of X and K are equal to r. Moreover, if we sort the conjugacy classes and irreducible characters of Z p by ATLAS notations [6] , then γ 1 (X ) = γ 2 (K).
It is a well-known result in group theory that for any positive integer k, there are finitely many number of non-isomorphic finite groups with exactly k conjugacy classes. This number is denoted by f (k). Suppose Γ(k) = {G 1 , G 2 , . . . , G f (k) } denotes a complete set of finite groups such that all members of Γ(k) are mutually non-isomorphic and all of them have exactly k conjugacy classes. The supercharacter theory form of f (k) is defined as n α 1 1 n α 2 2 · · · n αs s where α i , 1 ≤ i ≤ s, denotes the number of groups with exactly k conjugacy classes containing n i supercharacter theories and f (k) = s i=1 α i . The supercharacter theory form of groups with at most 14 conjugacy classes are recorded in Table 6 . 
The following conjecture has been suggested by the calculations in Table 6 . Vera-López and his co-authors [18, 19, 20] classified all finite groups containing up to 14 conjugacy classes. We apply these classification theorems and our main algorithm to find all supercharacter theories of groups containing up to 14 conjugacy classes. These calculations are presented in Table 7 . 
