Introduction
As the main component in lead-free solder joints, the behavior of Sn under various temperature and stress conditions plays a major role in how these joints exhibit damage caused by electrical currents and temperature gradients. The structure of Sn, commonly microcrystalline or polycrystalline β-Sn in solder joints, allows for a range of macroscale material strength and mass diffusion regimes (Telang 2002 (Telang 32 , 2004 33 ; Singh and Ohring 1984 29 ), resulting from both the frequency and types of boundaries created by the β-Sn grains. Among others, these properties govern the evolution of damage in the joint. Understanding how a solder material will be affected by electromigration from high current density and/or thermomigration from large temperature gradients is a step toward engineering the material for application in high-power devices and nanoelectronics.
Many factors influence the size of the grains and number of grain boundaries in a joint. Current experimental work shows that solder joints exhibit varying types of microstructure, owing in part to changing solute concentration. In 2009, Seo et al. (2009a 27 ) examined Sn-xAg and Sn-xCu solder joints and found that microstructure was significantly affected by alloy composition and cooling rate. In a later but similar work by the same writers (2009b 28 ), the time evolution of microstructure is examined during high-temperature aging, and solute concentration is shown to affect grain growth. Earlier work by Telang et al. (2004 33 ) confirms the findings of Seo et al. (2009a 27 ). For pure Sn ingots, reflowed Sn, and solder joints with concentrations of Ag similar to that of Seo et al. (2009a 27 ), they observe a similar fine microstructure of β-Sn.
Studies at an atomistic level have investigated the effect of size, cohesive energy, and concentration of solute atoms on total grain boundary energy (E GB ). Millett et al. (2005a 17 ) showed that Lennard-Jones solute atoms of various sizes are more effective at lowering E GB than atoms of various cohesive energies. In fact, atoms with larger cohesive energies increased E GB . Millett et al. (2005b 18 ) also demonstrates the possibility of solute stabilization of grain growth in nanocrystals. For a nanocrystalline system of Lennard-Jones (LJ) atoms, at concentrations of solute atoms greater than 2%, all grain growth is halted during molecular dynamics (MD) simulations of the system. Furthermore, after computing the excess energy of the grain boundaries (difference from the bulk structure with solute), at these concentrations, the nanocrystalline system exhibits a lower energy than the bulk single-crystal counterpart.
The recent experimental studies on Ag and Cu solute effects on β-Sn microstructure, in addition to the solid base of theory and simulation work, present an opportunity to use molecular simulation to directly model a realistic system, with the goal of quantifying and explaining solute effects at an atomistic level. In this work, MD simulation is used to examine the effect of low-to-moderate concentrations of Ag and Cu solute atoms on the grain boundary energy of β-Sn. The (101) symmetric tilt boundary of β-Sn is simulated with varying amounts of solute, and using the modified embedded-atom method, values for the segregation enthalpy of Ag and Cu are obtained, as well as respective critical excess solute amounts. This particular boundary was investigated in a previous work by the writers (Sellers et al. 2010 26 ) and shown to exhibit diffusivity close to experimental values.
The writers also investigated the behavior of the solute stabilized boundaries under shear stress as a function of solute amount and compared these to simulation work investigating grain boundary slipping. Finally, some conclusions that explain some of the behavior exhibited by the solder joints in experimental work are provided.
This paper continues with a brief review of the thermodynamics of solute stabilization and stress calculation in atomistic simulation in the "Methodology" section. Next, the details of the simulation setup and data collection are explained in "Simulation Details." The results of grain boundary energy calculations and shear stress simulations are then presented in "Results and Discussion," and the paper ends with "Conclusions."
Methodology
In this section, background on the theory of solute segregation at interfaces and in nanocrystalline materials is presented. The specific relations between solute concentration and grain boundary energy employed in this work are also outlined. For this study of the boundary's behavior under shear, calculation of atomic stress and shear rates are explained.
Free Energy and Excess Enthalpy of Boundaries with Solute
When a solute atom segregates to an interface, the Gibbs adsorption equation (Gibbs 1928 10 Weissmuller (1994 34 ) extends these models to write the total free energy of a grain boundary or polycrystalline structure as In Eq. (3), the energy is now the difference between the free energy of the pure grain boundary or polycrystal (γ 0 , and Γ A = 0), and the effect of the solute on boundary configurational entropy and enthalpy terms. Fig. 1 , H GB is the potential energy of the grain boundary structure, H SLAB is the energy of the tilted slab structure, and the quantity N GB,ATOMS ×H BULK,ATOM is the energy of a periodic bulk structure with the same number of atoms as the slab or grain boundary. Finally, H EX,GB is scaled by the interface area A Note that Eq. (5) can be simplified, but is left in expanded form for clarity. Starting with the potential energy of the grain boundary system, the energy increase attributed to the upper and lower free surfaces (second term of the numerator) is removed and then the remaining energy is compared to that of a fully periodic structure of the same number of atoms (third term).
For the excess energy of a grain boundary containing solute H EX,GB+S , the calculation is slightly different. Now, the energy difference is between a grain boundary containing a given amount of solute, and a periodic bulk structure containing the same amount of solute. Since it is difficult to follow the above procedure with solute atoms included, a few additional steps are outlined to compute H EX,GB+S . First, the energy of only the solute atoms in the bulk structure is obtained by subtracting the energy of a pure periodic bulk structure from a periodic bulk containing solute atoms. The energy of these solute atoms from the grain boundary with solute structure is then subtracted. From here, Eq. (5), where H GB is now H GB+S , is used to find H EX,GB+S .
Shear Stress Calculation
Atomic level stress in these simulations is measured using the relationship for local virial stress for a given volume, which is a combination of the ideal gas and force tensors, Eq. where F i = force on an atom i by its neighbors in the β direction, multiplied by the components of the position of i in the α direction of its neighbors. The second term represents the ideal gas contribution of the internal pressure of the system (found instantaneously by the kinetic energy), where m is the mass of atom i and v is the particular component of its velocity in directions α and β. V is the volume containing the atoms i included in the equation.
Eq. (7) shows an expanded view of the symmetric stress tensor For a system under shear, the off-diagonal term of the stress tensor describing the stress in the direction of the shear and normal to it is calculated. In this work, all shear is in the x-direction of the x-y plane, so the desired stress is τ xz . It follows that the shear strain rate is given by Eq. (8), where v x is the shear velocity in the x direction and z is the height of the simulation cell
Simulation Details
In these simulations, the (101) 
Interatomic Potential
The development of the MEAM potential is outlined below, and details are given in Baskes (1992 Baskes ( 3 , 1994 2000 2 ), respectively. In the model, the total energy E is given as a sum of atom energies E i , as follows:
where F = embedding function, or the energy required to embed an atom of type i into the background electron density ρ i . This factor is normalized by Z i , the number of nearest neighbors in the reference structure. The second term, ϕ(r ij ), is the pair interaction between atom i and its neighbors, j. Sn, Ag, Cu, and the cross-potential parameters are listed in Table 1 . These parameters are determined by fitting experimental values of a material's bulk modulus, average atomic volume, cohesive energy, and equilibrium nearest-neighbor distance of a reference lattice structure. As reported in Ravelo and Baskes (1997 24 ) , the potential for Sn has successfully reproduced experimental values of the heat capacity for Sn's α and β phases, as well as the phase transition temperature between liquid and β-Sn, and β- 
Structure Development, Equilibration, and Shearing Procedures
The (101) symmetric tilt grain boundary of β-Sn, which can be thought of as twist grain boundaries with 180° rotation, is constructed. The simulation cell is periodic in the directions parallel to the grain boundary interface, and fixes atoms at the top of grain one and at the bottom of grain two, mimicking a bulk structure and creating a "sandwich" of movable atoms (Keblinski et al. 1999 13 ). Various quantities of solute are then randomly inserted into interstitial positions at the grain boundary interface. The final structure is shown in Fig. 2 as a normal and expanded view. In this type of setup it is important to equilibrate the system correctly to obtain a grain boundary interface of minimum energy, and to simulate at an average pressure of zero.
Equilibration of the grain boundary is done in three steps, followed by shear simulation. First, near 0K the two grains move independently in x, y, and z-directions via MD, their respective atoms all having the same average force at each time step. This step is shown in Fig. 3a . Finally, once a minimum energy configuration is found, the system is then equilibrated for 100 ps using MD with a Nose-Hoover thermostat and barostat (NPT) at the desired production run temperature and with a time step of 0.001 ps, Fig. 3c . Here, atoms in the bottom grain within twice the potential cutoff distance of the structure's bottom edge are fixed. Atoms in the top grain within twice the potential cutoff distance of the structure's top edge are given an average force in the x, y, and z-directions. This creates a floating boundary at the maximum zheight of the box and allows the system to reach an average pressure of zero over 100 ps. During the last 50 ps of this step, the average energies of grain boundaries with solute concentrations are collected, as shown in Table 2 .
Following these steps, the floating boundary is fixed in the y-and z-directions, and moved at a constant velocity of v x = 5×10 -4 Å/ps in the x direction. Initially, the free atoms of the system are given an additional x velocity profile in the z direction to offset the sudden shock of the moving top boundary. The initial profile is linear from Doing work on the system in the form of shear adds energy, and for significant shear rates this can have an effect on the temperature. In this case, it is customary to either compute the temperature using a non-sheared 
Results and Discussion
Molecular dynamics simulations of the (101) β-Sn grain boundary are conducted for various temperatures and solute concentrations. The average energy of each structure containing amounts of Ag and Cu, Table 2 , is determined and used with the energy of the pure boundary to compute the enthalpies of segregation for Ag and Cu at different temperatures. The behavior of this boundary under a constant shear rate with 25 and 50 solute atoms is also investigated. As a complement to the excess energy calculation, measuring the boundary's response to a steady shear and observing the yield stress offers a way to qualitatively represent the structural stability of the boundary and the effect of solute atoms on boundary slip. Table 2 lists the four excess solute concentrations inserted into the (101) grain boundary interface. At temperatures of 300, 350, 400, and 450K, MD simulations were used to obtain the average energies of all temperature and solute amount combinations. Following the procedure outlined in the "Methodology" section, the excess energies of the boundary with solute and the pure boundary were computed. Employing Eq. (4), H EX,GB+S , H EX,GB , and Γ EX are known for each temperature, and ∆H SEG (the enthalpy of segregation) can be solved. In Fig. 4 , H EX,GB+S , the excess energy of the grain boundary with solute, is plotted as a function of interfacial excess-solute concentration, Γ EX . For data at each temperature, the weighted least-squares method was used to determine trend lines, and the slope of these lines is the solute's enthalpy of segregation. The first rows of Tables 3,4 report these values.
Excess Enthalpy Calculations
Eq. (4) also allows for a reduction in energy of the grain boundary with solute to a value equal to, or less than, that of the pure crystal. In Fig. 4 , the trend lines for each temperature will intersect the y-axis of the plots at or near the value for the excess energy of the pure grain boundary (i.e. where Γ ex = 0). In the case of a grain boundary with a given amount of solute, H EX,GB+S = 0 represents a structure with no energy difference in comparison to the bulk structure with solute. From Eq. (4), as solute is added to the grain boundary (and corresponding bulk structure), the excess energy of the boundary will eventually be reduced to H EX,GB+S = 0. At this point, the critical excess solute concentration is denoted as Γ CR . This, along with the actual number of solute atoms for the system N A,CR is reported in the remaining rows of Tables 3,4 for Ag and Cu solute additions.
Segregation Enthalpies from Molecular Simulation
From the slope of the fitted lines in Fig. 2 , both Ag and Cu lower the excess energy of the boundary when 7 ) also mentioned that a cited solute study for Au, which has a significantly larger radius than Ni and is comparable to Ag, determined the Au segregation enthalpy in Cu to be less than that of Ni. higher energy boundaries, and consequently, the inability for the low energy boundaries to grow and consume the medium and high energy boundaries. For Cu, at low concentrations, this solute cannot stabilize higherenergy boundaries to the required degree, and therefore the solder joints with Cu exhibit β-Sn grain growth of low energy boundaries. As was shown, the effect of Ag and Cu on higher energy boundaries is much greater than the possible effect of solute on low energy boundaries. According to experimental work and the writers's simulation results, the (301) boundary is one of the lowest energy observed in β-Sn. Accordingly, this boundary provides a good lower limit by which to judge segregation effects.
Segregation Enthalpies from Experimental Diffusion Measurements

Experimental Behavior Relating to Segregation
Special and Medium Energy Boundary Simulations
(101) Grain Boundary under Shear Strain Calculations
Computing the energy change of a β-Sn grain boundary upon solute addition with MD provides some explanation as to the behavior of the material during experiment. After reflow of the solder joint, the microstructure must arrive at some thermodynamic equilibrium and the effect of solute amount on the boundary energy can be related to boundary stability. During device operation, however, the solder joint is subject to electrical current and temperature gradients, adding more driving forces to the dynamics of the microstructure, resulting in an increase of stress on the joint. The interface behavior subject to shear strain is investigated with the (101) β-Sn grain boundary containing both Ag and Cu solute amounts of 25 and 50 atoms.
This part of the study compares the yield stress of the pure grain boundary under different constant shear rates. gives a near-linear behavior of yield stress versus shear rate on a log/log plot. The postyield behavior of the systems undergoing the two slowest shear rates, 10 6 s -1 and 10 7 s -1 , is similar-they both maintain a level of shear stress at about 100 MPa. A "steady-state" simulation at the slowest shear rate of 10 6 s -1 was also conducted. The steady-state label in Fig. 5 points to a shear simulation where the strain was stopped and held at 0.0375, and the system was simulated for 2 ns. The flat line on the lowest curve indicates the system was at a steady state and maintained its stress level. The slowest shear rate pushes the limits of what is computationally feasible for these systems, with a shear strain of 0.12 requiring 144 h using four CPUs of a Quad-core 2.27-GHz Intel Xeon L5520 Nehalem processor. The increase in accuracy by reducing the shear rate twofold or threefold, following the trend in Fig. 5 , is outweighed by the large increase in simulation time. Thus, the slowest shear rate (outlined in "Simulation Details") from this figure is used in the rest of this study. Fig. 6 shows the shear stress versus shear strain results for the pure grain boundary and two amounts of Ag solute in the interface for 300K and 450K. At 300K, the pure boundary exhibits the largest yield stress, followed by a large decrease (initial boundary slip) down to a steady shear stress of about 100 MPa. Initial loading of 25
Ag atoms causes the yield stress to drop slightly in comparison to the pure interface; yet it maintains an increased level of stress until a strain of about 0.07, where it drops to roughly 100 MPa. For 50 Ag atoms, the yield stress is larger than for the 25 atom case, and is closer to the level of the pure boundary. This interface maintains its yield stress level for a larger strain, and slips slowly to a value of 100 MPa. The curves at 300K for boundaries containing are averages of three runs with different initial configurations. Only properties are reported that are consistent between these three. At 450K, the pure boundary and boundary containing 25 Ag atoms show various points of yield stress during shear strain to 0.06. A contrasting behavior is shown when 50 atoms of Ag are present in the boundary. The stress is now distinctly higher than that of the pure boundary and 25 atom interfaces. The interface also exhibits near-elastic behavior up to its peak of about 134 MPa.
Many of the trends of Ag solute addition are present in the stress versus strain plots of the boundary with Cu solute. The same shear stress versus strain behavior of the pure boundary that was shown in Fig. 6 is also shown in Fig. 7 . In the case of Cu at 300K, addition of 25 atoms at the interface causes the yield stress to drop, similar to Ag. A large decrease at a strain of about 0.07 then occurs. The stress state for 50 atoms of Cu is elevated until a strain of about 0.07, where it decreases to a level comparable to the other interface concentrations. At larger strain in Fig. 7 , it appears the interfaces containing solute are again increasing their level of shear stress as the strain increases. At 450K, the trends in stress versus strain are comparable to the Ag solute case. While 50 atoms of Cu also appear to increase the stress during shear strain, the level is significantly lower than the 50 Ag atom case from Fig. 6 . There are also some small "shoulders" present in the increasing shear stress portion of the curve, possibly indicating various degrees of atomic rearrangement.
For both types of solute at 300K, the yield stress during boundary shear is lower after the addition of 25 solute atoms. However, a high level of stress is maintained for larger strains, compared to the pure boundary. After initial slip, shown as a rapid decrease in stress in Fig. 6,7 , all the interface stress levels dropped to about 100 MPa, with the exception of 50 Cu atoms, in which the stress falls to about 125 MPa. At the higher temperature of 450K, addition of 25 atoms of solute may increase the elasticity of the boundary, if only slightly, compared to the pure case. With 50 atoms at the interface, however, the shear stress is significantly higher and the boundary now exhibits elastic behavior. In this case, Ag addition provides a larger yield stress than Cu.
For pure Sn, the experimental value for the shear modulus is given as 17.804 GPa. This is computed by Adams boundaries. For MD simulations of aluminum at 750K, the critical level of shear stress necessary for sliding to occur is calculated by varying the magnitude of shear force used. Qi et al. (2007 23 ) show that for boundaries with higher excess energy, a lower critical stress value and an increase in grain boundary sliding is observed. 23 ) discuss a change from a linear to parabolic slope as the force changes. This change is attributed to an increase in atomic disordering at the interface, where a parabolic slope is created by a large shear force perturbing the boundary region and increasing the atomic mobility. As the applied shear force increases, the mobility of the atoms at the interface increases.
The pure boundary undergoes a similar transition at 450K, as time progresses during the constant-shear velocity simulation. Initially, the interface becomes disordered over a 10-15 Å width that is perpendicular to the interface. This is followed by coexisting regions of ordered planes of atoms and mobile pocket of disordered atoms, maintained until a strain of about 0.04. At this point, there is a transition into a structure that envelops the entire interface plane. The new phase in the interface, which is five atomic layers thick, slides relative to the β-Sn lattice on planes above and below it as shear progresses.
This final structure is illustrated in Fig. 8 . Planes of the new structure have formed at the grain boundary interface. The presumed lattice structure is highlighted. Figs. 8a and 8b show the side views in two different planes. Fig. 8c shows a top view of the atoms in the new structure as well as the separated planes. As is shown, the structure is a tetragonal body-centered lattice with equal x and y lengths, and a larger z length than the other two. This is a deviation from β-Sn's tetragonal lattice, where the z length is shorter than x and y. The normal stresses of the simulation box were examined in an attempt to verify if the lattice at the interface was under compressive stress or tensile stress in a particular direction. Compressive stresses in x-and y-directions would indicate deviation from the β-Sn structure, as would tensile stress in the z-direction. However, stresses in x and y were opposite of each other, and the z-direction was under compression.
The writers conclude that the many-body nature of the potential, along with the specific strain distance in the x-z direction, is assumed to aid in forming this secondary phase. After formation, this phase is maintained throughout the duration of the simulation and provides a low stress slip plane for the (101) boundary. Interfaces containing solute do not exhibit this secondary phase formation and consequently offer an increased resistance to sliding.
Conclusions
The excess enthalpy of the β-Sn boundary's energy increased with a Mg addition. However, numerous experimental works show solute atoms stabilizing grain boundaries, both low and high energy, as indicated by the solute's positive enthalpies of segregation (in this work's context). To completely rule out the possibility of "destabilization" by Ag solute, however, more specific investigations should be carried out.
Cu and Ag solute both affected the behavior of the (101) boundary under constant shear strain. At 300K, the pure boundary exhibited the highest yield stress. Interfaces with either Ag or Cu, however, maintained a high level of stress after yield, followed by a quick decrease in stress to a value similar to that of the pure boundary.
High-temperature shear brought about almost no stress response from the pure boundary, and the initially disordered interface underwent a structural transition into a tetragonal body-centered structure at long simulation time. With solute addition, however, the boundary showed less disorder and no structural transitions. Large solute concentrations produced elastic behavior from the boundary under shear, and yield stress values were about 50% and 25% of the 300K case for Ag and Cu, respectively. Overall, Ag and Cu solute addition at lowand high-temperature restricts β-Sn (101) grain-boundary sliding, evidenced by elevated values of stress at larger strains.
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