Abstract. Motivated by a recent work of Setiono, a path-following algorithm for linear programming using both logarithmic and quadratic penalty functions is proposed. In the algorithm, a logarithmic and a quadratic penalty is placed on, respectively, the nonnegativity constraints and an arbitrary subset of the equality constraints; Newton's method is applied to solve the penalized problem, and after each Newton step the penalty parameters are decreased. This algorithm maintains neither primal nor dual feasibility and does not require a Phase I. It is shown that if the initial iterate is chosen appropriately and the penalty parameters are decreased to zero in a particular way, then the algorithm is linearly convergent. Numerical results are also presented suggesting that the algorithm may be competitive with interior point algorithms in practice, requiring typically between 30-45 iterations to accurately solve each Netlib problem tested.
1. Introduction. Since the pioneering work of Karmarkar [Kar84] , much interest has focused on solving linear programs using interior point algorithms. These interior point algorithms may be classified roughly as either (i) projective-scaling (or potential reduction), (ii) affine-scaling, or (iii) path-following. We will not attempt to review the literature on this subject, which is vast (see for example [Meg89] , [Tod89] for surveys). Our interest is in algorithms of the path-following type, of the sort discussed in [GaZS1] . These interior point algorithms typically penalize the nonnegativity constraints by a logarithmic function and use Newton's method to solve the penalized problem, with the penalty parameters decreased after each Newton step (see, for example, [Gon89] , [GMSTW86] , [KMY89] , [MoA87] , [Ren88] , [Tse89] ).
One disadvantage of interior point algorithms is the need for an initial interior feasible solution. A common technique for handling this is to add an artifical column (see [AKRV89] , [BDDW89] , [GMSTW86] , [Lus90] , [MMS89] , [MSSPB89] , [MoM87] ), but this itself has disadvantages. For example, the cost of the artificial column must be estimated, and some type of rank-1 updating is needed to solve each least square problem which can significantly increase the solution time and degrade the numerical accuracy of the solutions. (An advantage of the above multiplier iterations is that they do not need a feasible solution to start.) A key issue associated with the above multiplier iterations concerns the efficient generation of an inexact solution (tk,pk) of the convex quadratic program (1.1) for each k. (Note that as e k decreases, the objective function of (1.1) becomes progressively more ill-conditioned.) Setiono 's algorithm may be viewed as the method of multipliers in which (t,pk) is generated according to the following scheme, reminiscent of the path-following idea: Add a logarithmic penalty function _/k -jm__ ln(tj) to the objective of (1.1), where k is some positive scalar monotonically decreasing with k, and apply a single Newton step, starting from (tk-l,pk-l), to the resulting problem. (If the t k thus obtained lies outside the positive orthant, it is moved back towards t k-1 until it becomes positive. 1)
In this paper, inspired by the preceding work of Setiono, we study an algorithm that also adds to the objective a quadratic penalty on the equality constraints and a logarithmic penalty on the nonnegativity constraints; and then solves the penalized problem using Newton's method, with the penalty parameters decreased after each Newton step. Unlike Setiono's algorithm, our algorithm does not use the multiplier vector x (so it may be viewed as a pure penalty method) and allows any subset of the equality constraints to be penalized. We show that if the problem is primal nondegenerate and the iterates start near the optimal solution of the initial penalized problem, then the penalty parameters can be decreased at the rate of a geometric progression and the iterates converge linearly. To the best of our knowledge, this is the first (global) linear convergence result for an noninterior point path-following algorithm. We also present numerical results indicating that the algorithm may potentially be competitive with interior point algorithms in practice. We remark that enalty methods that use either the quadratic or the logarithmic penalty function have been well studied (see, for example, [Ber82] , [FiM68] , [Fri57] , [JIO78] [Set90] (also see the report [Set91] ), with minor differences in the choice of the penalty parameters.
The same reference includes an (asymptotic) linear rate convergence analysis and extensive numerical results showing that the IDLN algorithm outperforms the popular simplex code MINOS by a factor of 2 or more on the 63 Netlib problems tested. In short, Setiono's independent work provides further evidence of the practical efficiency of the mixed interior point-exterior point solution approach. Finally, we note that while this paper was under review, other noninterior point methods relating to that studied here have been proposed. One method, brought to our attention by one of the referees, is a certain augmented Lagrangian algorithm for stochastic programming (see [MuR90] ); another method is a primal-dual exterior point algorithm for linear programming (see [KMM91] ). However, neither of these methods has been shown to possess the nice theoretical/numerical properties enjoyed by the algorithm studied here. For example, no convergence result is given for the method in [MuR90] and no numerical or rate of convergence result is given for the method in [KMM91] . We make the following blanket assumptions, which are standard for interior point algorithms, regarding (7)) and (P). It is well known that, under parts (a) and (b) of Assumption A, both (7)) and (P) have nonempty bounded optimal solution sets.
Consider the dual problem (7)). It is not difficult to show that, as e and tend to zero, the optimal solution of (7),) approaches the optimal solution set of (/)) (see Lemma We can then envision choosing a constraint splitting so the corresponding QLPPF Algorithm is in some sense most efficient (e.g., fastest convergence) for the given problem. Alternatively, we may choose a constraint splitting so to ensure that certain "critical" equality constraints are satisfied exactly at all iterations (by putting these constraints into Bt-d).
Straightforward algebra using (3.3) yields pc(x, y) de(t, p) + t T (x + BTy).
Also, it follows from strong duality for a convex quadratic program and its dual that
Thus, by letting (x*, y*) be any optimal solution of (7) Since we are dealing with linear programs, Lemma 3.1 implies that, as e $ 0 and 7 $ 0, the (x, y) given by (3.3) approaches the optimal solution set of (7)) and (t,p) approaches the optimal solution set of (7)). In fact, it suffices to decrease e and as far as 2L, where is some scalar constant and L is the size of the problem encoding in binary (defined as, say, in [Kar84] ), at which time an optimal solution of (P) and of (T)) can be recovered by using the techniques described in, for example, [Kar84] and [PaS82] . where the last inequality follows from the triangle inequality and the nonexpansive property of projection matrices. From our choice of e we see that (llcll + Ilwll)/e < .5/(1), so the right-hand side of (3.38) is bounded above by .5/(1)+ (.5/(1)) 2 _< 1/(1) 1/(e/), where the inequality follows from (1) _> 1 and the equality follows from 7 e. Hence (3.35) and (3.37) hold. Also, since (t, p) e J), then Only for three of our test problems could the above termination criterion not be met (owing to violation of (4.4) and (4.6)) in which case the algorithm is terminated whenever primal feasibility (4.5)
is met and IcTx v* I/Iv*l is less than 5.10-7, where v* denotes the optimal cost of (4.1). Our convergence results very possibly also extend to linear complementarity problems with positive semi-definite matrices--in the same manner that the results in [Wse89] can be extended to these problems (see [Tse92] ). This is a topic for further study.
