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Resumo
Neste trabalho abordaremos as func¸o˜es trigonome´tricas de nu´meros reais, de
nu´meros complexos e de matrizes quadradas. A forma convencional que apren-
demos no ensino me´dio, onde sa˜o estudadas apenas as func¸o˜es trigonome´tricas
de nu´meros reais, e´ utilizando a func¸a˜o de Euler para definir o seno e o cosseno.
Nesta dissertac¸a˜o, utilizaremos um pouco da teoria de se´ries para chegar a uma
abordagem que possa ser utilizada para definir as func¸o˜es trigonome´ricas de
nu´meros complexos ou ate´ mesmo de matrizes quadradas. Apresentaremos
tambe´m algumas propriedades importantes destas func¸o˜es e me´todos para
seus ca´lculos, que no caso matricial utilizam ferramentas da a´lgebra linear
como a forma canoˆnica de Jordan.
Palavras chaves: Func¸o˜es Trigonome´tricas, Matrizes, Sequeˆncias e Se´rie, Func¸o˜es
Trigonome´tricas Matriciais.
4
Abstract
In this work we will discuss the trigonometric functions of real numbers, com-
plex numbers and square matrices. The conventional way of learning in the
middle school, where only trigonometric functions of real numbers are stu-
died, is to use the Euler function to define the sine and cosine. In this disser-
tation, we will use some of the series theory to arrive at a approach that can be
used to define the trigonometric functions of complex numbers or even square
matrices. We will present some important properties of these functions and
methods for their calculations, which in the matrix case use linear algebra to-
ols like the canonical form of Jordan.
Key words: Trigonometric Functions, Arrays, Sequences and Series, Matrix
Trigonometric Functions .
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Introduc¸a˜o
Nos livros dida´ticos do ensino me´dio encontramos diferentes maneiras de con-
ceituar as func¸o˜es trigonome´tricas. Em livros mais antigos tais assuntos eram
abordados apenas nos livros do primeiro ano do ensino me´dio, sempre no
u´ltimo capı´tulo, mas atualmente esses conteu´dos sa˜o apresentados no fim do
primeiro ano e no inicio do segundo ano. No entanto, na˜o e´ sempre que as
conceituac¸o˜es tratadas em um mesmo volume sa˜o consistentes entre si, do
ponto de vista matema´tico ou do ponto de vista pedago´gico. Observa-se co-
mumente em livros dida´ticos, desde o inı´cio do estudo de senos e cossenos no
cı´rculo trigonome´trico, que estes sa˜o definidos como func¸o˜es cuja varia´vel e´
um nu´mero real de tal forma que a “volta completa” esta´ associada ao valor
2pi mesmo que, poucas pa´ginas antes, as palavras seno e cosseno estivessem
associadas a grandezas angulares, medidas em graus. Alguns autores menci-
onam as palavras arco e aˆngulo sem qualquer distinc¸a˜o, sem deixar claro que
a unidade radiano pode expressar uma medida linear (comprimento do arco
subentendido pelo aˆngulo).
Nesse tipo de abordagem, sa˜o omitidas algumas questo˜es importantes, tais
como: Por que o uso da unidade radiano e´ necessa´rio? Como e´ possı´vel que um
mesmo conceito matema´tico possa ser definido de formas diferentes? Possivel-
mente, o ideal seja um tratamento segundo o qual as abordagens geome´trica,
trigonome´trica e funcional estivessem relacionadas em lugar de divergir. Acre-
ditamos que tal abordagem possa apresentar uma intenc¸a˜o de “facilitar” o
trabalho dos alunos, poupando-os das dificuldades inerentes a` esseˆncia do
pro´prio conceito, embora isso possa resultar em fatores de conflito potencial.
O objetivo deste trabalho na˜o e´ discutir, de um ponto de vista operacio-
nal, aquilo que e´ enfocado pelos livros do ensino me´dio, mas sim investigar e
propoˆr uma forma de apresentac¸a˜o do conceito de seno e cosseno utilizando
sequeˆncias e se´ries que possa ser utilizado tambe´m para o ca´lculo do seno e
do cosseno de nu´meros complexos e de matrizes quadradas com entradas reais
ou complexas. Sabemos que essa abordagem na˜o esta´ diretamente relacionada
aos alunos do ensino me´dio e muito menos possa ser aplicada por eles nas au-
las de trogonome´tria, mas e´ de grande importaˆncia que os professores tenham
em mente que as func¸o˜es trigonome´tricas na˜o se resume apenas a aˆngulos e
nu´meros reais.
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INTRODUC¸A˜O 7
Esta dissertac¸a˜o esta´ dividada em quatro capı´tulos, organizados na seguinte
estrutura:
• O primeiro capı´tulo trata das Func¸o˜es Trigonome´tricas em R, onde defi-
niremos o que e´ uma func¸a˜o, suas principais carate´risticas, falaremos da
func¸a˜o de Euler e de sua importaˆncia para as func¸o˜es trigonome´tricas;
• No segundo capı´tulo abordaremos sequeˆncias e se´ries de nu´meros re-
ais, nu´meros complexos e de matrizes quadradas, onde abordamos a
noc¸a˜o de convergeˆncia de algumas sequeˆncias e se´ries, e apresentamos
as func¸o˜es seno e o cosseno de nu´meros reais via se´rie de poteˆncias;
• No terceiro capı´tulo estudaremos as func¸o˜es trigonome´tricas de nu´meros
complexos. Utilizando o assunto do segundo capı´tulo, mostraremos que
e´ possı´vel calcular o seno e o cosseno de nu´meros complexos utilizando
as mesma se´ries que defininem estas func¸o˜es em R;
• O quarto capı´tulo trata das Func¸o˜es Trigonome´ticas Matriciais, foco prin-
cipal do nosso trabalho, onde usaremos as se´ries para estender as func¸o˜es
seno e cosseno a`s matrizes quadradas com entradas reais ou complexas.
Forneceremos algumas propriedades destas func¸o˜es e me´todos para seu
ca´lculo utilizando ferramentas da A´lgebra Linear, em particular, a Forma
Canoˆnica de Jordan.
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Capı´tulo 1
Func¸o˜es Trigonome´tricas em R
Neste capı´tulo faremos um estudo das func¸o˜es trigonome´tricas de nu´meros
reais, o qual sera´ pre´-requisito para o nosso principal objetivo, que e´ tratar
sobre as func¸o˜es trigonome´tricas matriciais.
1.1 Func¸a˜o de Euler
Definic¸a˜o 1.1.1 (Func¸a˜o) Dados dois conjuntos A e B na˜o vazios, uma func¸a˜o f
de A em B e´ uma lei de correspondeˆncia que associa cada elemento de x ∈ A a um
u´nico elemento f (x) de B, chamado o valor de f em x. O conjunto A e´ chamado de
domı´nio da func¸a˜o de f e B de contradominio. A func¸a˜o f de A em B e´ indicada
por f : A → B. Se S ⊂ A, define-se a imagem de S por f como sendo o conjunto
f (S) = {f (x) : x ∈ S}. O conjunto f (A) e´ chamado imagem de f , tambe´m denotado
por Im(f ).
A func¸a˜o f e´ dita sobrejetiva quando Im(f ) = B, ou seja, se para todo y ∈ B
existe um x ∈ A tal que f (x) = y. E e´ denominada injetiva quando dados
x1,x2 ∈ A qualquer, com x1 , x2 que f (x1) , f (x2) e, por fim e´ chamada bijetiva
quando for sobrejetiva e injetiva ao mesmo tempo. Para definir as func¸o˜es
trigonome´tricas em R, utilizaremos como ponto de partida a func¸a˜o de Euler.
Para isso, vamos considerar uma circunfereˆncia unita´ria C no plano cartesiano
centrada na origem. Temos, portanto
C = {(x,y) ∈R2 : x2 + y2 = 1}.
Observac¸a˜o 1.1.2 Note que, para todo (x,y) ∈ C tem-se −1 ≤ x ≤ 1 e −1 ≤ y ≤ 1.
Apartir daı´, sendo α um nu´mero real qualquer, define-se a func¸a˜o de Euler
da seguinte maneira.
Definic¸a˜o 1.1.3 A func¸a˜o de Euler E : R→ C faz corresponder cada nu´mero real
α o ponto E(α) = (x(α), y(α)) de C do seguinte modo:
i) E(0) = (1,0);
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ii) Se α > 0, percorremos sobre a circunfereˆncia C, apartir do ponto (1,0), um cami-
nho de comprimento α, andando sempre no sentido anti-hora´rio. O ponto final do
caminho sera´ chamado de E(α);
iii) Se α < 0, E(α) sera´ a extremidade final de um caminho sobre C. de comprimento
|α|, que parte do ponto (1,0) e percorre C sempre no sentido hora´rio.
Figura 1.1: Func¸a˜o de Euler
E´ claro que essa associac¸a˜o e´ possı´vel, pois na pra´tica ela consiste em “en-
rolar” a reta R sobre a circunfereˆncia C de modo que o zero da reta coincida
com o ponto A(1,0), e que o sentido positivo da “reta enrolada” seja o sentido
positivo do ciclo, ou seja, o anti-hora´rio.
Proposic¸a˜o 1.1.4 A func¸a˜o de Euler e´ sobrejetiva.
Demonstrac¸a˜o: Devemos mostrar que para todo ponto B ∈ C, existe um
α ∈ R tal que E(α) = B. De fato, seja B ∈ C. Assim temos que existe α ∈ R,
tal que |α| e´ o comprimento do arco ÂB, onde A = (1,0). portanto segue da
definic¸a˜o de func¸a˜o de Euler que E(α) = B, ou seja, E e´ sobrejetora.
Note que, quando α descreve um intervalo de comprimento t na reta, sua
imagem E(α) percorre um arco na circunfereˆncia de comprimento t. Em parti-
cular, como a circunfereˆncia e´ unita´ria, temos que seu comprimento e´ 2pi. As-
sim, quando α descreve um intervalo de comprimento 2pi na reta, sua imagem
E(α) da uma volta completa na circunfereˆncia voltando ao ponto de partida.
Daı´, podemos concluir que
E(α + 2pi) = E(α),∀α ∈R.
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e, mais geralmente, se E(α) realizar um nu´mero k de voltas(no sentido hora´rio
ou anti-hora´rio), temos que, para todo k ∈Z
E(α + 2kpi) = E(α),∀α ∈R.
E´ va´lido tambe´m a recı´proca deste resultado. Mostraremos com mais deta-
lhes este fato na proposic¸a˜o a seguir.
Proposic¸a˜o 1.1.5 Sejam α,α′ ∈ R. Enta˜o E(α′) = E(α) se, e somente se, α′ =
α + 2kpi, com k ∈Z.
Demonstrac¸a˜o: Vamos provar primeiro que, se α′ = α + 2kpi, com k ∈ Z,
enta˜o α,α′ ∈ R. De fato, suponha primeiramente que α < α′. assim, tem-se
que k e´ inteiro positivo. Logo, quando o ponto α descreve um intervalo de
comprimento 2kpi na reta, ate´ α′, sua imagem E(α) da K voltas sobre C no
sentido-hora´rio, retornando ao ponto de partida. Com isso, para todo α ∈ R
temos que
E(α + 2kpi) = E(α),
ou seja,
E(α′) = E(α).
Se α = α′, tem-se k = 0. Assim, segue diretamente do conceito de func¸a˜o
que
E(α′) = E(α).
Agora, vamos provar que, se E(α′) = E(α) enta˜o α′ = α + 2kpi, com k ∈ Z.
Sejam α,α′ ∈ R tais que E(α′) = E(α). Se α < α′, temos que quando um ponto
p da reta varia de α a α′ sua imagem E(p) se desloca sobre C, α no sentido
anti-hora´rio, partindo de E(α),α. Assim, a distaˆncia total percorrida por E(p)
e´ igual a 2kpi, logo:
α′ = α + 2kpi,
pois o caminho percorrido por E(p) e´, por definic¸a˜o a` distaˆncia percorrida por
p sobre a reta.
Se α > α′, temos que quando um ponto p da reta varia de α a α′ sua imagem
E(p) se desloca sobre C, no sentido hora´rio, partindo de E(α) = E(α′). Assim a
distaˆncia total percorrida por E(p) e´ igual a 2|k|pi. Logo
α′ = α + 2kpi,
pois o caminho por E(p) e´, por definic¸a˜o igual a` distaˆncia percorrida por p
sobre a reta.
Se α = α′ temos que k = 0. Assim α′ = α + 2.0.pi.
Quando uma func¸a˜o apresenta essa propriedade dizemos que a func¸a˜o e´
perio´dica, mas precisamente:
Definic¸a˜o 1.1.6 Seja a func¸a˜o f : A → B. Dizemos que f e´ perio´dica se exite
p ∈ R∗, tal que f (x + p) = f (x) para todo x ∈ A. O menor valor positivo de p que
satisfaz esta condic¸a˜o e´ denominado perı´odo de f .
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1.2 Definic¸a˜o das func¸o˜es trigonome´tricas em R
Vamos agora considerar uma circunfereˆncia C de raio 1, os pontos A = (1,0) e
B = (x,y) pertencentes a C e α a medida do arco ÂB. Ponhamos B = E(α). De-
finiremos o seno, o cosseno, a tangente, o cotangente, a secante e o cossecande
de α respectivamente por:
sen(α) = y(α) (ordenada de B);
cos(α) = x(α) (abscissa de B);
tg(α) =
senα
cos(α)
, onde cos(α) , 0;
cotg(α) =
cos(α)
sen(α)
, onde sen(α) , 0;
sec(α) =
1
cos(α)
, onde cos(α) , 0;
cossec(α) =
1
sen(α)
, onde sen(α) , 0.
Observac¸a˜o 1.2.1 Em relac¸a˜o a circunfereˆncia C, os pontos A e B e o aˆngulo α,
temos:
i) A unidade de medida do aˆngulo α e´ dada em radianos.
II) Pode-se ter B = E(α) com α < 0. Portanto, esta forma de medida e´ orientada,
isto e´, um aˆngulo pode ter medida negativa, ou seja, percorrido no sentido
hora´rio.
III) A medida do aˆngulo α e´ determinada por um mu´tiplo inteiro de 2pi, visto que
B = E(α) implica que B = E(α + 2kpi). Assim, por exemplo, o aˆngulo de 1
radiano e´ tambe´m um aˆngulo de 1− 2pi radianos.
Incialmente, as func¸o˜es trigonome´tricas relacionam os aˆngulos de um triaˆngulo
com os comprimentos de seus lados. Func¸o˜es trigonome´tricas sa˜o importan-
tes no estudo de triaˆngulos e na modelagem de fenoˆmenos perio´dicos, entre
muitas outras aplicac¸o˜es.
Mostraremos agora essas propriedades da trigonome´tria que sera˜o utiliza-
das como recurso para demonstrar as proposic¸o˜es da sec¸a˜o seguinte que trata
sobre func¸o˜es trigonome´tricas em R. Para isso, sera˜o muito ute´is as seguinte
identidades trigonome´tricas, que podem ser encontradas em CARMO, MOR-
GADO e WAGNER(2005,p.57):
Dado um triaˆngulo ABC retaˆngulo em A e o aˆngulo α em AB̂C, temos:
sen(α) =
cateto oposto
hipotenusa
=
AC
BC
cos(α) =
cateto adjacente
hipotenusa
=
AB
BC
13
tg(α) =
sen(α)
cos(α)
=
AC
BC
AB
BC
=
AC
AB
sen(φ±θ) = sen(φ)cos(θ)± sen(θ)cos(φ).
cos(φ±θ) = cos(φ)cos(θ)∓ sen(φ)sen(θ).
sen(−α) = −sen(α);
cos(−α) = cos(α);
sen(α + 2pi) = sen(α);
cos(α + 2pi) = cos(α);
−1 ≤ sen(α) ≤ 1;
−1 ≤ cos(α) ≤ 1.
Algumas definic¸o˜es modernas expressam func¸o˜es trigonome´tricas como
se´ries infinitas ou como soluc¸o˜es de certas equac¸o˜es diferenciais, permitindo a
extensa˜o dos argumentos para a linha nume´rica inteira, real, complexas, ma-
trizes entre outros.
As func¸o˜es trigonome´tricas teˆm uma ampla gama de usos, incluindo o
ca´lculo de comprimentos desconhecidos e aˆngulos em triaˆngulos (geralmente
triaˆngulos retaˆngulos). Neste uso, func¸o˜es trigonome´tricas sa˜o usadas, por
exemplo, em navegac¸a˜o, engenharia e fı´sica. Um uso comum na fı´sica elemen-
tar e´ a resoluc¸a˜o de um vetor em coordenadas cartesianas. As func¸o˜es seno
e cosseno tambe´m sa˜o usadas para modelar fenoˆmenos de func¸a˜o perio´dica,
como ondas sonoras e de luz, a posic¸a˜o e a velocidade dos osciladores harmoˆnicos,
a intensidade da luz solar e a durac¸a˜o do dia, e as variac¸o˜es me´dias de tempe-
ratura ao longo do ano.
1.3 Proprieades das func¸o˜es trigonome´ricas
Vimos na sec¸a˜o anterior o que significa o seno de um nu´mero real x. Como
para cada x real o seno esta´ bem definido e e´ um nu´mero real, podemos definir
a func¸a˜o seno como segue:
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Definic¸a˜o 1.3.1 (Func¸a˜o seno) A func¸a˜o seno e´ a func¸a˜o f : R→ R que associa
cada nu´mero real x ao seu seno, ou seja, e´ a func¸a˜o
f (x) = sen(x).
Proposic¸a˜o 1.3.2 A func¸a˜o seno possui as seguintes propriedades:
1. E´ uma func¸a˜o ı´mpar;
2. E´ uma func¸a˜o perio´dica de perı´odo 2pi;
3. Possui imagem igual a [−1,1].
Demonstrac¸a˜o: Sendo f a func¸a˜o f (x) = sen(x), temos:
1. Devemos mostrar que f e´ impar, ou seja, f (−x) = −f (x), para todo x ∈ R.
De fato isso segue diretamente da definic¸a˜o do seno via func¸a˜o de Euler,
visto que sen(x) e´ a cordenada y da func¸a˜o de Euler E(x);
2. Devemos mostrar que f e´ perio´dica de perı´odo 2pi, ou seja, que f (x +
2pi) = f (x), para todo x ∈R. De fato, por definic¸a˜o, temos que:
f (x+ 2pi) = sen(x+ 2pi)
Vimos que sen(α + 2pi) = sen(α), para todo α ∈R. Logo, temos que
f (x+ 2pi) = sen(x) = f (x).
Portanto, f e´ uma func¸a˜o perio´dica de perı´odo 2pi;
3. Devemos mostrar que Im(f ) = [−1,1]. Assim, temos:
i) Provemos que Im(f ) ⊂ [−1,1], onde Im(f ) = {f (x) : x ∈ R}. De fato,
dado y ∈ Im(f ) existe x ∈ R tal que y = f (x) = sen(x). Vimos que
−1 ≤ sen(α) ≤ 1,∀α ∈R. Assim
−1 ≤ f (x) ≤ 1,
ou seja,
−1 ≤ y ≤ 1.
logo,
Im(f ) ⊂ [−1,1].
ii) Dado y ∈ [−1,1], onde existe x ∈R tal que sen(x) = y, isto e´, f (x) = y.
Daı´
[−1,1] ⊂ Im(f ).
Portanto, de i e ii segue que
Im(f ) = [−1,1].
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Na sequeˆncia definiremos a func¸a˜o cosseno.
Definic¸a˜o 1.3.3 (Func¸a˜o cosseno) A func¸a˜o cosseno e´ uma func¸a˜o f :R→R que
associa cada nu´mero real x ao seu cosseno, ou seja, e´ a func¸a˜o f (x) = cos(x).
Proposic¸a˜o 1.3.4 A func¸a˜o cosseno possui as seguintes propriedades:
1. E´ uma func¸a˜o par;
2. E´ uma func¸a˜o perio´dica de perı´odo 2pi;
3. Possui imagem igual a [−1,1].
Demonstrac¸a˜o: Sendo f a func¸a˜o f (x) = cos(x), ∀ ∈R, temos:
1. Devemos mostrar que f e´ par, ou seja, f (−x) = f (x), para todo x ∈ R. De
fato isso segue diretamente da definic¸a˜o do cosseno via func¸a˜o de Euler,
visto que cos(x) e´ a cordenada x da func¸a˜o de Euler E(x);
2. Devemos mostrar que f e´ perio´dica de perı´odo 2pi, ou seja, que f (x +
2pi) = f (x), para todo x ∈R. De fato, por definic¸a˜o, temos que:
f (x+ 2pi) = cos(x+ 2pi)
Vimos que cos(α + 2pi) = cos α,∀α ∈R. Logo, temos que
f (x+ 2pi) = cos(x) = f (x).
Portanto, f e´ uma func¸a˜o perio´dica de perı´odo 2pi;
3. Devemos mostrar que Im(f ) = [−1,1]. Assim, temos:
i) provemos que Im(f ) ⊂ [−1,1], onde Im(f ) = {f (x) : x ∈ R}. De fato,
dado y ∈ Im(f ) existe x ∈ R tal que y = f (x) = cos(x). Vimos que
−1 ≤ cos(α) ≤ 1,∀α ∈R. Assim
−1 ≤ f (x) ≤ 1,
ou seja,
−1 ≤ y ≤ 1.
logo,
Im(f ) ⊂ [−1,1].
ii) Dado y ∈ [−1,1], onde existe x ∈R tal que cos(x) = y, isto e´, f (x) = y.
Daı´
[−1,1] ⊂ Im(f ).
Portanto, de i e ii segue que
Im(f ) = [−1,1].
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Definic¸a˜o 1.3.5 A func¸a˜o tangente e´ a func¸a˜o f : X→R que associa cada nu´mero
real x ∈ X a sua tangente, ou seja, e´ a func¸a˜o f (x) = tg(x).
Sabemos que na˜o existe a tangente de todos os nu´meros reais x, pois sendo,
tgx =
sen(x)
cos(x)
para que a tangente esteja definida devemos ter cos(x) , 0, ou
seja, x ,
pi
2
+ kpi onde k ∈Z. Assim, para definirmos a func¸a˜o tangente, vamos
considerar o domı´nio da tangente o seguinte conjunto
X = {x ∈R : x , pi
2
+ kpi,∀k ∈Z}.
Proposic¸a˜o 1.3.6 A func¸a˜o tangente possui as seguinte propriedades:
1. E´ uma func¸a˜o ı´mpar;
2. E´ uma func¸a˜o sobrejetiva;
3. E´ perio´dica de periodo pi;
Demonstrac¸a˜o: Pela definic¸a˜o de tangente, f (x) pode ser escrita na forma:
f (x) =
sen(x)
cos(x)
.
1. Devemos mostrar que f e´ ı´mpar, ou seja, que f (−x) = −f (x), para todo
x ∈ X.. De fato, segue que
f (−x) = sen(−x)
cos(−x) ,
como a func¸a˜o seno e´ impar, sen(−x) = −sen(x), e a func¸a˜o cosseno e´ par,
cos(−x) = cos(x), temos que
f (−x) = − sen(x)
cos(x)
= −f (x),
Portanto f e´ ı´mpar.
2. Vamos mostrar que f e´ sobrejetiva, ou seja, mostrar que para cada y inR,
existe x ∈ X tal que f (x) = y. De fato, basta observar que dado y ∈R existe
um triaˆngulo retaˆngulo de lados y, 1 e y2 + 1. Neste caso, se escolhermos
x como sendo o aˆngulo entre os lados de comprimento y e 1 temos que
tg(x) = y.
3. Devemos mostrar que f e´ perio´dica de perı´odo pi, isto e´, f (x+pi). De fato,
tg(α) =
sen(α)
cos(α)
=
−sen(α +pi)
−cos(α +pi) =
sen(α +pi)
cos(α +pi)
= tg(α +pi)
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pois, para cada x ∈ X, temos
tg(x+pi) = tg(x),
Logo,
f (x+pi) = tg(x+pi) = tg(x) = f (x),
para todo x ∈ X.
Definic¸a˜o 1.3.7 (Func¸a˜o secante) A func¸a˜o secante e´ a func¸a˜o f : R → R que
associa cada nu´mero real x ao sua secante, ou seja, e´ a func¸a˜o f (x) = sec(x).
A func¸a˜o secante apresenta domı´nio igual ao conjunto dos nu´meros reais
menos os valores para os quais o cos(x) = 0. Assim, seu domı´nio fica definido
como:
{x ∈R/x , pi
2
+ kpi,k ∈Z}
A secante de um aˆngulo e´ o inverso do seu cosseno, isto e´, a raza˜o do compri-
mento da hipotenusa para o comprimento do lado adjacente, assim chamado
porque representa a linha secante que corta o cı´rculo:
sec(x) =
1
cos(x)
=
hipotenusa
cateto adjacente
Definic¸a˜o 1.3.8 (Func¸a˜o cossecante) A func¸a˜o cossecante e´ uma func¸a˜o f :R→
R que associa cada nu´mero real x ao sua cossecante, ou seja, e´ a func¸a˜o f (x) =
cossec(x).
A func¸a˜o cossecante apresenta domı´nio igual ao conjunto dos nu´meros re-
ais menos os valores para os quais o sen(x) = 0 Logo, seu domı´nio fica definido
como:
{x ∈R/x , kpi,k ∈Z}
O cossecante de um aˆngulo A e´ o inverso do seu seno, isto e´, a raza˜o do
comprimento da hipotenusa ao comprimento do lado oposto,e´ assim chamado
porque e´ o secante de o complementar ou co-aˆngulo:
cossec(x) =
1
sen(x)
=
hipotenusa
cateto oposto
Definic¸a˜o 1.3.9 (Func¸a˜o cotangente) A func¸a˜o cotangente e´ uma func¸a˜o f :R→
R que associa cada nu´mero real x a sua cotangente, ou seja, e´ a func¸a˜o f (x) =
cotg(x).
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A func¸a˜o da cotangente apresenta uma peculiaridade, similar a func¸a˜o tan-
gente. Ela na˜o existe quando o valor de tg(x) = 0. Assim, seu domı´nio fica
definido como:
{x ∈R/x , kpi,k ∈Z}.
Alguns estudos no campo da Educac¸a˜o Matema´tica destacam que o en-
sino da Trigonometria precisa estar alicerc¸ado em um trabalho pedago´gico que
permita o desenvolvimento das competeˆncias almejadas para o Ensino Me´dio.
Torna-se necessa´rio considerar nesse trabalho diversos fatores relacionados ao
planejamento, sejam eles a escolha de temas que permitem a abordagem dos
conceitos, de recursos e me´todos de ensino, bem como espac¸os para que a abor-
dagem ocorra. Ale´m disso, os tempos de ensino e aprendizagem precisam ser
ponderados para que os alunos consigam se apropriar desse conhecimento,
sendo a participac¸a˜o deles fundamental para a significac¸a˜o dos conceitos.
Explorar conceitos matema´ticos atrave´s de diferentes estrate´gias metodolo´gicas,
contextos e aplicac¸o˜es e neste sentido, almejar competeˆncias que permitem
ao aluno identificar a matema´tica ale´m da sala de aula, sa˜o propostas ofer-
tadas pelos documentos oficiais que conduzem o processo educativo com a
Matema´tica no Ensino Me´dio. De acordo com as Orientac¸o˜es Educacionais
Complementares aos Paraˆmetros Curriculares Nacionais (PCN+)
Um conjunto de temas que possibilitam o desenvolvimento das competeˆncias almejadas com re-
levaˆncia cientı´fica e cultural e com uma articulac¸a˜o lo´gica das ide´ias e conteu´dos matema´ticos pode
ser sistematizado nos treˆs seguintes eixos ou temas estruturadores, desenvolvidos de forma concomi-
tante nas treˆs se´ries do ensino me´dio: 1. A´lgebra: nu´meros e func¸o˜es; 2. Geometria e medidas; e 3.
Ana´lise de dados (BRASIL, 2002, p.120).
Para o desenvolvimento do eixo “A´lgebra: nu´meros e func¸o˜es” sa˜o pro-
postas duas unidades tema´ticas: variac¸a˜o de grandezas e trigonometria, sendo
a u´ltima, objeto de estudo dessa produc¸a˜o. Vale lembrar que os principais
objetivos elencados para este eixo referem-se a calcular, interpretar gra´ficos,
identificar e resolver problemas de acordo com o conjunto de propriedades
estabelecidas que, por sua vez, contemplam a unidade da Trigonometria.
A abordagem da Trigonometria, por vezes, e´ realizada com eˆnfase no ca´lculo
alge´brico das identidades e equac¸o˜es em detrimento das aplicac¸o˜es dos concei-
tos trigonome´tricos na resoluc¸a˜o de problemas envolvendo medic¸o˜es, em es-
pecial o ca´lculo de distaˆncias inacessı´veis e para construir modelos que corres-
pondem a fenoˆmenos perio´dicos (BRASIL, 2002). Desse modo, as orientac¸o˜es
curriculares concedidas pelo PCN+ pontuam que “(...) o estudo deve se ater a`s
func¸o˜es seno, cosseno e tangente com eˆnfase ao seu estudo na primeira volta
do cı´rculo trigonome´trico e a` perspectiva histo´rica das aplicac¸o˜es das relac¸o˜es
trigonome´tricas” (BRASIL, 2002, p.122).
No entanto a proposta deste trabalho na˜o e´ ajudar o aluno entender me-
lhor sobre esses conceitos, e sim dar uma visa˜o mais amplas sobre as func¸o˜es
trigonome´tricas aos professores do ensino me´dio, mostrando que esses concei-
tos na˜o se resume apenas a nu´meros reais R, para isso usaremos o conceito de
sequeˆncias e se´ries, que abordaremos nos pro´ximos capı´tulos, generalizando
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estes conceitos a outros conjuntos nu´mericos, tais como o conjunto do nu´meros
complexos C e ao conjunto das matrizes quadradas Mn.
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Capı´tulo 2
Sequeˆncias e Series
Neste capı´tulo abordaremos as sequeˆncias e se´ries de nu´meros reais, comple-
xos e de matrizes quadradas. As func¸o˜es trigonome´tricas reais sera˜o apresen-
tadas como se´ries de poteˆncias, as quais sera˜o usadas nos pro´ximos capı´tulos
para estender estas func¸o˜es aos complexos e a matrizes.
2.1 Sequeˆncias de nu´meros reais, complexos e ma-
triciais
Neste trabalho N denotara´ o conjunto dos nu´meros naturais e B pode ser o
conjunto R dos nu´meros reais, C dos nu´meros complexos ou o conjunto Mn
das matrizes quadradas de ordem n com entradas reais ou complexas, munidos
respectivamente das seguintes normas:
• se B =R definimos a norma de um nu´mero real a como sendo seu mo´dulo,
ou seja, ‖a‖ = |a| = a se a ≥ 0 ou −a se a < 0;
• se B = C definimos a norma de um nu´mero complexo z = a + bi como
sendo seu mo´dulo, ou seja, ‖z‖ = |z| = √a2 + b2;
• se B =Mn(R) ou Mn(C), definimos a norma de A ∈ B por
‖ A ‖= sup
‖x‖≤1
‖ Ax ‖= sup
‖x‖=1
‖ Ax ‖ .
Definic¸a˜o 2.1.1 . Uma sequeˆncia em B e´ uma func¸a˜o
a :N→ B,
ou seja, uma func¸a˜o a que associa a cada nu´mero natural n um elemento a(n) = an
de B, o qual e´ denominado termo geral da sequeˆncia. Em geral, usamos a notac¸a˜o
(an)n∈N = (a1, a2, a3, ..., an, ...)
para representar tal sequeˆncia.
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E´ importante na˜o confundir a sequeˆncia (an)n∈N, que e´ uma func¸a˜o, com
sua imagem {a1, a2, a3, ..., an, ...}.
Em geral para uma sequeˆncia (an)n∈N dizemos que
a1 e´ o primeiro elemento;
a2 e´ o segundo elemento;
a3 e´ o terceiro elemento;
...
...
...
...
...
Essa lista tambe´m pode ser representada escrevendo-se os primeiros ele-
mentos da sequeˆncia, ou seja,
(a1, a2, a3, ...).
Veremos agora alguns exemplos de sequeˆncias nos casos em que B =R, C e
Mn.
Exemplo 2.1.2 A sequeˆncia( 1
2n
)
n∈N
=
(
1 +
1
2
,
1
4
,
1
8
...,
1
2n
, ...
)
e´ um exemplo de sequeˆncias de nu´meros reais, ou seja, uma sequeˆncia em B = R.
Neste caso, seu termo geral e´ dado por an = 1/2n.
Exemplo 2.1.3 A sequeˆncia( i
n
)
n∈N
=
(
i,
i
2
,
i
3
, ...,
i
n
, ...
)
e´ um exemplo de sequeˆncias de nu´meros complexos, ou seja, uma sequeˆncia em
B =C. Neste caso, seu termo geral e´ dado por
{ i
n
/n ∈N
}
.
Exemplo 2.1.4 A sequeˆncia[
n n+ 1
n+ 2 n+ 3
]
n∈N
=
([
1 2
3 4
]
,
[
2 3
4 5
]
,
[
3 4
5 6
]
, ...,
[
n n+ 1
n+ 2 n+ 3
]
, ...
)
e´ um exemplo de sequeˆncia de matriz com entradas de nu´meros reais, ou seja, uma
sequeˆncia em B =Mn(R). Neste caso, seu termo geral e´ dado por{[
n n+ 1
n+ 2 n+ 3
]
/n ∈N
}
.
Exemplo 2.1.5 A sequeˆncia[
in 1− in
2 0
]
n∈N
=
([
i 1− i
2 0
]
,
[
2i 1− 2i
2 0
]
,
[
3i 1− 3i
2 0
]
, ...,
[
in 1−ni
2 0
]
, ...
)
e´ um exemplo de sequeˆncias de matriz com entradas de nu´meros complexos, ou seja,
uma sequeˆncia em B =Mn(C). Neste caso, seu termo geral e´ dado por{[
in 1−ni
2 0
]
/n ∈N
}
.
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A seguir veremos a noc¸a˜o de convergeˆncia de uma sequeˆncia de elementos
de B.
Definic¸a˜o 2.1.6 Dizemos que uma sequeˆncia (an)n∈N ⊂ B converge para L ∈ B se
para todo  > 0 existe n0 ∈N tal que
|an −L| < 
para todo n > n0. Uma sequeˆncia que na˜o converge e´ dita divergente. O simbolo
lim
n→+∞an = L
sera´ usado para dizer que a sequeˆncia (an)n∈N converge para L e neste caso dizemos
que L e´ o limite da sequeˆncia.
Exemplo 2.1.7 A sequeˆncia
an =
1
n
sabendo que lim
n→+∞an = 0 enta˜o a sequeˆncia e´ convergente.
Exemplo 2.1.8 Considere a sequeˆncia
zn =
i
n
.
Temos que zn e´ um nu´mero complexo com<(zn) = 0→ 0 e=(zn) = 1n → 0, o que
mostra que zn converge para zero.
Exemplo 2.1.9 No caso de uma sequeˆncia de matriz, basta que todos seus elemen-
tos sejam convergentes para que ma matriz seja convergente. Em particular, para a
sequeˆncia
Mn =
 2 1n0 1

comos seus elementos convergem, pois como vimos no primeiro exemplo
1
n
converge
pra zero e os demais termos sa˜o constantes, segue que a sequeˆncia e´ convergente Mn
converge para a matriz
M =
[
2 0
0 1
]
.
2.1.1 Sequeˆncia de Cauchy
Uma sequeˆncia (an)n∈N ⊂ B e´ dita uma sequeˆncia de Cauchy se para qualquer
nu´mero positivo  existe um natural n0 tal que se n,m sa˜o maiores do que n0
enta˜o
‖an − am‖ < .
Em linguagem simbo´lica temos:
∀ > 0 ∃n0 ∈N : n,m ≥ n0⇒ |an − am| < ⇒ ‖an − am‖ < 
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Proposic¸a˜o 2.1.10 Se uma sequeˆncia (an)n∈N ⊂ B converge enta˜o esta sequeˆncia e´
de Cauchy.
Demonstrac¸a˜o: Seja (an) uma sequeˆncia convergente, digamos que liman =
L. Dado  > 0 arbitrariamente, existe n0 ∈N tal que:
m > n0⇒ |am −L| < 2
e
n > n0⇒ |an −L| < 2 .
Logo
m,n > n0⇒ |am − an| ≤ |am −L|+ |an −L| < 2 +

2
= 
e portanto (an) e´ uma sequeˆncia de Cauchy.
Pela proposic¸a˜o 2.1.10 toda sequeˆncia convergente e´ de Cauchy. Esse fato
vale em todo espac¸o vetorial normado ou mais geralmente, em qualquer espac¸o
me´trico, no entanto em alguns espac¸os normados (me´trico) existem sequeˆncias
de Cauchy que na˜o convergem.
Definic¸a˜o 2.1.11 Um espac¸o vetorial normado (ou espac¸o me´trico) e´ dito completo
se toda sequeˆncia de Cauchy neste espac¸o e´ convergente.
Neste trabalho usaremos em alguns momentos o fato, que provaremos a
seguir, que uma sequeˆncia de nu´meros reais e´ convergente se, e somente se,
for de Cauchy,ou seja, que R e´ completo.
Teorema 2.1.12 (Completeza de R) Uma sequeˆncia de nu´meros reais e´ conver-
gente se, e somente se, for de Cauchy.
Demonstrac¸a˜o: Pelo que vimos na proposic¸a˜o 2.1.10 toda sequeˆncia de Con-
vergente de nu´meros reais e´ de Cauchy. Por outro lado, se (an) e´ uma sequeˆncia
de Cauchy iniciamente sabemos que ela e´ limitada. Consequentemente, pelo
Teorema de Bolzano-Weierstrass (an) possui uma subsequeˆncia que converge
para um nu´mero real L. Provaremos agora que de fato liman = L. Com efeito,
Sendo (an) uma seqeˆncia de Cauchy, temos que dado  > 0, existe um n ∈N tal
que
m,n > n0⇒ |am − an| < 
Seja (ani) uma subsequeˆncia de (an) convergindo para L. Enta˜o existe n1 > n0
tal que |ani −L| < 2. Protanto,
n > n0⇒ |an −L| ≤ |an − ani |+ |ani −L| < 2 +

2
= .
Com isso mostramos que lim an = L, o que completa a prova do teorema.
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2.2 Se´ries de nu´meros reais, complexos e de matri-
zes
Nesta sec¸a˜o, definiremos e explicaremos, de maneira precisa, o que signi-
fica, em matema´tica, somar uma quantidade infinita e enumeravel de nu´meros
reais, complexos e matriciais. E´ importante ressaltar que o nosso interesse e´ es-
tudar sua convergeˆncia.
Definic¸a˜o 2.2.1 Seja (an)n∈N uma sequeˆncia em B. Defina a nova sequeˆncia (sn)
pondo
s1 = a1 e sn =
n∑
k=1
an = a1 + a2 + ...+ an,∀ n > 1.
Chamamos sn de n-e´sima soma parcial dos termos da sequeˆncia (an). Se a
sequeˆncia (sn) converge para s ∈B, ou seja,
limsn = s,
dizemos que s e´ a soma da se´rie dos termos da sequeˆncia (an). Neste caso, denotamos
s =
∞∑
n=1
an,
ou seja
∞∑
n=1
an = limsn.
Se (sn) diverge dizemos que ∞∑
n=1
an =∞.
Em geral, dizemos que
∞∑
n=1
an
e´ a se´rie associada a sequeˆncia (an).
Observac¸a˜o 2.2.2 Esta mesma definic¸a˜o se aplica nos casos em que B = R, C ou
Mn.
Quando na˜o houver possibilidade de confusa˜o de notaremos a se´rie
∞∑
n=1
an
somente por
∑
an.
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Exemplo 2.2.3 Segue abaixo alguns exemplos de se´ries de nu´meros reais, comple-
xos e de matrizes.
∑ 1
n
= 1 +
1
2
+
1
3
+ ...+
1
n
+ ...,∑
(−1)n = −1 + 1− 1 + 1 + ...+ (−1)n + ...,∑
2n+ i = 2 + i + 4 + i + 6 + i + ...+ 2n+ i + ....∑[ n −n
2n 1
]
=
[
1 −1
2 1
]
+
[
2 −2
4 1
]
+
[
3 −3
6 1
]
+ ...+
[
n −n
2n 1
]
+ ....
Definic¸a˜o 2.2.4 (Convergeˆncia de Se´ries) Dizemos que uma se´rie
∑
an e´ con-
vergente se a sequeˆncia de somas parciais (sn) e´ convergente. Neste caso
∑
an = s,
onde s = limsn e´ chamado a soma desta se´rie. Caso contra´rio, dizemos que
∑
an e´
divergente.
Observac¸a˜o 2.2.5 Veja que
s = lim
n→∞
n∑
k=1
xk .
Assim sendo, se ∞∑
n=1
an
e´ convergente obtemos
∞∑
n=1
an = limn→∞
n∑
k=1
ak .
Exemplo 2.2.6 Vimos que a n-e´sima soma parcial da se´rie∑ 1
n(n+ 1)
e´ dada por
sn =
1
1.2
+
1
2.3
+
1
3.4
+ ...+
1
n(n+ 1)
.
Por outro lado,
1
k
− 1
k + 1
=
k + 1− k
k(k + 1)
=
1
k(k + 1)
, ∀ k ∈N.
com isso,
sn =
1
1.2
+
1
2.3
+
1
3.4
+ ...+
1
n(n+ 1)
sn =
(1
1
− 1
2
)
+
(1
2
− 1
3
)
+ ...+
(1
n
− 1
n+ 1
)
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sn = 1− 1n+ 1 ,
consequentemente,
limsn = lim
(
1− 1
n+ 1
)
= 1,
ou seja, ∑ 1
n(n+ 1)
= 1
e´ uma se´rie que converge para 1.
Teorema 2.2.7 As se´ries em Mn(K), onde K e´ R ou C, dadas por
∞∑
k=0
1
k!
Ak = I +A+
1
2!
A2 +
1
3!
A3 + · · · ,
∞∑
k=0
(−1)k A
2k
(2k)!
= I − A
2
2!
+
A4
4!
− · · ·
e ∞∑
k=0
(−1)k A
2k+1
(2k + 1)!
= A− A
3
3!
+
A5
5!
− · · ·
sa˜o convergentes para qualquer que seja a matriz A ∈Mn(K).
Demonstrac¸a˜o: Para a primeira se´ria, a k-e´sima soma parcial e´
Sk =
k∑
i=0
Ai
i!
,
enta˜o
‖ Sm − Sk ‖=‖
m∑
i=0
Ai
i!
−
k∑
i=0
Ai
i!
‖=‖
k∑
i=m+1
Ai
i!
‖
sem perda de generalidade considere que m > k (o outro caso e´ ana´logo). Pela
desigualdade triangular e usando a propriedade da norma ‖ AB ‖≤‖ A ‖‖ B ‖
concluı´mos que
‖ Sm − Sk ‖6
k∑
i=m+1
‖ Ai ‖
i!
6
k∑
i=m+1
‖ A ‖i
i!
Desde que ‖ A ‖ seja um nu´mero real, o lado direito e´ uma parte da se´rie
convergente de nu´meros reais
e‖A‖ =
∞∑
i=0
‖ A ‖i
i!
(2.1)
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Portanto, desde que seja convergente, para cada  > 0 fixado arbitraria-
mente, existe um N tal que, para m,k ≥N ,
k∑
i=m+1
‖ A ‖i
i!
< 
isso mostra que {Sk} e´ uma sequeˆncia de Cauchy de nu´meros reais e, portanto
ela converge.
Para a segunda se´rie a n-e´sima soma parcial e´
Sk =
∞∑
i=0
(−1)i A
2i
(2i)!
,
enta˜o
‖ Sm − Sk ‖=‖
m∑
i=0
(−1)i A
2i
(2i)!
−
k∑
i=0
(−1)i A
2i
(2i)!
‖=‖
k∑
i=m+1
(−1)i A
2i
(2i)!
‖
sem perda de generalidade considere que m > k (o outro caso e´ ana´logo). Pela
desigualdade triangular e usando a propriedade da norma ‖ AB ‖≤‖ A ‖‖ B ‖
concluı´mos que
‖ Sm − Sk ‖6
k∑
i=m+1
‖ A2i ‖
2i!
6
k∑
i=m+1
‖ A ‖2i
2i!
6
k∑
i=m+1
‖ A ‖i
i!
Desde que ‖ A ‖ seja um nu´mero real, o lado direito da se´rie convergente de
nu´meros reais
e‖A‖ =
∞∑
i=0
‖ A ‖i
i!
e portanto e´ de Cauchy, logo pela completeza de R e´ convergente.
A prova da convergeˆncia da terceira se´rie e´ ana´loga a prova da convergeˆncia
da segunda.
Como as se´ries do Teorema 2.2.7 convergem para qualquer que seja a ma-
triz A ∈Mn(K), onde K e´ o corpo dos nu´meros reais ou complexos, enta˜o elas
convergem para matrizes de ordem 1 com entrada de nu´meros reais comple-
xos. Fazendo a indentificac¸a˜o de M1(K) com K temos que estas se´ries conver-
gem para nu´meros reais ou complexos. Assim, para todo z ∈ C (em particular
∈C) temos que as se´ries
∞∑
k=0
(−1)k z
2k
(2k)!
(2.2)
e ∞∑
k=0
= (−1)k z
2k+1
(2k + 1)!
(2.3)
sa˜o convergentes. Veremos que esta se´ries no caso em que z ∈ R convergem
para cos(z) e sen(z) respectivamente, mas como elas convergem para toda ma-
trizA ∈Mn(K), usaremos estas se´ries para estender as func¸o˜es trigonome´tricas.
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2.3 Se´rie de Poteˆncias em R
Definic¸a˜o 2.3.1 Uma se´rie de poteˆncias e´ uma se´rie da forma
∞∑
n=0
cnx
n (2.4)
Onde c′ns sa˜o constantes reais chamadas coeficiente da se´rie e x e´ uma varia´vel real.
Se x for substituı´do por x–x0 em 2.4, enta˜o a se´rie resultante tem a forma
∞∑
n=0
Cn(x − x0)n = c0 + c1(x–x0) + c2(x − x0)2 + . . .+ cn(x − x0)n + . . . (2.5)
e e´ chamada de se´rie de poteˆncias em x–x0 ou se´rie de potencias centrada em x0 ou
se´rie de poteˆncias em torno de x0.
Observe que para cada x fixado as se´ries (2.4) e (2.5) e´ uma se´rie de nu´meros
reais que pode convergir para alguns valores de x e divergir para outros. Veja
que a se´rie de poteˆncias e´ uma func¸a˜o
f (x) = c0 + c1x+ c2x
2 + . . .+ cnx
n + . . . ,
definida para todos os x′s que tornam a se´rie convergente. Diferente de um
polinoˆmio por poder ter infinitos termos na˜o nulos.
2.3.1 Polinoˆmio de Taylor
A ide´ia do polinoˆmio de Taylor surgiu com o objetivo de aproximar func¸o˜es
por polinoˆmios. Para obteˆ-lo pense no seguinte problema. Dada uma func¸a˜o
f diferenciavel n vezes em um ponto x0, ache um polinoˆmio P de grau n com a
propriedade de que o valor de P e suas n primeiras derivadas coincidam com
aqueles de f em x0. Para facilitar os ca´lculos iremos expressar o polinoˆmio P
em poteˆncias de x–x0, ao inve´s de poteˆncias de x, isto e´
P (x) = c0 + c1(x–x0) + c2(x–x0)
2 + . . .+ cn(x–x0)
n (2.6)
Enta˜o, queremos encontrar um polinoˆmio dessa forma tal que
f (x0) = P (x0), f
′(x0) = P ′(x0), f ”(x0) = P ”(x0), . . . , f n(x0) = P (n)(x0) (2.7)
Mas
P (x) = c0 + c1(x–x0) + c2(x–x0)2 + . . .+ cn(x–x0)n
P ′(x) = c1 + 2c2(x–x0) + 3c3(x–x0)2 + . . .+ncn(x–x0)n−1
P ′′(x) = 2c2 + 3.2c3(x–x0) + . . .+n.(n–1).cn(x–x0)n−2
P ′′′(x) = 3.2c3 + . . .+n.(n–1).(n–2).cn(x–x0)n−3
P (n)(x) = n.(n–1).(n–2).....1.cn.
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Portanto, para satisfazer (2.6) devemos ter
f (x0) = P (x0) = c0
f ′(x0) = P ′(x0) = c1
f ′′(x0) = P ”(x0) = 2.c2 = 2!c2
f ′′′(x0) = P ”′(x0) = 3.2c3 = 3!c3
f (n)(x0) = P (n)(x0) = n.(n–1).(n–2). . . . .1cn = n!cn.
Logo os coeficientes de P (x) sa˜o:
c0 = f (x0), c1 = f
′(x0), c2 =
f ′′(x0)
2!
, c3 =
f ′′′(x0)
3!
, . . . , cn =
f (n)(x0)
n!
O polinoˆmio que obtemos pela substituic¸a˜o destes coeficientes em (2.7) e´
chamado de n-e´simo polinoˆmio de Taylor em torno de x0.
Definic¸a˜o 2.3.2 Se f puder ser diferenciada n vezes em x0, enta˜o
Pn(x) = f (x0) + f
′(x0)(x–x0) +
f ”(x0)
2!
(x–x0)
2 + . . .+
f (n)(x0)
n!
(x–x0)
n
e´ definido como o n-e´simo polinoˆmio de Taylor em torno de x0. No caso em que
x0 = 0 o polinoˆmio fica
Pn(x) = f (0) + f
′(0)x+ f ”(0)
2!
x2 + . . .+
f (n)(0)
n!
xn
E neste caso, chamaremos de polinoˆmio de Maclaurin.
Usando a convenc¸a˜o de que f 0(x0) denota f (x0) e a notac¸a˜o f (k)(x0) para
denotar a k-e´sima derivada de f em torno de x0 podemos definir as se´ries de
Taylor e de Maclaurin.
Definic¸a˜o 2.3.3 Se f tiver derivadas de todas as ordens em x0 enta˜o chamamos a
se´rie de poteˆncias
∞∑
k=0
f (k)(x0)
k!
(x–x0)
n = f (x0)+f
′(x0)(x–x0)+
f ”(x0)
2!
(x–x0)
2+. . .+
f (k)(x0)
k!
(x–x0)
k+. . .
de se´rie de Taylor para f em torno de x0. Em particular, quando x0 = 0, a se´rie fica
∞∑
k=o
f (k)(0)
k!
xk = f (0) + f ′(0)x+ f ”(0)
2!
x2 + . . .+
f (k)(0)
k!
xk . . .
e neste caso chamaremos de se´rie de Maclaurin para f .
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2.3.2 Raio de Convergeˆncia
Quando substituimos a varia´vel x em uma se´rie de poteˆncias por um valor
nume´rico, enta˜o a se´rie passa a ser nume´rica. Precisamos enta˜o determinar
para quais valores de x a se´rie converge. O seguinte teorema sera´ u´til.
Teorema 2.3.4 Para uma se´rie de poteˆncias
∞∑
(k=0)
ck(x − x0)k
apenas uma das seguintes afirmac¸o˜es seguintes e´ verdadeira.
a) A se´rie converge apenas para x = x0.
b) A se´rie converge para todos os valores de x.
c) Existe um nu´mero postivo R tal que a se´rie converge se | x − x0 | < R e diverge
se | x − x0 | > R
O nu´mero R no caso (c) e´ chamado raio de convergeˆncia da se´rie. Com
ele fica definido o intervalo de convergeˆncia de uma se´rie de poteˆncias que
consiste em todos os valores de x para os quais a se´rie converge. Nos casos
(a) e (b), por convenc¸a˜o, os raios de convergeˆncia sa˜o respectivamente R = 0 e
R =∞, o que acarreta num intervalo de convergeˆncia que consiste apenas num
u´nico ponto x0 em (a) e (−∞,∞) em (b). Ja´ no caso (c) temos quatro intervalos
de convergeˆncia possive´is:
(x0 −R,x0 +R), (x0 −R,x0 +R], [x0 −R,x0 +R)e[x0 −R,x0 +R].
2.3.3 convergeˆncia da se´rie de Taylor
Seja uma func¸a˜o f que possui derivadas de todas as ordens.Para ilustrar, con-
sideremos a func¸a˜o g(x) = ex que possui esta caracteristica. Observe o grafico
da func¸a˜o g e os polinoˆmios de Taylor (Tn(x)) para n = 1, 2,e 3 para esta func¸a˜o
em torno de zero
Quando n aumenta, Tn(x) parece aproximar a func¸a˜o g.Isso sugere que ex e´
igual a soma de sua se´rie de Taylor, ou seja, quando n→∞
Mas o n-e´simo polino˜mio de Taylor e´ a n-e´sima soma parcial da se´rie de
Taylor. Desta forma podemos afirmar que a se´rie de Taylor para a func¸a˜o g em
torno de zero converge no ponto x, e a soma e´ g(x)
Generalizando, f (x) e´ a soma de sua se´rie de Taylor se
f (x) = lim
n→∞Tn(x) (2.8)
Se considerarmos a diferenc¸a entre f (x) e seu n-e´simo polinoˆmio de Taylor em
torno de x0 e chamarmos de n-e´simo resto (Rn) para f em torno de x0 denotada
por
Rn(x) = f (x)− Tn(x)
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Figura 2.1:
que podemos escrever como
f (x) = Rn(x) + Tn(x)
ou ainda
lim
n→∞f (x) = limn→∞[Tn(x) +Rn(x)] = limn→∞Tn(x) + limx→∞Rn(x)
Logo, se limn→∞Rn(x) = 0 enta˜o f (x) = limn→∞Tn(x) e portanto f (x) e´ a
soma de sua se´rie de Taylor. Temos enta˜o o seguinte Teorema
Teorema 2.3.5 Se f (x) = Tn(x) +Rn(x), onde Tn e´ o polino˜mio de Taylor de grau n
de f em x0, e
lim
n→∞Rn(x) = 0
para | x − x0 | < R, enta˜o f e´ igual a` soma de sua se´rie de Taylor no intervalo
| x − x0 | < R.
Geralmente para mostrar que
lim
n→∞R(x) = 0
usamos a desigualdade de Taylor,que vermos a seguir.
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Teorema 2.3.6 Se | f (n+1)(x) | 6M para | x − x0 | 6 d, enta˜o o resto Rn(x) da se´rie
de Taylor satisfaz a desigualdade
| Rn(x) | 6 M(n+ 1)! | x − x0 |
n+1
para | x − x0 | 6 d.
Para demonstar esse teorema usaremos as seguintes propriedades de Rn(x).
Rn(x0) = R
′
n(x0) = . . . = R
(n)
n (x0) = 0 (2.9)
e
R
(n+1)
n (x) = f (n+1)(x) (2.10)
para todo x ∈ I .
Por hipo´tese, f pode ser diferenciada n+1 vezes em um intervalo I contendo
o ponto x0 e que
| f (n+1)(x) | 6M (2.11)
para todo x em I. Queremos mostrar que
| Rn(x) | 6 M(n+ 1)! | x − x0 |
n+1
para todo x em I, onde
Rn(x) = f (x)−
n∑
k=0
f (k)(x0)
k!
(x − x0)k
Consederaremos x > x0 para simplificar. O ca´lculo para o outro caso e´ feito de
maneira semelhante.
De (2.11), temos
| f (n+1)(x) |6M
e usando (2.10), obtemos
R
(n+1)
n (x) 6M
o que implica
−M 6 R(n+1)n (x) 6M
integrando de x0 a x temos∫ x
x0
−Mdt 6
∫ x
x0
R
(n+1)
n (t)dt 6
∫ x
x0
Mdt (2.12)
De (2.9) tem-se que Rnn=0, portanto∫ x
x0
R
(n+1)
n dt = Rnn(x)−Rnn(x0) = Rnn(x)
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Logo fazendo as integrac¸o˜es em (2.12), obtemos
−M(x − x0) 6 Rnn(x) 6M(x − x0) (2.13)
Substituindo x por t em (2.13) e integrando de x0 ate´ x temos
−M
2
(x − x0)2 6 R(n−1)n (x)−R(n−1)n (x0) 6 M2 (x − x0)
2
Mas , novamente de 2.9 temos que R(n−1)n (x0) = 0, logo
−M
2
(x − x0)2 6 R(n−1)n (x) 6 M2 (x − x0)
2
Continuando esse processo, apo´s n+ 1 integrac¸o˜es iremos obter
−M
(n+ 1!)
(x − x0)n+1 6 Rn(x) 6 M(n+ 1!)(x − x0)
n+1 (2.14)
Como por hipo´tese x > x0
o que implica que
| x − x0 |= (x − x0),
e portanto a desigualdade (2.14) pode ser escrita assim
−M
(n+ 1)
| x − x0 |n+1 6 Rn(x) 6 M(n+ 1) | x − x0 |
n+1,
ou ainda
| Rn(x) | 6 M(n+ 1!) | x − x0 |
n+1 .
2.4 A se´rie de Maclaurin da func¸a˜o seno
Como a func¸a˜o seno possui derivadas de todas as ordens, ela possui uma se´rie
de Maclaurin. Para obter basta calcular suas derivadas em x = 0. Sabemos que
f (x) = sen(x) =⇒ f (0) = 0
f ′(x) = cos(x) =⇒ f ′(0) = 1
f ′′(x) = −sen(x) =⇒ f ′′(0) = 0
f ′′′(x) = −cos(x) =⇒ f ′′′(0) = −1
f (4)(x) = sen(x) =⇒ f (4)(0) = 0
...
...
Logo, a se´rie de Taylor no ponto x = 0, ou seja a se´rie de Maclaurin, de
sen(x) e´ dada por
∞∑
n=0
= (−1)n x
2n+1
(2n+ 1)!
= x − x
3
3!
+
x5
5!
− x
7
7!
+
x9
9!
− . . .+ (−1)n x
2n+1
(2n+ 1)!
+ . . . . (2.15)
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Agora vamos mostrar que ela representa a func¸a˜o sen(x). Como | cos(x) |6
1, | sen(x) |6 1 e f (n+1)(x) e´ ±cos(x) ou ±sen(x) temos que
| f (n+1)(x) |6 1
para todo x. Tomemos enta˜o M = 1 na desigualdade de Taylor:
| Rn(x) |6 M(n+ 1)! | x
n+1 |= | x |
n+1
(n+ 1)!
Como
lim
n→∞
| x |n+1
(n+ 1)!
= 0,
pelo Teorema do confronto
| Rn(x) |→ 0,
donde segue que
Rn(x)→ 0 quando n→∞
e portanto,
A sua se´rie de Maclaurin da func¸a˜o seno converge para a func¸a˜o seno, ou seja,
sen(x) =
∞∑
n=0
= (−1)n x
2n+1
(2n+ 1)!
para todo x ∈R.
2.5 A se´rie de Maclaurin da func¸a˜o cosseno
Como a func¸a˜o cosseno possui derivadas de todas as ordens, ela possui uma
se´rie de Maclaurin. Para isso basta calcular suas derivadas de todas as ordens
para x = 0. Sabemos que
f (x) = cos(x) =⇒ f (0) = 1
f ′(x) = sen(x) =⇒ f ′(0) = 0
f ′′(x) = −cos(x) =⇒ f ′′(0) = −1
f ′′′(x) = sen(x) =⇒ f ′′′(0) = 0
f (4)(x) = cos(x) =⇒ f (4)(0) = 1
...
...
Logo, a se´rie de Taylor no ponto x = 0, ou seja a se´rie de Maclaurin, de cos(x) e´
dada por
∞∑
n=0
(−1)n x
2n
(2n)!
= 1− x
2
2!
+
x4
4!
− x
6
6!
+
x8
8!
− . . .+ (−1)n x
2n
(2n)!
+ . . . (2.16)
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Agora vamos mostrar que ela representa a func¸a˜o cos(x). Como | cos(x) |6 1,
| sen(x) |6 1 e f (n+1)(x) e´ ±cos(x) ou ±sen(x) temos que
| f (n+1)(x) |6 1
para todo x. Tomemos enta˜o M = 1 na desigualdade de Taylor:
| Rn(x) |6 M(n+ 1)! | x
n+1 |= | x |
n+1
(n+ 1)!
.
Como
lim
n→∞
| x |n+1
(n+ 1)!
= 0,
pelo Teorema do confronto
| Rn(x) |→ 0,
donde segue que
Rn(x)→ 0 quando n→∞
e portanto,
a se´rie de Maclaurin da func¸a˜o cosseno converge para cos(x) para todo x, ou
seja
cos(x) =
∞∑
n=0
(−1)n x
2n
(2n)!
para todo x ∈R.
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Capı´tulo 3
Func¸o˜es Trigonome´tricas de
nu´meros complexos
Neste capı´tulo estudares as func¸o˜es trigonome´tricas de nu´meros complexos e
provaremos suas principais proriedades.
3.1 Definic¸a˜o das func¸o˜es trigonome´tricas via se´ries
As func¸o˜es trigonome´ticas de nu´meros reais foram definidas no primeiro capı´tulo
por meio da func¸a˜o de Euler. Essa abordagem na˜o permite uma extensa˜o des-
tas func¸o˜es aos nu´meros complexos. No entanto, no capitulo anterior mostra-
mos que a func¸a˜o seno e cosseno de nu´meros reaisR pode ser escritas na forma
de uma se´rie de poteˆncias, mais precisamente,
senx =
∞∑
n=0
= (−1)n x
2n+1
(2n+ 1)!
e
cosx =
∞∑
n=0
(−1)n x
2n
(2n)!
para todo x ∈R. Neste capitulo mostraremos que as mesmas se´ries pondem ser
extendidas aos nu´meros complexos e ainda assim, sa˜o convergentes, de modo
que definiremos as func¸o˜es trigonome´tricas em C como sendo o limite destas
se´ries.
Proposic¸a˜o 3.1.1 As se´ries
∞∑
k=0
= (−1)k z
2k+1
(2k + 1)!
(3.1)
e ∞∑
k=0
(−1)k z
2k
(2k)!
(3.2)
convergem para todo z ∈C.
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Note que as se´ries da Proposic¸a˜o 3.1.1 coincidem com as se´ries das func¸o˜es
cosseno e seno, respectivamente, no caso em que z = x e´ um nu´mero real.
No entanto, vimos como consequeˆncia do Teorema 2.2.7 que mesmo quando
quando z e´ complexo (caso particular em que k = C e n = 1) essas se´ries conti-
nuam convergindo. Deste modo, podemos definir as func¸o˜es trigonome´tricas
em C como segue.
Definic¸a˜o 3.1.2 Para um nu´mero complexo z definimos os seno e o cosseno de z
respectivamento por:
sen(z) =
∞∑
k=0
= (−1)k z
2k+1
(2k + 1)!
e
cos(z) =
∞∑
k=0
(−1)k z
2k
(2k)!
.
Essas func¸o˜es esta˜o bem definidas devido ao fato destas se´ries convergi-
rem, conforme Teorema 3.1.1. Ale´m disso, quando z = x e´ real, essas func¸o˜es
coincidem com as func¸oes cosseno e seno de nu´meros reais, de modo que elas
extendem aos complexos dessas func¸o˜es. Analogamente ao caso real definimos
as func¸o˜es tangente, secante, cossecante e cotangente de nu´meros complexos
respectivamente por
tg(z) =
sen(z)
cos(z)
, desde que cos(z) , 0,
sec(z) =
1
cos(z)
, desde quecos(z) , 0,
cossec(z) =
1
sen(z)
, desde que sen(z) , 0,
cotg(z) =
cos(z)
sen(z)
, desde que sen(z) , 0.
(3.3)
3.2 Propriedades das func¸o˜es trigonome´tricas de nu´meros
complexos
A primeira propriedade que provaremos e´ usada em muitos livros para definir
as func¸o˜es cosseno e seno de nu´meros complexos.
Proposic¸a˜o 3.2.1 Se z = x+ iy enta˜o
cos(z) =
eiz + e−iz
2
e
sen(z) =
eiz − e−iz
2i
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Demonstrac¸a˜o: Dado um nu´mero complexo z , 0, utilizando a se´rie deda
exponeˆncial podemos escrever
ez =
∞∑
n=0
f n(0)
n!
zn =
∞∑
n=0
1
n!
zn
que e´ va´lida para todo z ∈ C. Portanto, analogamente podemos escrever, para
todo z ∈C
eiz =
∞∑
n=0
1
n!
(iz)n =
∞∑
n=0
in
n!
zn
e
e−iz =
∞∑
n=0
1
n!
(−iz)n =
∞∑
n=0
(−i)n
n!
zn.
Somando as duas expresso˜es obtemos
eiz + e−iz =
∞∑
n=0
in + (−i)n
n!
zn = 2
∞∑
k=0
(−i)k
2k!
z2k = 2cos(z),
pois quando n e´ ı´mpar in+(−i)n = 0 e quando n = 2k, in+(−i)n = (i2)k+((−i)2)k =
2(−1)k . Assim
cos(z) =
∞∑
k=0
(−i)k
2k!
z2k ,
de forma analoga, temos
sen(z) =
∞∑
k=0
(−i)k
(2k + 1)!
z2k+1,
parta todo z ∈C.
Provaremos agora a seguinte proposic¸a˜o, que fornece uma se´rie de propri-
edades das func¸o˜es seno e cosseno de nu´meros complexos.
Proposic¸a˜o 3.2.2 Para todo z = x+ iy, z1 = x1 + iy1, z2 = x2 + iy2 ∈C, temos
a) cos2(z) + sen2(z) = 1;
b) cos(−z) = cos(z);
c) sen(−z) = −sen(z);
d) cos(z1 + z2) = cos(z1)cos(z2)− sen(z1)sen(z2);
e) cos(z1 − z2) = cos(z1)cos(z2) + sen(z1)sen(z2);
f) sen(z1 + z2) = sen(z1)cos(z2) + sen(z2)cos(z1);
39
g) sen(z1 − z2) = sen(z1)cos(z2)− sen(z2)cos(z1);
h) cos(z+ 2pi) = cos(z);
i) sen(z+ 2pi) = sen(z).
Demonstrac¸a˜o: Para provar essas proposic¸o˜es na˜o iremos utilizar a definic¸a˜o
de seno e cosseno por se´ries, pois algumas provas ficariam muito comple-
xas, utilizaremos a relac¸a˜o do seno e cosseno com a exponencial dados na
proposic¸a˜o 3.2.1. Se x =<z e y ==z temos:
a) cos2(z)+sen2(z) =
(eiz + e−iz)2
4
−(e
iz − e−iz)2
4
=
e2iz + e−2iz + 2− e2iz − e−2iz + 2
4
=
1;
b) cos(−z) = e
−iz + eiz
2
= cos(z);
c) sen(−z) = e
−iz − eiz
2i
= −sen(z);
d) cos(z1)cos(z2)− sen(z1)sen(z2) = 14[(e
iz1 +e−iz1)(eiz2 +e−iz2)+(eiz1−e−iz1)(eiz2−
e−iz2)], = 1
4
[ei(z1+z2) + e−i(z1−z2 + ei(z1−z2 + e−i(z1+z2 + ei(z1+z2 − e−i(z1−z2) − ei(z1−z2 +
e−i(z1+z2)] = 1
2
[ei(z1+z2) + e−i(z1+z2)] = cos(z1 + z2);
e) Basta substituir z2 por −z2 em (d) e usar (a) e (b);
f) sen(z1)cos(z2)+ sen(z2)cos(z1) =
1
4i
[(eiz1−e−iz1)(eiz2 +e−iz2)+(eiz2−e−iz2)(eiz1 +
e−iz2)] = 1
4i
[ei(z1+z2)−e−i(z1−z2)+ei(z1−z2)−e−i(z1+z2)+ei(z1+z2)−ei(z1−z2)+e−i(z1−z2)−
e−i(z1+z2)] = 1
2i
[ei(z1+z2) − e−i(z1+z2)] = sen(z1 + z2);
g) Basta substituir z2 por −z2 em (f) e usar (a) e (b);
h) Por (d) temos que cos(z+ 2pi) = cos(z) cos2(pi)− sen(z) sen(2pi) = cos(z);
i) Por (b) temos que sen(z+ 2pi) = sen(z) cos(2pi) + sen(2pi)cos(z) = sen(z).
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Capı´tulo 4
Func¸o˜es Trigonome´ticas Matriciais
Neste capı´tulo apresentaremos os conceitos de func¸o˜es trigonome´tricas de ma-
trizes quadradas com entradas reais ou complexas, provaremos suas principais
propriedades e forneceremos me´todos para seus respectivos ca´lculos usando a
teoria da a´lgebra linear de matrizes.
4.1 Definic¸a˜o das func¸o˜es trigonome´ricas matrici-
ais
No segundo capı´tulo vimos que as func¸o˜es seno e cosseno de nu´meros reais
podem ser escritas na forma de uma se´rie de poteˆncias. No terceiro capı´tulo,
estendemos a definic¸a˜o das func¸o˜es seno e cosseno aos nu´meros complexos uti-
lizando as mesmas se´ries, visto que ambas sa˜o ainda convergentes em C. No
entanto estas se´ries tambe´m sa˜o convergentes para quaisquer matrizes quadra-
das com entradas reais ou complexas, conforme vimos no Teorema 2.2.7, o que
permite estender as func¸o˜es trigonome´tricas a` matrizes quadradas, ou seja, po-
demos estender o conceito de seno e cosseno a` matrizes quadradas utilizando
as mesmas se´ries que definem o seno e cosseno de nu´meros reais e complexos.
Definic¸a˜o 4.1.1 Dada uma matriz quadrada A com entradas reais ou complexas
definimos o seno e o cosseno de A respectivamente por:
senA =
∞∑
k=0
(−1)k A
2k+1
(2k + 1)!
(4.1)
e
cosA =
∞∑
k=0
(−1)k A
2k
(2k)!
. (4.2)
Quando A e´ uma matriz quadrada 1 × 1 com entradas reais ou complexa
essas func¸o˜es coincidem com as func¸oes seno e cosseno de nu´meros reais ou
complexas, de modo que elas extendem a` matrizes as estas func¸o˜es.
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Exemplo 4.1.2 Dada a matriz
A =
[
2pi 0
0 2pi
]
,
calcularemos cos(A) e sen(A).
Sabendo que
cos(A) =
∞∑
k=0
(−1)k A
2k
(2k)!
= I − A
2
2!
+
A4
4!
− . . . ,
enta˜o temos
cos(A) =
[
1 0
0 1
]
− 1
2!
[
(2pi)2 0
0 (2pi)2
]2
+
1
4!
[
(2pi)4 0
0 (2pi)4
]4
− . . .
=
 I −
1
2!
(2pi)2 +
1
4!
(2pi)4... 0
0 I − 1
2!
(2pi)2 +
1
4!
(2pi)4...

=
[
cos2pi 0
0 cos2pi
]
=
[
1 0
0 1
]
.
Sabendo que
sen(A) =
∞∑
k=0
(−1)k A
2k+1
(2k + 1)!
= A− A
3
3!
+
A5
5!
+ . . . ,
enta˜o temos
sen(A) =
[
2pi 0
0 2pi
]
− 1
3!
[
(2pi)3 0
0 (2pi)3
]
+
1
5!
[
(2pi)5 0
0 (2pi)5
]5
− . . .
=
 2pi −
1
3!
(2pi)3 +
1
5!
− ... 0
0 2pi − 1
3!
(2pi)3 +
1
5!
− ...

=
[
sen(2pi) 0
0 sen(2pi)
]
=
[
0 0
0 0
]
.
Forneceremos agora uma proposic¸o˜es importantes para o ca´lculo seno ou
cosseno de uma matriz.
Proposic¸a˜o 4.1.3 Se D ∈Mn(K) e´ uma matriz diagonal da forma
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D =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
...
0 0 · · · λn

enta˜o
senD =

senλ1 0 · · · 0
0 senλ2 · · · 0
...
...
...
0 0 · · · senλn

e
cosD =

cosλ1 0 · · · 0
0 cosλ2 · · · 0
...
...
...
0 0 · · · cosλn

obtidas calculando respectivamente o seno e o cosseno da diagonal de D.
Demonstrac¸a˜o: Neste caso,
sen(D) =
∞∑
k=0
(−1)k D
2k+1
(2k + 1)!
=

∞∑
k=0
(−1)k λ
2k+1
1
(2k + 1)!
0 · · · 0
0
∞∑
k=0
(−1)k λ
2k+1
2
(2k + 1)!
· · · 0
...
...
...
0 0 · · ·
∞∑
k=0
(−1)k λ
2k+1
n
(2k + 1)!

=

senλ1 0 · · · 0
0 senλ2 · · · 0
...
...
...
0 0 · · · senλn
 .
A demostrac¸a˜o para o cosseno e´ ana´loga.
Exemplo 4.1.4 Dada a matriz
A =
[
pi 0
0 2pi
]
,
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vamos calcular cos(A) e sen(A)
Como a matriz e´ diagonal, basta calcular o seno e o cosseno respectivamente dos
elementos da sua diagonal, enta˜o temos que
cos(A) =
[
0 0
0 1
]
e
sen(A) =
[
1 0
0 0
]
.
Observac¸a˜o 4.1.5 A demonstrac¸a˜o da Proposic¸a˜o 4.1.3 pode ser adaptada para
demonstrar que a seno ou cosseno de uma matriz em blocos diagonais e´ obtida cal-
culando o seno ou cosseno de cada um dos blocos, ou seja, se
D =

D1 0 · · · 0
0 D2 · · · 0
...
...
...
0 0 · · · Dn

onde D1,D2, . . . ,Dn sa˜o matrizes quadradas, enta˜o
senD =

senD1 0 · · · 0
0 senD2 · · · 0
...
...
...
0 0 · · · senDn

e
cosD =

cosD1 0 · · · 0
0 cosD2 · · · 0
...
...
...
0 0 · · · cosDn
 .
Analogamente ao caso real definimos as func¸o˜es tangente, secante, cosse-
cante e cotangente de nu´meros complexos respectivamente por:
tg(A) = (sen(A))(cos(A))−1, desde que cos(A) seja inversı´vel;
sec(A) = (cos(A))−1, desde que cos(A) seja inversı´vel;
cossec(A) = (sen(A))−1, desde que sen(A) seja inversı´vel;
cotg(A) = (sen(A))−1(cos(A)), desde que sen(A) seja inversı´vel.
4.2 Relac¸a˜o entre as func¸o˜es trigonome´tricas e a ex-
ponencial
Definic¸a˜o 4.2.1 Definimos a exponencial de uma matriz A ∈Mn por
eA = I +A+
A2
2!
+ · · ·+ A
k
k!
+ · · · =
∞∑
k=0
Ak
k!
, (4.3)
onde I e´ a matriz identidade.
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A se´rie a direita em A.1 converge para toda matriz A ∈Mn conforme vimos
no Teorema 2.2.7, assim, a definic¸a˜o de eA faz sentido para qualquer matriz
A ∈Mn.
No capitulo anterior vimos a definic¸a˜o de seno e cosseno para nu´meros
complexos na forma de se´ries e´ uma relac¸a˜o com a exponeˆncial. Iremos exten-
der a mesma propriedade para matrizes quadradas com entradas complexas.
Proposic¸a˜o 4.2.2 Se A e´ uma matriz quadrada de nu´meros reais e complexos enta˜o
cos(A) =
eiA + e−iA
2
e
sen(A) =
eiA − e−iA
2i
Demonstrac¸a˜o: A demonstrac¸a˜o e´ ana´loga a que vimos no capı´tulo anterior,
para o caso em que A e´ uma matriz 1×1. Dada a matriz A quadrada n×n com
entrada reais ou complexas
eiA =
∞∑
n=0
1
n!
(iA)n =
∞∑
n=0
in
n!
An
e
e−iA =
∞∑
n=0
1
n!
(−iA)n =
∞∑
n=0
(−i)n
n!
An.
somando as duas expresso˜es obtemos
eiA + e−iA =
∞∑
n=0
in + (−i)n
n!
An = 2
∞∑
k=0
(−i)k
2k!
A2k = 2cos(A),
donde temos que
cos(A) =
eiA + e−iA
2
,
pois quando n e´ ı´mpar, in+(−i)n = 0 e quando n = 2k, in+(−i)n = (i2)k+((−i)2)k =
2(−1)k .
A expressa˜o do seno e´ obtida de modo ana´logo.
4.3 Propriedades das func¸o˜es trigonome´ricas ma-
triciais
Nesta sec¸a˜o provaremos algumas propriedades das func¸o˜es trigonome´tricas
matriciais, as quais esta˜o sintetizadas na seguinte proposic¸a˜o.
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Proposic¸a˜o 4.3.1 Para toda matriz A,B ∈Mn temos que:
a) cos2(A) + sen2(A) = I , onde I e´ a matriz identidade n×n;
b) cos(−A) = cos(A);
c) sen(−A) = −sen(A);
d) cos(A+B) = cos(A)cos(B)− sen(A)sen(B);
e) cos(A−B) = cos(A)cos(B) + sen(A)sen(B);
f) sen(A+B) = sen(A)cos(B) + sen(B)cos(A);
g) sen(A−B) = sen(A)cos(B)− sen(B)cos(A);
h) cos(A+ 2piI) = cos(A);
i) sen(A+ 2piI) = sen(A).
Demonstrac¸a˜o: Para toda matriz A,B ∈Mn temos que:
a)
cos2(A)+sen2(A) =
(eiA + e−iA)2
4
−(e
iA − e−iA)2
4
=
e2iA + e−2iA + 2− e2iA − e−2iA + 2
4
= I ;
b)
cos(−A) = e
−iA + eiA
2
= cos(A);
c)
sen(−A) = e
−iA − eiA
2i
= −sen(A);
d)
cos(A)cos(B) + sen(A)sen(B) =
1
4
[(eiA + e−iA)(eiB + e−iB) + (eiA − e−iA)(eiB − e−iB)]
=
1
2
[ei(A+B) + e−i(A+B)]
= cos(A+B);
e) Basta substituir B por −B em (d) e usar (b) e (c);
f)
sen(A)cos(B) + sen(B)cos(A) =
1
4i
[(eiA − e−iA)(eiB + e−iB) + (eiB − e−iB)(eiA + e−iB)]
=
1
2i
[ei(A+B) − e−i(A+B)]
= sen(A+B);
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g) Basta substituir B por −B em (f ) e usar (b) e (c);
h) Por (e) temos
cos(A+ 2piI) = cos(A)cos(2piI)− sen(A)sen(2piI) = cos(A),
visto que cos(2piI) = I e sen(2piI) = 0 (matriz nula);
i) Por (f ) temos
sen(A+ 2piI) = sen(A)cos(2piI) + sen(2piI)cos(A) = sen(A),
visto que cos(2piI) = I e sen(2piI) = 0 (matriz nula).
4.4 Ca´lculo do seno e cosseno de matrizes diagona-
liza´veis
Dada uma matriz A diagonaliza´vel, existe uma matriz invertı´vel P e uma ma-
triz diagonal D tais que A = PDP −1. Neste caso,as entradas da diagonal prin-
cipal de D sa˜o os autovalores de A, e as colunas de P sa˜o os correspondentes
autovetores de A. Neste caso, usando o fato que para qualquer n ∈ N temos
que
An = PDnP −1,
utilizando as se´ries que definem o cosseno e o seno de A, obtemos
cos(A) = P cos(D)P −1
e
sen(A) = P sen(D)P −1.
Sendo D uma matriz diagonal, calculamos cos(D) e sen(D) utilizando o Teo-
rema 4.1.3.
Exemplo 4.4.1 Dada a matriz
A =
 0 −2 −21 3 1
0 0 2
 .
Para calcular o cosseno da matriz A, primeiro vamos determinar seu polinoˆmio
caracterı´stico para encontrar seus autovalores, estes ira˜o determinar a matrizD. De
fato,
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P (λ) = det(A−λI)
=
 −λ −2 −21 3−λ 1
0 0 2−λ

= (2−λ)(λ2 − 3λ+ 2)
= −(λ− 2)2(λ− 1).
A partir deste polinoˆmio caracterı´stico podemos encontrar seus autovalores que sa˜o
representados pelas suas raı´zes, os quais sa˜o λ1 = 2(com multiplicidade 2) e λ2 = 1
(com multiplicidade 1). A dimensa˜o de Ker(A−λ2I) e´ 1, desde quer λ2 e´ simples e
a dimensa˜o de Ker(A−λ1I) e´:
Dim(ker(A− 2I)) = 3− rg
 −2 −2 −21 1 1
0 0 0
 = 3− 1 = 2.
A matriz A e´ portanto diagonaliza´vel com autovalores λ1 = 2 (com multiplici-
dade dois) e λ2 = 1 (com multiplicidade u´nica), ou seja, B sera´ uma matriz diagonal
dada por
B =
 2 0 00 2 0
0 0 1
 .
Agora vamos calcular a matriz P , para isto vamos encontrar os autovetores uti-
lizando os autovalores encontrados a partir do polinoˆmio caracterı´stico da matrizA.
Estes autovetores ira˜o determinar a base da matriz P . Se (X1,X2,X3) ∈ Ker(A−2I),
temos que  −2 −2 −21 1 1
0 0 0

 X1X2
X3
 =
 00
0
 .
Por outro lado, se (Y1,Y2,Y3) ∈ Ker(A− I), segue que −1 −2 −21 2 1
0 0 1

 Y1Y2
Y3
 =
 00
0
 .
Resolvendo os dois sistemas temos os seguintes autovetores B2 = [(−1,1,0), (−1,0,1)],B1 =
(2,−1,0), estes por sua vez como sa˜o LI formam uma base para matriz que chama-
remos de P , a qual e´ dada por
P =
 −1 −1 21 0 −1
0 1 0
 .
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Vamos agora calcular a inversa de P que chamamos de P −1, resolvendo o seguintes
sistema,  −1 −1 21 0 −1
0 1 0

 a b cd e f
g h i
 =
 1 0 00 1 0
0 0 1

o qual nos conduz a seguinte soluc¸a˜o:
P −1 =
 1 2 10 0 1
1 1 1
 .
Como encontramos as matrizes B,P e P −1e ja´ sabemos que para determinar o
cosseno de uma matriz diagonalizavel usamos cos(A) = P (cos(D))P −1, assim temos
que:
cos(A) =
 −1 −1 21 0 −1
0 1 0

 cos(2) 0 00 cos(2) 0
0 0 cos(1)

 1 2 10 0 1
1 1 1
 .
Logo
cos(A) =
 −cos(2) + 2cos(1) −2cos(2) + 2cos(1) −2cos(2) + 2cos(1)cos(2)− cos(1) 2cos(2)− cos(1) cos(2)− cos(1)
0 0 cos(2)
 .
4.5 Ca´lculo do seno e cosseno no caso geral
Para o ca´lculo do seno e cosseno de uma matriz no caso geral, ou seja quando
a matriz na˜o e´ diagonaliza´vel, precisamos usar um procedimento um pouco
mais geral. Neste caso sera´ necessa´rio o uso da forma canoˆnica de Jordan.
Dada uma matriz A ∈Mn(C), segue do Teorema da Decomposic¸a˜o Prima´ria
que A e´ semelhante a uma matriz em blocos diagonais. Desta forma, para cal-
cular o seno e o cosseno de uma matriz, e suficiente calcular os senos e cossenos
dos blocos da diagonais fornecidos pelo Teorema da Decomposic¸a˜o Prima´ria.
Sendo as entradas da matriz A nu´meros complexos, a forma canoˆnica de Jor-
dan de cada um desses blocos e´ do tipo
Jλ =

λ 1 0 0 0
0 λ 1 0 0
0 0 λ 1 0
...
...
...
...
...
0 0 0 λ 1
0 0 0 0 λ

.
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Definic¸a˜o 4.5.1 Uma matriz quadrada A de ordem n e´ dita nilpotente se existir
um nu´mero natural k tal que Ak = 0, onde 0 representa a matriz nula. O menor
nu´mero natural que verifica a igualdadeAk = 0, designa-se por ı´ndice de nilpoteˆncia
da matriz A.
A seguir vamos ver algumas propriedades das matrizes nilpontentes.
• So´ faz sentido falar em matrizes nilpotentes em matrizes quadradas, pois
aplicando as regras da multiplicac¸a˜o, a coluna da primeira matriz tem
de ser igual a linha da segunda matriz, sem esta condic¸a˜o na˜o de pode
multiplicar.
• Se A for nilpotente enta˜o An = 0;
• Qualquer matriz triangular, na qual todos os elementos da diagonal prin-
cipal sa˜o nulos e´ uma matriz nilpotente.
Exemplo 4.5.2 A matriz [
0 1
0 0
]
e´ nilpotente pois, [
0 1
0 0
][
0 1
0 0
]
=
[
0 0
0 0
]
.
Exemplo 4.5.3 A matriz  0 2 10 0 1
0 0 0

e´ nilpotente pois, 0 2 10 0 1
0 0 0

 0 2 10 0 1
0 0 0
 =
 0 0 20 0 0
0 0 0

 0 2 10 0 1
0 0 0
 =
 0 0 00 0 0
0 0 0

Em geral, dada uma matriz A com coeficientes complexos, A e´ semelhante
a sua forma canoˆnica de Jordan JA, a qual se escreve como a soma de uma ma-
triz diagonal com uma nilpotente, digamos JA = DA +NA, ale´m disso DANA =
NADA. Se A = P JAP −1 enta˜o temos que
sen(A) = P sen(JA)P
−1
e
cos(A) = P cos(JA)P
−1.
Neste caso,
sen(JA) = sen(DA +NA) = sen(DA)cos(NA) + sen(NA)cos(DA)
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da mesma forma que
cos(JA) = cos(DA +NA) = cos(DA)cos(NA)− sen(DA)sen(NA).
Como DA e´ uma matriz diagonal, podemos calcular cos(DA) e sen(DA) utili-
zando o Toerema 2.2.7. Por outro lado, sendo NA uma matriz nilpontente, as
se´ries que definem o seno e o cosseno de NA sa˜o somas finitas visto que a par-
tir do ı´ndice de nilpoteˆncia de A as ponteˆncas de A sa˜o nulas, ou seja, se k e´ o
ı´ndice de nilpoteˆncia de A enta˜o An = 0 para todo n ≥ k.
Exemplo 4.5.4 Considere a matriz a matriz 3× 3 dada por
A =
 2 −1 10 3 −1
2 1 3
 .
Os autovalores de A sa˜o as soluc¸o˜es da equac¸a˜o p(λ) = det(λI −A), que neste caso
sa˜o λ1 = 4 e λ2 = 2. Calculando os autoespac¸os associados a estes autovalores
encontramos a matriz
P =
 1 1 0−1 −1 −1
1 −1 0
 .
Calculando a inversa desta matriz obtemos
P −1 =

1
2
0
1
2
1
2
0
−1
2
−1 −1 0

.
Portanto, A e´ semelhante a` matriz JA definida por
JA = P
−1.A.P =

1
2
0
1
2
1
2
0
−1
2
−1 −1 0

 2 −1 10 3 −1
2 1 3

 1 1 0−1 −1 −1
1 −1 0
 =
 4 0 00 2 1
0 0 2
 .
Para calcular o seno de A basta calcular o seno dos blocos de jordan da Matriz JA.
Para o primeiro bloco associado ao autovalor λ1 = 4 que e´ dado por
J1 = [4]
obtemos
sen(J1) = [sen(4)].
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Para o segundo bloco associado ao autovalor λ2 = 2 que e´ dado por
J2 =
[
2 1
0 2
]
obtemos
sen(J2) = sen
([
2 0
0 2
]
+
[
0 1
0 0
])
= sen
[
2 0
0 2
]
cos
[
0 1
0 0
]
+ sen
[
0 1
0 0
]
cos
[
2 0
0 2
]
= sen
[
2 0
0 2
]
cos
[
1 0
0 1
]
+ sen
[
0 1
0 0
]
cos
[
2 0
0 2
]
=
[
sen(2) 0
0 sen(2)
][
1 0
0 1
]
+
[
0 1
0 0
][
cos(2) 0
0 cos(2)
]
=
[
sen(2) cos(2)
0 sen(2)
]
,
portanto, temos que
sen(JA) =
 sen(4) 0 00 sen(2) cos(2)
0 0 sen(2)

Para calcular o cosseno da matriz A faremos o mesmo processo, ou seja basta cal-
cular o cosseno dos blocos de jordan da Matriz JA. Para o primeiro bloxo temos
que
cos(J1) = [cos(4)].
Para o segundo bloco temos que
cos(J2) = cos
([
2 0
0 2
]
+
[
0 1
0 0
])
= cos
[
2 0
0 2
]
cos
[
0 1
0 0
]
− sen
[
2 0
0 2
]
sen
[
0 1
0 0
]
=
[
cos(2) 0
0 cos(2)
][
1 0
0 1
]
−
[
sen(2) 0
0 sen(2)
]
sen
[
0 1
0 0
]
=
[
cos(2) 0
0 cos(2)
][
1 0
0 1
]
−
[
sen(2) 0
0 sen(2)
][
0 1
0 0
]
=
[
cos(2) −sen(2)
0 cos(2)
]
,
portanto, temos que
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cos(JA) =
 cos(4) 0 00 cos(2) −sen(2)
0 0 cos(2)
 .
Para obter sen(A) e cos(A), basta fazer os ca´lculo
sen(A) = P sen(JA)P
−1
portanto temos que
sen(A) =

sen(4)
2
+
sen(2)
2
− cos(2) −cos(2) sen(4)
2
− sen(2)
2
− sen(4)
2
+
sen(2)
2
+ cos(2) cos(2) + sen(2) − sen(4)
2
+
sen(2)
2
− sen(2)
2
+ cos(2) cos(2)
sen(2)
2

e
cos(A) = P cos(JA)P
−1
protanto temos
cos(A) =

cos(4)
2
+
cos(2)
2
+ sen(2) sen(2)
cos(4)
2
− cos(2)
2
−cos(4)
2
+
cos(2)
2
− sen(2) −sen(2) + cos(2) −cos(4)
2
+
cos(2)
2
−cos(2)
2
− sen(2) −sen(2) cos(2)
2

A tangente da matriz A sera´ dada por
tg(A) = sen(A).cos(A)−1 = P sen(JA)P −1(P cos(JA)P −1)−1 = P tg(JA)P −1.
A inversa do cos(JA) e´ dada por
cos(JA)
−1 =
 cos(4)
−1 0 0
0 cos(2)−1 cos−2 sen(2)
0 0 cos(2)−1

enta˜o temos que
tg(JA) =
 sen(4) 0 00 sen(2) cos(2)
0 0 sen(2)
 .
 cos(4)
−1 0 0
0 cos(2)−1 cos−2 sen(2)
0 0 cos(2)−1

=
 sen(4)cos(4)
−1 0 0
0 sen(2)cos(2)−1 sen(2)2 cos(2)−2 + cos(2)cos(2)−1
0 0 sen(2)cos(2)−1

=
 tg(4) 0 00 tg(2) tg(2)2 + 1
0 0 tg(2)
 .
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Utilizaremos o mesmo raciocinio vamos calcular a cotangente, secante e cosse-
cante da matriz A. Sabemos que a cotangente e´ dada por:
cotg(JA) = cos(JA)sen(JA)
−1
cotg(JA) =
 cos(4) 0 00 cos(2) −sen(2)
0 0 cos(2)

 sen(4)
−1 0 0
0 sen(2)−1 −sen(2)−2 cos(2)
0 0 sen(2)−1

=
 cos(4)sen(4)
−1 0 0
0 cos(2)sen(2)−1 −sen(2)−2 cos(2)− sen(2)sen(2)−1
0 0 cos(2)sen(2)−1

=
 cotg(4) 0 00 cossec(2) −cossec(2)− 1
0 0 cossec(2)
 .
Sabemos que a secante e´ dada por:
sec(JA) = cos(JA)
−1
como ja´ fizemos este ca´lculo para determinar a tangente, desde que
cos(JA)
−1 =
 cos(4)
−1 0 0
0 cos(2)−1 cos−2 sen(2)
0 0 cos(2)−1

enta˜o
sec(JA) =
 sec(4) 0 00 sec(2) tg(2)cos(2)−1
0 0 sec(2)

Sabemos que a cossecante e´ dada por:
cossec(JA) = sen(JA)
−1
como ja´ fizemos este ca´lculo para determinar a cotangente, desde que
sen(JA)
−1 =
 sen(4)
−1 0 0
0 sen(2)−1 −sen(2)−2 cos(2)
0 0 sen(2)−1

enta˜o
cossec(JA) =
 cossec(4) 0 00 cossec(2) −cotg(2)sen(2)−1
0 0 cossec(2)
 .
Para concluir os ca´lculos basta usar as relac¸o˜es cotg(A) = P cotg(JA)P −1, sec(A) =
P sec(JA)P −1 e cossec(A) = P cossec(JA)P −1.
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4.6 Aplicac¸o˜es das func¸o˜es trigonome´tricas matri-
cial
Sabemos que se a > 0 enta˜o a func¸a˜o x : R→ R definida por
x(t) = c1.cos(
√
a.t) + c2.sen(
√
a.t)
resolve a equac¸a˜o diferencial de segunda ordem
x′′(t) + a.x(t) = 0
quaisquer que sejam as constantes reais c1 e c2.
Esta equac¸a˜o diferencial e outras parecidas surgem na modelagem ma-
tema´tica de diversos sistemas mecaˆnicos. Seguindo o mesmo raciocinio, dada
uma matriz A de ordem n que admite raiz quadrada e dadas constantes veto-
riais arbitra´rias C1 e C2 ∈ Rn , a func¸a˜o vetorial X : R→ Rn definida por
X(t) = (cos(t
√
A)C1 + (sen(t
√
A)C2. (4.4)
Resolve o sistema de equac¸o˜es diferenciais ordina´rias de segunda ordemX ′′(t)+
A.X(t) = 0. Com isso, podemos utilizar a teoria das func¸o˜es trigonome´ricas
matriciais para resolver sistemas de equac¸o˜es diferenciais de segunda ordem
do tipo X ′′(t) +A.X(t) = 0 de forma bem elegante, para isto, basta calcular as
func¸o˜es matriciais cos(t
√
A) e sen(t.
√
A) e substituir em (4.4).
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Apeˆndice A
Exponencial de Matrizes
As matrizes podem ser utilizadas de uma forma inteiramente diferente para
resolver um sistema homogeˆneo de equac¸o˜es diferenciais lineares de primeira
ordem. Lembre-se de que a equac¸a˜o diferencial linear de primeira ordem x˙ =
ax, onde a e´ uma constante, admite a soluc¸a˜o geral x = ceat. Parece natural
enta˜o indagar se e´ possı´vel definir uma exponencial de matriz eAt de forma
que eAtC seja uma soluc¸a˜o do sistema homogeˆneo x˙ = Ax com condica˜o inicial
x(0) = C.
Agora vamos ver que e´ possı´vel definir a exponencial de uma matriz eAt de
tal forma que
x(t) = eAtC
seja uma soluc¸a˜o do sistema homogeˆneo x˙ = Ax. Aqui, A e´ uma matriz n × n
de constantes e C e´ uma matriz coluna, n × 1, de constantes arbitra´rias. Em-
bora o desenvolvimento completo de uma teoria de exponencial de matrizes
requeira um grande conhecimento de a´lgebra matricial, uma forma de definir
eAt e´ inspirada na representac¸a˜o em se´rie de poteˆncias da func¸a˜o expoencial
escalar eat:
eat = 1 + at + a2
t2
2!
+ · · ·+ ak t
k
k!
+ · · · =
∞∑
k=0
ak
tk
k!
.
A se´rie acima converge para todo t. Usando essa se´rie, em que 1 e´ substituı´do
pela identidade I e a constante a e´ substituı´do por uma matriz A, n × n, de
constantes,chegamos a uma definic¸a˜o para a matriz n × n, eAt. Veremos em
breve que tudo isso faz sentido.
A.1 Definic¸a˜o
Definic¸a˜o A.1.1 Definimos a exponencial de uma matriz A ∈Mn(K) por
eA = I +A+
A2
2!
+ · · ·+ A
k
k!
+ · · · =
∞∑
k=0
Ak
k!
, (A.1)
onde I e´ a matriz identidade.
56
A se´rie a direita em (A.1) converge para toda matrizA ∈Mn(K), como vimos
no Teorema 2.2.7. Assim, a definic¸a˜o de eA faz sentido para qualquer matriz
A ∈Mn(K).
Observac¸a˜o A.1.2 Se A e´ uma matriz nilpotente, ou seja, Ak = 0 para algum in-
teiro positivo k, enta˜o a se´rie exponencial (A.1) tornaapo´s um nu´mero finito de
termos, de modo que a matriz exponencial eA ou (eAt.
A.2 Propriedades da exponencial
A matriz exponencial eA satisfaz a maioria das propriedades que sa˜o famı´liares
no caso de expoentes escalares. Vejamos um conjunto de propriedades:
Teorema A.2.1 Seja A e B matrizes constantes n×n e s e t nu´meros reais. Enta˜o,
• (a) eA0 = e0 = I ,
• (b) ddt e
At = AeAt;
• (c) e(A+B)t = eAteBt se, e somente se, AB = BA;
• (d) (eAt)−1 = e−At;
• (e) eA(t+s) = eAteAs;
Demonstrac¸a˜o: (a) Pela definic¸a˜o de multiplicac¸a˜o de matrizes, 0k = 0 para
k ≥ 1. Portanto
e0 = e0I =
∞∑
k=0
0ktk
k!
= I +
∞∑
k=1
0ktk
k!
= I + 0 = I.
(b)
d
dt
eAt =
d
dt
(
I +At +
A2t2
2!
+
A3t3
3!
+
A4t4
4!
+ . . .
)
= 0 +A+
2tA2
2!
+
3t2A3
3!
+
3t3A4
4!
+ . . .
= A+
tA2
1!
+
t2A3
2!
+
t3A4
3!
+ . . .
= A
(
I +
tA
1!
+
t2A2
2!
+
t3A3
3!
+ . . .
)
= AeAt
(c) Se e(A+B)t = eAteBt temos derivando ambos os lados que:
(A+B)e(A+B)t = AeAteBt + eAtBeBt
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derivando novamente e fazendo t = 0, obtemos (A+B)2 = A2 +2AB+B2 que im-
plica que AB = BA. Reciprocamente, se A comuta com B e´ fa´cil ver que X(t) =
eAteBt satisfaz a equac¸a˜o diferencial X˙ = (A + B)X(t), pore´m com a condic¸a˜o
inicial X(0) = I . Enta˜o pela unicidade de soluc¸a˜o devemos ter X(t) = e(A+B)t.
(d) Tome B = −A. Como AB = BA temos do ı´tem (c) que I = e(A+B)t = eAteBt =
eAte−At, donde segue que (eAt)−1 = e−At.
(e) Como as matrizes At e As comutam, pois (At)(As) = (AA)(ts) = (As)(At)
consequetemente por (c), eAteAs = e(At+As) = eA(t+s).
(f) comoA e´ diagonal temos que det(eA) = eλ1 ·eλ2 ·eλ3 · · ·eλn = eλ1+λ2+λ3+·+λn =
etrA e o trac¸o e´ a soma da diagonal principal
Observac¸a˜o A.2.2 Vimos que se A e B sa˜o matrizes n×n que comutam enta˜o
eA+B = eAeB.
E´ importante ressaltar que se A,B ∈ K , ou seja, sa˜o escalares, enta˜o eA+B = eAeB
sempre e´ va´lida, pois quaisquer dois escalares sempre comutam.
Observac¸a˜o A.2.3 Fazendo t = 1 no item (d) do teorema anterior concluimos que
(eA)−1 = e−A.
Em particular, a matriz eA e´ na˜o-singular para cada matriz A ∈ Mn(K). Segue
da a´lgebra linear elementar que os vetores coluna de eA sa˜o sempre linearmente
independentes.
Observac¸a˜o A.2.4 Pelo item (b) do teorema anterior
d
dt
(eAt) = AeAt,
em analogia com a fo´rmula Dt(ekt) = kekt do ca´lculo elementar. Assim, a matriz da
func¸a˜o com valor de
X(t) = eAt
satisfaz a equac¸a˜o diferencial matricial
X˙ = AX.
A.3 Me´todos para obtenc¸a˜o da exponencial de uma
matriz
A.3.1 Obtenc¸a˜o via Autovalores e Autovetores
Dada uma matriz A diagonaliza´vel, existe uma matriz invertı´vel P e uma ma-
triz diagonal D tais que A = PDP −1. (As entradas da diagonal de D sa˜o os
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autovalores de A, e as colunas de P sa˜o os correspondentes autovetores de A).
Enta˜o eA = P eDP −1, como mostra a seguinte conta:
eA =
∞∑
k=0
Ak
k!
=
∞∑
k=0
(
PDP −1
)k
k!
=
∞∑
k=0
PDkP −1
k!
= P
 ∞∑
k=0
Dk
k!
P −1
= P eDP −1.
Como D e´ diagonal, e´ muito fa´cil calcular eD . Assim, temos estabelecido um
me´todo para obter a exponencial de uma matriz diagonaliza´vel.
Se A na˜o e´ diagonaliza´vel usaremos a forma de jordan, ou seja, escrevemos
A na forma
A =M · J ·M−1,
sendo J a matriz de jordan (bloco diagonal) associado a matriz A e M formada
por autovetores de A e outros vetores obtidos a partir destes para garantir que
M seja na˜o singular.
Analogamente,
eA = eM·J ·M−1 =M · eJ ·M−1
Por exemplo, se A e´ uma matriz de ordem 2, na˜o diagonaliza´vel com auto-
valor λ e autovetor associados v1. Obtemos um v2 a partir de v1 de modo que
(v1,v2) sejam linearmente independentes, logo
eA = (v1,v2) ·
(
eλ eλ
0 eλ
)
· (v1,v2)−1
A.3.2 Usando a definic¸a˜o
Algumas vezes, a definic¸a˜o pode ser via´vel na obtenc¸a˜o da exponencial de uma
matriz. Por exemplo,
eAt =
∞∑
k=0
Aktk
k!
no caso em que A e´ uma matriz diagonal e´ facilmente calculado, como vimos
nos exemplos (??), (??) e (??). Mesmo em alguns casos na˜o-diagonaliza´veis, a
definic¸a˜o pode ser u´til, como vimos nos exemplos (??) e (??).
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