Biosignal based human computer interfaces (HCI) become increasingly relevant for assistive, rehabilitation, or entertainment purposes. Practical systems need a continuous recalibration of feature and classifier settings from beginning of the session. Our long-term objective is the development of a versatile pattern recognition subsystem for HCI applications with automatic calibration for different kinds of biosignals. In this study the feasibility of an online brute force feature selection was examined and initially tested with electroencephalogram (EEG) based brain computer interface (BCI) data. Five of six subjects could control a synchronous two-class driving game within 80 trials. The algorithm found suitable features and linear classifiers in parallel to the running experiment. Applied to the BCI Competition IV data set 2b the method reaches appropriate accuracies. The presented strategy is relevant for systems on demand, because it makes it possible to avoid long lasting offline calibration procedures and to provide an environment with a single start button. Some exploratory tests revealed evidence for working with other biosignals as well.
Introduction
Human computer interfaces (HCI), such as myoelectrical control systems or electroencephalogram based brain computer interfaces (BCI), become increasingly relevant for assistive, rehabilitation, or entertainment purposes. One topic of current research is the improvement of the practical applicability of HCI systems. The devices must be adapted quickly to new patients, also considering the users' individual disease, and without the need of a calibration phase. Moreover, long term stability suffers from nonstationary signal features due to changing physiological or surrounding conditions. So, a continuous recalibration of feature and classifier settings is necessary [1, 2] .
There are already approaches to deal with these problems, even providing solutions for unsupervised and asynchronous online-adaption [1] [2] [3] [4] [5] [6] . Our long-term objective is the development of a versatile pattern recognition subsystem for HCI applications with automatic calibration for different kinds of biosignals. The system should simply be started by pressing a single key and should not depend on any offline analysis.
Methods
According to the no-free-lunch theorem there exists no optimization algorithm, which can find better solutions than a random search strategy, averaged over all problem settings [7] . This basically means that heuristic methods are excluded for our purposes, because the type of input signals and the possible shapes of the resulting fitness landscapes are not known.
In the course of growing computation power, it could be feasible to perform full searches on finite search spaces to find suitable signal features in parallel to the running application. Hereafter, the principle is shown mainly with BCI data. At the moment, we consider only synchronous two-class paradigms with supervised learning.
System architecture
Fig. 1 displays the basic system architecture, consisting of an outer signal loop for real-time data processing and a subsystem for autonomous training.
The outer loop is of basic design. Biosignals are acquired by an amplifier and supplied to a feature extraction stage. Then the feature values arrive at the classification stage. The calculated output returns to the HCI application which controls the timing and presents feedback to the user [8] . Signal features are the logarithmic band power (BP) calculated by a windowed fast Fourier transform and integrated over specific bands of the power spectrum. Additionally, mean absolute values (MAV) are used to cover signal features of the time domain. Classifiers are calculated by linear discriminant analysis (LDA). These well-known methods are less time consuming and were often used for different classification tasks [2, 9] .
The system trains, if the class label is known at trial begin. In this case, simultaneously to the running outer loop, all recorded data are supplied to the subsystem, too. For each of N T predefined time points (relative to trial begin) a feature extraction engine calculates N F feature values. The extraction results are stored together with all former observations. Let d be the dimensionality of a subspace for single classifier training, then the search space consists of ( ) possible combinations, assumed that a suitable classification time point with the best d feature components should be found. Furthermore, the sequence of the components is indifferent and no multiples are allowed. A brute force algorithm determines a fitness value for each combination, ideally within the duration of a single trial.
In this approach there are two methods to calculate a fitness value: Method I trains a classifier and measures the percentage of correct classified test data, where the training data set is the same as the test data set. Method II uses a 4x4-fold cross validation. The settings with the best fitness value acts to train the final classifier. Best feature parameters and the associated classifier are adopted for realtime processing in the outer loop. To avoid overfitting in earlier training stages, an additional judgment section compares result class labels with the known training class labels and modifies the fitness of the current decision rule.
If the class label is not known at trial begin, the system cannot gather new training data. Nevertheless, the result class label can be predicted by the outer loops' feature extraction and classification stages.
Experimental investigations 2.2.1 Offline data analysis
Offline analysis was applied to the data set 2b of BCI Competition IV in order to estimate the feasibility of a brute force optimization. For this purpose, the classification accuracy as a function of the number of training trials was measured. The data set consists of 3 electroencephalogram (EEG) and 3 electrooculogram (EOG) channels, recorded within 5 sessions with 9 subjects. The subjects performed left hand and right hand motor imageries in a cuetriggered paradigm [10] .
For training, only the EEG channels of session 3 were used (80 trials per class for each subject). Data of sessions 4 and 5 together form an evaluation set with 160 trials per class (except for subject 2: there are only 140 trials per class). So, the training procedure is completely independent from evaluation data. Preprocessing comprised only resampling to 128 Hz (with a noncausal group delay correction). Artifact rejection was not applied.
189 feature components were extracted at 10 trial times (from 0.5 s after cue onset in steps of 0.5 s to 5.0 s). BP features consider 20 frequency bands (between 0 and 60 Hz, diverse bandwidths) with 3 different window lengths (1 s, 2 s, and 4 s) for channels C3, C4, and CZ. MAV features were calculated for the same window lengths and channels. All extractors were causal and can be implemented in real-time applications. For 2-dimensional feature spaces there are 177660 possible combinations to check, and 11074140 for a dimensionality of d = 3.
The software was programmed in Microsoft Visual C# with the .NET-Framework 4 by using the Parallel class.
The experiment was carried out on Windows 7 (64-bit) with an Intel Core i7-2600K CPU at 3.6 GHz and 4 GB of RAM.
Controlling a BCI game
A two-class driving simulator game was designed similar to the spaceship game paradigm introduced by Coyle et al. Their approach is based on a classical basket paradigm for brain computer interfaces, with the distinction, that the user steers an object in horizontal direction to avoid vertical oncoming obstacles, instead of deflecting a vertical moving ball with the purpose to hit a stationary target [11] .
The current approach uses a synchronous protocol with discrete feedback. Feedback is presented at one classification time point. Although the car translates smoothly in left or right direction, the final position depends on an invisible background grid. A single trial is either used for supervised learning and to obtain a sample for the evaluation accuracy measurement (Fig. 2, left) , or to give the user a free choice in order to conceal the training (Fig. 2, right) .
Figure 2 Two-class car game with two types of tasks (the background moves from top to bottom)
Six healthy subjects participated in the experiments. One of them has had many BCI experience before. The subjects were requested to imagine left or right hand movements while crossing the trigger line, with the goal, not to touch the forthcoming walls. On average the timespan between two tasks were 9 s. Each subject performed one session, consisting of 4 runs with 10 trials per class for supervised learning and evaluation. Afterwards they were free to control the car in further runs with "free choice"-trials also included. Only the 80 trials of the first runs were considered for accuracy measurement. The experiment was carried out on Windows XP (32-bit) with an Intel Pentium 4 CPU at 2.8 GHz and 2 GB of RAM.
Data were acquired by using a g.USBamp biosignal amplifier (g.tec) at a sampling frequency of 128 Hz, a selected band pass from 2 to 60 Hz and a notch filter (50 Hz). The search space consists of 114720 tuples (d = 2, N T = 4, N F = 240). Only BP features of the channels FC3-CP3, FC4-CP4, FC3-CZ, CP3-CZ, FC4-CZ and CP4-CZ were considered. The possible window widths were 1 s and 2 s.
To reveal a control by artifacts during the BCI experiments, the examiner monitored the current system state on another screen. BCI control was assumed, if only known patterns of the event related desynchronization (ERD) or the event related synchronization (ERS) appear in the alpha or beta band [12] . The search space encloses a low frequency indicator band (1-7 Hz) and a high frequency indicator band (33-60 Hz) to track influences of the EOG and the electromyogram (EMG) as well. Offline analysis was only performed for documentation purposes.
Online-adaption might be realized by replacing feature vectors measured in the past with actual ones. Long term stability and the influences of changing conditions were not tested yet.
Results

Computation speed
In the offline data analysis a speed performance of 465269 classifier training and test procedures per second was achieved for 20 training trials and 266768 procedures per second for 160 trials (d = 2). Changing the dimensionality to d = 3 leads to 209253 training and test procedures per second for 160 trials. By calculating the fitness values using cross validation, the throughput was 10325 of 4x4-fold cross validations per second for 160 trials (d = 2).
On average, in the online experiments the speed was 117847 training and test procedures per second after 20 trials and 42126 operations per second for 80 trials. The maximum time needed for scanning the whole search space was 2.9 s. So, feature selection and classifier recalculation occurred from trial to trial. Time required for feature extraction was negligible by contrast to scanning the search space.
Offline classifier performance
Fig . 3 shows the classification accuracy (averaged over 9 subjects) after applying the best found configuration on the evaluation data sets. The curves are drawn as a function of the number of used training trials, and depending on the method used for calculating the fitness values during the brute force training procedure.
Finally the mean accuracy was 76.8 % for method I (identical sets for training and test), and 77.5 % for method II (4x4-fold cross validation to get the fitness values), both with d = 2. A dimensionality of d = 3 leads to an accuracy of 80.1 % (corresponds to a kappa value of 0.60). Due to the lack of blind conditions, the result cannot be compared to the competition participants.
Considering the computation speed, it can be summarized, the LDA combined with a brute force search, where the training data set is the same as the test set, and d = 2, provides a suitable setting to get proper accuracies. As expected, effects of overfitting predominate the first dozens of trials. Highest accuracy of 95 % was achieved in run 2 (20 trials for evaluation) by the subject with BCI experience (curve A in fig. 4 ). One subject (curve B) had to restart the session, because the algorithm suggested the low frequency indicator band for feature extraction and classification. For this subject also the task was changed to foot vs. hand movement imagination. A similar problem occurred with another subject (curve C). He had to begin earlier with the task due to a high delayed discriminative ERS.
Intentional controlling by artifacts
In BCI experiments were ensured, the subjects had not controlled by artifacts. But for entertainment purposes or spelling devices on demand, it is indifferent, how the user controls the application. Some exploratory tests with randomly chosen electrode positions were performed. The content of search space was identical with the settings for the BCI experiments. The game was intentionally steered by eye movements or face motions.
In these tests, the brute force algorithm selected the low frequency indicator band, if EOG signals correlate with the training tasks and the high frequency indicator band, if the classification result was influenced by effects of the EMG. The accuracies were 95-100 % from the beginning of the second run (after 20 trials for training).
Conclusion
Concerning the increasing computation power, it is feasible to perform a brute force search for feature selection and classifier training in parallel to the running application.
In case of a stringently required EEG control, certain previous knowledge and training sessions are still needed. Also admitting, a practical HCI needs the asynchronous discrimination property between more than two classes, unsupervised adaption strategies, and narrower analyzing windows to reduce the system inertia. However, the presented strategy makes it possible to avoid long lasting offline calibration procedures and to provide an environment with a single start button, for example in a system on demand. Also non-technical personal is able to handle such a HCI.
Although the considered data are mainly BCI related there is evidence for working with other kinds of biosignals by using the same search space settings. Especially if the types of input signals are not known, the brute force search could be performed to avoid the predictions of the no-freelunch theorem. But this, and also the long-term stability must be studied more intensively in further investigations in order to approach the objective of a versatile pattern recognition subsystem for HCI applications. 
