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Abstract 
Ionic polymer-metal composites (IPMC) are smart materials that exhibit large deformation in 
response to small applied voltages, and conversely generate detectable electrical signals in 
response to mechanical deformations. The study of IPMC materials is a rich field of research, and 
an interesting intersection of material science, electrochemistry, continuum mechanics, and 
thermodynamics. Due to their electromechanical and mechanoelectrical transduction capabilities, 
IPMCs find many applications in robotics, soft robotics, artificial muscles, and biomimetics.  
This study aims to investigate the dominating physical phenomena that underly the actuation and 
sensing behavior of IPMC materials. This analysis is made possible by developing a new, 
hyperelastic porous media modeling framework for IPMCs. Using the principles of continuum 
thermodynamics and multiphasic materials, a finite-strain porous media formulation of IPMC 
materials is developed. The intricate polymer-electrode interface coupling is extended to such a 
finite-strain model by accounting for charge conservation at deforming material interfaces. 
Using this new modeling framework, the effects of kinematic nonlinearity are explored, and a 
partially linearized kinematic model is proposed for capturing rotational deformation in an 
otherwise linear model. The most comprehensive dimensional analysis of IPMC transduction 
phenomena is presented, characterizing the IPMC actuator, short-circuit current, and open-circuit 
voltage response under static and dynamic loading. The information obtained in this analysis is 
used to construct nonlinear regression models for the transduction response as univariant and 
multivariant functions. Automatic differentiation techniques are leveraged to linearize the 
nonlinear regression models in the vicinity of a representative IPMC description and derive the 
sensitivity of the transduction response with respect to the driving independent variables. 
 iv 
Further, the multiphysics model is validated using experimental data collected for the dynamic 
IPMC actuator and voltage sensor. With data collected from physical samples of IPMC materials 
in-lab, the regression models developed under the new computational framework are verified. 
Using these regression models to interpret the experimental data allowed for further material 
property characterization to occur, demonstrating the capability of using hybrid computational / 
experimental regression models to extract information regarding material properties that would 
otherwise be unknown within the data collected.  
Key values for the mobile concentration and electric potential fields are approximated using order-
of-magnitude arguments and the sharpness of the gradients that occur at the polymer-electrode 
interfaces of IPMC materials. These values allow for approximate reconstruction of the fields 
themselves, which in turn are leveraged to formulate the internal bending moments and steady-
state curvature of the IPMC. Using both an Euler-Bernoulli beam and a constant curvature arc 
model for the IPMC, the deformation and rotation of the of the order of magnitude model 
demonstrated impressive performance for being based on rough approximations. The curled shape 
of IPMCs under large applied potentials with nonlinear deformation are recovered using this 
simplified model, and the ability to extend the model for dynamic actuation is outlined. 
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Chapter 1. Introduction 
1.1. The Ionic Polymer-Metal Composite 
Ionic polymer-metal composites (IPMCs) are a class of highly functional smart materials called 
electroactive polymers (EAP). These materials exhibit a mechanical response to electrical inputs, 
(electromechanical transduction) and conversely an electrical response to mechanical input, 
(mechanoelectrical transduction) [1–3]. These energy transduction capabilities allow EAP 
materials to be used as both actuators (electromechanical), and sensors (mechanoelectrical), and 
hence find many applications in robotics, soft robotics, wearable technology, and biomimetics. 
The IPMC in particular shows great promise for the future of robotic engineering and design. 
These materials demonstrate large deformations in response to low voltage electrical inputs (0.5-
2V), relatively fast response speed (0.1-5Hz), and operate in underwater environments [4–6]. The 
four part series by Shahinpoor and Kim has proven to be a seminal work, and serves as a source 
of information regarding a wide range of topics relating to IPMCs such as modeling, fabrication, 
and applications in modern technology [7–10]. More recent reviews have demonstrated the 
trajectory of IPMC research and development, and highlight the ongoing interest in these materials 
for advanced actuators and sensors [11–13]. 
 
1.1.1. Material Morphology 
The typical structure of an IPMC consists of a polymeric membrane with selective ion transport 
capabilities (i.e., an ionic exchange membrane) composited between layers of conducting electrode 
material [7,14–19]. Two common ionic polymers (ionomers) used in the fabrication of IPMCs are 
 2 
Nafion and Aquivion [20,21], while the electrodes are commonly made from chemically plated 
noble metals such as gold and platinum [7,8,14]. The structure of a typical IPMC is illustrated 
below. 
 
 
Figure 1: Illustration of the IPMC actuator / sensor structure 
Solvent water hydrates the cationic species while these ions neutralize the fixed anions attached to 
the ionomer backbone. Conductive electrodes are composited on two sides of the ionomer 
membrane. 
 
The ionomeric polymers used in IPMCs exhibit an ionic clustering morphology. The anions fixed 
to the polymer backbone arrange themselves into ionic clusters, where solvent and neutralizing 
cations reside, illustrated in Figure 2. This porous nature of the ionic polymer membranes used 
in IPMCs necessitates models that are capable of account for this structure while also 
providing the ability to incorporate other complex attributes such as hyperelastic material 
models, kinematic nonlinearity, and electrostatic interactions or steric effects of ionic 
solutions.  
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Figure 2: Illustration of the ionic cluster morphology 
Anionic species attached to the polymer backbone form a network of ionic clusters and channels 
that the hydrated cation and solvent species move throughout, recreated from [22]. 
 
1.1.2. Transduction Phenomena and Multiphysics Modeling 
The fundamental principal underpinning IPMC transduction is the existence of fixed charges 
attached to the ionomer backbone and mobile charges within the interstitial porous structure of the 
membrane. Under an applied electric field, the mobile cation species migrate to the cathode due to 
electromigration, and with them some solvent water molecules are dragged due to ionic hydration 
[23–30]. This concentration imbalance in the cation species generates an osmotic pressure that 
works in conjunction with electrostatic effects due to charge redistribution to deforms the IPMC 
[31–36]. Conversely, mechanically deforming the material generates a volumetric strain and 
convective-diffusive migration effects for the bulk solvent and ionic solute species, inducing a net 
charge imbalance and detectable electrical signals in the electrodes [3,32,37–42]. 
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An illustration of these two distinct modes of transduction is presented in Figure 3. One important 
note is the mechanoelectrical transduction behavior of an IPMC is dependent on the circuit 
conditions of the electrodes. In an open-circuit state the IPMC produces a detectable electric 
potential but no current flow through the IPMC at the electrodes. Conversely, in a short-circuit 
state the electrodes maintain the same floating potential and a sensing current through the IPMC 
at the electrodes is produced. 
 
 
Figure 3: Illustration of IPMC transduction modes.  
Left) A static IPMC with no applied voltage or deformation; the entire polymer domain remains 
electroneutral. Center) Electromechanical transduction of an IPMC, wherein an applied voltage 
induces hydrated cation redistribution to the cathode, resulting in deformation of the composite 
material. Right) Mechanoelectrical transduction of the IPMC, wherein the applied deformation, 
illustrated as a bending moment, creates ionic redistribution, and induces an open-circuit potential. 
 
There exist many modeling frameworks for IPMC transduction in the literature. Some approaches 
are based on an analysis of the microstructure of the polymer [34,43], while others utilize classical 
  
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 
  
 
  
 
 
 
 
 
 
    
                   
 5 
transport equations, such as the Poisson-Nernst-Planck equations, and the principles of structural 
mechanics to create a multiphysics model of IPMC transduction [22,23,44–49]. Some more recent 
models leverage continuum thermodynamics to construct models that are derivable from potential 
functions [35,50–54]. What all of these have in common is their goal of coupling the 
electrochemistry of migrating ionic species to the mechanical deformation of a solid structure.  
 
1.1.3. Applications of IPMC Actuators and Sensors 
In addition to the interesting and expansive field that is the theoretical modeling of IPMCs, they 
have also been shown to have many practical applications in robotics, soft robotics, and 
biomimetics [1,2,10].  Due to their affinity for operation in a hydrated environment, IPMC 
applications have gravitated towards the field of aquatic biomimetic robotics. In this area, IPMCs 
are commonly used as fins for the main propulsion mechanism or steering and control of small 
fish-like robots [55–60]. One of the main reasons for IPMCs to take on such a specific role is due 
to their primary method of fabrication. Most commonly, a sheet of ionomeric material of a specific 
thickness is cut to size and chemically plated with electrodes. This tends to limit the geometry that 
actuators can take on to that of a thin cantilever type structures, which are very well suited for fin-
like propulsors.  
IPMCs have also been used as self-sensing actuators; Segmenting the conductive electrodes allows 
for portions to operate as active regions for actuation, while the remaining electrode regions work 
as passive sensors to detect the deformations of the IPMC [61–64]. As with actuators, researchers 
have looked to biology for inspiration in developing new sensor systems using IPMCs. Some 
works that highlights these efforts consist of sensors that are inspired by the lateral line found in 
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fish to localize dipole sources underwater [65–68], as well as artificial cilia that may be used in an 
array of flow sensors [69–71]. 
As robotic platforms become increasingly integrated into everyday life, safe human-robot 
interaction is of upmost importance. This requires robots to be aware of their surroundings, which 
is a challenging task when dealing with an unknown environment or object [72–75]. A related 
concept is robot tactile perception, whereby a robotic system can observe object properties through 
its sense of touch. Tactile sensing informs on object properties such as stiffness and surface 
roughness, or contact events [72,73]. There are a variety of such tactile sensing techniques, 
utilizing sensor transduction physics ranging from piezoresistive or piezoelectric to capacitive 
based approaches [76]. These technologies are commonly implemented in the phalanges of robotic 
grippers, using either extrinsic (measuring forces at the contact interface) or intrinsic (measuring 
forces within the mechanisms) approaches [72]. Further, using a compliant fingertip has 
advantages as it relates to load distribution and stability [72].  
 
1.2. Research Objectives and Contributions 
1.2.1. Motivation and Methodology 
The field of soft robotics and biomimetics relies heavily on electroactive polymer (EAP) actuators 
and sensors, and IPMCs are a strong candidate for many applications currently being developed. 
As both actuators and sensors, IPMCs provide interesting benefits for robotic and soft robotic 
systems due to their flexibility, large deformations, small actuating voltages, and ability to operate 
underwater. With their many potential applications, it is crucial to have accurate models for IPMCs 
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in both actuation and sensing so that their behavior may be understood and predicted. This is 
critical for designing applications of IPMCs as well as constructing controllers and control 
schemes that are suitable for the complex transduction behavior of these materials. 
Recent works on IPMC modeling have been focused on investigating thermodynamically 
consistent formulations and the implications of phenomena such as steric effects, surface 
roughness, composite layers, electrostatically induced stresses, and simplifying 2D kinematic 
assumptions [35,36,77,78]. While some works explicitly examine a porous media perspective of 
IPMCs [41,79–81], they have not utilized the them to conduct an in-depth analysis of the 
domination behaviors under both electromechanical and mechanoelectrical transduction. 
Furthermore, models that account for non-ideal, lossy, electrode have been resigned to 
infinitesimal strain formulations and there is currently no unifying model of non-ideal electrodes 
in a finite-strain framework. 
This work aims to address this gap in the following ways. In constructing a new porous media 
model for IPMCs, grounded in continuum thermodynamics, the existing modeling approaches in 
literature are rederived from a single, unifying mathematical framework that addresses the porous 
structure, coupled solvent and ionic transport, hyperelastic materials, and large deformations. With 
this model, a more in-depth investigation is possible, leveraging the powerful applied 
mathematical analysis tools used throughout physics today. Using accurate multiphysics models 
with dimensional analysis techniques we can extract detailed information regarding the dominating 
behaviors under both electromechanical and mechanoelectrical transduction. Namely, using these 
analysis techniques, the dominating physical phenomena for both transduction modes are linked 
to certain dimensionless numbers and scales of these numbers to indicate the dominating behavior 
of the IPMC. 
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The modeling aspects of this work stem from the classical methods of continuum thermodynamics, 
where we have large deformation from a reference configuration and requires a mapping between 
Eulerian (spatial) to Lagrangian (material) descriptions of the deformable body. Here, the IPMC 
material is considered as a two-phase porous material, with a solid skeleton and interstitial pore 
fluid. The principles of conservation of mass, momentum, and energy are applied along with the 
second law of thermodynamics to construct a model derivable from a thermodynamic potential 
function, e.g., the Helmholtz free energy. 
Following the proposal of a suitable thermodynamic potential, a set of nonlinear governing 
equations are obtained; these equations exhibit a large degree of coupling and nonlinearity and 
hence a finite element solution provides a means for extracting physical insight into how these 
equations behave. Augmenting the finite element formulation with dimensional analysis technique 
allows for probing the governing equations using a reduced number of more descriptive 
independent variables, namely the dimensionless numbers.  
 
1.2.2. Potential Impact of this Work 
Current literature regarding IPMC models under both electromechanical and mechanoelectrical 
transduction lack a comprehensive framework for deriving governing partial differential equations 
(PDEs) that account for the porous ionomer, coupled ion / solvent transport, hyperelastic material 
models, and interfacial charge transport under large deformations. Furthermore, thus far IPMC 
models in literature have not been leveraged to their full extent for characterizing the transduction 
phenomena and constructing detailed relationships among the different properties of IPMC 
materials. This work strives to lay this foundation for IPMC modeling and provide an extensive 
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characterization of the transduction response with respect to the properties of the material. A new 
hyperelastic porous media framework is established in Chapter 2, wherein the methods of 
continuum thermodynamics are augmented with principles of multiphasic materials. The 
formulated constitutive requirements outline the necessary equations for deriving the governing 
equations for IPMC materials from a scalar thermodynamic potential. In Chapter 3 a 
thermodynamic potential is proposed that results in a set of governing PDEs which encompass the 
current state-of-the-art models for IPMC materials. This model is presented in Eulerian and 
Lagrangian formulations, and the effects of kinematical nonlinearity on the actuator displacement 
are explored. In particular, a moderately nonlinear kinematic model is utilized to account for 
rotational information in an otherwise infinitesimal stain formulation. To characterize the 
transduction phenomena more exhaustively, a comprehensive dimensional analysis of the new 
porous media IPMC model is conducted in Chapter 4. This serves as the first extensive dimensional 
analysis-based investigation of IPMC transduction. The results of this dimensional analysis are 
distilled into key metrics for static and dynamic inputs to both actuator and sensor models, and 
later used to construct nonlinear regression models for predicting the behavior of IPMC materials 
with closed-form mathematical expressions. In Chapter 5 experimental data for dynamic IPMC 
actuation and voltage sensing is collected and analyzed through the lens of the previous 
dimensional analysis / regression modeling. A hybrid computational / experimental regression 
approach is developed to extract information regarding material properties of the IPMC. Lastly, in 
Chapter 6, an approximate IPMC actuator model is developed by characterizing internal field 
variables through order-of-magnitude arguments. This order-of-magnitude model approximates 
the steady-state tip displacement and deformed shape of the IPMC actuator following a traditional 
Poisson-Nernst-Planck (PNP) and infinitesimal linear elasticity formulation.  
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Chapter 2. A Finite-Strain Porous Media Framework for IPMC Materials 
In this chapter, a hyperelastic porous media framework for modeling IPMC materials is 
constructed. This new modeling framework serves as a starting point for modeling both the 
electromechanical and mechanoelectrical transduction phenomena of the IPMC while accounting 
for a rich variety of models for the coupled ion / solvent transport and porous polymer network. 
The model is grounded in a continuum thermodynamic derivation to allow for new models to be 
constructed by modifying the free energy potential from which the governing equations are 
derived. Furthermore, this model formulates for the first time the polymer-electrode interface 
charge coupling under a finite-strain deformation model. The chapter closes with a short 
presentation of some approaches for the polymer-electrode coupling and how the new formulation 
encompasses the results of these methods. Some mathematical preliminaries and notes on notation 
are given in Appendix B. 
 
2.1. Multiphasic Continua 
As this model consists of a multiphasic material, subscripts, as listed in the nomenclature 
(Appendix A), will be used to denote the phase relationships of each variable. The phases are 
superimposed upon one another, each following their own trajectory according to their given 
displacement field. The combine porous medium is made up of a solid skeleton and a pore fluid. 
The skeleton consists of solid particles as well as volume-free fixed charges whereas the pore fluid 
is made up of a miscible mixture of charged and uncharged species. The solid skeleton and pore 
fluid are treated as a homogenous mixture and are tracked via their volume fractions. This is an 
alternative to tracking the motion of each phase and the interfaces between them, which is difficult 
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given the small scale of the porous network within the polymer. By treating the combined medium 
as a homogenous mixture and following the phases via their volume fractions, we can effectively 
capture the macroscopic behavior of the IPMC without the need for a detailed model of the 
microstructure and interfacial phenomena between the polymer and pore fluid. 
 
 
Figure 4: Illustration of multiphasic homogeneous mixture 
The solid skeleton (red) and interstitial pore (blue) fluid exist as their own phases within the porous 
medium. The continuum multiphasic modeling approach tracks these phases using their volume 
fraction within a combined homogenous mixture (green). 
 
2.1.1. Measures of Mass Density and Molar Concentration 
The intrinsic density of a constituent is denoted as 𝜌𝛼
∗  and is a measure of the mass of the 
constituent per volume of constituent. A constituent’s intrinsic density is related to its apparent 
density, 𝜌𝛼, which measures the mass of constituent per total volume of the porous medium. This 
relationship is achieved through the volume fraction 𝜆𝛼. 
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 𝜆𝛼 =
𝑑𝜔𝛼
𝑑𝜔
 (2.1)1 
 𝜌𝛼 = 𝜆𝛼𝜌𝛼
∗  (2.1)2 
The total mass density of the combined medium is then defined as 
 𝜌 =∑ 𝜌𝛼
𝛼
=∑ 𝜆𝛼𝜌𝛼
∗
𝛼
 (2.2) 
Whereas the overall fluid density takes a summation over all constituent fluid species 𝛽. 
 𝜌𝑓 =∑ 𝜌𝛽
𝛽
=∑ 𝜆𝛽𝜌𝛽
∗
𝛽
 (2.3) 
From this, intrinsic fluid density can be written as 
 𝜌𝑓
∗ =
𝜌𝑓
𝜆𝑓
=∑
𝜆𝛽
𝜆𝑓
𝜌𝛽
∗
𝛽
=∑ 𝑠𝛽𝜌𝛽
∗
𝛽
 (2.4) 
wherein 𝑠𝛽 is a measure of the volume of fluid constituent to the total fluid volume and is defined 
as the saturation of the phase 𝛽 in the fluid. An immediate consequence of this is the fluid 
constituent saturations sum to unity. 
 ∑ 𝑠𝛽
𝛽
= 1 (2.5) 
For the fluid species, it is convenient to work in terms of the molar concentration of a species with 
respect to either the fluid or combined medium. We can write a measure of a fluid components’ 
mass density with respect to the volume of the fluid phase. 
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 𝜌𝛽
𝑓
= 𝓂𝛽𝑐𝛽
𝑓
 (2.6) 
wherein 𝓂𝛽 is the molar mass of the species and 𝑐𝛽
𝑓
 the molar concentration of the species in the 
fluid, i.e., the number of moles of constituent per volume of constituent. We use the superscripted 
𝑓 to indicate a quantity related to the bulk fluid quantity as opposed to an intrinsic or combined 
medium quantity. Furthermore, the apparent species density can be expressed as 
 𝜌𝛽 = 𝜆𝑓𝜌𝛽
𝑓
= 𝜆𝑓𝓂𝛽𝑐𝛽
𝑓
 (2.7) 
The molar concentration as measured per total combined volume gives a mass density of 
 𝜌𝛽 = 𝓂𝛽𝑐𝛽 (2.8) 
which relates the molar concentration on the total volume and fluid volume basis. 
 𝑐𝛽 = 𝜆𝑓𝑐𝛽
𝑓
 (2.9) 
The intrinsic fluid density may also be written in terms of the molar concentration. 
 𝜌𝑓
∗ =∑ 𝓂𝛽𝑐𝛽
𝑓
 
𝛽
 (2.10) 
Demonstrating that even with fluid phase constituents that are intrinsically incompressible, the 
intrinsic density of the pore fluid as a whole may change due to changes in chemical composition 
and hence cannot be treated as incompressible [82]. 
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2.1.2. Barycentric, Diffusion, and Filtration Velocities 
We can write the barycentric velocity, ?̲?, of the combined medium as the mass average velocity of 
the individual constituents. 
 ?̲? =
1
𝜌
∑ 𝜌𝛼?̲?𝛼
𝛼
 (2.11) 
Similarly, the mass average fluid velocity is constructed by the velocity and fluid-referenced mass 
densities of the constituents. 
 ?̲?𝑓 =
1
𝜌𝑓
∑ 𝜌𝛽
𝑓
?̲?𝛽
𝛽
 (2.12) 
As individual constituents move with their own velocity field, we can define the diffusion velocity 
of each phase with respect to the barycentric velocity. 
 ?̲?𝛼 = ?̲?𝛼 − ?̲? (2.13) 
Later we will relate the combined pore fluid phase to the skeleton, and hence it is appropriate to 
relate the fluid phase constituent movements relative to the bulk pore fluid. We can construct a 
new diffusion velocity relative to the fluid as 
 ?̲?𝛽
𝑓
= ?̲?𝛽 − ?̲?𝑓 (2.14) 
Where we have reused the superscripted 𝑓 notation to denote that the diffusion velocity is taken 
with respect to the fluid phase velocity and not the combined medium velocity, i.e., the barycentric 
velocity. We may further introduce the filtration velocities of the fluid and the fluid constituents 
as the velocity of each phase relative to the solid skeleton deformation. 
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 ?̲?𝑓 = ?̲?𝑓 − ?̲?𝑠 (2.15)1 
 ?̲?𝛽 = ?̲?𝛽 − ?̲?𝑠 = ?̲?𝛽
𝑓
 ?̲?𝑓 (2.15)2  
These additional velocity definitions are useful when writing the evolution of a field relative to the 
evolution of the solid phase. For example, the material derivative following a constituent species 
may be written in relation to the material derivative following the solid phase. 
 
𝑑𝛼𝜙
𝑑𝑡
=
𝑑𝑠𝜙
𝑑𝑡
 𝑔𝑟𝑎𝑑(𝜙) ∙ ?̲?𝛼 (2.16) 
This is effectively an Arbitrary Lagrangian-Eulerian (ALE) formulation which uses the moving 
skeletal frame as a reference configuration for the mesh. From here on, the material derivative 
written without any subscript is assumed to follow the skeletal phase. 
 
𝑑
𝑑𝑡
(□) ≔
𝑑𝑠
𝑑𝑡
(□) (2.17) 
Wherein □ is a placeholder for the argument of the differential operator. 
 
2.2. The Conservation Laws of Mechanics 
2.2.1. Conservation of Mass 
To begin, we consider the conservation of mass for two phases in the porous medium; The skeletal 
phase, denoted with a subscript 𝑠, and the fluid phase, denoted with a subscript 𝑓, each with their 
own material densities, 𝜌𝑠 and 𝜌𝑓, respectively. The fluid phase occupies a volume fraction, 𝜆𝑓 =
𝜆, in the spatial description which denotes the porosity of the medium. Conservation of mass for 
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the skeletal phase is expressed as the material derivative of skeletal mass density integrated over 
the spatial volume moving with the solid phase. 
 
𝑑
𝑑𝑡
∫𝜌𝑠 ⅆΩ
Ω𝑡
= 0 (2.18)1 
 
𝜕𝜌𝑠
𝜕𝑡
 𝑑𝑖𝑣(𝜌𝑠?̲?𝑠) =
𝜕𝜌𝑠
∗𝜆𝑠
𝜕𝑡
 𝑑𝑖𝑣(𝜌𝑠
∗𝜆𝑠?̲?𝑠) = 0 (2.18)2 
The result is a global (integral - (2.18)1) and local (differential - (2.18)2) statement of the 
conservation of mass for the solid skeleton. We see that the apparent mass density obeys the 
classical result for conservation of mass in the Eulerian description, whereas the intrinsic mass 
density exhibits compressibility due to the possibility of the volume fraction to change. For the 
fluid mass we formulate the global conservation of mass equation following the deformation of 
the skeletal phase, and hence we account for mass flux across the boundary of the spatial volume 
due to fluid flow relative to the skeletal frame. 
 
𝑑
𝑑𝑡
∫𝜌𝑓 ⅆΩ
Ω𝑡
= − ∫ ℎ̲𝑓 ∙ ?̲? ⅆ𝑆
𝜕Ω𝑡
 (2.19) 
With the relative mass flux calculated from the filtration velocity as [83] 
 ℎ̲𝑓 = 𝜌𝑓?̲?𝑓 (2.20) 
The local mass balance of the fluid can then be written in the spatial frame using the filtration 
velocity or the relative mass flux. 
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𝜕𝜌𝑓
𝜕𝑡
  𝑑𝑖𝑣(𝜌𝑓?̲?𝑠) = −𝑑𝑖𝑣(ℎ̲𝑓) = −𝑑𝑖𝑣(𝜌𝑓?̲?𝑓) (2.21) 
We can also see that this local mass balance may be rewritten in terms of the fluid velocity field 
in place of the skeletal velocity and relative mass flux. 
 
𝜕𝜌𝑓
𝜕𝑡
  𝑑𝑖𝑣(𝜌𝑓?̲?𝑓) =
𝜕𝜌𝑓
∗𝜆𝑓
𝜕𝑡
  𝑑𝑖𝑣(𝜌𝑓
∗𝜆𝑓?̲?𝑓) = 0 (2.22) 
Which could have been obtained by following the deformation of the fluid phase and calculating 
the conservation of mass without the additional diffusional mass flux. 
 
𝑑𝑓
𝑑𝑡
∫𝜌𝑓 ⅆΩ
Ω𝑡
= 0 (2.23) 
The saturation condition of the combined medium places a restriction on the volume fractions of 
the two phases, requiring they add to unity. Thus, the solid and fluid volume fractions are related 
to the porosity of the combined medium and we only need to track the one field variable, namely 
porosity. 
 ∑ 𝜆𝛼
𝛼
= 𝜆𝑠  𝜆𝑓 = 1 (2.24)1 
 𝜆𝑓 = 𝜆, 𝜆𝑠 = 1 − 𝜆 (2.24)2 
Wherein 𝜆𝛼, 𝜆𝑠, 𝜆𝑓 , and 𝜆 are the constituent volume fractions, solid volume fraction, fluid volume 
fraction, and porosity, respectively. The acceleration of each phase is obtained by taking the phase 
specific material derivative of the velocity, while following that particular phases velocity. 
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 ?̲?𝑠 =
𝑑?̲?𝑠
𝑑𝑡
=
𝜕?̲?𝑠
𝜕𝑡
 𝑔𝑟𝑎𝑑(?̲?𝑠) ∙ ?̲?𝑠 (2.25)1 
 ?̲?𝑓 =
𝑑𝑓?̲?𝑓
𝑑𝑡
=
𝜕?̲?𝑓
𝜕𝑡
 𝑔𝑟𝑎𝑑(?̲?𝑓) ∙ ?̲?𝑓 (2.25)2 
 
2.2.2. Conservation of Linear Momentum 
We next apply the principle of balance of linear momentum, wherein we have the body load ?̲?, in 
units of force per unit mass, and surface traction ?̲? that are experienced across both phases. Again, 
we follow the deformation of the skeletal phase and account for the additional momentum flux due 
to relative fluid motion as a separate contribution. 
 
𝑑
𝑑𝑡
∫𝜌𝑠
∗(1 − 𝜆)?̲?𝑠  𝜌𝑓
∗𝜆?̲?𝑓 ⅆΩ
Ω𝑡
 
= − ∫(?̲?𝑓⊗𝜌𝑓
∗𝜆?̲?𝑓) ?̲? ⅆ𝑆
∂Ω𝑡
 ∫𝜌?̲? ⅆΩ
Ωt
 ∫ ?̲? ⅆ𝑆
𝜕Ωt
 
(2.26) 
wherein ⊗ denotes the tensor, or dyadic, product. Applying conservation of mass, we may rewrite 
the momentum balance below, which again could be obtained using the fluid phase material 
derivative and ignoring the filtration velocity. 
 ∫𝜌𝑠
∗(1 − 𝜆)?̲?𝑠  𝜌𝑓
∗𝜆?̲?𝑓 ⅆΩ
Ω𝑡
= ∫𝜌?̲? ⅆΩ
Ωt
 ∫ ?̲? ⅆ𝑆
𝜕Ωt
 (2.27)1 
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𝑑
𝑑𝑡
∫𝜌𝑠
∗(1 − 𝜆)?̲?𝑠 ⅆΩ
Ω𝑡
 
𝑑𝑓
𝑑𝑡
∫𝜌𝑓
∗𝜆?̲?𝑓 ⅆΩ
Ω𝑡
= ∫𝜌?̲? ⅆΩ
Ωt
 ∫ ?̲? ⅆ𝑆
𝜕Ωt
 (2.27)2 
We introduce the Cauchy stress tensor, ?̲?, which maps a surface normal, ?̲?, to the traction vector 
acting on that surface. This will allow us to transfer the surface integral in (2.27) into a volume 
integral and localize (form a differential relation) for the balance of linear momentum. 
 ?̲? = ?̲??̲? (2.28) 
Introducing the mass weighted acceleration ?̲? =
1
𝜌
(𝜌𝑠
∗(1 − 𝜆)?̲?𝑠  𝜌𝑓
∗𝜆?̲?𝑓) and applying the 
divergence theorem results in the local form of the momentum balance. 
 𝜌?̲? − 𝑑𝑖𝑣(?̲?) = 𝜌?̲? (2.29) 
 
2.2.3. Conservation of Angular Momentum 
The angular momentum of the system is handled similarly to that of linear moment. We first 
formulate the global conservation law as the rate of change in angular momentum. 
 
𝑑
𝑑𝑡
∫ ?̲? × (𝜌𝑠
∗(1 − 𝜆)?̲?𝑠) ⅆΩ
Ω𝑡
 
𝑑𝑓
𝑑𝑡
∫ ?̲? × (𝜌𝑓
∗𝜆?̲?𝑓) ⅆΩ
Ω𝑡
 
= ∫ ?̲? × 𝜌?̲? ⅆΩ
Ωt
 ∫ ?̲? × ?̲? ⅆ𝑆
𝜕Ωt
 
(2.30) 
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Wherein ?̲? is a spatial position vector for a material element of the homogenized mixture. This 
vector will follow the deformation of the respective phase when the material derivative is taken, 
and the above equation simplifies to  
 ∫ ?̲? × (𝜌𝑠
∗(1 − 𝜆)?̲?𝑠  𝜌𝑓
∗𝜆?̲?𝑓) ⅆΩ
Ω𝑡
= ∫ ?̲̲̲? ∙∙ ?̲?  ?̲? × 𝜌?̲?  ?̲? × 𝑑𝑖𝑣(?̲?) ⅆΩ
Ωt
 (2.31) 
The operator ∙∙ between the rank-3 permutation tensor ?̲̲̲? and the stress tensor is the double 
contraction operator. In indicial notation, for two tensors of arbitrary rank- (n, m) ≥ 2, this operator 
is defined as  
 𝐴(𝑛) ∙∙ 𝐵(𝑚) = 𝐴…𝑖𝑗𝐵𝑗𝑖… (2.32) 
And results in a new tensor of rank- (n + m – 2). Using conservation of mass and linear momentum 
we again obtain the local conservation of angular momentum equation. 
 ?̲̲̲? ∙∙ ?̲? = 0   →    ?̲? − ?̲?
𝑇 = 0 (2.33) 
Which demonstrates that the Cauchy stress tensor for the overall combined medium is symmetric. 
 
2.3. Thermodynamic Considerations 
2.3.1. Energy and Work Rates 
Now we determine the kinetic energy rate. Following the skeletal deformation and separately 
accounting for relative fluid motion, we write the kinetic energy rate as 
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𝑑?̅?
𝑑𝑡
=
1
2
𝑑
𝑑𝑡
∫𝜌𝑠
∗(1 − 𝜆)?̲?𝑠 ∙ ?̲?𝑠 ⅆΩ
Ω𝑡
 
1
2
𝑑𝑓
𝑑𝑡
∫𝜌𝑓
∗𝜆?̲?𝑓 ∙ ?̲?𝑓 ⅆΩ
Ω𝑡
 
= ∫𝜌𝑠
∗(1 − 𝜆)?̲?𝑠 ∙ ?̲?𝑠  𝜌𝑓
∗𝜆?̲?𝑓 ∙ ?̲?𝑓 ⅆΩ
Ω𝑡
 
(2.34) 
We next consider an external work rate skeletal deformation as well as an external work due to 
relative fluid motion. 
 
𝑑𝑊𝑠,𝑒𝑥𝑡
𝑑𝑡
= ∫𝜌?̲? ∙ ?̲?𝑠 ⅆΩ
Ω𝑡
 ∫ ?̲? ∙ ?̲?𝑠 ⅆ𝑆
𝜕Ω𝑡
 (2.35)1 
 
𝑑𝑊𝑓,𝑒𝑥𝑡
𝑑𝑡
= ∫𝜆𝜌𝑓
∗ ?̲? ∙ ?̲?𝑓 ⅆΩ
Ω𝑡
 ∫ 𝜆?̲?𝑓?̲? ∙ ?̲?𝑓 ⅆ𝑆
𝜕Ω𝑡
 (2.35)2 
Wherein we have introduced the fluid stress tensor ?̲?𝑓 that may encompass hydrostatic pressure as 
well as viscous effects.  
For the mobile species moving in the fluid phase, we consider the species of molar concentration 
𝑐𝛽 in moles per total volume and write the molar balance equation following the skeletal 
deformation. 
 
𝑑
𝑑𝑡
∫ 𝑐𝛽 ⅆΩ
Ω𝑡
= − ∫ 𝑐𝛽?̲?𝛽 ∙ ?̲? ⅆ𝑆
𝜕Ω𝑡
 (2.36) 
This renders a local molar balance in terms of the filtration velocity or molar flux, ℎ̲𝛽 = 𝑐𝛽?̲?𝛽, 
which characterizes the species movement relative to the skeletal phase due to effect such as 
diffusion, electromigration, and advection in a bulk medium. 
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𝑑𝑐𝛽
𝑑𝑡
 𝑐𝛽 𝑑𝑖𝑣(?̲?𝑠) = −𝑑𝑖𝑣(𝑐𝛽?̲?𝛽) = −𝑑𝑖𝑣(ℎ̲𝛽) (2.37) 
The energy contribution due to these species is characterized through their chemical potentials 𝜇𝛽 
and the work rate may be written as a function of the molar flux across a spatial surface moving 
with the skeleton [84]. 
 
𝑑𝑊𝛽
𝑑𝑡
= − ∫ 𝜇𝛽ℎ̲𝛽 ∙ ?̲? ⅆ𝑆
𝜕Ω𝑡
= ∫(
𝜕𝑐𝛽
𝜕𝑡
 𝑑𝑖𝑣(𝑐𝛽?̲?𝑠)) 𝜇𝑖 − ℎ̲𝛽 ∙ 𝑔𝑟𝑎𝑑(𝜇𝛽) ⅆΩ
Ω𝑡
 (2.38) 
To account for the electronic work, we take a similar approach as in [53] and begin by describing 
the electrical properties of the medium with electrostatics. In the realm of electrostatics, Maxwell’s 
equations render the electric field, ?̲?, curl-free, and hence is the gradient of a scalar potential 
function, i.e., the electric potential 𝜙. 
 𝑐𝑢𝑟𝑙(?̲?) = 0, ?̲? = −𝑔𝑟𝑎𝑑(𝜙) (2.39) 
The total volumetric charge 𝓆 and surface charge 𝓌 are related to the electric displacement, ?̲?, by 
the Gauss Law within the volume and the normal jump of the electric displacement along the 
boundary, respectively [85]. 
 𝑑𝑖𝑣(?̲?) = 𝓆, ‖?̲? ∙ ?̲?‖ = 𝓌 (2.40) 
We assume the charge in the system is made up of electrons, 𝓆0, and charged (ionic) species 𝛾, 
with concentrations 𝑐𝛾 and charge number 𝑧𝛾. The total charge is then: 
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 𝓆 = 𝓆0  ℱ∑ 𝑧𝛾𝑐𝛾
𝛾
 (2.41) 
wherein ℱ is Faraday’s constant. The electronic work rate can now be defined, following the 
skeletal deformation, as [85] 
 
𝑑𝑊𝑒𝑙𝑒𝑐
𝑑𝑡
= ∫𝜙
𝑑
𝑑𝑡
(𝓆0 ⅆΩ)
Ω𝑡
 ∫ 𝜙
𝑑
𝑑𝑡
(𝓌 ⅆ𝑆)
∂Ω𝑡
 (2.42) 
Using the definition of total charge and the divergence theorem across a jump, we obtain 
 
𝑑𝑊𝑒𝑙𝑒𝑐
𝑑𝑡
= ∫ ?̲? ∙ (
𝜕?̲?
𝜕𝑡
  𝑑𝑖𝑣(?̲? ⊗ ?̲?𝑠) − 𝑔𝑟𝑎𝑑(?̲?𝑠)?̲?)
Ω𝑡
 
−ℱ𝜙∑ 𝑧𝛾 (
𝜕𝑐𝛾
𝜕𝑡
 𝑑𝑖𝑣(𝑐𝛾?̲?𝑠))
𝛾
ⅆΩ 
(2.43) 
Note that the spatial electric field and electric displacement are not directly power conjugate under 
a finite-strain framework for deformable materials [85,86]. Further, only the charged constituent 
fluid species contribute to the electronic work rate, and hence the summation is taken over the 
species 𝛾. We may extend this summation across all fluid species 𝛽 by noting that the charge 
number 𝑧𝛽 is zero for an uncharged species, and hence does not affect the work rate contribution 
but will later allow for a more concise treatment of the constituent fluid species. 
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The total internal energy is written in terms of an internal energy per mixture volume and is 
additive between the two phases. 
 ?̅? = ∫𝓊ⅆΩ
Ω𝑡
= ∫𝓊𝑠  𝓊𝑓 ⅆΩ
Ω𝑡
 (2.44) 
Hence, the internal energy rate can be written as 
 
𝑑?̅?
𝑑𝑡
=
𝑑
𝑑𝑡
∫𝓊𝑠 ⅆΩ
Ω𝑡
 
𝑑𝑓
𝑑𝑡
∫𝓊𝑓 ⅆΩ
Ω𝑡
 
= ∫
𝜕𝓊
𝜕𝑡
 𝑑𝑖𝑣(𝓊𝑠 ?̲?𝑠)  𝑑𝑖𝑣(𝓊𝑓 ?̲?𝑓) ⅆΩ
Ω𝑡
 
(2.45) 
Finally, we decompose the heat supply into a distributed volumetric supply as well as a heat flux. 
 𝑄 = ∫𝑟𝑞 ⅆΩ
Ω𝑡
− ∫ ℎ̲𝑞 ∙ ?̲? ⅆ𝑆
𝜕Ω𝑡
= ∫𝑟𝑞 − 𝑑𝑖𝑣(ℎ̲𝑞) ⅆΩ
Ω𝑡
 (2.46) 
 
2.3.2. First and Second Laws of Thermodynamics 
The first law of thermodynamics states that the time rate of change in the total energy of the system, 
internal and kinetic, is exactly equal to the rate of heat and external work supplied to the system.  
 
𝑑?̅?
𝑑𝑡
 
𝑑?̅?
𝑑𝑡
= 𝑄  
𝑑𝑊𝑠,𝑒𝑥𝑡
𝑑𝑡
 
𝑑𝑊𝑓,𝑒𝑥𝑡
𝑑𝑡
 
𝑑𝑊𝑒𝑙𝑒𝑐
𝑑𝑡
 ∑
𝑑𝑊𝛽
𝑑𝑡𝛽
 (2.47) 
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Substituting the above expressions for the energy rates we obtain the local energy balance. 
 
𝑑𝓊
𝑑𝑡
 𝓊 𝑑𝑖𝑣(?̲?𝑠) = ?̲?: ?̲?  (?̲? − ?̲?𝑓) ∙ ℎ̲𝑓 − 𝑑𝑖𝑣(𝒽𝑓∗ℎ̲𝑓) −∑ ℎ̲𝛽 ∙ 𝑔𝑟𝑎𝑑(𝜇𝛽)
𝛽
 
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙)(
𝜕𝑐𝛽
𝜕𝑡
 𝑑𝑖𝑣(𝑐𝛽?̲?𝑠))
𝛽
 𝑟𝑞 − 𝑑𝑖𝑣(ℎ̲𝑞) 
  ?̲? ∙ (
𝜕?̲?
𝜕𝑡
  𝑑𝑖𝑣(?̲? ⊗ ?̲?𝑠) − 𝑔𝑟𝑎𝑑(?̲?𝑠)?̲?) 
(2.48) 
Wherein ?̲? is the symmetric part of the spatial velocity gradient, known as the rate of deformation 
tensor. We have also assumed that the fluid stress is spherical with a hydrostatic pressure 𝑝 such 
that ?̲?𝑓 = −𝑝?̲̲? and introduced the fluid internal energy, 𝓊𝑓∗, and enthalpy, 𝒽𝑓∗, per fluid mass, 
which will be denoted by the addition of the subscripted star, i.e., 
 𝓊𝑓∗ =
𝓊𝑓
𝜌𝑓
∗𝜆
 (2.49)1 
 𝒽𝑓∗ = 𝓊𝑓∗  
𝑝
𝜌𝑓
∗  (2.49)2 
As with the internal energy, we write the total entropy as additive between the two phases and as 
a per mixture volume quantity. 
 𝓈̅ = ∫𝓈 ⅆΩ
Ω𝑡
= ∫𝓈𝑠  𝓈𝑓 ⅆΩ
Ω𝑡
 (2.50) 
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The entropy rate is then calculated as 
 
𝑑𝓈̅
𝑑𝑡
= ∫
𝜕𝓈
𝜕𝑡
 𝑑𝑖𝑣(𝓈𝑠?̲?𝑠)  𝑑𝑖𝑣(𝓈𝑓?̲?𝑓) ⅆΩ
Ω𝑡
 (2.51) 
The flow of entropy is given in terms of a volumetric supply as well as a flux. 
 ℋ𝓈 = ∫𝑟𝓈 ⅆΩ
Ω𝑡
− ∫ ℎ̲𝓈 ∙ ?̲? ⅆ𝑆
𝜕Ω𝑡
 (2.52) 
Now, the Second Law of Thermodynamics states that the entropy production, the rate minus 
supply, must at all times be nonnegative. 
 
𝑑𝓈̅
𝑑𝑡
−ℋ𝓈 ≥ 0 (2.53) 
We relate the supply and flux of entropy to the supply and flux of heat through the thermodynamic 
temperature [87–89]. 
 𝑟𝓈 =
𝑟𝑞
𝑇
, ℎ̲𝓈 =
ℎ̲𝑞
𝑇
 (2.54) 
This yields the global entropy inequality. 
 
𝑑𝓈̅
𝑑𝑡
≥
𝑄
𝑇
  (2.55)1 
 ∫
𝜕𝓈
𝜕𝑡
 𝑑𝑖𝑣(𝓈𝑠?̲?𝑠)  𝑑𝑖𝑣(𝓈𝑓?̲?𝑓) ⅆΩ
Ω𝑡
≥ ∫
𝑟𝑞
𝑇
ⅆΩ
Ω𝑡
− ∫
ℎ̲𝑞
𝑇
ⅆ𝑆
𝜕Ω𝑡
 (2.55)2 
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Which localizes to the differential form below. 
 𝑇 (
𝜕𝓈
𝜕𝑡
 𝑑𝑖𝑣(𝓈𝑠?̲?𝑠)  𝑑𝑖𝑣(𝓈𝑓?̲?𝑓)) −
ℎ̲𝑞
𝑇
∙ 𝑔𝑟𝑎𝑑(𝑇) ≥ 𝑟𝑞 − 𝑑𝑖𝑣(ℎ̲𝑞) (2.56) 
 
2.3.3. Clausius-Duhem Inequality 
We now combine the First Law and Second Law equations to eliminate the heat sources and flux 
divergence terms on the right-hand side of the entropy inequality. In this process we introduce the 
fluid Gibbs free energy per fluid mass ℊ
𝑓∗
= 𝓊𝑓∗  
𝑝
𝜌𝑓
∗ − 𝑇𝓈𝑓∗ with fundamental thermodynamic 
identities. 
 
𝜕ℊ
𝑓∗
𝜕𝑝
=
1
𝜌𝑓
∗ ,
𝜕ℊ
𝑓∗
𝜕𝑇
= −𝓈𝑓∗ (2.57) 
As well as introduce the Helmholtz free energy of the system 𝜓 = 𝓊 − 𝑇𝓈, to finally obtain the 
spatial Clausius-Duhem inequality. The Clausius-Duhem inequality is a representation of the 
entropy inequality that finds use in the derivation of constitutive relation by formulating the 
inequality relation in terms of the primary fields in conjugate pairs along with the free energy. 
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?̲?: ?̲? − 𝓈
𝑑𝑇
𝑑𝑡
− (
𝑑𝜓
𝑑𝑡
 𝜓 𝑑𝑖𝑣(?̲?𝑠))  ℊ𝑓∗ (
𝑑𝜌𝑓
∗𝜆
𝑑𝑡
  𝜌𝑓
∗𝜆 𝑑𝑖𝑣(?̲?𝑠)) 
  ?̲? ∙ (
𝜕?̲?
𝜕𝑡
 𝑑𝑖𝑣(?̲? ⊗ ?̲?𝑠) − 𝑔𝑟𝑎𝑑(?̲?𝑠)?̲?) 
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙)(
𝜕𝑐𝛽
𝜕𝑡
 𝑑𝑖𝑣(𝑐𝛽?̲?𝑠))
𝛽
 
−∑ ℎ̲𝛽 ∙ 𝑔𝑟𝑎𝑑(𝜇𝛽)
𝛽
−
ℎ̲𝑞
𝑇
∙ 𝑔𝑟𝑎𝑑(𝑇) 
 
ℎ̲𝑓
𝜌𝑓
∗ ∙ (𝜌𝑓
∗(?̲? − ?̲?𝑓) − 𝑔𝑟𝑎𝑑(𝑝)) ≥ 0 
(2.58) 
We now turn to transporting this inequality into the Lagrangian, or material, description. 
 
?̲̲?:
𝑑?̲?
𝑑𝑡
− 𝒮
𝑑𝑇
𝑑𝑡
 ℊ
𝑓∗
𝑑𝜌𝑓
∗Λ
𝑑𝑡
 ?̲? ∙
𝑑?̲?
𝑑𝑡
 
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙)
𝑑𝐶𝛽
𝑑𝑡𝛽
−
𝑑Ψ
𝑑𝑡
 
 
?̲?𝑓
𝜌𝑓
∗ ∙ (𝜌𝑓
∗?̲?𝑇(?̲? − ?̲?𝑓) − 𝐺𝑟𝑎𝑑(𝑝)) 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
−
?̲?𝑞
𝑇
∙ 𝐺𝑟𝑎𝑑(𝑇) ≥ 0 
(2.59) 
Where ?̲̲? and ?̲? are the 2nd Piola-Kirchhoff stress tensor and Green-Lagrange stain tensor, 
respectively, and the remaining fields in the capital case are the material description of their 
corresponding spatial fields. The Helmholtz free energy and entropy in the Lagrangian frame may 
be decomposed according to the free energy of the skeleton and the fluid, where we also write the 
fluid components in a per mass basis. 
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 Ψ = Ψ𝑠  𝜌𝑓
∗Λ𝜓𝑓∗ (2.60)1 
 𝒮 = 𝒮𝑠  𝜌𝑓
∗Λ𝓈𝑓∗ (2.60)2 
With the Gibbs and Helmholtz free energies related as 𝜓𝑓∗ = ℊ𝑓∗ −
𝑝
𝜌𝑓
∗ , and noting that the 
Lagrangian representation of the fluid mass is written as 𝜌𝑓
∗Λ = 𝜌𝑓
∗𝜆𝐽, we may further manipulate 
the inequality into the form below. 
 
?̲̲?:
𝑑?̲?
𝑑𝑡
− 𝒮𝑠
𝑑𝑇
𝑑𝑡
 𝑝
𝑑Λ
𝑑𝑡
 ?̲? ∙
𝑑?̲?
𝑑𝑡
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙)
𝑑𝐶𝛽
𝑑𝑡𝛽
−
𝑑Ψ𝑠
𝑑𝑡
 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
− ?̲?𝑞 ∙
𝐺𝑟𝑎𝑑(𝑇)
𝑇
− ?̲?𝑓 ∙
𝐺𝑟𝑎𝑑(𝑝)
𝜌𝑓
∗ ≥ 0 
(2.61) 
Every quantity in (2.61) is written with reference to the skeletal phase. The effects of body forces, 
?̲?, and inertia, ?̲?𝑓, on the relative fluid mass flux have been neglected for simplicity as they are 
expected to play a negligible role in the transduction behavior of the IPMC. 
 
2.3.4. Lagrange Multiplier Enforcement of the Saturation Condition 
The final component needed to close the model is an enforcement of the saturation condition. 
Recall that this condition requires the volume fractions add to unity. 
 ∑ 𝜆𝛼
𝛼
= 𝜆𝑠  𝜆𝑓 = 1, 𝜆𝑠 = 1 − 𝜆𝑓 = 1 − 𝜆 (2.62) 
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Through the course of this derivation, we have identified the fluid phase as being a miscible 
mixture of constituent species, and hence we may write the fluid volume fraction in terms of the 
constituent volume fractions. 
 𝜆𝑓 = 𝜆 =∑ 𝜆𝛽
𝛽
 (2.63) 
We can further identify the volume fractions of these constituent species in terms of their molar 
volumes, 𝜈𝑖, and molar concentrations with respect to the combined medium, i.e., 
 𝜆𝛽 = 𝜈𝛽𝑐𝛽 (2.64) 
The saturation condition in spatial and material frames are rendered, respectively, as 
 𝜆 =∑ 𝜈𝛽𝑐𝛽
𝛽
 (2.65)1 
  Λ =∑ 𝜈𝛽𝐶𝛽
𝛽
 (2.65)2 
Here we have implicitly assumed that the mixture is ideal and that the volumes of each constituent 
species are additive in order to formulate a more manageable model. The saturation condition may 
be enforced through a Lagrange multiplier, 𝒫, and added to the entropy inequality in order to 
impose the constraint on the evolution of the system [82,90–92]. The material time rate of the 
Lagrangian saturation condition is used in order to fit with the current rate form of the Clasius-
Duhem inequality. 
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?̲̲?:
𝑑?̲?
𝑑𝑡
− 𝒮𝑠
𝑑𝑇
𝑑𝑡
 𝑝
𝑑Λ
𝑑𝑡
 ?̲? ∙
𝑑?̲?
𝑑𝑡
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙)
𝑑𝐶𝛽
𝑑𝑡𝛽
−
𝑑Ψ𝑠
𝑑𝑡
 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
− ?̲?𝑞 ∙
𝐺𝑟𝑎𝑑(𝑇)
𝑇
− ?̲?𝑓 ∙
𝐺𝑟𝑎𝑑(𝑝)
𝜌𝑓
∗  
  𝒫 (
𝑑Λ
𝑑𝑡
−∑ 𝜈𝛽
𝑑𝐶𝛽
𝑑𝑡𝛽
) ≥ 0 
(2.66) 
Rearranging the terms, we obtain the final form of the Clasius-Duhem inequality with which we 
will be working. We see that the Lagrange multiplier manifests as an additional pressure term 
which modifies the fluid hydrostatic pressure, 𝑝, as well as introduces a pressure contribution to 
the chemical potential of the constituent species. 
 
?̲̲?:
𝑑?̲?
𝑑𝑡
− 𝒮𝑠
𝑑𝑇
𝑑𝑡
 (𝑝  𝒫)
𝑑Λ
𝑑𝑡
 ?̲? ∙
𝑑?̲?
𝑑𝑡
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙 − 𝜈𝛽𝒫)
𝑑𝐶𝛽
𝑑𝑡𝛽
−
𝑑Ψ𝑠
𝑑𝑡
 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
− ?̲?𝑞 ∙
𝐺𝑟𝑎𝑑(𝑇)
𝑇
− ?̲?𝑓 ∙
𝐺𝑟𝑎𝑑(𝑝)
𝜌𝑓
∗ ≥ 0 
(2.67) 
 
2.3.5. Constitutive Requirements 
We now have the Clasius-Duhem inequality in a material description which is constrained by the 
saturation condition through a Lagrange multiplier. Next, we seek to determine constitutive 
restrictions placed on the primary dependent fields, namely ?̲̲?, 𝒮𝑠 , 𝑝, ?̲?, 𝜇𝛽 , ?̲?𝑓 , ?̲?𝛽 , ?̲?𝑞 , Ψs. In this 
regard, we follow the Coleman-Noll procedure, utilizing the principles of determinism, material 
frame indifference, and equipresence to define the relevant independent variables with which the 
response functions vary [82,84,87,88,93–96].  
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In the most general material, the response functions may vary with a set of independent variables 
along with a number of their material gradients, allowing for non-local actions to be addressed. 
While following the standard arguments of Coleman-Noll procedure we arrive at a reduced set of 
intendant variables: ?̲?, 𝑇, Λ, ?̲?, 𝐶𝛽 . We allow the primary fields to vary as a function of these 
variables and obtain the following entropy inequality. 
 
(?̲̲? −
𝜕Ψ𝑠
𝜕?̲?
) :
𝑑?̲?
𝑑𝑡
− (𝒮𝑠  
𝜕Ψ𝑠
𝜕𝑇
)
𝑑𝑇
𝑑𝑡
 (𝑝  𝒫 −
𝜕Ψ𝑠
𝜕Λ
)
𝑑Λ
𝑑𝑡
 
 (?̲? −
𝜕Ψ𝑠
𝜕?̲?
) ∙
𝑑?̲?
𝑑𝑡
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙 − 𝜈𝛽𝒫 −
𝜕Ψ𝑠
𝜕𝐶𝛽
)
𝑑𝐶𝛽
𝑑𝑡𝛽
 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
− ?̲?𝑞 ∙
𝐺𝑟𝑎𝑑(𝑇)
𝑇
− ?̲?𝑓 ∙
𝐺𝑟𝑎𝑑(𝑝)
𝜌𝑓
∗ ≥ 0 
(2.68) 
Alternatively, we may use the local volumetric deformation of the solid constitute, 𝐽𝑠, as a process 
variable in place of Λ [97]. 
 𝐽𝑠 =
𝑑Ω𝑠
𝑑Ω𝑠,0
=
𝜆𝑠𝑑Ω
𝜆𝑠,0𝑑Ω0
=
𝜆𝑠
𝜆𝑠,0
𝐽 =
1 − 𝜆
1 − 𝜆0
𝐽 (2.69) 
With this new process variable, we may obtain our final entropy inequality equation. 
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(?̲̲? −
𝜕Ψ𝑠
𝜕?̲?
 (𝑝  𝒫)𝐽?̲?−?̲?−𝑇) :
𝑑?̲?
𝑑𝑡
− (𝒮𝑠  
𝜕Ψ𝑠
𝜕𝑇
)
𝑑𝑇
𝑑𝑡
 
−((1 − 𝜆0)(𝑝  𝒫)  
𝜕Ψ𝑠
𝜕𝐽𝑠
)
𝑑𝐽𝑠
𝑑𝑡
 (?̲? −
𝜕Ψ𝑠
𝜕?̲?
) ∙
𝑑?̲?
𝑑𝑡
 
 ∑ (𝜇𝛽 − 𝑧𝛽ℱ𝜙 − 𝜈𝛽𝒫 −
𝜕Ψ𝑠
𝜕𝐶𝛽
)
𝑑𝐶𝛽
𝑑𝑡𝛽
 
−∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
− ?̲?𝑞 ∙
𝐺𝑟𝑎𝑑(𝑇)
𝑇
− ?̲?𝑓 ∙
𝐺𝑟𝑎𝑑(𝑝)
𝜌𝑓
∗ ≥ 0 
(2.70) 
We see that the transition from the material frame porosity to the local solid constituent volume 
deformation has combine the pressure contributions with the stress tensor which is a manifestation 
of Terzaghi’s stress principle of soil mechanics [98,99]. This form of the inequality will be 
thermodynamically consistent processes, it must hold for all arbitrarily chosen values for the 
material derivatives of ?̲?, 𝑇, 𝐽𝑠, ?̲?, 𝐶𝛽. The bracketed expressions are not functionally dependent on 
the rate terms they multiply, and hence they must equate to zero for an arbitrary assignment of the 
time rate fields. 
 ?̲̲? =
𝜕Ψ𝑠
𝜕?̲?
− 𝓅𝐽?̲?−?̲?−𝑇 (2.71)1 
 𝓅 = −
1
1 − 𝜆0
𝜕Ψ𝑠
𝜕𝐽𝑠
 (2.71)2 
 𝒮𝑠 = −
𝜕Ψ𝑠
𝜕𝑇
 (2.71)3 
 𝜇𝛽 =
𝜕Ψ𝑠
𝜕𝐶𝛽
 𝑧𝛽ℱ𝜙  𝜈𝛽𝒫 (2.71)4 
 ?̲? =
𝜕Ψ𝑠
𝜕?̲?
= −𝐺𝑟𝑎𝑑(𝜙) (2.71)5 
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Here we have combined the fluid phase hydrostatic pressure with the Lagrange multiplier to obtain 
a unified pressure, 𝓅 = 𝑝  𝒫, referred to hereon as the conjugate pressure (i.e., the pressure 
which is power conjugate to the solid constituent volume deformation). The pressure contribution 
from the Lagrange multiplier will be referred to as the Lagrange pressure. Now, enforcing that our 
newly obtained constitutive restrictions must hold, we are left with the reduced dissipation 
inequality below. 
 −∑ ?̲?𝛽 ∙ 𝐺𝑟𝑎𝑑(𝜇𝛽)
𝛽
−
?̲?𝑞
𝑇
∙ 𝐺𝑟𝑎𝑑(𝑇) −
?̲?𝑓
𝜌𝑓
∗ ∙ 𝐺𝑟𝑎𝑑(𝑝) ≥ 0 (2.72) 
Here we allow all the flux terms to vary linearly with all other thermodynamic driving forces and 
formulate the Onsager relations. 
 ?̲?𝑖 = −∑ ?̲?𝑖𝑗?̲?𝑗
𝑗
 (2.73) 
Where we have generalized the fluxes and their corresponding forces into ?̲?𝑛 and ?̲?𝑛, respectively, 
and the summation is taken over all fluxes, which in this case is the constituent species 𝛽 plus the 
heat flux and relative mass flux. The Onsager coefficients are written as rank-2 tensors to allow 
for the possibility of anisotropic transport. 
 ∑ ?̲?𝑖
𝑖
∙ (∑ ?̲?𝑖𝑗?̲?𝑗
𝑗
) ≥ 0 (2.74) 
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Which requires that the matrix of mobility tensors, 
 
[
 
 
 
?̲?11 ?̲?12 ⋯ ?̲?1𝑁
?̲?21 ?̲?22 … ?̲?2𝑁
⋮ ⋮ ⋱ ⋮
?̲?𝑁1 ?̲?𝑁2 ⋯ ?̲?𝑁𝑁]
 
 
 
 (2.75) 
be positive-semidefinite [84]. We further enforce that this matrix of mobilities follows the Onsager 
reciprocal relations, thereby rendering the matrix symmetric [100,101]. 
 
2.4. The Electrode Domain and Interface Coupling Under Finite Deformation 
The electrodes require further consideration, which can be handled through a few different 
approaches. The first option is most common when constructing initial models of IPMCs, wherein 
the electrodes are treated as perfect conductors [38,102,103]. Under this framework, there is no 
electric potential drop along the length of the IPMC electrodes as no resistance is accounted for, 
and hence the electrodes need not be modeled at all and the boundary condition at the polymer-
electrode interface fully dictates the electrochemical behavior. Including the effects of surface 
resistance requires more extensive coupling between the electrode and polymer domains. The 
electric potential along the length of the IPMC is directly coupled, while the electrical and ionic 
currents may be related through the Ramo-Shockley theorem or Gauss’s Law [49,104,105]. 
Furthermore, the regions within the IPMC where electrode material and ionomer backbone form 
a composite mixture plays a highly important role in the electromechanical and mechanoelectrical 
transduction phenomena and may be modeled as distinct domains of differing material 
composition and properties called composite layers [36,47,106,107].  
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Under the current framework, these composite layers may be accounted for by varying the 
composition of the solid domain, accounting for an additional constituent species of the metal 
electrode. This in turn changes material properties such as dielectric constant, fluid permeability, 
and species diffusivity. The influence of imperfect electrodes due to vacancies or defects in the 
deposited material, as well as the fractal-like profile of the composite layers has been extensively 
studied throughout literature [104,108–113].  
 
 
Figure 5: Important through-the-thickness domains for modeling typical IPMC materials 
In each region (1,2,3), different multiphysics phenomena occur, and the equations used to describe 
must change accordingly, as described in the text. 
 
Region (1) is the ionomer core where the modeling framework outlined above is valid. This domain 
is responsible for the main mechanical deformation and electrochemical modeling of the IPMC. 
Regions (2) are those where ionomeric and electrode material are intermixed and is sometimes 
referred to as the composite layers [36,47]. The modeling framework as described may also be 
used in this domain with appropriate accounting of changes in material properties and solid 
constituents. Lastly, regions (3) are the electrode domains, where the ionic and electronic currents 
may be coupled, and the electrode potential calculated by differential Ohm’s law [104,109]. 
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The modeling work thus far has been focused on the electrochemical, mechanical, and porous 
media aspects of the IPMC material, and hence not addressed concepts such as electrode or 
composite layer domains. The model may be conveniently extended to account for the existence 
of the composite layer by simply accounting for the additional solid constituent of the electrode 
material and a suitable change in material properties. The electrode domains of the IPMC can be 
treated in a significantly simplified manner. As opposed to the multiphasic continua that makes up 
the membrane, we treat the electrode as a single homogenous conductive material and treat it as 
deforming along with the solid skeleton. This, in effect, allows for the same mechanical 
conservation laws (mass, and momentum) to hold upon setting 𝜆 = 0 (no fluid permeation into the 
electrode domain), along with appropriate scaling of the material properties. With that said, we 
treat the electrical properties in these domains as distinct from those in the membrane and denote 
them with a subscript 𝑒 (i.e., the electrode domain). 
In this section we will discuss the governing equations for the field variables of the electrode 
domain and how they relate to those within the ionomer. The polymer-electrode interface is a 
physical interface between two mediums of differing electrical properties, and hence the classical 
jump conditions of electrostatics may be used to relate the fields. Alternatively, in 
mechanoelectrical transduction, the closed-circuit sensing signal is related to the current density 
within the membrane, and hence charge and current are more relevant to the problem. For this 
reason, here we derive charge conservation at an interface in a deforming medium, which allows 
for the electrode and membrane current density fields to be coupled, even under finite 
deformations. This approach is shown to recover the previous electrode couplings obtained by 
Ramo-Shockley or Gauss’s Law arguments. 
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2.4.1. Electrode Field Equations and Surface Jump Conditions 
We again work under the assumption of electrostatics, that is, a curl-free electric field. 
 𝑐𝑢𝑟𝑙(?̲?) = 0, ?̲? = −𝑔𝑟𝑎𝑑(𝜙) (2.76) 
For an imperfect electrode, one with finite electrical conductivity, we account for resistive losses 
using the differential form of Ohm’s law [47,104,107,109,114–119]. 
 ?̲?𝑒?̲? = 𝑗?̲? (2.77)1 
 ?̲? = ?̲̲?𝑒𝑗?̲? (2.77)2 
Wherein ?̲?𝑒 and ?̲̲?𝑒 are the electrical conductivity and electrical resistivity tensors, respectively, 
and 𝑗?̲? is the electric current density in the electrode. These fields may be transported to the material 
frame with the following pull-back operations. 
 ?̲? = ?̲?𝑇?̲? (2.78)1 
 ?̲?𝑒 = 𝐽?̲?
−𝑗?̲? (2.78)2  
 Σ̲̲𝑒 = 𝐽?̲?
−?̲?𝑒?̲?
−𝑇 (2.78)3 
 ?̲?𝑒 = 𝐽?̲?
−?̲̲?𝑒?̲?
−𝑇 (2.78)4 
These gives us the Lagrangian representation of differential Ohm’s. 
 Σ̲̲𝑒?̲? = ?̲?𝑒 (2.79)1 
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 ?̲? = ?̲?𝑒 ?̲?𝑒 (2.79)2 
One may note that we could establish a functional relationship between the electrical conductivity 
(resistivity) and the state of deformation within the electrode domain, i.e., ?̲?𝑒 = ?̲?𝑒(?̲?). This would 
allow one to capture variable conductance (or resistance) due to the microstructure of the 
conducive particles as they are deposited into the membrane [109,120]. With the electrical fields 
for the electrode established, we must now turn to coupling these fields to those within the ionomer 
at the polymer-electrode interface. To do this, we must first understand how the electrical 
properties behave at an interface. From classical electrostatics we have the following jump 
conditions for the electric field and electric displacement. 
 ‖?̲?‖ ∙ ?̲? = 0, 𝑒2,𝑡 − 𝑒1,𝑡 = 0,
𝑑2,𝑡
𝜖2
−
𝑑1,𝑡
𝜖1
= 0 (2.80)1 
 ‖?̲?‖ ∙ ?̲? = 𝓌, 𝑑2,𝑛 − 𝑑1,𝑛 = 𝓌, 𝜖2𝑒2,𝑛 − 𝜖1𝑒1,2 = 𝓌 (2.80)2 
 𝜙2 − 𝜙1 = 0 (2.80)3 
Hence, the tangential component of the electric field is continuous across an interface, whereas the 
normal component is not. The electric displacement is always tangentially discontinuous across 
the interface, but for zero surface charge the normal component is continuous. The electric 
potential is also continuous at the interface. 
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2.4.2. Charge Conservation at a Deforming Material Interface 
As we are relating the electric field to the current density in the electrode domain via Ohm’s law, 
we also require a relation for charge conservation at an interface in order to couple the ionic and 
displacement currents in the IPMC membrane with the electronic currents inside the electrode 
domains. In this effort, we look to formulate the interfacial charge conservation for a material 
surface interface under a finite deformation framework. We start by following the formulation in 
[121], and consider a control volume 𝑉 such that the surfaces within media 1 and 2 follow the 
curvature of the interface surface 𝑆 and let the height separating these two surfaces tend toward 
zero. Hence, the volume contained in this space vanishes, and the normal to surface 𝐴 matches the 
normal to surface 𝑆. 
 
 
Figure 6: Schematic of interfacial charge conservation 
Recreated from [121]. The interface surface 𝑆 is intersected by a control volume whose thickness 
approaches zero, leaving a surface area 𝐴 on either side of the interface. The volume intersects the 
surface along a contour 𝐶. Normal and tangential vectors for the surface, area, and contour are 
provided. 
  
  
 
  
  
  
 
 
2
1
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Within this domain, we have the following equation for the charge conservation. 
 ∫‖𝑗̲ ∙ ?̲?𝑆‖ ⅆ𝑆
𝐴
 ∮ 𝑖̲𝑆 ∙ ?̲?𝐶 ⅆℓ
𝐶
= −
𝑑
𝑑𝑡
∫𝓌 ⅆS
𝐴
 (2.81) 
Taking a closer look at the interface, see below, we describe the integrands and their effect on 
charge conservation term by term. 
 
 
Figure 7: Detail illustration of interfacial charge conservation 
The highlighted region emphasizes the interface between domain (1) and (2) with the normal and 
surface current densities contributing to the rate of change in surface charge. 
 
The normal current density inside material (2), 𝑗2̲, takes charge away from the interface region 
while the normal current density inside material (1), 𝑗1̲, adds charge to the interface region. The 
surface current density takes charge away from the interface region and the net effect of these 
currents equates to the rate of change in surface charge 𝓌. 
   
   
 42 
Now, let ?̲?𝐶 be the vector parametrizing the curve 𝐶 such that 𝑑ℓ̲ = ?̲?𝐶 𝑑ℓ. For a positively oriented 
curve 𝐶, we can form an orthonormal basis with the surface normal ?̲?𝑆, curve normal ?̲?𝐶 , and curve 
tangent ?̲?𝐶. Using the cross-product relations for an orthonormal basis, we may rewrite the second 
integrand on the Left-Hand-Side (LHS) of equation (2.83) to obtain the following. 
 ∫‖𝑗̲ ∙ ?̲?𝑆‖ ⅆ𝑆
𝐴
 ∮(?̲?𝑆 × 𝑖̲
𝑆) ∙ ⅆℓ̲
𝐶
= −
𝑑
𝑑𝑡
∫𝓌 ⅆS
𝐴
 (2.82) 
Next, we leverage Stokes’ theorem to transform the path integral into a surface integral. 
 ∫‖𝑗̲ ∙ ?̲?𝑆‖ⅆ𝑆
𝐴
 ∫𝑐𝑢𝑟𝑙(?̲?𝑆 × 𝑖̲
𝑆) ∙ ?̲?𝑆 ⅆ𝑆
𝐴
= −
𝑑
𝑑𝑡
∫𝓌 ⅆS
𝐴
 (2.83) 
The curl operator may be rewritten and the integrand becomes [122] 
 
𝑐𝑢𝑟𝑙(?̲?𝑆 × 𝑖̲
𝑆) ∙ ?̲?𝑆 = 𝑑𝑖𝑣(?̲?𝑆⊗ 𝑖̲
𝑆 − 𝑖̲𝑆⊗ ?̲?𝑆) ∙ ?̲?𝑆 
= 𝑡𝑟 (𝑔𝑟𝑎𝑑(𝑖̲𝑆)?̲?)  2𝐻(𝑖̲𝑆 ∙ ?̲?𝑆) 
= 𝑑𝑖𝑣𝑆(𝑖̲
𝑆)  2𝐻(𝑖̲𝑆 ∙ ?̲?𝑆) 
(2.84) 
Wherein ?̲? is the spatial surface projection tensor, 𝑑𝑖𝑣𝑠(□) is the surface divergence, and 𝐻 is the 
mean curvature, each defined below [123–125]. 
 ?̲? = ?̲̲? − ?̲? ⊗ ?̲? (2.85)1 
 
𝑑𝑖𝑣𝑠(□) = 𝑡𝑟 (𝑔𝑟𝑎𝑑(□) ?̲?) 
= 𝑑𝑖𝑣(□) − (?̲? ⊗ ?̲?): 𝑔𝑟𝑎𝑑(□) 
(2.85)2 
 𝐻 = −
1
2
𝑑𝑖𝑣𝑆(?̲?𝑆) (2.85)3 
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Hence, dropping the subscript for the surface normal, we have 
 ∫‖𝑗̲ ∙ ?̲?‖ ⅆ𝑆
𝐴
 ∫𝑑𝑖𝑣𝑆(𝑖̲
𝑆)  2𝐻(𝑖̲𝑆 ∙ ?̲?) ⅆ𝑆
𝐴
= −
𝑑
𝑑𝑡
∫𝓌 ⅆS
𝐴
 (2.86) 
Since 𝑖̲𝑆 is a tangential surface vector, i.e., has no normal component, 𝑖̲𝑆 ∙ ?̲? = 0, the second 
integral on the LHS retains only the surface divergence term and we are left with the following. 
 ∫‖𝑗̲ ∙ ?̲?‖ ⅆ𝑆
𝐴
 ∫𝑑𝑖𝑣𝑆(𝑖̲
𝑆) ⅆ𝑆
𝐴
= −
𝑑
𝑑𝑡
∫𝓌 ⅆ𝑆
𝐴
 (2.87) 
This result is in alignment with the surface divergence theorem, or surface Green’s theorem, 
[123,124,126] for tangential vectors. Continuing on, we use the transport relations for interfacial 
fields on material surfaces [126,127] to obtain the integral and differential forms of charge 
conservation at a material surface under finite deformations. 
 ∫‖𝑗̲ ∙ ?̲?‖  𝑑𝑖𝑣𝑆(𝑖̲
𝑆) ⅆ𝑆
𝐴
= −∫
𝑑𝓌
𝑑𝑡
 𝓌 𝑑𝑖𝑣𝑆(?̲?) ⅆ𝑆
𝐴
 (2.88)1 
 𝑑𝑖𝑣𝑆(𝑖̲
𝑆)  (𝑗2̲ − 𝑗1̲) ∙ ?̲? = −(
𝑑𝓌
𝑑𝑡
 𝓌 𝑑𝑖𝑣𝑆(?̲?)) (2.88)2  
For a stationary medium, ?̲? = 0, we obtain the same result as in [121], i.e., 
 𝑑𝑖𝑣𝑆(𝑖̲
𝑆)  ‖𝑗̲‖ ∙ ?̲? = −
𝜕𝓌
𝜕𝑡
 (2.89) 
To transport this result into the Lagrangian frame, we start with (2.87) and transport each integral 
term individually. 
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 ∫‖𝑗̲‖ ∙ ?̲? ⅆ𝑆
𝐴
= ∫‖?̲?‖ ∙ ?̲? ⅆ𝑆0
𝐴0
 (2.90)1 
 
𝑑
𝑑𝑡
∫𝓌ⅆ𝑆
𝐴
= ∫
𝑑𝒲
𝑑𝑡
ⅆ𝑆0
𝐴0
 (2.90)2  
 ∫𝑑𝑖𝑣𝑆(𝑖̲
𝑆) ⅆ𝑆
𝐴
= ∫𝐽|?̲?−𝑇?̲?|𝐷𝑖𝑣𝑆(𝑖̲
𝑆) ⅆ𝑆0
𝐴0
 (2.90)3 
The current density transforms as a flux, and we have defined the referential surface charge density 
and surface current as 
 𝒲ⅆ𝑆0 = 𝓌ⅆ𝑆 (2.91)1 
 ?̲?𝑆 ⅆℓ0 = 𝑖̲
𝑆 ⅆℓ (2.91)2 
Further, the operator 𝐷𝑖𝑣𝑆(□) is the material frame surface divergence and is defined in terms of 
the material frame projection tensor, ℙ̲. 
 
𝐷𝑖𝑣𝑆(□) = 𝑡𝑟(?̲?
−𝑇𝐺𝑟𝑎𝑑(□) ℙ̲) 
=
1
𝐽
𝐷𝑖𝑣(𝐽(□) ?̲?−) − (?̲?−𝑇?̲?) ∙ (𝐹−𝑇𝐺𝑟𝑎𝑑(□)𝑇(?̲?−𝑇?̲?)) 
(2.92)1 
 ℙ̲ = ?̲̲? − (?̲?−𝑇?̲?) ⊗ (?̲?−𝑇?̲?) (2.92)2 
Local charge conservation at a material surface in Lagrangian frame is then rendered as 
 𝐽|?̲?−𝑇?̲?|𝐷𝑖𝑣𝑆(?̲?
−𝑇 ?̲?𝑆)  ‖?̲?‖ ∙ ?̲?  = −
𝑑𝒲
𝑑𝑡
 (2.93) 
For infinitesimal deformations we recover the same result as in a stationary medium, as expected. 
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2.4.3. Deriving Polymer-Electrode Interface Relations in Literature 
As of now, the approaches for model lossy IPMC electrodes throughout literature are varied and 
are applied only to infinitesimal strain formulations. We demonstrate here that our treatment of in 
the interfacial charge conservation generalizes what is presented in literature regarding the 
polymer-electrode coupling. Consider the polymer-electrode interface in a stationary medium. The 
interface surface lies in the 𝑥𝑦-plane with positively oriented surface normal in the 𝑧-direction. 
Further, we neglect gradients out of the 𝑥𝑧-plane and assume the electric potential gradient to 
oriented along the positive 𝑧-direction, which fixes the positive orientation of the cationic flux and 
electric displacement. 
 
 
Figure 8: Schematic of interface for deriving polymer-electrode coupling 
A similar illustration of the charge conservation at the interface, with an indication of the applied 
potential for establishing the positive orientation of currents and ionic fluxes involved in the 
polymer-electrode coupling. 
 
  
 
 
 
 2
 1
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Charge conservation at this interface now reads: 
 
𝜕𝑖𝑆
𝜕𝑥
 𝑗2,𝑛 − 𝑗1,𝑛 = −‖
𝜕?̲?
𝜕𝑡
‖ ∙ ?̲? (2.94) 
Where the normal vector is aligned with the Cartesian 𝑧-axis. Identifying 𝑗1̲ = 𝑧+ℱℎ̲+ as the 
cationic conduction current,  
 
𝜕𝑖𝑆
𝜕𝑥
 𝑗2,𝑛  
𝜕?̲?𝑒
𝜕𝑡
∙ ?̲? =
𝜕?̲?
𝜕𝑡
∙ ?̲?  𝑧+ℱℎ+,𝑛 (2.95) 
We find that the Right-Hand-Side (RHS) is total current density, 𝑖,̲ induced by displacement and 
conduction currents through the IPMC, prior to enforcing the ion blocking condition, as in 
[47,106,107]. If we now assume that the electrode thickness in the 𝑧-direction is significantly less 
than the IPMC length we neglect the current in the normal direction going into the electrode and 
retain only surface currents to obtain: 
 
𝜕𝑖𝑆
𝜕𝑥
= 𝑖̲ ∙ ?̲? (2.96) 
This in effect treats the electrode as a purely surface entity, and hence in place of equation (2.77) 
we use a surface form of Ohm’s law, which relates the tangential electric field, ?̲?𝑡 to the surface 
current density through the surface conductivity, 𝜎𝑒
𝑆, or surface resistivity, 𝑟𝑒
𝑆 [128]. 
 𝜎𝑒
𝑆𝑒𝑡 = −𝜎𝑒
𝑆
𝜕𝜙
𝜕𝑥
= 𝑖𝑆 (2.97) 
wherein 𝜎𝑐
𝑆 is the surface conductivity, shown as a constant for simplicity. This aligns with what 
is presented in [107,117,129].  
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Alternatively, neglecting surface current, we could write 
 𝑗2,𝑛  
𝜕?̲?𝑒
𝜕𝑡
∙ ?̲? =
𝜕?̲?
𝜕𝑡
∙ ?̲?  𝑧+ℱℎ+,𝑛 (2.98) 
The ion blocking condition eliminates the second summand on the RHS. We can now leverage the 
relation between electric displacement, field, and potential. 
 𝑗2,𝑛  
𝜕
𝜕𝑡
(𝜖𝑒∇𝜙 ∙ ?̲?) = −
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?) (2.99) 
We could propose that within the electrode the potential gradient in the normal direction is 
negligible and the resulting equation reads 
 𝑗2̲ ∙ ?̲? = 𝑖𝑛 (2.100)1 
 𝑖𝑛 =
𝜕
𝜕𝑡
(?̲? ∙ ?̲?) = −𝜖
𝜕
𝜕𝑡
(∇𝜙 ∙ ?̲?) (2.100)2 
Where we have introduced  𝑖𝑛 as the normal ionic current density. This matches the result obtained 
using in [104] using Gauss’s law and the same underlying assumptions.  
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2.5. Summary 
In this chapter we have presented the derivation of a new hyperelastic porous media framework 
for modeling IPMC materials. This work bridges the gap in current literature by establishing a 
unifying model for the treatment of large deformations of IPMCs while accounting for their porous 
structures and coupled solvent / ion transport. Additionally, we have established a new approach 
for coupling the electrical fields in the polymer and electrode domains by an extension of 
interfacial charge transport to finite deformations of material interfaces, such as the polymer-
electrode interface. This new approach, when combined with differential Ohm’s law, compactly 
summarizes the existing polymer-electrode coupling found throughout literature. The constitutive 
requirements obtained in this analysis are general, and may apply to any porous electroactive 
polymer, with a wide array of hyperelastic material models, fixed ionic species, solvent and mobile 
ionic species, and even multiple mobile ions. In the coming chapters, we will use this model to 
extensively explore the transduction behavior of IPMC actuators and sensors. 
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Chapter 3. Electromechanical and Mechanoelectrical Transduction Modeling 
Here we use the newly derived porous media framework along with our work on the electrode 
domain and interfacial coupling to specify models of the IPMC as both an actuator and a sensor. 
We will study this model extensive in the coming sections through both numerical and applied 
mathematics techniques. Throughout this process we will demonstrate the advantage of our 
modeling framework, wherein through the proposal of a free energy potential the established 
constitutive requirements and balance laws automate the derivation of a complete multiphysics 
model, accounting for finite-deformations of a porous, hyperelastic IPMC and superficial 
electrodes with coupled solvent / ion transport. This chapter focuses on the establishment of the 
governing equations for modeling IPMC materials, the associated boundary conditions, sensing 
metrics, and surveying the effects of kinematic linearization in the IPMC actuator model. 
 
3.1. Governing Equations for the IPMC 
3.1.1. Defining a Helmholtz Thermodynamic Potential 
Here, we develop an initial model for the IPMC membrane under the newly derived porous media 
framework. We use an additive decomposition of the skeletal free energy with mechanical, ionic, 
solvent, polarization, and volumetric components [35,36,78,130,131]. 
 Ψ𝑠 = Ψ𝑚𝑒𝑐ℎ  Ψ𝑖𝑜𝑛  Ψ𝑠𝑜𝑙𝑣  Ψ𝑝𝑜𝑙  Ψ𝑣𝑜𝑙 (3.1) 
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These additive free energy contributions are defined as 
 Ψ𝑚𝑒𝑐ℎ =
𝒞𝜆
2
𝑡𝑟(?̲?)
2
 𝒞𝜇𝑡𝑟(?̲?
2) (3.2)1 
 Ψ𝑖𝑜𝑛 = 𝑅𝑇(𝐶+ (ln (
𝐶+
𝐽 𝐶+,0
) − 1) − 𝐶+,0 (ln (
1
𝐽 
) − 1)) (3.2)2 
 Ψ𝑠𝑜𝑙𝑣 = 𝑅𝑇(𝐶𝑤 (ln (
𝐶𝑤
𝐽𝐶𝑤,0
) − 1) − 𝐶𝑤,0 (ln (
1
𝐽
) − 1)) (3.2)3 
 Ψ𝑝𝑜𝑙 =
1
2𝜖
(?̲?𝑇?̲?): (?̲? ⊗ ?̲?)
𝐽
 (3.2)4 
 Ψ𝑣𝑜𝑙 = 𝒞𝐾(𝐽𝑠 − 1 − ln(𝐽𝑠)) (3.2)5 
Wherein 𝑡𝑟(□) is the trace operator, which is a tensor contraction over the two free indices in the 
Green-Lagrange strain tensor. The mechanical contribution corresponds to a Saint Venant-
Kirchhoff material model [132]. We have included the entropy contributions of the mobile cation 
species 𝐶+ with initial concentration 𝐶+,0 as well as the solvent water, with concentration 𝐶𝑤 and 
initial concentration 𝐶𝑤,0. We say solvent water, but in reality, we could feasible choose other 
solvent species for the IPMC, which has a strong effect on the performance and characteristics of 
the IPMC [27,133]. For now, we continue to refer to the solvent as water for simplicity. These 
terms represent the entropic contributions of each species independently as opposed to the entropy 
of mixing for the combine solution [81], and the coupling of these species is made through the flux 
relations and saturation condition. Other considerations would be feasible wherein steric effects or 
interaction phenomena could be addressed but for this model we leave the simplified independent 
entropic terms to establish the general framework. The polarization component models an ideal, 
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linear dielectric material. Lastly, we have included a classical form for the volumetric contribution 
to the free energy [134], wherein the bulk modulus 𝒞𝐾 can be written in terms of the Lamé moduli, 
𝒞𝜆 and 𝒞𝜇, as 𝒞𝐾 = 𝒞𝜆  
2
3
𝒞𝜇. 
 
3.1.2. Resulting Equations in the Material and Spatial Frames 
With this definition for the thermodynamic free energy, we can derive the 2nd Piola-Kirchhoff 
stress as shown below. 
 
?̲̲? = 𝒞𝜆𝑡𝑟(?̲?)𝐼   2𝒞𝜇?̲?  ?̲?
−1?̲?−𝑇𝑅𝑇(𝐶+,0 − 𝐶+  𝐶𝑤,0 − 𝐶𝑤) 
 
1
2𝜖
?̲?−1 (
2?̲?(?̲? ⊗ ?̲?)
𝐽
−
(?̲??̲?) ∙ (?̲??̲?)
𝐽
?̲?−𝑇) − 𝓅𝐽?̲?−1?̲?−𝑇 
(3.3) 
Note that the inclusion of the solvent species introduces an additional osmotic pressure not found 
in the IPMC models found in literature, and a Maxwell stress contribution due to polarization 
effects [35,36]. The conjugate pressure, included in the stress above, is calculated below. The 
linearized form of this equation is similar to what has been considered for the fluid pressure in 
[104], wherein the p-wave modulus was used in place of the bulk modulus and membrane porosity 
is neglected. 
 𝓅 = −
𝒞𝐾
1 − 𝜆0
(1 −
1
𝐽𝑠
) = −
𝒞𝐾
𝐽 − Λ
(
𝐽 − Λ
1 − 𝜆0
− 1 ) (3.4) 
In the Lagrangian description, the balance of linear momentum, with no body forces and neglecting 
the fluid inertia, is rendered below. 
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 𝜌𝑠,0
∗ (1 − 𝜆0)?̲?𝑠 = 𝐷𝑖𝑣(?̲??̲̲?) (3.5) 
Similarly, the electrostatic equations may be written as: 
 𝐷𝑖𝑣(?̲?) = ℱ∑ 𝑧𝑖𝐶𝑖
𝑖
 (3.6)1 
 ?̲? =
1
𝜖
?̲?𝑇?̲??̲?
𝐽
= −𝐺𝑟𝑎𝑑(𝜙) (3.6)2 
The fixed anions vary according to the volumetric strain of the medium in the Eulerian description 
[35,104,118]. 
 𝑐− =
𝑐−,0
1  𝑉
, 𝑉 = 𝐽 − 1 (3.7) 
This effect is commonly neglected in actuation models, and therein the anions take on a fixed 
initial concentration 𝑐− = 𝑐−,0. In the material frame the anion species simply remains constant at 
its initial concentration. Here we opt to neglect all coupling of the heat flux to any other 
thermodynamic forces and hence the heat flux is governed by Fourier’s law of heat conduction. 
This assumption means we will not be accounting for phenomena such as thermally induced 
migration or the thermoelectric effect, but these are expected to be negligible in the transduction 
behavior of IPMCs in the areas of interest to the current study. Neglecting the inertial effects of 
the fluid phase and assuming no body forces, we couple the cation and solvent water flux to each 
other along with the mechanical contribution to the fluid velocity and obtain: 
 ?̲?𝑞 = −?̲̲? 𝐺𝑟𝑎𝑑(𝑇) (3.8)1 
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 ?̲?+ = −?̲?++𝐺𝑟𝑎𝑑(𝜇+) − ?̲?+𝑤𝐺𝑟𝑎𝑑(𝜇𝑤) − ?̲?+𝑓𝐺𝑟𝑎𝑑(𝑝) (3.8)2 
 ?̲?𝑤 = −?̲?𝑤+𝐺𝑟𝑎𝑑(𝜇+) − ?̲?𝑤𝑤𝐺𝑟𝑎𝑑(𝜇𝑤) − ?̲?𝑤𝑓𝐺𝑟𝑎𝑑(𝑝) (3.8)3 
 
?̲?𝑓
𝜌𝑓
∗ = −?̲?𝑓+𝐺𝑟𝑎𝑑(𝜇+) − ?̲?𝑓𝑤𝐺𝑟𝑎𝑑(𝜇𝑤) − ?̲?𝑓𝑓𝐺𝑟𝑎𝑑(𝑝) (3.8)4 
Wherein ?̲̲? is the thermal conductivity tensor and the flux takes the form of Fourier’s law of heat 
conduction. The chemical potentials of the constituent fluid species, and their material gradients 
are given below, wherein we assume the initial concentration fields are spatially uniform. 
 𝜇+ = 𝑅𝑇 ln (
𝐶+
𝐽 𝐶0
)  𝑧+ℱ𝜙  𝜈+𝒫 (3.9)1 
 𝐺𝑟𝑎𝑑(𝜇+) = 𝐽
𝑅𝑇
𝐶+
𝐺𝑟𝑎𝑑 (
𝐶+
𝐽
)  𝑧+ℱ𝐺𝑟𝑎𝑑(𝜙)  𝜈+𝐺𝑟𝑎𝑑(𝒫) (3.9)2 
 𝜇𝑤 = 𝑅𝑇 ln(
𝐶𝑤
𝐽𝐶𝑤,0
)  𝜈𝑤𝒫 (3.9)3 
 𝐺𝑟𝑎𝑑(𝜇𝑤) = 𝐽
𝑅𝑇
𝐶𝑤
𝐺𝑟𝑎𝑑 (
𝐶𝑤
𝐽
)  𝜈𝑤𝐺𝑟𝑎𝑑(𝒫) (3.9)4 
Also note that we have an additional defining equation for the hydrostatic pressure in terms of the 
Lagrange and conjugate pressures. 
 𝑝 = 𝓅 − 𝒫 (3.10) 
To identity the material frame Onsager coefficients used in Equation (3.8) we first start in the 
spatial frame and write the matrix of coefficients, assuming isotropic mobility, as 
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 [𝑚] = [
𝑚++ 𝑚+𝑤 𝑚+𝑓
𝑚𝑤+ 𝑚𝑤𝑤 𝑚𝑤𝑓
𝑚𝑓+ 𝑚𝑓𝑤 𝑚𝑓𝑓
] =
[
 
 
 
 
𝒟++𝑐+
𝑅𝑇
𝒟+𝑤𝑐𝑤
𝑅𝑇
𝑘𝑓𝑐+
𝒟𝑤+𝑐+
𝑅𝑇
𝒟𝑤𝑤𝑐𝑤
𝑅𝑇
𝑘𝑓𝑐𝑤
𝑘𝑓𝑐+ 𝑘𝑓𝑐𝑤 𝑘𝑓𝜆 ]
 
 
 
 
 (3.11) 
Wherein 𝒟𝑖𝑗 is the diffusivity of species 𝑖 with respect to the species 𝑗, 𝑘𝑓 is the hydraulic 
permeability, taken as a constant. With the matrix defined in the spatial frame, a simple pull-back 
operation gives the material frame representation of each mobility term. 
 [𝑀] = 𝐽?̲?−[𝑚]?̲?−𝑇 = ?̲?−?̲?−𝑇
[
 
 
 
 
𝒟++𝐶+
𝑅𝑇
𝒟+𝑤𝐶𝑤
𝑅𝑇
𝑘𝑓𝐶+
𝒟𝑤+𝐶+
𝑅𝑇
𝒟𝑤𝑤𝐶𝑤
𝑅𝑇
𝑘𝑓𝐶𝑤
𝑘𝑓𝐶+ 𝑘𝑓𝐶𝑤 𝐽𝑘𝑓𝜆]
 
 
 
 
 (3.12) 
Note that pull-back operation above acts on matrix [𝑚] elementwise. We can now write the flux 
of each constituent fluid species and bulk fluid in the material frame. 
 
?̲?+ = −?̲?
−?̲?−𝑇𝒟++ (𝐽 𝐺𝑟𝑎𝑑 (
𝐶+
𝐽
)  
𝑧+ℱ𝐶+
𝑅𝑇
𝐺𝑟𝑎𝑑(𝜙)  
𝜈+𝐶+
𝑅𝑇
𝐺𝑟𝑎𝑑(𝒫) 
 
𝒟+𝑤
𝒟++
(𝐽 𝐺𝑟𝑎𝑑 (
𝐶𝑤
𝐽
)  
𝜈𝑤𝐶𝑤
𝑅𝑇
𝐺𝑟𝑎𝑑(𝒫))  
𝑘𝑓𝐶+
𝒟++
𝐺𝑟𝑎𝑑(𝑝)) 
(3.13)1 
 
?̲?𝑤 = −?̲?
−?̲?−𝑇𝒟𝑤+ (𝐽 𝐺𝑟𝑎𝑑 (
𝐶+
𝐽
)  
𝑧+ℱ𝐶+
𝑅𝑇
𝐺𝑟𝑎𝑑(𝜙)  
𝜈+𝐶+
𝑅𝑇
𝐺𝑟𝑎𝑑(𝒫) 
 
𝒟𝑤𝑤
𝒟𝑤+
(𝐽 𝐺𝑟𝑎𝑑 (
𝐶𝑤
𝐽
)  
𝜈𝑤𝐶𝑤
𝑅𝑇
𝐺𝑟𝑎𝑑(𝒫))  
𝑘𝑓𝐶𝑤
𝒟𝑤+
𝐺𝑟𝑎𝑑(𝑝)) 
(3.13)2 
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?̲?𝑓
𝜌𝑓
∗ = −?̲?
−?̲?−𝑇𝑘𝑓(Λ 𝐺𝑟𝑎𝑑(𝓅)  𝑅𝑇 𝐺𝑟𝑎𝑑(𝐶+  𝐶𝑤) 
−𝑅𝑇(𝐶+  𝐶𝑤)𝐺𝑟𝑎𝑑(ln(𝐽))  𝑧+𝐶+ℱ𝐺𝑟𝑎𝑑(𝜙)) 
(3.13)3 
The governing equations take on a more simplified mathematical form in the spatial frame due to 
the lack of pull-back operations. 
 
?̲? =
1
𝐽
?̲?(𝒞𝜆𝑡𝑟(?̲?)?̲̲?   2𝒞𝜇?̲?)?̲?
𝑇  𝑅𝑇(𝑐+,0 − 𝑐+  𝑐𝑤,0 − 𝑐𝑤)?̲̲? 
 
1
𝜖
(?̲?̲ ⊗ ?̲? −
1
2
(?̲? ∙ ?̲?)?̲̲?) − 𝓅?̲̲? 
(3.14)1 
 𝓅 = −
𝒞𝐾
1 − 𝜆
(
1 − 𝜆
1 − 𝜆0
−
1
𝐽
 ) (3.14)2 
 𝜌𝑠,0
∗ (1 − 𝜆0)
𝑑2?̲?
𝑑𝑡2
= 𝑑𝑖𝑣(?̲?) (3.14)3 
 −𝜖 𝑑𝑖𝑣(𝑔𝑟𝑎𝑑(𝜙)) = ℱ(𝑧+𝑐+  𝑧−𝑐−) (3.14)4 
 ?̲? = 𝜖?̲? = −𝜖 𝑔𝑟𝑎𝑑(𝜙) (3.14)5 
 
ℎ̲+ = −𝒟++ (𝑔𝑟𝑎𝑑(𝑐+)  
𝑧+ℱ𝑐+
𝑅𝑇
𝑔𝑟𝑎𝑑(𝜙)  
𝜈+𝑐+
𝑅𝑇
𝑔𝑟𝑎𝑑(𝒫)) 
−𝒟𝑤𝑤𝑛𝑑+ (𝑔𝑟𝑎𝑑(𝑐𝑤)  
𝜈𝑤𝑐𝑤
𝑅𝑇
𝑔𝑟𝑎𝑑(𝒫))  𝑐+?̲?𝑓
𝑚 
(3.14)6 
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ℎ̲𝑤 = −𝑛𝑑𝑤𝒟++ (𝑔𝑟𝑎𝑑(𝑐+)  
𝑧+ℱ𝑐+
𝑅𝑇
𝑔𝑟𝑎𝑑(𝜙)  
𝜈+𝑐+
𝑅𝑇
𝑔𝑟𝑎𝑑(𝒫)) 
−𝒟𝑤𝑤 (𝑔𝑟𝑎𝑑(𝑐𝑤)  
𝜈𝑤𝑐𝑤
𝑅𝑇
𝑔𝑟𝑎𝑑(𝒫))  𝑐𝑤?̲?𝑓
𝑚 
(3.14)7 
 
ℎ̲𝑓 = −𝜌𝑓
∗𝑘𝑓(λ 𝑔𝑟𝑎𝑑(𝑝)  𝑧+ℱ𝑐+𝑔𝑟𝑎𝑑(𝜙) 
 𝑅𝑇𝑔𝑟𝑎𝑑(𝑐+  𝑐𝑤)  𝜆 𝑔𝑟𝑎𝑑(𝒫)) 
(3.14)8 
 
3.1.3. Thermodynamic Restrictions on the Matrix of Mobility Tensors 
As indicated in (2.74) we must ensure that the matrix of mobilities is positive-semidefinite. Firstly, 
we enforce that the matrix be symmetric, following the Onsager relations, and hence can use the 
modified Sylvester’s criterion to establish the requirements for a positive-semidefinite matrix. The 
modified Sylvester’s criterion requires all principal minors of matrix [𝑚] be nonnegative [135]. 
For symmetry we may simply enforce the following definition for the cross-diffusivity coefficient. 
 𝒟+𝑤 = 𝒟𝑤+
𝑐+
𝑐𝑤
 (3.15) 
These cross-diffusivity terms may be further characterized through the drag coefficient of water 
and the drag coefficient of the cation [22,23], defined by 
 𝑛𝑑𝑤 =
𝒟𝑤+
𝒟++
 (3.16)1 
 𝑛𝑑+ =
𝒟+𝑤
𝒟𝑤𝑤
=
𝒟++
𝒟𝑤𝑤
𝑐+
𝑐𝑤
𝑛𝑑𝑤 (3.16)2 
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We denote the sub matrix of [𝐴] obtained by eliminating row 𝑖 and column 𝑗 as 
 𝑆𝑖𝑗([𝐴]) (3.17) 
Now, according to the modified Sylvester’s criterion, for the symmetric matrix [𝑚] to be positive-
semidefinite it must meet the following requirements. 
 [𝑚]𝑖𝑖 ≥ 0, 𝑖 = 1, 2, 3 (3.18)1 
 ⅆet(𝑆𝑖𝑖([𝑚])) ≥ 0, 𝑖 = 1, 2, 3 (3.18)2 
 ⅆet([𝑚]) ≥ 0 (3.18)3 
These seven equations give us conditions for the matrix of mobilities to satisfy the entropy 
inequality. Equation (3.18)1 requires that all diagonal terms in the matrix are nonnegative, which 
is trivial given the physical nature of the scalar chemical concentrations and the constants involved. 
For (3.18)2 with 𝑖 = 1, we have 
 ⅆet(𝑆33([𝑚])) = |
𝒟++𝑐+
𝑅𝑇
𝒟+𝑤𝑐𝑤
𝑅𝑇
𝒟𝑤+𝑐+
𝑅𝑇
𝒟𝑤𝑤𝑐𝑤
𝑅𝑇
| =
𝒟++𝑐+
𝑅𝑇
𝒟𝑤𝑤𝑐𝑤
𝑅𝑇
−
𝒟+𝑤𝑐𝑤
𝑅𝑇
𝒟𝑤+𝑐+
𝑅𝑇
≥ 0 (3.19) 
If either species is depleted (𝑐𝛽 = 0) then the equality is satisfied, and hence supposing neither is 
depleted we have an inequality condition for the diffusivity coefficients. Using the definition of 
the water and cation drag coefficients, and assuming non-zero diffusivities, we obtain the same 
requirement as in [22]. 
 𝒟++𝒟𝑤𝑤 − 𝒟+𝑤𝒟𝑤+ = 𝒟++𝒟𝑤𝑤 − 𝒟++𝒟𝑤𝑤𝑛𝑑𝑤𝑛𝑑+ ≥ 0 (3.20)1 
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 1 ≥ 𝑛𝑑𝑤𝑛𝑑+ (3.20)2 
The remaining conditions in (3.18)2 ensure the flux coupling between the fluid constituent species 
and the bulk fluid satisfy the entropy inequality. For 𝑖 = 2: 
 ⅆet(𝑆22([𝑚])) = |
𝒟++𝑐+
𝑅𝑇
𝑘𝑓𝑐+
𝑘𝑓𝑐+ 𝑘𝑓𝜆
| =
𝒟++𝑐+
𝑅𝑇
𝑘𝑓𝜆 − 𝑘𝑓
2𝑐+
2 ≥ 0 (3.21)1 
 𝑘𝑓 ≤
𝜆
𝑅𝑇
𝒟++
𝑐+
 (3.21)2 
The equality in (3.21)1 satisfied if the cation species is depleted, and thus assuming 𝑐+ ≠ 0, we 
obtain (3.21)2. With nearly identical arguments for 𝑖 = 3: 
 ⅆet(𝑆11([𝑚])) = |
𝒟𝑤𝑤𝑐𝑤
𝑅𝑇
𝑘𝑓𝑐𝑤
𝑘𝑓𝑐𝑤 𝑘𝑓𝜆
| =
𝒟𝑤𝑤𝑐𝑤
𝑅𝑇
𝑘𝑓𝜆 − 𝑘𝑓
2𝑐𝑤
2 ≥ 0 (3.22)1 
 𝑘𝑓 ≤
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐𝑤
  (3.22)2 
Finally, we must ensure the matrix [𝑚] itself has a nonnegative determinant. The determinant may 
be calculated by cofactor expansion along the first row as 
 ⅆet([𝑚]) =∑(−1)1+𝑗𝑚1𝑗 ⅆet (𝑆1𝑗([𝑚]))
3
𝑗=1
 (3.23) 
Here the matrix entries have been expressed as 𝑚𝑖𝑗 for brevity and we ensure the nonnegativity of 
the determinant using the following equation. 
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ⅆet([𝑚]) = 𝑚++(𝑚𝑤𝑤𝑚𝑓𝑓 −𝑚𝑤𝑓
2 ) − 𝑚+𝑤(𝑚+𝑤𝑚𝑓𝑓 −𝑚𝑤𝑓𝑚+𝑓) 
 𝑚+𝑓(𝑚+𝑤𝑚𝑤𝑓 −𝑚𝑤𝑤𝑚+𝑓) ≥ 0 
(3.24) 
Wherein the symmetry of the matrix [𝑚] is considered. Again, we find the equality satisfied if 
either species is depleted and can progressively refine the expression into the form below.  
 
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐+
(1 − 𝑛𝑑𝑤𝑛𝑑+) ≥ 𝑘𝑓 (
𝑐𝑤
𝑐+
 
𝒟𝑤𝑤
𝒟++
− 2𝑛𝑑𝑤) (3.25) 
Due to the nonnegativity of the terms outside parenthesis on the LHS, we see that if the 
parenthetical on the RHS is not strictly positive we have a trivial solution to the inequality we may 
take the parenthetical as positive and explore the implications of this inequality condition further. 
 𝑛𝑑𝑤 <
1
2
(
𝑐𝑤
𝑐+
 
𝒟𝑤𝑤
𝒟++
) (3.26) 
Hence, we have 
 𝑘𝑓 ≤
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐+
(1 − 𝑛𝑑𝑤𝑛𝑑+)
𝑐𝑤
𝑐+
 
𝒟𝑤𝑤
𝒟++
− 2𝑛𝑑𝑤
 (3.27) 
Due to the positivity of the drag coefficient for water and Equation (3.27), we can immediately 
note that the following relations hold. 
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𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐+
(1 − 𝑛𝑑𝑤𝑛𝑑+)
𝑐𝑤
𝑐+
 
𝒟𝑤𝑤
𝒟++
− 2𝑛𝑑𝑤
>
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐+
(1 − 𝑛𝑑𝑤𝑛𝑑+)
𝑐𝑤
𝑐+
 
𝒟𝑤𝑤
𝒟++
 
=
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐𝑤
(1 − 𝑛𝑑𝑤𝑛𝑑+)
1  
𝑐+
𝑐𝑤
𝒟𝑤𝑤
𝒟++
=
𝜆
𝑅𝑇
𝒟++
𝑐+
(1 − 𝑛𝑑𝑤𝑛𝑑+)
1  
𝑐𝑤
𝑐+
𝒟++
𝒟𝑤𝑤
 
(3.28) 
The denominator of the expressions on the far right side is strictly greater than unity, and hence, 
with condition (3.20)2, the inequalities in (3.21)2, (3.22)2, and (3.27) can be simultaneously 
satisfied by the following equation. 
 𝑘𝑓 ≤
𝜆
𝑅𝑇
𝒟𝑤𝑤
𝑐𝑤
(1 − 𝑛𝑑𝑤𝑛𝑑+)
1  
𝑐+
𝑐𝑤
𝒟𝑤𝑤
𝒟++
 (3.29) 
This gives us a single expression which guarantees the positive-semidefinite nature for the matrix 
of mobilities. 
A positive-semidefinite mobility matrix in the spatial frame guarantees that the matrix in the 
material frame matrix will also be positive-semidefinite. By definition, a matrix [𝑚] is positive-
semidefinite if and only if for any vectors ?̲? the following holds. 
 ?̲?𝑇[𝑚]?̲? ≥ 0 (3.30) 
Now we can check this criterion for the material frame matrix using the previously mentioned 
transport relations. 
 ?̲?𝑇[𝑀]?̲? = ?̲?𝑇𝐽?̲?−[𝑚]?̲?−𝑇?̲? = 𝐽?̲?𝑇[𝑚]?̲? ≥ 0 (3.31) 
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Where we have defined ?̲? = ?̲?−𝑇?̲?. Thus, for a positive-semidefinite matrix [𝑚], and a positive 
deformation gradient Jacobian, we are guaranteed the material frame matrix [𝑀] is positive-
semidefinite. 
 
3.1.4. Dynamic Drag Coefficients and the Hydraulic Permeability 
According to [22], Equation (3.20)2 indicates that an adjustment to the water and cation drag 
coefficients is necessary when the concentration ratio of solvent to ions exceeds a certain limit. 
Here we present an alternative expression for the dynamic drag coefficients which is continuous 
as the threshold is crossed, as opposed to the jump found in the expressions given in [22]. 
 𝑛𝑑+
′ =
{
 
 
1
𝑛𝑑𝑤
𝑐+
𝑐𝑤
>
1
𝛾
𝒟+𝑐+
𝒟𝑤𝑐𝑤
𝑛𝑑𝑤
𝑐+
𝑐𝑤
≤
1
𝛾
 (3.32)1 
 𝑛𝑑𝑤
′ =
{
 
 
𝒟𝑤𝑐𝑤
𝒟+𝑐+
1
𝑛𝑑𝑤
𝑐+
𝑐𝑤
>
1
𝛾
𝑛𝑑𝑤
𝑐+
𝑐𝑤
≤
1
𝛾
 (3.32)2 
These replace the drag coefficients in the previous analysis, with all thermodynamic inequalities 
being the same. The parameter 𝛾 is a measure of the solvent to cation concentration ratio whereby 
a change in drag coefficients is necessary as per the thermodynamic requirements. 
 
𝒟+𝑐+
𝒟𝑤𝑐𝑤
𝑛𝑑𝑤
2 < 1 →
𝑐+
𝑐𝑤
𝛾 < 1 → 𝛾 =
𝒟+
𝒟𝑤
𝑛𝑑𝑤
2  (3.33) 
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As a final remark, note that as the ratio of concentrations approaches the value 1 𝛾⁄  the product of 
the dynamic drag coefficients approaches unity, and hence the numerator of (3.29) tends towards 
zero, implying the membrane must be impermeable. We consider this as an artifact of the 
formulation based on the drag coefficients [81], and a special case which only occurs transiently 
as the concentration ratio passes the threshold. Hence, we do not look to enforce the inequality in 
this region. This may be entirely avoided with an alternative expression for the dynamic drag 
coefficients whose product remains less than unity for all possible concentration ratios, or a 
different method for modeling the couple diffusion without the use of a drag coefficient. The latter 
approach would result in a different class of coupled fluxes and hence the analysis conducted here 
would need to be suitably adjusted to relate to any alternative model [81]. 
 
3.2. Linearization Schemes of the Governing Equations 
3.2.1. Kinematic Linearization with Moderately Nonlinear Rotation 
Now we linearize these equations under a small displacement assumption, wherein the spatial and 
material frames coincide, and we can write ?̲? = ?̲? and use the nabla form of the differential 
operators. The deformation gradient tensor and its Jacobian is linearized to ?̲? ≈ ?̲̲? and 𝐽 ≈ 1, 
respectively, for most of the model. Regarding the pressure and anion components, we 
approximate the Jacobian as 
 𝐽 ≈ 1  ∇ ∙ ?̲? (3.34) 
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Which allows one to retain the effects of deformation on the convective flux for the ionic and 
solvent species. We approximate the full Green-Lagrange strain tensor in the mechanical 
contribution to the stress as 
 ?̲? ≈ ?̲?′ ≔ ̲̲  
1
2
?̲?𝑇?̲? (3.35) 
wherein ̲̲ and ?̲? are the infinitesimal strain and rotation tensors, respectively, of the skeleton 
deformation, giving moderately nonlinear kinematics [136]. A discussion on how this 
representation of the strain tensor is obtained is provided in Appendix C, where the notion of 
retaining rotational information in a partially linearized strain tensor is used to obtain the above 
expression. This is done in order to capture rotational deformation of the IPMC tip during actuation 
and sensing, which is not found under the fully linearized theory of small displacements. Under 
this new framework, we now have the stress, equilibrium, and electrostatic equations fully defined. 
 
?̲? = 𝒞𝜆𝑡𝑟(?̲?
′)?̲̲?   2𝒞𝜇?̲?
′  𝑅𝑇(𝑐+,0 − 𝑐+  𝑐𝑤,0 − 𝑐𝑤)?̲̲? 
 
1
𝜖
(?̲?̲ ⊗ ?̲? −
1
2
(?̲? ∙ ?̲?)?̲̲?) − 𝓅?̲̲? 
(3.36)1 
 𝓅 = −
𝒞𝐾
1 − 𝜆
(
𝜆0 − 𝜆
1 − 𝜆0
 ∇ ∙ ?̲? ) (3.36)2 
 𝜌𝑠,0
∗ (1 − 𝜆0)
𝑑2?̲?
𝑑𝑡2
= ∇ ∙ ?̲?𝑇 (3.36)3 
 −𝜖∇ ∙ ∇𝜙 = ℱ(𝑧+𝑐+  𝑧−𝑐−) (3.36)4 
 ?̲? = 𝜖?̲? = −𝜖∇𝜙 (3.36)5 
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Under this linearization, utilizing the binomial expansion for small volumetric strains, we obtain 
the expression for anion concentration below. 
 𝑐− = 𝑐−,0(1 − 𝑉), 𝑉 = ∇ ∙ ?̲? (3.37) 
The cation and solvent chemical potentials and their gradients linearize to 
 𝜇+ = 𝑅𝑇 ln (
𝑐+
𝑐+,0
)  𝑧+ℱ𝜙  𝜈+𝒫 (3.38)1 
 ∇𝜇+ = 𝑅𝑇
∇𝑐+
𝑐+
 𝑧+ℱ∇𝜙  𝜈+∇𝒫 (3.38)2 
 𝜇𝑤 = 𝑅𝑇 ln(
𝑐𝑤
𝑐𝑤,0
)  𝜈𝑤𝒫 (3.38)3 
 ∇𝜇𝑤 = 𝑅𝑇
∇𝑐𝑤
𝑐𝑤
 𝜈𝑤∇𝒫 (3.38)4 
We may use the spatial representation of the Onsager coefficients given in Equations (3.11) to 
write the ionic, solvent water, and relative fluid mass fluxes as show below. 
 
ℎ̲+ = −𝒟++ (∇𝑐+  
𝑧+ℱ𝑐+
𝑅𝑇
∇𝜙  
𝜈+𝑐+
𝑅𝑇
∇𝒫) 
−𝒟𝑤𝑤𝑛𝑑+ (∇𝑐𝑤  
𝜈𝑤𝑐𝑤
𝑅𝑇
∇𝒫)  𝑐+?̲?𝑓
𝑚 
(3.39)1 
 
ℎ̲𝑤 = −𝑛𝑑𝑤𝒟++ (∇𝑐+  
𝑧+ℱ𝑐+
𝑅𝑇
∇𝜙  
𝜈+𝑐+
𝑅𝑇
∇𝒫) 
−𝒟𝑤𝑤 (∇𝑐𝑤  
𝜈𝑤𝑐𝑤
𝑅𝑇
∇𝒫)  𝑐𝑤?̲?𝑓
𝑚 
(3.39)2 
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 ℎ̲𝑓 = −𝜌𝑓
∗𝑘𝑓(λ∇𝑝  𝑧+ℱ𝑐+∇𝜙  𝑅𝑇(∇𝑐+  ∇𝑐𝑤)  𝜆∇𝒫) (3.39)3 
We can clearly see that the ionic flux will render an augmented-PNP system that accounts for the 
solvent drag effects and bulk fluid motion. The third equation above can be rewritten in terms of 
the filtration velocity and takes the form of a modified Darcy’s law. 
 
𝜆?̲?𝑓 = −𝑘𝑓(λ∇𝑝  𝑧+ℱ𝑐+∇𝜙  𝑅𝑇 ∇(𝑐+  𝑐𝑤)  𝜆∇𝒫) 
= 𝜆(?̲?𝑓
𝑚  ?̲?𝑓
𝑒  ?̲?𝑓
𝑐  ?̲?𝑓
𝑠𝑎𝑡) 
(3.40)1 
 ?̲?𝑓
𝑚 = −𝑘𝑓∇𝑝 (3.40)2 
 ?̲?𝑓
𝑒 = −
𝑘𝑓
𝜆
𝑧+ℱ𝑐+∇𝜙 (3.40)3 
 ?̲?𝑓
𝑐 = −
𝑘𝑓
𝜆
𝑅𝑇 ∇(𝑐+  𝑐𝑤) (3.40)4 
 ?̲?𝑓
𝑠𝑎𝑡 = −𝑘𝑓∇𝒫 (3.40)5 
The fields ?̲?𝑓
𝑚, ?̲?𝑓
𝑒, ?̲?𝑓
𝑐, and ?̲?𝑓
𝑠𝑎𝑡 are the mechanical, electrical, concentration, and saturation 
contributions to the Darcy velocity [137]. We see that the cation and solvent fluxes take the form 
of coupled Nernst-Planck equations with convection in a bulk fluid, while the fluid velocity is a 
modified form of Darcy’s law with mechanical, electroosmotic, osmotic, and fluid saturation 
effects. In practice, we might expect the hydraulic permeability to be a function of the membrane 
porosity [137]. In that situation, we would expect that it will tend toward zero faster than the 
porosity itself in order for the contributions to the Darcy’s law equations above to disappear for a 
pore free, and hence impermeable, membrane. For simplicity we operate on an assumption of a 
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constant permeability, but under the current modeling framework it would be simple to propose a 
functionally dependent permeability tensor to capture more nuanced behaviors. 
 
3.2.2. Linearization of the Electrochemical Model 
For the sake of completeness, we present the linearization of the electrochemical behavior of the 
IPMC during mechanoelectrical transduction. In mechanoelectrical transduction we find only 
small variations in the species concentration or electric potential across the entire membrane. In 
the literature, it is common to linearize the electrochemical fields of concentration and electric 
potential with respect to their initial values. If we restrict ourselves to discussing only the effects 
of linearization of the electrochemical fields, we can compactly summarize the changes this 
imposes on the previously described equations.  
As stated earlier, the linearization is made with respect to the electrochemical fields, namely the 
mobile ion concentration and membrane electric potential. In mechanoelectrical transduction the 
driving input is a displacement, or strain, that induces advective redistribution of the mobile ions 
which in turn establish an electric field according to the Poisson equation. This advective 
redistribution only varies the chemical field, and hence electric potential, slightly so we may opt 
to linearize these fields about their initial value and observe these variations (denoted here with a 
tilde). 
 𝑐+ = 𝑐+,0  ?̃?+ (3.41)1 
 𝜙 = 𝜙0  ?̃? = ?̃? (3.42)1 
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Substitution of these approximations, elimination of any term’s quadratic in the tilde fields, and 
resubstituting the original fields gives us the linearized electrochemical model. This approach 
affects the equations wherein we have electromigration terms, the Maxwell stress, and the porosity. 
The changes are compactly summarized below, first under the finite-strain kinematics: 
 𝐶+𝐺𝑟𝑎𝑑(𝜙) → 𝐶+,0𝐺𝑟𝑎𝑑(𝜙) (3.43)1 
 
1
2𝜖
?̲?−1 (
2?̲?(?̲? ⊗ ?̲?)
𝐽
−
(?̲??̲?) ∙ (?̲??̲?)
𝐽
?̲?−𝑇) → 0 (3.43)2 
 −
𝒞𝐾
1 − 𝜆
(
1 − 𝜆
1 − 𝜆0
−
1
𝐽
 ) → −
𝒞𝐾
1 − 𝜆0
(1 − (1  
𝜆 − 𝜆0
1 − 𝜆0
)
1
𝐽
 ) (3.43)3 
And similarly, under the moderately nonlinear and infinitesimal kinematics: 
 𝑐+∇𝜙 → 𝑐+,0∇𝜙 (3.44)1 
 
1
𝜖
(?̲?̲ ⊗ ?̲? −
1
2
(?̲? ∙ ?̲?)?̲̲?) → 0 (3.44)2 
 −
𝒞𝐾
1 − 𝜆
(
𝜆0 − 𝜆
1 − 𝜆0
 ∇ ∙ ?̲? ) → −
𝒞𝐾
1 − 𝜆0
(
𝜆 − 𝜆0
1 − 𝜆0
 (1  
𝜆 − 𝜆0
1 − 𝜆0
) ∇ ∙ ?̲?) (3.44)3 
We find that the main effect is the elimination of the Maxwell stress due to its quadratic nature 
with respect to the electric potential. The augmented-PNP system is similarly modified and the 
coupled nonlinearity due to electromigration is eliminated. 
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3.3. Boundary Conditions and Sensing Metrics 
3.3.1. Mechanical Fields 
For the mechanical equations we may enforce conditions on either the displacement or stress on 
differing parts of the domain boundaries. We partition the domain boundary 𝜕Ω into sections for 
the displacement (superscripted 𝑢) and stress (superscripted 𝜎) boundary conditions such that 
 𝜕Ω = 𝜕Ω𝑢 ∪ 𝜕Ω𝜎 (3.45) 
This partitioning could be presented in the spatial or material frame. Along sections of the 
boundary where forces are applied the stress takes on a traction condition. In the spatial and 
material frames, we write 
 ?̲??̲? = ?̲?𝑝, 𝑜𝑛 𝜕Ω𝑡
𝜎 (3.46)1 
 ?̲??̲? = ?̲?𝑝, 𝑜𝑛 𝜕Ω0
𝜎 (3.46)2 
Wherein we have used the first Piola-Kirchhoff stress tensor, defined as ?̲? = ?̲??̲̲?. When the vectors 
of the prescribed traction, ?̲?𝑝 or ?̲?𝑝, are zero the condition represents a traction-free boundary, 
which occurs on portions of the boundary where a traction is not applied in addition to no 
displacement condition. The conditions placed on the displacement field that are relevant in the 
IPMC modeling presented here are the fixed displacement and prescribed displacement conditions. 
We find the fixed displacement condition along the clamped portions of an IPMC sample, and the 
prescribed displacement is used for the input of mechanoelectrical transduction models. 
 ?̲? = 0, 𝑜𝑛 𝜕Ω𝑡,0
𝑢  (3.47)1 
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 ?̲? = ?̲?𝑝, 𝑜𝑛 𝜕Ω𝑡,0
𝑢  (3.47)2 
 
3.3.2. Concentration Fields 
We consider only ion-blocking electrodes in these models, hence a no flux condition for the cation 
species is enforced at the polymer-electrode interface. Furthermore, we assume that there is no 
loss of the ionic species to the surroundings through the exposed polymer and hence a no flux 
condition is applied at the remaining edges of the polymer domain. For the solvent species, we 
also assume no loss from exposed polymer or leakages through the electrodes, and hence a no flux 
condition along all boundaries of the polymer. These no flux boundary conditions are presented 
for both the spatial and material frames below. 
 ℎ̲𝛽 ∙ ?̲? = 0, 𝑜𝑛 𝜕Ω𝑡 (3.48)1 
 ?̲?𝛽 ∙ ?̲? = 0, 𝑜𝑛 𝜕Ω0 (3.48)2 
 
3.3.3. Electrical Fields 
For a lossy electrode we utilize the material interface charge conservation equation in addition to 
the continuity of the electric potential. We restrict ourselves to a discussion on surface electrodes, 
in which the normal current density and normal potential gradient are negligible inside the 
electrode domain. We relate the surface divergence of the surface current density in the electrode 
to the normal ionic current density from the polymer. 
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 𝑑𝑖𝑣𝑆(𝑖̲
𝑆) = 𝑖̲ ∙ ?̲? (3.49)1 
 𝐽|?̲?−𝑇?̲?|𝐷𝑖𝑣𝑆(?̲?
−𝑇 ?̲?𝑆)  = ?̲? ∙ ?̲? (3.49)2 
Where the ionic current density is calculated as 
 𝑖̲ =
𝑑
𝑑𝑡
(?̲?)  ?̲? 𝑑𝑖𝑣𝑆(?̲?)  𝑧+ℱℎ̲+ (3.50)1 
 ?̲? =
𝑑
𝑑𝑡
(?̲?)  𝑧+ℱ?̲?+ (3.50)2 
Under linearized deformation, we have the surface form of Ohm’s law and the relation between 
surface current density and ionic current density as shown below. 
 −∇𝑆𝜙 = ?̲̲?𝑒
𝑆𝑖̲𝑆 (3.51)1 
 ∇𝑆 ∙ 𝑖̲
𝑆 = 𝑖̲ ∙ ?̲? (3.51)2 
 𝑖̲ = −
𝜕
𝜕𝑡
(𝜖∇𝜙)  𝑧+ℱℎ̲+ (3.51)3 
We may combine these equations into a single equation which exists along the polymer-electrode 
interface. Accounting for the no-flux condition for the ionic species, we have 
 −∇𝑆 ∙ (?̲?𝑒
𝑆∇𝑆𝜙) = −𝜖
𝜕
𝜕𝑡
(∇𝜙 ∙ ?̲?) (3.52) 
Finally, note that the continuity of electric potential across the polymer-electrode interface equates 
the potential field in electrode and membrane domains. 
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 𝜙𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑑𝑒 − 𝜙𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒 = 0 (3.53) 
Under the current assumption of a purely superficial electrode the electrode domain is simply the 
boundary of the membrane domain. As for the other electrical connection type conditions, we 
enforce that the terminal end of the IPMC is always open circuited. 
 𝑖̲𝑆|𝑥=𝐿 = 0, ∇𝑆𝜙|𝑥=𝐿 = 0 (3.54) 
Additionally, a portion of the IPMC boundary is in electrical contact with an external circuit which 
delivers the applied voltage source for actuation and the open-circuit voltage or closed-circuit 
current signal is obtained during sensing. For an applied voltage, we may write 
 𝜙 = 𝜙𝑎(𝑡) (3.55) 
The preceding boundary conditions apply to both the electromechanical and mechanoelectrical 
transduction models. In all cases the exterior surface is traction free unless a displacement 
boundary is applied, as is at the clamps where the displacement is fixed. All models utilize the no-
flux condition for all species transport equations and the superficial electrode relation in Equation 
(3.52). The differences between the models’ boundary conditions are as follows. Under the 
electromechanical (actuator) model we have the applied potential boundary conditions are the 
clamps, where the upper clamp is held at an applied potential that varies in time while the lower is 
held at zero for the ground potential. For mechanoelectrical (sensor) models we have a prescribed 
displacement along the forward face of the IPMC which serves as the driving input. For open-
circuit voltage sensing we fix one electrode clamp at zero for a ground potential while the other is 
allowed to take on a floating potential. The floating potential clamp has zero current, which may 
be enforced via Equation (3.54). Alternatively, the short-circuit sensor model exhibits both clamps’ 
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electric potential being equal (i.e., short-circuited) and we set this value to zero for simplicity. The 
output from these mechanoelectrical transduction is a sensing metrics, namely the short-circuit 
current and open-circuit voltage, which we establish next.  
For a current sensor model, the total sensing current is the difference between the current passing 
through the upper (+) and lower (-) electrode contacts. 
 𝐼𝑠𝑐 = 𝐼+ − 𝐼− (3.56) 
Using a surface electrode model, the total current passing into either of the respective electrode 
contact is found as the integral along the contact line, denoted Γ±,  between the clamp and 
electrode. 
 𝐼± = ∫𝑖̲
𝑆 ∙ ?̲?𝐶 ⅆℓ
Γ±
→ (𝑖𝑆)±𝑤 = −(?̲?𝑒
𝑆∇𝑆𝜙)±
∙ ?̲?𝐶𝑤 (3.57) 
Where to the right of the arrow we have assumed a rectangular IPMC of width 𝑤 and whose fields 
vary negligibly along the width direction. Further, the right most expression has shifted the 
dependence from surface current density onto the surface gradient of the electric potential, which 
is a field that will ultimately be calculated within the model. 
We can formulate an alternative expression for the total current flowing through either contact by 
leveraging the interfacial charge conservation to transfer the contour integral in (3.57) into a 
surface integral along the entire polymer-electrode interface. This results in the total current 
flowing through each contact as 
 73 
 𝐼± = −𝑤 ∫
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?) ⅆℓ
𝐿±
 (3.58) 
Hence, our total short-circuit sensing current may be calculated using either expression below 
 
𝐼𝑠𝑐 = −𝑤?̲?𝑒
𝑆((∇𝑆𝜙)+ − (∇𝑆𝜙)−) ∙ ?̲?𝐶  
= −𝑤(∫
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?) ⅆℓ
𝐿+
− ∫
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?) ⅆℓ
𝐿−
) 
(3.59) 
For voltage sensing models, we simply need the electric potential difference between the lower 
and upper contacts. Since the electric potential only manifests as a gradient within the governing 
equations it is unique only up to an additive constant and hence. We require at least one point to 
be defined as the ground, or reference, voltage. In the mechanoelectrical model we take the upper 
contact point between the clamp and electrode to be this ground voltage, and thus our sensing 
voltage response is obtained below. 
 𝜙𝑜𝑐 = 𝜙− − 𝜙+ → 𝜙𝑜𝑐 = 𝜙− (3.60) 
 
3.4. Characterizing Kinematic Nonlinearity in the IPMC Actuator Model 
3.4.1. Defining Material Properties for a Representative IPMC Sample 
Many parameters are required to determine and describe the transduction behavior of an IPMC. 
Here we define a representative IPMC and the parameters that may be used to model its behavior 
under both electromechanical and mechanoelectrical transduction. Across the literature, these 
parameters vary greatly due to the wide range of available solvent and ionic species, membrane 
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material, electroding materials, and processing. Below we tabulate the parameters used for the 
remainder of our modeling efforts, which represent typical values for IPMCs found in literature. 
These parameters fully describe the IPMC under our current modeling framework, but a few more 
must be derived from these to fit with the current model formulation, namely the constituent fluid 
species concentrations. During the IPMC fabrication, the dry membrane material is saturated with 
a solvent species and expands in volume, which characterizes the molar concentration of the 
solvent. The total volume after solvent saturation is given below [34,138].  
 𝑉𝑡𝑜𝑡𝑎𝑙 = 𝑉𝑖𝑜𝑛𝑜𝑚𝑒𝑟  𝑉𝑠𝑜𝑙𝑣𝑒𝑛𝑡 = (1  Δ𝑉)𝑉𝑖𝑜𝑛𝑜𝑚𝑒𝑟 (3.61) 
Wherein Δ𝑉 is the solvent uptake, which is ratio of the volume of solvent to the volume of dry 
ionomer. During this process, the IPMC takes on a number of moles of solvent, which is 
characterized by the mass of solvent added during the uptake and the solvent molar mass. We first 
find the moles of solvent species taken on during the initial saturating phase: 
 𝑁𝑤 =
𝑚𝑤
ℳ𝑤
 (3.62) 
and then calculate the initial molar concentration of solvent species per total volume of IPMC as 
 𝑐𝑤,0 =
𝑁𝑤
𝑉𝑠  𝑉𝑤
=
𝜌𝑤
ℳ𝑤
Δ𝑉
1  Δ𝑉
≈ 15,860 [
𝑚𝑜𝑙
𝑚3
] (3.63) 
Wherein 𝜌𝑤 is the mass density of the solvent species. Similarly, the ionomer material contains 
fixed ionic end groups whose molar concentration per dry ionomer volume can be obtained from 
the ionomer equivalent weight [133]. 
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Table 1: Material properties describing a representative IPMC 
Parameter Representative Value Units Description 
𝑙 40 [𝑚𝑚] IPMC free length 
𝑤 10 [𝑚𝑚] IPMC width 
ℎ 250 [𝜇𝑚] IPMC thickness 
Δ𝑉 40 [%] Volume uptake 
𝐸𝑊 1100 [𝑔 𝑚𝑜𝑙⁄ ] Equivalent weight 
𝜖 6 [𝑚𝐹] Dielectric constant 
𝒞𝐸 600 [𝑀𝑃𝑎] Young’s modulus 
𝒞𝜈 0.45 [−] Poisson ratio 
𝜌𝑠 2000 [𝑘𝑔 𝑚
3⁄ ] Membrane density 
𝒟+ 1 ∙ 10
−11 [𝑚2 𝑠⁄ ] Ionic self-diffusivity 
𝒟𝑤 7 ∙ 10
−10 [𝑚2 𝑠⁄ ] Solvent self-diffusivity 
𝑧+ 1 [−] Cation charge number 
𝑧− −1 [−] Anion charge number 
𝓂+ 6.941 [𝑔 𝑚𝑜𝑙⁄ ] Cation molar mass 
𝓂𝑤 18.015 [𝑔 𝑚𝑜𝑙⁄ ] Solvent molar mass 
𝑣+ 1.297 ∙ 10
−5 [𝑚3 𝑚𝑜𝑙⁄ ] Cation molar volume 
𝑣𝑤 1.8 ∙ 10
−5 [𝑚3 𝑚𝑜𝑙⁄ ] Solvent molar volume 
𝑛𝑑𝑤 4 [−] Water transference / drag coefficient 
𝜌𝑤 1000 [𝑘𝑔 𝑚
3⁄ ] Water density 
𝑘𝑓 3 ∙ 10
−20 [𝑚2 𝑠 ∙ 𝑃𝑎⁄ ] Hydraulic permeability 
𝑟𝑒
𝑆 0.03 [Ω] Surface resistivity 
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For the fixed anionic species, we can obtain the molar concentration in terms of the membrane 
density and equivalent weight. This concentration is then modulated by the uptake of solvent, 
which expends the total IPMC volume, and so the initial anion concentration upon solvent uptake 
is obtained below [133]. 
 𝑐−,0 =
𝜌𝑠
𝐸𝑊
1
1  Δ𝑉
≈ 1,292 [
𝑚𝑜𝑙
𝑚3
] (3.64) 
Once the IPMC is hydrated with solvent it is saturated with a mobile cation species. The cation 
species neutralizes the fixed anions, rendering the whole IPMC electroneutral, which we can 
leverage to express the initial cation concentration as a function of the anion concentration. 
 𝑐+,0 = −
𝑧−
𝑧+
𝑐−,0 ≈ 1,292 [
𝑚𝑜𝑙
𝑚3
] (3.65) 
 
3.4.2. Computational Domain and Mesh Refinement Study 
The IPMC under consideration is the classical cantilever and is modeled in a 2D geometry. The 
domain is split into four key regions, namely the fixed, free, interface, and bulk regions. The fixed 
and free domains delineate the clamped and unclamped portions of the IPMC, and the fixed region 
is only of importance for the mechanical fields. The interface and bulk regions define the 
membrane domain near the polymer-electrode interface. The selective refinement of elements in 
the interface region as opposed to globally throughout the membrane has been demonstrated to 
improve computational efficiency by eliminating unnecessary degrees of freedom, hence reducing 
total solver time [46]. 
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Figure 9: Illustration of computational domains for finite element model 
The finite element model of a 2D IPMC actuator or sensor is segmented into the four types of 
domains indicated in the illustration. The fixed region is inconsequential for the model’s 
performance, but the interface, free, and bulk regions play important roles and mesh refinement 
within each domain is important for model convergence. 
 
The number of elements required for a convergent solution will depend on the input voltage for an 
actuator, and hence we conduct the mesh refinement study at a large voltage to ensure convergence 
even under the most computationally complex conditions. The study here utilized an applied 
voltage of 1.5 V under the moderately nonlinear kinematic model, and we monitored the effects 
of increasing the number of elements in the free, bulk, and interface regions individually. We 
quantify the effects of mesh refinement through the percentage change in tip displacement as 
successive refinements are made. The default number of elements in each region along with the 
set of refinements are provided in Table 2. For each domain region, the mesh refinement steps 
through the stages presented in Table 2 and the percentage change at each refinement step is 
calculated. During this process, the other two domain regions are held fixed at their default value 
and each region is refined independently. The final mesh for our modeling experiments utilizes the 
refined element density within each region which satisfies a <0.01% change in the refinement 
stage. The fixed domain region is not refined as it may be left out of the model without loss of 
accuracy and is simply included in the mechanical model for plotting purposes and has no role in 
the electrochemical model. 
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Figure 10: Mesh refinement in bulk domain 
The convergence of the solution as indicated by the percent change in tip displacement is plotted 
against mesh refinements in the bulk domain. 
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Figure 11: Mesh refinement of free domain 
The convergence of the solution as indicated by the percent change in tip displacement is plotted 
against mesh refinements in the free domain. 
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Figure 12: Mesh refinement of interface domains 
The convergence of the solution as indicated by the percent change in tip displacement is plotted 
against mesh refinements in the interface domain. 
 
Table 2: Parameters for mesh convergence study 
Domain Region Default Mesh Refinement Stages 
Bulk 60 10, 20, 40, 80 
Free 40 10, 20, 40, 80 
Interface 75 32, 64, 128, 256 
 
3.4.3. Formulation of the Bending Angle for IPMC Actuator 
Here we focus our efforts on analyzing the behavior of an IPMC sample under our current 
modeling framework and quantifying the effects of the kinematic linearization schemes that have 
been discussed. As already noted, the moderately nonlinear scheme was intended to provide the 
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kinematic model of deformation with a degree or rotational information that allows the IPMC tip 
to bend out of line with its initial position. To observe the effects of the additional rotational 
information we have two options for calculating the bending angle at the tip of the IPMC, one 
based on geometry and the other on linearized strain theory. 
In general, we can find the IPMC tip angle at any point in its deformation history by averaging the 
angle of the normal vectors along the forward face.  
 𝜃𝑛 ≔ ⟨atan2(𝑛𝑦, 𝑛𝑥)⟩ (3.66) 
Wherein 𝑎𝑡𝑎𝑛2 is the two-argument arctangent function, which allows for the angle to be 
accurately computed across the range of (−𝜋, 𝜋). We use the subscript 𝑛 to emphasize that this 
angle metric is calculated using the components of the spatial normal vector.  
The spatial components of the normal vector may be calculated from the deformation gradient 
using Nanson’s formula using (C.11) in Appendix C. Alternatively, in the COMSOL 
Multiphysics® interface the spatial components for the normal of the geometry may be directly 
accessed as “root.nx” and “root.ny.” These may be used in Equation (3.66) instead of relying on 
the inverse deformation gradient and Lagrangian normal components in Nanson’s formula. Note 
that in order for the angle to be calculated using the COMSOL variables the “Include geometric 
nonlinearity” toggle must be active to allow for the spatial and material frames to be separated. 
Linearized strains may still be enforced, and a fully linearized model used despite the frames not 
coinciding. 
An alternative formulation that is valid under an infinitesimal strain theory uses the infinitesimal 
rotation tensor directly. From the infinitesimal rotation tensor ?̲? we find a related axial vector ?̲? 
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which quantifies the angular rotation of a material element from its reference state (for a derivation 
of this relation see Appendix D). While working in 2D, we can simply take the 𝑧-axis component 
and find the average angle across the material elements that make up the forward face of the IPMC. 
 𝜃𝜔 ≔ ⟨𝜔𝑧⟩ =
1
2
⟨𝑣𝑋 − 𝑢𝑌⟩ (3.67) 
Similarly, the subscript 𝜔 is used to denote the angle metric is calculated using the components of 
the infinitesimal rotation vector ?̲?.  
The metric 𝜃𝑛 should be treated as ground-truth for the tip angle as it is calculated on the deformed 
geometry as predicted by any kinematic theory, linearized or not. This allows us to compare 𝜃𝑛 
and 𝜃𝜔 under the finite-strain framework to determine the range of deformation under which the 
linearized metric is suitably accurate. Then, using 𝜃𝑛 we may directly compare the behavior of the 
finite-strain, moderately nonlinear, and infinitesimal formulations and determine the effects of 
kinematic linearization on the resulting deformation of the IPMC. 
Modeling the IPMC under a finite-strain formulation is done using a mixed Eulerian / Lagrangian 
akin to the ALE method though we do not require an arbitrarily moving mesh. In this model, the 
mechanical deformation is calculated in the Lagrangian frame and the mesh deformation is tied to 
the solid phase. The remaining electrochemical fields are calculated in the Eulerian frame and 
advected via the solid phase velocity field. This approach is used due to the backend of COMSOL 
multiphysics, wherein the solid mechanics module is always solved in the Lagrangian frame and 
it is simple to establish the remaining equations as spatial fields that are advected by the solid 
deformation and solved on the deformed mesh. This also allows the electrochemical fields to be 
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written in the spatial form which do not require the pull-back operations using the deformation 
gradient and its inverse. 
In the IPMC actuator model we have traction free boundary conditions across the entire exterior 
surface except at the contact with the clamps, which are fixed displacement conditions. At the 
polymer-electrode interface we enforce no-flux conditions for the impermeable surface electrodes, 
and this applies to the bulk fluid species as well as the constituent solvent and ionic species. Our 
model utilizes purely superficial electrodes which may be ideal or lossy, and hence Equation  
(3.52) applies along the upper and lower surfaces of the IPMC not in contact with the clamp. At 
the clamp we have an assigned potential of either 𝜙𝑎, the applied voltage, or zero for the ground 
potential.  
 
3.4.4. Modeling IPMC Actuators Under the Different Kinematic Assumptions 
We test the finite-strain, moderately nonlinear, and infinitesimal strain formulations with applied 
step voltages with magnitudes 0.1 V, 0.25 V, and 0.5 V and compute the tip displacement, 
infinitesimal rotation angle, surface normal angle, and the deformed geometry at the end of 60 
seconds. Below we present the tip displacement results. We find that across the three voltage 
values tested the moderately nonlinear and infinitesimal strain formulations nearly coincide, with 
the moderately nonlinear model presenting a more dramatic overestimation of the peak actuator 
displacement as compared to the finite-strain formulation. A more detailed investigation finds that 
the moderately nonlinear model shows better agreement with the finite-strain in the final 
simulation state (at the 60s mark) and indicates that the over exaggerated peak displacement is 
somewhat compensated by an improved steady-state deformation result. Curiously, both the 
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moderately nonlinear and infinitesimal strain models exhibit a “faster” response than the finite-
strain model, possibly due to these models not accounting for the true direction of the internal 
stresses (such as osmotic and Maxwell stresses) and more of the induced load works to bend the 
IPMC in the transverse direction as opposed to creating a curling type deformation found in the 
highly nonlinear kinematic models for these actuators [139]. 
 
  
 
Figure 13: Comparison of tip displacement among different kinematic models 
The tip displacement in response to a step input of voltage for the different kinematic linearization 
models is compared across a parametric sweep in voltage amplitude. The linearized kinematics 
exhibit a faster response as compared to the fully nonlinear model. 
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Moving on to the rotation angle results we have the infinitesimal rotation and surface normal 
rotation plotted below in Figure 14 and Figure 15, respectively. Comparing these results for the 
finite-strain formulation, we find that the angle computed from the infinitesimal rotation provides 
accurate results for ~𝜃 < 15°, after which this approximation begins to underestimate the correct 
value. 
 
  
 
Figure 14: Comparison of infinitesimal rotation among different kinematic models 
The tip rotation as calculated from the infinitesimal rotation is compared across the parametric 
sweep of voltage with the different kinematic linearization schemes. 
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We also can more clearly see the increased response speed of the two linearized kinematic models 
and their overestimated bending angle as compared to the finite-strain formulation. Comparing the 
infinitesimal rotation with the surface normal rotation, we see that in both linearized models the 
surface normal rotation provides significant improvements to the accuracy of the reported bending 
angle. 
 
  
 
Figure 15: Comparison of surface normal rotation among different kinematic models 
The tip rotation as calculated from the surface normal vector is compared across the parametric 
sweep of voltage with the different kinematic linearization schemes. 
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We also see that at different voltage levels the linearized model providing the closest representation 
of the finite-strain formulation changes. For a 0.1 V step response the two schemes are practically 
equivalent, but at 0.25 V we find the infinitesimal strain model to give very good results, and at 
0.5 V the moderately nonlinear model offers a better representation after the peak angle is reached. 
Lastly, we provide a view of the deformed geometry framed close to the tip of the IPMC. These 
plots are traces of the upper surface of the IPMC at the last timestep (60s) for each of the applied 
voltage amplitudes. We find the moderately nonlinear kinematics do in fact provide the model 
with the capability of bending out of line with the initial tip location, but the computed angle 
suffers from accuracy issues as discussed earlier. These results show promise for using a partially 
linearized kinematic models to account for rotational deformation of the tip, but the current 
moderately nonlinear framework does not quite meet the desired objectives of improving the 
accuracy of the infinitesimal strain formulation. This subject will be discussed again in regard to 
future avenues of IPMC research. 
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Figure 16: Comparison of deformed geometry among different kinematic models 
The deformed geometry at the final timestep is compared across the parametric sweep of voltage 
with the different kinematic linearization schemes. 
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3.5. Summary 
In this chapter we established a Helmholtz free energy from which to derive a complete 
multiphysics model under our new framework. This model accounted for large deformations of 
the porous, hyperelastic material with hydraulic effects and coupled solvent / ion transport. We 
presented the complete governing equations for the model, in both Eulerian and Lagrangian 
formulations. The thermodynamic conditions on the matrix of mobility tensors put in place by the 
entropy inequality were fully characterized, and lead to constraints on the solvent and ion drag 
coefficients as well as the hydraulic permeability. Furthermore, we presented the linearized model 
along with partially linearized kinematics that had not been investigated for IPMCs prior to this 
study. Formulating metrics for comparing the tip displacement under finite-strain and infinitesimal 
strains allowed for a study on the effects of kinematic linearization in the multiphysics model. This 
model will be the basis for future studies on IPMC transduction and serves as a means for exploring 
the effects of material properties and model formulations. 
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Chapter 4. Dimensional Analysis of IPMC Multiphysics Phenomena 
4.1. The Buckingham 𝚷 Theorem and Constructing Dimensionless Quantities 
The units used to describe physical phenomena and physical laws have long been leveraged to 
extract insights into their behavior and how similar systems relate to one another. The Buckingham 
Π theorem is often presented as the starting point for dimensional analysis, giving a rigorous 
mathematical foundation for the existence of dimensionless quantities which compactly quantify 
the fundamental behavior of a system [140–143]. Here we present a brief overview of the 
Buckingham Π theorem and the process of constructing dimensionless quantities.  
Any law governing a physical quantity may be cast in a functional form of: 
 𝑞0 = 𝑓(𝑞1, 𝑞2, … , 𝑞𝑛) (4.1) 
Wherein 𝑞0 is the quantity of interest which depends on the set of physically independent 
parameters 𝑞1, 𝑞2, … , 𝑞𝑛 [141]. In order to reflect the natural world, we require that this functional 
relationship between real quantities is independent of the choice in units used to describe them, 
which manifests as a series of restrictions on how the function 𝑓 behaves. The Buckingham Π 
theorem, in essence, states that given a quantity of interest 𝑞0, which is fully determined by the 𝑛 
physically independent quantities 𝑞1, 𝑞2, … , 𝑞𝑛, we can find a dimensionless representation, Π0, of 
that quantity which is fully determined by a set of 𝑛 − 𝑙, physically independent, dimensionless 
similarity variables, or Π-groups [143]. 
 Π0 = 𝑔(Π1, Π2, … , Π𝑛−𝑙) (4.2) 
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The number 𝑛 − 𝑙 of similarity variables depends on the space of independent physical dimensions 
that describe system, as well as the size of the dimensionally independent and dependent subsets 
of the physically independent quantities 𝑞1, 𝑞2, … , 𝑞𝑛. 
Now we turn to finding the dimensionless Π-groups. First, we choose a unit system in which we 
will work. This unit system will have a set 𝑙 of fundamental units 𝑈1, 𝑈2, … , 𝑈𝑙 which fully describe 
any physical quantity’s dimensionality. We denote the units of a physical quantity as 
 [𝑞𝑚] =∏𝑈𝑘
𝛽𝑘𝑚
𝑙
𝑘=1
 (4.3) 
We then select a subset {𝑞𝑖} of the physically independent parameters 𝑞1, 𝑞2, … , 𝑞𝑛 which is 
dimensionally independent from the rest, whose size is at most the number 𝑙 of fundamental units 
and ideally equal to 𝑙 so that each fundamental unit is represented in the set {𝑞𝑖}. Now, for each of 
the quantities in the dimensionally dependent subset {𝑞𝑑}, which includes the original quantity of 
interest 𝑞0, we can identify a dimensionless Π-group associated with a quantity 𝑞𝑑,𝑚 through a 
relationship of the form 
 𝑞𝑑,𝑚 = 𝐶𝑚∏𝑞𝑖,𝑗
𝛼𝑗𝑚
𝑙
𝑗=1
 (4.4) 
Wherein 𝐶𝑚 is some dimensionless constant. For the above relation to be dimensionally 
homogenous both the left- and right-hand sides of the equation must have the same dimensionality. 
We may dimensionally decompose both sides of (4.4) according to (4.3), which establishes a 
system of equations for each quantity 𝑞𝑑,𝑚 for the unknown exponents 𝛼𝑗𝑚. 
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 ∑𝛼𝑗𝑚𝛽𝑘𝑗
𝑙
𝑗=1
− 𝛽𝑘𝑚 = 0, 𝑘 = 1, 2, … , 𝑙 (4.5) 
Now, the quotient between the Left- and Right-Hand-Sides of (4.4) form a dimensionless quantity 
associated with an element 𝑞𝑑,𝑚 of the set {𝑞𝑑}. 
 Π𝑚 = 𝑞𝑑,𝑚 (∏𝑞𝑖,𝑗
𝛼𝑗𝑚
𝑙
𝑗=1
)
−1
 (4.6) 
As a simple example, consider the force of drag on a submerged sphere [144]. We may choose the 
MLT unit system (i.e., mass (𝑀), length (𝐿), and time (𝑇)) and suppose the drag force is a function 
of the flow speed, diameter, fluid density, and fluid viscosity with dimensions provided in Table 
3. Hence, we have a presumptive functional dependence for the drag force shown below. 
 𝐹𝐷 = 𝑓(𝑈, 𝐷, 𝜌, 𝜇) (4.7) 
 
Table 3: Dimensions of physical quantities in example analysis 
Quantity Units Description 
𝐹𝐷 
𝑀𝐿
𝑇2
 Drag force 
𝑈 
𝐿
𝑇
 Flow speed 
𝐷 𝐿 Diameter 
𝜌 
𝑀
𝐿3
 Fluid density 
𝜇 
𝑀
𝐿𝑇
 Fluid viscosity 
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We select three dimensionally independent quantities, 𝑈, 𝐷, and 𝜌, which correspond with the 
three fundamental units in our chosen system. From (4.5), we find two systems of equations for 
the two remaining dimensionally dependent quantities 𝐹𝐷 and 𝜇. Below demonstrates the 
identification of a dependent quantity, the system of equations, the solution to that system, and the 
resulting dimensionless group for 𝐹𝐷 and 𝜇, respectively. 
 
𝛼11 ∙ 0  𝛼21 ∙ 0  𝛼31 ∙ 1 − 1 = 0
𝛼11 ∙ 1  𝛼21 ∙ 1  𝛼31 ∙ (−3) − 1 = 0
𝛼11 ∙ (−1)  𝛼21 ∙ 0  𝛼31 ∙ 0  2 = 0
, [
𝛼11
𝛼21
𝛼31
] = [
2
2
1
] , Π1 =
𝐹𝐷
𝜌𝑈2𝐷2
 (4.8)1 
 
𝛼12 ∙ 0  𝛼22 ∙ 0  𝛼32 ∙ 1 − 1 = 0
𝛼12 ∙ 1  𝛼22 ∙ 1  𝛼32 ∙ (−3) − 1 = 0
𝛼12 ∙ (−1)  𝛼22 ∙ 0  𝛼32 ∙ 0  1 = 0
, [
𝛼12
𝛼22
𝛼32
] = [
1
1
1
] , Π2 =
𝜇
𝜌𝑈𝐷
 (4.8)2 
The results are in line with those presented in introductory texts on fluid mechanics.  
An alternative to this method taught in undergraduate courses leverages the more rigorous 
mathematical foundation at the heart of the Buckingham Π theorem. We start by forming what is 
called the dimension matrix [𝐴]; an 𝑙 × 𝑛 matrix whose rows correspond with the fundamental 
units of the system we have chosen, and columns correspond to the physical quantities of interest 
[145]. The matrix entry at row 𝑖 and column 𝑗 is the exponent 𝛽𝑖𝑗 as defined in (4.3). 
 [𝐴] = [
𝛽11 ⋯ 𝛽1𝑛
⋮ ⋱ ⋮
𝛽𝑙1 ⋯ 𝛽𝑙𝑛
] (4.9) 
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Now, consider a product of physical quantities such as 
 𝑝 =∏𝑞𝑘
𝛼𝑘
𝑛
𝑘=1
 (4.10) 
We may construct a vector containing the exponents 𝛼𝑘 and from it obtain the dimensionality of 
the product 𝑝 in terms of a vector of exponents [𝛽] whose entries correspond to the dimensional 
decomposition in (4.3). 
 [𝛽] = [𝐴][𝛼], [
𝛽1𝑝
⋮
𝛽𝑙𝑝
] = [
𝛽11 ⋯ 𝛽1𝑛
⋮ ⋱ ⋮
𝛽𝑙1 ⋯ 𝛽𝑙𝑛
] [
𝛼1
⋮
𝛼𝑛
] (4.11) 
With this dimension matrix and the above concept of the dimensionality of a product we can now 
search for all products of the physical quantities which are dimensionless (i.e., 𝛽𝑘𝑝 = 0 ∀ 𝑘 =
1, … , 𝑙). Mathematically, we are solving for the exponent vector ?̲? which satisfies the equation 
 [𝐴][𝛼] = [∅] (4.12) 
Wherein [∅] is the zero vector. This equation for [𝛼] exactly the definition of the null space of the 
matrix [𝐴]. For the 𝑙 fundamental units in our chosen unit system we have 𝑙 dimensionally 
independent physical parameters in 𝑞 (which correspond to the columns of [𝐴]), and hence by the 
rank-nullity theorem we have exactly 𝑛 − 𝑙 vectors in this null space and thus 𝑛 − 𝑙 dimensionless 
Π-groups. 
Using the previous example, we have the dimension matrix [𝐴] defined below, whose columns 
represent the fundamental units of force, flow speed, diameter, mass density, and viscosity, 
respectively. 
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 [𝐴] = [
1 0 0 1 1
1 1 1 −3 −1
−2 −1 0 0 −1
] (4.13) 
By manipulation into the reduced row echelon form (𝑟𝑟𝑒𝑓), shown below, it is straight forward to 
compute the kernel vectors, [𝛼1] and [𝛼2], of this matrix. 
 𝑟𝑟𝑒𝑓([𝐴]) = [
1 0 0 1 1
0 1 0 −2 −1
0 0 1 −2 −1
] , [𝛼1] =
[
 
 
 
 
−1
2
2
1
0 ]
 
 
 
 
, [𝛼2] =
[
 
 
 
 
−1
1
1
0
1 ]
 
 
 
 
 (4.14) 
Forming the product of quantities corresponding to these vectors according to (4.10), we find the 
following Π-groups. 
 Π3 =
𝜌𝑈2𝐷2
𝐹𝐷
, Π4 =
𝜇𝑈𝐷
𝐹𝐷
 (4.15) 
We immediately notice that while Π3 is simply the reciprocal of Π1 found using the first method, 
Π4 is new. This stems from the fact that while the Π-groups obtained in the course of dimensional 
analysis are not necessarily unique but are ensured to be physically independent from one another. 
Thus, given a dimensionless number Π𝑘 obtained via dimensional analysis, we may always find 
an alternative dimensionless number, Π𝑘
′ , which is physically dependent on Π𝑘 and can replace it 
in the complete set of physically independent Π-groups, i.e., 
 Π𝑘
′ = 𝑓(Π1, …Π𝑘 , … ) (4.16) 
But we are guaranteed that a dimensionless group found from the dimensional analysis is always 
physically independent from the others in the set, barring any further constraints on the system. 
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This means that we cannot create a valid alternate representation Π𝑘
′  which is not functionally 
dependent on the original group Π𝑘. 
 Π𝑘
′ ≠ 𝑓(Π1, … , Π𝑘−1, Π𝑘+1, … ) (4.17) 
In this spirit, we see that both Π3 and Π4 found using the null space of the dimension matrix are 
equivalent to Π1 and Π2, respectively, according to the following alternate representations. 
 Π3
′ ≔
1
Π3
→ Π1, Π4
′ ≔
Π4
Π3
→ Π2 (4.18) 
The exact representation of the dimensionless group that is most useful is not always clear and 
knowing ahead of time that they may be manipulated into alternate forms is a useful facet of the 
dimensional analysis toolbox. 
Finally, a variant of the null space method may be used to construct a set of dimensionless groups 
using a specific subset of physically independent quantities 𝑞𝑖. In the preceding analysis using the 
null space of the dimension matrix we have less control over the form of the resulting 
dimensionless groups. While we have already seen that we can always recast a given Π-group into 
an equivalent physically dependent form, but in some instances, we might seek to construct all the 
Π-groups using a uniform set of parameters. In this case, we can form a reduced dimension matrix 
[𝐴∗] which has full rank and leverage it according to (4.10) to seek a vector of exponents [𝛼] which 
dimensionally matches a given vector of exponents [𝛽] for a quantity of interest, in effect giving 
us a product of physical quantities which may be used to construct a dimensionless group. For 
instance, say we wish to use force, diameter, and density as our subset of dimensionally 
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independent quantities. Now we may find products of the subset quantities which are 
dimensionally equal to the flow speed and viscosity. 
 [𝐴∗] = [
1 0 1
1 1 −3
−2 0 0
] (4.19)1 
 𝑈:    [𝛽] = [
0
1
−1
] , [𝛼] = [𝐴∗]
−1[𝛽] = [
1
2⁄
−1
−1 2⁄
] (4.19)2 
 𝜇:    [𝛽] = [
1
−1
−1
] , [𝛼] = [𝐴∗]
−1[𝛽] = [
1
2⁄
0
1
2⁄
] (4.19)3 
From which we could find two additional dimensionless groups. 
 
Π5 =
𝑈
1
𝐷
√
𝐹𝐷
𝜌
, Π6 =
𝜇
√𝐹𝐷𝜌 
 
(4.20) 
Again, we can relate these groups back to the original Π-groups using similar arguments as before. 
 Π5
′ ≔
1
Π5
2 → Π1, Π6
′ ≔
Π6
Π5
→ Π2 (4.21) 
This third approach is essentially a way of implementing the null space method with an explicit 
choice in the subset of physically independent quantities which are dimensionally independent and 
make up the fundamental units for our system. The same set of Π-groups would be obtained if the 
first 𝑙 columns of [𝐴] corresponded to our desired subset of quantities which we used to define 
[𝐴∗].  
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4.2. Dimensionless Groups Involved in IPMC Actuator and Sensor Multiphysics 
The study of multiphysics phenomena via dimensional analysis is widespread in the fields of 
science and engineering. Leveraging the Buckingham Π theorem gives us a starting point for 
establishing functional relationships between Π-groups. These relationships are often further 
defined using experimental information to create closed-form functions which capture the physical 
phenomena and are generalized across geometric, kinematic, and dynamic conditions due to the 
dimensionless nature at the heart of the analysis. Here we seek to establish these relations for IPMC 
actuators and sensors and start by determining the relevant physical quantities which may be used 
to construct Π-groups which are the foundation for regression models we look to develop later in 
this study.  
To begin, we proceed through the typical dimensional analysis approach to establish the pertinent 
Π-groups of our analysis and discuss some implications that arise during the analysis. This 
establishes the framework for what functional relations we expect to determine. From there, we 
turn to the nondimensionalization of the governing multiphysics equations in a generalized 
manner. Upon a particular selection of characteristic values for our nondimensionalization, we 
relate the Π-groups found in the initial dimensional analysis to the nondimensional governing 
equations. These nondimensional equations written in terms of the Π-groups will be used to 
simulate a broad range of potential IPMC devices and establish a wide solution space in which we 
expect the functional relationship between the Π-groups to exist. Using our computational results, 
we will later develop closed-form expressions for the functional relationships predicted by this 
upcoming initial dimensional analysis. 
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4.2.1. Static and Dynamic Electromechanical Transduction 
Here we develop the groundwork for analyzing the transverse tip displacement, Δ, of a cantilever 
IPMC through the lens of dimensional analysis. We start with a simplified model for predicting 
functional relationship between the displacement and all of the physical quantities defining the 
model which have been introduced up to this point. 
We assume a functional dependency for the deflection to be in the form below, taking into account 
all electrochemical and mechanical properties that contribute under the assumed conditions. The 
set of physical quantities has been partitioned into dimensionally independent, 𝑞𝑖, and dependent, 
𝑞𝑑, subsets as described in Table 4 and Table 5, respectively, below, and we have chosen a 
fundamental unit system of mass (𝑀),  length (𝐿), time (𝑇), amount (𝑁), current (𝐼), and 
temperature (𝜃). 
  Δ = 𝑓𝑢(𝑞𝑖;  𝑞𝑑) (4.22) 
To begin, we look at a simplified IPMC under a steady-state conditions. The IPMC is assumed to 
be initially charge neutral and contain cationic and anionic species with unit valency. Further, we 
temporarily ignore the electrodes of the IPMC, and assume them to be perfect conductors. This 
gives us a pair of reduced independent and dependent subsets of the above quantities. 
 𝑞𝑖 = {𝑐+,0, ℎ, 𝜙𝑎,𝑐, 𝜖, 𝒟+, 𝑇} (4.23)1 
 𝑞𝑑 = {𝑐𝑤,0, 𝒟𝑤 , 𝜈𝑤, 𝜈+, 𝑘𝑓 , 𝑙, 𝑅, ℱ, 𝒞𝐸 , 𝒞𝜈 , 𝑛𝑑𝑤} (4.23)2 
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Table 4: Dimensionally independent subset of quantities for actuation 
Quantity Units Description 
𝑐+,0 
𝑁
𝐿3
 Initial cation concentration 
ℎ 𝐿 IPMC thickness 
𝜙𝑎,𝑐 
𝑀𝐿2
𝑇3𝐼
 
Characteristic applied electric 
potential 
𝜖 
𝑇4𝐼2
𝑀𝐿3
 Dielectric constant 
𝒟+ 
𝐿2
𝑇
 Cation diffusivity 
𝑇 𝜃 Thermodynamic temperature 
 
The physically independent set 𝑞𝑖 is used to find Π-groups associated with each element of 𝑞𝑑 
according to the variant of the null space method described in Section 4.1. 
 
Π1
′ =
𝑐𝑤,0
𝑐+,0
, Π2
′ =
𝒟𝑤
𝒟+
, Π3
′ =
𝜈+
1
𝑐+,0
, Π4
′ =
𝜈𝑤
1
𝑐+,0
 
Π5
′ =
𝑘𝑓
𝒟+
𝜖 (
𝜙𝑎,𝑐
ℎ
)
2
, Π6
′ =
𝑙
ℎ
, Π7
′ =
ℱ
𝑅𝑇
𝜙𝑎,𝑐
, Π8
′ =
𝒞𝐸
𝜖 (
𝜙𝑎,𝑐
ℎ
)
2 
Π9
′ =
𝑅
𝜖𝜙2
𝑇𝑐+,0ℎ2
, Π10
′ = 𝒞𝜈 , Π11
′ = 𝑛𝑑𝑤 
(4.24) 
Here the prime will denote a temporary value of the group as some of these will be replaced by a 
physically independent alternative representation as described in Section 4.1. 
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Table 5: Dimensionally dependent subset of quantities for actuation 
Quantity Units Description 
𝑐𝑤,0 
𝑁
𝐿3
 Initial solvent concentration 
𝒟𝑤 
𝐿2
𝑇
 Solvent diffusivity 
𝜈+ 
𝐿3
𝑁
 Cation molar volume 
𝜈𝑤 
𝐿3
𝑁
 Solvent molar volume 
𝑘𝑓 
𝐿3𝑇
𝑀
 
Membrane hydraulic 
permeability 
𝑙 𝐿 IPMC length 
ℱ 
𝑇𝐼
𝑁
 Faraday’s constant 
𝒞𝐸 
𝑀
𝐿𝑇2
 IPMC elastic modulus 
𝑅 
𝑀𝐿2
𝑇2𝑁𝜃
 Gas constant 
𝒞𝜈 1 Membrane Poisson ratio 
𝑛𝑑𝑤 1 
Static water transference 
coefficient 
𝜌 
𝑀
𝐿3
 IPMC mass density 
𝜔 
1
𝑇
 Driving frequency 
𝑐−,0 
𝑁
𝐿3
 Initial anion concentration 
𝑧+ 1 Cation charge number 
𝑧− 1 Anion charge number 
𝑟𝑒
𝑆 
𝑀𝐿2
𝑇3𝐼2
 Electrode surface resistivity 
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As discussed before, it is not entirely necessary to redefine the above Π-groups as it has no effect 
on the predictive results of the model but is done primarily out of convenience for assigning some 
intuition to their meaning. First, we note that Π7
′  can be identified as the ratio of the applied 
potential to the thermal voltage. 
 Π7 ≔
𝜙𝑎,𝑐
𝜙𝑡ℎ
, 𝜙𝑡ℎ =
𝑅𝑇
ℱ
 (4.25) 
Next, we redefine Π4
′ , Π5
′  , Π8
′  , and Π9
′  as follows. 
 Π4 ≔
Π4
′
Π3
′ =
𝜈𝑤
𝜈+
 (4.26)1 
 Π5 ≔ Π5
′Π8
′ =
𝑘𝑓𝒞𝐸
𝒟+
 (4.26)2 
 Π8 ≔
1
Π8
′ (
𝜙𝑡ℎ
Π7
)
2
=
𝜖 (
𝜙𝑡ℎ
ℎ
)
2
𝒞𝐸
 
(4.26)3 
 Π9 ≔
Π9
′
Π8
′ =
𝑅𝑇𝑐+,0
𝒞𝐸  
 (4.26)4 
With these new definitions for the dimensionless groups, our final relation for the static tip 
deflection, Δ, which we normalize with respect to the IPMC length, is obtained. We have dropped 
the primes for the final representation of each dimensionless group. 
 
Δ
𝑙
= 𝑓𝑠𝑡𝑎𝑡𝑖𝑐(Π{1−11}) (4.27)1 
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Π1 =
𝑐𝑤,0
𝑐+,0
, Π2 =
𝒟𝑤
𝒟+
, Π3 = 𝜈+𝑐+,0, Π4 =
𝜈𝑤
𝜈+
 
Π5 =
𝑘𝑓𝒞𝐸
𝒟+
, Π6 =
𝑙
ℎ
, Π7 =
𝜙𝑎,𝑐
𝜙𝑡ℎ
, Π8 =
𝜖 (
𝜙𝑡ℎ
ℎ
)
2
𝒞𝐸
 
Π9 =
𝑅𝑇𝑐+,0
𝒞𝐸  
, Π10 = 𝒞𝜈 , Π11 = 𝑛𝑑𝑤 
(4.27)2 
To capture dynamic features, under the other underlying assumptions, we add in the mass density 
and driving frequency as two additional dimensionally dependent parameters. The mass density 
introduces the contribution to dynamic deflection due to inertial forces, while the driving 
frequency may introduce resonance and will affect the time for which electromigration may induce 
the deformation. This adds two more dimensionally dependent parameters which give us two 
additional Π-groups. 
 
Π12
′ =
𝜌
𝜖𝜙2
𝒟+
2
, Π13
′ =
𝜔
𝒟+
ℎ2
 
(4.28) 
Again, we may manipulate these into a form we find more desirable so long as it remains physically 
independent from the other Π-groups. Firstly, we note that the denominator of Π13
′  represents a 
diffusional timescale defined as 
 𝜏𝒟 =
ℎ2
𝒟+
 (4.29) 
Now we recast Π12
′  and Π13
′  as 
 Π12 ≔ √
Π6
Π8
Π12
′ =
𝜏𝜌
𝜏𝒟
, 𝜏𝜌 = √
𝜌ℎ𝑙
𝒞𝐸
 (4.30)1 
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 Π13 ≔ 𝜏𝒟𝜔 (4.30)2 
wherein we have also defined a timescale in Π12 related to the mechanical deformation. Now we 
relax the condition of unit valency for the ionic species, both cationic and anionic. Thus, we 
consider the additional parameters of 𝑧+, 𝑧−, 𝑐−,0, and obtain additional dimensionless groups. 
 Π14
′ =
𝑐−,0
𝑐+,0
 (4.31)1 
 Π15
′ = 𝑧+ (4.31)2 
 Π16
′ =
𝑧−
𝑧+
 (4.31)3 
Initially, we require the IPMC to be electroneutral, meaning the total charge density is initially 
zero. This creates an additional constraint that is reflected in the newly obtained Π-groups as 
outlined below. 
 𝑧+𝑐+,0  𝑧−𝑐−,0 = 0 →
𝑐−,0
𝑐+,0
= −
𝑧+
𝑧−
→ Π16
′ = −
1
Π14
′  (4.32) 
We see that Π14
′  and Π16
′  are not a physically independent Π-groups under the electroneutrality 
condition and hence only one may be included in the functional relations for the tip displacements. 
Also note that while we have considered here a mobile cation and fixed anion species, the model 
could just as easily describe that of a mobile anion and fixed cation. Thus far the model is valid 
for any form of mobile ionic species so long as the fixed species, or another mobile species, has 
an opposite polarity to ensure the capability of an initially electroneutral membrane. The molar 
volume of the fixed ionic species is not considered as it is not in solution with the cations and 
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solvent. It may come into play when calculating the effective density of the skeleton or effective 
dielectric constant of the material, but this consideration would not change once these values are 
determined and so there is no explicit functionality of the dimensionless displacement on such 
parameters. 
Finally, we address the electrode of the IPMC which we have been treating as perfect conductors. 
We now extend the analysis to account for lossy electrodes. In this regard, we opt to consider 
purely superficial electrodes, characterized by their surface resistivity 𝑟𝑒
𝑠. The introduction of the 
surface resistance gives us one additional dimensionless group. 
 Π17
′ =
𝑟𝑒
𝑆
ℎ
𝜖𝒟+
=
𝜖ℎ
𝜏𝒟
𝑟𝑒
𝑆 =
𝜏𝑟𝑒
𝜏𝒟
 (4.33) 
Which also introduces a timescale associated with resistive affects. Our final relationship for the 
tip displacement for the IPMC is then 
 
Δ
𝑙
= 𝑓 𝑑𝑦𝑛(Π{1−15,   17}) (4.34)1 
 
Π1 =
𝑐𝑤,0
𝑐+,0
, Π2 =
𝒟𝑤
𝒟+
, Π3 = 𝜈+𝑐+,0, Π4 =
𝜈𝑤
𝜈+
, 
Π5 =
𝑘𝑓𝒞𝐸
𝒟+
, Π6 =
𝑙
ℎ
, Π7 =
𝜙𝑎,𝑐
𝜙𝑡ℎ
, Π8 =
𝜖 (
𝜙𝑡ℎ
ℎ
)
2
𝒞𝐸
, 
Π9 =
𝑅𝑇𝑐+,0
𝒞𝐸  
, Π10 = 𝒞𝜈 , Π11 = 𝑛𝑑𝑤 , Π12 =
𝜏𝜌
𝜏𝒟
, 
Π13 = 𝜏𝒟𝜔, Π14 =
𝑐−,0
𝑐+,0
, Π15 = 𝑧+, Π17 =
𝜏𝑟𝑒
𝜏𝒟
 
(4.34)2 
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This result generalizes that of (4.27) and extends it for dynamical tip deflections. For static 
deformations we expect that a closed-form representation of (4.34) could recover that of (4.27) in 
the limit of the actuation frequency tending towards zero. 
 
4.2.2. Short-Circuit and Open-Circuit Mechanoelectrical Transduction 
We may formulate the short-circuit current and open-circuit voltage response via dimensional 
analysis with nearly identical reasoning as in the tip displacement. One caveat is that the electric 
potential loses its meaning in the case of mechanoelectrical transduction. As opposed to 
electromechanical transduction wherein we simply use the applied potential as a reference, 
mechanoelectrical transduction has no clear characteristic electric potential to retain in our 
analysis. The logical conclusion is to replace the applied potential, which is the driving input for 
actuation, with a characteristic displacement which describes the deformation inducing the 
mechanoelectrical response. Again, we partition the set of parameters into dimensionally 
independent and dependent subsets, provided in Table 6 and Table 7. 
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Table 6: Dimensionally independent subset of quantities for sensing 
Quantity Units Description 
𝑐+,0 
𝑁
𝐿3
 Initial cation concentration 
ℎ 𝐿 IPMC thickness 
𝑅 
𝑀𝐿2
𝑇2𝑁𝜃
 Gas constant 
𝜖 
𝑇4𝐼2
𝑀𝐿3
 Dielectric constant 
𝒟+ 
𝐿2
𝑇
 Cation diffusivity 
𝑇 𝜃 Thermodynamic temperature 
 
Following the exact same process as before, we formulate the following dimensionless groups, 
many of which are familiar from the previous analysis. 
 
Π1
′ =
𝑐𝑤,0
𝑐+,0
, Π2
′ =
𝒟𝑤
𝒟+
, Π3
′ =
𝜈+
1
𝑐+,0
, Π4
′ =
𝜈𝑤
1
𝑐+,0
, 
Π5
′ =
𝑘𝑓
𝒟+
𝑅𝑇𝑐+,0
, Π6
′ =
𝑙
ℎ
, Π9
′ =
𝒞𝐸
𝑅𝑇𝑐+,0
, Π10
′ = 𝒞𝜈 , 
Π11
′ = 𝑛𝑑𝑤 , Π12
′ =
𝜌
𝑅𝑇𝑐+,0ℎ2
𝒟+
2
, Π13
′ = 𝜏𝒟𝜔, Π14
′ =
𝑐−,0
𝑐+,0
, 
Π15
′ = 𝑧+, Π17 =
𝜏𝑟𝑒
𝜏𝒟
, Π18
′ =
𝑢𝑐
ℎ
, Π19
′ =
ℱ
1
ℎ√
𝜖𝑅𝑇
𝑐+,0
 
(4.35) 
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Table 7: Dimensionally dependent subset of quantities for sensing 
Quantity Units Description 
𝑐𝑤,0 
𝑁
𝐿3
 Initial solvent concentration 
𝒟𝑤 
𝐿2
𝑇
 Solvent diffusivity 
𝜈+ 
𝐿3
𝑁
 Cation molar volume 
𝜈𝑤 
𝐿3
𝑁
 Solvent molar volume 
𝑘𝑓 
𝐿3𝑇
𝑀
 
Membrane hydraulic 
permeability 
𝑙 𝐿 IPMC length 
ℱ 
𝑇𝐼
𝑁
 Faraday’s constant 
𝒞𝐸 
𝑀
𝐿𝑇2
 IPMC elastic modulus 
𝑢𝑐 𝐿 Characteristic displacement 
𝒞𝜈 1 Membrane Poisson ratio 
𝑛𝑑𝑤 1 
Static water transference 
coefficient 
𝜌 
𝑀
𝐿3
 IPMC mass density 
𝜔 
1
𝑇
 Driving frequency 
𝑐−,0 
𝑁
𝐿3
 Initial anion concentration 
𝑧+ 1 Cation charge number 
𝑧− 1 Anion charge number 
𝑟𝑒
𝑆 
𝑀𝐿2
𝑇3𝐼2
 Electrode surface resistivity 
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Of importance is the addition of Π18
′  and Π19
′ , which replace Π7 and Π8 in the deflection analysis. 
Note that Π18
′  is nearly the same as the dimensionless group characterizing the tip displacement in 
the previous analysis. There it arose as a dependent parameter, whereas here it appears as an 
independent parameter. We rescale this displacement input by the IPMC length in place of 
thickness to match with our notion of characteristic displacement scales in actuation.  The same 
rearrangements and manipulations done in the previous analysis apply here. We now only need to 
address group Π19
′ , which may be redefined as 
 
Π19 ≔ Π19
′ √
1
Π15
2 =
ℱ
1
ℎ√
𝜖𝑅𝑇
𝑧+
2𝑐+,0
=
ℎ
𝜆𝑑
 
(4.36) 
Wherein we have leveraged the definition of the Debye screening length, 𝜆𝑑, and find that the Π19 
expresses the ratio of IPMC thickness to the screening length. 
 𝜆𝑑 =
1
ℱ
√
𝜖𝑅𝑇
𝑧+
2𝑐+,0
 (4.37) 
The analysis for close-circuit voltage is identical to that discussed here, the difference being the 
exact nature a closed-form relation for the functional dependence would take in each case. Hence, 
we summarize the predicted dependence for short-circuit current and closed-circuit voltage as 
below. 
 
𝐼𝑠𝑐
𝐼𝑠𝑐,𝑐
= 𝑓𝑠𝑐(Π{1−6,   9−15,   17−19}) (4.38)1 
 
𝜙𝑜𝑐
𝜙𝑡ℎ
= 𝑓𝑜𝑐(Π{1−6,   9−15,   17−19}) (4.38)2 
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Π1 =
𝑐𝑤,0
𝑐+,0
, Π2 =
𝒟𝑤
𝒟+
, Π3 = 𝜈+𝑐+,0, Π4 =
𝜈𝑤
𝜈+
, 
Π5 =
𝑘𝑓𝒞𝐸
𝒟+
, Π6 =
𝑙
ℎ
, Π9 =
𝑅𝑇𝑐+,0
𝒞𝐸  
, Π10 = 𝒞𝜈 , 
Π11 = 𝑛𝑑𝑤, Π12 =
𝜏𝜌
𝜏𝒟
, Π13 = 𝜏𝒟𝜔, Π14 =
𝑐−,0
𝑐+,0
, 
Π15 = 𝑧+, Π17 =
𝜏𝑟𝑒
𝜏𝒟
, Π18 =
𝑢𝑐
𝑙
, Π19 =
ℎ
𝜆𝑑
 
(4.38)3 
 
4.2.3. Remarks on the 𝚷-Groups in IPMC Transduction Phenomena 
Here we discuss and reiterate some of the findings from this preliminary dimensional analysis, as 
well as talk on some of the characteristics of the obtained Π-groups. Below we tabulate the Π-
groups along with a short physical description and shorthand name which we will use to refer to 
each dimensionless number throughout the remainder of this work. These are intended to provide 
additional clarity when discussing these Π-groups by associating some of the physical 
underpinnings of their construction in the shorthand name. 
We highlight four specific dimensionless groups, namely the Hydraulic Number, Maxwell 
Number, Omotic Number, and Resistive Dynamics. These Π-groups are given the names Olsen-
Kim 1, Olsen-Kim 2, Olsen-Kim 3, and Olsen-Kim 4 (OK for short) as they represent fundamental 
physics in the transduction phenomena, their formulations have not been seen in literature, and 
later will be demonstrated as important characteristics for describing the transduction response. 
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Table 8: List of dimensionless groups, physical descriptions, and shorthand names 
Dimensionless Group Physical Description Shorthand Name 
Π1 =
𝑐𝑤,0
𝑐 ,0
 Initial ratio of solvent to mobile 
ionic species 
Concentration Number 
Π2 =
𝒟𝑤
𝒟 
 
Ratio of diffusivity in solvent and 
mobile ionic species 
Diffusion Number 
Π3 = 𝜈 𝑐 ,0 
Initial volume fraction of ionic 
species  
Ionic Fraction 
Π4 =
𝜈𝑤
𝜈 
 
Relative volume of solvent to ionic 
species on molar basis 
Solvent Size 
Π5 =
𝑘𝑓𝒞𝐸
𝒟 
 
Hydraulic advection versus 
diffusive transport 
Hydraulic Number 
(Olsen-Kim 1) 
Π6 =
𝑙
ℎ
 
Aspect ratio of IPMC as length vs 
thickness 
Aspect Ratio 
Π7 =
𝜙𝑎,𝑐
𝜙𝑡ℎ
=
ℱ𝜙𝑎,𝑐
𝑅𝑇
 
Driving force for IPMC actuator / 
electromigration 
Driving Potential 
Π8 =
𝜖 (
𝜙𝑡ℎ
ℎ
)
2
𝒞𝐸
 
Stress contribution due to 
electrostatic / Maxwell tensor 
Maxwell Number 
(Olsen-Kim 2) 
Π9 =
𝑅𝑇𝑐 ,0
𝒞𝐸 
 
Stress contribution due to osmotic 
pressure 
Osmotic Number 
(Olsen-Kim 3) 
Π10 = 𝒞𝜈 
Poisson ratio of linear elastic 
material 
Poisson Ratio 
Π11 = 𝑛𝑑𝑤 
Number of solvent molecules 
transported via mobile ions 
Solvent Drag Coefficient 
Π12 =
𝜏𝜌
𝜏𝒟
=
𝒟 
ℎ2
√
𝜌ℎ𝑙
𝒞𝐸
 
Mechanical versus diffusive 
timescales 
Mechanical Dynamics 
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Dimensionless Group Physical Description Shorthand Name 
Π13 = 𝜏𝒟𝜔 =
ℎ2𝜔
𝒟 
 
Driving frequency for dynamic 
loading 
Driving Frequency 
Π14 =
𝑐−,0
𝑐 ,0
 Ratio of fixed to mobile ion 
concentration at electroneutrality 
Electroneutrality Number 
Π15 = 𝑧  
Charge number for mobile ionic 
species 
Mobile Charge Number 
Π16 =
𝑧−
𝑧 
 
Ratio of charge numbers for fixed 
and mobile ionic species 
Charge Ratio 
Π17 =
𝜏𝑟𝑒
𝜏𝒟
=
𝜖𝑟𝑒
𝑆𝒟 
ℎ
 
Resistive versus diffusive 
timescales 
Resistive Dynamics 
(Olsen-Kim 4) 
Π18 =
𝑢𝑐
𝑙
 
Driving force for IPMC sensor / 
advective migration 
Driving Displacement 
Π19 =
ℎ
𝜆𝑑
= ℎℱ√
𝑧+
2𝑐+,0
𝜖𝑅𝑇
 
Ratio of ionomer thickness to 
Debye screening length 
Reciprocal Double Layer 
 
On a final note, we pointed out that the Driving Voltage was replaced by the Driving Displacement 
as the input when we transition from electromechanical to mechanoelectrical transduction. We 
also found that the Maxwell Number was replaced with the Reciprocal Double Layer. Here we 
demonstrate that these two dimensionless numbers cannot simultaneously exist in the set of 
physically independent Π-groups because they are in fact not physically independent from one 
another, which will come into play in the nondimensionalized governing equations which are 
developed in the next section. 
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Below we conduct a sequence of mathematical manipulations to the square of the Reciprocal 
Double Layer, showing each step with enough detail to follow the process as this Π-group is 
transformed into a combination of those groups which arose in the actuator model, emphasizing 
the physical dependence of the Maxwell Number and the Reciprocal Double Layer. 
 
Π19
2 =
ℎ2
𝜆𝑑
2 =
ℎ2
1
ℱ2
𝜖𝑅𝑇
𝑧+
2𝑐+,0
= ℎ2ℱ2
𝑧+
2𝑐+,0
𝜖𝑅𝑇 
= 𝑧+
2
𝑅𝑇𝑐+,0
𝒞𝐸  
ℎ2𝒞𝐸
𝜖 (
𝑅𝑇
ℎℱ
)
2 
= (𝑧+)
2
𝑅𝑇𝑐+,0
𝒞𝐸  
𝒞𝐸
𝜖 (
𝜙𝑡ℎ
ℎ
)
2 =
Π15
2 Π9
Π8
 
(4.39) 
 
4.3. Nondimensional Field Equations for IPMC Materials 
The Buckingham Π theorem and construction of dimensionless Π-groups is only one half of the 
dimensional analysis coin; on the other side, we have the concept of nondimensionalized 
equations. The initial dimensional analysis approach gives us intuition onto how to construct a 
functional relationship between the physical quantities of interest using a small number of 
physically independent Π-groups, as well as clearly defines these groups. In the 
nondimensionalization of the governing multiphysics equations we use generalized characteristic 
fields to scale the physical quantities and obtain a set of governing equations which are entirely 
dimensionless. For each choice of characteristic field measures, we obtain collections of 
dimensionless groups similar to those found in the initial analysis, and under a particular choice 
we can find all of the preceding Π-groups within our nondimensionalized system of equations. 
This is where the ability to choose the form of the dimensionless groups plays a role. With some 
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foreknowledge we had manipulated the Π-groups into forms that were easily interpreted and will 
also manifest in the nondimensional field equations nicely. 
 
4.3.1. Electrochemical, Mechanical, and Electrode Equations 
Each of the physical fields, along with the spatial coordinates and time, are nondimensionalized 
with respect to unspecified characteristic values (subscript 𝑐), and the dimensionless fields that 
define the equations are written with an accent hat.  
 𝑥𝑖 = 𝑥𝑐?̂?𝑖, ∇=
1
𝑥𝑐
∇̂, 𝑓 = 𝑓𝑐𝑓 (4.40) 
We start with the electrical equations for the membrane and the polymer-electrode interface. 
Below, we have Poisson’s equation of electrostatics, the definition of electric displacement, the 
anionic species concentration, and the polymer-electrode interfacial charge conservation. 
 −∇̂ ∙ ∇̂?̂? =
𝑥𝑐
2ℱ
𝜖𝜙𝑐
𝑧+𝑐+,𝑐 (?̂?+  
𝑧−
𝑧+
𝑐−,𝑐
𝑐+,𝑐
?̂?−) (4.41)1 
 𝑑𝑐 ?̲̂? = −
𝜖𝜙𝑐
𝑥𝑐
∇̂?̂? (4.41)2 
 ?̂?− =
𝑐−,0
𝑐−,𝑐
 (4.41)3 
 ∇̂𝑆 ∙ ∇̂𝑆?̂? =
𝜖𝑥𝑐
𝑡𝑐
𝑟𝑒
𝑆
𝜕
𝜕?̂?
(∇̂?̂? ∙ ?̲?) (4.41)4 
Similarly, we have the mass conservation equations for the cation, solvent, and fluid phase species 
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𝑥𝑐
2
𝑡𝑐𝒟+
𝑑?̂?+
𝑑?̂?
= ∇̂ ∙ (∇̂?̂?+  
𝜙𝑐ℱ
𝑅𝑇
𝑧+?̂?+∇̂?̂?  
𝜈+𝒫𝑐
𝑅𝑇
?̂?+∇̂?̂?   
𝒟𝑤
𝒟+
𝑐𝑤,𝑐
𝑐+,𝑐
?̂?𝑑+
′ (∇̂?̂?𝑤  
𝜈𝑤𝒫𝑐
𝑅𝑇
?̂?𝑤∇̂?̂?)  
𝑘𝑓𝑝𝑐
𝒟+
?̂?+∇̂?̂?) 
(4.42)1 
 
𝑥𝑐
2
𝑡𝑐𝒟+
𝑐𝑤,𝑐
𝑐+,𝑐
𝑑?̂?𝑤
𝑑?̂?
= ∇̂ ∙ (?̂?𝑑𝑤
′ (∇̂?̂?+  
𝜙𝑐ℱ
𝑅𝑇
𝑧+?̂?+∇̂?̂?  
𝜈+𝒫𝑐
𝑅𝑇
?̂?+∇̂?̂?)   
𝒟𝑤
𝒟+
𝑐𝑤,𝑐
𝑐+,𝑐
(∇̂?̂?𝑤  
𝜈𝑤𝒫𝑐
𝑅𝑇
?̂?𝑤∇̂?̂?)  
𝑐𝑤,𝑐
𝑐+,𝑐
𝑘𝑓𝑝𝑐
𝒟+
?̂?𝑤∇̂?̂?) 
(4.42)2 
 
𝑥𝑐
2
𝑡𝑐𝑘𝑓𝑝𝑐
𝑑
𝑑?̂?
(?̂?𝑓
∗𝜆) = ∇̂ ∙ (?̂?𝑓
∗ (
𝑅𝑇𝑐+,𝑐
𝑝𝑐
(∇̂?̂?+  
𝜙𝑐ℱ
𝑅𝑇
𝑧+?̂?+∇̂?̂?   
𝑐𝑤,𝑐
𝑐+,𝑐
∇̂?̂?𝑤)  ?̂?∇̂ (?̂?  
𝒫𝑐
𝑝𝑐
?̂?))) 
(4.42)3 
We note that the dynamic ion and solvent transference coefficients, 𝑛𝑑+
′  and 𝑛𝑑𝑤
′  are functions of 
the constituent species and their diffusivities. While these coefficients are already dimensionless, 
under the characteristic scaling we have a “nondimensionalized” form of each defined below. 
 ?̂?𝑑+
′ =
{
 
 
 
 𝒟+𝑐+,0
𝒟𝑤𝑐𝑤,0
𝑛𝑑𝑤
𝑐+,𝑐
𝑐𝑤,𝑐
?̂?+
?̂?𝑤
>
1
𝛾
?̂?+
?̂?𝑤
𝒟+𝑐+,𝑐
𝒟𝑤𝑐𝑤,𝑐
𝑛𝑑𝑤
𝑐+,𝑐
𝑐𝑤,𝑐
?̂?+
?̂?𝑤
≤
1
𝛾
 (4.43)1 
 𝑛𝑑𝑤
′ =
{
 
 
 
 ?̂?𝑤
?̂?+
𝒟𝑤𝑐𝑤,𝑐
𝒟+𝑐+,𝑐
𝑛𝑑+
𝑐+,𝑐
𝑐𝑤,𝑐
?̂?+
?̂?𝑤
>
1
𝛾
𝑛𝑑𝑤
𝑐+,𝑐
𝑐𝑤,𝑐
?̂?+
?̂?𝑤
≤
1
𝛾
 (4.43)2 
Next, we nondimensionalize the mechanical equations for the IPMC. Starting with the equilibrium 
equation, and them moving onto the Cauchy stress tensor and its additive components. 
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 (1 − ?̂?0)
𝜌𝑠,0
∗ 𝑥𝑐𝑢𝑐
𝜎𝑐𝑡𝑐2
𝑑2?̲̂?
𝑑?̂?2
= ∇̂ ∙ ?̲̂?𝑇 (4.44) 
The total stress is made up of additive mechanical, ionic, polarization, and volumetric 
contributions, and hence the nondimensional stress tensor is written as 
 ?̲̂? = ?̲̂?𝑚𝑒𝑐ℎ  ?̲̂?𝑖𝑜𝑛  ?̲̂?𝑝𝑜𝑙  ?̲̂?𝑣𝑜𝑙 (4.45) 
Each of these components may be handled with the same treatment as the equilibrium equation, 
and we obtain 
 ?̲̂?𝑚𝑒𝑐ℎ =
2𝜇𝐿
𝜎𝑐
(
𝜆𝐿
2𝜇𝐿
𝑡𝑟(?̲̂?′)?̲̲?   ?̲̂?′) (4.46)1 
 ?̲̂?𝑖𝑜𝑛 =
𝑅𝑇𝑐+,𝑐
𝜎𝑐
((
𝑐+,0
𝑐+,𝑐
− ?̂?+)  
𝑐𝑤,𝑐
𝑐+,𝑐
(
𝑐𝑤,0
𝑐𝑤,𝑐
− ?̂?𝑤)) ?̲̲? (4.46)2 
 ?̲̂?𝑝𝑜𝑙 =
𝑑𝑐
2
𝜖𝜎𝑐
(?̲̂? ⊗ ?̲̂? −
1
2
(?̲̂? ∙ ?̲̂?)?̲̲?) (4.46)3 
 ?̲̂?𝑣𝑜𝑙 = −
𝓅𝑐
𝜎𝑐
?̂??̲̲? (4.46)4 
The strain tensors are already nondimensional, but we still enforce the scaling of the displacement 
and length scale to write the “nondimensional” versions as below. 
 
̲̲̂ =
1
2
𝑢𝑐
𝑥𝑐
(∇̂?̲̂?  (∇̂?̲̂?)
𝑇
) , ?̲̂? =
1
2
𝑢𝑐
𝑥𝑐
(∇̂?̲̂? − (∇̂?̲̂?)
𝑇
),  
?̲̂?′ = ( ̲̲̂  
1
2
?̲̂?𝑇?̲̂?) 
(4.47) 
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We also note that the volume contribution is written in terms of the characteristic conjugate 
pressure, which is itself nondimensionalized as shown below. The bulk modulus 𝒞𝐾 is written in 
terms of the Young’s modulus and Poisson ratio, 𝒞𝐸 and 𝒞𝜈, respectively. 
 ?̂? = −
1
3
𝒞𝐸
𝓅𝑐
1
(1 − 2𝒞𝜈)
1
1 − ?̂?
(
?̂?0 − ?̂?
1 − ?̂?0
 
𝑢𝑐
𝑥𝑐
∇̂ ∙ ?̲̂?) (4.48) 
The nondimensional relation between conjugate, hydrostatic, and Lagrange pressure also has a 
unique form under the characteristic scaling, where we allow for distinct characteristic values for 
each of the pressure terms for the sake of generality. 
 ?̂? =
𝑝𝑐
𝓅𝑐
(?̂?  
𝒫𝑐
𝑝𝑐
?̂?) (4.49) 
Lastly, we look at the porosity as represented in terms of the characteristic scaling. 
 ?̂?0 = 𝜈+𝑐+,𝑐 (
𝑐+,0
𝑐+,𝑐
 
𝜈𝑤
𝜈+
𝑐𝑤,𝑐
𝑐+,𝑐
𝑐𝑤,0
𝑐𝑤,𝑐
) (4.50)1 
 ?̂? = 𝜈+𝑐+,𝑐 (?̂?+  
𝜈𝑤
𝜈+
𝑐𝑤,𝑐
𝑐+,𝑐
?̂?𝑤)  (4.50)2 
 
4.3.2. Characteristic Field Measures 
We now proceed to identify the characteristic values for the fields that govern the nondimensional 
equations. Starting with the characteristic length scale for derivatives, it is well known that IPMC 
materials exhibit strong gradients along the thickness direction, but near negligible gradients in the 
other orthogonal directions. Hence, we consider the IPMC thickness, ℎ, as the length scale for 
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spatial derivatives that arise within the membrane. The molar concentrations are reasonably 
normalized according to their initial values. 
 𝑐𝛽,𝑐 ≔ 𝑐𝛽,0 (4.51) 
From the nondimensional mechanical contribution to the stress, we propose that the stress be 
normalized with respect to the Young’s modulus of the material. Similarly, from the contribution 
from the conjugate pressure, we propose that a characteristic value based on the characteristic 
stress. Further, from the nondimensional relation for the various pressure terms, we first propose 
that all of the pressures share a single characteristic value. 
 𝑝𝑐 = 𝓅𝑐 = 𝒫𝑐 = 𝜎𝑐 ≔ 𝒞𝐸 (4.52) 
The polarization contribution introduced a characteristic electric displacement. This may be 
defined in terms of a characteristic electric field, and hence potential, across the ionomer thickness. 
Making the choice of assigning the characteristic potential as the thermal voltage, we have a 
characteristic electric displacement defined below. 
 𝑑𝑐 ≔ −𝜖
𝜙𝑡ℎ
ℎ
 (4.53) 
With these choices, we find four distinct characteristic timescales, namely: 
 𝑡𝑐,1 = 𝜏𝒟, 𝑡𝑐,2 = 𝜏𝜌, 𝑡𝑐,3 =
ℎ2
𝑘𝑓𝒞𝐸
= 𝜏𝑘𝑓  , 𝑡𝑐,4 = 𝜏𝑟𝑒 (4.54) 
The third is a new timescale associated with the inertial effects of the fluid phase, which is related 
to the diffusion time constant through Π5, In fact, we see that all of the previously obtained 
dimensionless groups fit nicely into the nondimensional governing equations. As is often the case 
 119 
when working with nondimensional equations, a given choice of scales may result in equations 
that are more or less difficult to analyze when compared to another choice scale. There is yet 
another possible timescale that is important to mention which may be derived from the diffusion 
timescale. Leveraging the relation between the IPMC thickness and Debye screening length, we 
define an additional timescale which is commonly used within the literature. 
 𝑡𝑐,5 =
𝑡𝑐,1
Π19
=
ℎ𝜆𝑑
𝒟+
= 𝜏𝜆𝑑  (4.55) 
In fact, this is the same scale used in [146] that aided the use of matched asymptotic expansion, 
which ultimately resulted in a semi-analytical solutions to the IPMC electrochemistry.  
 
4.3.3. Dimensionless Groups in the Governing Multiphysics Equations  
We opt to use the diffusional timescale 𝑡𝑐,1. With this choice, along with the chosen characteristic 
field measures just described, we obtain the following set of dimensionless governing equations 
which are written in terms of the previously defined Π-groups. 
 −∇̂ ∙ ∇̂?̂? =
Π15Π9
Π8
(?̂?+ − ?̂?−) (4.56)1 
 ?̲̂? = ∇̂?̂? (4.56)2 
 ?̂?− = 1 (4.56)3 
 ∇̂𝑆 ∙ ∇̂𝑆?̂? = Π17
𝜕
𝜕?̂?
(∇̂?̂? ∙ ?̲?) (4.56)4 
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𝑑?̂?+
𝑑?̂?
= ∇̂ ∙ (∇̂?̂?+  Π15?̂?+∇̂?̂?  
Π3
Π9
?̂?+∇̂?̂?   
Π1Π2?̂?𝑑+
′ (∇̂?̂?𝑤  
Π3Π4
Π9
?̂?𝑤∇̂?̂?)  Π5?̂?+∇̂?̂?) 
(4.56)5 
 
𝑑?̂?𝑤
𝑑?̂?
= ∇̂ ∙ (
?̂?𝑑𝑤
′
Π1
(∇̂?̂?+  Π15?̂?+∇̂?̂?  
Π3
Π9
?̂?+∇̂?̂?)   
Π2 (∇̂?̂?𝑤  
Π3Π4
Π9
?̂?𝑤∇̂?̂?)  Π5?̂?w∇̂?̂?) 
(4.56)6 
 
𝑑?̂?
𝑑?̂?
= Π5∇̂ ∙ (Π9(∇̂?̂?+  Π15?̂?+∇̂?̂?  Π1∇̂?̂?𝑤)  ?̂?∇̂?̂?) (4.56)7 
 ?̂?𝑑+
′ =
{
 
 
 
 Π11
Π1Π2
?̂?+
?̂?𝑤
>
Π1Π2
Π11
2
Π11
Π1Π2
?̂?+
?̂?𝑤
?̂?+
?̂?𝑤
≤
Π1Π2
Π11
2
 (4.56)8 
 ?̂?𝑑𝑤
′ =
{
 
 
 
 Π11
?̂?𝑤
?̂?+
?̂?+
?̂?𝑤
>
Π1Π2
Π11
2
Π11
?̂?+
?̂?𝑤
≤
Π1Π2
Π11
2
 (4.56)9 
 (1 − ?̂?0)Π12
2
𝑑2?̲̂?
𝑑?̂?2
= ∇̂ ∙ ?̲̂?𝑇 (4.56)10 
 ?̲̂?𝑚𝑒𝑐ℎ =
1
1  Π10
(
Π10
1 − 2Π10
𝑡𝑟(?̲̂?′)?̲̲?   ?̲̂?′) (4.56)11 
 ?̲̂?𝑖𝑜𝑛 = Π9[(1 − ?̂?+)  Π1(1 − ?̂?𝑤)]?̲̲? (4.56)12 
 ?̲̂?𝑝𝑜𝑙 = Π8 (?̲̂? ⊗ ?̲̂? −
1
2
(?̲̂? ∙ ?̲̂?)?̲̲?) (4.56)13 
 ?̲̂?𝑣𝑜𝑙 = −?̂??̲̲? (4.56)14 
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 ?̂? = −
1
3
1
(1 − 2Π10)
1
1 − ?̂?
(
?̂?0 − ?̂?
1 − ?̂?0
 Π6∇̂ ∙ ?̲̂?) (4.56)15 
 ?̂? = ?̂? − ?̂? (4.56)16 
 ?̂?0 = Π3(1  Π1Π4) (4.56)17 
 ?̂? = Π3(?̂?+  Π1Π4 ?̂?𝑤)  (4.56)18 
 ̲̲̂ =
1
2
Π6 (∇̂?̲̂?  (∇̂?̲̂?)
𝑇
) , ?̲̂? =
1
2
Π6 (∇̂?̲̂? − (∇̂?̲̂?)
𝑇
) (4.56)19 
The mechanical contribution to the Cauchy stress tensor has also been written in terms of the 
Young’s modulus and Poisson’s ratio prior to nondimensionalization. The above equations are 
written in terms of the Π-groups obtained for electromechanical transduction. As demonstrated 
earlier, the mechanoelectrical transduction gave an alternative set of Π-groups which govern the 
phenomenon. We already showed that the Driving Potential is replaced by the Driving 
Displacement as the input, and that the Reciprocal Double Layer is not physically independent 
from the Osmotic Number, Maxwell Number, and Mobile Charge Number. We can use these 
relations to recast the above equations into the forms below that utilize only the Π-groups that were 
predicted in the initial dimensional analysis with the Buckingham Π theorem. Only those equations 
which exhibit a change in form are reiterated. 
 −∇̂ ∙ ∇̂?̂? =
Π19
2
Π15
(?̂?+ − ?̂?−) (4.57)1 
 ?̲̂?𝑝𝑜𝑙 = Π9 (
Π15
Π19
)
2
(?̲̂? ⊗ ?̲̂? −
1
2
(?̲̂? ∙ ?̲̂?)?̲̲?) (4.57)2 
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On a final note, the relationship established in (4.32) eliminates both Π14 and Π16 from equations 
(4.56)1 and (4.57)1 rendering the system of governing equations invariant to both Π-groups and 
hence the functional relationships predicted by the dimensional analysis will not depend on either 
dimensionless number. 
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4.3.4. Dimensionless Group Magnitudes for a Representative IPMC 
The notion of our representative IPMC also establishes representative values for each 
dimensionless group, which are provided in Table 9. These serve as the default value for a given 
Π-group as we apply variations to each one individually. 
 
Table 9: Values of 𝚷-groups for the representative IPMC 
Π-group Value 
Π1 12.278 
Π2 70 
Π3 1.6754e-02 
Π4 1.3892 
Π5 1.8 
Π6 160 
Π7 9.9068 
Π8 1.019e-7 
Π9 5.2419e-03 
Π10 0.45 
Π11 4 
Π12 9.2376e-10 
Π13 3125 
Π15 1 
Π17 7.2e-12 
Π18 0.03 
Π19 226.82 
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4.3.5. Nondimensional Thermodynamic Considerations and Boundary Conditions 
We now address the thermodynamic considerations established in Section 3.1.3 under this 
nondimensional formulation. We establish the nondimensional forms of the thermodynamic 
inequalities in (3.21), (3.22), and (3.29) respectively, below. 
 Π5 ≤
1
Π9
?̂?
?̂?+
 (4.58)1 
 Π5 ≤
Π2
Π1Π9
?̂?
?̂?𝑤
 (4.58)2 
 Π5 ≤
Π2
Π1Π9
?̂?
?̂?𝑤
1 − ?̂?𝑑𝑤
′ ?̂?𝑑+
′
1  
?̂?+
?̂?𝑤
Π2
Π1
 (4.58)3 
To gain some insight into how these inequalities behave we examine their limiting values near a 
few key areas of interest, namely the initial configuration, at infinite ionic concentration, and at 
complete ionic depletion. The values for each Π-group used in this analysis come from our 
description of a representative IPMC sample in Table 9. 
We can clearly see that our inequality in Equation (4.58)3 renders the most restrictive bound for 
the Hydraulic Number, but in all cases a value <3 satisfies all constraints, even for an infinite ionic 
concentration. We use this infinite concentration approximation for (4.58)3 as the limiting value 
of the Hydraulic Number for the proceeding analysis to ensure we maintain the thermodynamic 
restrictions for our model. 
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Table 10: Thermodynamic limits on Hydraulic Number for representative IPMC 
Physical State 
Right-Hand-Side of Inequality 
(4.58)1 (4.58)2 (4.58)3 
Initial Condition 57.7 329 48.2 
Infinite Concentration 3.20 ∞ 3.20 
Complete Depletion N/A 311 311 
 
Our boundary condition for the applied voltage during actuation transforms as: 
 𝜙𝑎𝑛𝑜𝑑𝑒 = 𝜙𝑎(𝑡) → ?̂?𝑎𝑛𝑜𝑑𝑒 = Π7?̂?𝑎(𝑡𝑐 ?̂?) (4.59) 
Wherein the general time dependent function ?̂?𝑎(𝑡𝑐 ?̂?) is scaled to have a characteristic amplitude 
of unity and scaled in time with respect to our characteristic timescale. We see that Π7 operates to 
increase the applied potential in the boundary condition, as expected. 
The cantilever tip displacement BC is similarly nondimensionalized below, where we find Π18 as 
part of the driving input. 
 𝑢𝑦,𝑡𝑖𝑝 = 𝑢𝑎(𝑡) → ?̂?𝑦,𝑡𝑖𝑝 = Π18?̂?𝑎(𝑡𝑐 ?̂?) (4.60) 
The other boundary conditions that augment the preceding governing equations, such as surface 
traction or the open-circuit end of the IPMC, may similarly be nondimensionalized but are not 
presented here.  
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Lastly, we discuss the nondimensionalization of the sensing metrics for both short-circuit current 
and open-circuit voltage that were originally presented in Section 3.3.3. Under our nondimensional 
framework, the dimensionless forms of the sensing current expressions are rendered below. 
 𝐼𝑠𝑐 = (∇̂𝑆?̂? ∙ ?̲?𝐶)+ − (∇̂𝑆?̂? ∙ ?̲?𝐶)− (4.61)1 
 𝐼𝑠𝑐 = −Π17 (∫
𝜕
𝜕?̂?
(∇̂?̂? ∙ ?̲?) ⅆℓ̂
?̂?+
− ∫
𝜕
𝜕?̂?
(∇̂?̂? ∙ ?̲?) ⅆℓ̂
?̂?−
) (4.61)2 
Where we additionally define characteristic measures for the surface current density, current 
density, and total current as 
 𝑖𝑐
𝑆 = −
𝜙𝑐
𝑥𝑐𝑟𝑒
𝑆 , 𝑖𝑐 = −
𝜙𝑐
𝑥𝑐2𝑟𝑒
𝑆 , 𝐼𝑠𝑐,𝑐 = 𝑤𝑖𝑐
𝑆 (4.62) 
Likewise, the sensing voltage is calculated as 
 ?̂?𝑜𝑐 = ?̂?− − ?̂?+ → ?̂?𝑜𝑐 = ?̂?− (4.63) 
 
4.4. Numerical Study on the Nondimensional Relations of IPMC Materials 
To quantify the effects of the Π-group on the IPMC transduction behavior we first individually 
vary each dimensionless number while holding the remaining groups fixed at the value defined in 
Table 9. The values over which we sweep for each parameter is given in Table 11. We characterize 
the transduction phenomena by performing parametric sweeps for both static and dynamic inputs, 
and then formulate metrics to quantify the results further. 
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Table 11: Sets of 𝚷-group values for individual parametric sweeps 
Π-group Sweep Set 
Π1 8, 10, 12, 15, 20 
Π2 2, 10, 25, 50, 100 
Π3 5.0e-03, 7.5e-03, 1.0e-02, 1.5e-02 
Π4 1.0e-01, 5.0e-01, 1, 1.5, 2.0 
Π5 1.0e-01, 2.5e-01, 5.0e-01, 1, 2 
Π6 25, 50, 150, 200 
Π7 -10, -1, 1, 5, 10, 20, 40 
Π8 1.0e-08, 1.0e-07, 5.0e-07, 1.0e-06, 2.0e-06 
Π9 1.0e-03, 2.5e-03, 7.5e-03, 1.0e-02, 2.5e-02 
Π10 0.35, 0.4, 0.45, 0.49 
Π11 1, 2, 3, 4, 5, 6 
Π12 1e-11, 1e-10, 1e-09 
Π13 2
10, 211, 212, 213, 214 
Π15 -3, -2, -1, 1, 2, 3 
Π17 1.0e-12, 1.0e-10, 5.0e-10, 1.0e-09 
Π18 5e-03, 1e-02, 5e-02, 1e-01, 2.5e-01 
Π19 100, 250, 500, 1000, 2500, 5000 
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4.4.1. Influence of Dimensionless Groups in Actuation  
Beginning with the IPMC actuator model, we sweep each Π-group across its respective range and 
observe the behavior the transverse tip displacement in time. First, we examine the static response 
of the IPMC to a step input of voltage. 
 
 
Figure 17: IPMC actuator static response to sweep in Diffusion Number 
The plot demonstrates the effects of varying the Diffusion Number on the IPMC actuators step 
response. The given Π-group is varied across the values shown in the respective legend while the 
remaining quantities are fixed to their value as described by the representative IPMC. The 
deformation magnitude is presented as a percentage of IPMC length. 
 
We give the response to a sweep in the Diffusion Number in Figure 17, while the remaining results 
are collected in Appendix F. These results give us quite a few insights regarding the behavior of 
IPMC electromechanical transduction. At a glance it is easy to determine that Mechanical 
 129 
Dynamics have virtually no effect on the behavior of the IPMC in the range investigated. For a 
typical IPMC, the Mechanical Dynamics takes on a very small magnitude and only arises in the 
governing equations as the leading coefficient of the acceleration in (4.56)10. This situation renders 
the mechanics quasi-static, where the displacement field responds near instantaneously to the 
stresses induced inside the membrane. The existence of this small parameter multiplying the time 
derivative would allow for a perturbative expansion of the equilibrium equation to obtain the quasi-
static solution at the zeroth order, and a first order correction that includes the relevant mechanical 
dynamics. This approach would find use in analyzing the modal response of IPMCs or possibly in 
a damped structural model but is not investigated here.  
We also see that Resistive Dynamics has an effect on the initial peak displacement magnitude and 
transient behavior of the IPMC, but the steady-state response of the IPMC settles to the same value. 
This is intuitively understood as the surface resistance affecting the time it takes for the electric 
potential along the length of the IPMC to stabilize. Since the IPMC electrodes are open-circuited 
at the terminal end we find the induced displacement currents eventually settle to zero, regardless 
of the surface resistivity, and hence the steady-state is invariant with respect to the Resistive 
Dynamics. This also highlights the naming convention for this Π-group, as the resistivity of the 
electrode affects the displacement currents, which are by nature transient and are important for the 
dynamic behavior but play no role in the static response. There is a similar behavior noted in the 
Solvent Drag Coefficient, whereby there is a marked affect in the initial transience which fades as 
the response stabilizes and the solvent and ionic species no longer influence one another. We now 
turn to the same suite of parametric studies for the sinusoidal voltage input to characterize the 
dynamic actuator response. 
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Figure 18: IPMC actuator dynamic response to sweep in Diffusion Number 
The plot demonstrates the effects of varying the Diffusion Number on the IPMC actuators dynamic 
response to a sinusoidal input. The given Π-group is varied across the values shown in the 
respective legend while the remaining quantities are fixed to their value as described by the 
representative IPMC. The deformation magnitude is presented as a percentage of IPMC length. 
 
We find similar trends in that the Mechanical Dynamics again show no influence due to the quasi-
static nature in this range of values, whereas the Resistive Dynamics have a marked effect on the 
dynamic actuator amplitude. Aside from the Driving Potential, we can immediately note that the 
following dimensionless numbers exhibit the strongest effect on the dynamic actuator response: 
Ionic Fraction, Solvent Size, Aspect Ratio, and Driving Frequency. Upon a more thorough analysis 
we find that the Resistive Dynamics introduce a small degree of phase shift (~6 deg across the 
range tested) in the dynamic actuator response. The Resistive Dynamics introduced an additional 
timescale for dynamic behaviors, whose relation to the diffusion timescale is given below. 
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 𝜏𝑟𝑒 = Π17𝜏𝒟 (4.64) 
Hence, it is expected that as the resistance increases, we would see additional lag in the actuator 
response as the voltage distribution along the length of the electrodes reacts to the dynamic changes 
as a function of this additional timescale. The effects seen here are small, and thus we do not 
explore them further. Observe also that as the Mobile Charge Number increases in magnitude the 
peak static response decreases while the back-relaxation phenomenon is accentuated, while the 
dynamic response amplitude simply increases. We attribute this to the higher charge number being 
associated with stronger electromigration and electrostatic forces, which not only increases the 
speed at which the ionic redistribution occurs but also back-relaxation due to the quadratic nature 
of the Maxwell stress on the electric potential. In the dynamic case, we find a large amplitude due 
to the increased ionic redistribution and hence osmotic pressure, but the back-relaxation affects 
are marginal for reasons to be explained shortly.  
To further investigate the influence of the dimensionless groups on the IPMC actuator performance 
we establish metrics by which to quantitatively compare and contrast the static and dynamic 
responses. The static response signals may be characterized by their peak value which is straight 
forward to extract. We could similarly choose the steady-state value and characterize the decay 
rate of the single, but the peak response will be enough to quantify the response initially. The 
dynamic response, on the other hand, is most easily be characterized by the amplitude and 
frequency of the output signal. We use the Discrete Fourier Transform (DFT) to process this 
information and extract the single sided amplitude spectrum, then find the of the maximum peak 
and its corresponding frequency. Looking into the static and dynamic actuator response, we 
construct a similar multiplot containing the results of these transduction metrics across the 
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parametric sweep performed earlier. The set of Π-group values in this parametric study using our 
defined metrics are extended to capture a wider range of response as well as some of the nonlinear 
behavior as it was revealed during the analysis. 
 
 
Figure 19: IPMC actuator metrics for static and dynamic inputs – Diffusion Number 
The above characterizes how the IPMC actuator metrics vary with the Diffusion Number. The 
group is varied across a wide range of values, determined by material properties found throughout 
literature and to cover orders of magnitude when relevant. 
 
These actuator metric plots clarify some of the previous discussion, while also highlighting some 
further topics of discussion. In particular, we can more easily observe that both the Osmotic 
Number and Maxwell Number appear to have a counterintuitive effect on the actuator response. In 
the static response, we find that increasing the Osmotic Number leads to a decreased peak 
displacement and increased back relaxation affect, while increasing the Maxwell Number leads to 
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a significant increase in peak displacement with a marginal effect on the back-relaxation of the 
steady-state response. The converse is true for the dynamic response, wherein we find that with an 
increase in Osmotic Number there is a corresponding increase in actuator amplitude, and for an 
increase in Maxwell Number there is a small decrease in amplitude. This observation is 
counterintuitive because the Osmotic Number and Maxwell Number are directly tied to the 
osmotic pressure and Maxwell stress, respectively. Hence one would expect that an increase in 
either dimensionless number would have a corresponding increase in their respective stress 
contribution, and it is known that forward deformation is governed by the osmotic pressure while 
back-relaxation can be attributed in part to the Maxwell stress. 
This interesting behavior can be tied to the discussion regarding the physical independence of the 
Π-groups as it pertains to the actuator and sensor formulations. The initial analysis found a 
connection between the Reciprocal Double Layer, Mobile Charge Number, Osmotic Number, and 
Maxwell Number. We attribute this relationship to the dielectric constant of the material, which is 
only present in the definitions of the Debye screening length, Maxwell Number, and Resistive 
Dynamics (which are not at play in this discussion as the same phenomenon is present with ideal 
electrodes). Hence, it is no surprise that there exists a connection between the Reciprocal Double 
Layer and the Maxwell Number. Below we reiterate the relationship among these dimensionless 
numbers, as well as present Poisson’s equation in both the actuator and sensor formulation. 
 Π19
2 =
Π15
2 Π9
Π8
 (4.65)1 
 −∇̂ ∙ ∇̂?̂? =
Π15Π9
Π8
(?̂?+ − ?̂?−) =
Π19
2
Π15
(?̂?+ − ?̂?−) (4.65)2 
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It is already known that in IPMC electrochemistry under a dimensionless framework the PNP 
system is found to be singularly perturbed, that is, there is a small parameter multiplying the 
highest spatial derivative in the Poisson equation [35,36,146]. This leads to the formulation of 
mathematical boundary layers in the vicinity of the polymer-electrode interface which facilitate 
the application of perturbation methods in forming semi-analytic solutions to these problems 
[35,102,146,147]. These boundary layers are regions in which the solution varies rapidly from its 
value outside of the layer, in the bulk of the membrane. Of interest to us is the relation of the 
currently established Π-groups with the boundary layers near the polymer-electrode interface. In 
the literature, the perturbation expansion parameter would be taken as: 
 𝛿 =
√Π15
Π19
= √
Π8
Π9Π15
 (4.66) 
This number is small for a typical IPMC sample, and hence is useful in the previously mentioned 
asymptotic techniques. As this quantity decreases in value the boundary layers sharpen and we 
find an increase in the asymmetry of the electric potential. Due to the quadratic nature of the 
Maxwell stress, the asymmetry in electric potential gradients is key to this stress’s contribution to 
back-relaxation phenomenon, and hence an increase in the asymmetry is linked to an increase in 
back-relaxation and a corresponding decrease in forward displacement of the IPMC. These effects 
on the boundary layer are illustrated below for the ionic concentration, electric potential, and 
electric field in the through-the-thickness direction in Figure 20, Figure 21, and Figure 22 
respectively. 
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Figure 20: Concentration boundary layer with respect to Osmotic and Maxwell Numbers 
The above plots demonstrate the effect of increasing the Osmotic Number and Maxwell Number 
on the boundary layer that forms in the concentration field at the polymer-electrode interface. 
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Figure 21: Electric potential boundary layer with respect to Osmotic and Maxwell Numbers 
The above plots demonstrate the effect of increasing the Osmotic Number and Maxwell Number 
on the boundary layer that forms in the electric potential at the polymer-electrode interface. 
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Figure 22: Electric field boundary layer with respect to Osmotic and Maxwell Numbers 
The above plots demonstrate the effect of increasing the Osmotic Number and Maxwell Number 
on the boundary layer that forms in the electric field at the polymer-electrode interface. 
 
Now we can make sense of the curious behavior seen in the previous parametric study. For the 
static response, an increase in the Osmotic Number leads to a sharpening of the boundary layers 
and increased Maxwell stress induced back-relaxation. Increasing the Maxwell Number 
counterintuitively diminishes the influence of the Maxwell stress by broadening the boundary 
layers and reducing the asymmetry in the electric potential profiles. This allows for the osmotic 
stress to dominate, leading to higher peak and steady-state displacements. 
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Looking at the dynamic response we saw the opposite trend. This is explained by the fact that 
back-relaxation occurs over a longer timescale. This is true for back-relaxation due to solvent back-
diffusion, as well as for the Maxwell stress contribution. In regard to the Maxwell stress, the delay 
in the onset of back-relaxation may be attributed to the time it takes for the electric potential field 
to stabilize and form asymmetric boundary layers. For dynamically applied voltages, the internal 
electric potential is constantly varying and hence the asymmetry in the boundary layers have little 
time to establish themselves. This leads to a diminished effect of both the Osmotic Number and 
Maxwell Number on the boundary layer thickness, and hence the overall electrostatic back-
relaxation is of minimal influence. The end result is that under a dynamic voltage input with 
increasing Osmotic Number, the corresponding sharpening of the boundary layers is nullified by 
the electric potential being constantly varied throughout the membrane and hence the increase in 
osmotic pressure dominates, leading to increased tip displacement. For the Maxwell Number, we 
see only a minimal influence on the displacement amplitude as its effect is scales the magnitude 
and influence of the Maxwell stress, which is diminished due to the asymmetry in electric potential 
being not being fully established.  
Lastly, note the interesting nonlinear behavior in the influence of the Diffusion Number near the 
vicinity of ~1.3. We connect this value with the critical point in the definition of the dynamic drag 
coefficients. In particular, the behavior we see in the plot is associated with the Diffusion Number 
taking on a value which puts the drag coefficients at their transition value for the initial IPMC 
state. We can calculate this point as: 
 Π2 =
Π11
2
Π1
≈ 1.3031 (4.67) 
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This highlights an important point in the analysis conducted thus far. The behavior of the actuator 
with respect to the Diffusion Number is intimately tied to the values of the Concentration Number 
and Solvent Drag Coefficient. Hence, a complete description of the transduction response must 
necessarily account for such interdependencies, but this is not fully explored in this study. 
 
4.4.2. Influence of Dimensionless Groups in Current Sensing 
Turning our attention to the mechanoelectrical transduction, we first consider the short-circuit 
current sensing in IPMC materials. Using the same suite of parametric sweeps, we characterize the 
static then dynamic response. In the static response, in place of a step input we use a ramped 
displacement that reaches peak magnitude after 1s in conventional (dimensional) time. This is 
translated back into a dimensionless framework using the characteristic time. Again, we present 
the response with respect to the Diffusion Number, and present the full multiplot in Appendix F. 
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Figure 23:  IPMC current sensor static response to sweep in Diffusion Number 
The above characterizes how the Diffusion Number affects the static response of the dimensionless 
IPMC current sensor model. 
 
Immediately we may note that unlike the static actuator response, the Diffusion Number plays a 
negligible role while the Hydraulic Number takes on significant importance for the static current 
response. Similarly, the Osmotic Number and Solvent Drag Coefficient have negligible effects on 
the current. The underlying reason for these observations is the difference in driving forces behind 
both electromechanical and mechanoelectrical transduction mechanisms. In electromechanical 
transduction the driving force is the applied electric potential that induces the ionic redistribution. 
These electromigration affects are highly nonlinear and very strong in comparison to the diffusive 
and hydraulic effects. In contrast, mechanoelectrical transduction is driven by deformation induced 
pressure gradients inside the membrane causing advective redistribution of the mobile ions. The 
level of redistribution is significantly less than in electromigration, and hence the induced osmotic 
pressure and electric field is weaker. Furthermore, the diffusive effects associated with coupled 
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solvent-ion transport are reduced due to the advective transport acting to move both solvent and 
ionic species together, and hence we expect the Diffusion Number to be less important as it 
characterizes a relative transport effect between the two species. Hence, we would reasonably 
expect that the Hydraulic Number to play a dominant role in mechanoelectrical transduction as 
this Π-group characterizes the strength of the bulk advection of the solvent and ionic species, the 
latter of which is the generation of the sensing current.  
We also find that both the Resistive Dynamics and Reciprocal Double Layer play significant roles 
in the induced sensing current. The effects of Resistive Dynamics will be discussed after the 
sensing metrics are presented. As for the Reciprocal Double Layer, we see that increasing this 
value, and hence decreasing the scale of the double layer region, we obtain higher sensing currents. 
This is explained in connection to the thinner double layers charging more quickly and inducing 
larger charge in the electrodes which drive the sensing current. Turning now to the dynamic current 
response, we obtain again a multiplot demonstrating the response across our suite of parametric 
studies. 
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Figure 24: IPMC current sensor dynamic response to sweep in Diffusion Number 
The above characterizes how the Diffusion Number affects the dynamic response of the 
dimensionless IPMC current sensor model. 
 
Here we find nearly identical results in terms of the dominant Π-groups and their general influence 
on the dynamic current response. Thus, we will save further discussion for after the current metric 
results are presented as this will facilitate the comparison. In our static response metric, we record 
the peak magnitude, and hence the value is reported as positive despite the fact that the previous 
traces indicate that the peak dimensionless currents are negative. This is done simply for easier 
comparison with the dynamic response metric, which reports the amplitude of the signal and is 
hence always positive. 
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Figure 25: IPMC current sensor metrics for static and dynamic inputs – Diffusion Number 
The above plot characterizes how the IPMC current sensor metrics vary with the Diffusion 
Number. The group is varied individually across a wide range of values, determined by material 
properties found throughout literature and to cover orders of magnitude when relevant. 
 
The results of the current metric study further demonstrate that the static and dynamic transduction 
response exhibit nearly identical behaviors, even down to the magnitude of the response. Of some 
interest is that in each case the dynamic response is of a greater magnitude than the static response. 
We relate this to the explicit dependence of the short-circuit current on the time variation in electric 
potential at the polymer-electrode interface. Specifically, because the sensing current is explicitly 
dependent on the time rate of change in electric potential gradient at the interface, we would expect 
a potential field with more rapid variations at this interface to generate a greater amount of current. 
This is reflected in the above results, where we see a small increase in the generated sensing current 
with the dynamic response as compared with the static response. We also find that the generated 
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current tracks the driving input closely, with very little phase change or amplitude variation with 
Driving Frequency. 
Turning back to the relationship of the sensing current to the Resistive Dynamics, we find that the 
sensing current increases with the Resistive Dynamics and this relation appears to be sublinear. 
Observing the relation between the sensing current and the Resistive Dynamics in (4.61)2, 
temporarily ignoring the normal electric potential gradient, we can see an apparent linear relation 
between the two. Accounting for the potential gradient, consider that for a given level of 
deformation we have a set amount of ionic redistribution due to advective transport. This ionic 
redistribution drives the establishment of the internal membrane potential. We would then expect 
that the rate of change in the established normal potential gradient to be affected by the Resistive 
Dynamics, and that with increased resistance we would expect a decrease in this rate and hence 
induced surface currents according to differential Ohms law. The interplay between the apparent 
linear relation of sensing current and Resistive dynamics with the expected inverse relation 
between the normal electric potential and resistive give rise to the sublinear feature we see in 
Figure 61. From a macroscopic Ohms law perspective, we would expect that the overall true 
(dimensional) current would decrease with resistance for a given level of potential (induced via 
ionic redistribution). We can reformulate the characteristic sensing current as: 
 𝐼𝑠𝑐,𝑐 = −(
Π15
Π19
)
2𝑤ℱ𝒟+𝑐+,0
Π17
 (4.68) 
Where we can easily see how the apparent linear relation between sensing current and Resistive 
Dynamics cancels, and we are left with the relationship of the normal potential gradient and 
resistance dominating the behavior according to differential Ohms law for the surface electrode. 
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On a final note, observe that again there is a complex nonlinear behavior with respect to the 
Diffusion Number in the vicinity of the critical value calculated in (4.67).   
 
4.4.3. Influence of Dimensionless Groups in Voltage Sensing 
Finally, we arrive at the voltage sensing IPMC model. Again, we repeat this same analysis for the 
open-circuit voltage response under static and dynamic loads and follow up with an analysis on 
the voltage metrics under these conditions across a set of Π-values that capture the interesting 
aspects of this transduction mode. 
 
 
Figure 26: IPMC voltage sensor static response to sweep in Diffusion Number 
The above characterizes how the Diffusion Number affects the static response of the dimensionless  
voltage sensor model. 
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As with the short-circuit current, the osmotic and diffusive effects play a secondary role in the 
open-circuit voltage response while the bulk pore fluid has a significant via the Hydraulic Number. 
The same arguments for explaining this phenomenon in the current sensor model apply here. 
Interestingly, we find that the Aspect Ratio plays a substantial role in the voltage response, whereas 
it had virtually no role in the current response. We also find a reduced influence from the Resistive 
Dynamics, but a starkly more complex behavior when it relates to the Reciprocal Double Layer 
with what appears to be a damping of the voltage. This latter point will be explored further after 
we present the dynamic voltage response. 
 
 
Figure 27: IPMC voltage sensor dynamic response to sweep in Diffusion Number 
The above characterizes how the Diffusion Number affects the dynamic response of the 
dimensionless IPMC voltage sensor model. 
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The dynamic response again highlights many of the features observed in the static response, 
namely the negligible influence of osmotic and diffusive effects, strong influence of the Hydraulic 
Number and Aspect Ratio, and interesting dynamic behavior in relation to the Reciprocal Double 
Layer. Furthermore, we find that the dynamic voltage response shows a significantly higher degree 
of decay and phase shifting with Driving Frequency as compared to the dynamic current response.  
Of particular interest to us is the relationship to the Reciprocal Double Layer, where a strong 
degree of phase shift is observed as this Π-group lowers in value. As we saw in the actuator model 
with Resistive Dynamics, the Reciprocal Double Layer introduces an additional timescale 
associated with the double layer formation. 
 
𝜏𝜆𝑑 =
𝜏𝒟
Π19
 
(4.69) 
We see that there is a reciprocal relationship between this timescale and the Π-group (hence our 
naming convention). Intuitively, an increase in the Reciprocal Double Layer indicates thinner ionic 
double layers, which are capable of charging faster and hence feature faster dynamic behavior. As 
this value decreases, the double layer charging slows, and we see additional dynamic effects in the 
open-circuit voltage response associated with this timescale. When looking at the influence of the 
Reciprocal Double Layer on the dynamic voltage phase we see this reciprocal dependence on the 
Π-group, and hence a direct dependence on the double layer timescale 𝜏𝜆𝑑 .  
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Figure 28: Reciprocal Double Layer induced phase shift in dynmaic voltage response  
Discussed in the text, the variation of the Reciprocal Double Layer induces considerable phase 
change in the dynamic voltage response due to double layer charging effects operating on a 
timescale related to this dimensionless group. 
 
We calculate the phase by finding the complex angle between the peaks in input and output signals 
obtained from the DFT analysis. This result makes the phase relation more explicit, wherein we 
can see that the dynamic voltage response transitions from lagging to leading the displacement 
input after Π19 ≈ 1000. The leading behavior of IPMC voltage sensing has been demonstrated 
previously in experimental settings [104]. There is a phase shift induced with changing Resistive 
Dynamics, but again these are negligible and amount to ~3 degrees across the range of parametric 
sweep. Lastly, we present the voltage metrics in the same multiplot format. 
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Figure 29: IPMC voltage sensor metric for static and dynamic inputs – Diffusion Number 
The above plot characterizes how the IPMC voltage sensor metrics vary with the Diffusion 
Number. The group is varied individually across a wide range of values, determined by material 
properties found throughout literature and to cover orders of magnitude when relevant. 
 
We find many of the behaviors already discussed. Of some interest is the non-monotonic behavior 
of the static response with respect to the Poisson Ratio. This is not investigated further here but is 
an area of future interest. Lastly, we again see the complex nonlinear behavior with respect to the 
Diffusion Number in the vicinity of the critical value in (4.67).   
 
4.5. Constructing Regression Models Using Dimensionless Groups 
Here we look to establish the relationships between the independent dimensionless groups and the 
key dimensionless metrics quantifying the actuator and sensor transduction response of the IPMC. 
To this end, we restrict our analysis only to that of dynamic actuation and dynamic open-circuit 
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voltage sensing. The goal is to obtain regression models that can be used to predict the behavior 
of the full multiphysics model within the vicinity of our operating point (i.e., the established 
representative IPMC), and also serve as a basis for describing the behavior of physical IPMC 
devices in laboratory experiments. Formulating a regression model for the actuator / sensor metrics 
is a tall order as the problem exists in a high dimensional solution space (1 dimension for each Π-
group). Hence, we first look to establish a means of reducing the complexity of regression problem 
into a larger number of more manageable sub-problems. 
 
4.5.1. Decomposition of the Transduction Response 
We begin with a few observations of the results presented in Chapter 4.4. In particular, we notice 
the influence of each Π-group on the metric in question could be easily regressed in a one-
dimensional solution space. Furthermore, each of the parametric study plots presented in Chapter 
4.4 are constructed by varying a single Π-group while the remaining Π-groups are held at their 
respective value described by the representative IPMC. Hence, these representative values for each 
Π-group effectively describe an origin of the high-dimensional solution space in which we are 
attempting to formulate a regression model. We may view plots presented earlier as slices of an 
unknown high-dimensional function along the coordinate axes corresponding to each independent 
Π-group. 
In order to formulate a regression model for the desired transduction response we leverage the 
physical independence of the Π-groups and propose that the IPMC response may be approximated 
by a multiplicative decomposition of the variations with respect to each Π-group individually. To 
elaborate, given some unknown function 𝑓 that describes the transduction response with respect 
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to the set, {Π}, of relevant Π-groups. By holding all Π-groups fixed except Π𝑖 we find the response 
can be modeled as a 1D function, 𝑓𝑖(Π𝑖), i.e., the behavior captured in our parametric studies. 
 𝑓({Π})|{Π}∖𝛱𝑖 = 𝑓𝑖(Π𝑖) (4.70) 
Our proposal is that the complete response 𝑓 may be approximated by a multiplicative 
decomposition of these single Π-group functions. 
 𝑓({Π}) ≈ 𝑓1(Π1)𝑓2(Π2) ∙∙∙ 𝑓𝑛(Π𝑛) (4.71) 
This methodology is taken as a means for simplifying the high-dimensional regression problem at 
hand. By embarking on this approach, we are able to model each Π-group’s individual influence 
on the respective transduction metric, which is a simple one-dimensional regression problem. In 
the coming analysis, we define presumptive functional forms which are capable of capturing the 
behavior of each Π-group. These smaller models will be quantified in terms of their minimum, 
maximum, and mean error and used to formulate a high-dimensional regression model for the 
respective dynamic actuation and sensing metrics. 
 
4.5.2. A Closed-Form Expression of the Dynamic Cantilever Actuator  
Using the individually varied parametric sweeps for the electromechanical transduction response, 
focusing only on the dynamic inputs, we establish the presumptive functional forms, provided in 
Table 12, which will be used to regress each parameter individually. These are obtained by first 
looking for low order polynomials that may suitably regress the function within the range of 
interest. If a reasonable low order polynomial cannot be fit to the data, we expand the function 
class to rational polynomials which offer more control over the asymptotic behavior of the 
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function. In some instances, a rational polynomial of low order could not reasonably fit the data 
and so more “exotic” function combinations were tested. These included looking at the decaying 
or rising behavior of the response and trying to characterize this in terms of fractional powers, 
exponentials, logarithms, and hyperbolic functions. Additionally, the use of symbolic regression 
with the GPTips toolbox was conducted on some metric plots to gain additional function 
combinations to explore [148]. In the end, the final function form was decided manually, using all 
of the previous approaches along with engineering judgement for the problem at hand. 
To regress each of these functions we use the “nlinfit” function in MATLab for nonlinear fitting. 
We use a termination tolerance on the estimated coefficients of 10−6, a tolerance on the residual 
sum of squares of 10−7, and bisquare robust fitting is implemented. With this approach, we obtain 
the regression results below. The obtained coefficients along with some error metrics are available 
in Appendix G. 
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Table 12: Actuator regression models for individual 𝚷-groups 
Dimensionless 
Group 
Description of Function 
Form 
Regression Function 
Π1 Quadratic 𝛽1Π1
2  𝛽2Π1  𝛽3 
Π2 
Linear-to-Root w/ Logistic 
Transition 
𝛽6Π2  𝛽7  
𝛽3 − 𝛽4√Π2  𝛽5 − 𝛽6Π2 − 𝛽7
1  exp(−𝛽1(Π2 − 𝛽2))
 
Π3 Quadratic 𝛽1Π3
2  𝛽2Π3  𝛽3 
Π4 Quadratic 𝛽1Π4
2  𝛽2Π4  𝛽3 
Π6 Linear 𝛽1Π6 
Π7 Linear w/ Sym. 𝛽1|Π7| 
Π9 Linear 𝛽1Π9  𝛽2 
Π10 Quadratic w/ Pole (𝛽1Π10
2  𝛽2Π10  𝛽3) (1 2⁄ − Π10)⁄  
Π11 Linear 𝛽1Π11  𝛽2 
Π13 Decaying Log 𝛽1 log(𝛽2Π13  1)⁄  𝛽3 
Π15 Hyperbolic Tangent w/ Sym. 𝛽1 tanh(𝛽2|Π15|  𝛽3)  𝛽4 
Π17 Decaying Root 𝛽1 √1  𝛽2Π17⁄  𝛽3 
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Figure 30: Dynamic actuator regression model for Diffusion Number subproblem 
The above regression result on the individual, Diffusion Number subproblems highlight the 
effectiveness of the propose mathematical models.  
 
In each of the models, results presented in Appendix F, the regression coefficient with the highest 
subscript is used to normalize the function with respect to multiplication. This will be used when 
assembling the model according to a multiplicative decomposition. The regression coefficients, 
after normalization, will be used as initial guesses for a nonlinear fitting routine in MATLab. For 
the dynamic actuator, we obtain the following multiplicative model. 
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Δ
𝑙
= ΠΔ = 𝛽0Π6|Π7|(1  𝛽2Π1  𝛽1Π1
2) 
(1  𝛽8Π2
𝛽5 − 𝛽6√Π2  𝛽7 − 𝛽8Π2 − 1
1  exp(−𝛽3(Π2 − 𝛽4))
) 
(1  𝛽9Π3
2  𝛽10Π3)(1  𝛽11Π4
2  𝛽12Π4) 
(1  𝛽13Π9)
𝛽14Π10
2  𝛽15Π10  1
1 − 2Π10
 
(1  𝛽16Π11) (
𝛽17
log(1  𝛽18Π13)
 1) 
(1  𝛽19 tanh(𝛽20|Π15|  𝛽21)) (
𝛽22
√1  𝛽23Π17
 1) 
(4.72) 
Observe that by normalizing the individual components we have reduced the total number of 
regression coefficients in this multiplicative model. To be specific, for 𝑛 individual 1D models, 
we reduce the total number of regression coefficients by 𝑛 − 1 using the multiplicative 
decomposition. To visualize how well this model predicts the transduction response of the dynamic 
actuator, we concatenate all of the data points used in the parametric sweeps already presented. 
This data is sorted for easier visualization and plotted against its data point index. This condenses 
the high-dimensional data into a more easily digestible two-dimensional representation. 
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Figure 31: Bar graph of multiplicative dynamic actuator model performance 
The individual regression models are combined multiplicatively to obtain a single model for the 
dynamic actuator response. The above graph demonstrates the capability of this subproblem to 
multiplicative decomposition approach for high-dimensional regression modeling. 
 
We can see that the multiplicative decomposition model proves to be formidable in predicting the 
multivariant transduction response and is an effective means for reducing the complexity of the 
high-dimensional regression. Again, the regression coefficients some error metrics for this result 
are provided in Appendix G. 
To extract further insights into the multiplicative regression model we look to linearize the model 
about the representative description. To this end, we require the gradient of the regression model, 
and hence the first partial derivative with respect to each of the independent Π-groups. The 
complexity of such an expression for our current regression model defeats the purpose of 
simplifying the model with a linearization, and so we calculate the necessary gradient components 
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using automatic differentiation (AD) [149]. In particular, we use an operator overloading AD 
approach as described in [150], where the code developed by that author is used as a basis for the 
“valder” (value-derivative) class. By declaring each Π-group as a valder object with an 
appropriate gradient we may simply compute the displacement metric at the representative 
description and automatically obtain all necessary first partial derivatives to construct the gradient 
and hence a linearization of the regression model about this point. Using an extension of the Taylor 
series for multivariant functions, we can form the linear approximation as: 
 ΠΔ ≈ ΠΔ,0  ∑
𝜕ΠΔ
𝜕Π𝑖
|
{Π}0
(Π𝑖 − Π𝑖,0)
Π𝑖∈{Π}
 (4.73) 
Wherein Π𝑖,0 is the value of the dimensionless group as evaluated at the origin described by the 
representative IPMC; the set of these values defining this origin is denoted by {Π}0. The partial 
derivatives are evaluated at this point as well. Due to the nature of AD, these partial derivatives 
exhibit no discretization error and are calculated to machine precision. 
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Table 13: First partial derivatives for multiplicative dynmaic actuator model 
Partial Derivative Value Partial Derivative Value 
𝜕ΠΔ
𝜕Π1
 7.0037e-04 
𝜕ΠΔ
𝜕Π2
 -9.8485e-06 
𝜕ΠΔ
𝜕Π3
 1.6687e+00 
𝜕ΠΔ
𝜕Π4
 1.6993e-02 
𝜕ΠΔ
𝜕Π6
 1.2431e-04 
𝜕ΠΔ
𝜕Π7
 2.0076e-03 
𝜕ΠΔ
𝜕Π9
 1.3550e-01 
𝜕ΠΔ
𝜕Π10
 -7.9345e-03 
𝜕ΠΔ
𝜕Π11
 -7.9345e-03 
𝜕ΠΔ
𝜕Π13
 -6.1333e-06 
𝜕ΠΔ
𝜕Π15
 1.9279e-02 
𝜕ΠΔ
𝜕Π17
 -1.3604e+07 
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Figure 32: Bar graph of linearized multiplicative dynamic actuator model 
The multiplicative model is linearized in a multivariant Taylor series fashion using the first partial 
derivatives obtained from automatic differentiation methods. 
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We find that the linearized model behaves reasonably well for most values near the point of 
linearization, but as the individual terms vary further from their origin value there is significant 
degradation. The linearized model and its construction about an arbitrary point using AD is an 
interesting avenue of analysis, but the primary reason for formulating these derivative components 
is to quantify the displacement behavior in the vicinity of the origin from a sensitivity perspective. 
We calculate the percentage change in the displacement in response to a change in each of the Π-
groups. This gives us a better idea of the sensitivity of the displacement with respect to each Π-
group than the partial derivative alone due to the vastly different orders of magnitude that the 
individual groups vary within. We can calculate the percent change in displacement in response to 
a 1% change in Π𝑖 as: 
 |
ΠΔ − ΠΔ,0
ΠΔ,0
| 100(%) = |
Π𝑖,0
ΠΔ,0
𝜕ΠΔ
𝜕Π𝑖
| (4.74) 
 
We can see that at the point of linearization, defined by our choice of representative IPMC, the 
dynamic actuator amplitude is most sensitive (bold) to the Ionic Fraction, Solvent Size, Aspect 
Ratio, and Driving Potential and least sensitive (italicized) to the Resistive Dynamics. This follows 
our current understanding of IPMC actuation, where the solvent and mobile ionic species have 
significant impact on the performance of these materials [27,133,151]. This encourages future 
research endeavors into the optimization of this solvent-ion paring to obtain high-performance 
IPMC actuators in dynamic applications. 
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Table 14: Sensitivity of dynamic actuator amplitude with respect to each 𝚷-group 
Expression Percent Change (%) Expression Percent Change (%) 
|
Π1,0
ΠΔ,0
𝜕ΠΔ
𝜕Π1
| 4.3236e-01 |
Π2,0
ΠΔ,0
𝜕ΠΔ
𝜕Π2
| 3.4662e-02 
|
Π3,0
ΠΔ,0
𝜕ΠΔ
𝜕Π3
| 1.4057e+00 |
Π4,0
ΠΔ,0
𝜕ΠΔ
𝜕Π4
| 1.1869e+00 
|
Π6,0
ΠΔ,0
𝜕ΠΔ
𝜕Π6
| 1.0000e+00 |
Π7,0
ΠΔ,0
𝜕ΠΔ
𝜕Π7
| 1.0000e+00 
|
Π9,0
ΠΔ,0
𝜕ΠΔ
𝜕Π9
| 3.5713e-02 |
Π10,0
ΠΔ,0
𝜕ΠΔ
𝜕Π10
| 1.7952e-01 
|
Π11,0
ΠΔ,0
𝜕ΠΔ
𝜕Π11
| 8.3175e-01 |
Π13,0
ΠΔ,0
𝜕ΠΔ
𝜕Π13
| 9.6368e-01 
|
Π15,0
ΠΔ,0
𝜕ΠΔ
𝜕Π15
| 9.6368e-01 |
Π17,0
ΠΔ,0
𝜕ΠΔ
𝜕Π17
| 4.9246e-03 
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4.5.3. A Closed-Form Expression of the Dynamic Voltage Sensor  
Moving onward to the open-circuit voltage sensor, we formulate a similar set of presumptive 
functional form to regress the individual Π-group variations. These 1D regression models are then 
used to formulate the multiplicative decomposition model which is tested against the concatenated 
data from our parametric studies. 
 
Table 15: Voltage sensor regression model for individual 𝚷-groups 
Dimensionless 
Group 
Description of Function Form Regression Function 
Π1 Quadratic 𝛽1Π1
2  𝛽2Π1  𝛽3 
Π2 
Linear-to-Log w/ Logistic 
Transition 
𝛽6Π2  𝛽7  
𝛽3  𝛽4 log(𝛱2  𝛽5) − 𝛽6Π2 − 𝛽7
1  exp(−𝛽1(Π2 − 𝛽2))
 
Π3 Quadratic 𝛽1Π3
2  𝛽2Π3  𝛽3 
Π4 Quadratic 𝛽1Π4
2  𝛽2Π4  𝛽3 
Π5 Linear 𝛽1Π5 
Π6 Decaying Monomial 𝛽1 Π6⁄  
Π10 Monomial w/ Root 𝛽1(1 2⁄ − Π10)
𝛽2  𝛽3 
Π13 Decaying Rational (𝛽3Π13  𝛽4) (𝛽1Π13
2  𝛽2Π13  1)⁄  
Π15 Single Pole w/ Sym. 𝛽1 |Π15|⁄  
Π17 Decaying Rational (𝛽3Π17  𝛽4) (𝛽1Π17
2  𝛽2Π17  1)⁄  
Π18 Linear 𝛽1Π18 
Π19 Linear w/ Quad Pole 𝛽1Π19  𝛽2 Π19
2⁄  𝛽3 
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Figure 33: Dynamic voltage sensor regression model for Diffusion Number subproblem 
The above regression result on the individual, Diffusion Number subproblems highlight the 
effectiveness of the propose mathematical models.  
 
Again, we find great agreement in our regression functions with the multiphysics modeling results. 
We formulate the multiplicative model below, which also features a reduced number of regression 
coefficients due to the normalization of the individual models. 
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𝜙𝑜𝑐
𝜙𝑡ℎ
= Π𝜙 = 𝛽0
Π5Π18
Π6|Π15|
(1  𝛽2Π1  𝛽1Π1
2) 
(1  𝛽
8
Π2
𝛽
5
 𝛽
6
log(𝛱2  𝛽7) − 1 − 𝛽8Π2
1  exp (−𝛽
3
(Π2 − 𝛽4))
) 
(1  𝛽10Π3  𝛽9Π3
2)(1  𝛽12Π4  𝛽11Π4
2) 
(1  𝛽13 (
1
2
− Π10)
𝛽14
)
1  𝛽17Π13
1  𝛽16Π13  𝛽15Π13
2  
1  𝛽20Π17
1  𝛽19Π17  𝛽18Π17
2 (1  𝛽21Π19  
𝛽22
Π19
2 ) 
(4.75) 
 
Figure 34: Bar graph of multiplicative dynamic voltage sensor model performance 
The individual regression models are combined multiplicatively to obtain a single model for the 
dynamic voltage sensor response. The above graph demonstrates the capability of this subproblem 
to multiplicative decomposition approach for high-dimensional regression modeling. 
 
 165 
We again find that the multiplicative decomposition is able to capture the transduction behavior of 
the multiphysics model with great accuracy. The above results do exhibit some error, specifically 
in the largest values for sensing voltage. A more in-depth investigation reveals the data points in 
question are those in which the displacement amplitude is the driving Π-group, and the errors were 
not found in the initial 1D model corresponding to the Driving Displacement. This indicates that 
while the current multiplicative decomposition approach is a powerful tool for formulating high-
dimensional models for IPMC transduction, more work is necessary to formulate a robust model 
that is capable of correcting for errors that are introduced in the process. This will be discussed 
later in more detail. 
We again use AD methods to formulate a linearization about or representative IPMC. The 
linearized dynamic voltage response is formed as: 
 Π𝜙 ≈ Π𝜙,0  ∑
𝜕Π𝜙
𝜕Π𝑖
|
{Π}0
(Π𝑖 − Π𝑖,0)
Π𝑖∈{Π}
 (4.76) 
Where the necessary derivative terms from AD are tabulate below. 
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Table 16: First partial derivatives for multiplicative dynmaic voltage sensor model 
Partial Derivative Value Partial Derivative Value 
𝜕Π𝜙
𝜕Π1
 2.6998e-06 
𝜕Π𝜙
𝜕Π2
 8.7715e-09 
𝜕Π𝜙
𝜕Π3
 2.1401e-03 
𝜕Π𝜙
𝜕Π4
 2.4250e-05 
𝜕Π𝜙
𝜕Π5
 1.0220e-04 
𝜕Π𝜙
𝜕Π6
 -1.1498e-06 
𝜕Π𝜙
𝜕Π10
 1.2958e-04 
𝜕Π𝜙
𝜕Π13
 -7.2861e-09 
𝜕Π𝜙
𝜕Π15
 -1.8397e-04 
𝜕Π𝜙
𝜕Π17
 4.1421e+04 
𝜕Π𝜙
𝜕Π18
 6.1322e-03 
𝜕Π𝜙
𝜕Π19
 2.0932e-07 
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Figure 35: Bar graph of linearized multiplicative dynamic voltage sensor model 
The multiplicative model is linearized in a multivariant Taylor series fashion using the first partial 
derivatives obtained from automatic differentiation methods. 
 
This linearized model shows similar performance when compared to the nonlinear multiplicative 
model. As with the actuator model, the computation of the partial derivatives is primarily done in 
order to conduct a kind of sensitivity analysis for the multiplicative model. Observing the change 
in the multiplicative model to a 1% change in each of its independent parameters using the 
derivatives obtained by AD, we find the sensitivity results tabulated below. 
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Table 17: Sensitivity of dynamic voltage sensor response with respect to each 𝚷-group 
Expression Percent Change (%) Expression Percent Change (%) 
|
Π1,0
Π𝜙,0
𝜕Π𝜙
𝜕Π1
| 1.8018e-01 |
Π2,0
Π𝜙,0
𝜕Π𝜙
𝜕Π2
| 3.3376e-03 
|
Π3,0
Π𝜙,0
𝜕Π𝜙
𝜕Π3
| 1.9490e-01 |
Π4,0
Π𝜙,0
𝜕Π𝜙
𝜕Π4
| 1.8312e-01 
|
Π5,0
Π𝜙,0
𝜕Π𝜙
𝜕Π5
| 1.0000e+00 |
Π6,0
Π𝜙,0
𝜕Π𝜙
𝜕Π6
| 1.0000e+00 
|
Π10,0
Π𝜙,0
𝜕Π𝜙
𝜕Π10
| 3.1698e-01 |
Π13,0
Π𝜙,0
𝜕Π𝜙
𝜕Π13
| 1.2377e-01 
|
Π15,0
ΠΔ,0
𝜕Π𝜙
𝜕Π15
| 1.0000e+00 |
Π17,0
Π𝜙,0
𝜕Π𝜙
𝜕Π17
| 1.6211e-03 
|
Π18,0
Π𝜙,0
𝜕Π𝜙
𝜕Π18
| 1.0000e+00 |
Π19,0
Π𝜙,0
𝜕Π𝜙
𝜕Π19
| 2.5808e-01 
 
Here we see that the model is equally sensitive to a large number of Π-groups; the Hydraulic 
Number, Aspect Ratio, Mobile Charge Number, and Driving Displacement all feature 1% 
sensitivity to changes in these parameters while the remaining dimensionless groups are of an order 
of magnitude or more less sensitive. These results fall in-line with our previous discussion 
regarding the open-circuit voltage transduction response. The Hydraulic Number exhibits a large 
sensitivity due to IPMC mechanoelectrical transduction being driving primarily by advective 
transport of the mobile ionic species. The advective ionic redistribution induced by the Driving 
Displacement, and for a given level of displacement the Mobile Charge Number characterizes the 
amount of charge accumulation at the polymer-electrode interface where the sensing potential is 
established. 
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4.6. Summary 
In this chapter we formulated 19 dimensionless Π-groups which quantify the IPMCs 
electromechanical and mechanoelectrical transduction response. These were found using the 
available physical quantities that arose in the derivation of the model under our new framework 
and the Buckingham Π theorem. In nondimensionalizing the governing differential equations and 
selecting appropriate characteristic field values, the Π-groups manifested in the equations, 
elucidating their physical significance. We leveraged the nondimensional formulation of our 
modeling framework to conduct extensive parametric sweeps of these Π-groups for static and 
dynamic actuation and sensing. 
By establishing key metrics for the static and dynamic response we demonstrated the similarities 
and differences between the two for both electromechanical and mechanoelectrical transduction. 
The dynamic actuation and voltage response were further characterized using nonlinear regression 
models for the individual Π-group variations. These univariant regression models were combined 
under an assumption of multiplicative decomposition in the complete, multivariant response. 
These multiplicative models showed great performance when compared to the multiphysics model. 
Using the technique of automatic differentiation these nonlinear models were linearized in the 
vicinity of the representative IPMC and the partial derivatives obtained were used to formulate 
sensitivities of the transduction response with respect to each of the pertinent Π-groups. 
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Chapter 5. Experimental Verification of IPMC Modeling Results 
The development of a new modeling framework for IPMCs is an undertaking of its own, but 
without validation of the model the efforts lack a real impact or use. The multiphysics modeling 
framework we have developed and explored thus far features a great number of independent 
parameters (the Π-groups), not all of which are conveniently determined or even controllable when 
fabricating IPMCs in-lab. To validate the multiphysics modeling results as well as leverage them 
to gain insights into real-world applications of IPMCs, we propose the following. 
In-lab experiments provide a limited control over the many parameters characterizing an IPMC. 
The experimental results obtained are processed into a dimensionless, or mixed dimensional / 
dimensionless, form and then interpreted through the lens of our computation modeling results far. 
In particular, we look to leverage the multiplicative regression modeling results obtained for the 
dynamic actuator and dynamic voltage response of the IPMC as a basis for modeling real-world 
experiments. This not only allows us to validate the obtained regression models, and hence 
multiphysics model from which they were derived, but by comparing the more complete 
description of the IPMC transduction obtained in a computational setting we are able to estimate 
physical properties that were previously unknown to us from the outset of the experiment and 
would remain unknown using traditional analysis techniques. The multiplicative regression model 
is used as it provides a convenient model for the multivariant transduction response of the IPMC, 
as well as a basis for comparing the regression results of the experiment with those of the 
computational investigation conducted earlier. 
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5.1. Experimental Setup 
5.1.1. Dynamic Cantilever Actuator 
To characterize the IPMCs dynamic actuation response we use a laser displacement sensor (Micro-
Epsilon optoNCDT-1401) to monitor tip deflection. A sinusoidal signal of known amplitude and 
frequency is applied to the clamp electrodes in parallel with the IPMC and DAQ (Keithley 
DAQ6510) using a function generator (SIGLENT SDG1025). The displacement readings as well 
as the applied voltage are logged in the DAQ using the 7710 solid-state Multiplexer (MUX) 
module card to achieve a high data capture rate. 
 
 
Figure 36: Illustration of dynamic IPMC actuator experimental setup 
The dynamic actuator amplitude is captured using a laser displacement sensor. The input voltage 
to the IPMC clamps is fed into the DAQ along with the laser displacement reads using a solid-
state multiplexer for high capture rate. An image of the physical setup is provided in Appendix I. 
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By capturing the input and output simultaneously we can process the data together and formulate 
the necessary dimensionless groups for our analysis. In the case of the dynamic actuator, we are 
able to control the input voltage, input frequency, and IPMC free length. This allows us to 
formulate / control the Driving Potential, Driving Frequency, and Aspect Ratio for our 
dimensionless model. Note though that the Driving Frequency is the product of the input frequency 
and the diffusion timescale, and without knowledge of the ionic diffusivity we are unable to fully 
nondimensionalize the experimental results. Thankfully, we may formulate a mixed dimensional / 
dimensionless regression model that leaves the regression coefficients multiplying the input 
frequency as dimensional and effectively account for the unknown diffusion timescale.  
The experimental data recorded in the DAQ is processed through the same DFT algorithm that the 
dynamic multiphysics model results were processed with, which extracts the amplitude and 
frequency of the signal across. This data is then nondimensionalized using the known free length, 
membrane thickness, and thermal voltage. The dimensionless data is binned according to a set of 
scaling and rounding operations. This is done to ensure that trials taken at the same input amplitude 
and frequency reside in the same bins, but also because during the nondimensionalization process 
it is possible for some data points to nondimensionalize into values that are close enough to be 
considered a single data point after an averaging routine. The bins collect these occurrences, and 
once the data is binned the amplitude and frequency results in each bin are averaged. 
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5.1.2. Dynamic Open-Circuit Voltage 
To characterize the IPMCs dynamic voltage response we use a very similar setup as for actuation. 
The laser displacement sensor is used to monitor tip deflection, which is driven using a dynamic 
shaker (Vibration Research VR-5200 shaker, Labworks Inc. pa-138 amplifier). The shaker is 
controlled via PC using an attached accelerometer for feedback (Vibration Research VR-8500 
Control System) and is calibrated beforehand for the IPMC load. The clamp electrodes are 
connected to the DAQ along with the laser displacement and logged using the MUX card to 
achieve a high data capture rate. 
 
 
Figure 37: Illustration of dynamic IPMC voltage sensor experimental setup 
The dynamic voltage sensor response is captured using the DAQ. The input displacement to the 
IPMC tip via a dynamic shaker is recorded with the laser displacement sensor and fed into the 
DAQ along with clamp voltage using a solid-state multiplexer for high capture rate. An image of 
the physical setup is provided in Appendix I. 
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Like in the case of the dynamic actuator, we are able to control the input voltage, input 
displacement amplitude, and IPMC free length. This allows us to formulate / control the Driving 
Displacement, Driving Frequency, and Aspect Ratio for our dimensionless model. Again, without 
the diffusion timescale we are unable to fully nondimensionalize the experimental results. We 
similarly formulate a mixed dimensional / dimensionless regression model that leaves the 
regression coefficients multiplying the input frequency as dimensional and hence account for the 
unknown diffusion timescale. The experimental data recorded in the DAQ is again processed 
through the DFT, nondimensionalized, binned, and averaged. The DFT processed data, bins, bin 
averaged data, and bin statistics for both the sensor and actuator experiments are  Appendix H. In 
both actuation and sensing experiments the IPMC samples are rehydrated between each trial 
capture. 
 
5.2. Modeling Experimental Data Using Computational Regression Results 
5.2.1. Actuator Model 
The multiplicative decomposition for dynamic actuators indicates that we may formulate a suitable 
regression model for this type of experiment as shown below. The parameter 𝛽0 collects the effects 
of all other Π-groups that are unaccounted for in the experiment. A detailed material 
characterization of the IPMC sample may provide insight into the values of these Π-groups, but 
ultimately without the capability to vary these properties within a single sample throughout the 
course of an experiment there is no need to include them in a multiplicative regression model. 
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 ΠΔ = 𝛽0Π6|Π7| (
𝛽1
log(1  𝛽2
∗𝜔)
 1) (5.1) 
The superscripted * indicates that the regression coefficient is dimensional, and hence does not 
directly equate with the corresponding coefficient in the previous analysis of Section 4.5.2. The 
experimental results for our actuation are obtained by varying the free length, applied voltage, and 
frequency of sinusoidal waveform. The complete data is provided in Appendix H. We present the 
results of the experiments after nondimensionalization along with the regression model after the 
“nlinfit” routine was applied. The nonlinear fitting used the same settings as for the earlier 
regression analysis. The experimental data is plotted along with 1 standard deviation in order to 
better understand the accuracy of the regression model and is presented from four viewpoints to 
aid in visualizing the data and fit. 
The regression model fits the variations in experimental data well. We look to further quantify the 
fit by analyzing how well the regression model can predict values that would be reasonably 
expected to occur within the experimental data. To formulate a metric for this, we calculate the 
percentage of regression model points which fall within 3 standard deviations of the experimental 
averages, where nearly all of the experimental data would be expected to reside. There are some 
experimental data points which have only one sample in the corresponding bin and hence zero 
standard devotion but removing these the regression model is capable of predicting 72.4% of the 
data within 3 standard deviation of experimental averages. We also find that most of the error 
resides at the higher end of the Driving Voltage, and hence indicates that the model may be failing 
to capture the nonlinear behavior in relation to the applied voltage that was not present in the 
multiphysics model.  
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Figure 38: Multiplot of actuator experiment results 
The dynamic actuator amplitude as captured from the experimental setup is plotted along with the 
regression modeling results for the same data. The experimental data is collected over many trials 
and nondimensionalized, then binned and averaged. In the plot the averaged data is plotted with 
bars of 1 standard deviation. 
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5.2.2. Sensor Model 
For the sensor model we proceed in nearly identical steps. With the dimensionless groups we are 
able to influence with the experimental setup we can reasonably predict the following regression 
model, obtained from the multiplicative model in Section 4.5.3. 
 Π𝜙 = 𝛽0
Π18
Π6
𝛽1
∗𝜔  1
𝛽2
∗𝜔2  𝛽3
∗𝜔  1
 (5.2) 
The superscripted * again indicates that the regression coefficient is dimensional, and hence does 
not directly equate with the corresponding coefficient in the previous analysis of Section 4.5.3. For 
our sensor experiments we vary the free length, displacement amplitude voltage, and frequency of 
sinusoidal waveform. The complete data is provided in Appendix H. We present the results of the 
experiments after nondimensionalization along with the regression model after the “nlinfit” routine 
was applied. The experimental data and model are similarly presented from four viewpoints to aid 
in visualizing the data and fit. 
Again, we find that the regression model fits the variations in experimental data well. Removing 
any data points which have only one sample in the corresponding bin we find that the regression 
model is capable of predicting 85.7% of the data within 3 standard deviation of experimental 
averages. Here most of the error resides in the low frequency data, with these experimental values 
having a broader distribution that is attributed to the dynamic shaker not tracking the desired 
displacement profile for these slower speeds. 
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Figure 39: Multiplot of voltage sensor experiment results 
The dynamic voltage sensor response as captured from the experimental setup is plotted along 
with the regression modeling results for the same data. The experimental data is collected over 
many trials and nondimensionalized, then binned and averaged. In the plot the averaged data is 
plotted with bars of 1 standard deviation. 
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5.3. Approximating Material Properties by Using Multiphysics Regression Model 
To highlight a final application from our regression model, we address the regression coefficients 
for our experimental models that were left dimensional. As discussed earlier, these coefficients 
retained their dimensionality because we currently do not know the value for the cation diffusivity 
and hence cannot calculate the diffusion timescale to formulate the Driving Frequency. Here we 
look to compare these coefficients in question with those obtained in our computational model in 
an effort to approximate the value of the diffusivity in the IPMC samples. 
Starting with the actuator results, we compare the experimental model’s coefficient 𝛽2
∗ with the 
computational model’s coefficient 𝛽18. Using the values for these coefficients we find an 
approximate diffusion timescale. Then, with the membrane thickness, given in Appendix H, we 
can approximate the cation diffusivity below. 
 𝜏𝑑 = |
𝛽2
∗
𝛽18
| ≈ 175.4 (5.3)1 
 𝒟+ =
ℎ2
𝜏𝑑
≈ 1.951 ∙ 10−6 [
𝑐𝑚2
𝑠
] (5.3)2 
For the sensor results we perform the same analysis, pairing up experimental and computational 
model coefficients as (𝛽1
∗, 𝛽17), (𝛽2
∗, 𝛽15), and (𝛽3
∗, 𝛽16). We calculate an approximate diffusion 
timescale for each of these pairs, and then leverage the membrane thickness for the IPMC sensor 
sample in Appendix H to calculate three approximations for the diffusivity. 
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𝜏𝑑,1 = |
𝛽1
∗
𝛽17
| ≈ 1484, 𝜏𝑑,2 = √|
𝛽2
∗
𝛽15
| ≈ 16400,
𝜏𝑑,3 = |
𝛽3
∗
𝛽16
| ≈ 297300 
(5.4)1 
 
𝒟+,1 =
ℎ2
𝜏𝑑,1
≈ 3.518 ∙ 10−6 [
𝑐𝑚2
𝑠
] , 𝒟+,2 =
ℎ2
𝜏𝑑,2
≈ 3.183 ∙ 10−7 [
𝑐𝑚2
𝑠
] ,
𝒟+,3 =
ℎ2
𝜏𝑑,2
≈ 1.756 ∙ 10−8 [
𝑐𝑚2
𝑠
] 
(5.4)2 
We average these diffusivity values, and then back calculate an average diffusion timescale, given 
below. 
 ⟨𝒟+⟩ = 1.285 ∙ 10
−6 [
𝑐𝑚2
𝑠
] (5.5)1 
 ⟨𝜏𝑑⟩ =
ℎ2
⟨𝒟+⟩
≈ 4064 (5.5)2 
In both the actuator and sensor samples, we have a lithium cationic species in a Nafion membrane. 
The diffusivity of Li-ions is Nafion type members has been calculated between 1.15e-6 and 1.31e-
6 [cm2/s] [152]. Our calculated diffusivities fall very close to this experimentally determined 
diffusivity for such an ion / membrane combination and hence lends support for this hybrid 
computational-experimental regression modeling approach for extracting material properties that 
may be difficult under certain laboratory setups. 
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5.4. Summary 
Here we have presented a powerful new approach to characterizing IPMC actuators and sensors. 
The hybrid computational-experimental regression modeling allows for complex nonlinear 
regression models to be discovered using numerical experiments and used for interpreting physical 
experiments and IPMC samples. Not all controllable aspects of an experiment provide enough 
information to formulate a dimensionless data. In leveraging the numerical modeling results we 
demonstrated that this is in fact a strength, in that we can equate the dimensional regression 
coefficients with their corresponding coefficients in a computational to extract further information 
regarding the material properties of physical samples. 
We have some final remarks regarding the experimental analysis of IPMC actuators and sensors. 
There are two primary sources of uncertainty, the experimental equipment and the IPMC materials 
themselves. In our study we recalibrated the dynamic shaker and laser displacement sensors prior 
to data collection, and the calibration was tested again after any prolonged breaks. For 
electromechanical experiments, the main source of uncertainty comes from the method of 
measuring IPMC displacement using a laser displacement sensor. 
The laser displacement sensor probes for distance measurements along a line fixed in the spatial 
frame. As the IPMC deforms, the point on the IPMC surface being probed by the sensor changes, 
and hence the measurement is not truly the tip displacement of the IPMC, but the IPMC 
displacement at the intersection of the IPMC surface and this laser axis in the spatial frame. This 
means the displacement amplitude measurements will not precisely align with that of the tip 
displacement. This effect is minimized for small displacements, but ultimately unavoidable under 
large applied voltages. A possible solution is to use a computer vision approach, whereby the 
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IPMC deformation is tracked in the spatial frame optically and the tip displacement calculated 
using image processing techniques. This would allow for metrics such as the absolute and 
transverse tip displacement to be calculated, as well as curvature and displacement at any point 
along the deformed IPMC and would handle large and small deformations equally. 
In the mechanoelectrical transduction the concern resides in the dynamic shaker. While the shaker 
is calibrated beforehand, the unit uses a controller internal to the software. The controller begins 
to fail for larger amplitudes and low frequencies, and there may be significant tracking errors in 
both metrics. While the average amplitude and frequency over many cycles may be accurate, the 
instantaneous values may not coincide with the intended experimental trial. This was a 
contributing factor in collecting the data over several cycles and using a DFT to extract the 
frequency and amplitude of both the input and output signals. 
In regard to the IPMC materials themselves, it is well known that these materials exhibit a non-
repeatability in their transduction response due to their sensitivity to environmental factors and the 
electrochemical reactions, which have complexity beyond that modeled here [153–155]. Effects 
such as humidity or local anion concentration (due to ionomer morphology) can have a marked 
impact on the actuator or sensor response and are not easily considered. This is part of the reason 
behind quantifying the regression model performance in terms of the percentage of data points 
captured within 3 standard deviations of the experimental results. The experimental response of a 
particular IPMC sample exhibits potentially large variations from trial to trial, and hence the 
uncertainty in this response makes a direct prediction using the regression model nearly 
impossible.  
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Chapter 6. An Order-of-Magnitude Model for the IPMC Actuator 
Here we develop order-of-magnitude (OoM) estimates of key values characterizing the steady-
state electrochemical fields of IPMC materials. These metrics are then leveraged to construct a 
simplified actuator model in an attempt to formulate an estimation of the steady-state tip 
displacement and angle. The goal of these efforts is to establish a closed-form mathematical model 
to estimate the performance of a cantilever IPMC that may be used in control systems for IPMC 
enabled soft-robotics. In particular, we construct a model that effectively accounts for both forward 
displacement and back-relaxation to achieve the steady-state deformation of the IPMC strip, and 
we discuss extensions of the model for dynamic actuation and sensing as avenues of future study. 
 
6.1. Estimating Maximum Ion Concentration and Bulk Electric Potential 
To begin, we reduce our multiphysics model to account only for the cation movement inside the 
polymer and neglects all solvent and saturation effects. We are left with the nondimensionalized 
Poisson-Nernst-Planck (PNP) system coupled to a linear elastic model; a modeling framework 
used throughout literature [22,44,46,120,156].  
 −∇̂ ∙ ∇̂?̂? =
Π19
2
Π15
(?̂? − 1) (6.1)1 
 ∇̂ ∙ (∇̂?̂?  Π15?̂?∇̂?̂?) = 0 (6.1)2 
 ∇̂ ∙ ?̲̂?𝑇 = 0, ?̲̂? = ?̲̂?𝑚𝑒𝑐ℎ  ?̲̂?𝑖𝑜𝑛  ?̲̂?𝑝𝑜𝑙 (6.1)3 
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 ?̲̂?𝑚𝑒𝑐ℎ =
1
1  Π10
(
Π10
1 − 2Π10
𝑡𝑟(?̲?′)?̲̲?   ?̲?′) (6.1)4 
 ?̲̂?𝑖𝑜𝑛 = Π9(1 − ?̂?)?̲̲? (6.1)5 
 ?̲̂?𝑝𝑜𝑙 = Π8 (?̲̂? ⊗ ?̲̂? −
1
2
(?̲̂? ∙ ?̲̂?)?̲̲?) (6.1)6 
 Π8 = Π9 (
Π15
Π19
)
2
 (6.1)7 
We primarily examine the cation flux equation, which at steady state relates the gradients in the 
concentration and electric potential fields. Upon integration and application of the ion blocking 
condition we are left with 
 ∇̂?̂?  Π15?̂?∇̂?̂? = 0 (6.2) 
Now, invoking the knowledge that at high electric potentials the steepest gradients in electric 
potential and cation concentration occur at the anode (subscript  ) and cathode (subscript −), 
respectively, and constitute the majority of the change in these two fields. The notion of anode and 
cathode are somewhat ambiguous in a dimensionless setting, but we retain the convection as if the 
applied potential were positive and we have a mobile cationic species. These gradients occur over 
short length scales near the polymer-electrode interface. These interface regions are what we call 
the boundary layers at their respective electrodes. 
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Figure 40: Illustration of concentraiton and electric potential fields in IPMC membranes 
The simplified graphic above highlights the relations between maximum and bulk concentrations, 
as well as Driving Potential and bulk potential. The illustration greatly simplifies the functional 
form of these fields but captures the general behavior for constructing approximations for these 
key field values. 
 
At the anode, the electric potential rises from some intermediate value ?̂?0 up to the dimensionless 
applied potential Π7. Conversely, at the cathode the ionic concentration rises from its bulk value 
of 1 up to some maximum concentration ?̂?𝑚. A schematic of these fields is provided in Figure 40. 
Using Equation (6.2), we relate the magnitude of large gradients in the concentration and potential 
at the anode and cathode, respectively. 
 |∇̂?̂?|
−
= |Π15?̂?∇̂?̂?|+ (6.3) 
At the anode, the concentration is linearized with respect to the bulk value, and we can write an 
equation relating the maximum ionic concentration and the bulk electric potential.  
 ?̂?𝑚 − 1 = (Π7 − ?̂?0)Π15 (6.4) 
 
1
2
1
2
 
 
  
1
 7
 0
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Now looking at only the cathode we formulate another relation, where the concentration has been 
approximated using average value ⟨?̂?⟩− that must be determined. 
 ?̂?𝑚 − 1 = Π15⟨?̂?⟩−?̂?0 (6.5) 
For the sake of obtaining rough estimation, we assume the concentration profile is approximately 
exponential to calculate the average cation concentration within the cathode boundary layer. 
 ⟨?̂?⟩− =
?̂?𝑚 − 1
ln(?̂?𝑚)
 (6.6) 
Combining these results, we obtain equations governing the maximum concentration and bulk 
potential, which are our key OoM metrics that constitute the basis for constructing a simplified 
actuator model. 
 ?̂?𝑚  ln(?̂?𝑚) = 1  Π7Π15 (6.7)1 
 ?̂?0 = (1 −
?̂?𝑚 − 1
Π7Π15
)Π7 (6.7)2 
The solution of the concentration equation is given by the principal branch of the Lambert 𝑊 
function and hence obtain the desired approximations below. 
 ?̂?𝑚 = 𝑊0(exp(1  Π7Π15)) (6.8)1 
 ?̂?0 = (1 −
𝑊0(exp(1  Π7Π15)) − 1
Π7Π15
)Π7 (6.8)2 
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We first examine some limiting behaviors of these metrics. For large values of Π7 we can leverage 
the asymptotic expansion for the Lambert 𝑊 function, retaining only the first two terms [157]. 
 𝑊0(𝑥) ≈ ln(𝑥) − ln(ln(𝑥))  𝑂 (
ln(ln(𝑥))
ln(𝑥)
) (6.9) 
Hence, we may formulate the asymptotic forms of the maximum concentration and bulk potential 
(superscript ∞) as provided below. 
 ?̂?𝑚
∞ ≈ 1  Π7Π15 − ln(1  Π7Π15) (6.10)1 
 ?̂?0
∞ ≈
ln(1  Π7Π15)
Π7Π15
Π7 =
ln(1  Π7Π15)
Π15
 (6.10)2 
For small values of Π7 (superscript 0) we form the Taylor series expansion of the maximum 
concentration and bulk potential about Π7 = 0. 
 ?̂?𝑚
0 ≈ ?̂?𝑚(0)  
𝑑?̂?𝑚
𝑑Π7
|
0
Π7 = 1  
1
2
Π7Π15 (6.11)1 
 ?̂?0
0 ≈ ?̂?0(0)  
𝑑?̂?0
𝑑Π7
|
0
Π7 =
Π7
2
 (6.11)2 
We find that the above expansions for small values of Π7 agree with our intuition of the low voltage 
response in the concentration and potential fields. For very low applied voltages both the maximum 
concentration and bulk potential remains close to their initial value and vary linearly. The bulk 
potential also approaches half the value of applied potential as Π7 → 0, indicating a symmetric 
distribution of the ions and potential as would be expected in the linear regime of the multiphysics 
model. Also note that asymptotic expansion of the concentration and potential correctly capture 
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the behavior at the point Π7 = 0 but do not admit Taylor series expansions about this point that 
corresponds with that of the Lambert W function in Equation (6.8). 
We find that the approximations in Equation (6.8) under-estimate both the maximum concentration 
and bulk potential, and hence seek to formulate a new approximation which over-estimates these 
values that may be averaged to obtain a better approximation. 
 
 
Figure 41: Comparison of multiphysics and OoM model for maximum concentration 
The order-of-magnitude approximation using the Lambert W function is compared against the 
multiphysics model for the maximum concentration. There is a clear underestimation in the OoM 
approximation, but it captures the linearly dominated feature seen in the multiphysics model. 
 
The simplest adjustment we may make it to assume that at higher applied voltages the electric 
potential gradient in Equation (6.4) may be approximated as occurring across the full potential 
drop of the membrane: 
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 |
?̂?𝑚 − 1
Δ
| = Π15 |
0 − Π7
Δ
| (6.12) 
With all other equations in the previous analysis remaining the same (cathode comparison and 
average concentration) we obtain the following approximation. 
 ?̂?𝑚 = 1  Π7Π15 (6.13)1 
 
 
Figure 42: Comparison of multiphysics and OoM model for bulk potential 
The order-of-magnitude approximation using the Lambert W function is compared against the 
multiphysics model for the bulk potential. The OoM approximation effectively captures the 
general shape of the bulk potential as a function of Driving Potential, but there is a small 
underestimation in the approximated value versus the multiphysics model. 
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 ?̂?0 =
ln(1  Π7Π15)
Π15
 (6.13)2 
Where we have recaptured the asymptotic behavior for the bulk potential at large applied voltages, 
and now have an over-estimation of the maximum concentration. We may use these new estimates 
to augment the original analysis and construct more accurate approximations. From the small and 
large Π7 expansions for the bulk potential we noted that the asymptotic form fails to capture the 
limiting behavior for small Π7. 
 
 
Figure 43: Signed error in OoM apprixmations using Lambert W function 
Both the maximum concentration and bulk potential as calculated from the OoM approximation 
show underestimations as evident by the negative signed error. The error appears to have an 
asymptotic decay towards zero within the limited range tested. 
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Since the issue in the asymptotic form arises from its inability to capture the behavior at small Π7 
we look to selectively modify this low potential regime. To begin, examine the Taylor series 
expansion of the asymptotic bulk potential, along with an extend expansion of the Lambert 𝑊 
form: 
 
ln(1  Π7Π15)
Π15
≈
1
Π15
(Π7Π15 −
(Π7Π15)
2
2
 
(Π7Π15)
3
3
−
(Π7Π15)
4
4
 ⋯ ) (6.14)1 
 
(1 −
𝑊0(exp(1  Π7Π15)) − 1
Π7Π15
)Π7 
≈
1
Π15
(
Π7Π15
2
−
(Π7Π15)
2
16
 
(Π7Π15)
3
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(Π7Π15)
4
3072
 ⋯ ) 
(6.14)2 
Clearly the asymptotic form predicts a vastly different response for small values of the applied 
potential. What we propose here is to construct a function whose Taylor series expansion about 
Π7 = 0 is the difference between these two series up to some order 𝑛, and add this series to the 
asymptotic form. The new function that is formed will have the desired Taylor series expansion of 
the Lambert 𝑊 form. To retain the approximation power of the asymptotic expansion, we require 
a function whose Taylor series fits the criteria described, but decays to zero faster than the 
logarithmic term which dominates in our current approximation for large Π7. In this regard, we 
look to utilize a Padé approximant, specifically the [1/2] approximant using the difference 
between Taylor coefficients of the two series above. Hence, we are looking for a rational 
polynomial 𝑅(𝑥) given by: 
 
𝑅(𝑥) =
𝑃(𝑥)
𝑄(𝑥)
=
𝑝0  𝑝1𝑥
1  𝑞1𝑥  𝑞2𝑥2
 
(6.15) 
Whose Taylor series expansion about 𝑥 = 0 matches the difference in series above up to 𝑂(𝑥4). 
We chose low order polynomials to reduce the likelihood of introducing nonphysical singularities 
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in the denominator of Equation (6.15), and we use a non-diagonal Padé approximant so that the 
function decays to zero appropriately. We formulate this Padé approximant and construct our final 
approximation for the bulk potential as shown below. 
 
?̂?0 = (
ln(1  Π7Π15)
Π7Π15
−
4
8  7Π7Π15  
7
8Π7
2Π15
2
)Π7 (6.16) 
Now turning our attention to the maximum concentration, both asymptotic expansion and our new 
estimate show linearly dominated features for large Π7 and capture the behavior at the terminal 
point Π7 = 0, and find that a linear combination of the two suffices for balancing the under and 
over-estimations present in each metric, respectively. Specifically, a simple arithmetic mean of the 
two estimates provides an approximation that retains the characteristics of the asymptotic form as 
well as fully captures the Taylor series expansion for small Π7 and effectively corrects the under-
estimation of the original approximation at large applied voltages while remaining valid at low 
applied voltages. 
 ?̂?𝑚 = 1  Π7Π15 − ln(√1  Π7Π15) (6.17) 
These new approximations retain all the characteristics of the Lambert 𝑊 function, but now are 
cast in terms of elementary functions, making them more manageable for future analysis.  
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Figure 44: Comparison of new OoM model for maximum concentration 
The new OoM model constructed with elementary functions effectively captures the linear 
dominated features found in the multiphysics model while also correcting most of the 
underestimation found in the original, Lambert W based approximation. 
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Figure 45: Comparison of new OoM model for bulk potential 
The new OoM model constructed with elementary functions effectively captures the result of the 
Lambert W based approximation without introducing significant loss of accuracy. 
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Figure 46: Signed error in OoM apprixmations using elementary functions 
The new OoM estimates for the maximum concentration and bulk potential using elementary 
functions show improvements over the Lambert W based approximations. For the maximum 
concentration, we see the new model over-corrected and leads to an overestimation (positive 
signed error) but with lesser magnitude. For the bulk potential, the general trend in error is the 
same with only a small increase in peak error while eliminating the nonelementary function. 
 
6.2. Evolution of the Boundary Layers 
In the original approximation we implicitly assumed that the boundary layer width over which the 
gradients occurred were equal at the anode and cathode, which sufficed for our needs to develop 
OoM approximations for the maximum concentration and bulk potential. Now we construct a more 
accurate representation of these thicknesses and quantify their relationship to the applied potential 
and other material properties. Here we define the boundary layer thickness in the vicinity of either 
electrode as the region in which the respective field deviates 1% from its value in the bulk 
membrane.  
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While this definition of the boundary layer should not be confused with the notion of the 
mathematical boundary layer used in the method of matched asymptotic expansions (MAE), we 
may use the definition of the MAE boundary layer to gain some insight into how the physical 
layers evolve. Under our current dimensionless framework, the boundary layers as defined in MAE 
are related to the dimensionless groups Π15 and Π19. 
 𝛿𝑀𝐴𝐸 =
√Π15
Π19
 (6.18) 
To understand how these layers form and evolve with increasing Driving Potential we leverage 
the multiphysics model to construct a variety of concentration and electric potential profiles for 
different values of Π7, which are provided in Figure 47. 
First note the fields have been normalized to a range of [0,1] within their respective boundary 
layers so the shape of each profile may be more easily compared qualitatively. The overlayed red 
arrows indicate the direction of evolution with increasing Π7. We find that at the cathode the 
profiles evolve significantly less than those at the anode, which are driven by the ionic depletion 
that occurs at the anode interface. The fields at the cathode and the electric potential at the anode 
feature exponential-like profiles whereas the cation concentration at the anode has characteristics 
of a sigmoid curve.  
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Figure 47: Boundary layer variations with increasing Driving Potential 
The boundary layer for the electric potential (top) and concentration (bottom) evolves with 
increasing Driving Potential, sharpening at the cathode (left), where mobile ion accumulation 
occurs, and widening at the anode (right), where mobile ion depletion occurs. 
 
To capture the evolution of these boundary layers we define three parameters, the boundary layer 
thicknesses Δ+ and Δ− at the anode and cathode, respectively, and the transition zone thickness 
𝛿+. The transition zone thickness is a quantity which captures the length over which the sigmoid-
like drop in concentration occurs, illustrated in Figure 48. 
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Figure 48: Illustration of characterisic field shapes in vacinity of anode 
The electric potential features an exponential-like increase at the anode, while the mobile ion 
depletes in this region and takes on a sigmoid-like shape. 
 
Using the previous definition for the boundary layer, we plot the thickness as a function of Π7 
calculated from the multiphysics equations. A preliminary analysis suggests the following models 
for the boundary layers provide reasonable approximations. 
 Δ+ =
𝛽1√Π7Π15  𝛽2
Π19
 (6.19)1 
 Δ− =
𝛽3
Π19
 (6.19)2 
 𝛿+ =
3
2
Δ− (6.19)3 
These equations capture both the behavior found using the multiphysics model for increasing Π7 
as well as the mathematical notion of the boundary layer from MAE. With these definitions for 
1
2
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the boundary layer thicknesses a nonlinear fitting in MATLab finds the regression parameters as 
𝛽 = [1.39 3.01 4.49], and yields the following results. 
 
 
Figure 49: Regression models for anode and cathode boudnary layer thickness 
The regression models effectively capture the boundary layer variations at the anode and cathode 
as functions of the Driving Potential, Mobile Charge Number, and Reciprocal Double Layer 
 
6.3. Stress Resultants and Order-of-Magnitude Deformation 
With a model for the boundary layer evolution, we need to establish estimations of the 
concentration and electric potential within these layers, which will be used to construct the stress 
resultants within the polymer. Noting that the depletion of the ions near the anode resembles a 
sigmoid curve across the transition zone 𝛿+ we leverage the symmetry of this profile and assume 
an average concentration of 1 2⁄  within this region. Throughout the remainder of the boundary 
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layer thickness the concentration is assumed to be fully depleted and hence we have an 
approximate concentration within the anode boundary layer of: 
 ⟨?̂?⟩+ =
1
2
𝛿+
Δ+
 (6.20) 
We form approximate electric potential gradients at both the anode and cathode using the average 
electric potential gradient over boundary layer thicknesses of Δ− and Δ+
∗ , respectively. 
 ⟨∇̂?̂?⟩
−
=
?̂?0
𝛼Δ−
, ⟨∇̂?̂?⟩
+
=
Π7 − ?̂?0
𝛼Δ+
∗  (6.21)1 
 Δ+
∗ = Δ+ −
1
2
𝛿+ (6.21)2 
The modified boundary layer thickness Δ+
∗  will be used to calculate the electric potential gradient 
in the vicinity of the anode and is an effective layer thickness for the potential field as the “knee” 
of the curve roughly corresponds with the center of the transition zone (see Figure 47 and Figure 
48). We have also introduced one free parameter 𝛼 which is used to correct the underestimation of 
the electric potential gradients in the model. Using the average gradients above, without the 
parameter 𝛼, there is an over-estimation further away from the polymer-electrode interface and an 
under-estimation nearer the interface. Because the moment arm for the stress increases as the 
interface is approached, the Maxwell stress contributions calculated using the above average 
potential gradients would be under-estimated and hence the parameter 𝛼 is intended to tune the 
model to make up for this error and aside from fitting the boundary-layer thickness using the 
multiphysics model this is the only free parameter used for tuning after the other parameters are 
determined by dimensionless groups. 
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We turn to a simplified mechanics model and consider an Euler-Bernoulli beam. The stress 
resultant moments defined according to classical structural-mechanics formulations, and the 
contributions to the Cauchy stress tensor via mechanical, ionic, and polarization effects are 
presented below, in dimensionless form. 
 ℳ̂𝑖 =
𝜎𝑐𝑤ℎ
2
ℳ𝑐
∫ ?̂?𝑖,𝑥𝑥?̂? 𝑑?̂?
1
2
−
1
2
 (6.22)1 
 ?̂?𝑚𝑒𝑐ℎ,𝑥𝑥 = −𝒞ℬ?̂??̂? (6.22)2 
 ?̂?𝑖𝑜𝑛,𝑥𝑥 = Π9(1 − ?̂?) (6.22)3 
 ?̂?𝑝𝑜𝑙,𝑥𝑥 = −
Π8
2
(
𝑑?̂?
𝑑?̂?
)
2
 (6.22)4 
Wherein 𝒞ℬ is akin to the flexural rigidity in classic beam theory. We call this quantity the 
dimensionless beam modulus, which can be expressed as the ratio of the P-wave modulus to the 
Young’s modulus. 
 𝒞ℬ =
𝒞𝑀
𝒞𝐸
=
1 − Π10
(1 − 2Π10)(1  Π10)
 (6.23) 
We define our characteristic resultant moment and obtain the mechanical, ionic, and polarization 
moments shown below. 
 ℳ𝑐 =
𝜎𝑐ℎ
2𝑤
12
 (6.24)1 
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 ℳ̂𝑚𝑒𝑐ℎ = −𝒞ℬ?̂? (6.24)2 
 ℳ̂𝑖𝑜𝑛 = 6Π9Δ+(1 − Δ+) (1 − ⟨?̂?⟩+ −
Δ−
Δ+
1 − Δ−
1 − Δ+
(1 − ⟨?̂?⟩−)) (6.24)3 
 ℳ̂𝑝𝑜𝑙 = 6Π8?̂?0
2
1 − 𝛼Δ−
𝛼Δ−
(1 −
Δ−
Δ+
1 − 𝛼Δ+
1 − 𝛼Δ−
(
Π7 − ?̂?0
?̂?0
)
2
) (6.24)4 
A moment balance then requires the summation of these moments equates to zero: 
 ℳ̂𝑚𝑒𝑐ℎ  ℳ̂𝑖𝑜𝑛  ℳ̂𝑝𝑜𝑙 = 0 (6.25) 
And we solve for the dimensionless beam curvature as a function of the external moments from 
ionic and polarization stresses. 
 ?̂? =
ℳ̂𝑖𝑜𝑛  ℳ̂𝑝𝑜𝑙
𝒞ℬ
 (6.26) 
The dimensionless transverse deformation could be found from the curvature using the linear beam 
relation. We parametrize the beam by a local axial coordinate 𝑠, and consider a fixed clamp 
boundary condition at 𝑠 = 0. Solving for the deformation of the beam we obtain the following 
equations for the deformed coordinates, maximum displacement (located at 𝑠 = 1), and steady-
state tip angle. 
 ?̂?(𝑠) = Π6𝑠, ?̂?(𝑠) =
(Π6𝑠)
2
2
?̂?, 𝑠 ∈ [0,1] (6.27)1 
 ?̂?𝑥,𝑚 = 0, ?̂?𝑦,𝑚 =
Π6?̂?
2
, 𝜃𝑚 = Π6?̂? (6.27)2 
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The transverse deformation is calculated under the Euler-Bernoulli beam with an assumption of 
infinitesimal strain and hence retains no rotational information. If instead we assume that the 
moment balance calculated above accurately predicts the dimensionless curvature of the IPMC 
throughout the range of applied voltages, we can approximate its deformed geometry as a constant 
curvature arc, parametrized by a local arc-length coordinate 𝑠, and obtain the deformed 
coordinates, maximum displacement, and tip bending angle. 
 ?̂?(𝑠) =
sin(Π6?̂?𝑠)
?̂?
, ?̂?(𝑠) =
1 − cos(Π6?̂?𝑠)
?̂?
, 𝑠 ∈ [0,1] (6.28)1 
 ?̂?𝑥,𝑚 =
sin(Π6?̂?)
Π6?̂?
− 1, ?̂?𝑦,𝑚 =
1 − cos(Π6?̂?)
Π6?̂?
, 𝜃𝑚 = Π6?̂? (6.28)2 
The appearance of the Aspect Ratio in the denominator of the displacement is a scaling relation to 
move from the coordinates, which is scaled by the ionomer thickness, to the displacement, scaled 
by the IPMC length. Note that the constant curvature equations linearized to those of infinitesimal 
strain for small angles 𝜃 = Π6?̂?. This constant curvature approximation neglects any coupling due 
to finite-strains that may affect the electrochemical fields. Due to the strong through-the-thickness 
gradients present in IPMC electrochemistry and our previous analysis on the nonlinear kinematics 
the deformed state should be approximated well and even predict the large bending deformation 
at high applied voltages for which an infinitesimal strain theory would fail.  
A preliminary study finds that 𝛼 = 0.28 yields satisfactory results for approximating the order of 
magnitude for the tip displacement with a range of applied voltages of 0 < Π7 < 30, illustrated 
below in Figure 50 and Figure 51. The bending angle strongly deviates after ~15°, and the OoM 
model exhibits a large degree of rotational deformation compared to the moderately nonlinear 
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kinematics. This is expected due to the limited amount of bending the moderately nonlinear 
kinematic model can capture accurately. 
 
 
Figure 50: Comparison of multiphysics and OoM model for steady-state tip displacement 
The linear beam and circular arc models for the order-of-magnitude IPMC actuator displacement 
show great agreement with the multiphysics model for Driving Potentials below ~12. Above this, 
the linear beam model significantly deviates from the others. Near a Driving Potential of ~22 the 
circular arc model deviates from the multiphysics model due to the circular arc capturing the 
extreme nonlinear deformation of IPMCs as they curl backwards on themselves. 
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Figure 51: Comparison of multiphysics and OoM model for steady-state bending angle 
The linear beam and circular arc models are both calculated from the same curvature, and hence 
tip angle, which shows good agreement with the multiphysics model for Driving Potentials below 
~12. Above this, the models being to deviate from one another as the OoM model continues to 
predict an increasing angle while the multiphysics model, with limited rotational kinematics, 
begins to plateau and the predicted geometry elongates instead of bends. 
 
We also want to emphasize the reversal of the displacement curve, as predicted by the OoM model, 
which occurs as the tip angle passes a critical value after which the transverse displacement reaches 
a maximum and the IPMC strip curls backwards towards the clamped portion. Below we illustrate 
the deformed geometry calculated using the multiphysics model with moderately nonlinear 
kinematics alongside that calculated with the OoM under an assumption the Euler-Bernoulli beam 
and the constant-curvature arc. 
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Figure 52: Multiplot of deformed geometry for multiphysics and OoM models 
The above subplots demonstrate the capability of the OoM model to accurately calculate the order 
of magnitude in steady-state deformation of a simplified IPMC actuator. The linearized Euler-
Bernoulli beam fails to accurately capture the deformed shape behind even small values of the 
Driving Potential (<20) but the circular arc geometry captures the curled shape seen in some IPMC 
literature. 
 
We can more clearly see the breakdown in even the moderately nonlinear kinematics between the 
voltages of Π7 = 20 and Π7 = 30. The error incurred during any linearized kinematic model 
manifests as this characteristic elongation of the IPMC strip and a failure to reflect rigid body 
rotation. The OoM model is forced to maintain a fixed length and exhibits the extreme bending 
angles found at high voltages. 
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This curled geometry has been captured by similar multiphysics models utilizing finite-strain 
frameworks, with the same elastic material and ideal dielectric models as presented here [139]. 
These models also exhibit the exaggerated back-relaxation phenomena that is being captured here. 
We can compare our OoM model with that literature for these extreme curled shaped. In the work 
just cited, their actuator in its most curled state exhibits a transverse and absolute dimensionless 
displacement of −0.68 and 1.18, respectively. The current multiphysics model differs from that 
just cited in that here an osmotic pressure is the source of ionic driven actuation, whereas the cited 
work uses an eigenstress associated with the accumulation / depletion of ions. Keeping in mind 
this difference, the OoM model was reformulated with material properties in [139]  and the osmotic 
stress of our multiphysics model was used. Requiring only a change in the parameter 𝛼 = 1.3 to 
bring the model into agreement, the OoM prediction, with a similar curled actuator geometry, gives 
values of −0.648 and 1.18 for the transverse and absolute displacements. We find that the fitting 
parameter 𝛼 had to increase to compensate for the material property changes which altered the 
structure of the boundary layer. In the future, a more sophisticated model for the boundary layer 
with a material property driven parameter would be beneficial for formulating an OoM model that 
requires no fitting. Regardless, the resulting deformed shapes between the two models are akin to 
one another and hence provides support for the OoM model and its representation of these extreme 
actuator deformations using a constant curvature assumption. 
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Figure 53: Curled actuator shape for literature comparison 
The demonstrated curled actuator shape above utilized the same material properties as in [139], 
with an adjustment of the fitting parameter 𝛼 the geometry and degree of actuation is recovered 
with good accuracy. 
 
As a final note we amend the formulation of the bulk potential and maximum concentration to 
address an assumption that was implicit in the previous analysis. As evident from Figure 40 we 
have assumed both the Mobile Charge Number and Driving Potential to be positive. If either of 
these two alternates sign, we have similar changes to the schematic and our approximation metrics.  
For a polarity change in either the Mobile Charge Number or Driving Potential, the ionic species 
accumulate will take place along the same electrode as the applied potential. This will have no 
effect on the magnitude of the maximum concentration, only its location, but the bulk potential 
will be effectively mirrored across the value of Π7 2⁄ . Taking this into account, our updated metric 
for maximum concentration can be formulated below. 
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 ?̂?𝑚 = 𝑊0(exp(1  |Π7Π15|)) (6.29)1 
 ?̂?𝑚 = 1  |Π7Π15| − ln (√1  |Π7Π15|) (6.29)2 
For the bulk potential, we update the defining equation to accommodate the sign changes and form 
a temporary bulk potential, ?̂?0
∗ , then provide an equation which accounts for the reflection about 
Π7 2⁄  and gives the final bulk potential metric. 
 ?̂?0
∗ = (1 −
𝑊0(exp(1  |Π7Π15|)) − 1
|Π7Π15|
)Π7 (6.30)1 
 ?̂?0
∗ = (
ln(1  |Π7Π15|)
|Π7Π15|
−
4
2  7|Π7Π15|  
7
8Π7
2Π15
2
)Π7 (6.30)2 
 ?̂?0 = ?̂?0
∗  
Π7 − 2?̂?0
∗
2
(1 − 𝑠𝑔𝑛(Π7Π15)) (6.30)3 
Lastly, to calculate the deformed geometry we may simply presume positive polarity to calculate 
the moments ℳ̂𝑖𝑜𝑛
∗  and ℳ̂𝑝𝑜𝑙
∗ , then adjust the curvature to accommodate for the actual polarity. 
 ?̂? = 𝑠𝑔𝑛(Π7Π15)
ℳ̂𝑖𝑜𝑛
∗  ℳ̂𝑝𝑜𝑙
∗
𝒞ℬ
 (6.31) 
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6.4. Summary 
Here we have demonstrated the use of order-of-magnitude arguments in approximating key values 
for the chemical concentration and electric potential fields. Using this information, we were able 
to construct rough approximations of the fields themselves in order to derive closed-form 
mathematical expressions for the resultant moments for mechanical, osmotic, and Maxwell 
stresses within the polymer. Using Euler-Bernoulli beam theory and a constant curvature arc we 
obtain linear and nonlinear kinematic models, respectively, for the steady-state deformation of the 
cantilever IPMC. The resulting deformation is quantified in terms of the deformed geometry, 
transverse displacement, and bending angle. Using a constant curvature arc as a kinematic model 
provides a full nonlinear description of the deformation and is capable of representing the curled 
actuator shapes seen in IPMCs under large applied electric potentials.  
This model relied on the existence of sharp gradients at both polymer-electrode interfaces to 
construct the approximate maximum ion concentration and bulk electric potential. In 
mechanoelectrical transduction these gradients are not as pronounced. In fact, the ionic species 
exhibits only small changes from its bulk value. As such, the current approach is incapable of 
formulating a similar OoM model for the IPMC sensor, and such a model is an area of future 
research.  
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Chapter 7. Conclusion 
Thus far, IPMC modeling literature has presented only a handful of multiphysics models that 
account for the coupled solvent / ion transport. Some models have been proposed, and in fact 
rederived under this new framework, for the coupled transport without the robustness of a 
hyperelastic and thermodynamic free energy based formulation [22,23]. Frameworks for modeling 
the electrochemical behavior of IPMCs using porous media methods have also been formulated 
[79], but models for porous IPMCs undergoing deformation are limited [80]. As recent as this year, 
new efforts have given rise to the closest model to ours which leverages the saturation condition 
in the volumetric strain of the membrane and a compressible material model [81]. 
The model developed here differs in the enforcement of the saturation condition as volume 
contributions to the bulk pore fluid. This approach allows for different mixture theory models to 
be easily implemented, as relaxing the ideal mixture assumption would amount to including 
equations of state for the volumetric contributions from solvent and ionic species to the pore fluid. 
In this work the newly developed model encompasses nearly all multiphysics formulations 
currently found in literature, allowing for new hyperelastic material models to be applied and rich 
solvent / ion interactions to be modeled under a single framework. 
Using an additively decompose Helmholtz free energy, the constitutive equations derived under 
the new framework gave rise to a complete multiphysics model for the IPMC actuator and sensor 
under with aspects from porous media and coupled solvent / ion transport. Using a mixed Eulerian 
/ Lagrangian formulation, the effects of kinematic linearization of IPMC actuator modeling are 
characterized. For the first time, a moderately nonlinear kinematic model is proposed that allowed 
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for the rotational deformation of the IPMC tip to be captured without significantly impacting the 
accuracy of the overall deformation. 
Furthermore, the most comprehensive investigation of the IPMC transduction phenomena through 
a multiphysics model with dimensional analysis has been conducted. The formation of key 
dimensionless groups from the Buckingham Π theorem allowed for some preliminary insights into 
actuator and sensor multiphysics formulations and demonstrated, for the first time, the 
counterintuitive effects of the Osmotic Number and Maxwell Number on the electromechanical 
transduction due to their relation to the Reciprocal Double Layer. Leveraging the 
nondimensionalized actuator and sensor models the dominating physical phenomena for both 
electromechanical and mechanoelectrical transduction where characterized. 
These results gave rise the nonlinear regression models to describe the transduction performance 
in compact, closed-form mathematical functions. Using these regression models for individual 
independent parameters (the Π-groups) an approach for regressing the high-dimensional, 
multivariant transduction response with a multiplicative decomposition is proposed. The 
multiplicative models demonstrated impressive accuracy against the multiphysics model, and 
linearization of these models facilitated by automatic differentiation allowed for the sensitivity to 
key Π-groups to be computed. 
To determine the validity and applicability of the nonlinear regression models obtained from the 
computation multiphysics model experiments characterizing the dynamic actuator and voltage 
sensor response were performed. Regression models developed on the computational results were 
used to model the experimental data. These results indicated that the regression functions 
developed in the computational domain can serve as models for interpreting real-world 
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experimental results. By comparing the results of the experimental and computational regression 
models, approximations of material properties for the IPMC samples were made which align with 
literature with remarkable accuracy. 
As a final contribution, an order-of-magnitude argument was leveraged to construct highly 
accurate approximations for the maximum ionic concentration and electric potential in the bulk of 
the ionomer using elementary functions of the Π-groups. With these field values, the approximate 
ionic and electric potential distribution were leveraged to construct the internal bending moments 
associated with mechanical, osmotic, and Maxwell stress contributions. The moment balance 
results in an approximate IPMC curvature, which then leads to linearized beam and nonlinear 
circular arc deformation models that show high accuracy in the tip deformation and bending angle 
when compared with the finite element multiphysics model.  
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Chapter 8. Perspectives on Future Work 
This work has added a number of contributions to the current discussion on IPMC multiphysics 
modeling, and also introduced some interesting avenues for future research endeavors. In regard 
to the model formulation, two aspects of modification are of interest. Firstly, the current model 
uses an assumption of an ideal miscible mixture for the solvent and ionic species. Relaxing the 
ideal mixture assumption leads to a richer understanding of the solvent / ion interaction and may 
lead to additional parameters that are influential in the mechanoelectrical transduction modeling 
of IPMCs. Secondly, the established model using the Solvent Drag Coefficient to characterize this 
coupled solvent / ion transport. Alternative formulations for the matrix of mobility tensors result 
in different coupled transport relations [81], and these need to be explored further to better 
characterize the IPMC transduction phenomena. 
In our investigation of the newly proposed moderately nonlinear kinematic model, we found that 
including the information from the infinitesimal rotation tensor allowed for the model to predict 
the tip bending out of line of its initial position, something that the fully linearized infinitesimal 
strain formulation cannot achieve. The moderately nonlinear model showed some areas of 
increased accuracy, while others of decreased accuracy. This indicates that while the proposed 
kinematic model shows promise for increasing the accuracy in the reported IPMC deformation, 
more works is needed to find a better middle ground between the finite-strain and infinitesimal 
formulations. One option may be to include the additional rotation terms in the Green-Lagrange 
strain tensor expansion that arise for pure rigid body rotation. This term was found to be quadratic 
in the infinitesimal strain tensor, and the addition of this component would allow for pure rotational 
deformation to be computed exactly and hence by including this term, we may arrive at a more 
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robust partially linearized model. Alternatively, using the fully Green-Lagrange strain tensor in a 
model written in the spatial frame without the advective effects of the skeleton may provide the 
best middle ground option for a fully nonlinear strain tensor but linearized kinematics in regard to 
the other multiphysics equations. 
The appearance of a sharp transition in the IPMC response in relation to the Diffusion Number 
discussed in Section 4.4. In the previous discussion we found the relationship of the Diffusion 
Number to the Concentration Number and Solvent Drag Coefficient that triggers this transition 
outlined in Equation (4.67). We can account for this transition within a multivariant regression 
model by replacing the regression coefficient 𝛽2 in the Diffusion Number models with the 
expression for the critical value of Π2. This allows for the critical transition value to be calculated 
form the Concentration Number and Solvent Drag Coefficient in a multivariate model. 
This highlights another, more important, aspect of the current model. While the Π-groups are 
guaranteed to be physically independent from one another by the Buckingham Π theorem, the 
transduction response with respect to each Π-group is not necessary completely separable among 
these groups. There is a degree of coupling of the Π-groups in the transduction response, and the 
current multiplicative decomposition model is not guaranteed to capture these effects completely. 
A broader, multivariant parametric sweep and subsequent regression analysis is necessary to fully 
characterize these couplings within the transduction response, and an augmented regression 
approach must be built off the newly established multiplicative decomposition developed here. 
The parametric studies provide a wealth of information for fabrication IPMCs optimized for 
various applications. Recent studies have demonstrated the ability high amplitude voltage pulses 
akin to the action potential in neurons to achieve rapid deformation for high-performance IPMC 
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actuators [158]. As the basis for this approach is driving the IPMC with large voltages for short 
time periods, to avoid electrolysis damage, an IPMC with a faster response time will lead to higher 
performance. 
Our modeling results demonstrate that very large (~100) or very small (~0.1) values of the 
Diffusion Number, as well as small Resistive Dynamics lead to an increase in response time. With 
extreme (large or small) values Diffusion Number we see a decrease in actuation, which may be 
counteracted by increasing the Concentration Number, Ionic Fraction, or Solvent Size. Translating 
these results into physical material properties, we can obtain a high-performance IPMC actuator 
by having IPMCs with an order or magnitude or more difference in the ionic and solvent self-
diffusivities and using mobile ions and solvents with large molar volumes. 
Similarly, for IPMC sensors we find that increasing the Hydraulic Number and Reciprocal Double 
Layer lead to large gains in the mechanoelectrical transduction response. The Hydraulic Number 
implies that to fabricate high-performance IPMC sensors we need ionomeric membranes with a 
high hydraulic permeability, large Youngs modulus, or small ionic self-diffusivity. Likewise, thick 
ionomers with a high equivalent weight (and hence initial ionic concentration) and small dielectric 
constant lead to thin double layers and increased sensing transduction. 
We see a few areas of application of IPMC materials that are of particular interest for future 
research efforts. IPMC sensors exhibit a large degree of variation in their voltage response when 
unloaded. This is believed to be due to environmental effects such as humidity and solvent 
evaporation at the IPMC surface inducing advective transport of the mobile ionic species. This 
hinders the application of IPMC sensors in low frequency applications. On the other hand, IPMC 
sensors are found to be fairly reliable high frequency detectors and may find use in vibration 
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detection for soft accelerometer or dynamic control of soft robots. Additionally, the IPMC voltage 
response is very sensitive. By embedding these devices into the surface of soft robots or wearable 
technology may allow reliable tactile perception and haptic feedback, which is necessary for 
human machine interfacing or in future virtual / augmented reality technology. 
The work presented here focused on the deformation aspect of electromechanical transduction in 
IPMCs. It is well established that IPMC materials produce a blocking force when constrained, and 
this constitutes an electromechanical transduction response. Thus far, few multiphysics models 
have been formulated for analyzing this blocking force and the model presented here may be 
extended for such a study. In this regard, we expect such a model formulation to be constructed by 
first constraining the actuator tip with a rigid connector condition. This will enable the calculation 
of the reaction force at the connector, effectively simulating a force transducer. Under an applied 
voltage the internal stress as calculated under our model will induce the reaction force in the 
connector, and the blocking force measured. Some care must be taken regarding tensile reaction 
forces if comparing with compression force transducer experiments, as many experiments in 
literature are performed, but this simple adjustment should enable future research to predict and 
characterize the blocking force of IPMC materials using the same dimensional analysis and 
nonlinear regression techniques presented in this work. 
The order-of-magnitude model also requires some further adjustments to develop a robust and 
powerful approximation tool for IPMC actuators. Currently the lone parameter 𝛼 must be tuned to 
fit data in order to match the established multiphysics models. Future efforts should establish a 
link between this parameter and the other Π-groups in the simplified governing equations. In 
particular, we know that the Osmotic and Maxwell Numbers both have marked effects on the 
boundary layer formation. One of these parameters may be linked to the Reciprocal Double Layer 
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that is already in the OoM model of the boundary layer thickness, but the remaining Π-group must 
be accounted for and the fitting parameter linked to these groups for a more complete model. 
Furthermore, the model is currently only capable of predicting the terminal, steady-state response 
of the IPMC actuator. Adding an additional parameter to account for the reduced back-relaxation 
during dynamic actuation, and projection of the static deformed shape onto a set number of modal 
shapes for the beam may lead to a model that can effectively capture the dynamic actuation 
performance of IPMC actuators which will find additional use in control models for robotic 
systems utilizing IPMCs.  
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Appendix A. Nomenclature 
Fields, Parameters, and Operators 
𝛼  [−] Dimensionality exponent / interface tuning parameter 
?̲? [𝑚 𝑠2⁄ ] Acceleration / mass weighted acceleration (no subscript) 
𝛽 [−] Dimensionality exponent / regression coefficient 
?̲? [𝑁] Body force 
𝑐, 𝐶 [𝑚𝑜𝑙 𝑚3⁄ ] Spatial / Material molar concentration 
𝒞𝑖 [□] Material modulus (denoted by index set in subscripts) 
𝑐𝑢𝑟𝑙, 𝐶𝑢𝑟𝑙, ∇ × [1 𝑚⁄ ] Spatial / Material / Infinitesimal curl operator 
𝑑𝑖𝑣, 𝐷𝑖𝑣, ∇ ∙ [1 𝑚⁄ ] Spatial / Material / Infinitesimal divergence operator 
𝑑𝑖𝑣𝑆, 𝐷𝑖𝑣𝑆 , ∇𝑆 ∙ [1 𝑚⁄ ] Spatial / Material / Infinitesimal surface divergence operator  
𝒟𝑖𝑗 [𝑚
2 𝑠⁄ ] Diffusivity of 𝑖 w.r.t. 𝑗 
ⅆΩ [𝑚3] Differential element of domain 
ⅆ𝑆 [𝑚2] Differential element of boundary 
ⅆℓ [𝑚] Differential element of curve / path 
Δ [−] Boundary interface thickness, dimensionless actuation  
?̲?, ?̲?  [𝐶 𝑚2⁄ ] Spatial / Material electric displacement 
?̲? [𝑚 𝑠⁄ ] Diffusional velocity 
?̲? [1 𝑠⁄ ] Symmetric spatial velocity gradient 
𝜖 [𝐹 𝑚⁄ ] Dielectric constant 
𝑉 [−] Volumetric strain 
?̲?, ?̲? [𝑉 𝑚⁄ ] Spatial / Material electric field 
?̲?, ?̲?′ [−] Green-Lagrange strain tensor / Moderately nonlinear form 
̲̲ [−] Infinitesimal strain tensor 
?̲̲̲? [−] Permutation tensor 
ℱ [𝐶 𝑚𝑜𝑙⁄ ] Faraday’s constant 
?̲? [□] Thermodynamic driving force (of fluxes) 
?̲? [−] Deformation gradient 
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𝑔𝑟𝑎𝑑, 𝐺𝑟𝑎𝑑, ∇ [1 𝑚⁄ ] Spatial / Material / Infinitesimal gradient operator 
𝑔𝑟𝑎𝑑𝑆, 𝐺𝑟𝑎𝑑𝑆, ∇𝑆 [1 𝑚⁄ ] Spatial / Material / Infinitesimal surface gradient operator 
ℊ̃𝑓 [𝐽 𝑘𝑔⁄ ] Fluid Gibbs free energy per fluid mass 
𝐻 [1 𝑚⁄ ] Mean surface curvature 
?̲? [−] Displacement gradient tensor 
ℋ𝓈 [𝑊 𝐾⁄ ] Entropy flow 
ℎ̲, ?̲? [□ ∙ 𝑚 𝑠⁄ ] Spatial / Material flux 
𝒽 [𝐽 𝑚3⁄ ] Enthalpy 
𝐼𝑠𝑐, 𝐼± [𝐴] Short-circuit current, Upper ( ) / lower (−) clamp current 
𝑖,̲ ?̲? [𝐴 𝑚2⁄ ] Spatial / Material ionomer current density 
𝑖̲𝑆, ?̲?𝑆 [𝐴 𝑚⁄ ] Spatial / Material surface electrode current density 
?̲̲? [−] Identity tensor 
𝐽, 𝐽𝑠 [−] Deformation gradient Jacobian / Skeletal volume weighted  
𝑗̲, ?̲? [𝐴 𝑚
2⁄ ] Spatial / Material current density 
𝑘𝑓 [𝑚
2 𝑠 ∙ 𝑃𝑎⁄ ] Hydraulic permeability  
𝜅 [1 𝑚⁄ ] IPMC bending curvature  
?̲̲? [𝑊 𝑚 ∙ 𝐾⁄ ] Thermal conductivity tensor 
?̅? [𝐽] Total kinetic energy 
𝜆, Λ [−] Spatial / Material volume fraction 
𝜆𝑑 [𝑚] Debye screening length 
?̲?𝑚𝑛, ?̲?𝑚𝑛 [−] Spatial / Material Onsager tensor coefficients 
𝓂 [𝑘𝑔 𝑚𝑜𝑙⁄ ] Molar mass 
ℳ [𝑁 ∙ 𝑚]  Resultant moment 
𝜇 [𝐽 𝑚𝑜𝑙⁄ ] Chemical potential 
𝑛𝑑𝑤 [−] Water transference coefficient 
𝑛𝑑+ [−] Ion transference coefficient 
𝜈 [𝑚3 𝑚𝑜𝑙⁄ ] Molar volume of fluid constituent 
?̲?, ?̲? [−] Spatial / Material surface normal vector 
Ω0,𝑡 , 𝜕Ω0,𝑡  [−] Domain / Domain boundary (Material, Spatial) 
𝑝 [𝑃𝑎] Hydrostatic pore pressure 
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𝓅 [𝑃𝑎] Conjugate pressure 
𝒫 [𝑃𝑎] Lagrange multiplier (Lagrange pressure) 
Π [−] Dimensionless group 
?̲? [𝑃𝑎] First Piola-Kirchhoff stress tensor 
?̲?, ℙ̲ [−] Spatial / Material surface projection tensor 
𝜓,Ψ  [𝐽 𝑚3⁄ ] Spatial / Material Helmholtz free energy 
𝜙 [𝑉] Electric potential 
𝜙𝑜𝑐, 𝜙± [𝑉] Open-circuit voltage, Upper ( ) / lower (−) clamp potential 
𝑄 [𝐽 𝑠⁄ ] Total heat supply 
?̲? [−] Special orthogonal transformation tensor (rigid body rotation) 
𝑞 [𝐽 𝑚3 ∙ 𝑠⁄ ] Volumetric heat source 
𝑞𝑖,𝑑 [−] Independent / dependent physical quantity 
𝓆, 𝓆0 [𝐶] Total electrical charge / electron charge 
𝑅 [𝐽 𝑚𝑜𝑙 ∙ 𝐾⁄ ] Universal gas constant 
?̲? [−] Orthogonal rotation of deformation gradient 
𝜌∗ [𝑘𝑔 𝑚3⁄ ] Intrinsic mass density 
𝜌 [𝑘𝑔 𝑚3⁄ ] Apparent (w/ subscript) / (w/o subscript) total mass density 
𝑟 [□ 𝑚3⁄ ] Volume supply (heat, entropy) 
?̲? [𝑚] Spatial position vector 
?̲̲?𝑒 , ?̲?𝑒 [Ω ∙ m] Spatial / Material electrode resistivity 
𝓈, 𝒮 [𝐽 𝑚3 ∙ 𝐾⁄ ] Spatial / Material entropy density 
𝓈 ̅ [𝐽 𝐾⁄ ] Total entropy 
?̲̲? [𝑃𝑎] Second Piola-Kirchhoff stress tensor 
?̲?𝑒 , Σ̲̲𝑒 [𝑆 𝑚⁄ ] Spatial / Material electrode conductivity  
?̲?, ?̲?𝑓 [𝑃𝑎] Cauchy stress tensor / Fluid stress tensor 
𝑡 [𝑠] Time 
𝜏 [𝑠] Timescale (in dimensional analysis) 
𝑇 [Θ] Thermodynamic temperature 
𝜃 [𝑟𝑎𝑑, °] Rotation angle of IPMC tip 
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?̲?, ?̲? [𝑃𝑎] Spatial / Material surface traction vector 
?̲? [𝑚] Displacement field 
𝓊, ?̅? [𝐽 𝑚3⁄ ] Spatial internal energy density / total internal energy 
?̲? [−] Right stretch tensor (polar decomposition) 
?̲? [𝑚 𝑠⁄ ] Velocity / barycentric velocity (no subscript) 
𝓌,𝒲 [𝐶 𝑚2⁄ ] Spatial / Material surface charge 
𝑊 [𝐽] Work 
?̲? [𝑚 𝑠⁄ ] Filtration velocity 
?̲? [−] Infinitesimal rotation vector 
?̲? [−] Infinitesimal rotation tensor 
?̲?, ?̲? [𝑚] Spatial / Material coordinate 
?̲? [𝑚] Deformation map 
𝑧 [−] Charge number 
 
*the notation “[□]” indicates units depend on particular quantity in question 
 
Subscripts 
𝛼 Constituent phase of combined medium 
𝛽 Constituent phase of bulk fluid 
𝑐 Characteristic field value (in dimensional analysis) 
𝑒 Electrode domains 
𝑒𝑥𝑡 External (work / work rates) 
𝑒𝑙𝑒𝑐 Electrical (work / work rate) 
𝑓 Bulk fluid phase 
𝑝 Prescribed value (boundary conditions) 
𝑠 Solid phase 
𝓈 Entropy (source, flux) 
𝑤 Solvent water species 
𝑞 Heat (source, flux) 
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  Cation species / Upper electrode interface 
− Anion species / Lower electrode interface 
0 Initial / reference quantity 
𝛼 ∗ Per mass of phase 𝛼 
{𝐸, 𝜈, 𝜆, 𝜇, 𝐾,𝑀, ℬ} Material moduli (Young, Poisson, Lamé 1, Lamé 2, Bulk, P-wave, Beam) 
 
Superscripts 
𝑐 Concentration contribution (Darcy velocity) 
𝑒 Electrical contribution (Darcy velocity) 
𝑓 Fluid based / referenced quantity 
𝑚 Mechanical contribution (Darcy velocity) 
𝑠𝑎𝑡 Saturation contribution (Darcy velocity) 
𝑆 Superficial quantity 
𝑇 Transpose (of a tensor / vector quantity) 
∗ Intrinsic property 
 
Accents / Bracket Operators 
    ̅ Volume integrated quantity 
    ̂ Dimensionless field variable 
[□] Matrix quantity / Unit dimensions of argument 
{□} Set of quantities 
⟨□⟩ Average of argument 
‖□‖ Surface jump in argument 
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Appendix B. Mathematical Preliminaries and Notation 
Tensor Rank 
The derivation methodology of our model follows closely with classical derivations in the field of 
continuum thermodynamics under finite deformation. As such, we have a distinction between 
material (Lagrangian) and spatial (Eulerian) frames, denoted here by using upper- and lower-case 
field variables, respectively, when possible. Some fields have unique representations in the 
material and spatial description and those will be made clear in the text on a case-by-case basis. 
The tensor rank (scalar / rank-0, vector / rank-1, tensor / rank-2) of a field will be distinguished by 
use of under bars numbering the rank.  
 
Vector and Tensor Products 
Tensors of rank-2 behave as linear operators, and act on rank-1 and rank-2 tensors through a 
contraction of the respective inner most indices. 
 ?̲??̲? = 𝐴𝑖𝑗𝜑𝑗 , ?̲??̲? = 𝐴𝑖𝑘𝐵𝑘𝑗 (B.1)  
The inner product of two vectors is denoted with a single solid dot, whereas for tensors of rank-2 
a double dot notation is used. Both are shown below in index notation for clarity. 
 ?̲? ∙ ?̲? = 𝜑𝑖𝜑𝑖, ?̲?: ?̲? = 𝑡𝑟(?̲??̲?
𝑇) = 𝐴𝑖𝑘𝐵𝑖𝑘 (B.2) 
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Material and Spatial Differentiation 
The vector differential operators in the material and spatial frames will also be distinguished via 
the letter case of the operator; unless the two frames coincide (i.e., under the assumption of small 
displacements and rotations), in which case the nabla operator will be used. For example, given a 
vector field ?̲? we write the material operators of gradient, divergence, and curl are denoted as 
 𝐺𝑟𝑎𝑑(?̲?), 𝐷𝑖𝑣(?̲?), 𝐶𝑢𝑟𝑙(?̲?) (B.3) 
With corresponding spatial operators 
 𝑔𝑟𝑎𝑑(?̲?), 𝑑𝑖𝑣(?̲?), 𝑐𝑢𝑟𝑙(?̲?) (B.4) 
For small displacement we write 𝑋 = 𝑥 and the differential operators are rendered with a nablB. 
 ∇?̲?, ∇ ∙ ?̲?, ∇ × ?̲? (B.5) 
It should also be noted that the under bar is not explicitly written for the whole expression when 
using the differential operators, and the tensor order is inferred by the argument of the operator. 
Similarly, no under bar is written when using indicial notation, where the tensor order is easily 
determined from the free indices. The details of these differential operators for rank-0, rank-1, and 
rank-2 tensors are provided in indicial notation in an upcoming section. 
 
Mapping Between Material and Spatial Descriptions 
The relationship between material and spatial description of the body is defined by the mapping 
between a material point ?̲?𝛼 in the reference configuration with domain Ω0 and boundary 𝜕Ω0 and 
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its corresponding point at time 𝑡 in the spatial frame ?̲?(?̲?𝛼, 𝑡) with domain Ω𝑡 and boundary 𝜕Ω𝑡. 
This mapping is characterized by the deformation, ?̲?𝛼(?̲?𝛼, 𝑡), from material to spatial 
configurations, under a displacement field ?̲?𝛼(?̲?𝛼, 𝑡) 
 ?̲? = ?̲?𝛼(?̲?𝛼, 𝑡), ?̲? = ?̲?α  ?̲?𝛼 (B.6) 
The deformation and displacement of each phase are assumed to give a one-to-one mapping 
between material and spatial configurations, and the two may be related to one another through 
the deformation gradient 
 ?̲?α = 𝐺𝑟𝑎𝑑𝛼(?̲?) = ?̲̲?  𝐺𝑟𝑎𝑑𝛼(?̲?𝛼) (B.7) 
Wherein ?̲̲? is the identity tensor. The determinant of the deformation gradient Jacobian 
characterizes the volume change during deformation and is required to be strictly positive to ensure 
a one-to-one mapping i.e.,  𝐽𝛼 = ⅆet(?̲?𝛼) > 0. 
 
Space Differentiation of Scalar, Vector, and Tensor Valued Functions 
A scalar field 𝜑 only has one differential operator in the space coordinates, the gradient, and the 
result is a vector valued quantity with the following index representation. 
 𝐺𝑟𝑎𝑑(𝜑) =
𝜕𝜑
𝜕𝑋𝑖
, 𝑔𝑟𝑎𝑑(𝜑) =
𝜕𝜑
𝜕𝑥𝑖
, ∇𝜑 =
𝜕𝜑
𝜕𝑥𝑖
 (B.8) 
For a vector field ?̲?, the operators of grad, div, and curl are written in indicial notation as 
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 𝐺𝑟𝑎𝑑(?̲?) =
𝜕𝜑𝑖
𝜕𝑋𝑗
, 𝑔𝑟𝑎𝑑(?̲?) =
𝜕𝜑𝑖
𝜕𝑥𝑗
, ∇?̲? =
𝜕𝜑𝑖
𝜕𝑥𝑗
 (B.9) 
 𝐷𝑖𝑣(?̲?) =
𝜕𝜑𝑖
𝜕𝑋𝑖
, 𝑑𝑖𝑣(?̲?) =
𝜕𝜑𝑖
𝜕𝑥𝑖
, ∇ ∙ ?̲? =
𝜕𝜑𝑖
𝜕𝑥𝑖
 (B.10) 
 𝐶𝑢𝑟𝑙(?̲?) = 𝜖𝑖𝑗𝑘
𝜕𝜑𝑘
𝜕𝑋𝑗
, 𝑐𝑢𝑟𝑙(?̲?) = 𝜖𝑖𝑗𝑘
𝜕𝜑𝑘
𝜕𝑥𝑗
, ∇ × ?̲? = 𝜖𝑖𝑗𝑘
𝜕𝜑𝑘
𝜕𝑥𝑗
 (B.11) 
Note, alternative representations for the gradient and curl could be written as 
 𝐺𝑟𝑎𝑑(?̲?) =
𝜕𝜑𝑗
𝜕𝑋𝑖
, 𝐶𝑢𝑟𝑙(?̲?) = 𝜖𝑖𝑗𝑘
𝜕𝜑𝑗
𝜕𝑋𝑘
 (B.12) 
These differences relate to the notion of left and right differential operators when using the dyadic 
notation [159], and also arise for tensor valued fields as discussed below. 
For a tensor field ?̲?, the gradient is defined as the Gateaux derivative in an arbitrary direction ?̲?  
 𝑔𝑟𝑎𝑑 (?̲?) ?̲? = lim
ℎ→0
?̲?(?̲?  ℎ?̲?) − ?̲?(?̲?)
ℎ
=
𝑑
𝑑ℎ
(?̲?(?̲?  ℎ?̲?))|
ℎ=0
 (B.13) 
Letting ?̲? = ?̲?  ℎ?̲?, then 
 
𝑑
𝑑ℎ
(?̲?(?̲?  ℎ?̲?))|
ℎ=0
=
𝜕?̲?(?̲?)
𝜕𝑦𝑘
𝑦𝑘
𝜕ℎ
|
ℎ=0
=
𝜕?̲?(?̲?  ℎ?̲?)
𝜕(𝑥𝑘  ℎ𝑣𝑘)
𝑣𝑘|
ℎ=0
=
𝜕?̲?(?̲?)
𝜕𝑥𝑘
𝑣𝑘 (B.14) 
Hence, in index notation for material, spatial, and infinitesimal forms, we have the following.  
 𝐺𝑟𝑎𝑑 (?̲?) =
𝜕𝜑𝑖𝑗
𝜕𝑋𝑘
, 𝑔𝑟𝑎𝑑 (?̲?) =
𝜕𝜑𝑖𝑗
𝜕𝑥𝑘
, ∇?̲? =
𝜕𝜑𝑖𝑗
𝜕𝑥𝑘
 (B.15) 
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The divergence can be calculated according to the identity below, for any constant vector field ?̲?, 
and the definition of the vector divergence. 
 𝑑𝑖𝑣 (?̲?) ∙ ?̲? = 𝑑𝑖𝑣 (?̲?𝑇 ∙ ?̲?) → 𝑑𝑖𝑣(𝜑𝑖𝑗𝑎𝑖) =
𝜕
𝜕𝑥𝑗
(𝜑𝑖𝑗𝑎𝑖) =
𝜕𝜑𝑖𝑗
𝜕𝑥𝑗
𝑎𝑖 (B.16) 
Care must be taken when writing the divergence of a tensor using the nabla operator. Under the 
current convention described, the dot could be perceived that the inner most indices are contracted. 
 ∇ ∙ ?̲? =
𝜕
𝜕𝑥𝑘
?̲?𝑘 ∙ (𝜑𝑗𝑖?̲?𝑗⊗ ?̲?𝑖) =
𝜕𝜑𝑗𝑖
𝜕𝑥𝑘
?̲?𝑘 ∙ (?̲?𝑗⊗ ?̲?𝑖) =
𝜕𝜑𝑗𝑖
𝜕𝑥𝑗
?̲?𝑖 (B.17) 
For basis vectors ?̲?𝑖, 𝑖 = 1,2,3. Therefore, when using the nabla operator we write the divergence 
as shown below so that in indicial form the operator behaves as the divergence operator described 
above. 
 ∇ ∙ ?̲?𝑇 =
𝜕𝜑𝑗𝑖
𝑇
𝜕𝑥𝑗
=
𝜕𝜑𝑖𝑗
𝜕𝑥𝑗
= 𝑑𝑖𝑣 (?̲?) (B.18) 
The curl of a rank-2 tensor ?̲? can is defined by the following relation for a constant vector field ?̲?. 
 𝑐𝑢𝑟𝑙 (?̲?) ∙ ?̲? = 𝑐𝑢𝑟𝑙 (?̲?𝑇 ∙ ?̲?) → 𝑐𝑢𝑟𝑙(𝜑𝑙𝑘𝑎𝑙) = 𝜖𝑖𝑗𝑘
𝜕
𝜕𝑥𝑗
(𝜑𝑙𝑘𝑎𝑙) = 𝜖𝑖𝑗𝑘
𝜕𝜑𝑙𝑘
𝜕𝑥𝑗
𝑎𝑙 (B.19) 
Hence, the curl of ?̲? is the rank-2 tensor with components 
 𝑐𝑢𝑟𝑙(?̲?) = 𝜖𝑖𝑚𝑛
𝜕𝐴𝑗𝑛
𝜕𝑥𝑚
, 𝐶𝑢𝑟𝑙(?̲?) = 𝜖𝑖𝑚𝑛
𝜕𝐴𝑗𝑛
𝜕𝑋𝑚
 (B.20) 
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Which is a generalization of the curl for vector fields. As with the divergence of a rank-2 tensor, 
we note that when writing the curl with the nabla operator and taking the conventional cross-
product with the components, we would obtain 
 
∇ × ?̲? = (
𝜕
𝜕𝑥𝑚
?̲?𝑚) × (𝐴𝑛𝑗?̲?𝑛⊗ ?̲?𝑗) =
𝜕𝐴𝑛𝑗
𝜕𝑥𝑚
(?̲?𝑚 × ?̲?𝑛) ⊗ ?̲?𝑗
= 𝜖𝑖𝑚𝑛
𝜕𝐴𝑛𝑗
𝜕𝑥𝑚
?̲?𝑖⊗ ?̲?𝑗 
(B.21)  
And hence, when working with the nabla operator, we have 
 ∇ × ?̲?𝑇 = 𝜖𝑖𝑚𝑛
𝜕𝐴𝑛𝑗
𝑇
𝜕𝑥𝑚
= 𝜖𝑖𝑚𝑛
𝜕𝐴𝑗𝑛
𝜕𝑥𝑚
= 𝑐𝑢𝑟𝑙(?̲?) (B.22) 
 
Time Differentiation 
For a material field Φ(?̲?, 𝑡) we can write the material time derivative as 
 
𝑑
𝑑𝑡
(Φ(?̲?, 𝑡))|
?̲?
 =
𝑑Φ
𝑑𝑡
 (B.23) 
We have a similar result for a spatial field 𝜙(?̲?, 𝑡), and writing the time derivative while holding 
the spatial coordinate fixed. 
 
𝜕
𝜕𝑡
(𝜙(?̲?, 𝑡))|
?̲?
=
𝜕𝜙
𝜕𝑡
 (B.24) 
For the material time derivative of a spatial quantity, we have the well-known form below. 
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𝑑𝛼
𝑑𝑡
(𝜙(?̲?, 𝑡))|
?̲?
=
𝑑𝛼𝜙
𝑑𝑡
=
𝜕𝜙
𝜕𝑡
 𝑔𝑟𝑎𝑑(𝜙) ∙ ?̲?𝛼 (B.25) 
Where the subscript 𝛼 will be used to denote with which velocity the field is being advected. 
Finally, when dealing with a spatial integral quantity, an overbar accent indicates that the quantity 
contains information about multiple phases and is integrated over the total volume. 
 𝜙 =∑𝜙𝛼
𝛼
, ?̅? = ∫𝜙 ⅆΩ
Ω𝑡
 (B.26) 
The material time derivative of this quantity is then broken into the phase specific time derivatives 
following their respective deformations.  
 
𝑑?̅?
𝑑𝑡
=∑
𝑑𝛼
𝑑𝑡
∫𝜙𝛼 ⅆΩ
Ω𝑡𝛼
 (B.27) 
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Appendix C. Lagrangian Counterparts to Eulerian Fields 
The Lagrangian frame of the Eulerian fields are easily transformed using the deformation gradient 
and its Jacobian. For the 2nd Piola-Kirchhoff stress tensor and the material derivative of the Green-
Lagrange strain tensor, we find their relations to the Cauchy stress tensor and rate of deformation 
tensor, respectively, as: 
 ?̲̲? = 𝐽?̲?−?̲??̲?−𝑇 (C.1) 
 
𝑑?̲?
𝑑𝑡
= ?̲?𝑇?̲??̲? (C.2) 
Similarly, the Eulerian Onsager coefficients, when written as rank-2 tensors, transform according 
to the equation below. 
 ?̲?𝛼𝛽 = 𝐽?̲?
−?̲?𝛼𝛽?̲?
−𝑇 (C.3)  
Fluxes, such as the heat, molar, or fluid mass flux (ℎ̲𝑞, ℎ̲𝑖, ℎ̲𝑓), and the electric displacement (?̲?), 
and all transform in the same way. Generalizing to any Eulerian flux ℎ̲𝛼 we have the corresponding 
Lagrangian flux ?̲?𝛼. 
 ?̲?𝛼 = 𝐽?̲?
−ℎ̲𝛼 (C.4) 
Likewise, for scalar fields that are per volume quantities, like the Helmholtz free energy (𝜓), 
entropy (𝓈), or molar concentration (𝑐𝑖), the transformations of each can all be written, for any 
Eulerian per volume field 𝓏 we have the corresponding Lagrangian field 𝒵. 
 𝒵 = 𝐽𝓏 (C.5) 
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For the superficial fields of surface charge density and surface current density, we have the 
transformation relations. 
 𝒲𝑑𝑆0 = 𝓌𝑑𝑆 → 𝒲 = 𝓌𝐽|?̲?
−𝑇?̲?| (C.6) 
 ?̲?𝑠 ∙ 𝑑?̲? = 𝑖?̲? ∙ 𝑑𝑙̲ → ?̲?𝑠 = ?̲?
𝑇𝑖?̲? (C.7) 
The above transformations rely on the relations for transporting line elements via the deformation 
gradient: 
 𝑑𝑙̲ = ?̲?𝑑?̲? (C.8) 
And surface elements and normal using Nanson’s formula: 
 ?̲? 𝑑𝑆 = 𝐽?̲?−𝑇?̲? 𝑑𝑆0 (C.9) 
 𝑑𝑆 = 𝐽|?̲?−𝑇?̲?| 𝑑𝑆0 (C.10) 
 ?̲? =
?̲?−𝑇?̲?
|?̲?−𝑇?̲?|
 (C.11) 
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Appendix D. Moderately Nonlinear Green-Lagrange Strain with Small 
Rotation 
Here we work to obtain a partially linearized form of the Green-Lagrange strain tensor which 
accounts for small rotational deformation. The partial linearization of the Green-Lagrange strain 
tensor on the basis of the “small” and “large” scale of the infinitesimal strain and rotation tensors 
under a large displacement-small strain theory has been demonstrated to be an invalid argument 
as these tensors are not true measures of strain [160]. Instead, we make an argument for the 
retention and deletion of some nonlinear terms in the Green-Lagrange strain such that we arrive at 
a suitable measure of strain which, under an infinitesimal strain theory, retains some degree of 
rotational information, and hence do not rely on an argument of scales. We start with the 
displacement gradient, and denote it as 
 𝐺𝑟𝑎𝑑(?̲?) = ?̲? (D.1) 
Then, we decompose the displacement gradient into symmetric and skew-symmetric parts, the 
infinitesimal strain and infinitesimal rotation tensors, respectively. 
 ̲̲ = 𝑠𝑦𝑚(?̲?) =
1
2
(?̲?  ?̲?𝑇) (D.2) 
 ?̲? = 𝑠𝑘𝑒𝑤(?̲?) =
1
2
(?̲? − ?̲?𝑇) (D.3) 
 ?̲? = ̲̲  ?̲? (D.4) 
The Green-Lagrange Strain Tensor may be written explicitly in terms of the displacement gradient 
as well as the infinitesimal strain and rotation tensors. 
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 ?̲? =
1
2
(?̲?  ?̲?𝑇  ?̲?𝑇?̲?) (D.5) 
 ?̲? = ̲̲  
1
2
̲̲𝑇 ̲̲  
1
2
(̲̲𝑇?̲?  ?̲?𝑇 ̲̲)  
1
2
?̲?𝑇?̲? (D.6) 
Here we make an observation regarding infinitesimal strain theory and rotational deformations. 
Constructing a partially linearized strain tensor amounts to the pruning of terms from the RHS of 
(D.6). To this end, we first require that the resulting strain tensor, when fully linearized, retains 
the classical result of infinitesimal strain theory ?̲? ≈ ̲̲. Next, suppose the body experiences a pure 
rigid body rotation, i.e., the deformation gradient is a special orthogonal transform such that 
 ?̲? = ?̲?, ?̲?−1 = ?̲?𝑇 , ⅆet (?̲?) = 1 (D.7) 
The Green-Lagrange strain for such a deformation is zero, as the entire body rotates together. 
 ?̲? =
1
2
(?̲?𝑇?̲? − ?̲̲?) =
1
2
(?̲?𝑇?̲? − ?̲̲?) =
1
2
(?̲?−1?̲? − ?̲̲?) =
1
2
(?̲̲? − ?̲̲?) = 0 (D.8) 
We may examine such a deformation from the point of view of the Green-Lagrange strain 
represented with the infinitesimal strain and rotation tensors. From the definition of the 
deformation gradient, we have 
 ?̲? = ?̲? = ?̲̲?  ?̲?  →  ?̲? = ?̲? − ?̲̲? (D.9) 
 ̲̲ =
1
2
(?̲?  ?̲?𝑇 − 2?̲̲?) (D.10) 
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 ?̲? =
1
2
(?̲? − ?̲?𝑇) (D.11) 
We know that we must retain the first summand on the RHS of (D.6) in order to capture the fully 
linearized theory of infinitesimal strain theory. Under the rigid body rotation, one finds that the 
third summand is zero, and all of the remaining three terms are required for the strain tensor to 
accurately result in a zero strain under rigid body rotation. Thus, we are left with the following. 
 ?̲? = ̲̲  
1
2
̲̲𝑇 ̲̲  
1
2
?̲?𝑇?̲? (D.12) 
From the polar decomposition of the deformation gradient into a right stretch tensor and a special 
orthogonal transform, and an assumption of small displacements we could express the deformation 
gradient as (see discussion after D.14). 
 ?̲? = ?̲??̲? ≈ (?̲̲?  ?̲?)(?̲̲?  ̲̲) = ?̲̲?  ̲̲  ?̲?  𝑂(?̲?2) (D.13) 
The infinitesimal strain tensor thus measures the local strain and the infinitesimal rotation tensor 
the rigid body rotation of the body under a small displacement assumption. For this reason, we opt 
to retain only the quadratic strain term corresponding to this infinitesimal rotation tensor, i.e., our 
partially linearized strain tensor retains the first and third summands in (D.12), and we have 
 ?̲? ≈ ?̲?′ ≔ ̲̲  
1
2
?̲?𝑇?̲?  (D.14) 
This result could also be obtained by invoking the scales of the individual infinitesimal strain 
tensors as in [136]. That is, we assume that strains are small, |̲̲| ≪ 1, and rotations are small, but 
finite and larger than the strains, i.e., |?̲?| ≪ 1, |?̲?| > |̲̲|. The lengthier process done above 
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attempts to provide a more robust and thorough discussion on the partial linearization of the Green-
Lagrange strain tensor by identifying the primary contributions to rigid body rotation that may be 
retained in a simplified, moderately nonlinear strain tensor. 
The linearization’s for small deformations used in the orthogonal decomposition may be calculated 
using the Gateaux derivative and the deformation gradient [161]. The kinematic tensors in question 
are treated as a general function of the displacement gradient 𝔉(?̲?) and we form a series expansion 
about ?̲? = 0, retaining only the first two terms for the linearization. 
 𝔉(?̲?) ≈ 𝔉(0)  𝔇?̲?,0 (𝔉(?̲?)) (D.15) 
Wherein 𝔇𝑣,𝑦 is the Gateaux derivative in the direction of 𝑣 evaluated at 𝑦, defined below. 
 𝔇𝑣,𝑦(𝔉(𝑥)) = (
𝑑
𝑑ℎ
(𝔉(𝑦  ℎ𝑣))|
ℎ=0
  (D.16) 
The deformation gradient itself its already linear with respect to the displacement gradient and we 
use this as the basis for deriving the linearization of the other key kinematic tensors. With our goal 
of obtaining the rotation tensor from the right orthogonal decomposition we have the following 
relations.  
 ?̲? = ?̲??̲?, ?̲?2 = ?̲?𝑇?̲?, ?̲? = ?̲??̲?− (D.17) 
Hence, we start with obtaining the linearization of the right stretch tensor and its inverse, which 
will ultimately be used to obtain the rotation tensor desired. Using (D.15), we have 
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?̲?2 = ?̲?𝑇?̲? = ?̲̲?  ?̲?  ?̲?𝑇  ?̲?𝑇?̲? 
𝔇?̲?,0(?̲?)?̲?(0)  ?̲?(0)𝔇?̲?,0(?̲?) = 𝔇?̲?,0(?̲̲?  ?̲?  ?̲?
𝑇  ?̲?𝑇?̲?) 
2?̲̲?𝔇?̲?,0(?̲?) = ?̲?  ?̲?
𝑇 
𝔇?̲?,0(?̲?) =
1
2
(?̲?  ?̲?𝑇) = ̲̲ 
?̲? ≈ ?̲̲?  ̲̲  
(D.18) 
We can solve for the inverse of the right stretch tensor using the identity property of a tensor and 
its inverse.  
 
?̲??̲?− = ?̲̲? 
𝔇?̲?,0(?̲?)?̲?
−(0)  ?̲?(0)𝔇?̲?,0(?̲?
−) = 0 
1
2
(?̲?  ?̲?𝑇)  ?̲̲?𝔇?̲?,0(?̲?
−) = 0 
𝔇?̲?,0(?̲?
−) = −
1
2
(?̲?  ?̲?𝑇) = −̲̲ 
?̲?− ≈ ?̲̲? − ̲̲  
(D.19) 
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Now we can derive the linearization for the rotation tensor ?̲?. 
 
?̲? = ?̲??̲?− 
𝔇?̲?,0(?̲?) = 𝔇?̲?,0(?̲??̲?
−) 
𝔇?̲?,0(?̲?) = 𝔇?̲?,0(?̲?)?̲?
−(0)  ?̲?(0)𝔇?̲?,0(?̲?
−) 
𝔇?̲?,0(?̲?) = ?̲? −
1
2
(?̲?  ?̲?𝑇) =
1
2
(?̲? − ?̲?𝑇) = ?̲? 
?̲? ≈ ?̲̲?  ?̲?  
(D.20) 
Which verifies the linearization in the polar decomposition of the deformation gradient.  
On a final note, we demonstrate the computation of the rotation of material elements under the 
infinitesimal strain formulation. We write out the components of the infinitesimal rotation tensor 
in matrix form below. 
 [?̲?] =
1
2
[
0 𝑢𝑌 − 𝑣𝑋 𝑢𝑍 − 𝑤𝑋
𝑣𝑋 − 𝑢𝑌 0 𝑣𝑍 − 𝑤𝑌
𝑤𝑋 − 𝑢𝑍 𝑤𝑌 − 𝑣𝑍 0
] =
1
2
[
0 −𝜔𝑧 𝜔𝑦
𝜔𝑧 0 −𝜔𝑥
−𝜔𝑦 𝜔𝑥 0
]  (D.21) 
Wherein (𝑢, 𝑣, 𝑤) are the components of the displacement field. We can identify the components 
𝜔𝑖 as those of the curl of the displacement field and can construct the axial vector corresponding 
to the skew symmetric tensor ?̲?. 
 ?̲? = [
𝜔𝑥
𝜔𝑦
𝜔𝑧
] =
1
2
[
𝑤𝑌 − 𝑣𝑍
𝑢𝑍 − 𝑤𝑋
𝑣𝑋 − 𝑢𝑌
] =
1
2
∇ × ?̲?  (D.22) 
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The vector ?̲?, known as the infinitesimal rotation vector, is akin to the axial vector of a general 
skew symmetric matrix, and the relations found resemble those of vorticity and angular velocity 
from classic fluid mechanics. The components ?̲? encode the rotational deformation of the solid at 
any point as a function of the material derivatives of the displacement field. This is valid under a 
small stain formulation and may be used as a metric for calculating the IPMCs tip angle. 
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Appendix E. FEM Formulation of Lagrange Pressure and Surface Electrodes 
To formulate the Lagrange Pressure as a constraint in the finite element model we begin with the 
constraint equation itself, integrated across the domain of the IPMC membrane. 
 ∫𝒫(𝜆 −∑ 𝜈𝛽𝑐𝛽
𝛽
)ⅆΩ
Ω𝑡
= 0 (E.1) 
Taking the first variation, denoted by 𝛿, of the equation with respect to each field (𝒫, 𝜆, 𝑐+, 𝑐𝑤) we 
obtain the following integral equations. 
 ∫𝛿𝒫(𝜆 − (𝜈+𝑐+  𝜈𝑤𝑐𝑤)) ⅆΩ
Ω𝑡
= 0 (E.2) 
 ∫𝒫𝛿𝜆 ⅆΩ
Ω𝑡
= 0 (E.3) 
 − ∫𝒫𝜈+𝛿𝑐+ ⅆΩ
Ω𝑡
= 0 (E.4) 
 − ∫𝒫𝜈𝑤𝛿𝑐𝑤 ⅆΩ
Ω𝑡
= 0 (E.5) 
Since the variations in each field are independent from one another we may combine these integral 
terms into a single equation. 
 ∫𝛿𝒫(𝜆 − 𝜈+𝑐+ − 𝜈𝑤𝑐𝑤)  𝒫(𝛿𝜆 − 𝜈+𝛿𝑐+ − 𝜈𝑤𝛿𝑐𝑤) ⅆΩ
Ω𝑡
= 0 (E.6) 
 241 
We obtain the weak formulation for our constraint equation by taking the variations in the fields 
as the corresponding FEM test function. This is then implemented in COMSOL multiphysics using 
a domain weak contribution, wherein the above result is written explicitly using the “test” operator. 
 
Figure 54: COMSOL implementation of Lagrange pressure and saturation condition 
The above image demonstrates how the write the weak formulation of the Lagrange Multiplier 
constrain for the saturation condition. Using the test operator in COMSOL, the weak form of the 
constraint equation, obtained from variational principles, is written with the first variation replaced 
by the FEM test function. For the saturation condition, this equation applies across the entire 
polymer domain. 
 
For the surface electrode, we look at the governing equation which arose from the interfacial 
charge conservation and displacement current within the polymer. 
 −∇𝑆 ∙ ∇𝑆𝜙 = 𝑟𝑒
𝑆
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?) (E.7) 
This equation is valid across the polymer-electrode domain, which is an interface and hence 
surface in 3D, and boundary in 2E. We multiply both sides of this equation by a test function for 
the electric potential, 𝜙∗, and integrate over the interfacial surface. 
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 − ∫ (∇𝑆 ∙ ∇𝑆𝜙  𝑟𝑒
𝑆
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?))𝜙∗ ⅆ𝑆
𝜕Ω𝑡
= 0 (E.8) 
Applying integration by parts once for the left-most integrand and leveraging the surface 
divergence theorem we obtain the following weak formulation for a superficial electrode. 
 − ∫ ∇𝑆 ∙ (∇𝑆𝜙𝜙
∗) ⅆ𝑆
𝜕Ω𝑡
 ∫ ∇𝑆𝜙 ∙ ∇𝑆𝜙
∗ − 𝑟𝑒
𝑆
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?)𝜙∗ ⅆ𝑆
𝜕Ω𝑡
= 0 (E.9) 
 − ∮(∇𝑆𝜙 ∙ ?̲?𝐶)𝜙
∗ ⅆℓ
𝐶𝑡
 ∫ ∇𝑆𝜙 ∙ ∇𝑆𝜙
∗ ⅆ𝑆
𝜕Ω𝑡
− ∫ 𝑟𝑒
𝑆
𝜕
𝜕𝑡
(𝜖∇𝜙 ∙ ?̲?)𝜙∗ ⅆ𝑆
𝜕Ω𝑡
= 0 (E.10) 
Note that we obtain as a natural boundary condition an open-circuit along the edges of the electrode 
domain wherever the potential is not specifieE. Similar to the Lagrange Pressure, we may 
implement this equation using a weak contribution, wherein the weak form is explicitly written as 
on the polymer-electrode interface. 
 
Figure 55: COMSOL implementation of superficial electrode domains 
The above image demonstrates how the write the weak formulation of the superficial electrode 
equation. Using the test operator in COMSOL, the weak form is written explicitly and applies 
along the polymer-electrode interface.   
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Appendix F. Multiplots of IPMC Transduction Response 
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Figure 56: Multiplot of IPMC actuator static response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the step response of the 
dimensionless IPMC actuator model. The given Π-group is varied across the values shown in the 
respective legend while the remaining quantities are fixed to their value as described by the 
representative IPMC. The deformation magnitude is presented as a percentage of IPMC length. 
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Figure 57: Multiplot of IPMC actuator dynamic response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the dynamic response of the 
dimensionless IPMC actuator model for sinusoidal voltage inputs. 
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Figure 58: Multiplot of IPMC actuator metrics for static and dynamic inputs 
Each of the above subplots characterizes how the IPMC actuator metrics vary with each Π-group. 
The groups are varied individually across a wide range of values, determined by material properties 
found throughout literature and to cover orders of magnitude when relevant. 
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Figure 59: Multiplot of IPMC current sensor static response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the static response of the 
dimensionless IPMC current sensor model. 
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Figure 60: Multiplot of IPMC current sensor dynamic response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the dynamic response of the 
dimensionless IPMC current sensor model for sinusoidal displacement inputs. 
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Figure 61: Multiplot of IPMC current sensor metrics for static and dynamic inputs 
Each of the above subplots characterizes how the IPMC current sensor metrics vary with each Π-
group. The groups are varied individually across a wide range of values, determined by material 
properties found throughout literature and to cover orders of magnitude when relevant. 
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Figure 62: Multiplot of IPMC voltage sensor static response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the static response of the 
dimensionless IPMC voltage sensor model. 
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Figure 63: Multiplot of IPMC voltage sensor dynamic response to parametric sweeps 
Each of the above subplots characterizes how a given Π-group affects the dynamic response of the 
dimensionless IPMC voltage sensor model for sinusoidal displacement inputs. 
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Figure 64: Multiplot of IPMC voltage sensor metric for static and dynamic inputs 
Each of the above subplots characterizes how the IPMC voltage sensor metrics vary with each Π-
group. The groups are varied individually across a wide range of values, determined by material 
properties found throughout literature and to cover orders of magnitude when relevant. 
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Figure 65: Multiplot of dynamic actuator regression model for individual subproblems 
The above regression results on the individual, single Π-group subproblems highlight the 
effectiveness of the propose mathematical models.  
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Figure 66: Multiplot of dynamic actuator regression model for individual subproblems 
The above regression results on the individual, single Π-group subproblems highlight the 
effectiveness of the propose mathematical models.  
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Appendix G. Coefficients and Error Metrics for Regression Models 
Table 18: Regression coefficients and error metrics for single 𝚷-group actuator models 
Dimensionless 
Group 
Regression Coefficient Values 
Model Error (%) 
Min Max Mean 
Π1 {4.868e-03, 1.189e-04, 1.486e-02} 1.10e-01 2.56e-01 2.05e-01 
Π2 
{2.161e+01, 1.305, 2.130e-02, 1.604e-04, 
1.525, 1.349e-02, 3.408e-03} 
1.80e-04 5.82e-01 3.69e-02 
Π3 {3.454e+01, 5.240e-01, 1.566e-03} 8.24e-02 9.57 1.97 
Π4 {4.256e-03, 6.272e-03, 3.216e-03} 3.59e-02 4.26 1.51 
Π6 {1.248e-04} 3.95e-02 2.06 6.82e-01 
Π7 {2.007e-03} 5.28e-02 5.20e-01 2.74e-01 
Π9 {1.334e-01, 1.923e-02} 2.57e-02 1.01e-01 5.47e-02 
Π10 {7.388e-03, -2.697e-02, 1.164e-02} 1.66e-02 7.08e-01 1.34e-01 
Π11 {6.436e-02, 3.381e-03} 3.27e-02 3.76e-01 1.11e-01 
Π13 {1.598e-02, 1.679e-02, -5.369e-03} 1.14e-01 2.99 1.29 
Π15 
{8.213e-02, 2.346e-01, -3.271e-01, 
2.753e-02} 
1.13e-02 2.43e-01 1.27e-01 
Π17 {1.927e-02, 3.792e+04, 7.758e-04} 2.11e-02 1.25e-01 7.13e-02 
 
Table 19: Regression coefficients for multiplicative actuator model 
Coefficient Value Coefficient Value 
𝛽0 -1.3554e-11 𝛽1 4.0043e-02 
𝛽2 7.6664e-03 𝛽3 2.6575e+01 
𝛽4 1.3041e+00 𝛽5 6.2903e+00 
𝛽6 4.9321e-02 𝛽7 1.3891e+00 
𝛽8 3.9895e+00 𝛽9 2.2055e+04 
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Coefficient Value Coefficient Value 
𝛽10 3.3453e+02 𝛽11 1.1627e+00 
𝛽12 2.4545e+00 𝛽13 7.0653e+00 
𝛽14 6.5289e-01 𝛽15 -2.3266e+00 
𝛽16 1.1117e+00 𝛽17 -2.7899e+00 
𝛽18 1.1960e-02 𝛽19 3.3622e+00 
𝛽20 2.2620e-01 𝛽21 -2.9135e-01 
𝛽22 2.4902e+01 𝛽23 3.7920e+04 
 
Table 20: Regression error metrics for multiplicative actuator model 
Error (%) 
Min Max Mean 
1.0235e-03 1.0258e+01 4.6623e-01 
 
Table 21: Regression coefficients and error metrics for single 𝚷-group sensor models 
Dimensionless 
Group 
Regression Coefficient Values 
Model Error (%) 
Min Max Mean 
Π1 {2.060e-04, 1.632e-06, 1.574e-04} 6.05e-03 5.96e-02 2.27e-02 
Π2 
{9.553e-01, -1.361e+01, 1.814e-04, 
6.289e-07, -3.942e-05, -8.186e-01, 
9.283e-01} 
5.57e-04 3.38e-02 1.54e-02 
Π3 {2.400e-02, 1.348e-03, 1.547e-04} 2.03e-03 1.41e-01 6.37e-02 
Π4 {2.794e-06, 1.649e-05, 1.557e-04} 1.19e-04 1.04e-01 5.45e-02 
Π5 {1.022e-04} 2.34e-03 2.20e-01 6.61e-02 
Π6 {2.949e-02} 1.76e-03 3.07e-01 2.13e-01 
Π10 {-5.350e-05, 1.314e+00, 2.047e-04} 6.99e-03 4.61e-01 6.27e-02 
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Dimensionless 
Group 
Regression Coefficient Values 
Model Error (%) 
Min Max Mean 
Π13 
{1.276e-08, 8.105e-05, 1.935e-08, 
1.934e-04} 
2.40e-02 3.05e-01 1.51e-01 
Π15 {1.840e-04} 2.05e-03 1.09e-01 4.06e-02 
Π17 
{6.048e-07, 2.258e+08, 8.301e+04, 
1.836e-04} 
4.47e-03 5.98e-02 2.37e-02 
Π18 {6.316e-03} 5.70e-01 3.64 2.41 
Π19 {1.000e-08, -1.117e+00, 1.986e-04} 6.19e-02 3.37 1.19 
 
Table 22: Regression coefficients for multiplicative sensor model 
Coefficient Value Coefficient Value 
𝛽0 7.6923e+03 𝛽1 1.5110e-02 
𝛽2 1.1678e-02 𝛽3 1.0586e+00 
𝛽4 -1.2176e+01 𝛽5 5.4332e-05 
𝛽6 1.8395e-07 𝛽7 8.6083e-06 
𝛽8 -8.5463e-01 𝛽9 1.5323e+02 
𝛽10 8.6932e+00 𝛽11 1.6693e-02 
𝛽12 1.0979e-01 𝛽13 -2.5835e-01 
𝛽14 1.3140e+00 𝛽15 1.2973e-08 
𝛽16 8.0682e-05 𝛽17 1.0264e-04 
𝛽18 6.0478e-07 𝛽19 2.2582e+08 
𝛽20 4.5207e+08 𝛽21 4.2644e-05 
𝛽22 -5.7165e+03   
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Table 23: Regression error metrics for multiplicative sensor model 
Error (%) 
Min Max Mean 
9.8346e-05 6.4406e+00 3.3403e-01 
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Appendix H. Data Tables for Experimental Analysis 
Table 24: IPMC sample dimensions 
Sample Length (mm) Width (mm) Thickness (mm) 
1: Actuator 27.3 10.3 0.185 
2: Sensor 28.6 11.7 0.723 
 
 
Table 25: Actuator DFT-processed data 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
6.32E-03 9.98E-01 1.35E-01 9.98E-01 2.07E+01 
3.87E-03 1.01E+00 1.26E-01 1.01E+00 2.07E+01 
4.94E-03 9.78E-01 9.36E-02 9.78E-01 2.07E+01 
4.88E-03 9.84E-01 1.12E-01 9.84E-01 2.07E+01 
2.92E-03 9.91E-01 1.32E-01 9.91E-01 2.07E+01 
3.99E-03 9.72E-01 1.20E-01 9.72E-01 2.07E+01 
8.67E-03 1.03E+00 1.25E-01 1.03E+00 2.07E+01 
1.06E-02 9.75E-01 1.41E-01 9.75E-01 2.07E+01 
7.66E-03 9.77E-01 1.46E-01 9.77E-01 2.07E+01 
5.46E-03 9.81E-01 1.67E-01 9.81E-01 2.07E+01 
8.65E-03 1.03E+00 3.75E-01 1.03E+00 2.07E+01 
1.09E-02 1.03E+00 3.82E-01 1.03E+00 2.07E+01 
1.19E-02 1.03E+00 3.72E-01 1.03E+00 2.07E+01 
2.08E-02 1.03E+00 3.82E-01 1.03E+00 2.07E+01 
8.62E-02 9.87E-01 7.90E-01 9.87E-01 2.07E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
7.20E-02 9.87E-01 7.93E-01 9.86E-01 2.07E+01 
6.46E-02 9.85E-01 7.52E-01 9.85E-01 2.07E+01 
6.21E-02 9.85E-01 7.52E-01 9.85E-01 2.07E+01 
5.86E-02 9.86E-01 7.73E-01 9.86E-01 2.07E+01 
1.28E-01 9.96E-01 1.26E+00 9.96E-01 2.07E+01 
1.05E-01 9.79E-01 1.06E+00 9.79E-01 2.07E+01 
9.58E-02 9.77E-01 1.02E+00 9.77E-01 2.07E+01 
8.79E-02 9.76E-01 9.87E-01 9.75E-01 2.07E+01 
8.86E-02 9.78E-01 1.04E+00 9.78E-01 2.07E+01 
2.32E-03 2.50E+00 7.37E-02 2.50E+00 2.07E+01 
2.87E-03 2.50E+00 7.57E-02 2.50E+00 2.07E+01 
3.24E-03 2.50E+00 7.66E-02 2.50E+00 2.07E+01 
2.88E-03 1.89E-01 8.06E-04 1.89E-01 2.07E+01 
4.08E-03 1.14E-01 8.41E-04 1.14E-01 2.07E+01 
8.30E-03 2.49E+00 1.85E-01 2.49E+00 2.07E+01 
3.76E-03 2.50E+00 2.08E-01 2.50E+00 2.07E+01 
3.22E-03 1.63E-01 1.89E-03 1.63E-01 2.07E+01 
1.22E-02 2.51E+00 3.42E-01 2.51E+00 2.07E+01 
7.82E-03 2.53E+00 2.57E-01 2.53E+00 2.07E+01 
7.20E-03 2.53E+00 2.58E-01 2.53E+00 2.07E+01 
9.16E-03 2.48E+00 2.80E-01 2.48E+00 2.07E+01 
2.12E-02 2.48E+00 4.96E-01 2.48E+00 2.07E+01 
2.25E-02 2.48E+00 5.26E-01 2.48E+00 2.07E+01 
2.39E-02 2.49E+00 5.68E-01 2.49E+00 2.07E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
2.27E-02 2.49E+00 5.98E-01 2.49E+00 2.07E+01 
2.11E-02 2.50E+00 6.19E-01 2.49E+00 2.07E+01 
3.08E-02 2.47E+00 7.26E-01 2.47E+00 2.07E+01 
2.78E-02 2.48E+00 7.63E-01 2.47E+00 2.07E+01 
2.80E-02 2.48E+00 8.00E-01 2.48E+00 2.07E+01 
3.07E-02 2.48E+00 8.35E-01 2.48E+00 2.07E+01 
1.49E-02 2.48E+00 8.74E-01 2.48E+00 2.07E+01 
8.15E-03 5.02E+00 2.56E-01 5.02E+00 2.07E+01 
5.92E-03 5.02E+00 2.68E-01 5.01E+00 2.07E+01 
4.16E-03 4.98E+00 2.14E-01 4.97E+00 2.07E+01 
4.51E-03 4.98E+00 2.60E-01 4.98E+00 2.07E+01 
5.34E-03 4.98E+00 2.71E-01 4.98E+00 2.07E+01 
1.27E-02 4.98E+00 4.33E-01 4.98E+00 2.07E+01 
1.38E-02 4.98E+00 4.31E-01 4.98E+00 2.07E+01 
1.18E-02 4.98E+00 4.43E-01 4.98E+00 2.07E+01 
1.16E-02 4.99E+00 5.17E-01 4.99E+00 2.07E+01 
1.03E-02 4.99E+00 5.46E-01 4.99E+00 2.07E+01 
1.03E-02 4.99E+00 5.46E-01 4.99E+00 2.07E+01 
1.60E-02 4.97E+00 5.81E-01 4.97E+00 2.07E+01 
2.21E-02 5.02E+00 7.82E-01 5.02E+00 2.07E+01 
2.30E-02 5.02E+00 7.76E-01 5.02E+00 2.07E+01 
2.05E-02 5.03E+00 7.06E-01 5.02E+00 2.07E+01 
1.91E-02 4.98E+00 7.23E-01 4.98E+00 2.07E+01 
3.79E-02 4.89E-01 6.69E-01 4.89E-01 2.07E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
3.69E-02 4.90E-01 6.83E-01 4.90E-01 2.07E+01 
3.36E-02 4.88E-01 6.57E-01 4.88E-01 2.07E+01 
3.62E-02 4.91E-01 6.80E-01 4.90E-01 2.07E+01 
3.27E-02 4.88E-01 6.59E-01 4.88E-01 2.07E+01 
8.07E-02 5.03E-01 1.06E+00 5.03E-01 2.07E+01 
8.61E-02 4.95E-01 1.04E+00 4.95E-01 2.07E+01 
8.21E-02 4.96E-01 1.04E+00 4.96E-01 2.07E+01 
8.24E-02 4.96E-01 1.03E+00 4.96E-01 2.07E+01 
8.08E-02 4.95E-01 1.03E+00 4.95E-01 2.07E+01 
7.78E-02 4.97E-01 1.03E+00 4.96E-01 2.07E+01 
9.58E-02 5.32E-01 1.16E+00 5.32E-01 2.07E+01 
1.10E-01 5.22E-01 1.26E+00 5.22E-01 2.07E+01 
1.02E-01 5.26E-01 1.23E+00 5.26E-01 2.07E+01 
1.05E-01 5.20E-01 1.28E+00 5.20E-01 2.07E+01 
9.97E-02 5.22E-01 1.26E+00 5.22E-01 2.07E+01 
7.77E-03 4.73E-01 1.07E-01 4.73E-01 1.34E+01 
4.95E-03 1.58E-01 1.14E-02 1.58E-01 1.34E+01 
3.10E-03 4.75E-01 1.20E-01 4.75E-01 1.34E+01 
2.56E-02 4.84E-01 4.97E-01 4.84E-01 1.34E+01 
2.60E-02 4.85E-01 5.02E-01 4.85E-01 1.34E+01 
2.58E-02 4.83E-01 4.83E-01 4.83E-01 1.34E+01 
2.74E-02 4.84E-01 4.96E-01 4.84E-01 1.34E+01 
2.47E-02 4.84E-01 5.02E-01 4.83E-01 1.34E+01 
6.74E-02 4.92E-01 8.31E-01 4.92E-01 1.34E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
5.68E-02 4.94E-01 8.47E-01 4.93E-01 1.34E+01 
5.25E-02 4.94E-01 8.51E-01 4.94E-01 1.34E+01 
4.88E-02 4.94E-01 8.54E-01 4.94E-01 1.34E+01 
4.79E-02 4.93E-01 8.48E-01 4.93E-01 1.34E+01 
4.79E-02 4.93E-01 8.48E-01 4.93E-01 1.34E+01 
9.30E-02 4.98E-01 1.30E+00 4.98E-01 1.34E+01 
8.73E-02 4.99E-01 1.28E+00 4.99E-01 1.34E+01 
8.09E-02 4.96E-01 1.26E+00 4.96E-01 1.34E+01 
7.73E-02 4.95E-01 1.25E+00 4.95E-01 1.34E+01 
7.56E-02 4.95E-01 1.25E+00 4.94E-01 1.34E+01 
3.00E-03 1.02E+00 6.81E-02 1.02E+00 1.34E+01 
1.21E-03 1.01E+00 1.01E-01 1.01E+00 1.34E+01 
1.35E-03 9.88E-01 9.58E-02 9.88E-01 1.34E+01 
1.06E-02 1.00E+00 3.87E-01 1.00E+00 1.34E+01 
6.89E-03 1.01E+00 3.92E-01 1.01E+00 1.34E+01 
7.76E-03 1.01E+00 3.95E-01 1.01E+00 1.34E+01 
7.63E-03 1.01E+00 3.93E-01 1.01E+00 1.34E+01 
9.54E-03 1.01E+00 3.96E-01 1.01E+00 1.34E+01 
1.36E-02 9.75E-01 4.81E-01 9.75E-01 1.34E+01 
1.44E-02 9.76E-01 4.90E-01 9.76E-01 1.34E+01 
1.41E-02 9.75E-01 4.71E-01 9.75E-01 1.34E+01 
1.46E-02 9.77E-01 5.06E-01 9.76E-01 1.34E+01 
1.39E-02 9.75E-01 4.89E-01 9.75E-01 1.34E+01 
3.45E-02 9.92E-01 1.00E+00 9.92E-01 1.34E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
3.49E-02 9.94E-01 1.02E+00 9.94E-01 1.34E+01 
3.31E-02 9.93E-01 1.02E+00 9.93E-01 1.34E+01 
3.25E-02 9.93E-01 1.02E+00 9.93E-01 1.34E+01 
3.16E-02 9.93E-01 1.02E+00 9.93E-01 1.34E+01 
4.20E-03 2.51E+00 2.76E-01 2.51E+00 1.34E+01 
4.12E-03 4.97E+00 1.46E-03 4.97E+00 1.34E+01 
4.25E-03 5.00E+00 3.77E-03 5.00E+00 1.34E+01 
5.40E-03 2.47E+00 2.05E-01 2.47E+00 1.34E+01 
4.41E-03 2.47E+00 2.06E-01 2.47E+00 1.34E+01 
3.32E-03 2.51E+00 4.54E-01 2.51E+00 1.34E+01 
3.72E-03 2.52E+00 3.99E-01 2.52E+00 1.34E+01 
7.29E-03 2.52E+00 4.26E-01 2.52E+00 1.34E+01 
2.48E-03 2.47E+00 3.26E-01 2.47E+00 1.34E+01 
5.31E-03 2.53E+00 3.78E-01 2.53E+00 1.34E+01 
6.78E-03 2.52E+00 6.50E-01 2.52E+00 1.34E+01 
4.16E-03 9.99E+00 3.91E-03 9.99E+00 1.34E+01 
5.55E-03 2.53E+00 5.97E-01 2.53E+00 1.34E+01 
7.09E-03 2.53E+00 6.02E-01 2.53E+00 1.34E+01 
9.10E-03 5.00E+00 2.35E-01 5.00E+00 1.34E+01 
4.59E-03 4.95E+00 3.68E-02 4.95E+00 1.34E+01 
4.05E-03 4.96E+00 9.61E-02 4.96E+00 1.34E+01 
2.41E-03 5.02E+00 1.84E-01 5.02E+00 1.34E+01 
4.17E-03 4.94E+00 1.41E-03 4.94E+00 1.34E+01 
1.16E-02 5.00E+00 4.44E-01 5.00E+00 1.34E+01 
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Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
IPMC Free 
Length (mm) 
3.32E-03 4.95E+00 5.66E-02 4.95E+00 1.34E+01 
4.25E-03 5.01E+00 4.39E-01 5.01E+00 1.34E+01 
 
 
Table 26: Bins for actautor data 
Parameter Bins 
Π6 70, 109 
Π7 0, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44, 48, 52 
𝜔 (𝐻𝑧) 0, 0.5, 1, 2.5, 5, 10 
 
 
Table 27: Nondimensionalized actuator data (bin averaged) 
Π6 Π7 𝜔 (𝐻𝑧) ΠΔ 
7.03E+01 1.01E-01 6.22E+00 3.12E-04 
7.03E+01 4.40E-01 1.58E-01 3.70E-04 
7.03E+01 1.41E+00 4.95E+00 3.44E-04 
7.03E+01 2.40E+00 2.98E+00 2.37E-04 
7.03E+01 3.69E+00 2.97E+00 2.02E-04 
7.03E+01 4.21E+00 6.51E-01 3.01E-04 
7.03E+01 7.09E+00 5.02E+00 1.80E-04 
7.03E+01 7.89E+00 2.47E+00 3.67E-04 
7.03E+01 9.83E+00 3.75E+00 4.98E-04 
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Π6 Π7 𝜔 (𝐻𝑧) ΠΔ 
7.03E+01 1.26E+01 2.47E+00 1.86E-04 
7.03E+01 1.47E+01 1.76E+00 5.95E-04 
7.03E+01 1.56E+01 2.01E+00 5.03E-04 
7.03E+01 1.82E+01 1.70E+00 1.03E-03 
7.03E+01 1.93E+01 5.82E-01 1.77E-03 
7.03E+01 2.30E+01 2.53E+00 4.16E-04 
7.03E+01 2.31E+01 2.53E+00 5.31E-04 
7.03E+01 2.50E+01 2.52E+00 5.07E-04 
7.03E+01 3.26E+01 4.93E-01 4.01E-03 
7.03E+01 3.86E+01 9.92E-01 2.58E-03 
7.03E+01 3.92E+01 9.93E-01 2.47E-03 
7.03E+01 4.81E+01 4.95E-01 5.83E-03 
7.03E+01 4.97E+01 4.98E-01 6.75E-03 
1.09E+02 4.54E-02 1.55E-01 1.64E-04 
1.09E+02 2.90E+00 2.50E+00 1.36E-04 
1.09E+02 3.60E+00 9.78E-01 2.39E-04 
1.09E+02 4.63E+00 9.98E-01 2.59E-04 
1.09E+02 5.55E+00 9.84E-01 3.19E-04 
1.09E+02 7.12E+00 2.49E+00 4.02E-04 
1.09E+02 8.11E+00 3.74E+00 1.92E-04 
1.09E+02 1.02E+01 3.93E+00 3.32E-04 
1.09E+02 1.43E+01 1.33E+00 6.23E-04 
1.09E+02 1.66E+01 4.98E+00 6.40E-04 
1.09E+02 1.70E+01 4.98E+00 5.70E-04 
 286 
Π6 Π7 𝜔 (𝐻𝑧) ΠΔ 
1.09E+02 1.97E+01 3.32E+00 8.91E-04 
1.09E+02 2.18E+01 3.99E+00 8.05E-04 
1.09E+02 2.38E+01 2.49E+00 1.02E-03 
1.09E+02 2.58E+01 4.89E-01 1.72E-03 
1.09E+02 2.81E+01 2.89E+00 1.91E-03 
1.09E+02 3.01E+01 2.56E+00 2.20E-03 
1.09E+02 3.21E+01 2.48E+00 1.49E-03 
1.09E+02 3.36E+01 2.48E+00 7.19E-04 
1.09E+02 3.80E+01 9.75E-01 4.25E-03 
1.09E+02 4.00E+01 6.57E-01 4.19E-03 
1.09E+02 4.45E+01 5.32E-01 4.64E-03 
1.09E+02 4.82E+01 6.41E-01 5.32E-03 
1.09E+02 4.92E+01 5.20E-01 5.08E-03 
 
 
Table 28: Samples and standard deviation for nondimensional actuator data 
𝑁 𝜎Π7 𝜎𝜔 (𝐻𝑧) 𝜎ΠΔ 
4 5.34E-02 2.51E+00 4.23E-06 
1 0.00E+00 0.00E+00 0.00E+00 
1 0.00E+00 0.00E+00 0.00E+00 
2 3.14E-01 2.78E+00 1.70E-05 
2 7.18E-03 2.81E+00 1.43E-04 
3 3.70E-01 3.07E-01 2.53E-04 
1 0.00E+00 0.00E+00 0.00E+00 
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𝑁 𝜎Π7 𝜎𝜔 (𝐻𝑧) 𝜎ΠΔ 
2 2.60E-02 2.21E-04 5.20E-05 
2 1.12E+00 1.76E+00 2.59E-04 
1 0.00E+00 0.00E+00 0.00E+00 
2 2.32E-01 1.08E+00 2.80E-04 
7 7.28E-01 1.50E+00 1.54E-04 
7 6.93E-01 1.59E+00 4.93E-04 
5 1.65E-01 2.20E-01 3.87E-04 
1 0.00E+00 0.00E+00 0.00E+00 
1 0.00E+00 0.00E+00 0.00E+00 
1 0.00E+00 0.00E+00 0.00E+00 
6 3.07E-01 7.96E-04 5.71E-04 
1 0.00E+00 0.00E+00 0.00E+00 
4 1.23E-01 4.05E-04 1.06E-04 
3 3.53E-01 8.21E-04 2.01E-04 
2 5.76E-01 4.91E-04 2.99E-04 
3 2.38E-02 3.85E-02 2.99E-05 
3 5.78E-02 6.83E-04 2.24E-05 
1 0.00E+00 0.00E+00 0.00E+00 
4 2.51E-01 2.54E-02 1.09E-04 
5 5.34E-01 9.91E-03 1.37E-04 
1 0.00E+00 0.00E+00 0.00E+00 
2 1.54E-01 1.75E+00 1.37E-05 
7 3.41E-01 1.33E+00 8.08E-05 
5 6.31E-01 6.62E-01 2.24E-04 
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𝑁 𝜎Π7 𝜎𝜔 (𝐻𝑧) 𝜎ΠΔ 
2 4.85E-02 7.56E-04 3.75E-05 
1 0.00E+00 0.00E+00 0.00E+00 
3 5.86E-01 1.45E+00 2.87E-04 
5 8.60E-01 1.37E+00 3.16E-04 
1 0.00E+00 0.00E+00 0.00E+00 
5 4.56E-01 1.23E-03 1.07E-04 
5 7.70E-01 2.02E+00 1.08E-03 
7 4.95E-01 1.80E+00 1.28E-03 
1 0.00E+00 0.00E+00 0.00E+00 
1 0.00E+00 0.00E+00 0.00E+00 
1 0.00E+00 0.00E+00 0.00E+00 
9 5.26E-01 2.40E-01 4.25E-04 
1 0.00E+00 0.00E+00 0.00E+00 
4 5.42E-01 2.36E-01 6.10E-04 
1 0.00E+00 0.00E+00 0.00E+00 
 
Table 29: Actuator experiment regression coefficients 
Coefficient Value 
𝛽0 2.2513e-05 
𝛽1 4.8709e+01 
𝛽2
∗ 2.0976e+00 
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Table 30: Sensor DFT-processed data 
Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
IPMC Free 
Length (mm) 
1.91E-04 4.98E+00 1.10E+00 4.98E+00 2.24E+01 
2.27E-04 4.98E+00 1.10E+00 4.98E+00 2.24E+01 
1.39E-04 4.98E+00 1.10E+00 4.98E+00 2.24E+01 
2.10E-04 4.98E+00 1.08E+00 4.98E+00 2.24E+01 
2.35E-04 4.98E+00 1.08E+00 4.98E+00 2.24E+01 
1.04E-04 2.52E+00 9.69E-01 2.52E+00 2.24E+01 
2.43E-04 2.52E+00 9.74E-01 2.52E+00 2.24E+01 
2.89E-04 2.52E+00 9.79E-01 2.52E+00 2.24E+01 
1.47E-04 2.52E+00 9.90E-01 2.52E+00 2.24E+01 
2.83E-04 2.52E+00 9.86E-01 2.52E+00 2.24E+01 
1.73E-03 1.01E+00 1.33E+00 1.01E+00 2.24E+01 
1.79E-03 1.01E+00 1.33E+00 1.01E+00 2.24E+01 
1.90E-03 1.01E+00 1.33E+00 1.01E+00 2.24E+01 
1.75E-03 1.01E+00 1.32E+00 1.01E+00 2.24E+01 
1.92E-03 1.01E+00 1.32E+00 1.01E+00 2.24E+01 
3.56E-04 4.99E+00 5.97E-01 4.99E+00 2.24E+01 
1.83E-04 4.99E+00 5.96E-01 4.99E+00 2.24E+01 
1.37E-04 4.99E+00 5.93E-01 4.99E+00 2.24E+01 
1.22E-04 4.99E+00 5.93E-01 4.99E+00 2.24E+01 
5.19E-05 4.99E+00 5.94E-01 4.99E+00 2.24E+01 
3.28E-04 7.51E+00 5.99E-01 7.51E+00 2.24E+01 
1.84E-04 7.51E+00 6.04E-01 7.51E+00 2.24E+01 
2.63E-04 7.51E+00 5.95E-01 7.51E+00 2.24E+01 
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Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
IPMC Free 
Length (mm) 
3.10E-04 7.51E+00 5.86E-01 7.51E+00 2.24E+01 
2.21E-04 7.51E+00 5.91E-01 7.51E+00 2.24E+01 
1.74E-04 9.97E+00 4.64E-01 9.97E+00 2.24E+01 
1.45E-04 9.97E+00 4.50E-01 9.97E+00 2.24E+01 
1.36E-04 9.97E+00 4.66E-01 9.97E+00 2.24E+01 
1.71E-04 9.97E+00 4.77E-01 9.97E+00 2.24E+01 
7.42E-05 9.97E+00 4.77E-01 9.97E+00 2.24E+01 
3.24E-04 9.97E+00 1.35E+00 9.97E+00 2.24E+01 
3.30E-04 9.97E+00 1.34E+00 9.97E+00 2.24E+01 
2.87E-04 9.97E+00 1.30E+00 9.97E+00 2.24E+01 
2.30E-04 9.97E+00 1.21E+00 9.97E+00 2.24E+01 
2.01E-04 9.97E+00 1.26E+00 9.97E+00 2.24E+01 
3.67E-04 7.51E+00 1.80E+00 7.51E+00 2.24E+01 
2.35E-04 7.51E+00 1.79E+00 7.51E+00 2.24E+01 
2.90E-04 7.50E+00 1.82E+00 7.51E+00 2.24E+01 
2.46E-04 7.51E+00 1.78E+00 7.51E+00 2.24E+01 
5.54E-04 4.98E+00 1.68E+00 4.99E+00 2.24E+01 
4.61E-04 4.98E+00 1.67E+00 4.98E+00 2.24E+01 
2.92E-04 4.98E+00 1.69E+00 4.99E+00 2.24E+01 
1.90E-04 4.98E+00 1.69E+00 4.99E+00 2.24E+01 
3.68E-04 4.98E+00 1.66E+00 4.98E+00 2.24E+01 
2.66E-04 4.98E+00 1.66E+00 4.98E+00 2.24E+01 
3.60E-04 2.52E+00 9.21E-01 2.52E+00 1.55E+01 
3.74E-04 2.52E+00 9.35E-01 2.52E+00 1.55E+01 
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Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
IPMC Free 
Length (mm) 
9.20E-04 2.52E+00 9.30E-01 2.52E+00 1.55E+01 
9.02E-04 2.52E+00 9.44E-01 2.52E+00 1.55E+01 
5.37E-04 2.52E+00 9.15E-01 2.53E+00 1.55E+01 
7.82E-04 2.52E+00 9.21E-01 2.52E+00 1.55E+01 
2.35E-03 1.01E+00 1.04E+00 1.01E+00 1.55E+01 
2.31E-03 1.01E+00 1.05E+00 1.01E+00 1.55E+01 
2.10E-03 1.01E+00 1.07E+00 1.01E+00 1.55E+01 
2.58E-03 1.01E+00 1.09E+00 1.01E+00 1.55E+01 
8.94E-04 4.98E+00 1.08E+00 4.99E+00 1.55E+01 
7.46E-04 4.99E+00 1.12E+00 4.99E+00 1.55E+01 
7.34E-04 4.99E+00 1.12E+00 4.99E+00 1.55E+01 
5.98E-04 4.99E+00 1.12E+00 4.99E+00 1.55E+01 
7.67E-04 4.98E+00 1.11E+00 4.99E+00 1.55E+01 
8.32E-04 7.51E+00 1.12E+00 7.51E+00 1.55E+01 
8.73E-04 7.51E+00 1.15E+00 7.51E+00 1.55E+01 
7.86E-04 7.51E+00 1.13E+00 7.51E+00 1.55E+01 
6.34E-04 7.51E+00 1.14E+00 7.51E+00 1.55E+01 
3.55E-04 7.51E+00 1.15E+00 7.51E+00 1.55E+01 
5.44E-04 9.97E+00 8.63E-01 9.97E+00 1.55E+01 
4.51E-04 9.97E+00 9.02E-01 9.97E+00 1.55E+01 
3.61E-04 9.97E+00 9.19E-01 9.98E+00 1.55E+01 
2.75E-04 9.97E+00 8.96E-01 9.97E+00 1.55E+01 
1.29E-04 9.97E+00 8.43E-01 9.97E+00 1.55E+01 
4.92E-04 9.97E+00 1.38E+00 9.97E+00 1.55E+01 
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Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
IPMC Free 
Length (mm) 
3.79E-04 9.97E+00 1.39E+00 9.97E+00 1.55E+01 
3.35E-04 9.97E+00 1.38E+00 9.97E+00 1.55E+01 
3.17E-04 9.97E+00 1.38E+00 9.97E+00 1.55E+01 
3.46E-04 9.97E+00 1.40E+00 9.97E+00 1.55E+01 
3.46E-04 9.97E+00 1.40E+00 9.97E+00 1.55E+01 
5.86E-04 9.97E+00 1.37E+00 9.97E+00 1.55E+01 
1.02E-03 7.51E+00 1.73E+00 7.51E+00 1.55E+01 
9.99E-04 7.51E+00 1.74E+00 7.51E+00 1.55E+01 
8.91E-04 7.51E+00 1.74E+00 7.51E+00 1.55E+01 
6.62E-04 7.51E+00 1.74E+00 7.51E+00 1.55E+01 
8.20E-04 4.99E+00 1.71E+00 4.99E+00 1.55E+01 
6.80E-04 4.99E+00 1.72E+00 4.99E+00 1.55E+01 
6.88E-04 4.99E+00 1.72E+00 4.99E+00 1.55E+01 
7.07E-04 4.99E+00 1.73E+00 4.99E+00 1.55E+01 
5.27E-04 4.99E+00 1.74E+00 4.99E+00 1.55E+01 
1.32E-03 2.52E+00 1.48E+00 2.52E+00 1.55E+01 
1.17E-03 2.52E+00 1.47E+00 2.52E+00 1.55E+01 
1.38E-03 2.52E+00 1.43E+00 2.52E+00 1.55E+01 
1.57E-03 2.52E+00 1.44E+00 2.52E+00 1.55E+01 
1.52E-03 2.52E+00 1.44E+00 2.52E+00 1.55E+01 
4.69E-04 7.51E+00 1.16E+00 7.51E+00 2.24E+01 
4.23E-04 7.51E+00 1.17E+00 7.51E+00 2.24E+01 
4.70E-04 7.51E+00 1.18E+00 7.51E+00 2.24E+01 
3.77E-04 7.51E+00 1.17E+00 7.51E+00 2.24E+01 
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Voltage 
Amplitude (V) 
Voltage 
Frequency (Hz) 
Displacement 
Amplitude (mm) 
Displacement 
Frequency (Hz) 
IPMC Free 
Length (mm) 
4.53E-04 7.51E+00 1.16E+00 7.51E+00 2.24E+01 
2.61E-04 9.97E+00 8.33E-01 9.97E+00 2.24E+01 
2.18E-04 9.97E+00 7.83E-01 9.97E+00 2.24E+01 
1.83E-04 9.97E+00 8.20E-01 9.97E+00 2.24E+01 
1.23E-04 9.97E+00 8.18E-01 9.97E+00 2.24E+01 
2.16E-04 9.97E+00 8.24E-01 9.97E+00 2.24E+01 
2.21E-04 9.97E+00 8.23E-01 9.97E+00 2.24E+01 
 
 
Table 31: Bins for sensor data 
Parameter Bins 
Π6 21, 31 
𝜔 (𝐻𝑧) 1, 2.5, 5, 7.5, 10 
Π18 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.1, 0.11 
 
 
Table 32: Nondimensionalized sensor data (bin averaged) 
Π6 Π18 𝜔 (𝐻𝑧) Π𝜙 
2.15E+01 5.44E-02 9.97E+00 4.95E-03 
2.15E+01 5.99E-02 2.52E+00 2.48E-02 
2.15E+01 5.78E-02 9.97E+00 1.57E-02 
2.15E+01 6.84E-02 1.01E+00 8.99E-02 
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Π6 Π18 𝜔 (𝐻𝑧) Π𝜙 
2.15E+01 7.16E-02 4.99E+00 2.88E-02 
2.15E+01 7.34E-02 7.51E+00 2.68E-02 
2.15E+01 9.33E-02 2.52E+00 5.42E-02 
2.15E+01 8.94E-02 9.97E+00 1.54E-02 
2.15E+01 9.54E-02 2.52E+00 5.09E-02 
2.15E+01 1.11E-01 4.99E+00 2.63E-02 
2.15E+01 1.12E-01 7.51E+00 3.43E-02 
3.10E+01 2.08E-02 9.97E+00 5.38E-03 
3.10E+01 2.65E-02 4.99E+00 6.53E-03 
3.10E+01 2.66E-02 7.51E+00 1.00E-02 
3.10E+01 3.50E-02 9.97E+00 8.37E-03 
3.10E+01 4.37E-02 2.52E+00 8.19E-03 
3.10E+01 3.68E-02 9.97E+00 7.72E-03 
3.10E+01 4.87E-02 4.98E+00 7.71E-03 
3.10E+01 5.21E-02 7.51E+00 1.69E-02 
3.10E+01 5.38E-02 9.97E+00 8.84E-03 
3.10E+01 5.91E-02 1.01E+00 6.99E-02 
3.10E+01 5.85E-02 9.97E+00 1.10E-02 
3.10E+01 7.45E-02 4.98E+00 1.59E-02 
3.10E+01 7.55E-02 4.98E+00 9.27E-03 
3.10E+01 8.03E-02 7.51E+00 1.09E-02 
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Table 33: Samples and standard deviation for nondimensional sensor data 
𝑁 𝜎Π18 𝜎𝜔 (𝐻𝑧) 𝜎Π𝜙 
1 0.00E+00 0.00E+00 0.00E+00 
6 6.88E-04 3.28E-04 9.83E-03 
4 1.51E-03 1.09E-03 4.47E-03 
4 1.28E-03 3.53E-05 7.62E-03 
5 1.04E-03 4.74E-04 4.06E-03 
5 6.22E-04 5.30E-04 8.12E-03 
4 9.80E-04 5.70E-05 7.00E-03 
7 8.18E-04 3.52E-04 3.86E-03 
1 0.00E+00 0.00E+00 0.00E+00 
5 7.41E-04 8.20E-04 4.03E-03 
4 2.68E-04 3.91E-04 6.27E-03 
5 4.94E-04 1.02E-03 1.55E-03 
5 8.27E-05 2.92E-04 4.39E-03 
5 3.09E-04 1.10E-03 2.31E-03 
1 0.00E+00 0.00E+00 0.00E+00 
5 3.89E-04 2.44E-04 3.21E-03 
5 2.64E-04 6.98E-04 1.98E-03 
5 5.39E-04 6.85E-04 1.47E-03 
5 3.44E-04 7.99E-04 1.52E-03 
1 0.00E+00 0.00E+00 0.00E+00 
5 2.12E-04 7.97E-05 3.21E-03 
4 1.96E-03 1.31E-03 2.28E-03 
4 3.16E-04 5.15E-04 4.75E-03 
2 1.74E-04 2.90E-04 2.75E-03 
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𝑁 𝜎Π18 𝜎𝜔 (𝐻𝑧) 𝜎Π𝜙 
4 7.73E-04 1.42E-03 2.29E-03 
 
 
Table 34: Sensor experiment regression coefficients 
Coefficient Value 
𝛽0 1.9511e+04 
𝛽1
∗ -1.5228e-01 
𝛽2
∗ -3.4890e+00 
𝛽3
∗ 2.3984e+01 
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Appendix I. Images of Experimental Setup 
 
Figure 67: Experimental Setup for IPMC Actuator 
The laser displacement sensor (left) and IPMC / electrode clamp (right) are seen magnetically 
attached to an optical bench. The laser displacement sensor is positioned to probe the IPMC tip 
displacement throughout the entire range of motion for each test. Not seen is the DAQ system (out 
of frame left) and function generator (out of frame top). 
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Figure 68: Experimental Setup for IPMC Sensor 
The laser displacement sensor (right), IPMC / electrode clamp (center), and dynamic shaker (left) 
are seen above. The laser displacement sensor is positioned to probe the face of the dynamic shaker 
to capture the displacement input to the IPMC. Not see is the DAQ (out of frame right). 
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COMMUNITY OUTREACH 
Volunteer Animal Foster Parent 2017 – 2021 
The Animal Foundation of Las Vegas 
• Worked with The Animal Foundation to care for young or ill animals brought into the shelter until 
healthy enough for adoption, release, or transport to local sanctuary. 
 
HONORS AND AWARDS 
GPSA 2021 Merit Award 
Karsten T. Bronken Memorial Scholarship 
Featured back cover in Advanced Intelligent Systems 
Featured Synopsys Simpleware case study: Improved Product Design Using Biomimicry 
Featured in Advanced Science News: Robotic Dorsal Fins Help Us Understand Aquatic Movement 
UNLV College of Engineering Scholar Award  
UNLV May 2018 Outstanding Graduate 
ASME Student Finalist Nominee DiscoverE New Faces of Engineering 
Bhatnagar Top Math Minor Award 
Class of 2016 Outstanding Graduate 
Graebel Outstanding Senior of the Year 
Phi Kappa Phi Honor Society 
Tau Beta Pi Engineering Honor Society 
 
ENGINEERING PROJECTS 
Hyperelastic Porous Media Framework for Soft-Robotic Actuators and Sensors 
Current state-of-the-art in multiphysics modeling of ionic polymer-metal composites lacks a unification of 
continuum thermodynamic and porous media modeling frameworks. To address this, a novel model using 
hyperelastic multiphasic media theory was formulated, unifying efforts of finite-strain and bulk fluid / 
solvent species models. Extensively characterized transduction phenomena via dimensional analysis and 
investigated nonlinear kinematics with a mixed Eulerian/Lagrangian formulation. 
 
Preliminary Design of OMVPE Reactor via Finite Element Method 
Deposition quality in the organometallic vapor phase epitaxy process is sensitive to flow conditions and 
reactor geometry. A preliminary design study to explore these effects on deposition uniformity was 
conducted using FEA in Python (FEniCS). A fixed-point iteration algorithm was developed to solve the 
stationary Navier-Stokes equation for momentum transport, with energy and mass transport coupling, 
buoyance effects, and temperature dependent material properties. Deposition uniformity was inferred from 
concentration profile contours and the dependence on flow rate and geometry was quantified. 
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Design Model of SOFC for UNLV Engineering Building 
The shift to green energy necessitates the consideration of localized power production leveraging alternative 
technology such as fuel cell systems. A steady-state diffusion-flux model for the solid oxide fuel cells was 
developed to simulate cell reaction kinetics and design annular cell array for powering the UNLV Science 
and Engineering Building. Final design achieved a 40% efficiency at a maximum load of 6.4 MW and 48% 
at the 2.6 MW operational load. 
 
Multiphysics Model of PVC Gel Actuators 
Actuation phenomena of plasticized PVC gels are currently not understood and have no foundational model 
to describe their behavior. A descriptive multiphysics model was developed to simulate plate and mesh type 
anodes devices. Leveraged plasticizer rich layers near anode with locally varied material properties with 
Maxwell stress induced anodophillic creep. The plate and mesh type models used Neo-Hookean and Gent 
type hyperelastic material models, respectively, which were calibrated with samples in lab. Actuator 
contraction % showed good agreement with experiments across tested input voltages. 
 
Method for Increased Computational Efficiency in Electroactive Polymer FEA 
Incorporating electroactive polymer into FEA models of soft robotics suffers from large computational 
burdens. A domain mapping technique was developed to offload the burden to lower dimensional geometry 
using fewer degrees of freedom. Test models saw up to 98% reduction in computation time, and the 
technique allowed for 12 independently controlled actuators to be simultaneously simulated, which would 
otherwise be cost prohibitive. 
 
Design, Modeling, and Optimization of a Biomimetic Soft Robot 
Typical biomimetic soft robotics seek to mirror biological forms and structures, limiting their scope. A 
novel conceptual design based on locomotive principles of jellyfish was proposed and sought to address 
key limitations that arise in the direct mirroring methodology. Geometric and physics-based models were 
developed to quantify the designs behavior. Proposed design demonstrated consistent increase propulsive 
performance over biological models.  
 
Thermal Processing of Precursor Polymer for 3D Printing 
Common ionic polymers are thermoset materials and hence membranes cannot be fabrication using modern 
3D printing technology. A process for manufacturing ionic polymer membranes by thermal processing of 
precursor materials was created. Thermal properties of precursor material were characterized using FT-IR, 
TGA, and rheological testing. Using modified commercial 3D printers and electroactive polymer actuators 
/ sensors were fabricated which exhibited novel 3D topologies. 
 
Prototype Design of Dynamic Morphing NACA Hydrofoil 
Fixed profile NACA hydrofoils are widely used in underwater vehicles for lift and maneuverability. The 
capability to dynamically alter the hydrofoil profile and spanwise AoA can provide increased efficiency 
and agility to such craft. Using additive manufacturing techniques, designs for dynamic twisting and 
morphing to NACA airfoils in small craft were prototyped at a 1/5 scale. Prototypes leveraged elastomer 
materials in the mid-section of the wings to allow for large deformation with internal mechanisms using 
traditional and soft-polymer actuators to achieve the desired morphing behavior. 
 
Dynamic Model of Payload Transport with Gantry Crane 
Mechanisms and machinery require dynamic models for design and controller development. A kinematic 
constraint library was developed and used to model a gantry crane under dynamic payload transport and 
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hoisting that enables these future analysis objectives. Direct dynamics via embedding technique were 
directly compared with inverse dynamic via Euler-Lagrange equations and were in agreement for the 
dynamic behavior. 
 
Gantry Crane Fuzzy Control Optimization with Genetic Algorithm 
Fuzzy controllers offer simple solutions for nonlinear systems such as a gantry crane but require 
experienced operators for tuning. As an alternative, a multibody dynamic model was developed and used 
to tune a fuzzy control system via generic algorithm (GA) techniques. Converged solution yielded errors 
within 1% for travel limit, maximum swing, and hoisting height performance targets. 
 
RELEVANT COURSEWORK 
Advanced Dynamics, Energy and Variational Methods in Structural Mechanics, Finite Element Analysis, 
Advanced Thermodynamics, Transport Phenomena, Perturbation Methods, Engineering Optimization, 
Aerodynamics, Fuel Cell Systems, Mathematical Physics, GD&T Fundamentals 
 
PERSONAL INTERESTS 
Animal Foster Parent, Travel, Hiking, Camping, Photography, Painting 
 
LICENSURE 
Engineering Intern (EI) Certification #0T7647 
