Abstract. This work proves a conjecture in [1] . A pair (α, β) of simple closed geodesics on a closed and oriented hyperbolic surface M g of genus g is called a filling pair if the complementary components of α ∪ β in M g are simply connected. The length of a filling pair is defined to be the sum of their individual lengths. We show that the length of any filling pair on M is at least mg 2 , where m g is the perimeter of the regular right-angled hyperbolic (8g − 4)-gon.
Introduction
Let M g be a closed and oriented (hyperbolic) surface of genus g ≥ 2.
Definition 1.1. A pair (α, β) of simple closed (geodesic) curves on M g is called a filling pair of M g if M g \ (α ∪ β) is a disjoint union of topological disks. The curves α, β are assumed to be in minimal position, i.e., the geometric intersection number i(α, β) of α and β is equal to |α ∩ β|. Definition 1.2. A filling pair intersects minimally when the complement of their union is a single disk, and such a filling pair is also called minimal.
For a minimally intersecting filling pair (α, β) of M g , the geometric intersection number is given by i(α, β) = 2g − 1 (see [3] ).
The set of all closed and oriented surfaces of genus g up to isometry is called the moduli space of genus g, and is denoted by M g . Definition 1.3. We define length of a filling pair (α, β) on a closed hyperbolic surface M ∈ M g by L M (α, β) := l M (α) + l M (β) , where l M (α) denotes the length of the geodesic representative in the free homotopy class [α] of α on M .
When we cut a hyperbolic surface M g open along a minimal filling pair, we obtain a hyperbolic (8g − 4)-gon with area 4π(g − 1) (this area is equal to the area of the surface M g ). The length of the filling pair is equal to half the perimeter of this (8g − 4)-gon.
It is known that among all (hyperbolic) n-gons with fixed area, the regular n-gon has the least perimeter (for a proof, refer to Bezdek [2] ). In particular, we see that the regular right-angled (8g − 4)-gon has the least perimeter among all (8g − 4)-gons with area 4π (g − 1). Thus, if m g is the perimeter of a regular right-angled (8g − 4)-gon, and This fact was proved rigorously in [1] . Moreover, it was shown in [1] that there are finitely many surfaces where the equality holds. Furthermore, in [1] , Aougab and Huang define the filling pair systole function
is a filling pair of M } ,
In this paper, we show that (as conjectured by Aougab and Huang in [1] ) Theorem 1.1 (Main Theorem). Let Y g be the filling pair systole function as defined above. Then
where
is the perimeter of the regular right-angled hyperbolic (8g − 4)-gon.
Thus, the filling pair systole function has a global minimum over M g .
It is a fact that Y g is a topological Morse function; the argument in [1] for F g , which proves that F g is a "generalized systole function" (see [6] ), generalizes to Y g . It follows that there are at most finitely many
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Partitions of polygons
Let (α, β) be a filling pair of M g . The complement M g \ (α ∪ β) is a disjoint union of topological disks, and we write
where k ∈ N and P i 's are topological discs, i=1,2,. . . , k. Note that, if M g is a hyperbolic surface (g ≥ 2) and (α, β) is a filling pair of geodesics, then P i 's are hyperbolic polygons.
In another point of view, we can regard the union Γ (α, β) = α ∪ β as a decorated fat graph on M g , where the intersection points are the vertices, the sub-arcs between vertices are the edges, and the fat graph structure is determined by the orientation of the surface (see [3] for notation). Note that Γ(α, β) is a 4-regular graph on the surface M g . If the number of vertices and edges in Γ (α, β) are v and e respectively, then we have e = 2v and v = i (α, β), where i (α, β) is the geometric intersection number of α and β. Furthermore, Γ (α, β) has k boundary components (or equivalently faces) which is equal to the number of components in M g \ (α ∪ β).
It is easy to see that Γ (α, β) is the 1−skeleton of a cellular decomposition of M g . Therefore, by Euler's formula, we have,
Each edge in Γ (α, β) contributes two sides in the set of polygons P i , i = 1, . . . , k. Note that, among every two consecutive edges of P i 's, one comes from α and the other comes from β. Since α and β are in minimal position, they do not form bi-gons on M g , so the number of sides of each P i is even. Assume that the number of sides of P i is 2m i for some m i ≥ 2, i = 1, . . . , k. Therefore, by Euler's formula, we have
Now, if P is a right-angled regular hyperbolic (8g − 4)-gon, then by Gauss-Bonnet formula (see Theorem 1.1.7 in [5] ), we have area
Now, we prove some lemmas which are essential for the subsequent sections.
Lemma 2.1. Let P be a regular hyperbolic 2n-gon, n ≥ 2, with each interior angle θ ≥ π 2 . Consider two hyperbolic regular 2m i -gons P i , i = 1, 2 and m i ≥ 2 satisfying (2.3) area (P 1 ) + area (P 2 ) = area (P ) and 2m 1 + 2m 2 = 2n + 4.
If the interior angles of P i 's are θ i , i = 1, 2, where θ 1 ≤ θ 2 , then
Proof. From the given equation (2.3), we have m 1 + m 2 = n + 2. Now, using GaussBonnet formula, we have
If possible, assume that θ < θ 1 . Then we have θ < θ 2 as θ 1 ≤ θ 2 . Now, we have
which contradicts the hypothesis. Thus, we conclude that θ 1 ≤ θ.
Now,
In the next lemma (Lemma 2.2), we generalize Lemma 2.1.
2.1. Setting. Suppose P i 's are the regular hyperbolic 2m i -gons, , i = 1, . . . , k, satisfying
area (P i ) = area (P ) and
Suppose the interior angle of P i is θ i for each i = 1, . . . , k. We define
Lemma 2.2. In the Setting 2.1, we have
Proof. The proof of Lemma 2.2 is similar to the proof of Lemma 2.1. Using GaussBonnet formula, we have
(1) Using the inequality
we have
(2) Similarly, using the inequality
Lemma 2.3. Let P be a regular hyperbolic 2n-gon with each interior angle θ = π 2 + , where ≥ 0. Furthermore, consider P i 's are regular 2m i -gons, where
Proof. Using the equation 2m 1 + 2m 2 = 2n + 4, we have
Now, the equation area(P 1 ) + area(P 2 ) = area(P ) gives
Using the hypothesis
Now, if possible, we assume that θ 2 < π 2
. Then we have
The inequality m 1 > n implies m 2 ≤ 1, which is a contradiction.
We prove the theorem stated below (Theorem 2.4) that will be the key step in proving our main result. and n ≥ 2.
where Perim(P ) denotes the perimeter of the polygon P .
Proof of Main Theorem
In this section, assume that Theorem 2.4 is true and prove the main theorem (see Theorem 3.3). Note that, the proof of Theorem 2.4 is computational, and is addressed in Section 5.
Suppose P is a regular right angled hyperbolic 2n-gon, where n = 4g − 2, and P i 's are regular 2m i -gons, m i ≥ 2, for i = 1, 2, . . . , k, satisfying equations (2.4) and (2.5). Now, we have the proposition below.
Proof. Let θ i 's be the interior angles of P i 's, i = 1, . . . , k. After re-indexing, if needed, we may assume that
We define regular hyperbolic 2 m j -gons P j , j = 1, . . . , k, inductively as described below.
(1) For j = 1, P 1 := P 1 ; m 1 = m 1 , and area P 1 = area (P 1 ).
(2) In general, for j ≥ 2, 2 m j = 2 m j−1 + 2m j − 4 and area P j = area P j−1 + area (P j ).
Note that, these conditions determine P j uniquely. Now, we prove the lemma below which will be used to complete the proof of Proposition 3.1.
Proof of Lemma 3.2. The proof is by induction on j.
For the base case j = k, it is straightforward to see that P k = P , as area
Inductively, assume that
. First, note that the polygons P 1 , . . . , P k 0 and P = P k 0 satisfy the conditions of Lemma 2.2.
(3) As 2 m j = 2 m j−1 + 2m j − 4 for j = 2, . . . , k 0 , adding all these equations, we have
Finally, the polygons P k 0 , P k 0 , P k 0 −1 satisfy the following:
(2) area
Thus, by Lemma 2.3, we conclude that
Now we complete the proof of Proposition 3.1. By Lemma 3.2, note that for j ≥ 2, the polygons P j , P j , P j−1 satisfy:
(2) area P j−1 + area (P j ) = area P j . (3) 2 m j−1 + 2m j = 2 m j + 4. Thus, by Theorem 2.4, we conclude that Perim P j ≤ Perim (P j ) + Perim P j−1 .
for each j ≥ 2. Summing up the inequalities, we get that 
where m g is the perimeter of a regular right angled hyperbolic (8g − 4)-gon.
where P i 's are hyperbolic 2m i -gons for some m i ≥ 2, i = 1, . . . , k. We denote P i to be a regular hyperbolic 2m i -gon whose area is equal to area P i . It is a fact that the regular polygon has the least perimeter among all n-gons of a fixed area. Thus,
Now, Proposition 3.1 implies that
In what follows, we primarily aim at proving Theorem 2.4.
Base Cases n = 2, 3
The following is a well-known result in Euclidean and hyperbolic geometryProposition 4.1 (Isoperimetric inequality). Among all (Euclidean/hyperbolic) n−gons with fixed area A > 0, the one with the least perimeter is the regular n−gon. Similarly, among all n−gons with fixed perimeter P > 0, the one with the greatest area is the regular n−gon.
We can generalise this result as follows (for more details and a proof, see [7] ) -Theorem 4.2 (Isoperimetric inequality for disconnected regions). Let P, P 1 , P 2 be regular hyperbolic n-gons, for n ≥ 3, with areas A, A 1 , A 2 , and interior angles θ, θ 1 , θ 2 . Suppose that
Using Theorem 4.1, we get - . When n = 3, WLOG m 1 ≤ m 2 . Then m 1 = 2, m 2 = 3. Let P * 1 be the hyperbolic regular 6-gon with area equal to area (P 1 ). Then Perim (P 1 ) ≥ Perim (P * 1 ) by the isoperimetric inequality (see [2] ). Also, since , Theorem 4.2 implies that Perim (P ) ≤ Perim (P * 1 ) + Perim (P 2 ). Thus, Perim (P ) ≤ Perim (P 1 ) + Perim (P 2 ).
Thus, to prove Theorem 2.4, we assume hereon that n ≥ 4. With this established, we proceed to the full proof of Theorem 2.4.
Proof of Theorem 2.4
Notation for this section -P (n, A, p, α) is the hyperbolic regular n−gon with number of sides n, area A, perimeter p, angle α. We may simply write P (n, α) for the hyperbolic regular polygon with n sides and angle α (the area and perimeter are determined by these attributes).
To prove -For a given P (2m, A, p, α), suppose we have P (2m 1 , A 1 , p 1 , α 1 ) and P (2m 2 , A 2 , p 2 , α 2 ) s.t. . Then p 1 + p 2 ≥ p.
Before we proceed, observe that, for P (2n, A, p, α), Thus,
We wish to prove that
Also, the conditions A 1 + A 2 = A and m 1 + m 2 = m + 2 give us that is zero for m = 2, but greater than 0 as the first term grows faster than the second term.
To prove the claim, we first make some observations - ; we understand how g m, . Thus, as α 1 ranges over (0, α * 1 ), . That the two curves don't intersect again is true for m ≥ 4, can be checked graphically for m = 4 and will be true for higher values of m by the nature of curves g (k, β). This corresponds to the first part of the claim. Lemma 5.1. Suppose the result is true for P (2m, α). Pick β > α; then the result is true for P (2m, β).
Proof. First, note that the area A of P (2m, α) is (2m − 2) π − 2mα. So, α = (m − 1) π − A/2 m We have similar expressions for α 1 and α 2 . Now, note that if β > α, then area (P (2m, β)) < area (P (2m, α)). Rewriting P (2m, α) ≡ P (2m, A, p, α) as P (2m, A), the lemma equivalently states that if the proposition is true for P (2m, A), then it is true for P (2m, A − δ) for δ > 0.
Suppose P (2m, A − δ, q) is partitioned as P (2m 1 , B 1 , q 1 ) and P (2m 2 , B 2 , q 2 ) (where B i are the respective areas, and q, q i are respective perimeters). Then P (2m 1 , B 1 + δ = A 1 , q *
)
and P (2m 2 , B 2 ) form a valid partition of P . By hypothesis, we know that
With this in mind, let us look at the function (as a function of area B)
where we recall that perim (P (2m, B)) = 2m · cosh
. Thus, we are interested in calculating the minimum value attained (if such a minimum exists) by f m (A)−f m 1 (A 1 ) as m 1 varies, keeping A, A 1 fixed. Then, if we prove that q 1 +q 2 ≥ q for this case, the result will follow. Now, fix A, and consider f n (A) as n varies; we see that f n (A) decreases as n increases. To see this, note that as m increases, the difference term δ decreases in value; from
in the sin term, and that the derivative
decreases as n increases.
In particular, we see that f n (A) is maximum at n = 2, for A fixed. Thus, the quantity f m (A) − f m 1 (A 1 ) attains minimum at m 1 = 2. Hence, if we prove that q 1 + q 2 ≥ q for m 1 = 2, we would have proved the result for any m 1 . However, we have already proved the general result for the case m 1 = 2.
As a result, we can restrict our attention to the case α = cos (π/2m 1 ) sin
cos (π/2m 1 ) sin
i.e. Assuming this for now, we see that we only need to check two cases -f (m 1 , m 1 , α 1 ) ≥ 0, and lim m→∞ f (m, m 1 , α 1 ) ≥ 0. The first case is already done, as m = m 1 =⇒ m 2 = 2, and this case has been covered at the start (note that everything is symmetric in m 1 and m 2 ).
For the second case, we see that
If we prove that h ≥ 0, we are done. . The second term is independent of α 1 and increases monotonically with m. The first term varies with α 1 as follows - Figure 5 . Graph of the first terms for m 1 = 6
As we see, when m increases from m 1 to ∞, the relative position of α 1 (fixed) along the graph of (m − C) cosh is increasing. In particular, one can notice that for a fixed α 1 , the point may lie to he left of the inflection point of the graph at the start but as m increases, it moves to the right of the critical point;
the derivative of (m − C) cosh decreases at first with m till the point α 1 (relatively) moves past the inflection point of the graph, after which the derivative increases. The value of m for which α 1 crosses the inflection point is exactly m * ; we can see from the graphs that as the derivative increases, the distance between the two fterms increases, and hence the (negative) difference decreases.
