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Abstract 
A neural model of binocular vision is developed to simulate psychophysical and neurobiolog-
ical data concerning the dynamics of binocular disparity processing. 'I'he model shows how 
l'ccdforward a.nd feedback interactions among LGN ON and OFF cells and cortical simple, 
cornplex, and hypercomplex cells can simulate binocular summation, the Pulfrich effect, and 
the fusion of delayed anticorrelated stereograms. Model retinal ON and OFF cells are linked 
by an opponent process capable of generating antagonistic rebounds from OFF cells after off-
set of an ON cell input. Spatially displaced ON and OFF cells excite simple cells. Opposite 
polarity simple cells cornpete before their half-wave rectiJ!ed outputs excite cornplcx cells. 
Complex cells binocularly match like-polarity simple cell outputs before pooling half-wave 
rectified signals frorn opposite polarities. Competitive feedback among cornplex cells leads to 
sharpening of disparity selectivity and normalizes cell activity. Slow inhibitory interneurons 
help to reset complex cells after input offset. The Pulfrich effect occurs because the delayed 
input from the one eye fuses with the present input from the other eye to create a disparity. 
Binocular surnma.tion occurs for stirnuli of brief duration or of low contrast because corn-
petitive normalization takes time, and cannot occnr for very brief or weak stimuli. At brief 
SO As, anticorrelatecl stereograms can be fused because the rebound mechanisrn ensures that 
the present image to one eye can fuse with the aJtcrirna.ge fronr a. previous irna.gc to the other 
eye. Corticogenicula.te feedback embodies a. matching process that enhances the speed and 
temporal accuracy of complex cell disparity tuning. Model mechanisms interact to control 
the stable development of sharp disparity tuning. 
Key ·words: binocular vision, binocular disparity, vi:mal cortex, latera.! geniculate nucleus, 
neural networks, Boundary Contom System, Pulfrich effect, binocular surnma.tion, a.nticor .. 
related stcreograms 
1 Introduction 
'J'his article develops a neural model of the temporal dynarnics that occur during early 
stages of binocular vision. Some of the results were first briefly reported in Grunewald 
and Grossberg (1995b). To obtain a binocular repre;oentation of the environrnent, visual 
information available from the two eyes has to be combined. During normal viewing, the 
two eyes converge, and so the same pa.rt of the visual scene falls onto the centers of the two 
foveae. Since the two retinae are horiwntally displaced in the head, not all information from 
the one retina. is located at the corresponding site in the other retina. For example, the 
retinal image of a.n object that is slightly behind the Jixation point will be shiftedleftwarcls 
in the left eye and rightwards in the right eye (Figure 1). 'I'his disparity is used by the visual 
cortex as a powerful cue for depth (Jules:o, 1971). 
Figure 1 
Since objects can be at diil'erent depths, a particular location on the retina is not always 
paired in the cortex with the same location on the other retina.. One retinal location could 
be paired in the cortex with several other possible locations on the other retina. The two 
locations that are paired typically generate a binocular fused percept of a single location in 
space. One of the difficult tasks that the visual system faces is to decide which retinal location 
goes with which for any given visual input. This task is often called the correspondence 
problem (.Julesz, 1971). 
During free viewing, human observers tend to make about three eye movements per 
second. 'I'his mea.ns that the correspondence problem has to be solved very rapidly based 
on the two images that arc being processed by the two eyes (sec Figure 2). 'I'he present 
rnodcl sirnulatcs several types of data. about the transient dynamics of binocular vision that 
illustrate how the brain accomplishes this task. 
Figure 2 
'l'he rnodcl cornbines two previous modeling studies of visual perception a.ncl extends 
thenr into the dynamical domain. Both of these studies developed parts of the Boundary 
Contour Systcrn (HCS) of crncrgent boundary segmentation that was introduced in Cohen 
and Grossberg (1981), Grossberg (1984), Grossberg and lvlingolla. (1985a, 1985b) to model 
aspects of the interblob cortical processing stream from the lateral geniculate nucleus (LGN) 
to cxtrastriate area. V4. In previous work, Grossberg (l9~Jtl) further developed the theory, 
called FACADE theory, of which the BCS fonns a part to explain perccptua.l and neural 
data about 3-D vision and llgure-grouncl pop--out. Grossberg and McLoughlin (1995) and 
McLoughlin and Grossberg (1994, 1995) refined FACADE theory to simulate data about da 
Vinci stereopsis (Gillam & llorsting, 1988; Kaye, 1978; Lawson & Gulick, l 967; N aka.ya.rna & 
Shimojo, l 990; Wheatstone, JS:l8) and about dichoptic masking, contrast-sensitive binocular 
matching, and Pan urn's linriting case (McKee, Bravo, Srnallrna.n, & Legge, 1991a; McKee, 
Bravo, 'I'aylor, & Legge, 19~JtJb). 'fbese simulations used model interactions from LGN ON 
and OFF cells to cortical simple cells ancl complex cells. In a parallel development, Gove, 
Grossberg, and Mingolla. (1995) studied a rnonocular version of the model that included 
interactions from LGN cells through cortical simple, cornplcx, hypercornplex, and bipolc 
cells, including feedback interactions from endstopped cortical complex cells back to the 
LGN. 'l'his work simulated data about brightness perception and the formation of illusory 
contours. 1'he present model show:; how to incorporate the monocular corticogeniculate 
feedback of Gove et al. (1995) into the binocular model of Grossberg and McLoughlin (1995). 
Such corticogeniculate feedback plays a. key role in studies of cortical disparity tuning for 
several reasons. In Grossberg ( 1976b), it was proposed that corticogeniculate feed back carries 
out a matching function whereby LC:N cell activities that are consistent with cortical activa-
tions are preserved and synchronized, whereas inconsistent LGN activities arc suprcssed. In 
particular, monocular LGN activations were proposed to resonate synchronously with con-
sistent cortical activations while binocularly inconsistent LC:N activations are suppressed. 
Sillito, .Jones, Gerstein, and West (1991) and Varela and Singer (1987) have reported neuro-
physiological evidence that is consistent with this prediction. The present work models how 
this feedback influences the dynamics of binocular disparity proce:;sing. Grossberg (1976b) 
also propo:;ed that thi:; corticogeniculate matching process plays a role in regulating and 
. . 
stabilizing the learning process whereby cortie<tl complex cells achieve fine binocular dis-
parity tuning during development i\ companion paper (Grunewald & Grossberg, 1995a.) 
models this learning process and simulates how corticogcmiculate feedback may influence t.he 
development of sharp binocular tuning. 
2 Review of experimental evidence 
2.1 Psychophysics 
Some important clyna.mic properties of :J-D vrsron are binocular summation, the Pulfrich 
effect, and fusion of anticorrclated stereogra.ms. 'fhey are simulated here to illustrate various 
facets of the rnoclcl's dynarnica.l interactions. 
2.1.1 Binocular summation 
When one views the world with only one eye, the world does not appear darker, even though 
tlw visual systern is in fact receiving less visual input 'J'his is known as Fechner's paradox 
(Cogan, 1982; Hering, 19G1; Levc)lt, 1965). However, thc)rC arc situations in which Fechner's 
paradox does not bold. In particular, when viewing very brief or very dim stimuli, the de-
tection threshold is lower when the stimulus is seen binocularly rather than rnonocula.rly 
(Andersen & Movshon, Hl89; Cogan, Clarke, Chan, & Rossi, 1990; Westendorf, Blake, & 
Fox, 1972). In other words, binocular summation affects the perception of surface properties. 
'J'bis result can also be extended to orientation discrimination tasks, in which subjects' per-
forrnanc.e irnprovcs when both eyes arc stirnulated (Bearse & Freernan, 1994; Legge, 1984a, 
HJ81b). 'I'Irus, binocular smnrnation can also influence properties of boundary segmentation. 
Taken together, these findingo suggeot that fcir brief and low contrast stirnuli, a facilitation 
occurs when stimuli arc viewed binocularly as opposed to rnonocularly, and that such binoc-
ular summation seems to involve both surface properties, such as brightness perception, and 
boundary properties, such as orientation cliscrirnination. 'J'bc present study focuses upon the 
latter type of process. 'vVc show how binocular oumma.tion can occur during brief stirnula-
tion of the BCS, even though it is normalized away by slower-acting competitive interactions 
in reoponse to more prolonged Htimuli. 'I'his stimulation probes the energetic aspects of 
binocular fusion through time. 
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2.1.2 Pulfrich effect 
'fhe Pulfrich effect can be elicited by po;;itioning a dark glass in front of one eye (Pulfrich, 
1922). If the observer then watches a pendulum that is moving within a frontoparallel plane, 
it appear;; as if the pendulum is rnoving along an ellipse in the boriwntal plane (Jule;;z & 
White, 1969). In particular, when the pendulum moves frorn the side with the darkened 
eye towards the other side, then the pendulum appears further away from the observer, and 
it appears nearer when it is moving in the opposite direction. This is illustrated in Figure 
:1. This study probes how the model assigns disparity values to rapidly changing binocular 
combinations. 
Figure 3 
2.1.3 Fusion of anticorrelated stereograms 
A stereogram is made up of two images, one for each eye. When these images are binocu-
larly fused, a percept in depth becomes visible. In correlated stereograms, two images arc 
constructed with corresponding features, which may be slightly shifted to create a disparity 
when each picture is viewed through a different eye. Random dot stcreograms are stere-
ograrns that exclusively contain black and white clots arranged in a random fat:hion (.Jules~, 
1960). 'I'his is illustrated in Figure 4. To perceive depth from such a stereogram, the visual 
systern typicaJly rnatches clots with the sanre contrast polarities relative to their background. 
Figure 1 
In an anticorrclated random clot stereogram, the contrast polarities between the two 
images arc reversed. T'his is illustrated in Figure 5. It is impossible to fuse them under 
normal conditions (Jules~, 1960). However, if two anticorrclated pictures are presented with 
a slight temporal asynchrony (about GOms), then fusion is possible (Cogan, Lomakin, & 
l{.ossi, 199:1). Afterimages occur following visual simulation and have reversed contrasts. 
'I'his suggests that the fusion of one irnage occurs with the aftcrirnagc of an earlier image in 
the other eye. At similar asynchronics, fusion of correlated stcrcograms becomes impossible. 
T'his study probes how the model binocularly matches image contrasts with the same contrast 
polarities, but not opposite contrast polarities. 'l'he study also highlights how opponent 
processes arc incorporated in the model and how rebounds within these opponent circuits 
can reverse intern a] pola,rity vaJues at input offset. 
Figure ,5 
2.2 Review of relevant neurophysiology and anatomy 
Visual input from the retina projects via retinal ganglion cells to the lateral geniculate 
nucleus (LC:N) and then to area V1 in the striate visual cortex. Area VI is arranged in 
several layers (layers 1-6), and neurons in layer 6 project from area Vl back to the LC:N. 
'J'he following paragraphs review relevant data. 
2.2.1 Retina 
Ganglion cells in the retina have om all receptive11elclo that typically consist of a central region 
and an annular surround (Schiller, 1992). ON cells have on-center off-surround anatomies 
that are excited by an increment light ila.sh in their center, and are inhibited by an increment 
light ilash in their surround. A decrement light flash inhibits the center, but excitco the 
surround. When stirnulatcd with a uniform field they do not respond at all. OFF cells have 
off-center on-surround anatomies that respond in the opposite way: a decrement light flash 
excites them in the center, and inhibits them in the surround. After the offset of <l stimulus, a 
cell that responded to the stimulus will quickly cease to respond, while a cell of the opposite 
polarity, which was not activated by the stimulus, will respond briefly (Enroth-Cugell & 
Robson, 1966). For example, an incrernent light flash will excite an ON cell, and inhibit an 
OFF cell at the same location. At the end of the ilash, the ON cell will be inhibited, but 
the opponent OFF cell will be tran:oiently activated. This transient response will henceforth 
be called an antagonistic rebound. 
2.2.2 Lateral geniculate nucleus 
Like retina.! ganglion cells, neurons in the LGN a.lso have a center-surround structure (Wiesel 
& Hubcl, 1966). The LGN comprises rela.y cells, which arc excitatory a.nd project to cortex, 
a.nd interneurons that can inhibit relay cells (Sillito & Kemp, 198:3). Both interneurons and 
relay cells receive direct input from the retina. (Dubin Sz Cleland, 1977). When the cortico-
thalamic input is abolished (e.g., by aspiration or chemical inactivation of cortex), then cells 
in the LGN show no orientation or length tuning (Sillito & lV!urphy, 199:3). 'I'he efl'eds of 
cortico-thalamic feedback will be disnwsed after a. survey of cell properties in striate cortex. 
2.2.3 Primary visual cortex 
Area Vl in the visual cortex is arranged in six layers. Input fronr the LGN arrives at layer 
1, where neurons have receptive field:; with center/surround organization, very much like 
those found in the LGN. At least three different cell types have been identified in area V1: 
sirnple cells, cornplex cells, and hypercornplex cells. All of these cell types are tuned for 
orientation, and they show spatial smnrnation. Simple cell:; have clearly iclentifia.blc ON 
and OFF regions. If a light incrernent falls within the ON region, it will excite the simple 
cell. Likewise, a light decrement within the OFF region excites the simple cell (Hubel & 
Wie:;el, 1962). Unlike LGN cells, however, these two regions are in general parallel, and clo 
not surround each other (H ubel & Wiesel, 1962). An edge para.llel to the border between 
the ON and the OFF regions of the correct polarity is the optimal stimnlus for a simple 
cell. When a. bar of optimal orientation is swept through a simple cell's receptive field, it 
will respond once. Cornplex cells do not have identifiable ON and OFF regions, and they 
respond to edges of either polarity. As a consequence, they respond twice when a bar is swept 
through their receptive field. T'his distinction between simple and complex cells has been 
nsed to define simple and complex cells (Skottun, De Valois, Grosof, Movshon, Albright, & 
Bonds, 1991 ). Hypercomplex cells respond to a large degree like complex cells. However, the 
responses of hypercomplex cells are reduced when the length of the stimnlus gets snHiciently 
large (llubcl & Wiesel, 1965). 'J'his property is called endstopping. 
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Many simple cells arc found in the upper parts of layer Ll, and many of them are only 
responsive to stimulation from one eye. Complex cells arc predorninantly found in layers 
2 and 3, and most of them are binocular. Hypercomplex cells are mostly found in layer 
6. Bubel and 'Niese] (1962) proposed that the cells in striate cortex are organized in a 
hierarchical wa.y. According to that view, ;;irnple cells receive geniculate input, complex cells 
receive input from simple cells, and hypercornplex cells receive input from cornplex cell;;. 
Although this view has been challenged since then, it seems reasonable to assume that some 
simple, complex and hypercornplex cells are arranged in this way. In support of a hierarchical 
structure of these cell types in area V1 is the finding that fewer simple cells are binocular 
than complex cells, a.nd fewer complex cells arc binocular than hypercomplex cells (Gilbert, 
HJ77; Hubcl & Wiesel, 1962, 1968). 
All these cell types discussed thus far arc considered to be excitatory. 'fhere are also 
inhibitory interneurons in the primary visual cortex. The tirne constant of inhibitory in-
terneurons appears to be slower than that of excitatory cells. There is evidence that suggests 
that pairs of excitatory and inhibitory neurons work together: the excitatory neuron excites 
the inhibitory neuron, and (slightly clclayed) the inhibitory neurons inhibits the excitatory 
neuron (I<riiger 8z Aiple, 1988). At present it is not clear bow localized this inhibitory effect 
is. 
Excitatory neurons in area V1 differ in the extent to which they respond to stimulation 
by either eye or by both eyes. 'I'his is called ocular dominance. Some cells fire only if one 
of the eye;; is stirnulated, while the input in the other eye i;; irrelevant. Other cells fire when 
either eye is stimulated, and they fire stronger when both eyes are stimulated (Gilbert, 1977; 
JJubel & Wiesel, 1962; Ohzawa. & Freeman, 198Gb, 1986a). 
2.2.4 Corticogeniculate feedback 
The LGN does not only receive projections from the retina, but a.lso frorn cortex, frorn layer 
6 of the striate cortex in particular (Robson, 198:1). In fact., the majority of the input to 
LGN cells cornes fronr there. 'I'hc strength of thi;; fcoeclback connection suggests that it rna.y 
play an important. role in visual processing. lt has been reported that cells in the LGN 
are endstopped, and that. they can show orientation and length tuning (Cleland, Lee, & 
Viclyasagar, 198il), which is likely to be mediated through the cortico-thalamic projections 
(Sillit.o & Mmphy, HJ93). Varela and Singer (1987) also showed that. cortical feedback 
can have a pronounced effect on the excitability of cells in the LGN. 'J'hose authors found 
geniculate activity reduced when the retinal input t.o the LGN docs not match the cortical 
feedback, a;; is the case in binocular rivalry. 'I'lJC'oC results were recently confinnecl and 
extended to show that responses in the LGN synchronize at cells where retinal and cortical 
signals converge (Sillito et al., 1994). 'I'hus c:orticogenicula.te feedback can have a. profound 
effect. on nc,ural activities in the LGN. 
Feedback from cortex is excitatory (Montero, 1990), but it goes to both interneurons (We-
ber, Kalil, & Behan, 1989) ancl relay cells (Dubin & Clelancl, 1977). Due to this cornplex 
pattern of connections, conflicting results have been reported: there arc reports of excitatory 
influences (Kalil& Chase, 1970), inhibitory influences (Hull, 1968), and mixed effects (Mar-
rocco & McClurkin, 1985). It seerns clear from these re:;ults that. feedback plays a role in 
:;patially localized processing. Evidence to support this comes frorn the precise topography 
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of the feedback projections (Updyke, 1975). 'fhis means that a simple role as the source of 
arousal cannot be conjectured for the feedback projections. 
3 A neural model of binocular processing 
The model incorporates several processing stages that correspond to LGN and cortical cell 
types. A global overview of the model architecture is shown in Figures 6 and 7 and is briefly 
surveyed before a more detailed stage-by-stage description is given. At the lowest stage, 
retinal infonnation is separated into ON and OFF channel responses. 'I'his separation has 
shown to be useful for modeling the processing of contrast information under conditions 
of variable illumination (Grossberg, Mingolla, 8z Williamson, 1995; Grossberg Sz Todorovic, 
1988; Grossberg 8z Wyse, 1991; Pessoa, Mingolla, & Neumann, 1994). In particular, cells that 
obey membrane or shunting equations, and that interact as a part of on-center off-surround or 
off-center on··surronnd networks, arc capable of discounting the illuminant, extracting Weber-
law modulated ratio contrasts, and normalizing their total activities (Grossberg, I 97;), l98~l). 
ON and OFF cells are linked together by an opponent processing network, called a gated 
dipole (Grossberg, 1980) wherein offset of an input to an ON cell can trigger a transient 
antagonistic rebound in the corresponding OFF cell. 'I'he net outputs of ON and OFF cells 
are passed on to the LGN stage, where they arc combined with feedback frorn hypcrcornplex 
cells. 
Figure 6 
Spatially ofFset ON and OFF outputs from the LGN arc activated by irnagc contrast 
changes, and activate, in tnrn, oriented simple cells. Excitatory ON and OFF cell output 
signals add up at their target simple cells. Simple cells have a particular contrast polarity 
(light-clark vs. dark-light). Simple cells with like position and orientation but opposite 
contrast polarity compete before their rectified activities arc output to the cornplex cell 
stage. Here, infonna.tion about the polarity of an edge is lost by pooling signals from like-
oriented simple cells with opposite contrast polarities. 'I'his pooling process also enables 
binocular disparity information to be extracted. 'I'lw complex cell stage, in turn, sends its 
activity to the hypercomplex cell stage, whose outputs generate feedback signals to the LGN. 
'1\vo components of the model merit special attention: the organization of the complex 
cell field and of the feedback from hypercornplex cells to the LGN. 'I'he complex cell field 
rapidly matches the information from the two eyes. Complex cells pool activities frorn sirnplc 
cells frorn both eyes and of both pola.ritics. 'fhe main issue to be understood is how com-
plex cells can binocularly match like contrasts from the two eyes, yet. have output signals 
that pool opposite contrast polarities. Grossberg and McLoughlin (1995) and McLoughlin 
and Grossberg (1991, 1995) proposed that activities from simple cells of the same polarity 
facilitate each other while opposite polarities inhibit each other, before all polarity combina-
tions of this interaction are half-wave rectified and added to generate the final cornplcx cell 
response. 'l'his ensures that complex cells pool both polarities of contrast, yet only match 
across like polarities. As a. result of smnming these ha.lf-wave rectified signals, the cornplex 
cell computes a. full-wave rectified, oriented filtering of the image. 
Matches also occur only within a predefined distance. ln other words, there is a lirnit 
to the disparities that can be fused. 'I'his limit is called Panurn's limiting area in the psy-
chophysicalliterature (Fender & Julesz, 1 9Ci7). Many ma.tches can be initiated within this 
distance by an image at each position, but typica.lly only one succeeds in substantia.lly ac-
tivating the complex cells there. This is ensured through recurrent lateral inhibition across 
the complex cell field, which contrast enhances the input pattern received by the complex 
cells (Sill ito, I 979; Sillito, Salt, & I\emp, HJ85). 
At the offset of an input, the complex cell field needs to be able to reset itself, in the 
sense that no node remains persistently active. The model circuit that connects simple cells 
and complex cells contains interneurons that control this reset process. 
Figure 7 
'I'he second key element of the model is feedback from the hypercomplex cell stage to 
the LGN stage. 'I'his feedback stabilizes the processing at the complex cell stage. Feedback 
occurs when the activities of the complex cells converge onto a given disparity. 'I'his means 
that the winning cornplcx cells have achieved a. high level of activity, a.ncl all other cells have 
zero activity. 'I'hen the hypercornplex cell stage sends signals to the LGN stage which fmther 
activate those LGN cells that feed the active complex cells, while inhibiting LGN cells that 
do not. One can think of the feedback activity as a confirmation, or verification, signal. 
When activity at the LGN stage matches the confirmation signal, the corresponding LGN 
cell activities arc enhanced, and therefore a stronger signal is fed to the simple cell, complex 
cell, and hypercomplex cell ;;tagc;;, whereupon the feedback to the LGN also increases. 'T'his 
feedback cycle is shown below to converge rapidly to a resonant equilibrium state between 
mutua.lly consistent LGN and cortical cell activities. 
3.1 Model processing stages 
A more precise mechanistic description of model mechanisms is now given. All processing 
stages prior to the cornplcx cell stage arc rnonocular, thus requiring a double complement 
of neural fields, one for each eye (Figme 7). 'fo achieve rnaxirnaJ conceptual clarity, each 
processing stage models only those neural properties that are rate-limiting in explaining the 
data. 
Figure 8 
3.1.1 Retinal stage 
At the retinal stage, ON and OFF responses are obtained by convolving the retinal irnage 
with center and surround kernel;;. The;;e cell activities, or potc~ntia.ls, arc then half-wave 
rectified to yield ON and OFF signals. 'J'his is shown schematically in Figure 8. Adaptation 
to prolonged cxpooure to ;;timulus is achieved by incorporating the ON and OFF signal;; 
into a gated dipole opponent processing circuit that coordinate;; ON and OFF responses 
(Figure 9). A gated dipole responds to either ON or OFF signals with an initial transient 
overshoot that decays, or habituates, to a sustained lower va.lue when the input stirnulus 
persists. Habituation is mediated by chemical transmitters that rnultiply, or gate, the signals 
from the 0 N and 0 FF cells (see the square synapses in Figure 9), before the gated signals 
compete and the net signals arc rectified. Due to the persistence of asymmetric transmitter 
habituation in the input channel after the input tcrrninates, the opponent channel gets 
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transiently activated, after which the gated dipole gradually equilibrates to its resting status. 
See ()gmen and Gagn{~ (1990a, 1990b) for gated dipole modeling of cell responses in the fly 
retina and Francis, Grossberg, and Mingolla (1991) for modeling of mammalian visual cortex. 
Figure 9 
3.1.2 LGN stage 
At the LGN stage, the retinal ON and OFF activities arc feel bottom-up into LGN ON 
and OFF cells. 'I'hese cells also receive excitatory and inhibitory top-down signals from 
hypercomplex cells, as in Figure 10. As noted above, corticogeniculatc feedback makes a 
prediction a.bout the neural patterns that the hypercornplcx cell "expects" to find at the 
LGN level. If the bottom-up and top-clown signals match, then the LGN activity that is 
passed on to the next stage of processing is enhanced. lf the signals do not match, then 
the LGN signal is attenuated. 'I'hese properties are achieved by combining topographically 
organized excitatory feedback with nonspecific inhibitory feedback (Figure 10) to capture 
the main effects of the LGN feedback circuit, as in Gove ct al. (1995). T'arget cells arc 
activated when both bottom-up and top-down excitatory feedback converge. If only top-
down inhibitory feedback converges on a previously active cell, then that cell's activity is 
attenuated. 'l'his scheme is sirnilar to the interaction between bottom-up and top-down 
signals that is described in Adaptive Hcsonance 'l'hcory, or AJrr (Carpenter 8z Grossberg, 
1991, 199:l; Grossberg, 1976b, HJ9:'5). 
Figure 10 
3.1.3 Simple cell stage 
At the simple cell stage, ON and OFF signa.ls from slightly shifted positions lea.d to ma.xirnal 
excitation. By itself, convergence of excitatory ON and OFF signals could act,iva.t,c sirnplc 
cells even in the absence of a. contrast difFerence. 'l'his is avoided by introducing competition 
between simple cells of opposite polarity, as in Figure 11. Such an interaction has been 
reported in experiments of Ferster (1988), Liu, Gaska, Jacobson, and Pollen (1992), and Pei, 
Vidyasagar, Volgushev, and Creutzfcldt (1994). It has been used to process visual irnages by 
Cruthirds, Govc, Grossberg, Mingolla., Nowak, and Williamson (1992), Govc ct al. (1995), 
and Grossberg ct al. (1995). 
Figure 11 
3.1.4 Complex cell stage 
At the cornplcx cell st,a.gc there are l.wo l.ypes of nemons: cornplex cells and inhibitory 
interneurons. 'l'he complex cells receive fccdforward excitat.ory signals from sirnplc cells of 
like orientation and both contrast polarities. lVloreover, at each location there are cornplex 
cells thai. arc sensitive to different disparities. Such a cell will be maximally activat.ccl if 
sirnple cells of the same polarity arc activated, and if the peak of activity at the simple cells 
is positiona.lly shifted between the two eyes by the disparity to whiclr the c:ornplcx cell is best 
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tuned. Simple cell activities from opposite polarities do not lead to cornplex cell activation. 
This circuit is illustrated in Figure 12. 
Figure 12 
While the feeclforward signals from simple cells maximally activate some cells within the 
complex cell field, this interaction leads to broad disparity tuning, because the disparate 
inputs to complex cells come from a whole neighborhood of perceptual space. 'l'o obtain 
sharply tuned responses, the activities within the complex cell field interact via inhibitory 
feedback signals (Sillito, 1979; Sillito et al, 1985). 'fhe model incorporates local corn petition 
across space and across disparities (Grossberg, 1994). For cells distributed across a cortical 
hypercolumn map in vivo (1-lubel & Wiesel, 1977), a single set of lateral inhibitory interac-
tions across the map can influence both different positions and different disparities. Each 
cell also sends excitatory feedback to itself. Such a recurrent competitive iield is summarized 
in Figure 13. 
Figure 1:l 
In a properly designed network, most neurons within a region will receive more inhibition 
than excitation. As a consequence their activities decay towards zero. Only the cell popu-
lation with the strongest input will receive rnore excitation than inhibition. T'he recurrent 
interactions amplify these small differences into large differences, so the favored population 
ernerges as the only active one. Such a "winner-take-all" circuit may be realized using shunt·· 
ing interactions in a recurrent on-center off-surround anatomy if a suitably defined nonlinear 
feedback signal function is also incorporated (C:rossberg, 1973). 
Recurrent competitive fields have the advantages that they can choose clear winners and 
maintain their activation after the input has vanished for learning to react to the winning 
activation pattern (Carpenter 8z Grossberg, 1991, 1993; Grossberg, 1976a; Grunewald & 
Grossberg, 1995b; Koborren, 19811; von der Malsburg, 197:l). After the network bas converged 
onto some value, it beconres insensitive to future inputs. Suclr short-ternr activity cannot be 
allowed to persist indefinitely, or else the network would become insensitive to future inputs. 
'I'hus the persisting activation is reset shortly aJter the input tcnninates. 
This reset circuit works as follows. Slow inhibitory intcrneurons are paired witlr caclr 
complex cell (Figure 11). 'l'hese intcrneurons are inhibited by sinrplc cell input and excited 
by complex cell feedback. 'l'hey in turn inhibit their partner complex cell. When simple 
cells arc active, tlrey excite complex cells and inhibit tlre corresponding intcrneurorrs. Once 
a complex cell winner has emerged through feedback interactions, it excites its interneuron, 
but the sirnple cell inhibition keeps the interneuron inactive. When the input shuts off, 
however, the simple cells cease to respond, the interrreurons are no longer inhibited by thern, 
and thus they arc only excited by cornplcx cells. As a consequence, the interneurons become 
active and inhibit the corresponding complex cells until both are no longer active. 
Figure ]1] 
3.1.5 Hypercomplex cell stage 
'I'here are as many hypercomplex cells as there are complex cells in the n1odel. In a two-
clirnensiorral intplernentation, competition across space among like-oriented complex cell out·· 
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put leads to end;;topped hypercomplex cell responses (Gros;;berg & Mingolla, 1985b). Since 
the present model provides only a one-dimensional implementation, this kind of competition 
has no additional effect. 'I'herefore, in the present model, hypercomplex cells and complex 
cell;; are lumped together. 
3.2 Simulation results 
This section outlines simulation;; that show how the model can explain psychophysical results 
about dynamic properties of binocular proces:oing. 
3.2.1 Pulfrich effect 
Figure 15 shows the input that wa:o u:oed in the :oirnulations of the Pulfrich effect that was 
summarized in Section 2.1.2. 'I'he two eyes receive input of different :otrcngth, but of zero 
di;;parity. T'hc left input is a bar of light which is defined by: 
if= { 0.306 if 20 :s: i < 60 0.3 otherwise. (1) 
'I'he bar was moved to the right by 6 position:,; after 3 time units 3 tirncs, then it was 
stationary, before rnoving leftwards at the same rate. T'he right input is I[= 1}/3. Since the 
simplified model retina does not produce large contrast-sensitive delays, a delay of :J.O time 
units was introduced at the retinal stage. More realistic, but complex, retina.] models do 
produce large contrast-sensitive delays using a. ca.sca.de of membrane equations followed by an 
automatically ga.in controlled ha.bitua.tive gate coupled to a. membrane equation (Carpenter 
Sz Grossberg, 1981; Gaudiano, 1991). Since the focus of the present simulation was to 
analyse how the disparity-sensitive cortical rnoclel responds to such delays, the retinal rnoclel 
was kept a.s simple as possible. 
Figure 15 
By virtue of the retinal delay, a.t any given time the left simple cell activities arc processed 
at the cmnplex cell stage together with earlier right simple cell activities. Since the image is 
in rnotion, the left and the right sirnple cells that are processed a.t the complex cell stage arc 
not at the sarne zero disparity locations. In the case where the ba.r is moving to the right, 
the active left simple cell locations will be shifted rightwa.rds with respect to the active right 
sirnple cell locations, and therefore complex cells of disparity ~<l are activated. When the 
bar is moving to the left, the left image will be shifted leftwa.rcls with respect to the right 
simple cell activities, and therefore complex cells of disparity -3 arc activated. When the bar 
is static (in the beginning, or during a reversal of rnotion direction), the left and right simple 
cell activities arc at the sa.rne spatial locations, and therefore cornplex cells of disparity 0 are 
activated. 'I'his is shown in Figure Hi. 
Figure Hi 
LO 
3.2.2 Fusion of anticorrelated stereograms 
\~lben the two images of an anticorrclatecl stereogram are presented with a slight tcrnporal 
asynchrony, fusion of the image is possible (Cogan et a!., 199:3). Within the context of 
the model, this can be achieved through the antagonistic rebound response obtained at the 
retinal stage after input offset. In this complementary response, all pola,rities are inverted, 
but spatial positions arc maintained. Because complex cells can only fuse correlated irnages, 
the rebound response of the first image can fuse with the response to the second image. ln 
other words, the rebound response to a clark-light response is a light-clark response, which 
can fuse with a light-clark response clue to a later stimulus. A simulation of this is shown 
in Figure 17. Simulations of Grunewald and Grossberg (1995a) suggest that this rebound 
response plays a key role in controlling the development of fine disparity tuning at complex 
cells. 
Figure 17 
Figure 17 shows the anticorrelated input that was used in the simulations. 'I'he left input 
is defined as follows: 
I!= { 
ancl the right input is given by: 
IJ = { 
1.1 if 17 ~ i < 37 ancl 0 < i < 2 
otherwise 
1.1 
if 2~1 ~ i < ,!:) and :1 < i < 5 
otherwise 
(2) 
T'he responses of the cornplcx cell field are shown in Figure 18. In the simulation, the 
first stimulus leads to a response in the cornplex cell field of disparity 0. SborUy after the 
left input goes off, the right anticorrclatcd input corncs on, ancl complex cells of disparity <l 
respond, indicating that the new stinmlus has fused with the rebound response of the first 
stimulus. 
Figure 18 
3.2.3 Binocular summation 
'l'he boundary segmentations of the Boundary Contour lose polarity infonnation after the 
cornplex cell stage, A cornplernentary surface representation network, called the Feature 
Contour System (FCS), fills-in surfa,ce "features" such as color or brightness, within the 
boundaries generated by the BCS (Arrington, 1994; Cohen & Grossberg, 1984; Grossberg 
& Todorovic, 1988; Paradiso & Nakayanra, 1991). Visual percepts are hypothesized to arise 
in the FCS, while visual recognition can be derived from either BCS boundaries or FCS 
surfaces (Grossberg, 19~H). 
Which system is responsible for binocular sumrnation? 'l'raditional data on binocular 
summation, which emphasizes the lowering of the detection threshold when stimuli arc viewed 
binocularly as opposed to rnonocularly (Andersen & Movshon, 1989; Cogan et al., 1990; 
Westendorf et al., I 972) suggest that the FCS may be responsible for binocular surnrnation. 
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Other studie8, however, show that binocular summation al8o occur8 in the discrimination 
between stimuli (Legge, 1984a, 1984b ). In particular, orientation discrimimttion is enhanced 
for suprathreshold stimuli by binocular summation (Bearse & Freeman, 19fJLl). This finding 
suggests that bounda.ry signals can also be enhanced by binocular surnmation. While this 
docs not rule out a role for the FCS (sec Cohen and Grossberg (1981) for such an analy;;i8), 
it suggests that binocular sumnw.tion also occurs within the BCS. This is what is modeled 
in this section. 
'I'he BCS binocular filter from ;;imple cells to complex cello (Grossberg, 1994; Grosoberg & 
McLoughlin, 1995; McLoughlin & Grossberg, 1994, 1995) helps to cxpla.in how complex cell 
responses to binocular ;;timuli are typically norrnalized due to competitive interaction;; within 
the recurrent competitive field. 'I'he same rnodel can also account for binocular surnrnation 
because it takes time for the inhibitory interactions of the complex cell field to bring it to 
the normalized state. Before that otatc is reached, cell;; that arc ;;timula.ted by inputs from 
two eyes, as oppo;;ed to ju;;t one eye, will receive more activity, and hence their convergence 
to the normalized state occurs faster. If the input goes ofF before tha.t state is reached, then 
a complex cell stimulated by a binocular stimulu;; will have reached a. higher level of activity 
than a complex cell stimulated by a. monocular stimulus. This means that the proces;;ing of 
a. binocular stimulus will reach threshold for briefer stirnuli, or for stimuli of le8;; contrast, 
than the response to a monocular stimulus. In other words, the model exhibits binocular 
summation. 
Figure 18 compares the responses of the cornplex cell field at disparity 0 when the stimulus 
is presented monocularly and binocularly. 'I'hc input is defined as follows: 
11 = { 1.1 if 20 :S: i < 40 and 0 < t < 0.05 
· ' 1 otherwise (4) 
ln the simulation of monocular pre;;entation rr = 1 and in the binocular sirnula.tions IT = !}, 
where I! is as clclined above. 
4 Mathematical description of the model 
This section describes the equations and pararnetcrs of the rnoclcl in detail. A 1-D sinrulation 
of the model was used. Neural activitieo are governed by membrane, or shunting, equations 
with a. hyperpolarization term (Hodgkin, 1964; Grossberg, 197:1): 
d:c . 
-1 = -D:c + (U- :r)E- (L + :r)1. d (5) 
'I'he tc~rm -1h: in equation (5) is a. passive decay term which en8ures that without any 
external input nenral activity exponentially decays to zero. 'I'enn (U- :r)E is the excitatory 
shunting term, where E denotes excitatory input to the neuron, ancl U is the) nppcr bound 
of neural activity. Factor U- :r; ensures that neural activity cannot rise above U, no rnatter 
how large the input B. '[()rrn -(L + :r)I i;; a ;;hunting inhibition term, where I denotes 
the inhibitory activity to the neuron, and -L is the lower bound of neural activity. Fact.or 
L + ;r; ensures that activity never drops below the lower bound. llalf-wa.ve rectiiied activities 
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X = max(:c, 0) are passed on as output signals. 
Figure 19 
A sirnple example is used to illustrate the dynamics of each processing stage within the 
network. For the sequence of JJash stimuli in Figure l9a, the responses at the various levels 
are shown below. The first stimulus is a.t a. negative disparity, and therefore appears behind 
the fixation point. 'I'he second stirnulus is at ~ero disparity. The stimuli last for 8.0 time 
units. Activities are shown in intervals of 1.0 time units. 'I'he rectified activities at one stage 
form the inputs to the next stage. At each stage, the relevant equations and paramct.ers arc 
given. 'fable I provides an overview of all pararneters usee! in the model. 
'fable l 
4.1 Image 
'I'here are two images, left a.nd right. Each image consists of l's or 2's. 'I'he input is a. bar 
(of 2's) that is slowly moving rightward on a background of 1 's. The disparity between the 
two images varies. 'I'hc activity of the retinal image is denoted by I;. Figure 19b represents 
the inpnts in Fignrc 19a .. The ma.thernatical definition of the left. image for 0 :::; t < 8 is: 
I!= { ,~ 
1 
and for the right image is: 
{ ] "f' .-I; = .. l. I 
0 :::; i < 17 
17:s;i<37 
:l7 :::; i :::; 100 
I :::; i < 23 
23 :::; i < !Jil 
tJ:J:::;i:::;lOO 
For 8 :::; t < 16, the rnat.hcmatica.l definition of the left and the right image is: 
{ 
1 1 < i < 40 
Ij = II= ~.l 40 :::; i < 60 
I 60 :::; i :::; 100. 
For t > 16, a.ll input valnes arc l, in other words 
rt = r = l. 
'I - 1 
4.2 Kernels 
(6) 
(7) 
(8) 
(9) 
Most kernels used in t.hi:o model arc Gaussians except when otherwise indica.tccl. A Gaussian 
kernel is dclinccl as follows: 
Oo(!l) = kcxp ( ~ 21}:2 ) , (10) 
where u specifies the size of the kernel. All kernels used are nonna.li~ed so that 2.::11 O(y) = 1, 
and k is chosen accordingly. For notational convenience, the subscript o of a kernel indicates 
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the origin of the signal with which the kernel i:o to be convolved. 'T'hat ensures that when, 
within a single equation, signals from multiple source;; converge, it i;; clear which kernel goes 
with which incoming signal. 'l'he ;;ize of a. kernel is the number of source node;; for which the 
kernel contain;; weights. The implemented ;;ize of the kernels throughout the simulations is 
17 nodes (1 centered on the node receiving the input and 8 on either side). This does not 
mean each kernel is actually different from zero over all the 17 node;; used. 'l'he size from a 
functional poinl, of view is determined by J. 
4.3 Retinal stage 
At each retinal stage, there are 1 fields of neurons: 2 eyes x 2 polaritic;; (ON or OFF). 
'fhe equations for the activities rf a.nd rj at the first level of ON and OFF cell processing, 
respectively, are defined a.s follows: 
(ll) 
and 
dr~ 
-' =-Dr~+ (U- r~)p-- (L + r~)F+. dt Z 1 1 1 1 (12) 
'fhe excitatory U~+)ancl inhibitory (Fi-) feedforwarcl a.ctivitie;; (related directly to the image) 
are defined by: 
r;+ = "L,ctj(k- i)h ( 1 :.] ) 
k 
a.ncl 
L't = 'L,G](k- i)h, ( 14) 
k 
where J+ = o.:l and J·- = 0.9. 'I'hc kernels arc shown in Figure 20a. 'l'hc signal that is 
pas;;ecl on to the next level of retinal processing is defined by P; = M, rnax(r;, 0). The signal 
of an ON cell i;; denoted by p+ and of an OFF cell by p-. Here OJ- is a narrow center 
Gau;;sian kernel, and 01· is a. wider surround Gaussian kernel. 'I'he kernels are Hipped for the 
OFF cells, wbo;;c ;;igna.l;; arc denoted by p-. 'J'hc sirnulated response;; arc shown in Figure 
19c. 
Figure 20 
'I'hc opponent proce;;sing of ON and OFF cell signal:; is modulated by a chemical trans-
mitter proems that can nrultiply, or gate, the transmitted strength of activit.y towards the 
next level. For each location, there is a transrnittcr gate that obey;; the equation ( Gro;;sbcrg, 
1972, 1980): 
dq; l(l" . ('( fJ 'l') 
-'-=! ;-g)-" + If· di . I · · I ·· • I (15) 
In equation (15), panuneter !l defines the rate of transrnitter accumulation, lJ gives the 
rna.xirnallevcl of accurnulated tran;;mittcr, and C' defines the nttc at which the transrnittcr 
is inactivated, or habituated, by an input signal P;. 'I'enn P;g; says that such inactivation 
occurs by mass action. Parameter T denotes a background, or tonic, level of acl.ivity. 'I'his 
background level of activity can be interpreted as intrinsic noise within a field of ncurons.The 
J;j 
final opponent output of retinal ON and OFF cells is given by: 
l e>+ - \11' .. ·((J"+ '!') + ( )"- + '1') - 0) 
· ti - j · T J1)c1,X i + ·· .rJi - · i -- 9.; l (16) 
and 
(17) 
respectively. 
A second upper index indicates which retina a cell belongs to (left or right), thus there 
are the following variables at this level: R;+, R;-, R;·+, n;·-. Strictly speaking, there ought to 
be a neuronal field between the activities P; and Fl.; at which the background level activity 
T is added to the 0 N and 0 FF cell signals P,+ and P;-. The intermediate field is then 
gated by the g;. It is assumed that these cells equilibrate more rapidly to the input than the 
transmitters, and hence are solved at equilibrium. This assumption reduces the number of 
differential equations and accordingly speeds up simulations. 
vVhen there is a sudden increase of light at a given spot, then the corresponding activity 
Pt increases, and hence g( slowly decays. 'I'hus the initial response of Rt, which multiplies 
Pt and g(, is initially strong and then becomes weaker (Figure l9cl). When the input shuts 
off, then P/ quickly returns to zero. However, g( takes longer to reach its new resting level. 
T'hus there will be a period during which all signals P; are zero, but g;· is bigger than gt, 
Due to the tonic input, this imbalance leads to a transient response in the opponent channel 
Ri. 'fhis response is the antagonistic: rebound. 
4.4 LGN 
'I'here are 4 Jields of neurons at the LC:N level: 2 eyes x 2 polarities (ON or OFF). 'I'he 
shunting equations that define LGN ON and OFF activities lt and C, respectively, arc as 
follows: 
and 
dt+ 
-1' = -Dl( + (U- lt)(R! + Bt) -- (L + !t)B,-c t 
~li =-Dl~ '-(li-!~)(F':· .1J+)-(T+Z:)J3-:-dt. -- '·I -~ - ''I L( -1 - 'I _J ',1 ' • 
(18) 
(1.9) 
The specific excitatory (Bt) and nonspecific inhibitory (Bn feedback signals frorn hyper-
cmnplex cells are given by: 
13" 
' 
k,d 
M,~ LHkd 
k,d 
(20) 
(21) 
'I'he terms 1h; denote signals from the bypercornplcx cell stage; see equation (:l7). 'J'hc 
hypcrcornplex kernel Ci;, is shifted by 0.:) to compensate for the shift that arises in the 
transition from the LGN to simple cells. In other words, the grid corresponding to the 
hypercornplex cell activities is shifted by half a pixel with respect to the grid of the LGN 
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cells: 
C' ( I) _ k " ( (y - 0.5 + cd) 2 ) 
, h y' c - exp - ') 2 
~J 
(22) 
The index d denotes the disparity (which can be -3, 0, or :J) of the hypercomplex cell, 
e = -1,1 denotes the ocnlarity (left or right) of the LGN to which feedback is going, and k 
is chosen to normalize the kernel. The kernel is shown in Figure 20b. 
The LGN output signal is defined as follows: 
1 + 
'i max( It, 0) 
max(/;, 0). 
(2:1) 
(21) 
A second upper index indicates which LGN a cell belongs to (left or right), thus there are 4 
types of output signals from the LGN: r;+, L;-, L;·+, L;·- are shown in Figure 19e. 
4.5 Simple cells 
'I'hcre are 4 fields of neurons at the simple cell level: 2 eyes x 2 orientations (light-dark or 
dark-light). 'I'he responses of simple cells a.re built up from convolutions of the LGN cell 
responses with odd-symmetric kernels: 
.s;t = L'.K,(i- k)Lt, (25) 
k 
and similarly for .s-. Jn this expression, 1(, is an odd-symmetric kernel such that: 
1\.,(y) = ksin(y + 0.5)cxp (- (y ~~; 5 ) 2 ), (26) 
where J = 0.3 gives the width of the kernel, and k norrmrlizcs the kernel. Sec Figure 20c. 
In this kernel, y is shifted by 0.5 so thai, the sirnplc cell is positioned between a pair of LGN 
cells. 'I'his affords good edge loca.lization. 
Sirnplc cell responses 87" and 8;- arc derived from .st and .s;· as follows (see Figure 1J ): 
(27) 
and 
Si = M.,max(.sj······st-ul.st+.s;-1,0), (28) 
where the upper indices stand for dark-light. ( +) and light-dark ( -) edges, M., i:o a scaling 
constant, and o· reduces spurious responses. 'I'he activitie;; .st ancl ·--.s; give the contributions 
of the ON and OFF cells to the dark-light simple cell. Both need to be sufficiently active to 
fire the sirnple cell. 'l'his type of model is oupportccl by neurophysiological studies of :oirnple 
cells in the cat and monkey (Fcrster, 1988; Lin et a!., 1992; Pei ct al, 1994). 'I'he absolute 
value term -ctl.st + .sj I ensures that the simple cell does not fire when both st and 
Hi 
are activated, or if only one of the two is active. T'his rule combines two similar simple cell 
models previously described (Gove et al., 199f>; Grossberg & McLoughlin, 1995). 
Another upper index is added to (27) - (28) to denote the eye of origin (lor 1·): S!+, s!-, 
SJ'+, SJ'-. The simple cell signals arc shown in Figure I 9f. Note how the rebound responses 
generated at the retinal stage lead to rebound response::; at the simple cell :::tagc. 
. . . 
4.6 Complex cells 
At the complex cell t:tage there are 3 fields of complex cells: one each for zero, crot:sed and 
uncrossed disparities. 'I'he disparities that were ut:ecl are 0, -3, :1. A disparity of <l means 
that the left image has been shifted by -3 Cl to the left), and the right image by :1 Cl to the 
right). So the actuaJ distance between corresponding points is six units. Associated with 
each complex cell is also an inhibitory interneuron, as in Figure 11. The equations for the 
excitatory complex cells c;;, and the inhibitory interneurons c-;;1 are as follows: 
and 
1 .+ c c.id 
d!; 
l de;;, 
( dt. 
(29) 
(30) 
'J'he parameter (J in (29) denotes the interneuron t:trength. lt is chosen so that activation of 
the inhibitory interneuron in the absence of sirnple cell activity leads to inhibition of complex 
cells. 'J'his prevents undue pert:istcnce of complex cell activation, as a result of complex cell 
po:::itivc feedback B~; after inputs shut off. 'J'hc small pararneter c in (:lO) ensures that the 
inhibitory interneuron reactt: more slowly than the complex cell. 
The fcedforward activities cldinc the binocular disparity filter between simple and com-
plex cells (Grossberg & JVJcLoughlin, 1995): 
]?_+ -id - \11 I"'('+ (k . I),,,_ "' ( •+ (I . l) ,,,._ Jic L.....t _}s,_ ':·-z,c. LJ.· +L --~sr- r;;-z.,c ah 
k k 
-~- '\'('+ ('·-' I'JS'1+- '\'(+ (k·-. l)S'"+I 
.L, . . AS!+ fi.., ?.,(. '·- k 6 j8r+ l,( '"/.: 
k k 
(ill) 
and 
r;- = M! II: c~_ (k ~~ i)sL- + I: c:~_ (k - i)s;-
k k 
"'c'- (I ·) c::'+ ,~ c··- (k ·) S''·+ I 
.. __ L JS!+ G-?, Lf,; -~ L _;r8r+ ·:-1, 'k l 
k k 
where II denotes (.be absolute value and Mf scales the strength of feeclfonvarcl activities. 
'J'he difference within each absolute value exprc:::sion ensures that maximal activation occurs 
when sirnple cellt: of the same polarity arc active in the two eyes, as in Figure l2b. If the 
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polarities differ, only a weak signal can be generated. 'I'he absolute value operation, on 
the other hand, performs a full-wave rectification which ensures that the feedforwarcl signal 
does not depend on what polarity the simple cells have. Each of these full-wave rectification 
tcnns rna.y be interpreted as arising frorn the sum of two half-wave rectification terms that 
respond to one or the other polarity match, but not both, before the results are pooled at the 
complex cells; see Grossberg a.nd McLoughlin (1995). In other words, fecdforwa.rd activities 
arc designed so that only simple cell activities of the sarne polarities can fuse, but at the 
same time the complex cell output pools opposite contrast polarities, which has been viewed 
as a. deiining characteristic of complex cells (Hubel & Wiesel, 1962; Gilbert, 1977; Skottun 
et al., 1991). This property is illustrated in Figure 12b. For complex cells at zero disparity 
(d = 0), the feedforward weight M/ is scaled by a factor of 1.05 tirnes its value for non-zero 
disparity cell:;. 'I'hi:; factor ensures tha.i., during monocular presentation, cells at the zero 
disparity level respond maximally. 
The fecclforward inhibitory Gaus:;ian kernels c;- in (~ll) · (32) are not disparity tuned. 
They are characterized by parameter J-·, a.s in equation (10). The feecHorward excitatory 
kernels c;+ arc disparity tuned. 'I'he left a.ncl right kernels arc given by: 
o;; (v, ci) 
c:;, (y, cl) ·-
G(y - cl) 
G(y + cl) 
(33) 
Cl4) 
with J+ = O.:l, where d gives the disparity shift of a given complex cell. As noted above, 
the disparities that arc used in these sirnulations arc <l, 0 and 3. Since G(y) is a Gaussian 
that is centered on 0 as in equation (10), G:t, peaks at y = d and c;·;;, peaks at y = -cl. For 
cl = :3, this means that the left kernel is shifted rightwards, and the right kernel is shifted 
lcftwards; i.e., d = :3 corresponds to crossed disparities. Similarly, d = ·-·3 corresponds to 
uncrossed disparities, and d = 0 corresponds to zero disparity. 'fhc convolution with these 
kernels in equation (31) irnplies that the input to a given cornplex cell will be rnaxirnal when 
the sirnplc cell activities frorn the two eyes not only have the same polarity, but arc also 
off:oet by the correct a.rnount. When the disparity of a kernel docs not rnatc:b the disparity of 
sirnplc cell activities (and therefore of contrast edges in the image), that particular complex 
cell will not survive the feedback competition defined by (29). 
'J'he feedback signals that realize the cornpetition in equa.tion (29) are given by: 
(:35) 
J,C 
and 
u;'d = M,~ 2::: cr;(j - i)f(cj~), 
},e 
where M~ scales the strength of feedback interactions. Feedback a.ctivitie:o are also not 
disparity tuned. 
'I'hc feedback signal function in (:lO), (:35) and (:36) is a fastcrthanlincar nonlinearity 
f(:c) = .1;'1 in order to achieve winner-take-all dynamics (Grossberg, 197:l). 'l'he feedback 
kernel pararncters J+ a.ncl (J- arc given in 'I'ablc 1. 'I'hc profiles of the fccdforwarcl kernels 
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are shown in Fignre 20d, and those of the feedback kernels in Figure 20e. 'fhe complex cell 
outputs are shown in Figure l9g. 
When the complex cells receive an input, the excitatory and inhibitory feedback inter-
actions in (:35) and (36) use the faster-than-linear signal function to contrast-enhance the 
input pattern. As indicated by equation (:36), cmnpetition occurs acros;; space and also 
across disparities. Since the competitive interactions arc lin1ited in their spatial coxtent, sev-
eral winners can emerge, although within each local spatial region, there is only one winner. 
Once a. winner has Clncrgecl, excitatory feedback Btt in (29) can keep the winner active in 
short term memory. This raises the problem of how to reset the reverberating activity when 
its input shuts off, so that the next input may be correctly processed. The inhibitory in-
terneurons in (30), as in Fignre 14, are posited herein to reset active complex cells after their 
input shuts off. A functionally similar alternative to this reset mechanism is one which uses 
a habituative transrnitter gate, (15), as in the retinal opponent process (Hi) - (17), within 
the recurrent competitive field (Grossberg, 1976a). Such a gate would occur in each complex 
cell feedback pathway. As a complex cell becomes active, its gate variable habituates, much 
as in equation (15). 'fhe net feedback signal gets weaker but persists at a lower level. When 
a new input arrives, it is then able to reset the previous winner, since the latter's influence on 
the network is decreased. When a new winner ernerges, the transmitter gate of the previous 
winner can recover, so that it can bccornc a winner at a later stage. 
Both the inhibitory interneuron in ('lO) a.nd a. habitua.tive transmitter gate ha.vc a slower 
rate of integration than the cornplcx cell. 'J'his property allows the cornplex cell to remain 
active for a while after its input shuts ofF. 'fhis activity persists while rebound responses in 
the model retina and LGN occur. 'fhese rebound responses cause sirnple cells of opposite po-
la,rity to reactivate the persistent complex cell activity, since simple cells of opposite polarity 
converge upon a single cornplex cell, by (:31). ln this way, a single input produces a. single 
complex cell response, rather than two separate responses. 'J'his property is shown elsewhere 
to enable oppositely polari7,ed simple cells to become associated with the sarne complex cell 
during the developrncntal process whereby flne disparity tuning is learned (Grunewald & 
Grossberg, HJ95a). 
4. 7 Hypercornplex cell 
In the present one-dimensional rnodel, bypcrcornplex cells arc a replica of the cornplex cell 
signals. 'fhus: 
in the LCN equations (20) and (21). 
4.8 Closed Loop Model Dynamics 
So far, the organi7,ation ol' each inclivicluallcvcl has been discu:osecl. Since there is long-loop 
feedback from hypercomplex cells to the LGN, the dynamics of the model as a whole exhibit a 
greater level of cornplcxity. Feedback frorn hypercornplex ccll:o occurs only when a winner has 
emerged at the complex cell level. 'I' he inhibitory ( G;:) and excitatory ( c~-) feedback kernels 
[rom hypcrcomplex cells to the LGN in (18) and (19) arc chosen to selectively activate those 
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regions of the LGN that contributed to the winner. In other words, the feedback signal; tend 
to match the feedforwarcl excitation. 'I'he cells that receive feedback activation, in turn, pass 
their increased activation on to the complex cell stage. As a result of this positive feedback 
loop, the complex cell winner gets even ;;tronger. Figure 21 ;;hows the complex cell activities 
in the exarnple u;;ed previously when there i;; no feedback to LGN. 'l'he relative advantage of 
winners over the other close rnatche;; is decreased. It takes longer for cells in the complex cell 
field to reach maximal activity. Moreover, the lack of corticogeniculate inhibition means that 
low rebound responses are not suppressed at the LGN, and therefore complex cell activity 
persists longer at disparity -3, and complex cells at disparity 3 get incorrectly activated for 
a brief time. 
Figure 21 
4.9 Implementation details 
Each field of neurons has the same size. In the pre;;ent ;;imulations, a Jield of 100 unit;; was 
used. 'I'he units were arranged in a ring, so that no problems occur clue to edge effects. All 
differential equations were integrated using the fourth order Runge··Kut.ta method, with a 
step size of H = 0.01. Update of the network was performed so that only values frorn the 
previous processing time ;;tep were used in calculations. Simulations were implemented as a 
C program running on Sun and SGJ workstations. 'I'ablc I summarize;; all the pararneters 
that were used in the sirmrla.tions. 
5 Discussion 
'I'hi;; article describe;; a rnodcl of binocular disparity processing which include;; corticogcnic-
ulatc feedback interactions. 'J'hc model is able to dynamically process information obtained 
from tire two eyes, and to compute a spatial repre;;entation of the disparities of the irnages 
frorn the two eyes at model cortical complex cells. Although these cell;; self-normalize their 
activities through tirne, they also exhibit binocular sumrna\ion in response to brief and low 
contrast ;;tirnuli. 'I'he nrodcl can simulate tire Pulfridr effect, thereby illustrating how signals 
fronr the two eye;; can get desynclrronizecl at early stages of processing, and lead to erroneous 
percepts. The model is capable of fusion of slightly delayed anticorrelatecl stcrcogranrs by 
u;;ing the rebound;; at input off;;et in opponent processing channels. 
At each stage within the nroclel local interactions between neurons are used to generate 
global behavior. 'J'he nrodel is part of a larger theory of;).]) vision (Grossberg, 19911), within 
which similar mechanisrns based on local neuronal processing arc used to generate a :J- D 
percept of the visual environment. 'I'lw applicability of this theory to;).]) vision rnanifest;; 
itself in its ability to explain such diverse effects as binocular rivalry, cla Vinci stereopsis, 
and neon color ;;preading, among others. T'he present work shows how this theory can be 
extended to include various dynarnical propertie;; of binocular vision. 
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Figure Captions 
Table 1. 'fhe parameters used in the binocular model. 
Figure 1. Since the two eyes are horiwnta.lly clit:placecl, the two retinal image;; are not 
identical The two image;; of an object in the line of sight arc at the same retinal locations 
in both eyes, in this example a pert:on. The two irnaget: of objects that are slightly in front 
or behind the fixation point differ by a slight horizontal displacement, or disparity. In thi;; 
example, the flower is shifted rightwa.rds in the left eye, and leftwards in the right eye. 'I'he 
table, on the other hand, is shifted leftwards in the left eye, and rightwa.rds in the right eye. 
'fhc visual system uset: these disparities to calculate the depth of an object. 
Figure 2. When an observer look;; around in a visual scene, and fixates different object;;, 
the disparities of the image;; of these objects on the two retinae change. 'I'hut: when looking 
at the person, the image;; corresponding to the person have zero disparity, but when looking 
at the table, the two images differ, thus creating a. disparity. Simila,·ly, the disparities of the 
flower differ, depending on whether the fixation point i:o the person, the table, or the flower. 
Figure 3. The Pulfrich effect is elicited by viewing a pendulum move fir;;t to the right and 
then to the left while one eye (here the right eye) is covered with a clark glass (top part of 
Figure). 'l'he pendulum. appears to be moving in depth, coming clot:er when the pendulurn 
moves rightward, and receding in depth when the pendulum is moving leftward (bottom part 
of Figure). 
Figure 4. In a correlated stereogram, the left and the right irna.ges have the same contrast 
polarities, but the irnages may difl'er due to disparity difference;; bel.wecn the left and the 
right images. In this example, all dots have zero di:oparity, except the two middle clot;;, which 
are slightly shift.ccl to the left in the left irnagc, and to the right in the right irnage. 
Figure 5. In an anticorrclat.cd stereogram the left and the right images have oppot:ite 
contrast polarities, and the irnages may differ due to di:oparity differences between the left 
and the right imagm. In this exarnplc all clots have zero cli:oparity, except the two middle 
dots, which arc slightly shifted to the left in the left image, and to the right in the right 
irnagc. 
Figure 6. Model processing sta.gc:o. 'I'he retina receives visual inforrnation, extracts contrast 
information and pat:t:et: it on to the lateral geniculate nucleus (LGN), where it it: cornbincd 
with corticogeniculate feedback signals. Filtering of orientation-selective c;implc cell activities 
leads to a clisparity-;;electivc the complex cell stage. Processing is hierarchically organi"cd, 
but feedback t:ignals from the hypercomplex cell stage to the LGN play an important part 
in confirming cornplcx cell activities. 
Figure 7. Model architecture. 'l'he left and right irna.gcs irnpingc on the left and right 
retinae re:opectively. 'l'he retina proces:oe;; contrast inforrnation u;;ing ON and OFF cells 
whose opponent t:ignals arc separately transmitted to the lateral geniculate nucleus (LGN), 
where they arc combined with corticogeniculate feedbacl' :oignals. The simple cell ;;tage 
combines LGN responses to yield orientation selectivity which retain;; information about the 
polarity of image contrast. 'I' he complex cell stage pool;; rectified simple cell a.ctivitico across 
polarities, across the two eyes, and across ;;pace. Cornplex cell;; can binocularly rnatch like 
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polarities, yet also pool opposite polarities, to become selective to disparities between left 
and right images. 'I' he hypcrcomplex cell stage generate;; feedback signal:; to the LGN. 
Figure 8. ON and OFF retinal cells: 'fhe irnage is convolved with center a.ncl surround 
kernels, which are subtracted from each other to yield ON and OI•'F cell respon:;es. 
Figure 9. Opponent processing of retinal ON cells (left column) and OFF cells (right col·· 
umn) by a gated dipole: 'I'ransmitler inactivation leads to habituation (in square synapses) 
of the response to a persistent input. Habituation combined with inhibition between ON and 
OFF channels, half-wave rectified output :;ignals, and tonic background activity result in an 
antagonistic rebound re:;ponse at the offset of a stimulus. 'I'he ON channel (left hand column) 
responds to a phasic step input on a constant tonic background (lowest left graph) by habit-
uating its transmitter (next lowest graph). 'I'he phasic-plus-tonic ON signal is multiplied by 
the transmitter to generate overshoot and undershoot responses (next lowest graph). 'I'he 
OFF channel (right hand column) responds to only the constant tonic background (lowest 
right graph) which creates a. constant baseline level of habituation and output (next two 
graphs). The habituated OFF channel output is subtracted frorn that of the ON channel 
by a.n opponent interaction. The result is half-wave rectified to generate a. habituative, but 
sustained, ON response (upper left graph). When the same is clone in the OFF channel, a 
transient antagonistic rebound occurs at the offset of the input (upper right graph). 
Figure 10. Combined bottom-up and top-down processing at the LGN stage. Feedforward 
signals from the retina excite LGN cells. 'l'opogra.phic feedback signals amplify LGN activi-
ties if fecdforward activities match feedback activities. If there is no match, the nonspecific: 
feedback inhibition decreases LGN activities. 
Figure 11. Simple cells are excited hy LGN ON cells and spatiaJiy displaced LGN OFF 
cells (left figure). Opposite polarity simple cells are clue to different spatial distributions of 
inputs from ON and OFF cells. Opposite polarity sirnplc cells conrpetc before generating 
rectified output signals. ln response to a light-dark verticaJ contrast (nriddle figure), only 
one sirnple cell of the pair gets activated, so an output is generated. In response to an input 
of spatially uniforrn lmninancc (right figure), both simple cells arc equally activated a.nd 
mutually inhibit one another. 
Figure 12. (a). Fecclforward processing at the complex cell stage. Cornplcx cells pool a.cro:;s 
simple cell polarities, across space and across eyes. A complex cell i;; maxima.lly excited if the 
disparity between simple cells matches its preferred disparity, and if the simple cells arc of 
the same polarity. lnpnt from the simple cell stage is arranged in a center-surround fashion, 
whereby sirnple cells excite nearby cornplex cells, but inhibit. more distant complex cells. (b). 
Disparity tuning of complex cells]Disparity tuning at complex cells is obtained by pooling 
activities from simple cells of the :;arne polarities frorn the two eyes. After adding activities 
for each polarity, the activities corrc~sponcling to the two polarities arc subtracted and then 
the absolute value is taken. Tbi;; ensures that only sirnple cells of the ;;arne polarities can be 
fused, while rendering the complex cell insensitive to the direction of contrast.. 
Figure 13. (a). Feedback interactions a.t the cornplex cell stage across space. A cornplcx cell 
excites itself, but inhibits complex cells that are further away in the network. (b). Feedback 
interactions at the complex cdl stage across disparities. A cornplex cell excites itself, but 
inhibits complex cells that code different disparitie;;. 
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Figure 14. Complex cells reset circuit interneurons. See text for details. 
Figure 15. 'fhe stimulus used in the simulations of the Pulfrich effect is a moving bar. 'l'he 
right image is weakened by a factor of :3 in comparioon to the left image. Initially the bar is 
at rest, then it moves rightwards. After a brief pause it moves leftwards. 'l'he bar is at zero 
disparity. 
Figure 16. Simulation of the Pulfrich effect. The direction of motion dctcnnines the 
perceived depth of the object. When the bar is not moving, it is perceived at zero disparity. 
When moving towards the covered eye, it is seen with disparity 3 (crossed), i.e. in front. 
When it is moving in the other direction, it is seen at disparity -3 (uncrossed), i.e. behind. 
Top: activities of cornplcx cells of disparity <l, middle: activities of complex cells of disparity 
0, bottom: activities of cornplex cells of di::;parity 3. 
Figure 17. (a). The stimulus used in the simulations of fusion of delayed anticorrelatecl 
stereograms. First a bar is presented to the left eye, and then a bar of opposite polarity 
is presented to the other eye. 'I'hc two bars are at a disparity of -3 with respect to each 
other. (b). Simulation of fusion of delayed anticorrelai.ed stereograrns. 'I' he frrst stimulus 
has no disparity (since the stimulus is rnonocular), and therefore the cells at zero disparity 
are activated. When the delayed anticorrelatecl stimulus is presented, the new stirnulus fuse::; 
with the rebound response of the first stimulus. 'I'he stimulus is seen at disparity -3. Top: 
activities of complex cells of disparity -:3, middle: activities of complex cells of disparity 0, 
bottom: adivitics of complex cells of dispa.rity 3. 
Figure 18. 'I'he activities of the cornplex cell field at disparity 0 when the sarne brief low 
conl,rast stimulus is presented monocularly (left) and binocularly (right). Note that tire 
complex cell responses are half as strong in the monocular case than in the binocular case. 
Figure 19. (a). 'l'wo flashes that arc used as an example lo illustrate processing within 
the rnodcl. 'l'he first stimulus comes on at /; = 0 and it has a disparity of -il (top). It i::; 
seen behind the fixation poinl.. 'The second stimulus comes on at l = 8, and it has zero 
disparity (bottom). It is seen at the same depth as the fixation point. 'I'he two stimuli are 
also spatially offset. (b). 'I'he raw irnage falling on the two retinae. The ldl. irnage depicts 
the input of the left retina, the right image that of the right retina. (e). The activities at the 
first stage of retinal processing. Top row: ON responses, bottom row: OFF responses. Left 
colurnn: left retina, right column: right retina. (cl). Opponent output signals fronr the rnodcl 
retina. Top row: ON responses are habituative but sustained. Bottom row: OFF responses 
arc transient rebounds. Left colnrnn: left retina, right column: right retina. (c). Output::; 
fronr the LGN. 'fhe top row shows ON rcspon::;es, and the bottom row shows OFF respon;;cs. 
Left colurnn: left LGN, right column: right LGN. (f). Neuronal responses of the simple cells. 
'fop row shows the responses of clark-light. cells, and the bottorrr row responses of light-dark 
cells. Left column: left simple cells, right column: right simple cells. (g). Complex cell 
outputs at disparity <l are correct.ly activated. Cells at disparity 0 also get activated before 
the offset of cornplex cells at disparity <l, since they arc responding to the rebound response 
at the simple cell stage. 'fop: activities of complex cells of disparity <l, rnicldlc: activities of 
complex cells of disparity 0, bottom: activitie;; of complex cells of disparity :3. 
Figure 20. (a). Center and surround kernels at the retinal stage. (b). Feedback kernel 
used for LG N processing. (c). FeecHonvard kernels of simple cell::;. (d). Feed forward kernels 
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at the complex cell stage of a cell of disparity -3. The left graph depicts the kernels with 
which left simple cells arc convolved, the right those with which the right simple cells are 
convolved. 'I'he shift of the kernels leads to disparity sensitivity. For cells of disparity +3, the 
left and right kernels arc interchanged, and for zero disparity cells both kernels are centered 
at 0. Note that the inhibitory kernels arc not disparity tuned. (e). Feedback kernels at 
the complex cell stage. Excitatory kernels are narrowly tuned, while inhibitory kernels are 
broadly tuned. Feedback kernels are not disparity tuned. 
Figure 21. Complex cell activities in the absence of feedba.ck from hypercomplex to LGN 
cells. As before, the complex cells at disparity -3 respond to the Jirst stimulus. The response 
lasts longer than before, and cells at disparity :1 respond (incorrectly) after the cells at 
disparity -3 shut off. 'I'op: act.ivities of complex cells of disparity -3, middle: activities of 
complex cells of disparity 0, bottom: activitic:o of complex cells of disparity :J. 
I Pa.ran1eter I Value I Description -, .• 
D 1 passive decay constant of cell activity 
u l upper limit of cell activity 
L 1 lower limit of cell a.ctivity 
A 0.2 rate of gate recovery 
B 1 baseline ga.te activity 
c 2 active gate decay 
T 0.3 background activity 
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+ CJr,cr1, o.:1, o.9 width of retinal kernels 
+ -
CYt 'rrz O.G, 2 width of corticogenicula.te feedback kernels 
0',, 0.3 width of simple cell kernels 
!+ !-(J c 1 (J"c 0.3, 5 width of feedforward complex cell kernels 
()'b+ ()'b-
c l c 0.3, 4 width of feedback complex cell kernels 
.. 
M, 10 coefficient of gate :;ignals 
M,. 200 coefficient of retinal signal:; 
M., 2 coefficient of simple cell signals 
1\1![ 2 cocflicient of feedforward complex cell signals ( non-~cro disparity) 
Mf 
' 
2.1 coefficient of fccdforwarcl complex cell :;ignals (zero disparity) 
M~ :JOO coeflicient of feedback complex cell signal:; 
M,;·,M,~ LO, 1 coefficient of hypercomplex cell signals 
- -- --··-----·· .. ··-·-·---
IX 1.3 sirnplc cell threshold 
(3 20 weight ol~ complex c:~Il_inhibitory internetiron 
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