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On orthogonal transformations of Christoffel equations
Len Bos∗, Michael A. Slawinski†, Theodore Stanoev‡, Maurizio Vianello§
Abstract: The purpose of this paper is to prove the equivalence—under rotations of distinct terms—of
different forms of a determinantal equation that appears in the studies of wave propagation in Hookean solids,
in the context of the Christoffel equations. To do so, we prove a general proposition that is not limited to R3 ,
nor is it limited to the elasticity tensor with its index symmetries. Furthermore, the proposition is valid for
orthogonal transformations, not only for rotations. The sought equivalence is a corollary of that proposition.
1 Introduction
The existence and properties of three waves that propagate in a Hookean solid are a consequence of the
Christoffel equations (e.g., Slawinski, 2015, Chapter 9), whose solubility condition is
det

 3∑
j=1
3∑
ℓ=1
cijkℓ pjpℓ − δik

 = 0 , i, k = 1, 2, 3 ,
which is a cubic polynomial, whose roots are the eikonal equations (e.g., Slawinski, 2015, Section 7.3). Let
us examine the matrix therein, 
 3∑
j=1
3∑
ℓ=1
cijkℓ pjpℓ

 ∈ R3×3 ,
where cijkℓ is a density-normalized elasticity tensor, whose units are km
2 s−2 , and p is the wavefront-slowness
vector, whose units are s km−1 .
Studies of Hookean solids by Ivanov and Stovas (2016, equations (7)–(12)) and Ivanov and Stovas (2017,
equations (10)–(11)) invoke a property that we state as Corollary 1, which is a consequence of Proposition 1.
Ivanov and Stovas (2016, 2017) verify the equivalence of equations given in Corollary 1, without a general
proof, hence, this paper.
The purpose of this paper is to prove Proposition 1 and, hence, Corollary 1. In doing so, we gain an insight
into a tensor-algebra property that results in this corollary. The equivalence of the aforementioned equations
is not a result of the invariance of a determinant, as suggested by Ivanov (pers. comm., 2018); it is a
consequence of two orthogonal transformations of cijkℓ and pi that result in two matrices that are similar to
one another.
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2 Proposition and its corollary
Proposition 1. Consider a tensor, cijkℓ , in R
d . Also, consider a vector, pi , in R
d , and an orthogonal
transformation, A ∈ Rd×d . It follows that matrices
 d∑
j=1
d∑
ℓ=1
cijkℓ pˆj pˆℓ


16i,k6d
∈ R
d×d (1)
and 
 d∑
j=1
d∑
ℓ=1
cˇijkℓ pjpℓ


16i,k6d
∈ R
d×d , (2)
where
pˆi :=
d∑
j=1
Ai,j pj and cˇijkℓ :=
d∑
m=1
d∑
n=1
d∑
o=1
d∑
q=1
Am,iAn,j Ao,k Aq,ℓ cmnoq ,
are similar to one another and, consequently, have the same spectra.
Proof. The fourth-rank tensor, cijkℓ , in R
d can be viewed as a d×d matrix, whose entries are d×d matrices,
C = [Cik]16i,k6d ∈
(
R
d×d
)d×d
,
with Cik ∈ R
d×d and (Cik)jℓ := cijkℓ . Thus, matrix (1) can be written as[
pˆt Cik pˆ
]
16i,k6d
=
[
(Ap)t Cik (Ap)
]
16i,k6d
=
[
pt
(
At Cik A
)
p
]
16i,k6d
∈ R
d×d , (3)
where t denotes the transpose.
We claim that matrix (2) can be written as
At
[
pt
(
At Cik A
)
p
]
16i,k6d
A ∈ Rd×d . (4)
To see this, we let matrix (4) be
M = AtX A ,
where X := [ pt (At Cik A) p ]16i,k6d , to write
Mi,k =
d∑
m=1
d∑
o=1
(At)i,mXm,oAo,k =
d∑
m=1
d∑
o=1
Am,iXm,oAo,k .
Defining Y := At CmoA , we have
Xm,o =
d∑
j=1
d∑
ℓ=1
Yj,ℓ pj pℓ ,
where
Yj,ℓ =
d∑
n=1
d∑
q=1
(At)j,n (Cmo)nq Aq,ℓ =
d∑
n=1
d∑
q=1
An,j Aq,ℓ cmnoq .
Hence,
Xm,o =
d∑
j=1
d∑
ℓ=1
(
d∑
n=1
d∑
q=1
An,j Aq,ℓ cmnoq
)
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and, in turn,
Mi,k =
d∑
j=1
d∑
ℓ=1
(
d∑
m=1
d∑
n=1
d∑
o=1
d∑
q=1
Am,iAn,j Ao,k Aq,ℓ cmnoq
)
pjpℓ =
d∑
j=1
d∑
ℓ=1
cˇijkℓ pjpℓ , i, k = 1 , . . . , d ,
which is matrix (2), as required.
Corollary 1. From Proposition 1—and the aforementioned fact that the similar matrices share the same
spectrum, as well as the fact that the similarity of matrices is not affected by subtracting from them the
identity matrices—it follows that
det

 3∑
j=1
3∑
ℓ=1
cijkℓ pˆj pˆℓ − δik

 = det

 3∑
j=1
3∑
ℓ=1
cˇijkℓ pjpℓ − δik

 , i, k = 1, 2, 3 ,
and, hence, equations
det

 3∑
j=1
3∑
ℓ=1
cijkℓ pˆj pˆℓ − δik

 = 0 , i, k = 1, 2, 3 , (5)
and
det

 3∑
j=1
3∑
ℓ=1
cˇijkℓ pjpℓ − δik

 = 0 , i, k = 1, 2, 3 , (6)
are equivalent to one another.
Corollary 1 is valid even without requiring the index symmetries of Hookean solids. Also, A ∈ O(3) , not
only A ∈ SO(3) , which is more general than the property invoked by Ivanov and Stovas (2016, 2017).
3 Numerical example
Consider an orthotropic tensor (Ivanov and Stovas, 2016, Table 2), whose components are
c1111 = 6.3 , c2222 = 6.9 , c3333 = 5.4 ,
c1122 = c2211 = 2.7 , c1133 = c3311 = 2.2 , c2233 = c3322 = 2.4 ,
c1212 = c2112 = c2121 = c1221 = 1.5 , c1313 = c3113 = c3131 = c1331 = 0.8 , c2323 = c3223 = c3232 = c2332 = 1.0 .
Also, consider vector p =
[
0, 0,
√
1
c3333
]
. Rotating this vector by
A =

 1 0 00 cos θ − sin θ
0 sin θ cos θ

 , (7)
with an arbitrary angle of θ = π
5
, and the tensor by At , we obtain
Γˆ :=
3∑
j=1
3∑
ℓ=1
cijkℓ pˆj pˆℓ =

 0.192934 0 00 0.331749 −0.0184241
0 −0.0184241 0.949406


and
Γˇ :=
3∑
j=1
3∑
ℓ=1
cˇijkℓ pjpℓ =

 0.192934 0 00 0.562667 −0.299407
0 −0.299407 0.718488

 ,
3
respectively. The eigenvalues of these matrices are the same, λ1 = 0.949955 , λ2 = 0.33120 and λ3 =
0.192934 , as required for similar matrices. Their corresponding eigenvectors are related by transforma-
tion (7).
Herein, det[Γˆ − I] = −0.027013 = det[Γˇ − I] . In general, the two determinants are equal to one another.
Hence, if det[Γˆ− I] = 0 , so does det[Γˇ− I] , and vice versa.
The equivalence of equations (5) and (6) does not imply their equivalence to
det

 3∑
j=1
3∑
ℓ=1
cijkℓ pjpℓ − δik

 = 0 , i, k = 1, 2, 3 .
The eigenvalues of
Γ :=
3∑
j=1
3∑
ℓ=1
cijkℓ pjpℓ =

 0.148148 0 00 0.185185 0
0 0 1


are λ1 = 0.148148 , λ2 = 0.185185 and λ3 = 1 , which are distinct from the eigenvalues of Γˆ and Γˇ . Herein—
in view of p and cijkℓ representing, respectively, the slowness vector along the x3-axis and its corresponding
elasticity tensor—det[Γ − I] = 0 , which results in the eikonal equations. We emphasize, however, that
Proposition 1 and Corollary 1 are valid for arbitrary vectors and fourth-rank tensors, even though, in this
example, they are related by the Christoffel equations.
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