We present sharp bounds on the minimal errors of linear estimators for multivariate integration and L 2 -approximation. This is done for a random eld whose covariance kernel is a tensor product of one dimensional kernels that satisfy the Sacks-Ylvisaker regularity conditions.
Introduction
We study multivariate integration and L 2 -approximation for random elds Y which are de ned on the d dimensional unit cube, D = 0; 1] d , and which have mean zero and known covariance kernel K. We assume that K is at least continuous, and hence we may assume that Y is a measurable random eld whose realizations are in L 2 (D) with probability one. For integration we want to estimate the integral R D Y (t) dt, whereas for L 2 -approximation we want to estimate the values Y (t) for all t and we study the distance of the estimate and the realization of the eld in the space L 2 (D).
For both problems we mainly consider linear estimators that use n observations of the random eld. These estimators are of the form I n (Y ) = where E denotes expectation. Each nite set of sampling points is called a design. For a xed design it is well known that the best linear estimators are de ned by orthogonal projections in the Hilbert space generated by Y . More precisely, let C = (K(t i ; t j )) i;j denote the n n covariance matrix of Y ( Moreover, the design problem for integration is equivalent to a design problem in a linear regression model. Finally, estimating the integral is closely related to a signal detection problem, see Cambanis and Masry (1983) . The majority of the results for design problems are for the univariate case, d = 1. For example, the optimal n-point design for the Brownian motion is t i = 2i=(2n + 1) for integration, see Suldin (1959 Suldin ( , 1960 , and t i = 3i=(3n + 1) for L 2 -approximation, see Lee (1986) . The minimal error is 1=( p 3 (2n + 1)) for integration, and 1= q 2(3n + 1) for L 2 -approximation.
In a series of papers, Sacks and Ylvisaker (1966 , 1968 , 1970a , 1970b introduce regularity conditions for the covariance kernel K and study the design problem for weighted integration. Modi cations of these conditions for the design problem for weighted integration and L 2 -approximation are used in Wahba (1971) , Hajek and Kimeldorf (1974) , Speckman (1979) , Eubank et al. (1982) , Benhenni and Cambanis (1992) , Su and Cambanis (1993), and M uller-Gronbach (1993) . The conditions assure that the stochastic process has exactly r 2 N 0 mean square derivatives. Strongly asymptotically optimal designs and sharp error bounds are obtained for weighted integration and approximation. There are no such results yet for the multivariate case, d 2.
The goal of this paper is to nd sharp bounds on the minimal errors of linear estimators for the multivariate case. Obviously the minimal errors depend on the covariance kernel K. For smooth K, the minimal errors go quickly to zero as a function of n; however, it may happen that for nonsmooth K the minimal error is zero even for n = 1, see Ritter et al. (1993) . To obtain sharp bounds on the minimal errors we need to require speci c regularity conditions on K.
In this paper we assume that K is a tensor product of one dimensional covariance kernels K j and each K j satis es the Sacks-Ylvisaker regularity conditions of order r j . Kernels in a tensor product form are studied in a number of papers, we just mention Ylvisaker (1975) , Micchelli and Wahba (1981) , Sacks et al. (1989) , Papageorgiou and Wasilkowski (1990 ), Wo zniakowski (1991 , Paskov (1993) , and Ritter et al. (1993) .
We prove that the minimal errors for the kernel K behave as the minimal errors for the kernel Q of the folded Wiener sheet. For the latter, the minimal errors (modulo a multiplicative constant) have recently been found for integration by Wo zniakowski (1991) and Paskov (1993) , and for L 2 -approximation by Wo zniakowski (1992) . Therefore, if K j satis es the Sacks-Ylvisaker conditions of order r j then the minimal error is at most of order:
for integration: n ? ?1 (log n) ( ?1)=2 ; for L 2 -approximation: n ? ?1=2 (log n) ( ?1)( +1) : Here = min 1 j d r j and = #fj : r j = g.
The presented bounds are sharp for L 2 -approximation for arbitrary r j , and they are sharp for integration with r j = 0 for all j. For integration with r j > 0 for some j, the presented bounds are, in general, not sharp. In fact, it may even happen that the integral of the random elds is zero and the integration problem is trivial. We need an extra condition to conclude that the bounds are sharp for integration. They are sharp if the kernel K satis es additionally the boundary conditions @ k @t k K j ( ; t)j t=0 = 0 for k = 0; 1; : : : ; r j ? 1; and j = 1; 2; : : : ; d:
When the bounds are sharp then an optimal design for K is modulo a multiplicative constant equivalent to an optimal design for Q. In particular, an optimal design for L 2 -approximation can be derived from hyperbolic cross points, see Temlyakov (1987) , Wo zniakowski (1992), as well as Remark 5.
Our proof technique is based on the characterization of the reproducing Hilbert space H(K) with kernel K. We show that if K j satis es the Sacks-Ylvisaker conditions of order r j then H(K j ) may di er from the corresponding Sobolev space W r j +1 ( 0; 1]) only by a nitely dimensional subspace of polynomials.
We summarize the content of the paper. Basic facts concerning reproducing kernel Hilbert spaces are in Section 2. Sacks-Ylvisaker conditions for the univariate case and the characterization of the corresponding reproducing kernel Hilbert spaces are in Section 3. Main results concerning the multivariate case are in Section 4. A brief discussion of nonlinear estimators and optimal sequential designs for Gaussian processes is in Section 5.
Reproducing kernel Hilbert spaces
In this section we recall some basic facts about reproducing kernel Hilbert spaces, see Aronszajn (1950) , Parzen (1961) , Vakhania et al. (1987) , and Wahba (1990) . Then we prove a simple lemma which will be needed later. 
Assume that K is a continuous covariance kernel. Let 1 (K) 2 (K) : : : > 0 denote the nonzero eigenvalues, repeated according to their multiplicity, of the integral
In what follows, we extend nite sequences i (K) by zeros. The minimaxprinciple, see Weidmann (1980, Theorem 7.3 
Observe that due to (A) and (B) any process Y with covariance kernel K has exactly r derivatives in the mean square sense; they are denoted by Y (k) . Furthermore, (A If Y is a Gaussian process, then its realizations are r-fold continuously di erentiable with probability one. This follows from (3.1) and Adler (1981, Theorem 3.4 
.1).
The conditions (A), (B), (C) were, modulo small di erences discussed in Remark 1, introduced and discussed in Sacks and Ylvisaker (1966 , 1968 , 1970a , 1970b 
see Wahba (1990, p. 8) . Moreover H(Q r ) = n f 2 H(R r ) : f (k) (0) = 0 for k = 0; 1; : : : ; r o :
Let P r denote the kernel which corresponds to the closed subspace of all functions from H(R r ) vanishing at the boundary, i.e., H(P r ) = ff 2 H(R r ) : f (k) (0) = f (k) (1) = 0 for k = 0; 1; : : : ; rg:
A formula for P r is given in Ylvisaker (1970a, p. 2060) . For r = 0, P 0 (s; t) = min(s; t) ? s t:
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We add that K = P r or K = Q r di ers from R r only by a polynomial g(s; t) of degree r + 1 in each variable. Furthermore R (r;r) r (s; t) = 1 + min(s; t). Therefore P r and Q r as well as R r satisfy the Sacks-Ylvisaker conditions with 1 and L (2;0) + 0. Note also that H(P r ) H(Q r ) H(R r ); i.e., P r Q r R r : The function Q r is the covariance kernel of the r-fold integrated Brownian motion, and the kernels R r and P r correspond to the following stochastic processes. Consider a random Taylor polynomial P r k=0 X k t k =k! with independent standard normal variables X k and an r-fold integrated Brownian motion Y independent from (X 0 ; : : : ; X r ). Then the sum of the random Taylor polynomial and Y de nes a process with covariance kernel R r . The di erence between Y and its conditional mean, given Y (k) (1) for k = 0; 1; : : : ; r, is a process with covariance kernel P r .
Observe that the spaces H(P r ), H(Q r ) and H(R r ) di er only by some polynomials. That is, H(P r ) B 2r+1 = H(R r ) and H(Q r ) B r = H(R r ); (3.4) where B i is the space of polynomials of degree at most i. We now show that the Hilbert space H(K) with K satisfying the Sacks-Ylvisaker conditions of order r is closely related to the spaces H(P r ) and H(R r ) and may di er from the space H(R r ) also only by some polynomials. Proof: Let L = K (r;r) and let M denote the kernel which corresponds to the closed subspace
Let (s) = 1= (s) and let f = P n i=1 a i L( ; t i ) 2 H(M) with distinct t i . Then (A) implies that f 2 H(P 0 ), and integration by parts yields 
Observe that (C) yields L ? (t; t) for any 0 t 1, and therefore L (0;2) + 2 C( 0; 1] 2 ) by (A). See Sacks and Ylvisaker (1966, p. 75 ) for these facts. Using (3.8) we obtain N 2 C( 0; 1] 2 ), and therefore U is a compact operator on C( 0; 1]).
Since T is injective and T' vanishes at zero and one, (T ') 00 = 0 implies ' = 0. Thus, 1 is not an eigenvalue of U. we have f = 0, which completes the proof of (3.6).
From (3.6) and (3.7) we conclude that
The Consider now the case r > 0. Since K 2 C r;r ( 0; 1] 2 ), we know that H(K) C r ( 0; 1]) and f (k) (t) = D f; K (0;k) ( ; t) E K for any f 2 H(K), k = 0; 1; : : : ; r, and 0 t 1, see Sacks and Ylvisaker (1970b, p. 123 Hence, U L( ; t) = K (0;r) ( ; t) and U(U L( ; t)) = K (r;r) ( ; t) = L( ; t), as claimed. This yields that U is surjective, and therefore
From this it is easy to prove the left side of (3.5). Indeed, take f 2 H(P r ). Then f (r) 2 H(P 0 ) and (3.10) yields that there exists g 2 H(K) such that f (r) = g (r) ; (3.11) which implies f = g + p for some polynomial p of degree at most r ? 1. Therefore H(P r ) H(K) + B r?1 :
Clearly ker U B r?1 , and ran U = ff 2 H(K) : f = U (Uf)g is easy to verify. Hence, ran U is closed in H(K) and H(K) = ran U ker U: To conclude that H(K) is closed in H(R r ) it remains to show that ran U is also closed in H(R r ). Let f n 2 ran U and f 2 H(R r ) with lim n!1 kf n ? fk Rr = 0.
Then f (r) n 2 H(L) and lim n!1 kf (r) n ? f (r) k R 0 = 0. Since H(L) is closed in H(R 0 ) we get f (r) 2 H(L), and the equivalence of the norms k k L and k k R 0 on H(L) yields lim n!1 kf (r) n ? f (r) k L = 0. The continuity of U and of the embedding H(K) , ! H(R r ) together with U f (r) n = f n imply that lim n!1 kf n ? U f (r) k Rr = 0. Therefore f = U f (r) 2 ran U . 2
Theorem 1 states that for r = 0 the Hilbert space H(K) lies between H(P 0 ) and H(R 0 ). For r 1, we have the similar inclusions for sum of the space H(K) and the class B r?1 of polynomials of degree at most r ? 1. We now show an example which demonstrates that the class B r?1 is essential and H(P r ) does not have to be a subset of H(K) alone.
Example 1 Let X be an arbitrary stochastic process whose kernel M satis es the This illustrates that, in general, the presence of B r?1 in (3.5) of Theorem 1 is crucial.
To guarantee that H(P r ) is a subset of H(K) we need to strengthen the SacksYlvisaker conditions in the case r 1. Assume that any f 2 H(K) satis es f (k) (0) = 0 for k = 0; 1; : : : ; r ? 1. Obviously, this is equivalent to K (0;k) ( ; 0) = 0. Then, in the proof of Theorem 1, U is given by r-fold integration and ker U = f0g. From (3.11) we easily conclude that H(P r ) H(K). We summarize this in the following corollary. Consider the covariance kernel Q r , see (3.2). From Micchelli and Wahba (1981, p. 338) we know that i (Q r ) = (i ?2r?2 ). Observe that (3.13) and (3.14) hold for K = K 0 = Q r with k = r + 1. This yields that i (R r ) = (i ?2r?2 ). Applying (3.13) and (3.14) again for the original K we obtain the same order for i (K). 2
Remark 1 We now discuss the conditions (A), (B) and (C) and the original conditions introduced by Sacks and Ylvisaker (1966 , 1968 , 1970a , 1970b . The conditions (A), (B) and (C) are the same as those of Sacks and Ylvisaker for r = 0. For r 1, (A), (B) and (C) are slightly more general. More precisely, it is assumed in Sacks and Ylvisaker (1970a) that the stochastic process Y is the r-fold integral of a process Z whose kernel satis es the conditions (A), (B) and (C) with regularity zero, r = 0. It can be easily veri ed that such a class of processes is identical to the class of processes whose kernel satisfy (A), (B) and (C) with regularity r and also satisfy the boundary conditions (3.12). Thus, the conditions (A), (B) and (C) together with (3.12) are equivalent to the conditions assumed in Sacks and Ylvisaker (1970a) . We add that M uller-Gronbach (1993) studies L 2 -approximation for r = 0 with generalized conditions (A) and (B) together with (C). Su and Cambanis (1993) study weighted L 2 -approximation for r = 0 requiring (A) and (C) together with (B) for a nonzero and nonnegative . Benhenni and Cambanis (1992) study weighted integration under regularity conditions (A), (B), and a modi ed condition (C). They nd the asymptotic performance of optimal linear estimators that use designs generated by positive continuous density functions.
Remark 2 Wahba (1971) , Hajek and Kimeldorf (1974) , and Speckman (1979) study weighted integration and L p -approximation for autoregressive processes Y of order r + 1 2 N . From Hajek and Kimeldorf (1974, p. 522) it follows that H(K) = H(Q r ) for the covariance kernel K of Y . Hence the conclusions of the preceding corollaries are valid for these processes as well.
Multivariate designs under Sacks-Ylvisaker conditions
In this section we derive the main result of the paper. We consider zero mean random elds Y (t), t 2 D = 0; 1] d , with covariance kernels K in a tensor product form. More precisely, we assume (D) K = N d j=1 K j and K j is a covariance kernel on 0; 1] 2 which satis es the SacksYlvisaker conditions (A), (B), (C) with regularity r j 2 N 0 ; j = 1; 2; : : : ; d:
Due to (D), the kernel K is at least continuous and therefore we may assume that Y is a measurable random eld whose realizations are in L 2 (D) with probability one. As stated in the Introduction, we want to estimate the integral R D Y (t) dt or the values Y (t) for all t 2 D simultaneously, assuming that Y may be observed at a nite number of points t i 2 D. We consider linear estimators I n (Y ), A n (Y ) and their errors e(I n ; K), e(A n ; K) de ned as in the Introduction.
We are interested in the minimal errors inf In e(I n ; K) and inf An e(A n ; K) in the class of all linear estimators that use n observations. The order of these quantities is known for folded Wiener sheets Y . The folded Wiener sheets are obtained from the classical Wiener sheet by r j iterated integrations with respect to the j-th variable. The covariance kernels of these random elds are given by Q = N d j=1 Q r j where Q r j is given by (3.2) with r = r j . Clearly Q satis es condition (D). We denote = min inf In e(I n ; K) = n ? ?1 (log n) ( ?1)=2 ; for L 2 -approximation:
inf An e(A n ; K) = n ? ?1=2 (log n) ( ?1)( +1) :
Here and are given by (4.1) and the in ma are with respect to all linear estimators I n and A n that use n observations.
Proof: Consider the covariance kernels R = N d j=1 R r j and P = N d j=1 P r j on D 2 . Here the factors R r j and P r j are given by (3.2) and (3.3) with r = r j . Theorem 1 and Corollary 1 yield that P r j K j R r j due to (2.1). From Lemma 1 we get P K R. This is equivalent to H(P) H(K) H(R): Furthermore, the respective embeddings are continuous and therefore there exist positive constants c 1 and c 2 such that c 1 kfk K kfk P ; 8 f 2 H(P); and kfk R c 2 kfk K ; 8 f 2 H(K): (4.5) It is well known and used in many papers that the error e(I n ; K) coincides with the maximal error of I n in the unit ball of the reproducing kernel Hilbert space H(K), see (1.1). A similar relation holds for L 2 -approximation, see (1.2). Together with (4.5) this implies c 1 e(I n ; P) e(I n ; K) c 2 e(I n ; R); (4.6) and c 1 e(A n ; P) e(A n ; K) c 2 e(A n ; R): (4.7) We now relate the errors in the spaces H(P) and H(R) by using a well known periodization technique, see, e.g., Bykovskij (1985) and Temlyakov (1990) . Let Z be a zero mean random eld with covariance kernel R and let (t) j denote the j-th component of t 2 D.
For integration, we de ne the random eld e Z by e Z(t) = 0 (t) Z( (t)) where m vanishing at t = 0; 1 for k = 1; : : : ; m. Clearly, the covariance kernel of e Z is e R = N d j=1 g R r j where f R r (s; t) = 0 r+1 (s) 0 r+1 (t) R r ( r+1 (s); r+1 (t)): 14
Observe that the integrals of Z and e Z over D coincide.
we conclude that inf In e(I n ; R) inf In e(I n ; e R): (4.9)
We now show that f R r P r . Indeed, for f 2 H(R r ), let e f(t) = 0 r+1 (t) f( r+1 (t)). It is easy to verify that e f 2 H(P r ). Moreover f 7 ! e f de nes an isomorphism between H(R r ) and H( f R r ). We thus conclude that H( f R r ) H(P r ), which implies f R r P r due to (2.1).
As before we thus conclude that e(I n ; e R) c 3 e(I n ; P) with a positive constant c 3 which neither depends on n nor I n . Combining (4.6), (4.9), and the above inequality we obtain c 1 inf In e(I n ; P) inf In e(I n ; K) c 2 c 3 inf In e(I n ; P):
The above inequalities hold for all K satisfying (D) and (4.4). Thus, in particular, they hold for K = Q. This means that (4.2) also holds for P, and consequently (4.2) holds for the original K. This completes the proof for integration. For L 2 -approximation we proceed very similarly. The random eld e Z is now given by e Z(t) = ( 0 (t)) 1=2 Z( (t)) where 2r j +2 instead of r j +1 is used to de ne and 0 . Then
The covariance kernel of e Z is now e R = N d j=1 g R r j where f R r (s; t) = 0 2r+2 (s) 0 2r+2 (t) 1=2 R r ( 2r+2 (s); 2r+2 (t)):
As before we can show that f R r P r . Using (4.7) we obtain c 1 inf An e(A n ; P) inf An e(A n ; K) c 2 c 4 inf An e(A n ; P) with a suitable constant c 4 > 0. As before, we can set K = Q to conclude that (4.3) holds for P and consequently for the original K. The proof is complete. 2
Remark 3 Assume that the covariance kernel K is a tensor product of kernels, each corresponding to an autoregressive processes of order r j + 1. From Remark 2 we conclude that the error bounds given in Theorem 2 are also valid for such K.
Remark 4 Upper bounds on the minimal errors can be obtained for covariance kernels K = N d j=1 K j , which satisfy only condition (A) with regularity r j 2 N 0 . Indeed, from Ritter et al. (1993, Theorem 2) and (3.1) we obtain for integration,
inf In e(I n ; K) = O n ? ?1 (log n) ( ?1)( +3=2) ;
and for L 2 -approximation,
inf An e(A n ; K) = O n ? ?1=2 (log n) ( ?1)( +3=2) :
Observe that these upper bounds di er from the bounds given in Theorem 2 only by logarithmic factors. Obviously, if only (A) holds then r j are not uniquely de ned and the above upper bounds need not be sharp. We now show that even if we add the condition (B) and the boundary conditions (4.4), then still the upper bounds need not be sharp.
We provide a univariate example for integration. Let X(t), t 2 0; 1], be a process with covariance kernel Q r , see (3.2), and de ne Y (t) = X(t) ? a(t) We now discuss covariance kernels K which satisfy (D) but violate the boundary conditions (4.4). The proof of Theorem 2 shows that the error bounds are sharp also for the kernel R = N d j=1 R r j . Since K R, the bounds of Theorem 2 now become upper bounds for K. As follows from Example 1, they need not be sharp for the integration problem. However, they are sharp for the integration problem with r j = 0 for j = 1; 2 : : :; d, and for the L 2 -approximation problem for arbitrary r j 's. More precisely we have the following theorem.
Theorem 3 Assume that the covariance kernel K satis es condition (D). Then we have 16 for integration:
inf In e(I n ; K) = O n ? ?1 (log n) ( ?1)=2 ;
for L 2 -approximation:
The bound for integration is sharp if r 1 = : : : = r d = 0.
Proof: It remains to show that inf An e(A n ; K) = n ? ?1=2 (log n) ( ?1) ( +1) From the proof of Theorem 3 we immediately conclude the following corollary.
Corollary 3 Assume that the covariance kernel K satis es the condition (D). Then for L 2 -approximation, optimal sampling of Y (t) is, modulo a constant, as powerful as sampling of elements from L 2 (Y ).
Remark 5 We now brie y discuss optimal designs. These designs yield optimal estimators I n and A n , i.e., estimators with minimal error inf In e(I n ; K) and inf An e(A n ; K), respectively. Unfortunately, optimal designs are not known in many cases, and therefore the notion of optimality is relaxed. Recall that sequences fa n g n and fb n g n of positive real numbers are called strongly asymptotically equivalent if lim n!1 a n =b n = 1 and weakly asymptotically equivalent if c 1 a n =b n c 2 ; 8 n; with positive constants c 1 ; c 2 . By strongly (weakly) asymptotically optimal designs we mean designs whose errors are strongly (weakly) asymptotically equivalent to the minimal errors. The concept of relaxed optimality dates back to Sacks and Ylvisaker (1966) , and strongly asymptotically optimal designs are known for many stochastic processes in the univariate case. In the multivariate case, d > 1, only weakly asymptotically optimal designs are known.
In particular, for the Wiener sheet Y , the design problem for integration is equivalent to minimizing the L 2 -discrepancy of n-point sets, see Wo zniakowski (1991) . For the latter problem, only weak asymptotic optimality results are known.
Assume now that the covariance kernel K satis es condition (D) together with the boundary conditions K (0;k) j ( ; t) = 0; for k = 0; 1; : : : ; r j and for t = 0; 1 (4.14)
for any j = 1; 2; : : : ; d. In this case, we have H(K) = N d j=1 H(P r j ).
For integration, Frolov (1976) has constructed weakly asymptotically optimal designs, see also Bykovskij (1985) and Temlyakov (1990) . For L 2 -approximation, hyperbolic cross points are weakly asymptotically optimal designs, see Temlyakov (1987) and Wo zniakowski (1992), see also the end of this remark. An application of the respective mapping , see (4.8) and (4.10), to these designs yields weakly asymptotically optimal designs for any kernel which satis es (D) but not necessarily (4.14). Paskov (1993) discussed practical implementation of these designs.
We add that grid points are a very poor design for the covariance kernels K satisfying the condition (D) in the multivariate case, see Papageorgiou and Wasilkowski (1990) .
Finally, we brie y recall the construction of the hyperbolic cross points. Without loss of generality we can assume that = r 1 = : : : = r < r j for j + 1. Let k = (k 1 ; : : : ; k d ) be such that k j = for j , and r 1 < k j < r j for j + 1. Then, given parameter q, the hyperbolic cross points design consists of the following points l 1 2 s Detailed analysis of hyperbolic cross points may be found in Wasilkowski and Wo zniakowski (1994) .
Extensions for Gaussian random elds
In this section, we brie y indicate how the results of the previous section can be extended in a number of directions. We will do this under the additional assumption that the corresponding random elds are Gaussian.
Consider a design t 1 ; : : : ; t n 2 0; 1] d . In general, it may be reasonable to study arbitrary (measurable) estimators which are based on the samples Y (t 1 ); : : : ; Y (t n ). For Gaussian random elds and for linear problems like integration and L 2 -approximation, it is well known that it is su cient to study linear estimators. The minimal error in the class of all estimators which use the given design is attained by a linear estimator.
In this paper, we also restricted our attention to nonsequential designs. Again, for Gaussian random elds this is essentially without loss of generality.
More precisely, consider rst designs where the total number n of samples is xed but the sampling points are chosen adaptively. That is, t i+1 = t i+1 (Y (t 1 ); : : : ; Y (t i )) depends on the previously observed values. We stress that there is no restriction on how t i+1 may depend on Y (t j ); actually we can also allow nondeterministic (randomized) dependence. Let V n be an arbitrary estimator (either for integration or L 2 -approximation) which is based on the sequential design. Then, see Wasilkowski and Wo zniakowski (1984) , there exists a linear estimator V n based on a design with a priori xed n sampling points such that the errors in the mean square sense satisfy e(V n ; K) e(V n ; K):
Hence, a sequential design can be better than nonsequential designs only through an adaptive choice of the sample size. However, the gain is bounded by a multiplicative constant. To be more speci c, consider an arbitrary design with, as above, adaptively chosen sample points and with the sample size n = n(Y ) varying according to some stopping rule. There is no restriction on the stopping rule; it can be arbitrary and even randomized. Let E(n(Y )) be the expected number of samples and let V be an estimator which is based on the sequential design. From Wasilkowski (1986) and Theorem 2 it follows that there exists a positive constant which only depends on K such that for any sequential design with E(n(Y )) < 1 and any estimator V there exists a nonsequential design with xed n sample points and a linear estimator V n such that e(V n ; K) e(V; K) and n < E(n(Y )) + 1: Hence, the minimal error of sequential designs is of the same order as the minimal error of nonsequential designs and Theorem 2 holds for sequential designs as well.
These results can be generalized even further by extending the de nition of the error to include L p -norms (instead of the L 2 -norm), probabilistic setting where instead of the expected error one wants to minimize the probability that the error is large, etc. For more on this subject, the reader is referred to Traub et al. (1988) as well as Section 4 of Ritter et al. (1993) .
