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Abstract
In this paper, we provide a non-existence result for a semilinear sub-elliptic Dirichlet
problem with critical growth on the half-spaces of any group of Heisenberg-type. Our result
improves a recent theorem in (Math. Ann. 315 (3) (2000) 453).
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction and main results
In the last years, a great interest has been paid to non-linear Liouville theorems
within degenerate-elliptic contexts. These results play a crucial roˆ le in applying
blow-up techniques in order to obtain existence results for nonlinear subelliptic
equations. Particularly relevant is the study of critical semilinear equations on
stratiﬁed groups in connection with the Yamabe problem and the Webster scalar
curvature problem on CR manifolds [11,24,25,33–35,42,43,47].
At the present time, the greatest part of the related literature is devoted to the
Heisenberg group Hk; the simplest case of a non-abelian stratiﬁed group. For
instance, in a series of papers by Birindelli et al. [4,5] (see also [3,6,15]), sub-critical
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semilinear equations on Hk are investigated: a priori estimates and existence
theorems are established via non-existence results of ‘‘Gidas and Spruck type’’. We
also refer to the recent papers [7,18] for other non-linear Liouville theorems. A
different approach is followed in some papers by Lanconelli and one of the authors
[38–40,45], where non-linear Liouville theorems in Hk are established for variational
solutions. The aim of these papers was to provide some basic ingredients for studying
semilinear problems with critical growth by means of variational techniques.
Following this project, existence of solutions has been obtained in [17] making use of
the uniqueness results of Jerison and Lee [34] and of the non-existence results in
[39,45], for critical problems at inﬁnity on unbounded domains of Hk:
It would be interesting to deal with the case of general stratiﬁed groups G; whose
relevance is highlighted by the celebrated paper of Rothschild and Stein [44]. The
variational setting seems to be appropriate in order to obtain existence results also in this
wider case, provided suitable non-linear Liouville theorems are established. More
precisely, in using variational techniques, one is led to characterize the energy levels of the
variational solutions of the following semilinear Dirichlet problem with critical growth
DGu ¼ u
Qþ2
Q2;
uAS10ðOÞ; u40;
8<: ð1:1Þ
when O is a half-space of G or the whole space. Here, DG is a sub-Laplacian on G; Q
denotes the homogeneous dimension of G and S10ðOÞ is the appropriate subelliptic
Sobolev space (we refer to Section 2 for all the notation and deﬁnitions).
The classical analogue of problem (1.1), when G is the Euclidean group ðRN ;þÞ
and DG is the ordinary Laplace operator, has been intensively studied starting from
the early 80s (see e.g., [1,2,13,19,41]). With respect to the classical setting, uniqueness
and non-existence results for (1.1) present new and signiﬁcant difﬁculties, even in the
‘‘simplest’’ case of the Heisenberg group Hk [39,45]. These difﬁculties are mainly due
to the lack of good a priori estimates for the Lie derivatives of the solutions along the
directions of higher commutators. The case of general stratiﬁed groups presents
further complications and, at the authors’ knowledge, only very partial results have
been obtained. This is true even in the case of the so-called H-type groups, a
remarkable class of stratiﬁed groups of step two introduced by Kaplan [36] and
widely studied in the latest literature. In the same paper [36, Eq. (17)], Kaplan
exhibited an explicit (cylindrically symmetric) solution to (1.1) when G is a H-type
group and O ¼ G: Moreover, in the recent paper [28], Garofalo and Vassilev have
established a uniqueness result for cylindrically symmetric solutions to (1.1) when G
is a H-type group of Iwasawa-type and O is the whole G: Furthermore, in [27]
Garofalo and Vassilev deal with the non-existence problem on half-spaces. The
techniques in [27] are based on the use of a Kelvin-type transform: this forces the
authors to work only in the case of the Iwasawa-type groups, a particular sub-class
of H-type groups, where the Kelvin transform possesses several useful properties.
Besides, in [27] only a certain class of half-spaces are covered.
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The aim of this paper is to exhaust the problem for all half-spaces and all H-type
groups. Indeed, we prove the following result.
Theorem 1.1. Let G be a H-type group and let O be any half-space of G: Then the
Dirichlet problem (1.1) has no solution.
Some of the arguments in the proof of Theorem 1.1 (see Remark 4.5) also allow to
prove a non-existence result on general step-two stratiﬁed groups, for a certain class
of non-characteristic half-spaces.
Theorem 1.2. Let G be a step-two stratified group. Let O be any half-space of G whose
boundary is parallel to the center of G: Then the Dirichlet problem (1.1) has no
solution.
We explicitly remark that not every non-characteristic half-space of the step-two
group G has the form in the assertion of Theorem 1.2, if G is not a H-type group.
Though our techniques in approaching Theorem 1.1 are inspired by the ideas
contained in the papers [39,45], we stress that the case of general H-type groups
present several new difﬁculties. Broadly speaking, these complications are mainly
due to the structure of the second layer in the stratiﬁcation of the Lie algebra of G;
which (when the group is not Hk) always has dimension strictly larger than one. In
particular, the different geometry of G makes it harder to construct explicit barrier
functions. Moreover, one has to face with the more general form of the group
composition law at different levels.
We next give a descriptive plan of the paper. The core of our proof consists in
ﬁnding suitable asymptotic estimates for the second-layer derivatives of the solutions
u of (1.1), which will allow us to apply some general Rellich and Pohozaev-type
identities. After recalling a few basic notation and deﬁnitions (Section 2), in Section 3
we obtain asymptotic estimates at inﬁnity of u in terms of the fundamental solution
of DG: The main tool here is a result in [46], that some summability properties of u
allow to apply. The proof of the needed Lp estimates is post-posed in Appendix B: we
use boot-strap and iteration techniques inspired to those of Brezis and Kato [12];
however, since we aim to obtain global Lp summability of u with p strictly lower than
the critical exponent, a signiﬁcant modiﬁcation of the standard machinery is needed
(see Theorem 8.4).
We henceforth have to distinguish between two classes of half-spaces, whose
different geometric structures require ad hoc approaches. In Section 4, the needed
estimates for the second-layer derivatives of u are obtained in the case of non-
characteristic half-spaces O: The main argument (adapted from an idea introduced in
[39]) is based on the representation of the DG-harmonic part of such derivatives as
the limit of a sequence of iterated mean-value operators modelled on the geometry of
O: In Section 5, the characteristic case is investigated. A rather elaborated argument
is exploited in obtaining the needed estimates. This argument is based on the delicate
construction of explicit barrier functions. We highlight that the lack of compactness
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of the characteristic set adds remarkable complications in this construction, in
comparison to the case of Hk: Section 6 is devoted to the derivation of the needed
Pohozaev-type identities and to the conclusion of the proof of Theorem 1.1. Finally,
in Appendix A we collect a few results on H-type groups. In particular we give an
‘‘explicit’’ characterization of such groups (see Theorem 7.2, see also Remark 7.4)
which turns out to be very convenient in an analytical framework. As a consequence,
we are also able to write explicit formulas for the sub-Laplacian on a H-type group
(see (7.11), (7.12), (7.13)).
2. Notation and deﬁnitions
The aim of this section is to provide the basic notation and deﬁnitions about
stratiﬁed groups (and in particular about H-type groups) that we shall use
throughout the paper. We start by giving an operative deﬁnition of Carnot group.
Our deﬁnition may seem slightly different from the ones given in literature, but it is
indeed equivalent, as we observe below. Let 3 be an assigned Lie group law on RN :
We suppose RN is endowed with a homogeneous structure by a given family of Lie
group automorphisms fdlgl40 (called dilations) of the form
dlðxÞ ¼ dlðxð1Þ; xð2Þ;y; xðrÞÞ ¼ ðlxð1Þ; l2xð2Þ;y; lrxðrÞÞ: ð2:1Þ
Here xðiÞARNi for i ¼ 1;y; r and N1 þ?þ Nr ¼ N: We denote by g the Lie algebra
of ðRN ; 3Þ i.e., the Lie algebra of 3-left-invariant vector ﬁelds on RN : For i ¼
1;y; N1; let Xi be the (unique) vector ﬁeld in g that agrees at the origin with @=@x
ð1Þ
i ;
i.e., XiðxÞ ¼ ðd=dhÞh¼0ðx3ðheiÞÞ (where ei is the ith versor of the canonical basis of
RN ). We make the following assumption:
the Lie algebra generated by X1;y; XN1 is the whole g:
With the above hypotheses, we call G ¼ ðRN ; 3; dlÞ a (homogeneous) Carnot group.
We also say that G is of step r and has m :¼ N1 generators. We denote by Q ¼Pr
j¼1 jNj the homogeneous dimension of G: The (canonical) sub-Laplacian on G is the
second-order differential operator
DG ¼
Xm
i¼1
X 2i :
We explicitly remark that in literature a Carnot group (or stratified group) G is
deﬁned as a connected and simply connected Lie group whose Lie algebra g admits a
stratification g ¼ G1"?"Gr with ½G1;Gi
 ¼ Giþ1; ½G1;Gr
 ¼ f0g (we say that Gi
is the ith layer of the stratiﬁcation). It is not difﬁcult to recognize that any
homogeneous Carnot group is a Carnot group according to the classical deﬁnition.
On the other hand, up to isomorphism, the opposite implication is also true (see [10]
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for a detailed proof). Our operative deﬁnition of homogeneous Carnot group
is not only more convenient to deal with in an analytic context, but also allows
us to obtain a somewhat explicit knowledge of the group law 3: For example, N-
dimensional Carnot groups of step two and m generators are characterized by being
(canonically isomorphic to) ðRN ; 3Þ with the following Lie group law
(N ¼ m þ n; xð1ÞARm; xð2ÞARn)
ðxð1Þ; xð2ÞÞ3ðyð1Þ; yð2ÞÞ ¼
x
ð1Þ
j þ yð1Þj ; j ¼ 1;y; m
x
ð2Þ
j þ yð2Þj þ 12/xð1Þ; U ð jÞyð1ÞS; j ¼ 1;y; n
0@ 1A; ð2:2Þ
where the U ð jÞ’s are m  m linearly independent skew-symmetric matrices (see
Remark 7.4).
We next give a list of known results about homogeneous Carnot groups. Since
X1;y; Xm generate the whole g (which has rank N at any point), DG satisﬁes the
Ho¨rmander’s hypoellipticity condition
rankðLiefX1;y; XmgðxÞÞ ¼ N 8xARN :
Moreover, the vector ﬁelds X1;y; Xm are homogeneous of degree one w.r.t. dl and
X j (the adjoint operator of Xj) is Xj: In particular, DG is a self-adjoint operator in
divergence form. Moreover, the Lebesgue measure is invariant w.r.t. the left and
right translations on G and measðdlðEÞÞ ¼ lQmeasðEÞ for any measurable set E: In
the sequel, we denote by rG ¼ ðX1;y; XmÞ the subelliptic gradient operator related
to the sub-Laplacian DG: If ODG is a smooth open set, we recall that the
characteristic set of O is the set
fxA@O jXiðxÞATxð@OÞ; i ¼ 1;y; mg;
Txð@OÞ being the tangent space to @O at the point x: We explicitly remark that in our
setting the problem of regularity of solutions up to the boundary is very delicate,
especially near characteristic points. In the classical paper [37], Kohn and Nirenberg
proved a general result of regularity away from the characteristic set. Moreover, in
the papers [31,32], Jerison investigated in a more explicit way the case of Heisenberg
groups Hk: In particular, the following assertion is proved in [31] whenG ¼ Hk (here
Gj;a denotes the appropriate Folland and Stein Ho¨lder space).
Let OCG be a smooth domain and consider fAGj;alocðOÞ; jAN,f0g; 0oao1: For
every x0A@O not belonging to the characteristic set of O; there exists a neighborhood U
of x0 such that a solution u to DGu ¼ f in O; u ¼ 0 on @O; belongs to Gjþ2;aðO-UÞ:
In [27] it is conjectured that the same result holds true for bounded domains of
arbitrary Carnot groups G: Indeed, this is a very natural conjecture, in light of the
results of Kohn and Nirenberg, but no precise reference is provided in literature.
Hence, following the analogous assumption made in [27, (2.8)], we also shall assume
such result (when G is a H-type group, see the deﬁnition below). We do not insist on
this topic here, since the aim of this paper is to focus on other kind of problems.
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When QX3 (which will always be assumed throughout the paper), Carnot groups
possess the following remarkable property: there exists a homogeneous norm d on G
such that
Gðx; yÞ ¼ d2Qðy13xÞ; x; yAG; ð2:3Þ
is a fundamental solution for DG (see [21,23]; see also [9] for a detailed proof). We
recall that a homogeneous norm on G is a continuous function d :G-½0;NÞ; smooth
away from the origin, such that dðdlðxÞÞ ¼ ldðxÞ; dðx1Þ ¼ dðxÞ; and dðxÞ ¼ 0 iff
x ¼ 0: Hereafter, we also denote dðy13xÞ by dðx; yÞ: The following quasi-triangle
inequality holds for every homogeneous norm d on G;
dðx; yÞpbðdðx; zÞ þ dðz; yÞÞ; x; y; zAG; ð2:4Þ
for a suitable constant b: In the sequel, we shall denote by Bdðx; rÞ the d-ball with
radius r40 and center xAG: We trivially have Bdðx; rÞ ¼ x3drðBdð0; 1ÞÞ and
jBdðx; rÞj ¼ rQjBdð0; 1Þj:
We now recall the deﬁnition of group of Heisenberg-type (H-type, henceforth). A
H-type group is a Carnot group G of step two with the following property: the Lie
algebra g ofG is endowed with an inner product /;S such that, if z is the center of g;
then ½z>; z>
 ¼ z and moreover, for every ﬁxed zAz; the map Jz : z>-z> deﬁned by
/JzðvÞ; wS ¼ /z; ½v; w
S 8wAz>;
is an orthogonal map whenever /z; zS ¼ 1: Similar to general Carnot groups, any
H-type group can be identiﬁed with a homogeneous Carnot group with explicit
properties, as we state below (all the details can be found in Appendix A). Indeed, if
m ¼ dimðz>Þ and n ¼ dimðzÞ; then the H-type group G is characterized by being
(canonically isomorphic to) Rmþn with the following group law (throughout the
paper, ðx; tÞ denotes the point of the H-type group G; being xARm and tARn)
ðx; tÞ3ðx; tÞ ¼ xj þ xj ; j ¼ 1;y; m
tj þ tj þ 12/x; U ð jÞxS; j ¼ 1;y; n
 !
; ð2:5Þ
where the U ð jÞ’s are orthogonal skew-symmetric m  m matrices satisfying the
following property:
U ðrÞU ðsÞ þ U ðsÞU ðrÞ ¼ 0; for every r; sAf1;y; ng with ras:
Moreover, the canonical sub-Laplacian on G takes the following form:
DG ¼
Xm
j¼1
@
@xj
 2
þ 1
4
jxj2
Xn
s¼1
@
@ts
 2
þ
Xn
s¼1
Xm
i; j¼1
xiU
ðsÞ
i; j
@2
@xj@ts
: ð2:6Þ
Furthermore, ðRmþn; 3Þ with the family of dilations dlðx; tÞ ¼ ðlx; l2tÞ is a
homogeneous Carnot group. The homogeneous norm d realizing the fundamental
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solution for DG as in (2.3) has the following remarkable explicit coordinate
expression (see [36, Theorem 2]):
dðx; tÞ ¼ cðjxj4 þ 16jtj2Þ1=4; ð2:7Þ
for a suitable constant c40: We explicitly remark that, whenever the center of a H-
type groupG is one dimensional, thenG is canonically isomorphic to the Heisenberg
group on Rmþ1 (see Remark 7.7 in Appendix A). For this reason, since Theorem 1.1
for the Heisenberg group was proved in [39,45], throughout the paper we shall
suppose nX2: Furthermore, since m is always even (see the proof of Theorem 7.2 in
Appendix A) and m ¼ 2 gives back the Heisenberg group on R3; it is non-restrictive
to suppose that Q ¼ m þ 2nX8: Motivated by our interest in half-spaces, we
explicitly remark that the general half-space of the H-type group G (here aARm;
bARn; cAR)
P ¼ fðx; tÞAG j/a; xSþ/b; tS4cg
possesses characteristic points if and only if ba0 (see Appendix A for the details).
We ﬁnally ﬁx the notation for the Dirichlet problem (1.1). Let G be an arbitrary
Carnot group and let Q denote its homogeneous dimension. We set
2% ¼ 2Q
Q  2:
The exponent 2%  1 ¼ ðQ þ 2Þ=ðQ  2Þ is a critical exponent for the semilinear
Dirichlet problem (1.1) as well as the exponent ðN þ 2Þ=ðN  2Þ is critical for the
classical semilinear Poisson equation in RN ; NX3: A basic roˆ le in the functional
analysis on G is played by the following Sobolev-type inequality (see for example
[21,22]):
jjjjj22%pSQjjrGjjj22 8jACN0 ðGÞ; ð2:8Þ
for a suitable constant SQ40 (whose best value, for the case of Hk; has been
determined in [34]). Hereafter jj  jjp will denote the usual Lp-norm. If O is an open
subset of G; we shall denote by S1ðOÞ the Sobolev space of the functions uAL2%ðOÞ
such that rGuAL2ðOÞ: The norm in S1ðOÞ is given by
jjujjS1ðOÞ ¼ jjujj2% þ jjrGujj2: ð2:9Þ
We denote by S10ðOÞ the closure of CN0 ðOÞ with respect to (2.9). By means of (2.8),
this norm is equivalent in S10ðOÞ to the norm generated by the inner product
/u; vSS1
0
¼ RO/rGu;rGvS: Thus S10ðOÞ is a Hilbert space. We emphasize that, for
general unbounded domains, the space S10ðOÞ is not embedded in L2ðOÞ: A solution
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to the Dirichlet problem (1.1) is, by deﬁnition, a function uAS10ðOÞ; u40; such thatZ
O
/rGu;rGjS ¼
Z
O
u2
%1j 8jAS10ðOÞ: ð2:10Þ
We explicitly remark that every classical solution of the equation in (1.1) satisﬁes the
integral identity (2.10) since ðrGÞ ¼ rG: The exponent 2% is the critical Sobolev
exponent for DG since, even if O is bounded, the continuous embedding
S10ðOÞ+L2
%ðOÞ is not compact.
3. Some asymptotic estimates
Throughout the sequel, O will be an open subset of an arbitrary Carnot group G
and u will denote any ﬁxed solution of the boundary value problem (1.1). Moreover,
d will denote the homogeneous norm on G introduced in (2.3). The main result of
this section is estimate (3.8) of u at inﬁnity. Moreover, we give some preliminary
results in order to provide asymptotic estimates for the derivatives of u in the ﬁrst
and second layer of stratiﬁcation. We remark that the estimate of the second-layer
derivatives will be derived under the assumption that G has step two.
The starting point of our approach is given by the following a priori Lp estimates,
which will be proved in Section 8.
Theorem 3.1. We have uALpðOÞ for every pAð2%=2;N
 and u vanishes at infinity.
Moreover, if O satisfies the following boundary regularity condition:
(d; r040 : jBdðx; rÞ\OjXdjBdðx; rÞj 8xA@O; 8rAð0; r0Þ; ð3:1Þ
then u is a classical solution of
DGu ¼ u
Qþ2
Q2 in O;
u40 in O;
u ¼ 0 in @O;
uðxÞ-0 as dðxÞ-N:
8>>><>>>:
Furthermore, if we continue u on G by setting u ¼ 0 outside O; then there exists
aAð0; 1Þ such that uAGaðGÞ:
We now ﬁx some notation which will be used throughout the section. If u is set to
be zero outside O and f ¼ u2%1; we introduce the function
w ¼ G  f :G-R; wðxÞ ¼
Z
G
Gðx; yÞf ðyÞ dy; ð3:2Þ
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where G denotes the fundamental solution for DG as in (2.3). From the Lp estimates
of u in Theorem 3.1, it follows that fAL1ðGÞ-LNðGÞ: By means of the results of
Rothschild and Stein [44], we get
wALpðGÞ 8pAð2%=2;NÞ; DGw ¼ f weakly in G: ð3:3Þ
Moreover, wX0; wACNðOÞ; DGðu  wÞ ¼ 0 in O and ðu  wÞþAS10ðOÞ: Then
ðu  wÞþ ¼ 0 in O; i.e.
0pupw in O: ð3:4Þ
We ﬁrst need the following result.
Lemma 3.2. For every sAð0; Q  2Þ; we have wðxÞ ¼ OðdðxÞsÞ as dðxÞ-N:
Proof. This is a consequence of Theorem 1.1 in [46]: according to this result, if v is a
non-negative weak solution in O of DGvpVv (where O is an open neighborhood of
inﬁnity and the potential V has Lq-summability for every q in a neighborhood of
Q=2) such that vALpðOÞ (being pX2%=2) then we have vðxÞ ¼ OðdðxÞQ=pÞ at
inﬁnity. Our lemma is then proved by choosing O ¼ G; V ¼ u
Qþ2
Q21; v ¼ w and by
taking into account Theorem 3.1 (in particular we exploit the non-trivial fact that
uALpðOÞ for pAð2%=2; 2%
) and (3.3). &
We explicitly remark that the proof of [46, Theorem 1.1] cited above is a
consequence of some mean representation formulas related to DG: we hereafter recall
these formulas since we shall employ them in the proof of Proposition 3.7 below and
in Section 4. If jAC2ðOÞ and Bdðz; rÞ!O; we have the following representation
formula ( for details, see [8,16]):
jðzÞ ¼ MrðjÞðzÞ  NrðDGjÞðzÞ; ð3:5Þ
where (here mQ and nQ are suitable positive constants only depending on Q)
MrðjÞðzÞ ¼ mQ
rQ
Z
Bd ðz;rÞ
Kðz13zÞjðzÞ dz;
NrðcÞðzÞ ¼ nQ
rQ
Z r
0
RQ1
Z
Bd ðz;RÞ
ðd2Qðz13zÞ  R2QÞcðzÞ dz
 !
dR: ð3:6Þ
In (3.6), d is the homogeneous norm on G introduced in (2.3) and K :¼ jrGdj2: We
explicitly remark that the kernel K is a non-negative smooth function on G\f0g;
homogeneous of degree zero with respect to the dilations of G:
We are now able to establish the following ‘‘optimal’’ asymptotic behavior for w
and then to derive the analogous estimate for u:
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Proposition 3.3. We have wðxÞ ¼ OðdðxÞ2QÞ; as dðxÞ-N:
Proof. From (3.4) and Lemma 3.2, choosing s ¼ Q=ð2%  1Þ it follows that there
exist M; R40 such that f ðyÞpMdðyÞsð2%1Þ ¼ MdðyÞQ if dðyÞ4R: Hence, for
dðxÞ42bR (where b is the constant appearing in (2.4)) we obtain
sup
Bd x;
dðxÞ
2b
  fpMð2bÞQdðxÞQ; ð3:7Þ
which yields, since fAL1ðGÞ and by (2.3)
wðxÞ ¼
Z
dðx;yÞXdðxÞ
2b
þ
Z
dðx;yÞodðxÞ
2b
 !
Gðx; yÞf ðyÞ dy
p c
dðxÞQ2jj f jj1 þ
c
dðxÞQ
Z
Bd x;
dðxÞ
2b
  dy
dðx; yÞQ2 ¼
cf
dðxÞQ2:
This ends the proof. &
Theorem 3.4. Let u be a solution of (1.1). Then there exists M40 such that
uðxÞpM minf1; dðxÞ2Qg: ð3:8Þ
Proof. It directly follows from (3.4), uALNðOÞ (see Theorem 3.1) and Proposition
3.3. &
We now turn to prove some preliminary results in order to obtain the asymptotic
estimates of the derivatives of u: First, in Proposition 3.6 we prove the estimate of the
derivatives of w: Then, in Proposition 3.7 we give a general result for DG-harmonic
functions which will be applied in estimating v :¼ w  u (the DG-harmonic part of u).
We shall denote by g the Lie algebra of G and by rG ¼ ðX1;y; XmÞ the subelliptic
gradient operator related to the ﬁxed sub-Laplacian DG ¼
Pm
i¼1 X
2
i on G: We recall
that g admits the stratiﬁcation g ¼ G1"?"Gr; where G1 ¼ spanfX1;y; Xmg;
Giþ1 ¼ ½G1;Gi
:
If O satisﬁes the boundary regularity condition (3.1), then by Theorem 3.1 and by
the results in [44] it follows that there exists aAð0; 1Þ such that (being f ¼ u2%1 and
w as in (3.2))
fAGaðGÞ; wAG2þaloc ðGÞ; ð3:9Þ
i.e., XYwAGalocðGÞ for every X ; YAG1: In the following Lemma, Gðx; yÞ ¼
d2Qðy13xÞ denotes as usual the fundamental solution for DG:
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Lemma 3.5. Let G be a Carnot group of step two. Suppose OCG is an open set
satisfying (3.1). Then, for every YAG1 and for every ZAG2; we have
Ywðx0Þ ¼
Z
G
YGðx0; yÞf ðyÞ dy;
Zwðx0Þ ¼
Z
Bd ðx0;rÞ
ZGðx0; yÞð f ðyÞ  f ðx0ÞÞ dy þ
Z
G\Bd ðx0;rÞ
ZGðx0; yÞf ðyÞ dy;
for every x0AG and r40:
Proof. Since the proofs of the representation of Yw and Zw follow the same lines, we
only consider the latter case. We remark that the hypothesis on the step of G only
intervenes in this last case. Indeed, we shall use the following fact: recalling the
notations introduced in Section 2 for groups of step two, we have Z ¼ Zx ¼Pn
j¼1 zjð@=@xð2Þj Þ; for suitable constants z1;y; zn: As a consequence, considering the
form of operation (2.2) in a group of step two, for any regular function g we have
Zxðgðy13xÞÞ ¼ Zyðgðy13xÞÞ: ð3:10Þ
Let us now ﬁx x0AG and r40: If b denotes the constant appearing in the quasi-
triangle inequality (2.4), we set B ¼ Bdðx0; r=ð2bÞÞ; B0 ¼ Bdðx0; rÞ; f0 ¼ f wB0 ; f1 ¼
f  f0: Let ZACNðR; ½0; 1
Þ be such that Z  0 in ½0; 1
; Z  1 in ½2;NÞ and for every
e40 let us set Ze ¼ Zðd=eÞ; we shall also write Zeðx; yÞ ¼ Zeðy13xÞ: We ﬁnally set
w0 ¼ G  f0; w1 ¼ G  f1; w0;e ¼ ðGZeÞ  f0: Since f is bounded, it is immediate to
verify that
lim
e-0
w0;e ¼ w0 uniformly on the compact sets of B: ð3:11Þ
Moreover, w0;eACNðBÞ and, for every xAB and eor=ð4bÞ; we have (by means of
(3.10))
Zw0;eðxÞ ¼
Z
B0
ZxðGZeðx; yÞÞf0ðyÞ dy
¼
Z
B0
ZxðGZeðx; yÞÞð f0ðyÞ  f0ðxÞÞ dy  f0ðxÞ
Z
B0
ZyðGZeðx; yÞÞ dy
¼
Z
B0
ZðGZeÞðx; yÞð f0ðyÞ  f0ðxÞÞ dy
 f0ðxÞ
Z
@B0
Gðx; yÞ/ZðyÞ; nðyÞS dsðyÞ:
The last equality follows from the left-invariance of Z and from the divergence
theorem (we have denoted by ds the surface measure and by n the outer unit normal
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on @B0). We set w0 : B-R;
w0ðxÞ ¼
Z
B0
ZGðx; yÞð f0ðyÞ  f0ðxÞÞ dy  f0ðxÞ
Z
@B0
Gðx; yÞ/ZðyÞ; nðyÞS dsðyÞ:
From the Ho¨lder continuity of f given by (3.9) and the estimate jZGjpcdQ (since G
is dl-homogeneous of degree 2 Q and ZAG2), we obtainZ
B0
jZGðx; yÞð f0ðyÞ  f0ðxÞÞj dypc
Z
B0
dðx; yÞaQoN;
which proves that w0 is well-posed on B: We now claim that
lim
e-0
Zw0;e ¼ w0 uniformly on the compact sets of B: ð3:12Þ
Indeed, from the above representation of Zw0;e and from the deﬁnition of w0; we
obtain
jw0ðxÞ  Zw0;eðxÞj ¼
Z
Bd ðx;2eÞ
ZðGð1 ZeÞÞðx; yÞð f0ðyÞ  f0ðxÞÞ dy


p c
Z
Bd ðx;2eÞ
ðGðx; yÞjj’ZjjNjZdðx; yÞje1 þ jZGðx; yÞjÞdaðx; yÞ dy
pecea Z
Bd ð0;2Þ
ðdðx; yÞaQ þ dðx; yÞaþ1QÞ dy;
for every xAB and eor=ð4bÞ (here we used the fact that Zd and ZG are dl-
homogeneous of degree 1 and Q; respectively). From (3.11) and (3.12), we deduce
that Zw0 ¼ w0 in B: On the other hand, since fAL1ðGÞ we have (differentiating
under the integral sign)
Zw1ðxÞ ¼
Z
G\B0
ZGðx; yÞf1ðyÞ dy; xAB:
Finally, taking x ¼ x0 we obtain
Zwðx0Þ ¼Zðw0 þ w1Þðx0Þ ¼ w0ðx0Þ þ Zðw1Þðx0Þ
¼
Z
B0
ZGðx0; yÞð f ðyÞ  f ðx0ÞÞ dy þ
Z
G\B0
ZGðx0; yÞf ðyÞ dy;
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since the divergence theorem ensures thatZ
@B0
Gðx0; yÞ/ZðyÞ; nðyÞS dsðyÞ ¼ cr2Q
Z
@B0
/ZðyÞ; nðyÞS dsðyÞ
¼ cr2Q
Z
B0
Zð1Þ dy ¼ 0:
This completes the proof. &
Proposition 3.6. Let G be a Carnot group of step two and suppose OCG is an open set
satisfying (3.1). Let w be as in (3.2). Then, for every YAG1 and for every ZAG2; we
have
YwðxÞ ¼ OðdðxÞ1QÞ; ZwðxÞ ¼ OðdðxÞ2QÞ as dðxÞ-N: ð3:13Þ
Proof. If YAG1; from the ﬁrst identity in Lemma 3.5, we get (since fAL1ðGÞ and
YG is dl-homogeneous of degree 1 Q)
jYwðxÞj ¼
Z
Bd ðx;rÞ
YGðx; yÞf ðyÞ dy þ
Z
G\Bd ðx;rÞ
YGðx; yÞf ðyÞ dy


p c sup
Bd ðx;rÞ
f
Z
Bd ðx;rÞ
dðx; yÞ1Q dy þ c
Z
G\Bd ðx;rÞ
dðx; yÞ1Qf ðyÞ dy
p c0r sup
Bd ðx;rÞ
f þ c0r1Qjj f jj1: ð3:14Þ
Let a be as in (3.9) and set g ¼ 4=ðQ þ 2þ aÞ: If ZAG2; from the second identity in
Lemma 3.5, we get (since go1; fAL1-LN-GaðGÞ and ZG is dl-homogeneous of
degree Q)
jZwðxÞjp c
Z
Bd ðx;rÞ
dðx; yÞQj f ðyÞ  f ðxÞjg sup
Bd ðx;rÞ
f
 !1g
dy
þ c
Z
G\Bd ðx;rÞ
dðx; yÞQf ðyÞ dy
p c0 sup
Bd ðx;rÞ
f
 !1gZ
Bd ðx;rÞ
dðx; yÞagQ dy þ c0rQjj f jj1
¼ c00rag sup
Bd ðx;rÞ
f
 !1g
þc00rQ: ð3:15Þ
From Theorem 3.4, it follows that f ¼ OðdQ2Þ at inﬁnity. Choosing r ¼ dðxÞ=ð2bÞ
in (3.14) and (3.15) (b as in the quasi-triangle inequality (2.4)), for large dðxÞ
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we get respectively
jYwðxÞjp cf ðdðxÞ1Q þ dðxÞ1QÞpc0f dðxÞ1Q;
jZwðxÞjp cf ðdðxÞagdðxÞðg1ÞðQþ2Þ þ dðxÞQÞ
¼ c0f ðdðxÞ2Q þ dðxÞQÞpc00f dðxÞ2Q:
This ends the proof of the theorem. &
In what follows, we call DG-harmonic on O any smooth function v such that
DGv ¼ 0 in the open set O: The following result provides an estimate for the Lie
derivatives of a general DG-harmonic function.
Proposition 3.7. Let XAg be a Lie derivative of order k (i.e., XAGk). Let v be a DG-
harmonic function on O: Then there exists a positive constant c such that
jXvðzÞjpcrk sup
Bd ðz;rÞ
jvj; ð3:16Þ
for every Bdðz; rÞ!O: The constant c only depends on X (and the structure of G) and
not on v; r40 or zAO:
Proof. We begin by recalling a variant of the representation formula (3.5). If
jAC2ðOÞ and Bdðz; rÞ!O; we have the following representation formula on the
annulus Bdðz; rÞ\Bdðz; r=2Þ ( for details, see [8,16])
jðzÞ ¼ eMrðjÞðzÞ  eNrðDGjÞðzÞ; ð3:17Þ
where (here emQ and enQ are suitable positive constants only depending on Q)
eMrðjÞðzÞ ¼ emQ
rQ
Z
r=2ojz13zjor
Kðz13zÞjðzÞ dz
eNrðcÞðzÞ ¼ enQ
rQ
Z r
r=2
RQ1
Z
Bd ðz;RÞ
ðd2Qðz13zÞ  R2QÞcðzÞ dz
 !
dR: ð3:18Þ
In (3.18), K still denotes the kernel K ¼ jrGdj2: If v is DG-harmonic in O; from (3.17)
we obtain vðzÞ ¼ eMrðvÞðzÞ: We then ﬁx WACN0 ðR; ½0; 1
Þ such that suppðWÞDð1=2; 1Þ
and
R
R
W ¼ 1: A simple superposition argument gives
vðzÞ ¼
Z
RN
vðzÞYðd1=rðz13zÞÞ rQ dz; where YðZÞ ¼ emQKðZ1Þ Z 2dðZÞ
dðZÞ
WðtÞ
tQ
dt:
We explicitly remark that the kernel Y is smooth on G and
suppðYÞDBdð0; 1Þ\Bdð0; 1=2Þ: Finally, let XAGk: Since X is left-invariant on G
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and homogeneous of degree k w.r.t. the dilations on G; after differentiating the
above representation of v we obtain
jXvðzÞj ¼
Z
RN
vðzÞð1=rÞkðXYÞðd1=rðz13zÞÞrQ dz
 
p rk sup
Bd ðz;rÞ
jvj
Z
RN
jXYjðZÞ dZ:
This completes the proof. &
4. Estimates of second-layer derivatives: the non-characteristic case
Throughout this section, G will denote a ﬁxed H-type group and we shall use the
notation introduced in Section 2 for such groups (see (2.5)). We shall denote by Pð1Þ
any half-space of G without characteristic points for the sub-Laplacian DG: such a
half-space is by necessity of the following form (see Appendix A for the details):
Pð1Þ ¼ fðx; tÞAG j/a; xS4cg; ð4:1Þ
where cAR and aARm\f0g are ﬁxed. Moreover, u will denote any ﬁxed solution of
the boundary value problem (1.1) in Pð1Þ: We are interested in obtaining a priori
estimates at inﬁnity for the derivative Zu; where Z belongs to ½g; g
; being g the Lie
algebra of G: We shall follow an idea in [39, Section 4], where analogous estimates
are proved for the Heisenberg group. As in the previous section, we shall denote by w
the function
wðzÞ ¼ ðG  f ÞðzÞ ¼
Z
G
Gðz; zÞf ðzÞ dz; f ¼ u2%1:
Moreover, v will denote the DG-harmonic part of u, i.e.
v ¼ w  u: ð4:2Þ
Since any half-space in G satisﬁes (3.1), from (3.3), (3.9), Theorem 3.1 and the
hypoellipticity of DG; it follows that v is a classical solution of
DGv ¼ 0 in Pð1Þ; v ¼ w in @Pð1Þ: ð4:3Þ
If ZA½g; g
 is ﬁxed, we then claim that Zv is a classical solution of the Dirichlet
problem
DGðZvÞ ¼ 0 in Pð1Þ; Zv ¼ Zw in @Pð1Þ:
This is an immediate consequence of the following facts: since Z is a second-layer
derivative andG has step two, the operators DG and Z commute; moreover, ZA½g; g
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also yields Z ¼Pnj¼1 zj@tj for suitable scalars z1;y; zn; @Pð1Þ is invariant with
respect to the Euclidean translations along the t-coordinates (see (4.1)); ﬁnally u ¼ 0
on @Pð1Þ: Our main tool is then to use these properties for representing Zv as a ﬁxed
point for a suitable mean-value operator modelled on the geometry ofPð1Þ; which we
hereafter introduce.
Let ðx; tÞAPð1Þ be ﬁxed. Since ðx; 0Þ still belongs to Pð1Þ (see (4.1)), there exists a
continuous function rðxÞ40 only depending on x such that Bdððx; 0Þ; rðxÞÞ!Pð1Þ (we
can choose, e.g., rðxÞ ¼ 1
2
inffdððx; 0Þ13ðx; tÞÞ: ðx; tÞePð1Þg). Recalling form (2.5) of
the composition law on a H-type group, we explicitly remark that the left
translations by ð0; tÞ coincide with the Euclidean translations by ð0; tÞ: As a
consequence, if rðxÞ is as above, we have
Bdððx; tÞ; rðxÞÞ ¼ ð0; tÞ3Bdððx; 0Þ; rðxÞÞ
¼ ð0; tÞ þ Bdððx; 0Þ; rðxÞÞ! ð0; tÞ þPð1Þ ¼ Pð1Þ:
In what follows, we shall then assume that r : Rm-ð0;NÞ is a ﬁxed continuous
function such that
Bdððx; tÞ; rðxÞÞ!Pð1Þ; 8ðx; tÞAO: ð4:4Þ
For every oAL1locðPð1ÞÞ we ﬁnally deﬁne
To : Pð1Þ-R; ðToÞðx; tÞ ¼ ðMrðxÞoÞðx; tÞ; ð4:5Þ
where Mr is the mean-value operator introduced in (3.6) of Section 3. We explicitly
remark that (4.4) ensures that T is well deﬁned. The following result holds.
Proposition 4.1. T is a linear operator with the following properties:
(i) T maps L1locðPð1ÞÞ into CðPð1ÞÞ: Hence we can define, by induction, Tkþ1o ¼
TðTkðoÞÞ for every oAL1locðPð1ÞÞ and every kAN:
(ii) T is an increasing operator, i.e.
ðo1;o2AL1locðPð1ÞÞ;o1po2Þ ) ðTo1pTo2Þ:
(iii) If oAC2ðPð1ÞÞ and DGo ¼ 0 then To ¼ o:
(iv) If oAC2ðPð1ÞÞ and DGop0 then Topw and ðTkoÞkAN is a non-increasing
sequence.
Proof. We ﬁrst prove (i). We show that, for every ﬁxed oAL1locðPð1ÞÞ and z0 ¼
ðx0; t0ÞAPð1Þ;
jToðzÞ  Toðz0ÞjpjMrðxÞoðzÞ  MrðxÞoðz0Þj þ jMrðxÞoðz0Þ  Mrðx0Þoðz0Þj-0;
ARTICLE IN PRESS
A. Bonfiglioli, F. Uguzzoni / Journal of Functional Analysis 207 (2004) 161–215176
as z ¼ ðx; tÞ-z0: On the one hand, a change of variable gives
jMrðxÞoðzÞ  MrðxÞoðz0Þj ¼
mQ
rQðxÞ
Z
Bd ðz0;rðxÞÞ
Kðz10 3ZÞðoðz3z10 3ZÞ  oðZÞÞ dZ


pmQjjK jjN
rQðxÞ
Z
Bd ðz0;rðxÞÞ
joðz3z10 3ZÞ  oðZÞj dZ:
The continuity of r and the L1-continuity theorem ensure that this last term goes to
zero as z-z0: On the other hand, the continuity of r also yields limz-z0MrðxÞoðz0Þ ¼
Mrðx0Þoðz0Þ:
(ii) Follows from the non-negativity of the kernel K : From (3.5) we immediately
get (iii). Finally, (iv) is a consequence of (3.5) and (ii). &
Proposition 4.2. If ZA½g; g
 is any second-layer derivative, the operators T and Z
commute. More precisely, if there exists ZoACðPð1ÞÞ then there also exists
ZðToÞACðPð1ÞÞ and it is ZðToÞ ¼ TðZoÞ:
Proof. By means of a change of variable, we obtain
ðToÞðx; tÞ ¼ mQ
Z
Bd ð0;1Þ
Kðx; tÞoððx; tÞ3drðxÞðx; tÞÞ dx dt:
Here we denoted by fdlgl40 the group of natural dilations onG and we used the fact
that K is homogeneous of degree zero w.r.t. dl: We now explicitly remark that, by
(2.5), we have
ðx; tÞ3drðxÞðx; tÞ ¼
xj þ rðxÞxj; j ¼ 1;y; m
tj þ r2ðxÞtj þ 12 rðxÞ/x; U ð jÞxS; j ¼ 1;y; n
 !
:
Hence, recalling that ZA½g; g
 is a linear combination of partial derivatives in the t-
coordinates, we have
Zðoððx; tÞ3drðxÞðx; tÞÞÞ ¼ ðZoÞððx; tÞ3drðxÞðx; tÞÞ:
The proposition now follows by differentiating under the integral sign, taking into
account the continuity of Zo and Proposition 4.1(i). &
Lemma 4.3. Tku is a non-increasing sequence pointwise convergent to zero in Pð1Þ as
k-N:
Proof. Since DGup0; from Proposition 4.1(iv) we deduce the existence of a function
h :Pð1Þ-R such that Tkurh: Moreover, being uX0; from Proposition 4.1(ii) we obtain
0phpu: ð4:6Þ
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Hence hAL1locðPð1ÞÞ: By the deﬁnition of T ; for every z ¼ ðx; tÞAPð1Þ we have
hðzÞ ¼ lim
k-N
Tkþ1uðzÞ ¼ lim
k-N
mQ
rQ
Z
Bd ðz;rÞ
Kðz13zÞTkuðzÞ dz
¼mQ
rQ
Z
Bd ðz;rÞ
Kðz13zÞhðzÞ dz ¼ ThðxÞ:
Therefore, Proposition 4.1(i) provides
h ¼ ThACðPð1ÞÞ: ð4:7Þ
Moreover, since u is continuous on the closure of Pð1Þ; u  0 in @Pð1Þ and uðzÞ-0 as
dðzÞ-N (see Theorem 3.1), (4.6) yields
hACðPð1ÞÞ; h  0 in @Pð1Þ; hðzÞ-0 as dðzÞ-N: ð4:8Þ
Let us now assume by contradiction that h is not identically 0. From (4.6) and (4.8)
there exists z0APð1Þ such that hðz0Þ ¼ maxfhðzÞ j zAPð1Þg40: Hence the set A ¼
h1ðfhðz0ÞgÞ is closed and non-empty. Moreover, for every zAA; (4.7) yields
0 ¼ hðzÞ  ThðzÞ ¼ mQ
rQ
Z
Bd ðz;rðxÞÞ
Kðz13zÞðhðz0Þ  hðzÞÞ dz: ð4:9Þ
Here we used the fact that Mrð1Þ ¼ 1 for every r40 (see (3.5)). We now remark that the
set fZAG jKðZÞ ¼ 0g has empty interior. Indeed, suppose by contradiction that KðZÞ ¼
0 for every Z in a neighborhood of a suitable Z0a0: Then, since K ¼ jðX1d;y; XmdÞj2
and the Lie algebra generated by X1;y; Xm has dimension dimðGÞ at any point, d
would be constant in an open set containing Z0: As a consequence, the function
l/dðdlðZ0ÞÞ ¼ ldðZ0Þ would be constant near l ¼ 1; contradicting the assumption
dðZ0Þa0: From (4.9), the above remark and the choice of z0; we immediately derive that
hðzÞ ¼ hðz0Þ for every zABdðz; rðxÞÞ; i.e., Bdðz; rðxÞÞDA: Therefore A is also open. This
yields A ¼ Pð1Þ since Pð1Þ is connected. Equivalently, h  hðz0Þ40 in Pð1Þ; contra-
dicting (4.8). Hence it has to be h  0 in Pð1Þ; and this completes the proof. &
Theorem 4.4. Let Pð1Þ be a non-characteristic half-space of the H-type group G: Let u
be a solution of (1.1) in Pð1Þ: Then, for every second-layer derivative ZA½g; g
 it is
jZuðxÞj ¼ OðdðxÞ2QÞ; as dðxÞ-N in Pð1Þ:
Proof. Let ZA½g; g
 be ﬁxed. Let v be as in (4.2). From (4.3) and Proposition 4.1(iii),
it is Tv ¼ v: Lemma 4.3 and the linearity of T give
Tkw ¼ Tkv þ Tku ¼ v þ Tkurv; as k-N: ð4:10Þ
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Moreover, the continuity of w (see (3.9)) and a repeated application of Proposition
4.2 immediately give TkðZwÞ ¼ ZðTkwÞ; for every kAN: We ﬁx FACN0 ðPð1ÞÞ: From
(4.10) and the fact that the adjoint operator of Z is Z; it followsZ
Pð1Þ
FTkðZwÞ ¼
Z
Pð1Þ
FZðTkwÞ ¼ 
Z
Pð1Þ
ðZFÞTkw !k-N  Z
Pð1Þ
ðZFÞv
¼
Z
Pð1Þ
FZv: ð4:11Þ
Let z0ePð1Þ be ﬁxed. From Proposition 3.6 and the continuity of Zw; there exists
M40 such that
MGðz0; zÞpZwpMGðz0; zÞ; 8zAG; ð4:12Þ
where G is the fundamental solution of DG (see (2.3)). Now, since the map Gðz0; Þ is
DG-harmonic on Pð1Þ; from (4.12) we obtain
MGðz0; Þ ¼TkðMGðz0; ÞÞpTkðZwÞpTkðMGðz0; ÞÞ
¼MGðz0; Þ in Pð1Þ: ð4:13Þ
Here we exploited Proposition 4.1(ii, iii). From (4.11) and (4.13) we ﬁnally obtainZ
Pð1Þ
FZv
 pM Z
Pð1Þ
FGðz0; Þ 8FACN0 ðPð1ÞÞ; FX0;
which implies jZvðzÞjpMGðz0; zÞ for every zAPð1Þ: By the deﬁnition of v and by
(4.12), we then infer that jZujp2MGðz0; Þ in Pð1Þ: This completes the proof. &
Remark 4.5. The results in this section (as well as the proof of the non-existence
Theorem 6.3) hold true (with the same proofs) when G is a general step-two Carnot
group and Pð1Þ ¼ fðxð1Þ; xð2ÞÞAG j/a; xð1ÞS4cg (we follow the notation in (2.2)).
We warn the reader that not every non-characteristic half-space has this form, if G is
not a H-type group.
5. Estimates of second-layer derivatives: the characteristic case
Throughout this section, G will denote a ﬁxed H-type group and we shall use the
notation introduced in Section 2 for such groups (see (2.5)). In particular, G will
always denote the fundamental solution for the sub-Laplacian DG as in (2.3), (2.7).
Furthermore, we shall denote by Pð2Þ any half-space of G with characteristic points
for DG: It can easily be proved (see Appendix A for the details) that such a half-space
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can always be left-translated into a half-space of the following form:
Pð2Þ ¼ fðx; tÞAG j/b; tS40g; ð5:1Þ
where bARn is a ﬁxed unit vector. Moreover, u will denote any ﬁxed non-negative
weak solution of the boundary value problem (1.1) in Pð2Þ: We explicitly remark
that, since any half-space in G satisﬁes (3.1), then Theorem 3.1 holds for u: In
particular uAG2b0ðGÞ for a suitable b0Að0; 12Þ and u ¼ 0 in @Pð2Þ: Moreover, by a
suitable version of the Kohn and Nirenberg Theorem for H-type groups, u is smooth
up to @P away from the characteristic set charðPÞ ¼ fðx; tÞAG j x ¼ 0;/b; tS ¼ 0g:
In this section, we are interested in obtaining global a priori estimates for the second-
layer partial derivative /b;rtuS: This will be done by a very delicate construction of
barrier functions modelled on the geometry of Pð2Þ: For this purpose, we need to
introduce some notation which will be used throughout the section.
Let fb; b01;y; b0n1g be a chosen orthonormal system of vectors in Rn; where b is
the unit vector as in (5.1). The system of Cartesian coordinates w.r.t. this new basis
of Rn will be denoted by s ¼ /b; tS; t01;y; t0n1: There obviously exists an orthogonal
matrix O of order n such that t ¼ O  ðs; t01;y; t0n1ÞT : The following notation will be
used throughout the present section and the next one:
r ¼ jxj; s ¼ /b; tS; R ¼ jt0j; d ¼ ðr4 þ 16s2 þ 16R2Þ1=4;
ed ¼ ðr4 þ 16s2Þ1=4: ð5:2Þ
We are interested in ﬁnding an estimate for the partial derivative @su that we shall
need in Section 6 in order to apply Pohozaev-type identities. Namely we want to
prove the following result.
Theorem 5.1. Let Pð2Þ be a characteristic half-space of the H-type group G (see (5.1)).
Let u be a solution of (1.1) in Pð2Þ: Then, following the notation in (5.2), there exists a
constant M40 such that
j@sujpM minf1;Ggð1þ ed1Þ in Pð2Þ:
Proof. The proof will directly follow from Proposition 3.6 and from
Lemmas 5.7–5.8. &
If we consider functions which have radial symmetry both in x and in t0 ¼
ðt01;y; t0n1Þ; i.e. ( following (5.2)) u ¼ uðr; s; RÞ; then the canonical sub-Laplacian of
G has the following useful and remarkable form (see Appendix A for the details):
DG ¼ @2r þ
m  1
r
@r þ 1
4
r2@2s þ
1
4
r2 @2R þ
n  2
R
@R
 
: ð5:3Þ
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For the sake of brevity, we shall also denote the characteristic half-space Pð2Þ simply
by P: With the notation introduced in (5.2), we have the decomposition: P ¼
P1,P2,P3,P4; where
P1 ¼ fðx; tÞAG\fð0; 0Þg j r2psp1g; P2 ¼ fðx; tÞAG j 0ospr2p1g;
P3 ¼ fðx; tÞAG j 0ospr; rX1g; P4 ¼ fðx; tÞAG j rps; sX1g: ð5:4Þ
The ﬁrst a priori estimate of u that we need is the following one.
Theorem 5.2. With the notation in (5.2), there exists a constant M40 such that
upM s minf1;Gg in f0oso1g: ð5:5Þ
Proof. We ﬁrst observe that, for some positive constant c; we have
upcsb0 in P: ð5:6Þ
Indeed, recalling the explicit expression (2.5) of the group law, from uAG2b0ðGÞ it
follows that
uðx; s; t0Þ ¼ uðx; s; t0Þ  uðx; 0; t0Þpcdððx; 0; t0Þ13ðx; s; t0ÞÞ2b0 ¼ cdð0; s; 0Þ2b0 ¼ csb0 :
We now consider the family of barrier functions
Fa;b ¼ ðsin sÞbð1þ r2Þa; a40; 0obp1;
in the strip f0oso1g: A direct computation (that makes use of the explicit
expression (5.3)) gives
DGFa;b ¼ bð1 bÞr
2
4 sin2 s
þ 2aðm  2 2aÞr
2 þ 2am
ð1þ r2Þ2 þ
b2r2
4
 !
Fa;b:
Setting a0 ¼ Q22 ; recalling estimate (3.8) of u; and taking r0 large enough, we obtain
DGu ¼ u
Qþ2
Q2pcr2Qp cDGFa0;b0 in fr4r0; 0oso1g:
Moreover, from (5.6) and (3.8), it follows that upcFa0;b0 on the boundary of
fr4r0; 0oso1g and at inﬁnity. Therefore, the weak maximum principle for DG
gives upcFa0;b0 in fr4r0; 0oso1g: Recalling again that also (5.6) holds, we
immediately obtain that
upcFa0;b0 in f0oso1g:
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We now deﬁne ðPÞa;b ¼ ð(c40 : upcFa;b in f0oso1gÞ: We set a1 ¼ m22 (we recall
that mX4 since we are assuming that G is not a Heisenberg group Hk) and we want
to prove that ðPÞa1;1 holds. Since we have already proved ðPÞa0;b0 and obviously
ðPÞa;b ) ðPÞa0;b0 for every 0oa0pa; 0ob0pb; we only need to prove that
ðPÞ
a1;
Q2
Qþ2
 
b
) ðPÞa1;b 8bAð0; 1
: ð5:7Þ
From ðPÞ
a1;ðQ2Qþ2Þb
; it follows that
DGu ¼ u
Qþ2
Q2pcðsin sÞbð1þ r2Þa1
Qþ2
Q2
 
p cðsin sÞbðr2ð1þ r2Þa1 þ ð1þ r2Þa12Þp cDGFa1;b in f0oso1g:
On the other hand, upcFa1;b on the boundary of f0oso1g and at inﬁnity, by means
of (3.8) (recall that Q ¼ m þ 2n4m). Therefore, from the weak maximum principle
for DG; we obtain ðPÞa1;b: This proves (5.7) and completes the proof of ðPÞa1;1: More
explicitly, we have proved the following estimate:
upcð1þ r2Þ2m2 sin s in f0oso1g: ð5:8Þ
In order to improve the above estimate, we now consider the family of barrier
functions
Gb;g ¼ ðsin sÞbðr4 þ R2Þ
2Q
4 ð1þ rgÞ; 0obp1; 0pgp2;
in the sets AR ¼ f0osominf1; r2g; r4 þ R24R4g: A direct computation (recall
(5.3)) gives
DGGb;g ¼
X1
i¼0
ðsin sÞbðr4 þ R2Þ
2Q
4 r2ig
bð1 bÞ
4 sin2s
þ b
2
4
þ igðm  2 igÞ
r4
 
þ ðQ  2Þðm  2igþ ðn þ 15Þ=8Þ
r4 þ R2 
ðQ  2ÞðQ þ 2Þðr4 þ R2=16Þ
ðr4 þ R2Þ2
!
:
We ﬁrst want to prove that for every ﬁxed bAð0; 1Þ; there exist positive constants c; R
such that
upcGb;2b in AR: ð5:9Þ
Using (3.8) and recalling that mX4; we see that ( for R large enough) we have
DGu ¼ u
Qþ2
Q2pcG
Qþ2
Q2pcGpcðsin sÞb2r22bGp cDGGb;2b in AR:
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Moreover, from (5.8) and (3.8) it follows that upcGb;2b in @AR,fNg: By the weak
maximum principle, we then deduce (5.9). We now deﬁne the barrier functions
Fb ¼ sbR
2Q
2 expðr2Þ; 0obp1;
in the sets DR ¼ f0oso1; ro1; R4Rg: A direct computation based on (5.3) gives
DGFb ¼ 2m  4r2 þ bð1 bÞr
2
4s2
 ðm þ 4ÞðQ  2Þr
2
16R2
 
Fb:
We deﬁne ðPÞR;b ¼ ð(c40: upcFb in DRÞ: We want to show that
for every bAð0; 1Þ there exists R40 such that ðPÞR;b holds: ð5:10Þ
We ﬁrst observe that ðPÞR;b ) ðePÞR;b; where
ðePÞR;b ¼ ð(c40: upcsbðR2Q2 ÞQ2Qþ2 expðr2Þ in DRÞ:
Let us now prove that, for every sufﬁciently large R and for every bAð0; 1
; the
following implication holds:
ððePÞ
R;
Q2
Qþ2b
; ( c40: upcFb in f0oso1; r ¼ 1; R4RgÞ
) ððPÞR;b0 8b0Að0; b
Þ: ð5:11Þ
From the hypothesis ðePÞ
R;
Q2
Qþ2 b
; it follows that (recall that mX4)
DGu ¼ u
Qþ2
Q2pcsbR
2Q
2 expðr2Þp cDGFb in DR
(if R is large enough). Moreover, from (3.8), (5.8) and the hypothesis, we infer that
upcFb in @DR,fNg: Therefore, by the weak maximum principle, we obtain ðPÞR;b
which immediately gives ðPÞR;b0 for every b0Að0; b
: This proves (5.11). We now
observe that ðePÞR;b1 holds when b1 ¼ 4Qþ2 and R is large enough. Indeed (5.8) and
(3.8) give
u ¼ u
Q2
Qþ2u
4
Qþ2pcG
Q2
Qþ2s
4
Qþ2pcs
4
Qþ2ðR
2Q
2 Þ
Q2
Qþ2 expðr2Þ in DR:
Moreover, from (5.9) it follows that for every bAð0; 1Þ there exists R40 such that
upcGb;2b ¼ cðsin sÞbð1þ R2Þ
2Q
4 pcFb; in f0oso1; r ¼ 1; R4Rg:
Therefore, using (5.11) and starting from ðePÞR;b1 ; we ﬁnally obtain (5.10). Collecting
(5.9) and (5.10), we immediately infer that for every bAð0; 1Þ there exist positive
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constants R; c such that
upcGb;0 in AR: ð5:12Þ
We now prove that
upcG1;1 in AR; ð5:13Þ
for suitable positive constants R; c: Choosing b ¼ Q2
Qþ2 in (5.12) and recalling that
mX4; we get (also using the given computation of DGGb;g)
DGu ¼ u
Qþ2
Q2p cðGQ2
Qþ2;0
Þ
Qþ2
Q2 ¼ cðr4 þ R2Þ
Qþ2
4 sin s
p c sin s
ðr4 þ R2Þ
Q2
4
pc r sin s
ðr4 þ R2Þ
Q2
4
m  3
r4
þ 1
 
p cDGG1;1 in AR;
if R is large enough. Moreover, the choice b ¼ 1
2
in (5.12) gives
upcG1
2
;0
pcs
1
2G ¼ c s
r
GpcG1;1 in f0os ¼ r2o1; r4 þ R24R4g:
Recalling again (3.8) and (5.8), we obtain that upcG1;1 in @AR,fNg: Therefore, by
the weak maximum principle, (5.13) holds.
From (5.10), (5.11) and (5.13), it now follows that ðPÞR;1 holds if R is large
enough. As a consequence we have upcsG in DR: Collecting (5.8), (5.13) and this last
estimate, we ﬁnally obtain (5.5). &
Recalling that u is smooth up to the boundary of P away from the characteristic
set fs ¼ r ¼ 0g and that u vanishes on @P; from Theorem 5.2 we immediately get the
following important estimate.
Corollary 5.3. We have j@sujpM minf1;Gg in fs ¼ 0; ra0g:
As in Section 4, we henceforth shall denote by w the convolution of G with the
function f ¼ u2%1: Moreover, v ¼ w  u will denote the DG-harmonic part of u: We
recall that v is a DG-harmonic function in P: In the sequel, we shall use the fact that,
since DG and @s commute, also @sv is DG-harmonic in P: Since the estimates of w are
known from Propositions 3.3 and 3.6, we turn our attention on v: Our aim is to apply
Proposition 3.7 for v: In order to do so, we ﬁrst need the following result concerning
with the geometry of P:
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Lemma 5.4. For every ðx; tÞAP; let Rðx; tÞ40 be the radius defined by
Rðx; tÞ ¼ 4/b; tSﬃﬃﬃ
n
p jxj þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
njxj2 þ 4/b; tS
q : ð5:14Þ
Then we have Bdððx; tÞ; Rðx; tÞÞCP for every ðx; tÞAP: Moreover, following the
notation in (5.2) and (5.4), we have Rðx; tÞX eRðr; sÞ; where
eRðr; sÞ ¼ cn ﬃﬃsp in P1; cns=r in P2;
cns=r in P3; cn in P4;
(
where cn ¼ 4=ð
ﬃﬃﬃ
n
p þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃn þ 4p Þ is a constant only depending on n:
Proof. Let ðx; tÞAP be ﬁxed. We only have to prove that Bdððx; tÞ; Rðx; tÞÞ!P;
since the rest of the assertion is easily checked from deﬁnition (5.4) of the Pi’s and
(5.14). By (2.5), the generic point of Bdððx; tÞ; RÞ has coordinates
xj þ xj ; j ¼ 1;y; m
tj þ tj þ 12/x; U ð jÞxS; j ¼ 1;y; n
 !
; where ðx; tÞABdðð0; 0Þ; RÞ:
We have to prove that, when R ¼ Rðx; tÞ and for any ðx; tÞ such that jxj4 þ
16jtj2oR4; we have
Xn
j¼1
bjðtj þ tj þ 1
2
/x; U ð jÞxSÞ40: ð5:15Þ
Recalling that jbj ¼ 1; the U ð jÞ’s are orthogonal matrices, jxjoR and jtjoR2=4; we
have
j/b; tSj þ 1
2
Xn
j¼1
bj/x; U ð jÞxS

pjtj þ
ﬃﬃﬃ
n
p
2
jxjjxjo1
4
R2 þ
ﬃﬃﬃ
n
p
2
jxjR:
As a consequence, (5.15) holds whenever 1
4
R2 þ
ﬃﬃ
n
p
2
jxjRp/b; tS; which is certainly
satisﬁed if Rp ﬃﬃﬃnp jxj þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃnjxj2 þ 4/b; tSq ¼ Rðx; tÞ: &
Form the above proof it also follows that, if Rðx; tÞ is as in (5.14), we have
Bdððx; tÞ; Rðx; tÞÞCfðx; tÞAG: j/b; tSjo2/b; tSg; 8ðx; tÞAP: ð5:16Þ
With this geometric lemma and Theorem 5.2 at hand, we are able to prove some ﬁrst
useful estimates for u:
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Proposition 5.5. With the notation in (5.2) and (5.4), for a suitable constant M40 we
have
j@sujpM 1ﬃﬃ
s
p minf1;Gg in P1; ð5:17Þ
j@sujpM r
s
minf1;Gg in P2; ð5:18Þ
j@sujpM r
2
s2
G in P3; ð5:19Þ
j@sujpMG in P4; ð5:20Þ
jrGujpM minf1;Gg in P1,P2: ð5:21Þ
Proof. In the sequel, we shall write 14G ¼ minf1;Gg: We ﬁx z0AP1,P2 and we let
ðx0; s0; t00Þ be the coordinates of z0 w.r.t. the basis introduced at the beginning of this
section. If v ¼ w  u is the DG-harmonic part of u; we set v0 ¼ v  vðx0; 0; t00Þ
( following the above notation for z0). Let R be the radius deﬁned in (5.14) and set
R0 ¼ Rðz0Þ: It is cs=rpRpc
ﬃﬃ
s
p
on P1,P2; for a suitable constant c40: For any
zABdðz0; R0Þ; we have
jv0ðzÞj ¼ jwðzÞ  uðzÞ  wðx0; 0; t00Þj
p juðzÞj þ jwðzÞ  wðz0Þj þ jwðz0Þ  wðx0; 0; t00Þj
p csð14GÞðzÞ þ cdðz; z0Þ sup
Bd ðz0;cdðz;z0ÞÞ
jrGwj þ js0j sup
0psps0
j@swðx0; s; t00Þj
p csð14GÞðzÞ þ cR0ð14GÞðz0Þ þ cs0ð14GÞðz0Þ
p cðs0 þ R0Þð14GÞðz0Þ:
Here we used the following facts: u vanishes on ðx0; 0; t00ÞA@P; upcsð14GÞ; see
Theorem 5.2; dðz; z0ÞpR0p
ﬃﬃﬃ
4
p
; the estimates for jrGwj and j@swj in Proposition 3.6;
sp2s0 being zABdðz0; R0Þ (see (5.16)). This gives
jv0ðzÞjpcðs0 þ R0Þð14GÞðz0Þ; 8zABdðz0; R0Þ; 8z0AP1,P2: ð5:22Þ
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From (5.22) and Proposition 3.7, we ﬁrst derive
j@svjðz0Þ ¼ j@sv0jðz0ÞpcR20 sup
Bd ðz0;R0Þ
jv0j
pec s0 þ R0
R20
ð14GÞðz0Þ; 8z0AP1,P2: ð5:23Þ
If in (5.23) we take z0AP2 and we recall that R0Xcs0=r0 in P2 (see Lemma 5.4) we
get j@svjðz0Þpcr0=s0ð14GÞðz0Þ: In particular, from (3.13) and s0pr20pr0 in P2; we
obtain j@sujðz0Þpj@swjðz0Þ þ j@svjðz0Þpcð14GÞðz0Þ þ cr0=s0ð14GÞðz0Þ; for every
z0AP2: This gives (5.18). Otherwise, if in (5.23) we take z0AP1 and we recall that
R0Xc
ﬃﬃﬃﬃ
s0
p
in P1 (see Lemma 5.4), we get j@svjðz0Þpc= ﬃﬃﬃﬃs0p ð14GÞðz0Þ and (5.17)
follows arguing as above. Furthermore (5.19) and (5.20) directly follow from
Propositions 3.3, 3.6 and 3.7, Theorem 3.4 and Lemma 5.4. Finally, if z0AP1,P2;
from (5.22) and again from Proposition 3.7, we have
jrGvjðz0Þ ¼ jrGv0jðz0ÞpcR10 sup
Bd ðz0;R0Þ
jv0jpc s0 þ R0
R0
ð14GÞðz0Þpecð14GÞðz0Þ;
since in P1,P2 we have s0pcR0: Taking into account estimate (3.13) of jrGwj;
(5.21) follows. This completes the proof. &
We now take up the proof of Theorem 5.1, by proving Lemmas 5.6, 5.7 and 5.8.
Lemma 5.6. There exists a constant M40 such that j@svjpMG in the set fr ¼
2; 0psp1g:
Proof. Let us ﬁx bAð0; 1Þ; d42 and deﬁne the barrier function
G ¼ sbððr  1Þð3 rÞÞdðbþ2ÞðR
3
2
0ðð2R0  RÞðR 1ÞÞ1Þbþ2
in the set ( for large R040 and small s0Að0; 1
)
OR0;s0 ¼ f1oro3; 1oRo2R0; 0osominfs0; ðr  1Þdð3 rÞd; R
3
2
0 ð2R0  RÞðR 1Þgg:
Making use of (5.3), by direct computations (that we omit for the sake of brevity) it
is not difﬁcult to prove that
DGGp0 in OR0;s0 ; ð5:24Þ
if R0 is large enough and s0 is sufﬁciently small. We now want to estimate @sv in
@OR0;s0 : Since we are far from the characteristic set of P; we can use Corollary 5.3
and Proposition 3.6 ( for Z ¼ @s) and obtain j@svjpcG in @OR0;s0-fs ¼ 0g: It is easy
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to see that, if R0 is large enough, we have
R
3
2
0ðð2R0  RÞðR 1ÞÞ1XR1 8RAð1; 2R0Þ: ð5:25Þ
From (5.19) and (5.25), we infer that
j@svjp cs2Gpcs2R
2Q
2 pcs2R2bpcs2ðR
3
2
0ðð2R0  RÞðR 1ÞÞ1Þbþ2
¼ cG in @OR0;s0-fs ¼ ðr  1Þdð3 rÞdg;
j@svjpcs20 Gpcs0R2bpcs0G in @OR0;s0-fs ¼ s0g;
j@svjpcs2Gpcs2pcG in @OR0;s0-fs ¼ R
3
2
0 ð2R0  RÞðR 1Þg
(we recall that QX8 since we are assuming that G is not a Heisenberg group Hk).
Therefore we have proved that j@svjpcs0ðG þ GÞ in @OR0;s0 : Since @s and DG commute
and (5.24) holds, we also have
DGð@svÞ ¼ 0p DGðG þ GÞ in OR0;s0 :
Thus, the weak maximum principle yields
j@svjpcs0ðG þ GÞ in OR0;s0 ð5:26Þ
for large R0 and small s0 (we remark that cs0 does not depend on R0). Finally, the
choice R ¼ R0 in (5.26) gives the following estimate:
j@svjp cs0 Gþ sbððr  1Þð3 rÞÞdðbþ2ÞR
bþ2
2
 
in f1oro3; 0osominfs0; ðr  1Þdð3 rÞdgg and for Rb1: ð5:27Þ
We shall use (5.27) in order to prove estimate (5.26). To this end, we introduce the
barrier function
F ¼ sbððr  1Þð3 rÞÞd0ðbþ2ÞR
2Q
2
in the following set:
O ¼ f1oro3; 0osominfs0; ðr  1Þd
0 ð3 rÞd0 ; sRgg;
where s0 is small, d
0 ¼ dð1þ 2bÞ and s40 is a suitable constant that can be chosen
small enough to ensure that (we omit the computations for the sake of brevity)
DGFp0 in O:
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Arguing as above, one can prove that j@svjpcs0ðF þ GÞ in @O: Moreover, @sv
vanishes at inﬁnity in O by means of (5.27) (and by the deﬁnition of d0). Since
DGð@svÞ ¼ 0p DGðF þ GÞ; from the weak maximum principle it follows that
j@svjpcs0ðF þ GÞ in O:
As a consequence, we get
j@svjpcs0G in fr ¼ 2; 0osos0g and for Rb1:
To end the proof, it is sufﬁcient to recall that @sv is continuous up to the boundary of
P away from the characteristic set fs ¼ 0 ¼ rg and ﬁnally to use (5.19) in the set
fr ¼ 2; s0psp1g: &
Lemma 5.7. For every e40 there exists a positive constant M such that j@svjpMG in
the set P\froe; soeg:
Proof. We shall prove the lemma in the case e ¼ 2: The same proof works for every
e; observing that one can adapt the proof of Lemma 5.6 in order to obtain the
estimate in the set fr ¼ e; 0psp1g (with M depending on e). Let us ﬁx bAð0; 1Þ and
a small s40: We deﬁne the barrier function
CR ¼ sbðð2RÞ2  ðr4 þ R2Þ
1
2Þ2b
in the set ( for large R40)
OR ¼ fr42; 0ososminfr; ð2RÞ2  ðr4 þ R2Þ
1
2gg:
By direct computations (which we omit) one can show that, if s is chosen small
enough,
DGCRp0 in OR; for every Rb1: ð5:28Þ
From Corollary 5.3 and Proposition 3.6, it follows that j@svjpcG in @OR-fs ¼ 0g:
Recalling (5.20), we also have j@svjpcG in @OR-fs ¼ srg: Moreover, Lemma 5.6
ensures that j@svjpcG in @OR-fr ¼ 2g: Finally, from (5.19) it follows that
j@svjpcr2s2Gpcs2 ¼ cCR in @OR-fs ¼ sðð2RÞ2  ðr4 þ R2Þ
1
2Þg:
Therefore, we have j@svjpcðCR þ GÞ in @OR: On the other hand, (5.28) gives
DGð@svÞ ¼ 0p DGðCR þ GÞ in OR:
By the weak maximum principle, we infer that
j@svjpcðCR þ GÞ in OR; for every Rb1
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(with c not depending on R). As a consequence, we obtain
j@svjp cðGþ sbðr4 þ R2Þ
2þb
2 ÞpcðGþ ðr4 þ R2Þ
4þb
4 Þ
in OR-fr4 þ R2 ¼ R4g ¼ fr4 þ R2 ¼ R4; r42; 0ososrg; for every Rb1:
This proves that @sv vanishes at inﬁnity in the set A ¼ fr42; 0ososrg: Since we
also have j@svjpcG in @A (by Corollary 5.3, Proposition 3.6, (5.20) and Lemma 5.6)
and DGð@svÞ ¼ 0 ¼ DGG in A; we get from the weak maximum principle
j@svjpcG in @A:
In order to end the proof, it is now sufﬁcient to recall that (5.20) also holds. &
Lemma 5.8. There exists a positive constant M such that j@svjpM ed1 minf1;Gg in
fro1; 0oso1g: We recall that ed is defined in (5.2).
Proof. Let us ﬁx bAð0; 1Þ and a small s40: We deﬁne the barrier function
Fe ¼ e1bsbðr  eÞ2bð1þ R2Þ
2Q
4 þ e1G
in the set Ae ¼ feoro1; 0ososrðr  eÞg ( for eAð0; 12Þ). A direct computation
(which we omit) based on (5.3) gives
DGFep0 in Ae
(if s is chosen small enough). We now want to prove that
j@svjpcFe in @Ae,fNg; for every eAð0; 12Þ ð5:29Þ
(with c not depending on e). In the sets @Ae-fs ¼ 0g; @Ae-fr ¼ 1g and at inﬁnity,
the desired estimate follows from Corollary 5.3, Lemma 5.6 (see also the remark at
the beginning of the proof of Lemma 5.7) and Lemma 5.7, respectively. Moreover,
by Proposition 3.6 and (5.18), we have
j@svjp j@swj þ j@sujpcð14Gþ rs1 14GÞpcðr  eÞ1 14G
p cFe in @Ae-fs ¼ srðr  eÞg:
In the last inequality, we have used the facts that ðr  eÞ1pce1bsbðr  eÞ2b in
@Ae-fs ¼ srðr  eÞ; eprp2eg and ðr  eÞ1pe1 in @Ae-fs ¼ srðr 
eÞ; 2eprp1g: Thus (5.29) is proved. Recalling that DGð@svÞ ¼ 0p DGFe in Ae;
by the weak maximum principle we infer
j@svjpcFe in Ae; for every eAð0; 12Þ: ð5:30Þ
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Now, the choice r ¼ 2e in (5.30) gives
j@svjpcðr12bsb 14Gþ r1GÞpcr1G in fro1; 0ososr2=2g:
Recalling that also (5.17) holds, we get j@svjpced1G in the set fro1; 0oso1g:
Arguing as above, using the barrier function
Fe ¼ e1bsbðr  eÞ2bð1þ R2Þ
2Q
4 þ e1;
one also obtains the estimate j@svjpced1 in fro1; 0oso1g: This concludes the
proof. &
6. Pohozaev identities and proof of the main theorem
Apart from Lemma 6.1 and Theorem 6.2, where G denotes an arbitrary
homogeneous Carnot group, throughout this section G will be a ﬁxed H-type group.
We shall make use of the notation introduced in Section 2 for H-type groups (see in
particular (2.5)). Moreover, u will denote any given solution of the boundary value
problem (1.1) in a half-space PCG: The aim of this section is to prove our main
result Theorem 1.1. The proof will be split in two parts: Theorem 6.3 is devoted to
the case of non-characteristic half-spaces, whereas Theorem 6.4 is devoted to the case
of characteristic ones. The proofs mainly rely on the integral identity of Rellich–
Pohozaev type proved in Theorem 6.2 and on the well-behaved estimates of the
derivatives of u; proved in Theorems 4.4 and 5.1 (in the non-characteristic and in the
characteristic case, respectively). We point out that Pohozaev-type identities have
been proved in the previous papers [26] in the setting of the Heisenberg group and in
[27] for general Carnot groups.
We ﬁx some notation. If OCRN is a domain with boundary regular enough, we
denote by n the outer unit normal to @O and by ds the Hausdorff ðN  1Þ-
dimensional measure on @O: The following result is contained in [27, Theorem 3.1];
however we give the proof for the reader’s convenience.
Lemma 6.1. Let G be an arbitrary homogeneous Carnot group and let DG ¼
Pm
i¼1 X
2
i :
Let O be a bounded domain in G; regular for the divergence theorem. Finally, let Z be a
vector field of class C1ðGÞ: Then, for every jAC2ðOÞ we have
2
Z
@O
Xm
i¼1
Xij/Xi; nSZj ds
Z
@O
/Z; nSjrGjj2 ds
¼ 2
Z
O
Xm
i¼1
Xij½Xi; Z
jþ 2
Z
O
DGjZj
Z
O
jrGjj2 divðZÞ: ð6:1Þ
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Proof. By applying two times the divergence theorem (and recalling that X i ¼ Xi)
we obtainZ
@O
jrGjj2/Z; nS ds ¼
Z
O
divðjrGjj2ZÞ ¼
Z
O
jrGjj2 divðZÞ þ
Z
O
ZðjrGjj2Þ
¼
Z
O
jrGjj2 divðZÞ þ 2
Z
O
/ZðrGjÞ;rGjS
¼
Z
O
jrGjj2 divðZÞ þ 2
Z
O
Xm
i¼1
½Z; Xi
jXij
þ 2
Z
O
Xm
i¼1
XiðZjÞXij
¼
Z
O
jrGjj2 divðZÞ þ 2
Z
O
Xm
i¼1
½Z; Xi
jXij
þ 2
Z
@O
Xm
i¼1
ZjXij/Xi; nS ds 2
Z
O
ZjDGj:
This ends the proof. &
We now specify the integral identity (6.1) when Z is given by the so-called
generator of the translations. Let 3 be the group law on the Carnot group G and ﬁx
z0AG: We denote by Zz0 the following vector ﬁeld on G;
Zz0ðzÞ ¼ d
dh

h¼0
ððhz0Þ3zÞ: ð6:2Þ
For example, if G is a H-type group and z0 ¼ ðx0; t0Þ; then Zz0ðx; tÞ is given by (see
(2.5))
Zz0ðx; tÞ ¼
x0j ; j ¼ 1;y; m
t0j þ 12/x0; U ð jÞxS; j ¼ 1;y; n
 !
: ð6:3Þ
We know that, for every i ¼ 1;y; m; XiðzÞ ¼ ðd=dhÞh¼0ðz3ðheiÞÞ; where ei is the ith
versor of the canonical basis of RN : From this fact and from the associativity of 3; it
follows that the bracket ½Xi; Zz0 
 vanishes identically. Indeed, for every smooth
function f ; one has
½Xi; Zz0 
 f ðzÞ ¼XiðZz0 f ÞðzÞ  Zz0ðXi f ÞðzÞ
¼ d
dh

h¼0
ððZz0 f Þðz3ðheiÞÞÞ  d
ds

s¼0
ððXi f Þððsz0Þ3zÞÞ
¼ d
dh

h¼0
d
ds

s¼0
ð f ððsz0Þ3ðz3ðheiÞÞÞÞ
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 d
ds

s¼0
d
dh

h¼0
ð f ðððsz0Þ3zÞ3ðheiÞÞÞ
 
¼ d
dh

h¼0
d
ds

s¼0
 
ð f ððsz0Þ3z3ðheiÞÞ  f ððsz0Þ3z3ðheiÞÞÞ ¼ 0:
On the other hand, the divergence of the vector ﬁeld Zz0 vanishes identically. Indeed
( following the notation in (2.1)) we recall that 3 has the form z3z ¼
ððz3zÞð1Þ;y; ðz3zÞðrÞÞ; where
ðz3zÞð1Þ ¼ zð1Þ þ zð1Þ; ðz3zÞð jÞ ¼ zð jÞ þ zð jÞ þ Qð jÞðz; zÞ; 2pjpr;
Qð jÞ being a function with values in RNj and whose components are mixed
polynomials in z and z such that Qð jÞðdlz; dlzÞ ¼ ljQð jÞðz; zÞ: We then recognize that
the components of Zz0ðzÞ in the jth layer have the following form
ðZz0ðzÞÞð jÞ ¼ zð jÞ0 þ/zð1Þ0 ; qð jÞ1 ðzÞSþ?þ/zð j1Þ0 ; qð jÞj1ðzÞS;
where ( for any i ¼ 1;y; j  1) qð jÞi is a function with values in RNi whose
components are polynomials dl-homogeneous of degree j  i: In particular
ðZz0ðzÞÞð jÞ does not depend on zj; whence divðZz0Þ ¼ 0: From Lemma 6.1 and the
above remarks, the next result immediately follows.
Theorem 6.2. Let G be a homogeneous Carnot group and let DG ¼
Pm
i¼1 X
2
i : Let O be
a bounded domain in G; regular for the divergence theorem. Finally, for a fixed z0AG;
let Zz0 be the vector field defined in (6.2). Then, for every jAC2ðOÞ we have
2
Z
@O
Xm
i¼1
Xij/Xi; nSZz0j ds
Z
@O
/Zz0 ; nSjrGjj2 ds ¼ 2
Z
O
DGjZz0j: ð6:4Þ
With the integral identity (6.4) at hand, we can now turn to the proof of
Theorem 1.1.
Theorem 6.3. Let Pð1Þ be a non-characteristic half-space of the H-type group G: Then
the Dirichlet problem (1.1) has no solution in Pð1Þ:
Proof. Any non-characteristic half-space of G has form (4.1). It is non-restrictive to
suppose jaj ¼ 1: For the sake of brevity, we denote Pð1Þ simply by P: Let u be any
non-negative weak solution of DGu ¼ u2%1; uAS10ðPÞ: We explicitly remark that
the second statement in Theorem 3.1 holds and, since P is non-characteristic for DG;
then u is also smooth up to the boundary of P: this follows by a suitable adaptation
to H-type groups of the Kohn and Nirenberg Theorem (see [37], see also [31] for the
case of the Heisenberg groups). We ﬁx Rb1 and we set BR ¼ Bdð0; RÞ: With the
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notation in (4.1), we apply formula (6.4) with z0 ¼ ða; 0Þ; O ¼ P-BR and j ¼ u:
We ﬁrst consider the right-hand term in (6.4):
2
Z
P-BR
u2
%1 Zz0u ¼  2
Z
P-BR
div
u2
%
2%
Zz0
 !
¼  2
Z
P-@BR
u2
%
2%
/Zz0 ; nS ds: ð6:5Þ
Here we used the divergence theorem, jointly with divðZz0Þ  0 and u  0 on @P: We
now turn our attention to the left-hand side of (6.4): since u is smooth up to @P;
u  0 on @P and uX0 in P; then we have jrujn ¼ ru on @P: This gives
Xm
i¼1
Xiu/Xi; nSZz0u ¼
Xm
i¼1
Xiu Xi;
ru
jruj
 
Zz0 ;jrujnh i
¼/Zz0 ; nSjrGuj2 on @P: ð6:6Þ
Since moreover, n ¼ z0 on @P; from (6.3) we get /Zz0 ; nS ¼ 1 on @P: Collecting
together (6.5) and (6.6), (6.4) becomesZ
BR-@P
jrGuj2 ds ¼
Z
P-@BR
/Zz0 ; nS jrGuj2  2 u
2%
2%
 ! 
 2
Xm
i¼1
Xiu/Xi; nSZz0u
!
ds: ð6:7Þ
The rest of the proof consists in showing that there exists a sequence of radii RkmN
such that, when R is replaced by Rk; the right-hand side of (6.7) goes to zero as
k-N: Indeed, from (6.7) this will give rGu ¼ 0 on @P; as a consequence, by the
unique continuation result in [27, Corollary 10.7], we shall obtain u  0 in P:
We now turn to the estimate of the right-hand side of (6.7). On @BR we have
n ¼ rd=jrdj: Hence, from (6.3) and z0 ¼ ða; 0Þ; we get
j/Zz0 ; nSj ¼ 1jrdj
Xm
j¼1
aj@xj d þ
1
2
Xn
j¼1
/a; U ð jÞxS@tj d

p cjrdj in P-@BR: ð6:8Þ
Indeed, the functions @xj d and /a; U
ð jÞxS@tj d are bounded since they are smooth
away from the origin and homogeneous of degree zero w.r.t. the dilations of G:
Moreover, we have
jZz0uj ¼
Xm
j¼1
aj@xj u þ
1
2
Xn
j¼1
/a; U ð jÞxS@tj u


p cðjrGuj þ d jrtujÞpcðjrGuj þ d3QÞ: ð6:9Þ
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Here we used the following facts: since the group law in G is given by (2.5), we have
rG ¼ ðX1;y; XmÞ with Xj ¼ @xj þ 12
Pn
k¼1
Pm
i¼1 U
ðkÞ
i; j xi@tk ; the functions xi and
/a; U ð jÞxS are bounded by cd; since they are smooth and homogeneous of degree
one w.r.t. the dilations of G; jrtujpcd2Q follows from Theorem 4.4, recalling that
any partial derivative @tj is a second layer derivative and u is smooth up to the
boundary of P: Finally, again from n ¼ rd=jrdj on @BR and since jrGdj is
bounded, one has
jXiu/Xi; nSj ¼ jXiuXidjjrdj p
cjrGuj
jrdj in P-@BR: ð6:10Þ
Collecting together (6.8)–(6.10), the right-hand side of (6.7) is bounded by
c
Z
P-@BR
jrGuj2 þ u2%
jrdj dsþ c
Z
P-@BR
jrGuj d3Q
jrdj ds
pc
Z
P-@BR
jrGuj2 þ u2%
jrdj dsþ cR
3Q
Z
P-@BR
jrGuj2
jrdj ds
 !1=2

Z
P-@BR
ds
jrdj
 1=2
: ð6:11Þ
By Federer’s co-area formula [20], we have
Z
@BR
jrdj1ds ¼ d
dR
Z R
0
Z
@BR
jrdj1ds
 !
dR ¼ d
dR
Z
BR
dz
 
¼ d
dR
ðcRQÞ
¼ecRQ1: ð6:12Þ
Moreover, arguing as in (6.12), the following simple fact holds:
gAL1ðGÞ ) (RkmN:
Z
d¼Rk
g ds
jrdj ¼ oð1=RkÞ; as kmN
 
: ð6:13Þ
Now, we choose a sequence RkmN such that (6.13) holds when g ¼ jrGuj2 þ u2%
(this is a L1ðGÞ function since uAS10ðPÞ). From (6.12), replacing R by Rk; the right-
hand side in (6.11) is then bounded by oðR1k Þ þ Rð5QÞ=2k oðR1=2k Þ-0; as k-N
(since QX4). This completes the proof of the theorem. &
Although the proof of the next result follows the line of the previous one, the
presence of characteristic points complicates the arguments.
Theorem 6.4. Let Pð2Þ be a characteristic half-space of the H-type group G: Then the
Dirichlet problem (1.1) has no solution in Pð2Þ:
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Proof. Any characteristic half-space of G can be left-translated into a half-space of
form (5.1). For the sake of brevity, we denotePð2Þ simply byP: We explicitly remark
that the characteristic set of P is (see Appendix A for the details)
charðPÞ ¼ fðx; tÞAG j x ¼ 0; /b; tS ¼ 0g:
Throughout the proof, we follow the notation introduced in (5.2). With this
notation, we have P ¼ fs40g; charðPÞ ¼ fr ¼ s ¼ 0g: Let u be any non-negative
weak solution of DGu ¼ u2%1; uAS10ðPÞ: We explicitly remark that the second
statement in Theorem 3.1 holds and, by a suitable version of the Kohn and
Nirenberg Theorem for H-type groups, u is smooth up to @P away from the
characteristic set. We now aim to apply the Pohozaev-type identity (6.4) on a
suitable domain far from charðPÞ:
For ﬁxed 0oe51; kAN; we introduce the set
Pke ¼ fs40; doRk; ed4eg;
where Rk is a divergent sequence of radii, to be chosen in the sequel. With the
notation in (5.1), we apply formula (6.4) with z0 ¼ ð0;bÞ; O ¼ Pke and j ¼ u: We
explicitly remark that Zz0 ¼ ð@=@sÞ: We introduce the following notation:
@ðPke Þ ¼ Fk;e1 ,F k;e2 ,Fk;e3 ; where
F k;e1 ¼ fs ¼ 0; dpRk; edXeg;
F
k;e
2 ¼ fsX0; d ¼ Rk; edXeg;
F
k;e
3 ¼ fsX0; dpRk; ed ¼ eg:
8>><>:
The notation FN;e1 and F
N;e
3 will also be allowed, with the obvious meaning.
Moreover, we shall write f4g ¼ minf f ; gg: Arguing as in (6.5) and (6.6) the
following analogue of identity (6.7) holds:Z
F
k;e
1
jrGuj2 ds ¼
Z
F
k;e
2
,Fk;e
3
/Zz0 ; nS jrGuj2  2 u
2%
2%
 ! 
 2
Xm
i¼1
Xiu/Xi; nSZz0u
!
ds: ð6:14Þ
We turn to estimate the right-hand side of (6.14). We begin with /Zz0 ; nS: on F k;e2 we
have n ¼ rd=jrdj; whence /Zz0 ; nS ¼ j@sdj=jrdj ¼ csd3=jrdjpc=ðdjrdjÞ ¼
c=ðRkjrdjÞ: Analogously, on Fk;e3 it is n ¼ red=jredj; and we have
j/Zz0 ; nSjpc=ðejredjÞ: This gives
j/Zz0 ; nSjp c=ðRk jrdjÞ on F
k;e
2 ;
c=ðe jredjÞ on FN;e3 :
(
ð6:15Þ
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Moreover, from the estimate of @su in Theorem 5.1, we obtain
jZz0uj ¼ j@sujp
c 1e R
2Q
k on F
k;e
2 ;
c 1eð1þ R2Þð2QÞ=4 on FN;e3 :
(
ð6:16Þ
Here we used the fact that on FN;e3 it is 14d2Q ¼ 14ðed4 þ 16R2Þð2QÞ=4 ¼ 14ðe4 þ
16R2Þð2QÞ=4pcð1þ R2Þð2QÞ=4: Finally, being n ¼ rd=jrdj on Fk;e2 and n ¼
red=jredj on FN;e3 ; we have
jXiu/Xi; nSjp
cjrGuj=jrdj on Fk;e2 ;
cjrGuj=jredj on FN;e3 :
(
ð6:17Þ
Here we used jrGdjpc and the following estimate (see (2.5)):
Xied ¼ r2xied3 þ 4 Xhpn;jpm U ðhÞj;i sxjbhed3 pc r
3 þ rs
ðr4 þ s2Þ3=4
pc:
We claim that the integral over F k;e2 in the right-hand side of (6.14) goes to zero as
k-N; for every fixed eAð0; 1Þ: This will giveZ
F
N;e
1
jrGuj2 ds ¼ lim
k-N
Z
F
k;e
1
jrGuj2 dsp lim
k-N
Z
F
k;e
2
ð?Þ

þ
Z
F
k;e
3
ð?Þ


 !
p
Z
F
N;e
3
j/Zz0 ; nSj jrGuj2 þ 2 u
2%
2%
 ! 
þ 2
Xm
i¼1
Xiu/Xi; nSZz0uj j
!
ds: ð6:18Þ
We now prove the above claim: collecting together (6.15)–(6.17) and arguing exactly
as in the estimate of (6.11), the integral over Fk;e2 in the right-hand side of (6.14) is
bounded by
c
Rk
Z
fd¼Rkg
jrGuj2 þ u2%
jrdj dsþ
cR
2Q
k
e
Z
fd¼Rkg
jrGuj
jrdj ds ¼
coð1Þ
R2k
þ oð1Þ
eRðQ2Þ=2k
!k-N 0:
This proves the claim. We now prove that, by a suitable choice of a sequence ej-0þ;
the right-hand side of (6.18) goes to zero as j-N: This will giveZ
@P
jrGuj2 ds ¼ lim
e-0
Z
F
N;e
1
jrGuj2 ds ¼ 0:
By means of a unique continuation argument, as in the proof of Theorem 6.3, this
will complete the proof. Collecting (6.15)–(6.17), the right-hand side of (6.18) is
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bounded by
c
e
Z
FN;e
3
jrGuj2 þ u2%
jredj dsþ ce
Z
FN;e
3
jrGuj
jredj ð1þ R2Þ2Q4 ds
pc
e
Z
ed¼e ð1þ R
2Þ
2Q
2
jredj dsþ ce
Z
ed¼e ð1þ R
2Þ
2Q
2
jredj ds
0@ 1A1=2 Zed¼e jrGuj
2
jredj ds
 !1=2
: ð6:19Þ
Here we applied estimates (3.8) and (5.21) which give
jrGuj2 þ u2%pcð14GÞ2 þ cð14GÞ2
%pcð14GÞ2pcð1þ R2Þ
2Q
2 on fed ¼ eg:
Following the notation in (5.2), we have
fðx; tÞAG j ed ¼ eg ¼ fðx; sÞARmþ1 j edðx; sÞ ¼ eg  ft0ARn1g:
As a consequence, denoting by Hj the Hausdorff j-dimensional measure, one has
(arguing as in (6.12) and taking into account that Q  n41)
Z
ed¼e ð1þ R
2Þ
2Q
2
jredj ds ¼
Z
edðx;sÞ¼e dH
m
jredj 
Z
t0ARn1
ð1þ jt0j2Þ
2Q
2 dHn1
¼ cemþ1 
Z N
0
ð1þ R2Þ
2Q
2 Rn2 dR ¼ ecemþ1: ð6:20Þ
Finally, we make use of (6.20) and of an analogous version of (6.13) when d is
replaced by ed and g ¼ jrGuj2: we can thus derive that there exists a sequence of
positive numbers fejgj such that limj-N ej ¼ 0 and such that (when e ¼ ej) the right-
hand side of (6.19) is bounded by cemj þ eðm2Þ=2j oð1Þ-0; as j-N: This completes the
proof. &
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Appendix A. Remarks on H-type groups
The main aim of this section is to prove that (under a suitable system of
coordinates) the group law of any H-type group has the somewhat explicit form
(2.5). Moreover, we furnish several details on H-type groups which have been used
throughout the paper.
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Deﬁnition A.1. A H-type group is a Carnot group G of step two with the following
property: the Lie algebra g of G is endowed with an inner product /; S such that, if
z is the center of g; then ½z>; z>
 ¼ z and moreover, for every ﬁxed zAz; the map
Jz : z>-z> deﬁned by
/JzðvÞ; wS ¼ /z; ½v; w
S 8wAz>; ðA:1Þ
is an orthogonal map whenever /z; zS ¼ 1:
By means of the natural identiﬁcation of a Carnot group with its Lie algebra, it is
always non-restrictive to suppose to deal with groups endowed with a homogeneous
structure. More explicitly, we can suppose that a system of Cartesian coordinates on
RN is given with respect to which the family of dilations (2.1) forms a family of group
automorphisms. We explicitly remark that, if G1"?"Gr is the stratiﬁcation of the
algebra of a Carnot group (according to the classical deﬁnition), then, following the
notation introduced in (2.1), we have
N1 ¼ dimðG1Þ;y; Nr ¼ dimðGrÞ: ðA:2Þ
Moreover, it is non-restrictive to suppose that the group inverse x1 is given by x:
As a consequence of these facts, simple arguments (which make use of the explicit
coordinate expression of the group dilations) show that the group law of any step-
two Carnot group has form (2.2).
Let now G be a H-type group according to Deﬁnition A.1. We set m ¼ dimðz>Þ
and n ¼ dimðzÞ: Since G has step two and since the stratiﬁcation of the Lie algebra g
is evidently z>"z; in the sequel we shall ﬁx on G a system of coordinates ðx; tÞ and
we shall suppose that the dilations on G are (see (7.2)) dlðx; tÞ ¼ ðlx; l2tÞ and that
the group law has the form
ðx; tÞ3ðx; tÞ ¼ xj þ xj; j ¼ 1;y; m
tj þ tj þ 12/x; U ð jÞxS; j ¼ 1;y; n
 !
; x; xARm; t; tARn; ðA:3Þ
for suitable skew-symmetric matrices U ð jÞ’s. Our main aim is to give a necessary and
sufﬁcient condition on the U ð jÞ’s such that a composition law as in (7.3) deﬁnes on
Rmþn a H-type group. A complete answer is given by the following result.
Theorem A.2. G is a H-type group if and only if G is (isomorphic to) Rmþn
with the group law in (A.3) and the matrices U ð1Þ;y; U ðnÞ have the following
properties:
1. U ð jÞ is a m  m skew-symmetric and orthogonal matrix, for every j ¼ 1;y; n;
2. U ðiÞU ð jÞ þ U ð jÞU ðiÞ ¼ 0; for every i; jAf1;y; ng with iaj:
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Remark A.3. Conditions (1) and (2) imply that U ð1Þ;y; U ðnÞ are linearly
independent.
Namely, as it will appear from the proof, if (1) and (2) holds, then
Pn
s¼1 zsU
ðsÞ is
the product of jzj times an orthogonal matrix. For example, the following three
matrices
U ð1Þ ¼
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
0BBB@
1CCCA; U ð2Þ ¼
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
0BBB@
1CCCA;
U ð3Þ ¼
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
0BBB@
1CCCA
satisfy conditions (1)–(2) above and hence, through (A.3), they deﬁne on R7 a H-type
group whose center has dimension 3.
Proof. First of all, we prove the ‘‘only if ’’ part of the theorem. Let G be a H-type
group: we make use of all the notation in Deﬁnition A.1. Let B1;y; Bm and
Z1;y; Zn be orthonormal bases for b :¼ z> and z; respectively. The hypothesis
½b; b
 ¼ z ensures that there exist scalars U ðsÞi; j such that
½Bi; Bj
 ¼
Xn
s¼1
U
ðsÞ
i; j Zs; 8i; jAf1;y; mg: ðA:4Þ
With the notation in (A.4), we deﬁne the following square matrices:
U ðsÞ :¼ ðU ðsÞi; j Þi; jpm; s ¼ 1;y; n: ðA:5Þ
Since ½Bi; Bj
 ¼ ½Bj; Bi
; U ðsÞ is skew-symmetric. We now recall that the group ðG; 3Þ
is canonically isomorphic (via the exponential map) to its Lie algebra g (endowed
with the Campbell–Hausdorff operation ðX ; YÞ/X þ Y þ 1
2
½X ; Y 
). As a conse-
quence, by means of the ﬁxed basis B1;y; Bm; Z1;y; Zn on g; we can identify G to
g  Rmþn with the group law (A.3), where the matrices U ð jÞ’s are as in (A.5).
We ﬁx v ¼Pmi¼1 viBi and z ¼Pni¼1 ziZi: We look for x1;y; xmAR such
that JzðvÞ ¼
Pm
i¼1 xiBi satisﬁes condition (A.1) of Deﬁnition A.1, for every
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w ¼Pmi¼1 wiBi: Precisely
Xm
j¼1
xjwj ¼
Xm
i¼1
xiBi;
Xm
i¼1
wiBi
* +
¼ /JzðvÞ; wS ¼ /z; ½v; w
S
¼
Xn
i¼1
ziZi;
Xm
i; j¼1
viwj½Bi; Bj 

* +
¼
Xn
i¼1
ziZi;
Xm
i; j¼1
viwj
Xn
s¼1
U
ðsÞ
i; j Zs
* +
¼
Xm
j¼1
wj
Xn
s¼1
Xm
i¼1
viU
ðsÞ
i; j zs
 !
: ðA:6Þ
Since w is arbitrary, this gives xj ¼
P
spn
P
ipm viU
ðsÞ
i; j zs; whence
Jz : b-b;
Xm
j¼1
vjBj/
Xm
j¼1
X
spn
X
ipm
viU
ðsÞ
i; j zs
 !
Bj:
As a consequence, w.r.t. the orthonormal basis B1;y; Bm for b; the endomorphism
Jz is represented by the following matrix (hereafter, the transpose of a matrix A is
denoted by AT )
Xn
s¼1
zs
U
ðsÞ
1;1 ? U
ðsÞ
m;1
^ & ^
U
ðsÞ
1;m ? U
ðsÞ
m;m
0BB@
1CCA ¼ Xn
s¼1
zsU
ðsÞ
 !T
: ðA:7Þ
By Deﬁnition A.1, this matrix has to be orthogonal, whenever
Pn
s¼1ðzsÞ2 ¼ 1: In
particular, this implies that every U ðsÞ is orthogonal (whence condition (1) of the
assertion is proved). We explicitly remark that since U ðsÞ is both skew-symmetric and
orthogonal, U ðsÞ has no real eigenvalues, whence m is necessarily even. Moreover,
U ðsÞU ðsÞ ¼ Im (the unit matrix of order m). If
Pn
s¼1 ðzsÞ2 ¼ 1; the matrixPn
s¼1 zsU
ðsÞ is orthogonal if and only if
Im ¼
Xn
s¼1
zsU
ðsÞ
 !

Xn
s¼1
zsU
ðsÞ
 !T
¼ 
X
r;spn
zrzs U
ðrÞU ðsÞ
¼ 
X
rpn
z2r U
ðrÞU ðrÞ 
X
r;spn;ras
zrzsU
ðrÞU ðsÞ ¼ Im 
X
r;spn;ras
zrzs U
ðrÞU ðsÞ:
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Therefore, we haveXn
r;s¼1;ras
zrzsU
ðrÞU ðsÞ ¼ 0; 8z1;y; zn:
Xn
s¼1
z2s ¼ 1: ðA:8Þ
If in (A.8) we take z ¼ ð0;y; 1= ﬃﬃﬃ2p ;y; 1= ﬃﬃﬃ2p ;y; 0Þ; we obtain
U ðiÞU ð jÞ þ U ð jÞU ðiÞ ¼ 0; for every i; jAf1;y; ng with iaj; ðA:9Þ
which is condition (2) of the assertion. Since we also haveX
r;spn;ras
zrzsU
ðrÞU ðsÞ ¼
X
r;spn;ros
zrzsðU ðrÞU ðsÞ þ U ðsÞU ðrÞÞ;
(A.8) turns out to be equivalent to (A.9).
We now prove the ‘‘if ’’ part of the theorem. Let U ð1Þ;y; U ðnÞ be matrices
satisfying conditions (1)–(2) of the assertion. Suppose Rmþn is endowed with the
composition law (A.3). It is immediately veriﬁed that 3 deﬁnes a Lie group nilpotent
of step at most two in which the identity is the origin and the inverse of ðx; tÞ is
ðx;tÞ: Moreover, dlðx; tÞ ¼ ðlx; l2tÞ is a group of automorphisms. An easy
computation shows that the vector ﬁeld in the algebra g of G ¼ ðRmþn; 3Þ that agrees
at the origin with @=@xj ð j ¼ 1;y; mÞ is given by
Xj ¼ ð@=@xjÞ þ 1
2
Xn
s¼1
Xm
i¼1
xiU
ðsÞ
i; j
 !
ð@=@tsÞ; ðA:10Þ
and that g is spanned by X1;y; Xm; @=@t1;y; @=@tn: From (A.10) and the skew-
symmetry of U ðsÞ we obtain ½Xi; Xj
 ¼
Pn
s¼1 U
ðsÞ
i; j ð@=@tsÞ; for every i; jAf1;y; mg:
Now, since U ð1Þ;y; U ðnÞ are linearly independent (see Remark A.3) the dimension of
the vector space spanned by ðU ð1Þi; j ;y; Ui; jÞðnÞ as i; jAf1;y; mg; equals n: As a
consequence, G is a homogeneous Carnot group. For every s ¼ 1;y; n; we set
Zs ¼ @=@ts:
We claim that z; the center of g; is spanned by Z1;y; Zn: Indeed, we suppose by
contradiction that ( for suitable scalars ai’s)
Pm
i¼1 aiXiAz; i.e.,
0 ¼
Xm
i¼1
aiXi; Xj
" #
¼
Xn
s¼1
Xm
i¼1
aiU
ðsÞ
i; j Zs; for every jAf1;y; mg:
Since the Zs’s are linearly independent, this means that
Pm
i¼1 aiU
ðsÞ
i; j ¼ 0 for every
spn and every jpm; i.e., a ¼ ða1;y; amÞ belongs to the kernel of the transpose
matrix of U ðsÞ; for every spn: Since every U ðsÞ is orthogonal, this is possible only if
a ¼ 0; which proves the claim.
Finally, let /;S be the standard inner product on g w.r.t. the basis X1;y; Xm;
Z1;y; Zn: For what has been proved above, we have z> ¼ spanfX1;y; Xmg and
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½z>; z>
 ¼ spanfZ1;y; Zng ¼ z: By means of a computation analogous to (7.6), it is
easy to recognize that conditions (1) and (2) of the assertion ensure that (with the
above choice of /;S) G is a H-type group, according to Deﬁnition A.1. This
completes the proof. &
From the above proof it is also evident that the following characterization holds
for general step-two Carnot groups.
Remark A.4. The N-dimensional Carnot groups of step two and m generators are
characterized by being (canonically isomorphic to) ðRN ; 3Þ with the following Lie
group law (N ¼ m þ n; xð1ÞARm; xð2ÞARn),
ðxð1Þ; xð2ÞÞ3ðyð1Þ; yð2ÞÞ ¼
x
ð1Þ
j þ yð1Þj ; j ¼ 1;y; m
x
ð2Þ
j þ yð2Þj þ 12/xð1Þ; Sð jÞyð1ÞS; j ¼ 1;y; n
0@ 1A;
where the Sð jÞ’s are m  m linearly independent skew-symmetric matrices.
From the explicitness of operation (A.3), we can derive some more properties of
H-type groups. We ﬁrst describe characteristic and non-characteristic half-spaces;
then we give the explicit form of the canonical sub-Laplacian.
Remark A.5. The general half-space of the H-type group G; P ¼
fðx; tÞAG j/a; xSþ/b; tS4cg (here aARm; bARn and cAR are ﬁxed) possesses
characteristic points (w.r.t. the canonical sub-Laplacian) if and only if ba0: Any
half-space with characteristic points can be left-translated into a half-space of the
type fðx; tÞAG j/b; tS40g:
Indeed, a point ðx; tÞA@P is characteristic if and only if for every jpm we have
Xjðx; tÞAfðx; tÞARmþn j/a; xSþ/b; tS ¼ 0g: Since the canonical sub-Laplacian isPm
j¼1 X
2
j where Xj is given by (A.10), this is equivalent to aj þ
1
2
Pn
s¼1ð
Pm
i¼1 xiU
ðsÞ
i; j Þbs ¼ 0 for every jpm; or equivalently,
ðChÞ /a; xSþ/b; tS ¼ c;ðPns¼1 bsU ðsÞÞT x ¼ 2a:
(
If b ¼ 0 then aa0 (otherwise P would not deﬁne a half-space) and the second
equation in (Ch) has clearly no solution. Suppose now ba0: Then, by (A.7), the
matrix ðPns¼1 bs=jbjU ðsÞÞT is orthogonal hence non-singular. As a consequence, the
second equation in (Ch) admits a solution xARm: The characteristic set for P is then
given by
fðx; tÞAG j x ¼ x; /b; tS ¼ c /a; xSg:
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Finally, let P be as in the assertion with ba0: If ðx; tÞAG is ﬁxed, we set P ¼
ðx; tÞ3eP; i.e., eP is the set of all points ðex;et ÞAG such that (see (A.3))
Xn
j¼1
bjðetj þ tjÞ þXm
j¼1
ajxj þ
Xm
j¼1
exj aj þ 1
2
Xn
s¼1
bs
Xm
i¼1
xiU
ðsÞ
i; j
 !
4c:
As we discussed above, there exists xARm such that aj þ 12
Pn
s¼1 bs
Pm
i¼1 xiU
ðsÞ
i; j ¼ 0
for every jpm: With such a choice of x; again from ba0; there also exists tARn such
that
Pn
j¼1 bjtj ¼ c 
Pm
j¼1 ajxj: In this way, the half-space eP is obtained from P by
the left-translation by ðx; tÞ1 and we have eP ¼ fðex;et ÞAG j/b;etS40g: Remark A.5
is thus completely proved.
Remark A.6. The canonical sub-Laplacian on the H-type group G is given by
DG ¼ Dx þ 1
4
jxj2Dt þ
Xn
s¼1
/x; U ðsÞrxS @
@ts
; ðA:11Þ
where the U ðsÞ are as in Theorem A.2 (here we used the notation Dx ¼
Pm
j¼1
@
@xj
 2
;
Dt ¼
Pn
s¼1
@
@ts
 2
andrx ¼ @@x1;y; @@xm
 T
: Moreover, on functions uðx; tÞ ¼ euðjxj; tÞ;
DG has the form
DG ¼ Dx þ 1
4
jxj2Dt ¼ @
@r
 2
þm  1
r
@
@r
þ 1
4
r2Dt; r ¼ jxja0: ðA:12Þ
In particular, following the notation in (5.2), DG on functions uðx; tÞ ¼ euðr; s; RÞ has
the following form:
DG ¼ @
@r
 2
þm  1
r
@
@r
þ 1
4
r2
@
@s
 2
þ1
4
r2
@
@R
 2
þn  2
R
@
@R
 !
; ra0aR: ðA:13Þ
Indeed, since the canonical sub-Laplacian is DG ¼
Pm
j¼1 X
2
j where Xj is given by
(A.10), one has
DG ¼Dx þ 1
4
Xm
j¼1
Xn
s¼1
Xm
i¼1
xiU
ðsÞ
i; j
 !2
@
@ts
 2
þ1
2
Xm
j¼1
Xn
s¼1
U
ðsÞ
j; j
@
@ts
þ 1
4
Xm
j;h;k¼1
Xn
r;s¼1;ras
xhxkU
ðrÞ
h; jU
ðsÞ
k; j
@2
@tr@ts
þ
Xm
i; j¼1
Xn
s¼1
xiU
ðsÞ
i; j
@2
@xj@ts
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¼Dx þ 1
4
Xn
s¼1
jðU ðsÞÞT xj2 @
@ts
 2
þ
Xm
i; j¼1
Xn
s¼1
xiU
ðsÞ
i; j
@2
@xj@ts
þ 1
2
Xn
r;s¼1;ros
/ðU ðrÞÞT x; ðU ðsÞÞT xS @
2
@tr@ts
¼Dx þ 1
4
jxj2Dt þ
Xm
i; j¼1
Xn
s¼1
xiU
ðsÞ
i; j
@2
@xj@ts
þ 1
2
Xn
r;s¼1;ros
/U ðrÞU ðsÞx; xS
@2
@tr@ts
¼Dx þ 1
4
jxj2Dt þ
Xm
i; j¼1
Xn
s¼1
xiU
ðsÞ
i; j
@2
@xj@ts
:
Here we used the following facts: U
ðsÞ
j; j ¼ 0 since U ðsÞ is skew-symmetric; jðU ðsÞÞT xj ¼
jxj since U ðsÞ is orthogonal; from (A.9) we have /ðU ðrÞÞT x; ðU ðsÞÞT xS ¼
/U ðrÞx; U ðsÞxS ¼ / U ðsÞU ðrÞx; xS ¼ /U ðrÞU ðsÞ x; xS; for every ras: Again from
(A.9) it follows that U ðrÞU ðsÞ is skew-symmetric ( for ras), for ðU ðrÞU ðsÞÞT ¼
ðU ðsÞÞðU ðrÞÞ ¼ U ðsÞU ðrÞ ¼ U ðrÞU ðsÞ; whence /U ðrÞU ðsÞx; xS ¼ 0 for every ras:
This proves the ﬁrst part of Remark A.6.
We now prove the second part of Remark A.6. On functions uðjxj; tÞ; the third
differential summand in the right-hand side of (A.11) vanishes: indeed, we have
Xm
i; j¼1
Xn
s¼1
xiU
ðsÞ
i; j
@2
@xj@ts
 !
uðjxj; tÞ ¼ 1
r
Xn
s¼1
Xm
i; j¼1
xixjU
ðsÞ
i; j
 !
@2u
@r@ts
 
ðjxj; tÞ ¼ 0;
since for every spn; Pmi; j¼1 xixjU ðsÞi; j ¼ /U ðsÞ x; xS ¼ 0; being U ðsÞ skew-symmetric.
Moreover, with the notation introduced at the beginning of Section 5, there exists an
orthogonal matrix O of order n such that t ¼ O  ðs; t01;y; tn10 ÞT : By the well-known
properties of the classical Laplace operator, we hence have Dt ¼ @@s
! "2þDt0 : Finally,
(A.13) follows from the expression of the classical Laplace operator on radial
functions.
Remark A.7. Let ðG; 3Þ be a H-type group. Suppose that the center of the algebra of
G has dimension 1: Then G is isomorphic to a Heisenberg group Hk (here
k ¼ 1
2
ðdimðGÞ  1Þ).
Indeed, by Theorem 7.2 (and by the hypothesis n ¼ 1) it is non-restrictive to
suppose that G is Rmþ1 equipped with the group law ðx; tÞ3ðx; tÞ ¼ ðx þ x; t þ tþ
1
2
/x; U ð1Þ xSÞ: Let M be a m  m non-singular matrix and consider the following
bijection:
eM :G-Rmþ1; ðx; tÞ/ðM x; tÞ:
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Clearly, if eG is Rmþ1 equipped with the composition ðMx; tÞ  ðMx; tÞ :¼eMððx; tÞ3ðx; tÞÞ; then eM : ðG; 3Þ-ðeG; Þ is a Lie group isomorphism. It is then
sufﬁcient to show that there exists M such that ðeG; Þ is isomorphic to a Heisenberg
group. In order to prove it, if ðex;et Þ; ðex;etÞAeG; we notice that
ðex;et Þ  ðex;etÞ ¼ eMððM1ex;et Þ3ðM1ex;etÞÞ
¼ eMðM1ex þ M1ex;et þ etþ 1
2
/M1ex; U ð1ÞM1exSÞ
¼ ðex þ ex;et þ etþ 1
2
/ex; ðM1ÞT U ð1Þ M1exSÞ:
It is known that (see e.g., [30, Corollary 2.5.14]) every skew-symmetric orthogonal
matrix is congruent to a block diagonal matrix of the following type:
J ¼ diag 0 1
1 0
 !
;y;
0 1
1 0
 !( )
:
Hence, if P is a non-singular matrix such that PT U ð1ÞP ¼ J and if we take M ¼ P1;
Remark A.7 is proved.
Appendix B. Lp estimates of solutions
Throughout this section, G will denote an arbitrary homogeneous Carnot group.
Moreover, we shall always denote by u a solution of (1.1). Finally, O will be
supposed to be an arbitrary (bounded or unbounded) open subset of G: Our aim is
to prove Lp summability properties of u: The main results are contained in
Propositions 8.2, 8.3 and Theorem 8.4. Since we will use boot-strap and iteration
techniques inspired to those of Brezis and Kato [12] and of Moser [29, Chapter 8],
the proofs of Propositions 8.2 and 8.3 will only be sketched (we refer the reader to
[39, Section 2] for more detailed proofs in the case of the Heisenberg group). On the
other side, we furnish a more detailed proof for Theorem 8.4: indeed, the proof of the
Lp summability of u for p lower than 2% leads to novel and signiﬁcant modiﬁcations
of the standard arguments (see also [39, Lemma 2.3]). We shall need the following
technical result which will be useful in constructing suitable test functions.
Lemma B.1. Let g : R-R be a Lipschitz continuous function with gð0Þ ¼ 0 and such
that gAC1 out from a finite set FCR: If uAS10ðOÞ then gðuÞAS10ðOÞ and rGðgðuÞÞ ¼
’gðuÞrGu:
The proof of Lemma B.1 follows the line of its classical analogue, provided
classical molliﬁers are replaced by ad hoc molliﬁers on G: At the end of this section,
we sketch a proof for the reader’s convenience.
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Proposition B.2. We have uALpðOÞ for every pA½2%;NÞ:
Proof. If M40; let ZACNðR; ½0; 1
Þ be such that Z  1 in ½0; M
 and Z  0 in
½2M;NÞ: We set V ¼ ð1 ZðuÞÞu4=ðQ2Þ; g ¼ ZðuÞu2%1: Then u is the only weak
solution of DGu ¼ Vu þ g in O; uAS10ðOÞ: If M ¼ Mðu; QÞb1; from (2.8) we haveR
O Vj
2p1=2 jjrGjjj22 for every jAS10ðOÞ: If kAN; we set Vk ¼ minfV ; kg and we let
ukAS10ðOÞ be the (unique) weak solution of DGuk ¼ Vkuk þ g in O: we then have
jjukjj2%p2SQjjgjj2Q=ðQþ2Þ: We claim that
8pA½2%;NÞ (cp40: sup
k
jjukjjppcp: ðB:1Þ
Since, up to a subsequence, uk-u weakly in S
1
0ðOÞ; this would prove (B.1). We now
sketch the proof of the claim: it is enough to show that, if b ¼ 2%=2; then (B.1) holds
for bp; under the hypothesis that (B.1) holds for p: We ﬁx kAN and we set v ¼ uk;
vm ¼ minfvþ; mg; jm ¼ vp1m ; fm ¼ vp=2m (mAN). By Lemma B.1, we remark that
vm; jm; fmAS
1
0ðOÞ: Hence, if ap ¼ 4ðp  1Þ=p2; we get
ap
Z
O
jrG fmj2 ¼
Z
O
ðVkvjm þ gfmÞp
Z
fvpmg
Vk f
2
m þ k
Z
fv4mg
vp þ
Z
O
gjm:
If h ¼ hðp; V ; QÞb1; we then have (taking into account (2.8))Z
O
Vf 2mph
Z
fVphg
f 2m þ
Z
fV4hg
Vf 2mphjj fmjj22 þ ap=2 jjrG fmjj22:
From the above inequalities, it easily follows that ( for a suitable constant cp40)
ap=ð2SQÞjjvþjjpbpphjjvþjjpp þ jjgjjpjjvþjjp1p phcpp þ cp1p jjgjj12
%=p
N jjgjj2
%=p
2%
oN:
Arguing as above for v; (8.1) and hence the proposition are proved. &
Proposition B.3. We have uALNðOÞ:
Proof. It is enough to prove that there exist c40 and a sequence pjmN such that
supj jjujjpjpc: By Proposition B.2 ( following the therein notation) we know that
gALp for all pA½2Q=ðQ þ 2Þ;N
; VALq for all qA½Q=2;NÞ: Setting r ¼ ﬃﬃﬃbp ; we
hence have
ap
Z
O
jrGfmj2p jjV jjr=ðr1Þjjvpmjjr þ k
Z
fv4mg
vp þ jjgjjrp=ðrppþ1Þjjvmjjp1rp
p cjjvþjjprp þ k
Z
fv4mg
vp þ cjjvþjjp1rp :
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Moreover, since jjvmjjpbppSQjjrGfmjj22; letting m-N we obtain (being c40
independent of p)
apS1Q jjvþjjpbppcðjjvþjjprp þ jjvþjjp1rp Þ:
By a standard technique, set Hp ¼ maxf1; jjvþjjpg and pj ¼ r j2%; the above
inequality gives
jjvþjjpjpHpjpHr2 2%
Yj2
n¼1
ðcrnÞ1=ð2%rnÞpc:
Arguing as above for v; the assertion is proved. &
Although the proof of the following theorem follows the lines of the previous ones,
it presents new difﬁculties. Indeed, we need to choose suitable truncated potentials
and particular test functions.
Theorem B.4. We have uALpðOÞ for every pAð2%=2; 2%
:
Proof. We ﬁx eAð0; 1=2Þ and we set ce ¼ ð1 2eÞ2: Since uAL2%ðOÞ there exists
M40 such that
R
uo2M u
2%oðceSQÞQ=2: Let ZACNðR; ½0; 1
Þ be such that Z  1 in
½0; M
; Z  0 in ½2M;NÞ: We set V ¼ ZðuÞu4=ðQ2Þ; g ¼ ð1 ZðuÞÞu2%1: Then
uAS10ðOÞ is the unique weak solution of DGu ¼ Vu þ g in O: By Propositions B.2
and B.3, we have VALQ=2-LNðOÞ; gALpðOÞ for all pA½1;NÞ: Moreover, by the
choice of ce; Z
O
Vj2pjjV jjQ=2jjjjj22%oc1e jjrGjjj22; 8jAS10ðOÞ: ðB:2Þ
We now choose ( for any kAN) cut-off functions ZkAC
NðR; ½0; 1
Þ such that Zk  0
in ½0; M=ðk þ 1Þ
; Zk  1 in ½M=k;NÞ: We deﬁne Vk ¼ ZkðuÞV : notice that
VkAL1-LNðOÞ and VkmV : By Lax-Milgram’s Theorem, we can see that there
exists exactly one weak solution uk of the Dirichlet problem
DGuk ¼ Vkuk þ g in O; ukAS10ðOÞ: ðB:3Þ
Moreover, we have
sup
k
jjukjjS1
0
ðOÞpcðQ; u; eÞ ðB:4Þ
and uk-u weakly in S
1
0ðOÞ: We now want to prove that supkjjukjj2%ð1eÞpecðQ; u; eÞ;
which straightforwardly ends the proof. We ﬁx kAN; and ( for any mAN) we set
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v ¼ uk and jm ¼ v12em ; fm ¼ v1em where
vm ¼ m2e=ð12eÞðvþÞ1=ð12eÞ if vp1=m and vm ¼ v otherwise:
We explicitly remark that (by Lemma B.1) vm;fm; fmAS
1
0ðOÞ; since 0o1 2eo1
eo1: Moreover, vm;jm; fmX0 and vm-vþ pointwise, as m-N: Choosing jm as a
test function in the weak formulation of (B.3) and setting he ¼ ð 1e12eÞ2; we obtainZ
O
jrGfmj2 ¼ð1 2eÞ he
Z
v41=m
/rGv;rGjmS
þ he
Z
0ovp1=m
m
2e
12ev
1
12e1/rGv;rGjmS
p he
Z
O
/rGv;rGjmS ¼ he
Z
O
ðVkvjm þ gjmÞ
¼ he
Z
v41=m
Vkf
2
m þ m2e
Z
0ovp1=m
Vkv
2 þ
Z
v41=m
gv12e
 
þ m2e
Z
0ovp1=m
gv
!
p heðc1e jjrGfmjj22 þ m2e2jjVkjj1 þ jjgjj2%=ð2%1þ2eÞjjvjj12e2% þ m2e1jjgjj1Þ:
Hence
R
O jrGfmj2oc1ðQ; u; e; kÞm2e1 þ c2ðQ; u; eÞ: Here we have used (2.8), (B.2),
(B.4), the deﬁnitions of ce and he; the L
p-properties of V ; g; Vk; and the fact that
/rGv;rGjmSX0 in O: Hence jjvmjj2ð1eÞ2%ð1eÞ ¼ jj fmjj22%pSQjjrGfmjj22pc1SQm2e1 þ
c2SQ and (letting m-N) Fatou’s Lemma yields jjvþjj2%ð1eÞpðc2SQÞ1=ð22eÞ ¼:ecðQ; u; eÞ: Since a similar estimate can be proved for v; the proof is complete. &
We now prove some more properties of u:
Proposition B.5. u vanishes at infinity.
Proof. We extend u to be zero outside O: Let d be any homogeneous norm on G
(consider e.g., the one in (2.3)): we aim to prove that uðxÞ-0 a.e. as dðxÞ-N: This
follows if we show that the following claim holds:
(c ¼ cðQ; uÞ40 :jju; LNðBdðx; 1ÞÞjjpcjju; L2%ðBdðx; 2ÞÞjj; 8xAG:
Let us ﬁx 1pr1or2p2 and choose aACNðR; ½0; 1
Þ such that a  1 in ½0; r1
; a  0 in
½r2;NÞ and j’ajp2=ðr2  r1Þ: We now ﬁx xAG and p42% and we set Z ¼ aðdðx13ÞÞ;
j ¼ Z2up1; c ¼ Zup=2; b ¼ 2%=2: By Lemma B.1, j;cAS10ðOÞ: Finally, we
deﬁne I ¼ R Z2up2jrGuj2: Choosing j as a test function in the weak formulation
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of DGu ¼ u2%1; we getZ
u2
%1jX ðp  1Þ
Z
Z2up2/rGu;rGuS I=2 2
Z
jrGZj2up
X I=2 2
Z
jrGZj2up:
Hence, since jjrGZjjN ¼ jj’aðdÞrGdjjpc=ðr2  r1Þ (being rGd homogeneous of
degree 0 w.r.t. dl) and taking into account the above inequality, we derive
jju; LbpðBdðx; r1ÞÞjjpp jjcjj22%pSQjjrGcjj22pcp2I þ cjjup=2rGZjj22
p cp2
Z
u2
%1jþ
Z
jrGZj2up
 
þ cjjup=2rGZjj22
p cp2jjujj2%2N
Z
Bd ðx;r2Þ
Z2up þ c=ðr2  r1Þ2
Z
Bd ðx;r2Þ
up
p cðQ; uÞp2=ðr2  r1Þ2jju; LpðBdðx; r2ÞÞjjp:
By standard iterative techniques, it is then possible to prove that (set pj ¼ b j2% and
Hj ¼ jju; Lpj ðBdðx; 1þ 2jÞÞjj) there exists a positive constant c ¼ cðQ; uÞ such that
HjpH0
Yj1
m¼0
ðccbmð2bÞcmbmÞpcH0:
Letting j-N; we ﬁnally obtain jju; L2%ðBdðx; 2ÞÞjj ¼ H0XcHjXcjju; Lpj
ðBdðx; 1ÞÞjj-cjju; LNðBdðx; 1ÞÞjj: This proves the claim and hence the proposi-
tion. &
We now want to provide some regularity properties of the non-negative weak
solutions u of (1.1). To begin with, since we have uALpðOÞ for all pAð2%=2;N
; it
can be proved (by means of a standard regularization technique, based on some
results in [21] and in [44]) that uACNðOÞ: Let us now also suppose that O satisﬁes the
following boundary regularity condition:
(d; r040 : jBdðx; rÞ\OjXdjBdðx; rÞj 8xA@O; 8rAð0; r0Þ: ðB:5Þ
Then (extending u to be zero outside O) u satisﬁes the following Ho¨lder regularity
property (w.r.t. any homogeneous norm d): there exist constants aAð0; 1Þ and M40
such that
juðxÞ  uðx0ÞjpMdaðx; x0Þ 8x; x0AG;
i.e., following Folland [21] and Folland and Stein [22], u belongs to the Ho¨lder space
GaðGÞ: Indeed, from Proposition B.3 we derive that uAS10ðOÞ-LNðOÞ and
DGuALNðOÞ: This enables us to apply an analogue of Moser’s iteration technique
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(see e.g., [29, Chapter 8]), suitably adapted to the case of a general sub-Laplacian. In
order to do so, we only have to replace the Euclidean distance with the quasi-
distance d; to choose ad hoc cut-off functions modelled on d and to use a suitable
version of the John and Nirenberg Theorem adapted to the homogeneous structure
ofG (see [14]). In particular, we obtain that uACðOÞ and u ¼ 0 in @O: We summarize
the above remarks in the following proposition.
Proposition B.6. If O satisfies (B.5), then any weak solution u of (1.1) is a classical
solution of
DGu ¼ u
Qþ2
Q2 in O;
u40 in O;
u ¼ 0 in @O;
uðxÞ-0 as dðxÞ-N:
8>>><>>>:
Moreover, if we continue u on G by setting u ¼ 0 outside O; then there exists aAð0; 1Þ
such that uAGaðGÞ:
We explicitly remark that every half-space on every Carnot group of step two
satisﬁes the boundary regularity condition (B.5). Indeed, when x ¼ 0; condition (B.5)
trivially holds with d ¼ 1=2; since the d-balls centered at the origin are symmetric
with respect to the group inversion x1 ¼ x (see (2.2)) and they hence are split into
two isometric parts by any half-space through 0: On the other hand, the case of a
general x can be reduced to the previous one by means of a left translation by x1;
which is an afﬁne bijection preserving the Lebesgue measure and mapping half-
spaces into half-spaces (see again (2.2)).
We ﬁnally close this section with the proof of Lemma B.1.
Proof of Lemma B.1. Let CACN0 ðG; ½0; 1
Þ be a cut-off function supported in
Bdð0; 1Þ; such that
R
G
C ¼ 1 and with the following property: Cðx1Þ ¼ CðxÞ: For
e40; we set CeðxÞ ¼ eQ Cðde1ðxÞÞ and, for an arbitrary fAL1locðGÞ; we deﬁne the e-
molliﬁed of f as follows:
feðxÞ :¼
Z
O
Ceðy3x1Þ f ðyÞ dy:
The molliﬁer has been deﬁned in such a way that, when f is smooth, we have
rGð feÞ ¼ ðrGf Þe: We now split the proof in six steps. From (I) to (V), we suppose
that u; rGuAL1locðOÞ and we prove that rGðgðuÞÞ ¼ ’gðuÞrGu: In (VI) we prove that
uAS10ðOÞ yields gðuÞAS10ðOÞ: We explicitly remark that, from the invariance of C
under the group inversion, it is not difﬁcult to recognize that rGðueÞ ¼ ðrGuÞe in the
sense of distributions.
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(I) We ﬁrst claim that for every K!O; s40 and r40 such that K :¼
Bdð0; rÞ3K!O; there exists vACN0 ðOÞ such that jju  v; L1ðKÞjjos; jjrGu 
rGv; L1ðKÞjjos: Indeed, let cACN0 ðOÞ with c ¼ 1 on K and set a ¼ cu: Fix
eAð0; rÞ so small that Bdð0; eÞ3suppðcÞCO: Then aeACN0 ðGÞ and suppðaeÞDO:
Moreover, lime-0 ae ¼ u and lime-0 rGðaeÞ ¼ lime-0ðrGaÞe ¼ rGa in L1ðKÞ: Since
a ¼ u about K ; the claim follows taking v ¼ ae; for e small.
(II) We then claim that there exist w1; w2AL1locðOÞ and a sequence vn in CN0 ðOÞ
such that almost everywhere on O we have limn-N vn ¼ u; limn-N rGvn ¼ rGu
and jvnjpw1; jrGvnjpw2: Indeed, let Kn be an increasing exhaustion of O with
compact sets and rnk0
þ such that Bdð0; rnÞ3Kn!Knþ1: From (I), there exist
vnACN0 ðOÞ such that jjvn  u; L1ðKnÞjj; jjrGvn rGu; L1ðKnÞjjo2n: It is then not
difﬁcult to recognize that, for w1 :¼ supn jvnj and w2 :¼ supn jrGvnj; the claim is
proved.
(III) We ﬁrst prove that rGðgðuÞÞ ¼ ’gðuÞrGu when gAC1ðRÞ and jj ’gjjNoN: Let
vn; w1; w2 be as in (II). From an integration by parts, for every jACN0 ðOÞ we have
 ROrGjgðvnÞ ¼ RO j ’gðvnÞrGvn: The assertion then follows by dominated conver-
gence, taking into account the dominations given by w1; w2 and proved in the
second step.
(IV) We claim that the Lebesgue measure of fxAO : uðxÞ ¼ 0; rGuðxÞa0g is
zero. Indeed, let cACNðR; ½0; 1
Þ; c ¼ 1 out from ½2;þ2
 and vanishing on
½1;þ1
 and set gnðsÞ :¼
R s
0 cðntÞ dt: From (III) it follows that for every jACN0 ðOÞ
we have  ROrGjgnðuÞ ¼ RO jcðnuÞrGu: We end by dominated convergence:
indeed, if A :¼ fxAO : uðxÞa0g; we have jcðnuÞrGu-jwArGu and
jjcðnuÞrGujpjjjjjNwsupp jjrGujAL1ðOÞ; whence 
R
O jðrGu  wArGuÞ ¼ 0 and
the claim is proved.
(V) If g is as in the assertion of the lemma, we prove that rGðgðuÞÞ ¼ ’gðuÞrGu:
Let C40 be a Lipschitz constant for g and let g :R-R coincide with ’g where g is
differentiable and such that jjgjjNpC: We trivially have gðuÞ; gðuÞrGuAL1locðOÞ: Let
gn be a sequence of classical molliﬁed for g and set gnðsÞ :¼
R s
0 gnðtÞ dt: We have
jgnðsÞjpCjsj and limn gn ¼ g: From (III) we derive that 
R
OrGjgnðuÞ ¼R
O j ’gnðuÞrGu for every test function j: We now argue by dominated convergence:
ﬁrst we have rGjgnðuÞ-rGjgðuÞ; jrGjgnðuÞjpCjrGjjjujAL1ðOÞ; moreover
jj ’gnðuÞrGujpCjjjjrGujAL1ðOÞ and j ’gnðuÞrGu-jgðuÞrGu: This last assertion
also follows from (IV), recalling thatrGuðxÞ ¼ 0 for almost every x such that uðxÞAF :
(VI) We follow the notation in (V). If uAS10ðOÞ; there exist jnACN0 ðOÞ such that
jn-u in L
2%ðOÞ andrGjn-rGu in L2ðOÞ: It is also non-restrictive to suppose that
these limits are valid pointwise a.e., and that there exist w1AL2
%
; w2AL2 such that
jjnjpw1; jrGjnjpw2: Moreover, from (V) we have rGðgðuÞÞ ¼ gðuÞrGu: Let hn be
a sequence of classical molliﬁed for g and set gn :¼ hn  hnð0Þ: In order to end the
proof, it is enough to show that
CN0 ðOÞ{gnðjnÞ-gðuÞ in L2
%ðOÞ; rGðgnðjnÞÞ-rGðgðuÞÞ in L2ðOÞ:
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To begin with, gnACNðRÞ; jnACN0 ðOÞ and gnð0Þ ¼ 0 give gnðjnÞACN0 ðOÞ:
Furthermore, we have jjgnðjnÞ  gðuÞjj2
%
2%pc
R
O jgnðjnÞ  gnðuÞj2
% þ c RO jgnðuÞ 
gðuÞj2% ¼: I1 þ I2: Now, the integrand in I1 is bounded by C2% jjn  uj2
%
; whence
I1 vanishes as n-N: We also have I2-0 by dominated convergence: gnðsÞ ¼
hnðsÞ  hnð0Þ-gðsÞ  gð0Þ ¼ gðsÞ; jgnðuÞ  gðuÞj2
%pcjjgjjNjuj2
%
AL1: We now no-
tice that rGðgnðjnÞÞ ¼ ’hnðjnÞrGjn: Now, for a.e. x such that uðxÞAF ; (IV) gives
rGuðxÞ ¼ 0: Hence, if A :¼ fxAO : uðxÞAFg; for a.e. xAA; we have
’hnðjnðxÞÞrGjnðxÞ-0 ¼ gðuðxÞÞrGuðxÞ; since ’hn is bounded and rGjnðxÞ-
rGuðxÞ ¼ 0: Let otherwise uðxÞAR\F : Since F is ﬁnite, for nb1; jnðxÞ belongs to
a compact neighborhood of uðxÞ contained in R\F : Hence, ’hnðjnðxÞÞ
rGjnðxÞ-gðuðxÞÞrGuðxÞ also a.e. outside A: Being j ’hnðjnÞj2jrGjnj2p
C2jw2j2AL1; by dominated convergence we have jjrGðgnðjnÞÞ  rGðgðuÞÞjj22 ¼R
O j ’hnðjnÞrGjn  gðuÞrGuj2-0: This completes the proof of the lemma. &
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