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Der Gegenstand dieser Arbeit ist die analytische und numerische Untersuchung von
selbstadjungierten linearen differential-algebraischen Gleichungen (DAEs).
Differential-algebraische Gleichungen sind ein gekoppeltes System von gewöhnli-
chen Differentialgleichungen (ODEs) und algebraischen Nebenbedingungen. Mo-
derne Modellierungssoftware für die Beschreibung physikalischer Systeme wie zum
Beispiel Simulink [47] und Dymola [26] liefern DAEs. Solche Softwarepakete ermög-
lichen ein Verbinden von Teilkomponenten zu einem Modell. An den Schnittstel-
len zwischen den Bausteinen entstehen dabei sogenannte Zwangsbedingungen. Eng
verbunden mit der Modellierung und Simulation von Systemen ist die Steuerung
der Prozesse und die Optimierung der Durchführung. Ziel ist die Entwicklung und
Untersuchung von optimalen Steuerungen solcher Systeme auf der Basis der zuge-
hörigen notwendigen Bedingungen für ein Optimum.
Die Grundlage für eine theoretische und numerische Behandlung von DAEs ist ein
wohldefinierter Indexbegriff. Ein Index-Konzept geht auf Campbell [18, 21] zurück.
Der sogenannte Differentiationsindex beschreibt, wie oft die gegebene DAE differen-
ziert werden muss, um eine gewöhnliche Differentialgleichung (ODE) zu erhalten,
deren Lösungsmenge die Lösung der DAE enthält. Demzufolge gibt der Differentia-
tionsindex auch an, wie glatt die Ausgangsdaten der DAE sein müssen. Ebenfalls
verbunden mit diesem Indexbegriff ist die Regularität der DAE. Jedoch ist die
lokal eindeutige Lösbarkeit für passende Anfangswerte bei Steuerungsproblemen
nicht gegeben. Ein weiterer Indexbegriff geht auf Kunkel und Mehrmann zurück,
siehe [35, 38, 40]. Der Strangeness-Index kann auch auf über- und unterbestimmte
Probleme angewendet werden und rechtfertigt damit eine Anwendung auf Steue-
rungsprobleme.
Von besonderem Interesse im Bereich der optimalen Steuerung ist die Fragestel-
lung nach notwendigen und hinreichenden Bedingungen für ein Optimum. Auf der
Grundlage der oben erwähnten Indexbegriffe und einer weiteren Indexdefinition
von März [49, 50] gehen erste Untersuchungen zu notwendigen und hinreichenden
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Bedingungen für Lösungen von optimalen Steuerungsproblemen mit DAEs als Ne-
benbedingung auf [15, 46, 48] für lineare-quadratische Steuerungsprobleme und auf
[7, 8, 25, 54] für semi-explizite DAEs mit Differentiationsindex 1 zurück. Struktu-
rierte DAEs mit höherem Index, insbesondere Hessenberg-Systeme bis Differentia-
tionsindex 3, wurden in [20, 29, 30, 53] diskutiert. Im Fall allgemeiner DAEs mit
Differentiationsindex 1 findet man die Herleitung notwendiger Bedingungen für ein
Optimum in den Arbeiten [11, 12, 13, 14]. In [13] haben Balla und März zudem
formal adjungierte DAEs untersucht. Dabei stellte sich heraus, dass man bei höhe-
ren Indexproblemen nur hinreichende Bedingungen für ein Optimum erhält, da im
Allgemeinen die Lösbarkeit der formal adjungierten DAE nicht garantiert werden
kann, siehe dazu auch [8].
Für unstrukturierte nichtlineare DAEs mit beliebigem Index haben Kunkel und
Mehrmann in [39] notwendige Bedingungen für ein Optimum hergeleitet. Diese not-
wendigen Bedingungen entsprechen einem Randwertproblem für eine DAE, welche
wiederum von höherem Index sein kann. Die DAE enthält zusätzliche Struktur, da
neben der ursprünglichen DAE in reduzierter Form auch die zugehörige adjungierte
DAE für die entsprechenden Lagrange-Funktionen sowie die Optimalitätsbedingun-
gen als rein algebraische Gleichung hinzukommen.
Zur numerischen Lösung von Randwertproblemen bei DAEs gibt es zwei Klassen
von Verfahren. So wurden in den Arbeiten [2, 17, 29, 45] Mehrzielansätze für DAEs
mit Differentiationsindex 1 diskutiert. In [5, 6, 9, 10] wurden Kollokationsverfahren
betrachtet. Analog dazu findet man in den Arbeiten [42, 43, 44, 55, 56] Verfahren
für unstrukturierte DAEs von beliebigem Index.
Ein anderer Zugang besteht darin das Ausgangsproblem zu diskretisieren und das
resultierende endlichdimensionale Optimierungsproblem mit den üblichen Metho-
den zu behandeln, siehe dazu [16, 23, 27]. Nachteil dieser direkten Verfahren ist,





Im Folgenden ist I = [t0, T ] ein reelles Zeitintervall und In die Einheitsmatrix der
Größe (n, n).
Definition 1.1.
Ein Paar von Matrixfunktionen (E ,A) mit E ∈ C1(I,Rn,n), A ∈ C0(I,Rn,n) und
den beiden Eigenschaften
ET = −E , AT = A+ E˙
heißt selbstadjungiert.
Die zum Paar von Matrixfunktionen (E ,A) gehörige DAE schreiben wir in der
Form E z˙ = Az + h mit z ∈ C1(I,Rn) und der Inhomogenität h ∈ C0(I,Rn). In
















mit E,A,∈ C0(I,Rp,p), W ∈ C0(I,Rp,p), B ∈ C0(I,Rp,l), S ∈ C0(I,Rp,l), R ∈
C0(I,Rl,l) und f1 ∈ C0(I,Rp) , wobei R = RT und W = W T .
Unter der Voraussetzung, dass das Paar von Matrixfunktionen (E,A) strangeness-
frei ist (vgl. [36]), erhalten wir dieses lineare DAE-System, indem wir das linear-
quadratische Steuerungsproblem zur Minimierung des Kostenfunktionals in der all-
gemeinen Form








(xTWx+ xTSu+ uTSTx+ uTRu)dt
unter der Nebenbedingung
Ex˙ = Ax+Bu+ f1, x(t0) = x0 ∈ Rp
betrachten, wobei Me ∈ Rp,p symmetrisch ist. Hinzukommen die Randbedingungen
x(t0) = x0, E(T )
Tλ(T )−Mex(T ) = 0. (1.2)
Insbesondere ist das Paar von Matrixfunktionen
 0 E 0−ET 0 0
0 0 0
 ,




selbstadjungiert. Neben dem strukturierten Spezialfall betrachten wir außerdem




Wir betrachten das zu minimierende Kostenfunktional
































Die zugehörigen strukturierte DAE der Optimalitätsbedingungen ist dann gegeben
durch das Matrixpaar (E ,A) gemäß

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0




0 0 1 0 1
0 0 0 1 0
1 0 1 0 0
0 1 0 0 0




Ziel dieser Arbeit ist die Untersuchung und Entwicklung von angepassten Dis-
kretisierungen, die die spezielle Struktur der DAE im Optimaltitätsrandwertpro-
blem (1.1),(1.2) ausnutzen. Wegen des Vorliegens eines Randwertproblems sollen
die Verfahren symmetrisch sein. Die Eigenschaft, dass die Linearisierung der DAE
des Randwertproblems selbstadjungiert ist, entspricht der eines hamiltonischen Sys-
tems bei ODEs. Von diesen ist bekannt, dass der Fluß symplektisch ist. In [32] wur-
den im Rahmen der geometrischen Integratoren numerische Integrationsverfahren
entwickelt, die für hamiltonische Systeme einen symplektischen numerischen Fluß
besitzen. Damit ist es gelungen Eigenschaften des tatsächlichen Flusses auf den nu-
merischen Fluß zu übertragen und ein physikalisch sinnvolleres Langzeitverhalten
der numerischen Lösung zu erhalten.
Daher soll zunächst untersucht werden, welche besonderen Eigenschaften ein einer
selbstadjungierten DAE zugrunde liegende Fluß besitzt. Danach sollen dann nume-
rische Diskretisierungsverfahren im Sinne der geometrischen Integratoren entwickelt
werden, welche die Eigenschaften des Flusses erhalten.
In [41] wurde bereits gezeigt, dass im Fall E = Ip mit R invertierbar ein der DAE
zugrunde liegendes Hamiltonsystem vorliegt, welches bezüglich der Originalvaria-
blen λ und x einen symplektischen Fluß besitzt.
Die Arbeit ist folgendermaßen aufgebaut: In Kapitel 2 stellen wir zunächst die
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grundlegenden Begriffe der geometrischen Integratoren bezüglich gewöhnlicher Dif-
ferentialgleichungen zur Verfügung. Weiterhin diskutieren wir die Gauß-Kollokation
als bedeutendes Werkzeug zur numerischen Umsetzung. Außerdem führen wir die
wichtigsten Begriffe aus dem Bereich der DAEs ein. Anschließend übertragen wir
den Flußbegriff aus dem Bereich der ODEs auf den Bereich der DAEs.
Kapitel 3 bildet den theoretischen Hauptteil. Wir erläutern darin, unter welchen
Voraussetzungen wir einen der DAE zugrunde liegenden Fluß extrahieren können
und welche Form von Transformationen wir zulassen wollen.
Dabei betrachten wir zunächst den strukturierten Fall einer strangenessfreien DAE.
Danach gehen wir über zu allgemein selbstadjungierten strangenessfreien Paaren
von Matrixfunktionen (E ,A). Anschließend wollen wir die Resultate auf beliebigen
Index erweitern. In einem vierten Teilabschnitt diskutieren wir schließlich den struk-
turierten Fall von höherem Index. Dabei wird der Fall R konstant mit Strangeness-
Index µ = 2 konkret studiert. Wir werden dabei eine strukturierte Indexreduktion
vornehmen, welche auf Gear [28] zurückgeht.
In Kapitel 4, dem praktischen Hauptteil, wollen wir zunächst die in Kapitel 3 vorge-
stellten Transformationen umsetzen, um dann die geometrischen Integratoren aus
dem Bereich der ODEs zu übernehmen. Darüber hinaus werden wir die numerische
Indexreduktion vorstellen und anwenden. Letztlich diskutieren wir numerische Ver-
fahren für selbstadjungierte und strukturierte DAEs von höherem Index.
In Kapitel 5 wollen wir diverse numerische Experimente an ausgewählten und aus-
sagekräftigen Beispielen durchführen und auswerten.
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Um den Begriff eines zugrunde liegenden Flusses einer differential-algebraischen
Gleichung einführen zu können, müssen wir zunächst den Fluß einer gewöhnlichen
Differentialgleichung studieren und auf den DAE-Fall erweitern. Darüber hinaus
benötigen wir grundlegende Konzepte aus der Theorie der DAEs. Für Details ver-
weisen wir auf [32] beziehungsweise [35].
2.1 Grundlagen der ODEs
2.1.1 Grundbegriffe und Hamiltonsystem
Das betrachtete Anfangswertproblem (AWP) ist von der Form
x˙ = f(t, x), x(t0) = x0,
wobei f : I × Rn → Rn (n ∈ N) stetig differenzierbar auf dem reellen Zeitintervall
I = [t0, T ] ist.
Satz 2.1.
Bezeichne x(. ; t0, x0) die Lösung von x˙ = f(t, x), x(t0) = x0 und sei f : I×Rn → Rn




x(t; t0, x0) = W (t, t0), (b)
∂
∂t0
x(t; t0, x0) = −W (t, t0)f(t, t0),
wobei W (., t0) ∈ C1(I,Rn,n) die (spaltenweise zu lesende) Lösung des AWP
∂
∂t
W (t, t0) = fx(t, x(t))W (t, t0), W (t0, t0) = I
mit x(t) = x(t; t0, x0) ist. Dabei nennen wir diese Differentialgleichung Variations-
gleichung und W , bestehend aus einer Basis des Lösungsraumes des Anfangswert-
problems, Fundamentalmatrix.
Lemma 2.2.
Seien t1, t2, t3 ∈ [t0, T ] und W (t0, ti) die zu x gehörige Fundamentalmatrix bei for-
maler Ersetzung von t0 durch ti. Dann gelten die Übertragungseigenschaften




Seien t1, t2, t3 ∈ [t0, T ] und W (t0, ti) eine Fundamentalmatrix mit den Übertra-
gungseigenschaften aus Lemma 2.2. Weiterhin sei die punktweise nichtsinguläre
Matrixfunktion M ∈ C1(I,Rn,n) mit M(t)−1M(t) = In für alle t ∈ [t0, T ] gege-
ben. Dann erfüllt die Matrixfunktion W˜ (t, t0) := M(t)−1W (t, t0)M(t0) ebenfalls die
Übertragungseigenschaften aus Lemma 2.2. Insbesondere ist W˜ die Übertragungs-
matrix der Differentialgleichung
˙˜x = f˜(t, x˜), f˜(t, x˜) = M(t)−1f(t, x˜)−M(t)−1M˙(t)x˜,
welche durch die Variablentransformation x = Mx˜ von x˙ = f(t, x) hervorgeht.
Beweis. Aus einer leichten Rechnung erhalten wir:
(a) W˜ (t1, t1) = M(t1)−1W (t1, t1)M(t1) = M(t1)−1M(t1) = In.
(b) Aus der Eigenschaft W (t3, t2)W (t2, t1) = W (t3, t1) erhalten wir
W˜ (t3, t2)W˜ (t2, t1) = M(t3)
−1W (t3, t2)M(t2)M(t2)−1W (t2, t1)M(t1) =
= M(t3)
−1W (t3, t2)W (t2, t1)M(t1) =
= M(t3)
−1W (t3, t1)M(t1) = W˜ (t3, t1).









−1W (t1, t2)−1M(t1) =
= M(t2)
−1W (t2, t1)M(t1) = W˜ (t2, t1).
Aus x = M(t)x˜ folgt x˙ = M˙(t)x˜+M(t) ˙˜x und damit
˙˜x = M(t)−1x˙−M(t)−1M˙(t)x˜ =
= M(t)−1f(t, x˜)−M(t)−1M˙(t)x˜ = f˜(t, x˜).

Definition 2.4.
Als Fluß des nichtautonomen Anfangswertproblems
x˙ = f(t, x), x(t0) = x0
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definieren wir die Abbildung, die jedem Punkt x0 den Wert x(t; t0, x0) der Lösung
mit dem Anfangswert x(t0) = x0 zuordnet. Diese Abbildung bezeichnen wir mit ϕtt0
gemäß
ϕtt0(x0) = x(t; t0, x0) mit x(t0) = x0.
Lemma 2.5.
Seien t1, t2, t3 ∈ [t0, T ]. Dann hat der Fluß eines nichtautonomen Anfangswertpro-
blems die Flußeigenschaften
(a) ϕt0t0(x0) = x0, (b) (ϕ
t3
t2
◦ ϕt2t1)(x1) = ϕt3t1(x1), (c) (ϕtt0)−1 = ϕt0t .
Lemma 2.6.
Gegeben sei der Fluß ϕt0t (x0) = W (t, t0)x0. Dann erfüllt die Abbildung
ϕ˜t0t (x˜0) = M
−1(t)W (t, t0)M(t0)x˜0
mit der punktweise nichtsingulären Matrixfunktion M ∈ C1(I,Rn,n) ebenfalls die
Flußeigenschaften aus Lemma 2.5.
Beweis. Wir haben bereits gezeigt, dass die Matrixfunktion
W˜ (t, t0) := M
−1(t)W (t, t0)M(t0)
die Übertragungseigenschaften erfüllt, wenn W (t, t0) eine Übertragungsmatrix ist.
Damit lässt sich nun leicht nachrechnen, dass ϕ˜t0t (x˜0) = W˜ (t, t0)x˜0 ebenfalls die
Flußeigenschaften aus Lemma 2.5 erfüllt. 
Definition 2.7.







Offenkundig ist JT = J−1 = −J sowie J2 = −I2k.
Definition 2.8.
Eine Matrix H ∈ Rn,n mit n = 2k, k ∈ N, heißt hamiltonsch, wenn
JH +HTJ = 0.
Analog dazu heißt eine Matrixfunktion H ∈ C(I,Rn,n) mit n = 2k, k ∈ N, punkt-











mit A,B,C ∈ Rk,k und B,C symmetrisch besitzt.


















sofort die Behauptung. 
Folgerung 2.10.
Sei C ∈ Rn,n mit n = 2k, k ∈ N. Dann sind die folgenden Aussagen äquivalent:
(i) C ist symmetrisch. (ii) H = JTC ist hamiltonsch.
Beweis. Gelte (ii), d.h. die Matrix H = JTC genügt der Gleichung JH+HTJ = 0.
Durch Einsetzen erhalten wir
JH +HTJ = J(JTC) + (CTJ)J = C − CT = 0.
Die letzte Gleichheit ist äquivalent zu CT = C, also zu (i). Sei nun umgekehrt die
Matrix C symmetrisch. Dann erhalten wir aus
0 = C − CT = J(JTC) + (CTJ)J = JH +HTJ,
das die Matrix H = JTC hamiltonsch ist, also (ii). 
Definition 2.11.
Eine Funktion f ∈ C1(I × Rn × Rn,R2n) mit n = 2k, k ∈ N, beziehungsweise die
zugehörige Differentialgleichung x˙ = f(t, x) heißt punktweise hamiltonsch, wenn es
eine Matrixfunktion H ∈ C2(I× Rn × Rn,R) gibt mit
(a) f(t, x) = JT∇xH(t, x), (b) fx(t, x) = JT∆H(t, x)
für alle t ∈ I. Dabei bezeichnet ∇xH(t, x) den Gradienten bezüglich x und ∆H(t, x)




Eine Matrix S ∈ Rn,n mit n = 2k, k ∈ N, heißt symplektisch, wenn
STJS = J.
Analog dazu heißt eine Matrixfunktion S ∈ C(I,Rn,n) mit n = 2k, k ∈ N, punkt-
weise symplektisch, wenn S(t) für alle t ∈ I symplektisch ist.
Definition 2.13.
Eine Abbildung ϕt ∈ C1(I × D,Rn) mit n = 2k, k ∈ N, heißt symplektisch, wenn
d
dxϕ
t(x) symplektisch ist für alle (t, x) ∈ I× D mit D ⊆ Rk × Rk offen.
Im weiteren Verlauf wollen wir eine spezielle Klasse von Differentialgleichungs-
systemen betrachten, die der Hamiltonsysteme.
Definition 2.14.
Das zu H ∈ C2(I× Rk × Rk,R) gegebene Hamiltonsche System
p˙ = −∇qH(t, p, q),
q˙ = ∇pH(t, p, q)
kann mit x = (p, q) in der Form
x˙ = J−1∇xH(t, x)
geschrieben werden. In der Variationsgleichung
∂
∂t
W (t, t0) = fx(t, x(t))W (t, t0), W (t0, t0) = I
gilt für das Hamiltonsche System
f(t, x) = J−1∇xH(t, x),
fx(t, x) = J
−1∆H(t, x),
wobei ∆H(t, x) die zu H gehörige symmetrische Hesse-Matrix bezeichnet.
Für die späteren Untersuchungen selbstadjungierter DAEs erwähnen wir nun
noch den Spezialfall von quadratischen Hamiltonfunktionen, d.h. von Funk-
tionen der Form
H(t, x) = 1
2
xTC(t)x,
wobei C ∈ C(I,Rn,n) mit n = 2k und k ∈ N punktweise symmetrisch ist. Das
zugehörige Differentialgleichungssystemen ist dann gegeben durch x˙ = JTC(t)x
mit J wie oben definiert.
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2.1.2 Lineare nichtautonome ODEs
Für den weiteren Verlauf der Arbeit sind lineare nichtautonome ODEs von Bedeu-
tung. Wir betrachten daher das AWP
x˙ = H(t)x+ h(t), x(t0) = x0
mit H ∈ C(I,Rn,n) und h ∈ C(I,Rn).
Aus der Definition des Flusses und der Definition der Fundamentalmatrix für all-
gemeine Anfangswertprobleme der Form
x˙ = f(t, x), x(t0) = x0
ergibt sich der folgende Zusammenhang für lineare nichtautonome Anfangswertpro-
bleme:
Lemma 2.15.
Sei x(t; t0, x0) die Lösung des linearen AWP x˙ = H(t)x + h(t), x(t0) = x0. Es
gilt ϕtt0(x0) = x(t; t0, x0). Zusammen mit W (t, t0) entsprechend Satz 2.1 und mit






x(t; t0, x0) = W (t, t0).
Mittels Variation der Konstanten erhalten wir für den Fluß des linearen AWPs




Die so definierte Abbildung des linearen AWPs genügt den Flußeigenschaften aus
Lemma 2.5.
Beweis. Wir zeigen, dass die Eigenschaften aus Lemma 2.5 erfüllt sind.
(a) ϕt0t0(x0) = W (t0, t0)x0 +W (t0, t0)
t0∫
t0
W−1(s, t0)h(s)ds = x0
wegen W (t0, t0) = I.




(ϕt3t2 ◦ ϕt2t1)(x1) = ϕt3t2(ϕt2t1(x1)) =
= W (t3, t2)(ϕ
t2
t1




= W (t3, t2)W (t2, t1)x1+















W−1(t2, t1)W−1(s, t2)h(s)ds =





(c) Wegen W (t2, t1) = W (t1, t2)−1 gilt
ϕt2t1(x1) = W (t2, t1)x1 +W (t2, t1)
∫ t2
t1
W−1(s, t1)h(s)ds = x2
⇔W (t1, t2)−1x1 +W (t1, t2)−1
∫ t2
t1




W−1(s, t1)h(s)ds = W (t1, t2)x2
⇔ x1 = W (t1, t2)x2 +
∫ t1
t2
[W (s, t2)W (t2, t1)]
−1 h(s)ds = ϕt1t2(x2).

Damit haben wir im Spezialfall von linearen nichtautonomen Anfangswertpro-
blemen einen Fluß gefunden, den wir im weiteren Verlauf für die Untersuchung
Hamiltonscher Systeme nutzen wollen.
Bemerkung 2.16.
Wegen dem Zusammenhang des Flusses eines linearen Systems und der Fundamen-
talmatrix gilt: ϕtt0(x0) ist genau dann symplektisch, wenn die Matrix W (t, t0) =
∂
∂x0
ϕtt0(x0) symplektisch ist. Das folgt direkt aus





























= W (t, t0)
TH(t)TJW (t, t0) +W (t, t0)
TJH(t)W (t, t0) =






Dabei haben wir ausgenutzt, dass W (t, t0) Lösung von W˙ (t, t0) = H(t)W (t, t0) ist.
Mit Hilfe dieser Rechnung können wir die folgenden beiden Aussagen beweisen.
Lemma 2.17.
Gegeben sei das AWP x˙ = H(t)x + h(t) mit x(t0) = x0 und H punktweise hamil-
tonsch, d.h. H(t) genüge der Beziehung JH(t) + H(t)TJ = 0 für alle t ∈ I. Dann













W (t, t0) = 0,
d.h. W (t, t0)TJW (t, t0) ist konstant. Die Anfangsbedingung W (t0, t0) = I liefert
dann die Behauptung. 
Lemma 2.18.
Sei der Fluß ϕtt0 des AWP x˙ = H(t)x+ h(t) mit x(t0) = x0 symplektisch. Dann ist
H punktweise hamiltonsch.
Beweis. ϕtt0 ist symplektisch, d.h. es gilt W (t, t0)












W (t, t0) = 0.
Wegen W (t, t0) = W (t0, t)−1 für alle t ∈ [t0, T ] multiplizieren wir an die letzte
Gleichheit von links mit W (t0, t)T und von rechts mit W (t0, t)
W (t0, t)
TW (t, t0)
T [H(t)TJ + JH(t)]W (t, t0)W (t0, t) =
= H(t)TJ + JH(t) = 0
für alle t ∈ [t0, T ]. 
Folgerung 2.19.
Aus Lemma 2.18 folgern wir mittels Kontraposition, dass ein System, welches nicht
lokal hamiltonsch ist, keinen symplektischen Fluß besitzt. Mit lokal bezeichnen wir
Eigenschaften die sich auf die Umgebung eines Referenzwertes beziehen.
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2.1.3 Numerik von ODEs
Ausgehend von einer Unterteilung t0 < t1 < ... < tN = T mit ti = t0 + ih und
h > 0 betrachten wir im weiteren Verlauf numerische Einschrittverfahren der Form
xi+1 = xi + hΦ(ti, xi, h).
zur Lösung von x˙ = f(t, x), x(t0) = x0, wobei xi die numerische Lösung des AWP
an der Stelle ti ist.
Wir nennen Φ die Inkrementfunktion. Analog zur Definition des Flusses eines Sys-
tems können wir den numerischen Fluß eines Einschrittverfahrens definieren gemäß:
Definition 2.20.
Ein numerisches Einschrittverfahren der Form
xi+1 = xi + hΦ(ti, xi, h)
zur Lösung des Anfangswertproblems x˙ = f(t, x), x(t0) = x0 wird beschrieben
durch eine Abbildung
Φh : xi 7→ xi+1.
Diese Abbildung heißt numerischer Fluß.
Definition 2.21.
Ein durch Φh beschriebenes Einschrittverfahren heißt symplektisch, wenn ∂∂xiΦh(xi)
symplektisch ist für alle xi.
Beispiel 2.22.
Die implizite Mittelpunktsregel







mit der äquidistanten Schrittweite h > 0 für das Anfangswertproblem
x˙ = J−1∇H(x), x(t0) = x0, x = (p, q)











für alle x in einer Umgebung von xi. Differenzieren nach x liefert
d
dx

























Wir setzen ∆h := 12h∆H und erhalten
d
dx
Φh(x) = (I − J−1∆h)−1(I + J−1∆h).
Eine Rechnung ergibt
(I + J−1∆h)T (I − J−1∆h)−TJ(I − J−1∆h)−1(I + J−1∆h) =
=(I + J−1∆h)T (I − J−1∆h)−T (I + J−1∆h)−TJ(I + J−1∆h) =
=(I + J−1∆h)T (I − J−1∆h)−T (I + J−1∆h)−T (I − J−1∆h)TJ = J,
wobei (I − J−1∆h)(I + J−1∆h) = (I + J−1∆h)−T (I − J−1∆h) und
J(I − J−1∆h)−1 = (I + J−1∆h)−TJ, J(I + J−1∆h) = (I − J−1∆h)TJ.
Damit ist gezeigt, dass ddxΦh(x) symplektisch ist.
Definition 2.23.


















I1,x1 x˙1 + ...+ I1,xn x˙n
...













= Ixx˙ = Ixf(t, x) = 0
für alle t ∈ I und für alle x ∈ D heißt p-dimensionales erstes Integral der Differen-
tialgleichung x˙ = f(t, x) mit x ∈ C1(I,Rn).
Seien m, p, q ∈ N. Ohne Einschränkungen können wir erste Integrale auch ma-
trixwertig definieren. Dazu betrachten wir die Differentialgleichung
X˙ = F (t,X) mit X ∈ C1(I,Rm,n)
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und F : I× Rm,n → Rm,n.
Weiterhin ist dann I ∈ C1(D,Rp,q) mit D ⊆ Rm,n offen ein p ·q-dimensionales erstes


















Wir interessieren uns im weiteren Verlauf insbesondere für quadratische erste Inte-
grale, d.h. für erste Integrale der Form
I(x) = xTCx








(C + CT )
]
x
können wir C ohne Einschränkungen symmetrisch wählen.
Lemma 2.24.
Gegeben sei das Hamiltonsystem x˙ = J−1∇H(t, x) mit H ∈ C2(I × R2k,R) sowie
die zugehörige Variationsgleichung W˙ = J−1∆H(t, x)W mit ∆H(t, x) symmetrisch.
Dann ist I[W ] := W TJW ein quadratisches erstes Integral der Variationsgleichung.
Insbesondere ist I[W0] = J , wobei W0 := W (t0, t0).


















I[W ] = W˙ TJW +W TJW˙ =
= W T∆H(t, x)J−TJW +W TJJ−1∆H(t, x)W =
= −W T∆H(t, x)W +W T∆H(t, x)W = 0,
d.h. I[W ] ist konstant.
Einsetzen von W0 = W (t0, t0) = I liefert I[W ] := W TJW = J. 
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Wir interessieren uns insbesondere für eine bestimmte Klasse von Runge-Kutta-
Verfahren, den Kollokationsverfahren.
Definition 2.25.
Ein Verfahren der Form
kj = f
(





, j = 1, ..., s,




zur numerischen Lösung des Anfangswertproblems x˙ = f(t, x), x(t0) = x0, wobei







Alle Runge-Kutta-Verfahren können, evtl. unter Verwendung des Satzes über im-
plizite Funktionen (siehe [1]), in der Form
xi+1 = xi + hΦ(ti, xi, h)
mit einer glatten Inkrementfunktion Φ und hinreichend kleinem h geschrieben wer-
den.
Weiterhin können wir das RKV schreiben in der Form
xi+1 =: Φh(xi) = xi + hΦ(ti, xi, h).
Das Runge-Kutta-Verfahren hat für die Variationsgleichung
∂
∂t



















































Multiplizieren wir das Runge-Kutta-Verfahren der Variationsgleichung von rechts
mitW−1i und vergleichen dies mit den gerade gebildeten Ableitungen, dann erhalten











Damit ist ∂∂xΦh symplektisch, falls Wi symplektisch ist.
Erhält nun das gegebene Runge-Kutta-Verfahren quadratische Invariante, so istWi
wegen W0 = W (t0, t0) = I und I[W0] = J symplektisch. Damit sind alle Runge-
Kutta-Verfahren, die quadratische Invariante erhalten, angewandt auf Hamiltonsche
Systeme symplektisch.
Sei Ps die Menge der Polynome vom Grad kleiner gleich s, wobei s ∈ N.
Definition 2.27.
Ein Verfahren der Form
xi+1 = u(ti+1)
zur numerischen Berechnung des AWP x˙ = f(t, x), x(t0) = x0, wobei das Kolloka-
tionspolynom u ∈ Ps, s ∈ N, definiert ist durch
u(ti) = xi,
u˙(ti + cjh) = f(ti + cjh, u(ti + cjh)), j = 1, ..., s
mit paarweise verschiedenen cj ∈ R, j = 1, ..., s heißt Kollokationsverfahren.
Satz 2.28.
Die sogenannten Gauß-Verfahren, d.h. die Kollokationsverfahren basierend auf den
Gauß-Knoten, erhalten quadratische Invariante.
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Beweis. Sei u das Kollokationspolynom des Gauß-Verfahren mit s Stufen. Ausge-




sowie u(ti) = xi und u(ti+1) = xi+1




Dabei gilt uTCu˙ ∈ P2s−1. Da die Gauß-Quadratur für solche Polynome exakt ist,
ergibt sich





Mit den Kollokationsbedingungen bedeutet das




TCf(u(ti + cjh)) = 0





Ein durch Φh beschriebenes Einschrittverfahren heißt symmetrisch, falls Φ−1−h = Φh
für hinreichend kleines h gilt.
Wir wollen im Folgenden den Zusammenhang zwischen symmetrischen und sym-
plektischen Verfahren diskutieren. Im autonomen Fall sind diese beiden Eigenschaf-
ten für quadratische Hamiltonfunktionen äquivalent. Jedoch gilt dies nicht im all-
gemeinen Fall quadratischer Hamiltonfunktionen, wie ein einfaches Gegenbeispiel
zeigen wird.
Betrachten wir einen Schritt des s-stufigen Runge-Kutta-Verfahrens wie in Definiti-




1 + hλbT (I − hλA)−1e]x0





A = (aij)i,j=1,...,s, b = (bi)i=1,...,s
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wie in Definition 2.25.
In [33] wurde gezeigt, dass die sogenannte skalare Stabilitätsfunktion
R(z) = 1 + zbT (I − zA)−1e
die Darstellung R(z) = P (z)Q(z) mit Polynomen
P (z) = det(I − zA+ zebT ), Q(z) = det(I − zA)
besitzt. Bezeichne adj(I − zA) die Adjunkte der Matrix I − zA. Dann können wir
das Polynom P wegen
(I − zA)−1 = 1
det(I − zA)adj(I − zA)
(vgl. [34]) auch in der Form
P (z) = det(I − zA) + zbT adj(I − zA)e
schreiben. Im weiteren Verlauf wollen wir diese Darstellung nutzen.
Analog zur skalaren Definition benötigen wir eine matrixwertige Stabilitätsfunkti-
on.
Gegeben sei die quadratische Hamiltonfunktion H ∈ C2(I × Rn,R), n gerade, ge-
mäß H(x) = 12xTCx mit einer symmetrischen Matrix C ∈ Rn,n. Das zugehörige
Anfangswertproblem hat die Form
x˙ = J−1Cx, x(t0) = x0.
Wir wenden ein s-stufiges Runge-Kutta-Verfahren auf die Testgleichung
x˙ = Lx, L ∈ Rn,n
an und betrachten einen Schritt des Verfahrens mit
kj = L(x0 + h
s∑
l=1
ajlkl), j = 1, ..., s,










 = (e⊗ Lx0) + h(A⊗ L)k
⇔ k = (I ⊗ I −A⊗ hL)−1(e⊗ Lx0).
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Durch Einsetzen erhalten wir somit das Verfahren in der Form
x1 = x0 + h
s∑
j=1
bjkj = x0 + h(b
T ⊗ I)(I ⊗ I −A⊗ hL)−1(e⊗ Lx0) =
=
[
I + (bT ⊗ I)(I ⊗ I −A⊗ hL)−1(e⊗ hL)]x0.
Wir setzen
R(z) = I + (bT ⊗ I)(I ⊗ I −A⊗ z)−1(e⊗ z) mit z = hL.
Die Funktion R(z) nennen wir matrixwertige Stabilitätsfunktion.
Satz 2.30.
Für die so definierte matrixwertige Stabilitätsfunktion gilt die Darstellung
R(hL) = Q(hL)−1P (hL) = P (hL)Q(hL)−1
mit Matrixpolynomen Q und P sowie der inversen Matrix Q(hL)−1.
Satz 2.31.
Für Runge-Kutta-Verfahren sind die folgenden Aussagen äquivalent
(i) Das Verfahren ist symmetrisch für x˙ = Lx, ∀L ∈ Rn,n, ∀n ∈ N.
(ii) Die Stabilitätsfunktion genügt R(−z)R(z) = 1 für alle komplexen Zahlen z.
Mit Hilfe der Darstellung für die matrixwertige Stabilitätsfunktion R wie in Satz
2.30 können wir nun den folgenden Satz analog zu [32] (vgl. Theorem 4.9) angeben.
Satz 2.32.
Sei C ∈ Rn,n symmetrisch.
Für Runge-Kutta-Verfahren sind die folgenden Aussagen äquivalent
(i) Das Verfahren ist symmetrisch für x˙ = J−1Cx.
(ii) Das Verfahren ist symplektisch für x˙ = J−1Cx.
Für die Beweise der Sätze 2.30, 2.31 und 2.32 verweisen wir auf [32].
Für autonome quadratische Hamiltonfunktionen H(x) = 12xTCx, wobei C symme-
trisch ist, wissen wir also, dass für Runge-Kutta-Verfahren gilt:
symmetrisch ⇔ symplektisch.












, t ≥ 0,
und der zugehörigen punktweise hamiltonschen Matrixfunktion H(t) = J−1C(t).
Die Diskretisierung des AWP
x˙ = H(t)x, x(t0) = x0 ∈ R2
mit der impliziten Trapezregel führt auf
















mit H0 := H(t0) und H1 := H(t1) sowie t1 = t0 + h und 0 < h  2 hinreichend
















































































































2.2 Grundbegriffe der DAEs
Im Folgenden benutzen wir die Notationen und Definitionen aus [35].
Wir betrachten die Differential-algebraische Gleichung
E(t)x˙ = A(t)x+ h(t)
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mit den hinreichend glatten matrixwertigen Funktionen E ,A : I → Rn,n und der
hinreichend glatten vektorwertigen Funktion h : I→ Rn.
Dazu kommt eventuell noch eine Anfangsbedingung
x(t0) = x0, t0 ∈ I, x0 ∈ D ⊆ Rn offen.
Definition 2.34.
Entsprechend [35] definieren wir:
(1) Eine Funktion x ∈ C1(I,Rn) heißt Lösung von E(t)x˙ = A(t)x + h(t), wenn
sie diese Gleichung punktweise erfüllt, d.h.
E(t)x˙(t) = A(t)x(t) + h(t) ∀t ∈ I.
(2) Sie heißt Lösung des Anfangswertproblems
E(t)x˙ = A(t)x+ h(t), x(t0) = x0,
wenn sie zusätzlich x(t0) = x0 erfüllt.
(3) Eine Anfangsbedingung x(t0) = x0 heißt konsistent bezüglich der DAE
E(t)x˙(t) = A(t)x(t) + h(t),
wenn das zugehörige Anfangswertproblem lösbar ist, d.h. mindestens eine Lö-
sung besitzt.
Weiterhin betrachten wir die durch sukzessives Differenzieren von
E(t)x˙ = A(t)x+ h(t)
entstehende aufgeblähte DAE
























= 0 für i < 0 oder




Das Paar (E ,A) von Matrixfunktionen sei hinreichend glatt mit zugehörigen aufge-
blähten Paaren (Ml, Nl). Es gibt ganze Zahlen µ, a und d mit folgenden Eigenschaf-
ten:
(1) Für alle t ∈ I gilt RangMµ(t) = (µ+1)n−a, so dass es eine glatte Matrixfunk-
tion Z2 der Größe ((µ+ 1)n, a) gibt mit vollem Spaltenrang und ZT2 Mµ = 0.
(2) Für alle t ∈ I gilt Rang A2(t) = a mit Aˆ2 = ZT2 Nµ
[
In 0 ... 0
]T
, so dass
es eine glatte Matrixfunktion T2 der Größe (n, d), d = n − a, gibt mit vollem
Spaltenrang und Aˆ2T2 = 0.
(3) Für alle t ∈ I gilt Rang E(t)T2(t) = d, so dass es eine glatte Matrixfunktion
Z1 der Größe (n, d) gibt mit vollem Spaltenrang und Rang E1T2 = d und
E1 = ZT1 E.
Definition 2.36.
Die kleinste natürliche Zahl µ, welche Hypothese 2.35 erfüllt, heißt Strangeness-
Index. Erfüllt eine DAE Hypothese 2.35 mit µ = 0, so bezeichnen wir die DAE als
strangenessfrei.
Hypothese 2.35 definiert durch
















Eˆ1 = ZT1 E , Aˆ2 = ZT1 A, hˆ1 = ZT1 h,
Aˆ2 = ZT2 Nµ
[
In 0 ... 0
]T
, hˆ2 = Z
T
2 gµ
die sogenannte reduzierte DAE
Eˆ(t)x˙ = Aˆ(t)x+ hˆ(t).
Diese DAE ist strangenessfrei, erfüllt Hypothese 2.35 also mit µ = 0.
Bemerkung 2.37.









(b) Die Lösungsmengen von E x˙ = Ax+ h und Eˆ x˙ = Aˆx+ hˆ sind identisch.
(c) x0 ∈ Rn ist genau dann konsistent zum Zeitpunkt t = t0 ∈ I, wenn
Aˆ2(t0)x0 + hˆ2(t0) = 0
ist.
(d) Jedes AWP mit konsistentem Anfangswert hat eine eindeutige Lösung
x ∈ C1(I,Rn).
Da das Gram-Schmidtsche Orthonormalisierungsverfahren ein glatter Prozeß ist,
können wir die Spalten von T2(t0) ∈ Rn,d als Orthonormalbasis von Kern Aˆ2(t0)
wählen. Dies gilt ebenso für die Spalten von Z1(t0) und Z2(t0).
Definition 2.38.
Zwei Paare (Ei,Ai), Ei,Ai ∈ C(I,Rn,n), i = 1, 2 von Matrixfunktionen heißen
(global) äquivalnet, wenn es Matrixfunktionen P ∈ C(I,Rn,n) und Q ∈ C1(I,Rn,n)
gibt mit
E2 = PE1Q, A2 = PA1Q− PE1Q˙
als Gleichheit von Funktionen.
Lemma 2.39.
Es gilt
(a) Die in Definition 2.38 eingeführte Relation ist eine Äquivalenzrelation.
(b) Der Strangeness-Index ist invariant unter globalen Äquivalenztransformatio-
nen.
Für den Beweis des Lemma verweisen wir auf [35].
Bemerkung 2.40.
Ausgehend von einem gegebenen Paar von Matrixfunktionen (E ,A) mit der zu-
gehörigen DAE E x˙ = Ax + h bewirkt eine Äquivalenztransformation der Form
(PEQ,PAQ− PEQ˙) eine Skalierung der DAE gemäß
PEQy˙ = PAQy − PEQ˙y + Ph




Für das Matrixpaar (Eˆ , Aˆ) der reduzierten DAE, wie oben definiert, existieren













Beweis. Wir geben 3 Äquivalenztransformationen an, deren Kompositionen die ge-
suchten Matrixfunktionen P,Q bilden.
(1) Nach Voraussetzungen ist Rang Eˆ(t) = d für alle t ∈ I. Also existieren









:= P1AˆQ1 − P1EˆQ˙1.
(2) Der Strangeness-Index µ = 0 bleibt unter Äquivalenztransformationen erhal-
ten, also ist A22 ∈ C(I,Ra,a) punktweise nichtsingulär.















mit A˜21 := A−122 A21. Wir schreiben dafür wieder A21.





















wobei Aˆ11 := A11 −A12A21 ∈ C(I,Rd,d).
Wir erhalten also P := P3P2P1 und Q := Q1Q3, wobei Q die Variablentransforma-
tion y = Q−1x bewirkt. 
Für die Transformationen in Kaptiel 3 benötigen wir noch die folgenden Resultate




Sei E ∈ C l(I,Rm,n), l ∈ N0∪{∞}, mit Rang E(t) = r für alle t ∈ I. Dann existieren







mit der punktweise nichtsingulären Matrixfunktion Σ ∈ C l(I,Rr,r).
Satz 2.43.
Sei E ∈ C l(I,Rn,n), l ∈ N0∪{∞}, schiefsymmetrisch mit konstantem Rang E(t) = r
für alle t ∈ I. Dann existiert eine punktweise orthogonale Matrixfunktion U ∈






mit punktweise nichtsingulärem und schiefsymmetrischem ∆ ∈ C l(I,Rr,r).
2.3 Zugrunde liegender Fluß einer DAE
Als Ausgangspunkt betrachten wir ohne Einschränkung der Allgemeinheit das re-
duzierte Paar von Matrixfunktionen (vgl. Abschnitt 2.2)










zusammen mit der zugehörigen homogenen DAE Eˆ x˙ = Aˆx und dem konsistenten
Anfangswert x(t0) = x0.
Definition 2.44.
Gegeben ist das homogene Anfangswertproblem
Eˆ x˙ = Aˆx, x(t0) = x0
mit dem reduzierten Paar von Matrixfunktionen (Eˆ , Aˆ). Wir setzen
M(t) = {x ∈ Rn : Aˆ2(t)x = 0} = Kern Aˆ2(t)
sowie die Menge der konsistenten Anfangswerte
M0 = {x ∈ Rn : Aˆ2(t0)x = 0}.
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Da die Matrixfunktion Aˆ2 ∈ C(I,Ra,n) den punktweise vollen Spaltenrang a
besitzt, gilt für die Dimension von M(t)
dim M(t) = dim Kern Aˆ2(t) = n− a = d.
Hypothese 2.35 liefert uns eine Matrixfunktion T2 ∈ C1(I,Rn,d) mit der Eigen-
schaft Aˆ2T2 = 0. Dabei wählen wir die Spalten von T2 orthogonal. Wir ergänzen





















mit v ∈ C1(I,Rd) und v′ ∈ C1(I,Ra). Aus der Orthogonalität von T folgt
















Wir suchen nun eine hinreichend glatte Matrixfunktion X(t, t0) mit
EˆX˙ = AˆX, X(t0, t0) = T2(t0).
Einsetzen der Variablentransformation x(t) = T2(t)v(t) + T ′2(t)v′(t) in die Konsis-
tenzbedingung 0 = Aˆ2(t)x liefert zunächst
0 = Aˆ2T2︸ ︷︷ ︸
=0
v + Aˆ2T ′2v′
mit der punktweise nichtsingulären Matrixfunktion Aˆ2T ′2. Daher gilt v′ = 0 sowie
Eˆ1T2v˙ = (Aˆ1T2 − Eˆ1T˙2)v.
Wir bemerken, dass die Matrixfunktion Eˆ1T2 ∈ C(I,Rd,d) den konstanten Rang d
besitzt und somit punktweise nichtsingulär ist (vgl. Hypothese 2.35). Die resultie-
rende ODE können wir in der Form v˙ = Hv mit der Matrixfunktion
H = (Eˆ1T2)−1(Aˆ1T2 − Eˆ1T˙2)
schreiben. Der zugehörige Anfangswert ist gegeben durch v(t0) = T T2 (t0)x0 = v0.
Gemäß Kapitel 2.1.1 können wir die Lösung des homogenen AWP darstellen in der




Wir nennen die aus der oben beschriebenen Variablentransformation resultierende
ODE v˙ = Hv eine der DAE Eˆ x˙ = Aˆx zugrunde liegende ODE.
Definieren wir X(t, t0) := T2(t)W (t, t0), dann ist X(t, t0) Lösung des AWP
EˆX˙ = AˆX, X(t0, t0) = T2(t0),
denn X(t0, t0) = T2(t0)W (t0, t0) = T2(t0) und














































































Dabei haben wir die Argumente der Matrixfunktionen zur Vereinfachung der No-
tation weggelassen.
Lemma 2.46.
Die Matrixfunktion X(t, t0) besitzt die Übertragungseigenschaft
X(t3, t1) = X(t3, t2)T
T
2 (t2)X(t2, t1) für t1, t2, t3 ∈ I,
und T T2 (t2)X(t2, t1) ∈ Rd,d ist invertierbar mit
(T T2 (t2)X(t2, t1))
−1 = T T2 (t1)X(t1, t2).
Beweis. Direktes Nachrechnen liefert uns sowohl
X(t3, t2)T
T
2 (t2)X(t2, t1) = T2(t3)W (t3, t2)T
T
2 (t2)T2(t2)W (t2, t1) =
= T2(t3)W (t3, t1) = X(t3, t1)
als auch (
T T2 (t2)X(t2, t1)
)
T T2 (t1)X(t1, t2) =
=T T2 (t2)T2(t2)W (t2, t1)T
T
2 (t1)T2(t1)W (t1, t2) =





Als Fluß des homogenen Anfangswertproblems
Eˆ x˙ = Aˆx, x(t0) = x0
definieren wir die Abbildung, die jedem Punkt x0 ∈ M0 den Wert x(t) ∈ M(t) der
Lösung mit dem Anfangswert x(t0) = x0 zuordnet. Diese Abbildung bezeichnen wir
mit ϕˆtt0 gemäß
ϕˆtt0(x0) = T2(t)W (t, t0)T
T
2 (t0)x0.
Wir können die Lösung der reduzierten DAE in den neuen Variablen v und v′













Mit Hilfe der Rücktransformation können wir die Lösung bezüglich x darstellen
x(t) = T (t)
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Die Abbildung ϕt0t : v0 → v(t) definiert durch
v0
T2(t0)−→ x0 Wˆ (t,t0)−→ x(t) T
T
2 (t)−→ v(t)
bzw. in der Form ϕt0t (v0) = T T2 (t)Wˆ (t, t0)T2(t0)v0 heißt Fluß der zugrunde liegenden
ODE des reduzierten homogenen AWP Eˆ x˙ = Aˆx mit x(t0) = x0, wobei
Wˆ (t, t0) := T (t)
[























zugrunde liegenden Fluß, welcher symplektisch ist, mit Hilfe von glatten Transfor-
mationen zu extrahieren. Dabei stellt sich die Frage, welche Klasse von Transfor-
mationen wir dabei zulassen.
Ausgehend von einem strangenessfreien Paar von Matrixfunktionen haben wir im
Beweis von Lemma 2.41 mit Hilfe von Äquivalenztransformationen ein zugrunde lie-
gendes ODE-System extrahiert. Im Allgemeinen jedoch erhalten Äquivalenztrans-
formationen die Selbstadjungiertheit nicht.
Lemma 3.1.
Wenden wir auf das selbstadjungierte Paar von Matrixfunktionen (E ,A) eine Kon-
gruenztransformation mit einer punktweise nichtsingulären Matrixfunktion Q ∈
C1(I,R) an, dann ist das Paar von Matrixfunktionen
(E˜ , A˜) = (QTEQ,QTAQ−QTEQ˙)
wieder selbstadjungiert.
Zum Beweis verweisen wir auf [41].
Um also die Selbstadjungiertheit zu erhalten, schränken wir die Klasse der zulässi-
gen Transformationen zunächst auf Kongruenztransformationen ein.
Da die Zustandsvektorfunktion x ∈ C1(I,Rp) eine physikalische Bedeutung trägt,
sollen die mit der Kongruenztransformation einhergehenden Variablentransforma-
tionen ausschließlich orthogonal in x sein. Unser Ziel ist es daher, zunächst orthogo-
nale Kongruenztransformationen anzuwenden, um ein der DAE zugrunde liegendes
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ODE-System zu extrahieren. Dieses ODE-System ist im Allgemeinen nicht hamil-
tonsch und hat damit keinen symplektischen Fluß bezüglich der orthogonal trans-
formierten differentiellen Variablen.
Da die Lagrange-Multiplikatorfunktion λ ∈ C1(I,Rp) als Hilfsvariable dient, lassen
wir bezüglicher dieser Variable auch Transformationen zu, welche nicht notwendig
orthogonal sind.
Definition 3.2.
Sei ϕt ein einer strangenessfreien DAE zugrunde liegender Fluß, welchen wir er-
halten, indem wir ausschließlich Transformationen der zuvor beschriebenen Klasse
anwenden. Wir nennen dann ϕt einen der selbstadjungierten linearen DAE zugrunde
liegenden symplektischen Fluß, falls ϕt eine symplektische Abbildung ist.
Falls nun die DAE (1.1) nicht strangenessfrei ist, muss eine wie in Abschnitt 2
beschriebene Indexreduktion durchgeführt werden. Ausgehend von einem allgemein
selbstadjungierten Paar von Matrixfunktionen (E ,A) ist das zugehörige reduzierte
Paar von Matrixfunktionen (Eˆ , Aˆ) im Allgemeinen nicht selbstadjungiert.
Die Idee besteht nun darin, eine strukturierte Indexreduktion für (1.1) durchzufüh-
ren, welche der Klasse der zugelassenen Transformationen entspricht.
Darüber hinaus soll die Klasse der zugelassenen Transformationen, ausgehend vom
strukturierten Fall (1.1), als Motivation für die Transformationen angewandt auf
ein allgemein selbstadjungiertes Paar von Matrixfunktionen (E ,A) dienen. Auch
wenn die Variablen der zugehörigen DAE im Allgemeinen keine physikalische Be-
deutung tragen, wollen wir versuchen, weitesgehend orthogonale Transformationen
anzuwenden.
Wir extrahieren also zunächst ein zugrunde liegendes ODE-System gerader Dimen-
sion mit Hilfe orthogonaler Kongruenztransformationen. Danach teilen wir die dif-
ferentiellen Variablen in zwei Variablen gleicher Dimension und lassen für eine der
beiden Teile nichtorthogonale Transformationen zu, um einen zugrunde liegendes
Hamiltonsystem zu erhalten.
In den nachfolgenden Unterabschnitten wollen wir nun detailliert die Klasse der zu-
gelassenen Transformationen diskutieren. Wir betrachten zunächst den strukturier-
ten Fall (1.1) mit Strangeness-Index µ = 0. Anschließend übertragen wir die Klasse
der zugelassenen Transformationen auf den allgemein selbstadjungierten Fall mit
Strangeness-Index µ = 0. Danach betrachten wir allgemein selbstadjungierte DAEs
von höherem Index. Abschließend diskutieren wir eine strukturierte Indexreduktion
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für strukturierte DAEs der Form (1.1) mit µ = 2 und skalarem R für konstante
Koeffizienten.
3.1 Strukturierte DAEs der optimalen Steuerung mit
Strangeness-Index µ = 0
















Wir nehmen an, dass die DAE strangenessfrei ist, d.h. Hypothese 2.35 ist mit µ = 0
erfüllt.
3.1.1 E punktweise nichtsingulär
Sei zunächst die Matrixfunktion E als punktweise nichtsingulär vorausgesetzt. We-
gen µ = 0 ist damit auch die Matrixfunktion R punktweise nichtsingulär. Für E
punktweise nichtsingulär entspricht die Nebenbedingung Ex˙ = Ax + Bu + f des
linear-quadratischen Steuerungsproblems einer ODE. Im Folgenden verzichten wir
auf das Mitführen des Arguments t.







Mit Hilfe dieser Transformation erhalten wir die neue Variable y := ETλ sowie die




















Wir definieren eine weitere Variablentransformation V2. Diese beschreibt das Um-
stellen und Einsetzen der algebraischen Bedingung in die Differentialgleichung
V2 :=
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−1BR−1BTE−T E−1(A−BR−1ST ) 0




































Wir multiplizieren von links mit JT und erhalten zusammen mit der symmetrischen
























in y und x, wobei H := JTC punktweise hamiltonsch ist.
3.1.2 E hat konstanten Rang
Wir nehmen an, dass die Matrixfunktion E ∈ C1(I,Rp,p) den punktweisen Rang
r besitzt. Nach Satz 2.42 existieren nun punktweise orthogonale Matrixfunktionen












Zudem ist die Matrixfunktion R1 ∈ C1(I,Rr,r) punktweise nichtsingulär.
Somit definieren wir mittels dieser Zerlegung die punktweise orthogonale Transfor-
mation
U :=
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Die zugehörige Kongruenztransformation angewandt auf die obige selbstadjungierte
DAE liefert uns die neuen selbstadjungierte DAE

0 0 R1 0 0
0 0 0 0 0
−RT1 0 0 0 0
0 0 0 0 0












0 0 A11 A12 B1
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ET )Q+QTET Q˙ =
= (QTAQˆ−QTE ˙ˆQ)T + ˙ˆQTETQ+ QˆT d
dt
ETQ+ QˆTET Q˙ =





















Eine weitere orthogonale Transformationsmatrix, gegeben durch einen Blockzeilen-
bzw. Blockspaltentausch liefert uns das umgeordnete System

0 R1 0 0 0
−RT1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
















































R−T1 0 0 0 0
0 Ir 0 0 0
0 0 Ip−r 0 0
0 0 0 Ip−r 0
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Nach Voraussetzung ist die DAE strangenessfrei und regulär. Damit ist die Matrix-
funktion
A33 :=





punktweise nichtsingulär und wir können die algebraische Bedingung umstelleny2x2
u
 = −A−133










und in die Differentialgleichungen einsetzen. Wir definieren die Blöcke
C11 := −
[
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wobei C punktweise symmetrisch ist. Durch Multiplikation von links mit JT erhal-













mit der punktweise hamiltonschen Matrix H := JTC.
3.2 Allgemein selbstadjungierte DAEs mit
Strangeness-Index µ = 0
Wir betrachten ein allgemein selbstadjungiertes Paar (E ,A) von Matrixfunktionen
und die zugehörige lineare DAE
E z˙ = Az + h,
wobei die Koeffizienten hinreichend glatte Funktionen E ,A : I → Rn,n, h : I → Rn
(n ∈ N) auf einem reellen Zeitintervall I = [a, b] sind. Darüber hinaus erfüllen die
Matrixfunktionen die folgenden Symmetrieeigenschaften
ET = −E und AT = A+ E˙ .
Sei weiterhin das Paar von Matrixfunktionen (E ,A) strangenessfrei.
Wir wollen nun zeigen, dass das selbstadjungierte Paar von Matrixfunktionen (E ,A),
unter der Klasse der zulässigen Transformationen, einen zugrunde liegenden sym-
plektischen Fluß besitzt.
Satz 3.3.
Sei ∆ ∈ C1(I,Rr,r) punktweise nichtsingulär und schiefsymmetrisch. Dann ist r
gerade und wir schreiben r = 2p mit p ∈ N. Dann existiert eine punktweise ortho-







schiefsymmetrisch ist, d.h. es gilt ∆T11 = −∆11 und ∆T12 = −∆21. Weiterhin existiert







schiefsymmetrisch ist, d.h. es gilt ∆ˆT22 = −∆ˆ22 und ∆ˆT12 = −∆ˆ21.
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mit ∆ˆ ∈ C1(I,R2p−1,2p−1), v ∈ C1(I,R2p−1).
Sei P1 die Householder-Transformation mit P1v = αe1, e1 ∈ R2p−1 (vgl. Abschnitt
4.1). Damit erhalten wir zum einen
QT1E =
[








und wegen vTP T = αeT1 zum anderen
QT1EQ1 =
[




Wir streichen nun die erste Spalte sowie die erste Zeile der Matrix P T1 ∆ˆP1 und
erhalten ∆˜ ∈ C1(I,R2p−2,2p−2). Wir wiederholen das eben gezeigte Vorgehen. Durch
(p− 1)-maliges sukzessives Anwenden von Householder-Transformationen erhalten
wir die gesuchte orthogonale Transformation Q = Q1 · ... ·Qp−1 sowie die Aufteilung
von ∆ wie oben gefordert.
Analog dazu lässt sich Qˆ konstruieren. 
Bemerkung 3.4.
Nach Konstruktion ist ∆21 linke obere Dreiecksmatrix. Wegen der Schiefsymmetrie
ist ∆12 ebenfalls linke obere Dreiecksmatrix. Weiterhin sind ∆12 und ∆21 nichtsin-
gulär.
Beispiel 3.5.
Für r = 6 hat ∆ wegen ∆T = −∆ die Form
∆ :=

0 ∗ ∗ ∗ ∗ ~
∗ 0 ∗ ∗ ∗ ∗
∗ ∗ 0 ∗ ∗ ∗
∗ ∗ ∗ 0 ∗ ∗
∗ ∗ ∗ ∗ 0 ∗
~ ∗ ∗ ∗ ∗ 0

Wir erhalten entsprechend dem vorangegangenen Beweis eine orthogonale Matrix
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0 ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ~ 0
∗ ∗ 0 ∗ ∗ 0
∗ ∗ ∗ 0 ∗ 0
∗ ~ ∗ ∗ 0 0
∗ 0 0 0 0 0

.
Wir streichen die erste Zeile und erste Spalte der Blockmatrix und erhalten ent-





0 ∗ ∗ ∗ ∗ ∗
∗ 0 ∗ ∗ ∗ 0
∗ ∗ 0 ∗ 0 0
∗ ∗ ∗ 0 0 0
∗ ∗ 0 0 0 0




Sei ∆ ∈ C1(I,Rr,r) punktweise nichtsingulär und schiefsymmetrisch mit r = 2p und






mit der punktweise nichtsingulären Matrixfunktion ∆12 ∈ C1(I,Rp,p). Dann exis-


















































3 Transformation selbstadjungierter linearer DAEs
Kongruenztransformation
Wir geben nun die fünf Kongruenztransformationen an, die nötig sind, um ein
zugrunde liegendes Hamiltonsystem zu extrahieren.
Dazu setzen wir E0 := E , A0 := A und z0 := z, h0 := h.
Kongruenztransformation 1.
Nach [41] hat die Matrixfunktion E konstanten Rang. Wir setzen Rang E = r.
Gemäß Satz 2.43 existiert nun eine punktweise orthogonale Matrixfunktion U so,
dass






Die punktweise nichtsinguläre Matrixfunktion ∆ ist von der Größe (r, r) und erfüllt
die Eigenschaft ∆T = −∆. Außerdem ist r wegen
det(∆) = det(∆T ) = det(−∆) = (−1)r det(∆)
gerade und wir setzen r := 2p mit p ∈ N.
Die orthogonale Transformation mit U angewandt auf A0 liefert die Aufteilung










Da Kongruenztransformationen die Selbstadjungiertheit erhalten, folgen sofort die
Eigenschaften
(A011)
T = A011, (A
0
12)
T = A021, (A
0
22)
T = A022 + ∆˙22.
Wenden wir die orthogonale Transformation U auf z0 an, so erhalten wir die neuen
gedrehten Variablen






wobei z11 ∈ Rr, z12 ∈ Rn−r.
Analog dazu erhalten wir für h1 die folgende Aufteilung





mit h11 ∈ Rr, h12 ∈ Rn−r.
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Kongruenztransformation 2.
Nach Satz 3.3 existiert eine punktweise orthogonale Matrixfunktion Q so, dass wir



















 0 ∆12 0∆21 ∆22 0
0 0 0
 .























































Da die Selbstadjungiertheit erhalten bleibt, folgt unmittelbar
(A211)
T = A211, (A
2
12)
T = A221 + ∆˙21, (A
2
21)
T = A212 + ∆˙12,
(A213)
T = A231, (A
2
22)
T = A222 + ∆˙22, (A
2
23)




















mit z21 , z22 ∈ Rp und z23 = z12 ∈ Rn−r.
















mit h21, h22 ∈ Rp und h23 = h12 ∈ Rn−r.
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Lemma 3.7.
Die Matrixfunktion A233 ∈ C(I,Rn−r,n−r) ist punktweise nichtsingulär.
Beweis. Da der Strangeness-Index unter Kongruenztransformationen invariant ist,
erfüllt das Paar von Matrixfunktionen (E2,A2) die Hypothese ebenfalls mit µ =






















 0 ∆12 0∆21 ∆22 0
−A231 −A232 −A233

Gemäß den Eigenschaften einer reduzierten DAE (vgl. Bemerkung in 2.2) ist diese
Matrixfunktion punktweise nichtsingulär. Insbesondere ist dann A233 punktweise
nichtsingulär. Damit folgt sofort die Behauptung. 
Kongruenztransformation 3.





































 0 ∆12 0∆21 0 0
0 0 0
 .



























































































































3 Transformation selbstadjungierter linearer DAEs
Eine leichte, aber schreibintensive Rechnung liefert (A322)T = A322. Ebenfalls unter
Verwendung der Identitäten aus Schritt 2 erhalten wir leicht alle anderen Beziehun-
gen für den Nachweis der Selbstadjungiertheit, nämlich
(A311)
T = A311, (A
3
12)





T = A312 + ∆˙12, (A
3
23)



































nur eine Transformation für die erste Komponente z31 .


























nur eine Transformation auf h22.
Kongruenztransformation 4.
































 0 Ip 0−Ip 0 0
0 0 0
 .
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mit
A411 = −∆−112 A311∆−121 , A412 = ∆−112 A312, A413 = ∆−112 A313,
A421 = −A321∆−121 + ∆21∆˙−121 , A422 = A322, A423 = A323,
A431 = −A331∆−121 , A432 = A332, A433 = A333.
Damit gilt sogar (A4)T = A4. Die Eigenschaft (A421)T = A412 gilt wegen
(A421)
























21 ∆22 = A
4
12.
Die übrigen Beziehungen für den Symmetrienachweis ergeben sich analog aus den
Beziehungen, welche wir in Schritt 2 und 3 erhalten haben.


























ebenfalls nur eine Transformation auf der ersten Komponente z41 .
Bemerkung 3.8.
In Anbetracht der Motivation der ursprünglich betrachteten selbstadjungierten DAE,
welche aus dem vorliegenden optimalen Steuerungsproblem resultiert, haben wir
darauf geachtet, dass die Variablentransformationen die zweite Komponente inva-
riant lassen. Damit wirken auf die zweite Komponente lediglich orthogonale Trans-
formationen.





























ebenfalls nur eine Transformation auf der ersten Komponente z41 .
Kongruenztransformation 5.
Wegen A433 = A333 = A233 und der Invertierbarkeit von A233 können wir nun mit Hilfe
der Inversen (A433)−1 die letzte Kongruenztransformation definieren. Eine weitere
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Variablentransformation, welche nur auf z43 wirkt, wird durch die Kongruenztrans-
formation mit
V3 :=
 Ip 0 00 Ip 0
−(A433)−1A431 −(A433)−1A432 In−r

realisiert. Dabei bilden die ersten beiden Blockspalten eine Basis des Kerns der
letzten Blockzeile von A4. Die Matrixfunktion E4 bleibt dabei unverändert und wir




11 −A413(A433)−1A431 A412 −A413(A433)−1A432 0
A421 −A423(A433)−1A431 A422 −A423(A433)−1A432 0
0 0 A433
 .





































A411 −A413(A433)−1A431 A412 −A413(A433)−1A432















und fassen die Variablen z51 , z52 zu z1,2 zusammen. Aus (A5)T = A5 folgt sofort





























z1,2 = Cz1,2 + c
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von links mit der Inversen JT und erhalten mit H := JTC das Hamiltonsystem
d
dt
z1,2 = Hz1,2 + J
T c.
Diese Differentialgleichung mit der punktweise hamiltonschen Matrixfunktion H ist
ein der DAE zugrunde liegendes Hamiltonsche System bezüglich der Variable z1,2.
Die letzte Kongruenztransformation entspricht dem Umstellen der algebraischen
Variablen und dem anschließenden Einsetzen in die Differentialgleichungen.
3.3 Selbstadjungierte DAEs von höherem Index
In diesem Abschnitt betrachten wir das selbstadjungierte Paar von Matrixfunktio-
nen (E ,A) und die zugehörige DAE E z˙ = Az + h mit
E ,A : I→ Rn,n, h, z : I→ Rn
auf dem abgeschlossenen Intervall I := [t0, T ].
Wir nehmen an, dass die obige DAE einen wohldefinierten Strangeness-Index und
einen zugrunde liegenden Fluß mit d = 2p ≤ n Differentialgleichungen besitzt,
welcher symplektisch ist.
Für den weiteren Verlauf benötigen wir die folgende Aussage aus [41]:
Satz 3.9.
Wir betrachten ein selbstadjungiertes Paar (E ,A) von hinreichend glatten Matrix-
funktionen E ,A ∈ C0(I,Rn,n) und ein zugehöriges DAE-System der Form E z˙ =
Az+h. Wir nehmen an, dass dieses zugehörige DAE-System einen wohldefinierten
Strangeness-Index und einen zugrunde liegenden symplektischen Fluß mit d = 2p
zugehörigen Differentialgleichungen besitzt. Dann existiert eine punktweise nicht-
singuläre Matrixfunktion L ∈ C1(I,Rn,n) derart, dass
E˜ = LTEL =
 0 E12 0−ET12 E22 0
0 0 E33
 , A˜ = LTAL− LTEL˙ =
0 −E˙12 00 A22 A23
0 A32 A33

mit E12 punktweise nichtsingulär und
h˜ = LTh =
h˜1h˜2
h˜3
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berechnet werden kann. Weiterhin hat dann
E33 ˙˜z3 = A32z˜2 +A33z˜3 + h˜3
eine eindeutige Lösung für z˜3 für jede hinreichend glatte Inhomogenität h˜3 und
gegebenen z˜2.
Da zum Paar von Matrixfunktionen (E˜ , A˜) gehörige DAE-System ist dann gege-
ben durch
E12 ˙˜z2 + E˙12z˜2 = d
dt
(E12z˜2) = h˜1,
−ET12 ˙˜z1 + E22 ˙˜z2 = A22z˜2 +A23z˜3 + h˜2,
E33 ˙˜z3 = A32z˜2 +A33z˜3 + h˜3.
Die zugehörigen Matrixfunktionen sind vom Format
E12, E22,A22 : I→ Rp,p, E33,A33 : I→ Rl,l
A23 : I→ Rp,l, A32 : I→ Rl,p
mit l = n− 2p.
Damit können wir z˜2 direkt aus der ersten Gleichung berechnen. Weiterhin hat die
dritte Gleichung eine eindeutige Lösung z˜3 für jede hinreichend glatte Inhomogeni-
tät h˜3 und gegeben z˜2. Das bedeutet, dass die DAE
E33 ˙˜z3 = A33z˜3 + h¯3,
wobei h¯3 = h˜3 +A32z˜2 die Hypothese mit dˆ = 0 und aˆ = l erfüllt.
Sei nun (Mˆµ, Nˆµ) das Paar von Ableitungsfeldern zum Paar von Matrixfunktionen
(E33,A33) mit E33,A33 : I → Rl,l. Dann existiert eine Matrixfunktion Zˆ2 : I →
R(µ+1)l,aˆ so, dass ZˆT2 Mˆµ = 0 und Aˆ2 = ZˆT2 Nˆµ
[




Sei weiter (M˜µ, N˜µ) das Paar von Ableitungsfeldern zum Paar von Matrixfunktio-
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nen (E˜ , A˜). Mit Hilfe der Permutationsmatrix Π ∈ R(µ+1)n,(µ+1)n gemäß
Π =

I2p 0 ... 0 0 0 0 ... 0
0 0 Il 0 ... 0
0 I2p 0 0
...
0 0 0 Il
...







0 0 ... 0 I2p 0 ... 0 0
0 0 ... 0 0 0 ... 0 Il



























Da M11 nach Voraussetzung punktweise nichtsingulär ist (d = 2p), entspricht die
zu dem Matrixpaar (M11, N11) gehörige DAE einer ODE. Das Paar (M21, N21)











0 −A32 0 0
0 −2A˙32 0 −A32 0
...
. . . 0 0





0 A32 0 ... 0
0 A˙32 0 ... 0
0
... 0 ... 0
0 A(µ)32 0 ... 0
 .
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gehörenden Ableitungsfelder und sind gegeben durch
M12 =















0 0 ... 0
A23 0 ... 0
0 0 ... 0




0 0 ... 0
A(µ)23 0 ... 0

.
Da E12 punktweise nichtsingulär ist, existiert eine nichtsinguläre Matrixfunktion G :
I → R(µ+1)n,(µ+1)n, welche von links multipliziert die Spalten von M21 eliminiert.








0 0 0 0 0 0 ... 0 0
G1 0 0 0 0 0
...
...
G2 0 G1 0 0 0
G3 0 G2 0 G1 0









. . . 0 0
Gµ 0 Gµ−1 0 Gµ−2 0 ... G1 0

.
Dabei erhalten wir die Matrixfunktionen Gi ∈ C(I,Rl,p) für i = 1, ..., µ durch
sukzessives Eliminieren in den Spalten von M21.
Lemma 3.10.
Für die Matrixfunktionen G21,M12 und N12 gelten die beiden Identitäten
G21M12 = 0, G21N12 = 0.
Beweis. Der Nachweis der beiden Identitäten erfolgt durch einfaches Nachrechnen
unter Verwendung der obigen Darstellungen. 
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∗ 0 ∗ 0 ... ∗ 0 0 0 ZˆT20 ZˆT21 ZˆT22
]
,




















I2p 0 ... 0 ... ... 0





0 ∗ ZˆT2 Nˆµ
[













um der Bedingung A¯2T¯2 = 0 zu genügen. Die Matrixfunktion T¯2 hat zudem vollem
Spaltenrang.
Wir setzen nun Z˜T2 := Z¯T2 ΠT sowie T˜2 = T¯2. Dann ist die Hypothese für das Paar
von Matrixfunktionen (E˜ , A˜) mit d = 2p und den Matrixfunktionen Z˜2, T˜2 erfüllt.
Lemma 3.11.
Sei T˜2 wie oben definiert. Dann ist die Matrixfunktion T˜ T2 E˜ T˜2 schiefsymmetrisch
und punktweise nichtsingulär.
Beweis. Nach Voraussetzung ist die Matrixfunktion E˜ schiefsymmetrisch. Dann ist
die Matrixfunktion T˜ T2 E˜ T˜2 wegen[
T˜ T2 E˜ T˜2
]T
= T˜ T2 E˜T T˜2 = −T˜ T2 E˜ T˜2
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ebenfalls schiefsymmetrisch.
Außerdem gilt









 = [ 0 E12−ET12 ∗
]
.
Aus der Invertierbarkeit von E12 folgt sofort die Behauptung. 
Schließlich definieren wir T2 := LT˜2. Damit können wir aus Lemma 3.10 sofort
schlußfolgern, dass auch die Matrixfunktion T T2 ET2 punktweise nichtsingulär ist.
Zusammengefasst haben wir den folgenden Satz bewiesen:
Satz 3.12.
Es existiert eine Matrixfunktion T2 : I → Rn,d entsprechend der Hypothese derart,
dass die Matrixfunktion T T2 ET2 punktweise nichtsingulär ist.
Bemerkung 3.13.
Nach Satz 3.12 ist die Matrixfunktion E11 = T T2 ET2 schiefsymmetrisch und punkt-
weise nichtsingulär. Darüber hinaus wird deutlich, das T2 die Rolle von Z1 überneh-
men kann, um die dritte Eigenschaft der Hypothese Rang ZT1 ET2 = d zu erfüllen.
Damit können wir ohne Einschränkungen Z1 = T2 wählen.
Wir erhalten aus Hypothese 2.35 die glatten Matrixfunktionen
Z1, T2 : I→ Rn,d, Z2 : I→ R(µ+1)n,a
















E1 = ZT1 E , A1 = ZT1 A, A2 = ZT2 Nµ
[
In 0 ... 0
]T
und h1 = ZT1 h, h2 = ZT2 gµ. Entsprechend Bemerkung 3.13 können wir Z1 = T2
wählen.
Bemerkung 3.14.
Die Transformationen mit Z1 = T2 bzw. Z2 wirken nur von links. Damit bleiben
zwar die Variablen unverändert, die Selbstadjungiertheit jedoch geht dadurch ver-
loren.
51
3 Transformation selbstadjungierter linearer DAEs
Unter Verwendung des Gram-Schmidtschen Orthogonalisierungsverfahren kön-








Ausgehend vom überbestimmten System
E z˙ = Az + h (n Gleichungen)
0 = Aˆ2z + hˆ2 (a Gleichungen)
(vgl. [41]) definieren wir die neue Variable zˆ durch die orthogonale Transformation
z = T zˆ bzw. zˆ = T T z. Durch die Kongruenztransformation mit T erhalten wir
T TET ˙ˆz = T TAT zˆ − T TE T˙ zˆ + T Th
0 = Aˆ2T zˆ + hˆ2.














mit den glatten Matrixfunktionen
E11 = T T2 ET2, E12 = T T2 ET ′2,
−ET12 = T ′T2 ET2, E22 = T ′T2 ET ′2,
A11 = T T2 AT2 − T T2 E T˙2, A12 = T T2 AT ′2 − T T2 E T˙ ′2,
A21 = T ′T2 AT2 − T ′T2 E T˙2, A22 = T ′T2 AT ′2 − T ′T2 E T˙ ′2,
Aˆ22 = Aˆ2T ′2, h3 = hˆ2,
h1 = T
T
2 h, h2 = T
′T
2 h.
Für die Variablentransformation gilt








= T2zˆ1 + T
′
2zˆ2
beziehungsweise zˆ1 = T T2 z und zˆ2 = T ′T2 z.
Nach Konstruktion ist ebenfalls Aˆ22 nichtsingulär. Damit ist zˆ2 eindeutig durch die
3. Blockgleichung 0 = Aˆ22zˆ2 + h3 bestimmt und die 2. Blockzeile
−ET12 ˙ˆz1 + E22 ˙ˆz2 = A21zˆ1 +A22zˆ2 + h2
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ist somit überflüssig. Aus der letzten Blockzeile folgt also zˆ2 = −Aˆ−122 h3. Wir erhal-





















Da E11 punktweise nichtsingulär und schiefsymmetrisch ist, existiert nach Satz 3.3







wobei ∆T11 = ∆11 und ∆12 ∈ C1(I,Rp,p) punktweise nichtsingulär sind. Insbesondere
besitzt ∆12 Dreiecksgestalt. Die zugehörige Kongruenztransformation liefert uns
dann das neue Paar von Matrixfunktionen (E˜ , A˜) sowie die Inhomogenität h˜ mit
E˜ =
 ∆11 ∆12 E˜13−∆T12 0 E˜23
0 0 0
 , A˜ =
A˜11 A˜12 A˜13A˜21 A˜22 A˜23
0 0 Aˆ22




und die neue Variable z˜1 = QT zˆ1 (zˆ2 bleibt unverändert). Wir können nun ohne






, x, λ ∈ Rp, z˜2 =: u ∈ Rl



















Die zugehörige Kongruenztransformation liefert uns letztlich das Paar von Matrix-
funktionen 





−Ip 0 ∆−T12 E˜23
0 0 0
 ,
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Da die Selbstadjungiertheit unter Äquivalenztransformationen invariant bleibt, ist
die Blockmatrix C symmetrisch.






















0 = Aˆ22u+ h3
Differenzieren der algebraischen Bedingung u = −Aˆ−122 h3 und Einsetzen in die Dif-






































+ JT c˜ mit H = JTC.
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Beispiel 3.15.













(i) Stellen wir nun die algebraische Gleichung nach z3 = z2− 12z1 um und setzen
in die Differentialgleichungen ein, dann erhalten wir ein hamiltonsches System
















(ii) Da die obige DAE die Hypothese mit µ = 0 erfüllt, erhalten wir die orthogo-









































































































Diese Kongruenztransformation liefert eine Variablentransformation in zˆ2 ge-
geben durch z˜2 = 23 zˆ2.
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3.4 Strukturierte DAEs mit µ = 2 und l = 1 im Fall
konstanter Koeffizienten
Um im Fall µ > 0 ein der strukturierten DAE (1.1) zugrunde liegendes ODE-System
extrahieren zu können, müssen wir zunächst eine Indexreduktion durchführen. Im
Allgemeinen ist das zugehörige reduzierte Paar von Matrixfunktionen eines selbst-
adjungierten Paares von Matrixfunktionen nicht selbstadjungiert. Um die Selbst-
adjungiertheit zu erhalten, diskutieren wir in diesem Abschnitt eine strukturierte
Indexreduktion.
Ausgehend von dem Matrixpaar
(E ,A) =

 0 E 0−ET 0 0
0 0 0
 ,




erhalten wir gemäß Abschnitt 3.1.2 eine nichtsinguläre Matrix U so, dass
(E˜ , A˜) = (UTEU,UTAU) =

 0 Ip 0−Ip 0 0
0 0 0
 ,




Daher können wir ohne Einschränkungen das konstante Matrixpaar (E ,A) gemäß
 0 Ip 0−Ip 0 0
0 0 0
 ,




mit R ∈ Rl,l als Ausgangspunkt voraussetzen.
Wir betrachten den skalaren Fall, d.h. l = 1. Für µ > 0 impliziert dies R = 0.
Damit erhalten wir für den Spezialfall R = 0 das Matrixpaar
 0 Ip 0−Ip 0 0
0 0 0
 ,




Das zugehörige Optimierungsproblem hat dann die Form
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mit der Nebenbedingung
Ipx˙ = Ax+Bu, x(t0) = x0 ∈ Rp.
Wir geben zunächst ein Resultat aus [51, 52] an. Dabei nutzen wir die Notation aus
[51]. Die Hamiltonfunktion H für das Optimierungsproblem ist gegeben durch





xTWx, Lu(t, x) = x
TS,
f0(t, x) = Ax, fu(t, x) = B.
Die sogenannte Schaltfunktion φ ist dann gegeben durch
φ(t) = Hu(t, x, λ, u) = BTλ+ STx,
wobei Hu(t, x, λ, u) = ∂∂uH(t, x, λ, u). Außerdem gilt
λ˙ = −Hx(t, x, λ, u) = −(ATλ+Wx+ Su)
mit Hx(t, x, λ, u) = ∂∂xH(t, x, λ, u). Unter der Annahme, dass wir Hu(t, x, λ, u)
nach u auflösen können, ist nach Robbins [52] eine gerade Anzahl von Ableitungen
d
dtHu(t, x, λ, u) im Differentationsprozess notwendig, bis u explizit auftritt. Unter
dem Differentationsprozess verstehen wir das sukzessive Differenzieren von Hu bzw.
φ und Einsetzen von x˙ und λ˙. Diese Prozedur wird im Folgenden näher beschrieben.
Die zum Matrixpaar 
 0 Ip 0−Ip 0 0
0 0 0
 ,




zugehörigen Gleichungen haben die Form
x˙ = Ax+Bu, (3.2)
−λ˙ = ATλ+Wx+ Su, (3.3)
0 = BTλ+ STx. (3.4)
Wir halten fest, dass die Beziehung STB −BTS = 0 ∈ R gilt.
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Differenzieren von (3.4) liefert 0 = BT λ˙+ ST x˙. Wir setzen (3.2) und (3.3) ein
0 = −BTATλ+ (STA−BTW )x. (3.5)
Erneutes Differenzieren von (3.5) ergibt
0 = −BTAT λ˙+ (STA−BTW )x˙.
Wir setzen nun wiederum (3.2) und (3.3) ein
0 =BTATATλ+ (BTATW + STAA−BTWA)x+
+ (BTATS + STAB −BTWB)u.
(3.6)
Ist BTATS+STAB−BTWB 6= 0 ∈ R, so ist µ = 2 und der Differentationsprozess
stoppt. Ansonsten differenzieren wir (3.6)
0 = BTATAT λ˙+ (BTATW + STAA−BTWA)x˙
und setzen (3.2) sowie (3.3) erneut ein
0 =−BTATATATλ+ (BTATWA+ STAAA−BTWAA−BTATATW )x+
+ (BTATWB −BTWAB︸ ︷︷ ︸
=0
+STAAB −BTATATS︸ ︷︷ ︸
=0
)u.
Dieses Vorgehen wiederholen wir solange, bis wir einen Koeffizienten ungleich Null
für u finden, d.h. bis u explizit auftritt.
Wir verallgemeinern diese Vorgehen wie folgt:
Prozedur 3.16.
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und Aj3 = 0. Wir setzen die









sowie das reelle Skalar r = 0 und den Zähler j = 2.
(1) Differenzieren die algebraische Gleichung für die (j−1)-te Blockzeile und set-





























in der j-ten Zeile von
Aˆ2.
(3) Ist r = 0, erhöhen wir j um 1 und gehen zu (1). Ist r 6= 0, dann stoppt der
Differentationsprozess. Der Strangeness-Index ist dann µ = l.
Der folgende Satz beinhaltet zum einen das oben erwähnte Resultat von [51, 52]
und liefert zum anderen Aussagen über die Struktur von Aˆ2.
Satz 3.17.
































für j = 2, ..., µ + 1. Außerdem nehmen wir an, dass Prozedur 3.16 nach endlich
vielen Schritten stoppt. Dann gilt:
a) Aj3 = 0 für j = 2i mit i ∈ N \ {0}
b) µ = 2k mit k ∈ N \ {0}
c)
Aj,3
= 0, für j = 2i+ 1 < µ+ 1 mit i ∈ N \ {0}6= 0 für j = µ+ 1.












für alle n ∈ N \ {0}.
1) Für n = 1 erhalten wir
1∑
j=1
(−1)1+1+j(AT )1−jWAj−1 = (−1)3(AT )0WA0 = −W.
2) Induktionsschritt n→ n+ 1






























































wobei wir die Indexverschiebung m = j + 1⇔ j = m− 1 benutzt haben
und im letzten Schritt m durch l ersetzt haben.
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(−1)i−1BT (AT )i−1 BTX + STAi−1ST




= (−1)2i−1BT (AT )i−1(AT )i−1S + STAi−1Ai−1B+
+BTXAi−1B + (−1)i−1BT (AT )i−1XB =
















(−1)n+1−l(AT )n−lWAl−1 = (−1)n+1X.
Somit erhalten wir schließlich
Aj,3 = B
TXAi−1B + (−1)i−1BT (AT )i−1XB =
= BTXAi−1B + (−1)i−1BTXTAi−1B =
= BTXAi−1B + (−1)i−1(−1)iBTXAi−1B =
= BTXAi−1B + (−1)2i−1︸ ︷︷ ︸
=−1
BTXAi−1B = 0.




1 2 00 3 1
0 −4 0
 , W =
1 2 02 2 0
0 0 5
 , B =
10
3
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1 1 01 0 0
0 0 1
 , W =
1 1 21 2 0
2 0 0
 , B =
01
2




sowie E = I3. Dann gilt µ = 4.
Folgerung 3.20.
Aus Satz 3.17 folgt sofort B 6= 0.




















Damit würde der Differentationsprozess niemals stoppen. 
Ziel ist es nun gemäß [28] eine strukturierte Indexreduktion durchzuführen. D.h.






entsprechend Hypothese 2.35, welche
zusätzlich der Klasse der zugelassenen Transformationen genügen. Wir beweisen im
Folgenden den Satz:
Satz 3.21.
Gegeben sei die strukturierte DAE E z˙ = Az mit
E =
 0 Ip 0−Ip 0 0
0 0 0
 , A =
 0 A BAT W S
BT ST 0




Weiterhin genüge die DAE Hypothese 2.35 mit µ = 2. Dann existiert eine orthogo-
nale Matrix U = diag{U11, U22, 1} mit U11, U22 ∈ Rp,p, derart, dass das Matrixpaar
(E˜ , A˜) = (UTEU,UTAU)
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Lemma 3.22.
Gegeben seien die Vektoren r, g ∈ Rn \ {0} mit der Eigenschaft rT g 6= 0. Seien wei-
terhin R⊥, G⊥ ∈ Rn,n−1 die zugehörigen orthogonalen Komplemente, d.h. rTR⊥ = 0
und gTG⊥ = 0. Dann ist die Matrix (R⊥)TG⊥ ∈ Rn−1,n−1 nichtsingulär.
Beweis. Es existieren Vektoren r2, ..., rn ∈ Rn bzw. g2, ..., gn ∈ Rn derart, dass
{r, r2, ..., rn} bzw. {g, g2, ..., gn} jeweils eine Orthonormalbasis des Rn bilden.




























 ∈ Bild G⊥





also gilt weiter w⊥span{r2, ..., rn}. Damit ist w ein Vielfaches von r, d.h. w = αr
bzw. r = 1αw mit α ∈ R \ {0}. Daraus folgt r⊥g und dies ist ein Widerspruch zu
rT g 6= 0 und x = 0. 
Im Fall µ = 2 haben wir die Gleichungen
x˙ = Ax+Bu,
−λ˙ = ATλ+Wx+ Su,
0 = BTλ+ STx,
0 = −BTATλ+ (STA−BTW )x,
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0 = BTATATλ+ (BTATW + STAA−BTWA)x+
+ (BTATS + (STA−BTW )B)u.
(3.8)
Wir müssen nun die drei folgenden Fälle gesondert betrachten







2. Es gilt STA − BTW 6= 0 und (STA − BTW )B = 0 in (3.8). Dann ist r =







3. Es gilt STA − BTW 6= 0 und (STA − BTW )B 6= 0 in (3.8). Dann ist r =







Außerden gilt dann r − STAB = r −BTATS = (STA−BTW )B 6= 0.
Fall 1







mit r = STAB 6= 0. Wir definieren die nichtsinguläre Matrix L gemäß
L =
 Ip 0 0−1rABBT Ip 0
0 0 1
 mit L−1 =












Es gilt weiterhin Rang ST = Rang BTAT = 1 wegen Rang Aˆ2 = 3. Sei (ST )⊥ or-
thogonales Komplement zu ST und (BTAT )⊥ orthogonales Komplement zu BTAT ,
d.h.
ST (ST )⊥ = 0, ((ST )⊥)T (ST )⊥ = Ip−1,
BTAT (BTAT )⊥ = 0, ((BTAT )⊥)T (BTAT )⊥ = Ip−1.




(ST )⊥ −1rABBT (BTAT )⊥
∗ ∗

mit Rang T2 = dim Kern Aˆ2 und mit der Eigenschaft Aˆ2T2 = 0.
Lemma 3.23.
Es gilt nun







T T2 ET2 =
[
0 −((ST )⊥)T (BTAT )⊥





0 −((BTAT )⊥)T (ST )⊥
((ST )⊥)T (BTAT )⊥ 0
]
,
denn unter Ausnutzung der obigen Orthogonalitätsbedingungen erhalten wir
E22 = ((B
TAT )⊥)TBBTAT (BTAT )⊥︸ ︷︷ ︸
=0
− ((BTAT )⊥)TAB︸ ︷︷ ︸
=0
BT (BTAT )⊥ = 0.

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((BTAT )⊥)T (ST )⊥ 0













einen Basiswechsel UTT2M vornehmen und erhalten T˜2 = UTT2M .






ohne Einschränkungen wählen gemäß
T˜ =

0 Ip−1 0 0 0
0 0 1 0 0
Ip−1 0 0 0 0
BTAT (ST )⊥ ∗ 0 1 0




0 0 Ip−1 0 0
Ip−1 0 0 0 0
∗ ∗ 0 1 0
0 1 0 0 0











mit r = BTATS = STAB 6= 0.
Wir definieren die nichtsinguläre Matrix L1 gemäß
L1 :=
 Ip 0 0L21 Ip 0
0 0 1
 mit L21 = −1
r
ABBT .
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Nun müssen wir eine weitere Fallunterscheidung vornehmen:
2.1 (STA−BTW )AB = 0.









Angenommen BTAT = 0. Dann würde r = BTATS = 0 folgen, was ein Wider-
spruch zur Annahme ist. Wir definieren die nichtsinguläre Matrix L2 gemäß
L12 :=
Ip L12 00 Ip 0
0 0 1
 mit L12 = 1
r
S(STA−BTW ).












(STA−BTW ) + (STA−BTW ) = 0.







angeben mit Aˆ2L1L2Tˆ2 = 0.
Dabei bilden die Matrizen (BTAT )⊥ ∈ Rp,p−1 bzw. (ST )⊥ ∈ Rp,p−1 eine Orthonor-
malbasis vom Kern von BTAT bzw. ST .
Lemma 3.24.
Es gilt
L := L1L2 =
 Ip L12 0L21 Ip + L21L12 0
0 0 1
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Beweis. Eine einfache Rechnung liefert
L = L1L2 =














TAT )⊥ L12(ST )⊥
L21(B
TAT )⊥ (Ip + L21L12)(ST )⊥
∗ ∗

und der Eigenschaft Aˆ2T2 = 0.
Wir berechnen nun T T2 ET2 gemäß
















T T11T21 − T T21T11 T T11T22 − T T21T12







mit E21 = −ET12.
Lemma 3.25.




11T21 − T T21T11 =

















= BTAT (BTAT ) = 0.
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(ATS −WB)(STA−BTW )(ST )⊥
und
((ST )⊥)T (Ip + LT12L
T
21)L12 =






((ST )⊥)T BTATS︸ ︷︷ ︸
=r








12T22 − T T22T12 =
= ((ST )⊥)TLT12(Ip + L21L12)(S








((ST )⊥)T (ATS −WB)(STA−BTW )(ST )⊥ = 0.
















wobei u1 = 1‖S‖2S und u2 =
1
‖AB‖2AB erhalten wir durch Multiplikation
UTT2 =

((ST )⊥)T (BTAT )⊥ 0
uT1 (B
TAT )⊥ ∗
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Nach Lemma 3.22 sind die beiden Matrizen ((ST )⊥)T (BTAT )⊥ ∈ Rp−1,p−1 und
((BTAT )⊥)T (ST )⊥ ∈ Rp−1,p−1 nichtsingulär.
Für einen Basiswechsel UTT2M wählen wir
M :=
[[




























Ip−1 0 0 0 0
∗ ∗ 1 0 0
0 Ip−1 0 0 0
∗ ∗ 0 1 0




Ip−1 0 0 0 0
0 0 Ip−1 0 0
∗ 1 ∗ 0 0
∗ 0 ∗ 1 0









Beweis. Angenommen BTAT + (S
TA−BTW )AB
r B
T = 0. Durch Multiplikation von







= BTAT (ATS −WB) + (S
TA−BTW )AB
r
BT (ATS −WB)︸ ︷︷ ︸
=0
=
= BTAT (ATS −WB) = 0.
Dies ist ein Widerspruch zur Annahme (STA−BTW )AB 6= 0. 
71
3 Transformation selbstadjungierter linearer DAEs
Wir definieren die nichtsinguläre Matrix L2 gemäß
L2 :=
Ip L12 00 Ip 0
0 0 1
 mit L12 = 1
(STA−BTW )AB (A
TS −WB)(STA−BTW ).




−BTAT − (STA−BTW )ABr BT 0 0
∗ ∗ r
















BT (ATS −WB)︸ ︷︷ ︸
=0
(STA−BTW ) + (STA−BTW ) = 0.
Wir können daher eine Matrix Tˆ2 der Form
Tˆ2 =
T11 00 (ST )⊥
∗ ∗





angeben. Dabei bildet die Matrix (ST )⊥ ∈ Rp,p−1 eine Orthonomalbasis vom Kern
von ST . Wir wählen die Spalten der Matrix T11 ∈ Rp,p−1 ebenfalls orthonormal.
Lemma 3.27.
Es gilt L := L1L2 =
 Ip L12 0L21 Ip 0
0 0 1
.
Beweis. Eine einfache Rechnung liefert
L = L1L2 =






AB BT (ATS −WB)︸ ︷︷ ︸
=0
(STA−BTW ) 1
(STA−BTW )AB = 0.

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und der Eigenschaft Aˆ2T2 = 0.
Wir berechnen nun T T2 ET2 gemäß
















T T11T21 − T T21T11 T T11T22 − T T21T12







mit E21 = −ET12.
Lemma 3.28.



















Unter Ausnutzung dieser Beziehungen erhalten wir
E11 = T
T


















(ATS −WB)(STA−BTW )]T = (ATS −WB)(STA−BTW )
folgt die Symmetrieeigenschaft LT12 = L12 und damit sofort
E22 = T
T
12T22 − T T22T12 = ((ST )⊥)TLT12(ST )⊥ − ((ST )⊥)TL12(ST )⊥ = 0.

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Nach Voraussetzung ist der Vektor ATS−WB 6= 0. Daher können wir ein ortho-
gonales Komplement wählen der Form (ATS−WB)⊥ ∈ Rp−1,p mit der Eigenschaft
(ATS−WB)⊥(ATS−WB) = 0. Weiterhin ist der Vektor AB 6= 0 (STAB = r 6= 0).
Daher können wir ein orthogonales Komplement wählen der Form (AB)⊥ ∈ Rp−1,p
mit der Eigenschaft (AB)⊥(AB) = 0.















wobei u1 = 1‖ATS−WB‖2 (A






0 (((AB)T )⊥)T (ST )⊥




Nach Lemma 3.22 sind die beiden Matrizen ((ATS −WB)⊥)TT11 ∈ Rp−1,p−1 und






BT )(ATS −WB) =
= BTAT (ATS −WB) = (STA−BTW )AB 6= 0.

































Ip−1 0 0 0 0
∗ ∗ 1 0 0
0 Ip−1 0 0 0
∗ ∗ 0 1 0




Ip−1 0 0 0 0
0 0 Ip−1 0 0
∗ 1 ∗ 0 0
∗ 0 ∗ 1 0











mit r = BTATS + STAB −BTWB 6= 0. Außerdem gelten
r −BTATS = (STA−BTW )B 6= 0,
r − STAB = BT (ATS −WB) 6= 0.
Wir definieren die nichtsinguläre Matrix L1 gemäß
L1 :=
 Ip 0 0L21 Ip 0
0 0 1
 mit L21 = 1
r −BTATSBB
TAT .










Nun müssen wir eine weitere Fallunterscheidung vornehmen
3.1 STB = 0.










3 Transformation selbstadjungierter linearer DAEs
Definieren die nichtsinguläre Matrix L2 gemäß
L2 =
Ip L12 00 Ip 0
0 0 1
 mit L12 = − 1
r − STAB (A
TS −WB)ST














mit Aˆ2L1L2Tˆ2 = 0, wobei (BT )⊥ ∈ Rp,p−1 orthogonales Komplement zu BT und
(STA−BTW )⊥ ∈ Rp,p−1 orthogonales Komplement zu (STA−BTW ) ist.
Lemma 3.29.
Es gilt
L := L1L2 =
 Ip L12 0L21 Ip + L21L12 0
0 0 1
 , L21L12 = −BTAT (ATS −WB)
(r −BTATS)2 BS
T .
Beweis. Eine einfache Rechnung liefert
L := L1L2 =








TAT (ATS −WB)ST .







T )⊥ L12(STA−BTW )⊥
L21(B
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mit der Eigenschaft Aˆ2T2 = 0.
Wir berechnen nun T T2 ET2 gemäß
















T T11T21 − T T21T11 T T11T22 − T T21T12







mit E21 = −ET12.
Lemma 3.30.
Es gilt E11 = 0 und E22 = 0.
Beweis. Es gilt
(r −BTATS)E11 = (r −BTATS)(T T11T21 − T T21T11) =
= (r −BTATS)
[
((BT )⊥)TL21(BT )⊥ − ((BT )⊥)TLT21(BT )⊥
]
=
= ((BT )⊥)TB︸ ︷︷ ︸
=0
BTAT (BT )⊥ − ((BT )⊥)TABBT (BT )⊥︸ ︷︷ ︸
=0
= 0.








S(STA−BTW )BBTAT (ATS −WB)ST =
=





mit α = (r − STAB)3 erhalten wir direkt
E22 = T
T
12T22 − T T22T12 =
= ((STA−BTW )⊥)TLT12(Ip + L21L12)(STA−BTW )⊥−
− ((STA−BTW )⊥)T (Ip + LT12LT21)L12(STA−BTW )⊥ =
= ((STA−BTW )⊥)T [LT12L21L12 − LT12LT21L12] (STA−BTW )⊥ = 0.

















3 Transformation selbstadjungierter linearer DAEs
wobei u1 = 1‖ATS−WB‖2 (A




((STA−BTW )⊥)T (BT )⊥ 0
uT1 (B
T )⊥ ∗





Nach Lemma 3.22 sind die beiden Matrizen ((STA− BTW )⊥)T (BT )⊥ ∈ Rp−1,p−1
und ((BT )⊥)T (STA−BTW )⊥ ∈ Rp−1,p−1 nichtsingulär.
Wir nehmen daher einen Basiswechsel UTT2M mittels
M =
[[
((STA−BTW )⊥)T (BT )⊥]−1 0
0
[






















Ip−1 0 0 0 0
∗ ∗ 1 0 0
0 Ip−1 0 0 0
∗ ∗ 0 1 0




Ip−1 0 0 0 0
0 0 Ip−1 0 0
∗ 1 ∗ 0 0
∗ 0 ∗ 1 0









Beweis. Angenommen BT + S
TB
r−BTATSB

















r −BTATS = 0.
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Wegen r 6= 0 folgt dann STB = 0, was jedoch ein Widerspruch zur Annahme
STB 6= 0 ist. 
Wir definieren die nichtsinguläre Matrix L2 gemäß
L2 =
Ip L12 00 Ip 0
0 0 1
 mit L12 = −r −BTATS
rBTS










Es gilt Rang Aˆ2L1L2 =Rang Aˆ2 = 3. Wir finden daher eine Matrix Tˆ2 der Form
Tˆ2 =
T11 00 (STA−BTW )⊥
∗ ∗





Dabei bildet die Matrix (STA−BTW )⊥ ∈ Rp,p−1 eine Orthonomalbasis von (STA−
BTW ). Wir wählen die Spalten der Matrix T11 ∈ Rp,p−1 orthonormal.
Es gilt Aˆ2L1L2Tˆ2 = 0.
Eine einfache Rechnung liefert dann







TAT Ip − BTATSrBTS BST 0
0 0 1
 .
















und der Eigenschaft Aˆ2T2 = 0.
Wir berechnen nun T T2 ET2 gemäß
















T T11T21 − T T21T11 T T11T22 − T T21T12








3 Transformation selbstadjungierter linearer DAEs
mit E21 = −ET12.
Lemma 3.32.








T11 = 0 ist äquiva-
lent zu
BTATT11 = −r −B
TATS
STB





Unter Ausnutzung dieser Beziehungen erhalten wir
E11 = T
T






















12T22 − T T22T12 = 0.

Aus STB 6= 0 folgt S 6= 0. Damit gibt es ein orthogonales Komplement (ST )⊥ ∈















mit u1 = 1‖S‖2S und u2 =
1










Nach Lemma 3.22 sind die Matrizen ((ST )⊥)TT11 ∈ Rp−1,p−1 und ((BT )⊥)T (STA−
BTW )⊥ ∈ Rp−1,p−1 nichtsingulär.
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r −BTATS 6= 0.































Ip−1 0 0 0 0
∗ ∗ 1 0 0
0 Ip−1 0 0 0
∗ ∗ 0 1 0




Ip−1 0 0 0 0
0 0 Ip−1 0 0
∗ 1 ∗ 0 0
∗ 0 ∗ 1 0
∗ ∗ ∗ 0 1

.
Zusammengefasst finden wir in allen drei Fällen eine orthogonale Transformations-




 , U11, U22 ∈ Rp,p orthogonal.
Wir wenden die entsprechende Kongruenztransformation auf die DAE E z˙ = Az an
























3 Transformation selbstadjungierter linearer DAEs
wobei λ˜1, x˜1 ∈ Rp−1 und λ˜2, x˜2, u ∈ R. Wir setzen
E˜ = UTEU, A˜ = UTAU.
Weiterhin finden wir eine nichtsinguläre Matrix T˜ entsprechend Hypothese 2.35 und
wenden diese als Kongruenztransformation auf die DAE E˜ ˙˜z = A˜z˜ an




Ip−1 0 0 0 0
0 0 Ip−1 0 0
∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗ 0


































































Bezüglich y˜1, x˜1 ∈ Rp−1 ist der Fluß der zugrunde liegenden ODE nun symplektisch.
Zusammengefasst ist es uns gelungen, im Fall konstanter Koeffizienten mit Strangeness-
Index µ = 2, entsprechend Hypothese 2.35 und der Klasse der zugelassenen Trans-
formationen eine strukturierte Indexreduktion durchzuführen um einen zugrunde
liegenden symplektischen Fluß zu extrahieren.
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Ein wesentliches Werkzeug für die numerische Umsetzung in diesem Kapitel ist die
Technik des automatischen Differenzieren. Jede auf einem Rechner implementierte
Funktion f : x 7→ y besteht aus einer endlichen Kompositionen von Elementarope-
rationen fi, i = 1, ..., n. Wir können die Funktion f also in der Form f = fn ◦ ...◦ f1
schreiben. Die Ableitung einer solchen Elementaroperation fi setzt sich wiederum
aus einer endlichen Anzahl von Elementaroperationen zusammen.
In einem Programm kann man daher zur Berechnung von f(x) jede auftretende
Variable als differenzierbare Funktion von x auffassen. Die Idee des automatischen
Differenzieren besteht nun darin, die Funktion f in ihre Elementaroperationen fi
zu zerlegen, die einzelnen Elementaroperationen zu differenzieren und diese mittels
Kettenregel zur Ableitung f ′(x) gemäß
f ′(x) = f ′n[(fn−1 ◦ ... ◦ f1)(x)] · ... · f ′1[f ′2(f1(x))]
zusammenzusetzen.
Für die Umestzung der Algorithmen wählen wir die Programmiersprache C++. Da
man in C++ Operatoren überladen kann, kann man auch einen Variablentyp (u, u′)
definieren, der aus dem ursprünglichen Wert u und dem zugehörigen Ableitungswert
u′ besteht. Weiterhin lassen sich alle Elementaroperationen derart überladen, dass
neben den üblichen Berechnungen mit Hilfe der Ableitungsregeln der Wert der
Ableitung berechnet werden kann. Die Ableitungsregeln, wie zum Beispiel Produkt-,
Quotienten- und Kettenregel, werden dabei als Operatoren einmalig implementiert
und entsprechend aufgerufen. Ebenso sind einfache Ableitungsfunktionen, wie zum
Beispiel ddx sin(x) = cos(x), fest implementiert. Für Details verweisen wir auf [3].
Der klare Vorteil des automatischen Differenzierens besteht darin, dass man auf
Näherungsformeln verzichtet und damit Approximationsfehler vermeidet.
4.1 Lokal glatte Transformationen
In diesem Kapitel diskutieren wir die numerische Umsetzung der in Kapitel 3 be-
schriebenen Transformationen. Entsprechend der Klasse der zugelassenen Transfor-
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mationen nehmen wir Kongruenztransformationen der Form
(UTEU,UTAU − UTEU˙)
mit einer Matrixfunktion U ∈ C1(I,Rn,n) angewandt auf das Paar von Matrixfunk-
tionen (E ,A) vor. Insbesondere müssen diese Transformationen wegen des Auftre-
tens von U˙ glatt sein. Die Berechnung von U˙ erfolgt durch automatisches Differen-
zieren.
In [19] und [37] wurde bereits die Problematik der glatten Transformationen von
matrixwertigen Funktionen beschrieben.
Householder-Transformation
Zu einem gegeben Vektor x ∈ Rn suchen wir eine Matrix P ∈ Rn,n der Form
P = In − 2wwT mit wTw = 1 für w ∈ Rn, so dass
Px = (In − 2wwT )x = αe1,
wobei α ∈ R und e1 =
[
1 0 ... 0
]T ∈ Rn. Zur Berechnung von w setzen wir
w = ± x− αe1‖x− αe1‖2 .
Um Auslöschung in x− αe1 zu vermeiden, wählen wir




wenn x1 6= 0. Für Details verweisen wir auf [24].
Beispiel 4.1.














+ ),  > 0.






















 , t ∈ (pi2 , pi2 + ),
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denn sign(α) = 1 für t ∈ (pi2 − , pi2 ] und sign(α) = −1 für t ∈ (pi2 , pi2 + ). Damit ist
die angegebene Householder-Transformation auf U(pi2 ) nicht stetig.
4.2 Lokal glatte QR-Zerlegung
Sei A ∈ Rm,n und Rang A = k. Dann existieren eine Permutationsmatrix Π ∈ Rn,n,
orthogonale Matrizen Q ∈ Rm,m und Qˆ ∈ Rn,n sowie eine nichtsinguläre obere



















Ausgehend davon wählt man eine Householder-Transformation Pˆk mit[




rˆk,k 0 ... 0
]
und lässt im Folgenden die k-te Spalte und k-te Zeile fest. Rekursives Vorgehen
entsprechend ∗ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗
~ ~ ~
→
 ∗ ∗ ∗ ∗ ∗~ ∗ ~ ~
∗ 0 0
→
 ∗ ∗ ∗ 0 0∗ ∗ 0 0
∗ 0 0

liefert dann die gewünschte Zerlegung.
Für Details verweisen wir auf [31].
Bemerkung 4.2.
Im Allgemeinen ist die QRQˆ-Zerlegung mittels Householder-Transformation kein
glatter Prozess. Das liegt zum einen an der Wahl der jeweiligen Permutationsmatrix
Π pro Schritt und zum anderen an der Wahl des Vorzeichens für den ersten Eintrag
der entsprechenden Spalte der zugehörigen Householdermatrix (siehe Beispiel 4.1).













4 Numerik selbstadjungierter DAEs
Um eine lokal glatte Zerlegung in einer Umgebung von t = t0 zu erhalten, gehen
wir folgendermaßen vor:











an der Stelle t0 mit Q0 = Q(t0) und Qˆ0 = Qˆ(t0).
(2) Wir fixieren die Permutationsmatrix Π0 und die Vorzeichen der Householder-
Transformationen. Damit gibt es im Algorithmus keine if-Anweisungen mehr.
(3) Mit Hilfe der festen Permutation Π0 und den fest gewählten Vorzeichen kön-











für alle t in einer Umgebung von t0 berechnen.
Dieses Vorgehen liefert uns den gewünschten glatten Prozeß.
4.3 Übernahme geometrischer Integratoren der ODEs
Ziel in Kapitel 3 war es mit Hilfe von glatten Kongruenztransformationen ein der
DAE zugrunde liegendes Hamiltonsystem zu finden.
In Abschnitt 4.2 haben wir die Grundlagen für die numerische Umsetzung der glat-
ten Transformationen erarbeitet.
Auf die numerische Indexreduktion werden wir in Abschnitt 4.4 eingehen, bevor wir
in 4.6 und 4.7 mit der konsistenten Gauß-Kollokation ein Verfahren für DAEs mit
einem zugrunde liegenden Hamiltonsystem vorstellen.
In Abschnitt 2.2 haben wir gezeigt, dass es zu jedem reduzierten Paar von Ma-
trixfunktionen (Eˆ , Aˆ) zwei nichtsinguläre Matrixfunktion P ∈ C(I,Rn,n) und Q ∈
C1(I,Rn,n) gibt mit












4 Numerik selbstadjungierter DAEs
Durch diese Entkopplung können wir auf eine zugrunde liegende ODE x˙ = H(t)x
mit einem Anfangswert x(t0) = x0 alle bekannten Löser für ODEs anwenden.
Wir wollen im weiteren Verlauf näher auf die Gauß-Kolloation eingehen und disku-
tieren, wie wir damit ein konsistentes Verfahren für DAEs erhalten. Als Ausgangs-





















wobei die Matrixfunktionen E11 und A22 punktweise nichtsingulär sind. Weiterhin











mit 0 = A21(t0)z1,0 +A22(t0)z2,0 + h2(t0) vorausgesetzt.
Zu einer hinreichend kleinen gegebenen Schrittweite h > 0 definieren wir die Kol-
lokationsstellen
t0j := t0 + h%j , j = 1, ..., k
mit den k Gauß-Knoten 0 < %1 < ... < %k < 1.
Wir werten zunächst die DAE an den Kollokationsstellen aus
E11(t0j)z˙1(t0j) = A11(t0j)z1(t0j) +A12(t0j)z2(t0j) + h1(t0j)
0 = A21(t0j)z1(t0j) +A22(t0j)z2(t0j) + h2(t0j)
und stellen die zweite Blockzeile wegen der Invertierbarkeit vonA22(t0j) nach z2(t0j)
um:
z2(t0j) = −A−122 (t0j)A21(t0j)z1(t0j) +A−122 (t0j)h2(t0j)
und eliminieren in der ersten Blockzeile z2(t0j):
E11(t0j)z˙1(t0j) =
[A11 −A12A−122 A21] (t0j)z1(t0j) + [h1 +A12A−122 h2] (t0j).
Für eine vereinfachte Notation setzen wir
A(t0j) :=
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und erhalten die ODE
E11(t0j)z˙1(t0j) = A(t0j)z1(t0j) + h(t0j).






%l − %m mit %0 := 0










mit z1,0 = z1(t0).
Für die auftretenden Ableitungen von Ll definieren wir





, j = 1, ..., k, l = 0, ..., k.
Dann gilt z1(t0j) = z1,j und z˙1(t0j) = 1h
k∑
l=0






vjlz1,l = A(t0j)z1,j + h(t0j)
für j = 0, ..., k. Wir setzen Ej := E11(t0j), Aj := A(t0j) sowie hj := h(t0j). Die















v11E1 − hA1 v12E1 ... v1kE1




vk1Ek ... vkkEk − hAk












Die Matrix B ist für hinreichend kleines h > 0 invertierbar.
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Beweis. Nach Voraussetzung ist die Matrixfunktion E punktweise nichtsingulär.
Damit sind ebenfalls Ej = E11(t0j) für j = 1, ..., k invertierbar. Wir können daher
von links mit der invertierbaren Matrix L := diag{E−11 , ..., E−1k } an B multiplizieren
und erhalten
LB = V ⊗ Id − hH
mit V := [vij ]i,j=1,...,k, H := diag{H1, ...,Hk} und Hj := E−1j Aj . Wegen der In-
vertierbarkeit von V (siehe [4]) ist auch V ⊗ Id − hH für hinreichend kleine h
invertierbar. Wir können daher die Inverse von B angeben gemäß
B−1 =
[
L−1(V ⊗ Id − hH)
]−1
= (V ⊗ Id − hH)−1L.

Da die Matrix B invertierbar ist, können wir die lokalen Variablen z1,j für j =
1, ..., k eliminieren und erhalten für z1(t1) die Darstellung
z1(t1) = r0Id + (r
T ⊗ Id)B−1az1(t0) + (rT ⊗ Id)B−1b








. Die zweite Lösungs-
komponente z2(t1) berechnet sich dann gemäß
z2(t1) = −A−122 (t1)A21(t1)z1(t1) +A−122 (t1)h2(t1).
Definition 4.4.
Das beschriebene Verfahren zur Lösung einer semi-expliziten DAE mit konsistenten
Anfangswerten nennen wir konsistente Gauß-Kollokation.
4.4 Indexreduktion
In Abschnitt 2.2 wurde die Indexreduktion durch Hypothese 2.35 vorgestellt. Diese
liefert uns die Matrixfunktionen Z1, Z2 und T2.
Da das Gram-Schmidt-Orthonormalisierungsverfahren ein glatter Prozeß ist, kann
man ohne Einschränkungen fordern, dass die Spalten der Matrixfunktionen Z1, Z2
und T2, welche wir aus Hypothese 2.35 erhalten, punktweise orthonormal sind.
Neben den Matrixfunktionen Z1, Z2 und T2 benötigen wir ebenfalls die Ableitungen
Z˙2, T˙2 und
˙ˆ
A2 für die Durchführung der Kongruenztransformationen. Diese wollen
wir mit Hilfe von automatischem Differenzieren gewinnen.
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Lemma 4.5.
Gegeben ist das hinreichend glatte Paar von Matrixfunktionen (E ,A) vom Format
(n, n), welches die Hypothese mit µ ∈ N0 erfüllt. Weiterhin sind das aufgeblähte
Paar (Mµ+1, Nµ+1) von Matrixfunktionen sowie die zugehörige Inhomogenität gµ+1,
















(i) Mµ = V TMµ+1V, Nµ = V TNµ+1V,





(iii) N˙µ = V TSTNµ+1V,
(iv) gµ = V T gµ+1, g˙µ = V TST gµ+1.
Beweis. Die Identität in (i) und (iv) sowie (iii) lassen sich unter Berücksichtigung
der Definitionen leicht nachrechnen. Für (ii) verweisen wir auf [22], wobei dort der
unendliche Fall abgehandelt wird. 
Beispiel 4.6.
Gegeben ist das hinreichend glatte Paar von Matrixfunktionen (E ,A) vom Format
(n, n), welches die Hypothese mit µ = 1 erfüllt. Zunächst bilden wir das aufgeblähte
Paar von Matrixfunktionen (M2, N2) gemäß
M2 =
 E 0 0E˙ − A E 0
E¨ − 2A˙ 2E˙ − A E
 , N2 =










] E 0 0E˙ − A E 0
































] E˙ 0 0E¨ − A˙ E˙ 0


























Mit Hilfe der lokal glattenQR-Zerlegung können wir die glatten Matrixfunktionen




2 NµV + Z
T
2 N˙µV .
Wiederum liefert uns dann die lokal glatte QR-Zerlegung die glatten Matrixfunktio-
nen T2 und T˙2. Analog erhalten wir die glatten Matrixfunktionen T ′2 und T˙ ′2 derart,














4.5 Gauß-Lobatto-Kollokation und konsistente
Gauß-Kollokation




















im Fall konstanter Koeffizienten mit E11 ∈ Rd,d nichtsingulär, A22 ∈ Ra,a und
n = a+ d zusammen mit der konsistenten Anfangsbedingung
x1(t0) = x1,0, x2(t0) = x2,0, A21x1,0 +A22x2,0 = f2
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auf dem Intervall I = [t0, T ]. Weiterhin sei die obige DAE strangenessfrei, d.h die
Blockmatrix A22 ist ebenfalls nichtsingulär.
Im weiteren Verlauf lassen wir die Inhomogenität ohne Einschränkungen weg.
Mit der Invertierbarkeit von A22 erhalten wir durch Umstellen und Einsetzen der
algebraischen Bedingung eine zugrunde liegende ODE
E11x˙1 = (A11 −A12A−122 A21)x1
zusammen mit der Anfangsbedingung x1(t0) = x1,0.
Wir werden nun zeigen, dass sich die Gauß-Lobatto-Diskretisierung der obigen DAE
unter den genannten Voraussetzungen und die Gauß-Kollokation für die beschrie-
bene ODE ineinander überführen lassen.
Wir unterteilen das Intervall I = [t0, T ] gemäß
t0 < t1 < t2 < ... < tN = T, ti = t0 + ih
mit h > 0 hinreichend klein.
Koeffizienten der Gauß-Lobatto-Kollokation
Wir benutzen zwei Paare von Knoten für ein k-stufiges Verfahren
0 =σ0 < ... < σk = 1 (Lobatto-Knoten)
0 <%1 < ... < %k < 1 (Gauß-Knoten)






σl − σj für l = 0, ..., k.
Damit können wir die Koeffizienten der Gauß-Lobatto-Kollokation definieren gemäß
ujl = Ll(%j), vjl = L˙l(%j) für l = 0, ..., k und j = 1, ..., k.
Daraus ergeben sich die Matrizen U := [ujl] und V := [vjl] für j, l = 1, ..., k.
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vjlxi,l, xi(sij) = xi,j .
Koeffizienten der Gauß-Kollokation
Für die k-stufige Gauß-Kollokation benutzen wir nur einen Satz Knoten
0 <%1 < ... < %k < 1 (Gauß-Knoten)







%l − %m für l = 0, ..., k.
Daraus ergeben sich die Koeffizienten der Gauß-Kollokation gemäß
zjl :=
˙˜Ll(%j) für l = 0, ..., k und j = 1, ..., k.










An den Kollokationsstellen tij := ti + hi%j gilt dabei





Für die Matrizen U, V und Z wie oben definiert gilt: V = ZU .
Beweis. Wir betrachten die k Stellen 0 < %1 < ... < %k < 1, nehmen %0 := 0
hinzu. Sei Ll(ξ) das Lagrange-Polynom basierend auf den Lobatto-Knoten wie oben
definiert. Dann nehmen wir zu den k+1 Stellen noch die k+1 Werte Ll(%0), ..., Ll(%k)
dazu.





%m−%j das Lagrange-Polynom bzgl. der Gauß-Knoten
wie oben definiert. Dann gilt Ll(t) =
k∑
m=0









Dabei ist die letzte Gleichheit äquivalent zu der Behauptung V = ZU . 
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Übergang der Gauß-Kollokation zur Gauß-Lobatto-Kollokation
Seien nun x1i (t) bzw. x
2
i (t) für i = 0, ..., N die numerischen Lösungen von x1(t)
bzw. x2(t) bezüglich der Gauß-Lobatto-Kollokation und x˜1i (t) für i = 0, ..., N die
numerische Lösung von x1(t) bezüglich der Gauß-Kollokation. Die Kollokationsbe-







i,m = (A11 −A12A−122 A21)x˜1i,j .
Wir drücken nun die Werte x˜1ij für j = 0, ..., k durch die Lagrange-Basis Ll(ξ) bzgl.






















Nach Satz 4.7 gilt
k∑
m=0




































nachdem wir die k + 1 algebraischen Bedingungen nach x2ij umgestellt und in die
obere Kollokationsbedingung eingesetzt haben.
4.6 Konsistente Gauß-Kollokation für strukturierte
lineare DAEs mit Strangeness-Index µ = 0
Ausgangspunkt ist das selbstadjungierte Paar von Matrixfunktionen (E ,A) sowie
die Variable z mit E ∈ C1(I,R2p+l,2p+l),A ∈ C0(I,R2p+l,2p+l) und z ∈ C1(I,R2p+l)
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gegeben durch
E(t) =
 0 E(t) 0−E(t)T 0 0
0 0 0
 , A(t) =
 0 A(t) B(t)A(t)T + E˙(t)T W (t) S(t)
B(t)T S(t) R(t)




mit der zugehörigen DAE E z˙ = Az+h und dem konsistenten Anfangswert z(t0) = z0
sowie das Teilintervall [t0, t1] ⊆ I.
In Anbetracht der Untersuchung auf Symplektizität lassen wir die Inhomogenität
h(t) weg und schauen uns den Schritt t0 → t1 an.
Wir nehmen an, dass die DAE die Hypothese mit µ = 0 erfüllt. Nach [41] hat die
Matrixfunktion E konstanten Rang. Der Struktur von E ist zu entnehmen, dass
dieser Rang gerade sein muss. Wir setzen Rang E(t) ≡ s bzw. Rang E(t) ≡ 2s.
Analog zu Abschnitt 4.2. definieren wir mit Hilfe der Gauß-Knoten 0 < %1 < ... <
%k < 1 die Kollokationsstellen t0j := t0 + h%j , j = 1, ..., k sowie t00 := t0 mit h > 0
hinreichend klein.
Ziel ist es, die Kongruenztransformationen aus Abschnitt 3.1 mit Hilfe der glat-
ten QR-Zerlegung aus 4.1.1 numerisch umzusetzen. Wir geben die Diskretisierung
schrittweise an:
Schritt 1
Nach Voraussetzungen hat die Matrixfunktion E bzw. E den konstanten Rang 2s









Dabei merken wir uns die Permutationsmatrix Π0 sowie die Vorzeichen der beiden
zugehörigen Householder-Transformationen. Mit Hilfe der festen Permutation Π0
und den vorgegebenen Vorzeichen der Householder-Transformationen berechnen wir







für j = 1, ..., k.
Schritt 2
Mit Hilfe der QRQˆ-Zerlegungen definieren wir die Transformationsmatrizen U(t0j)
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Die zugehörigen Kongruenztransformationen liefern uns die diskretisierten Matrix-
paare (E˜(t0j), A˜(t0j)) für j = 0, ..., k gemäß
E˜(t0j) =

0 0 R1 0 0
0 0 0 0 0
−RT1 0 0 0 0
0 0 0 0 0




0 0 A11 A12 B1





21 W11 W12 S1
AT12 A
T


























, j = 0, ..., k.
Schritt 3
Die Variablentransformationen y1(t0j) = RT1 (t0j)λ1(t0j) und y2(t0j) = λ2(t0j) für
j = 0, ..., k transformieren das Matrixpaar zu
E˜(t0j) =

0 0 R1 0 0
0 0 0 0 0
−Is 0 0 0 0
0 0 0 0 0




0 0 A11 A12 B1
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 , j = 0, ..., k,
welche wir wegen der Invertierbarkeit von A22 auflösen können gemäßy2(t0j)x2(t0j)
u(t0j)





















































Zum Lösen dieses Systems definieren wir
Ej := E11(t0j), Aj :=






für j = 0, ..., k.
Schritt 5














v11E1 − hA1 v12E1 ... v1kE1




vk1Ek ... vkkEk − hAk
 .
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Die zugehörige Kongruenztransformation mit der Transformationsmatrix U(t1) ana-










Mit Hilfe der Invertierbarkeit von A22(t1) können wir dann y2(t1), x2(t1) und u(t1)
aus y1(t1) und x1(t1) berechnen.
Schritt 7
Letztlich transformieren wir mit Hilfe der Referenzzerlegung aus Schritt 1 zurück
auf die Originalvariablen des Ausgangsproblem. Zunächst transformieren wir
λ1(t1) = R
−T

















Wir benutzen die Variablen y2(t0j), x2(t0j) und u(t0j) zu Berechnung von y1(t1)
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und x1(t1) über das lokale System und betrachten diese daher als Hilfsvariablen.
Für den Schritt t1 → t2 benutzen wir die Referenzzerlegung aus Schritt 1 an der
Stelle t1, merken uns die neue Permutationsmatrix Π1 sowie die Vorzeichen der
beiden Householder-Transformationen und wiederholen das Vorgehen ab der festen
QRQˆ-Zerlegung.
4.7 Konsistente Gauß-Kollokation für allgemein
selbstadjungierte lineare DAEs von beliebigem
Strangeness-Index
In diesem Abschnitt wollen wir die konsistente Gauß-Kollokation aus dem vorange-
gangenen Abschnitt auf allgemein selbstadjungierte lineare Paare von Matrixfunk-
tionen (E ,A) mit beliebigem Strangeness-Index anwenden. Dazu werden wir auf die
numerische Indexreduktion aus Abschnitt 4.4 zurückgreifen. Die Diskretisierung er-
folgt gemäß der Transformationen aus Kapitel 3.3.
Gegeben ist das Paar von Matrixfunktionen (E ,A) mit der zugehörigen DAE E z˙ =
Az + h und der konsistenten Anfangsbedingung z(t0) = z0 auf dem Intervall
I = [t0, T ]. Weiterhin sei die Hypothese mit µ ∈ N0 erfüllt.
Analog zu 4.2. definieren wir mit Hilfe der Gauß-Knoten 0 < %1 < ... < %k < 1 die
Kollokationsstellen t0j := t0 + h%j , j = 1, ..., k sowie t00 := t0 und h = t1 − t0 > 0
hinreichend klein.
Wir geben für den Übergang t0 → t1 eine schrittweise Diskretisierung an.
Schritt 1
Da die Hypothese mit µ ∈ N0 erfüllt ist berechnen wir zunächst die aufgeblähten
Matrixpaare (Mµ+1, Nµ+1) an den Stellen t0 und t0j für j = 1, ..., k durch (µ+ 1)-
maliges differenzieren und erhalten mittels automatischem Differenzieren
Mµ(t0j), Nµ(t0j), M˙µ(t0j), N˙µ(t0j), j = 0, ..., k,
wobei t00 = t0. Damit können wir nun auch die Matrizen
Z2(t0j), Z˙2(t0j), Aˆ2(t0j),
˙ˆ





für j = 0, ..., k entsprechend der Hypothese berechnen (vgl. 4.4).
Schritt 2
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mit den nichtsinguläre Matrizen E11(t0j) und Aˆ22(t0j) sowie der Variablentransfor-
mation gemäß












für j = 0, ..., k.
Schritt 3
Da die Matrizen E11(t0j) für j = 0, ..., k nichtsingulär und schiefsymmetrisch sind,
erhalten wir gemäß Satz 3.3 die orthogonalen Matrizen R(t0j) sowie deren Ablei-






= ∆(t0j), j = 0, ..., k.
Wenden wir die zugehörige Kongruenztransformation auf das obige Matrixpaar an,

















(t0j), j = 0, ..., k.
Zusätzlich bewirkt R(t0j) eine Transformation in der ersten Komponente gemäß
z˜1,j = R
T (t0j)z1,j , h˜1(t0j) = R
T (t0j)h1(t0j) j = 0, ..., k. Weiterhin gilt z˜2,j = z2,j
für j = 0, ..., k.
Schritt 4




−12∆−112 (t0j)∆11(t0j) ∆−112 (t0j)
]
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sowie deren Ableitungen L˙(t0j) derart, dass
LT (t0j)∆(t0j)L(t0j) = J, j = 0, ..., k.












Eˆ12(t0j) = LT (t0j)E˜12(t0j), Aˆ12(t0j) = LT (t0j)A˜12(t0j),
Aˆ11(t0j) =
[




(t0j), j = 0, ..., k.







erhalten wir die Variablentransformation zˆ1,j = L−1(t0j)z˜1,j für j = 0, ..., k. Außer-
dem gilt zˆ2,j = z˜2,j sowie hˆ1(t0j) = LT (t0j)h˜1(t0j)für j = 0, ..., k.
Schritt 5
Da die Matrizen Aˆ22(t0j), j = 0, ..., k, nichtsingulär sind, erhalten wir aus der
zweiten Blockgleichung 0 = Aˆ22(t0j)zˆ2,j + h3(t0j) zum einen
zˆ2,j = −Aˆ−122 (t0j)h3(t0j)








Aˆ−122 A˙22Aˆ−122 h3 − Aˆ−122 h˙3
]
(t0j).





˙ˆA2T ′2 + Aˆ2T˙ ′2
]
(t0j)
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Damit können wir nun zˆ2, ˙ˆz2 eliminieren und erhalten die folgende Differentialglei-
chung in der neuen Variable zˆ1
J ˙ˆz1,j = Aˆ11(t0j)zˆ1,j + c(t0j)
mit c(t0j) :=
[














v11J − hAˆ11(t01) v12J ... v1kJ

















Da die Matrix B invertierbar ist (vgl. Lemma 4.3) können wir die lokalen Variablen
zˆ1,j für j = 1, ..., k eliminieren und erhalten zˆ1(t1) gemäß
zˆ1(t1) =
[








. Wir erhalten zˆ2(t1) direkt als Lösung des
Gleichungssystems
0 = Aˆ22(t1)zˆ2(t1) + h3(t1).
Schritt 7
Im Letzten Schritt transformieren wir schließlich zurück auf die Originalvariablen
gemäß
z1(t1) = R(t1)L(t1)zˆ1(t1), z2(t1) = zˆ2(t1)
und z(t1) = T2(t1)z1(t1)+T ′2(t1)z2(t1). Dabei erhalten wir die Matrizen R(t1), L(t1)
und T2(t1), T ′2(t1) mit Hilfe der fixen Zerlegungen bezüglich der Referenzzerlegungen




In Abschnitt 4.5 haben wir gezeigt, dass im Fall konstanter Koeffizienten die Gauß-
Lobatto-Kollokation und die konsistente Gauß-Kollokation für semi-explizite DAEs
äquivalent sind. Damit liefert die Gauß-Lobatto-Kollokation für diesen Spezialfall
ein symplektisches Verfahren. Im Fall variabler Koeffizienten gilt das im Allgemei-
nen nicht. Um dies zu zeigen, dient das Beispiel im folgenden Unterabschnitt 5.1.1.
In Abschnitt 4.1 haben wir die Bedeutung der lokal glatten Transformationen dis-
kutiert. Diesbezüglich wollen wir in Unterabschnitt 5.1.2 an einem Beispiel die
Householder-Transformation mit der lokal glatten Householder-Transformation ver-
gleichen. Diese bildet die Grundlage für die weiteren angewandten Transformatio-
nen.
5.1.1 Gauß-Lobatto-Kollokation
Im Folgenden wollen wir ein Beispiel für konstanten Koeffizienten und ein Beispiel
für variable Koeffizienten angeben. Gegeben sei I = [0.0, T ] mit T > 0.0. Als An-
fangswerte zum Zeitpunkt t = 0.0 wählen wir die Koordinaten eines Dreiecks wie
folgt:
A(1.0,−1.0), B(1.5, 1.5), C(−1.5, 0.5).
Der zugehörige Flächeninhalt beträgt F = 3.5. Wir wenden nun auf die DAE
mit den entsprechenden Anfangswerten (u(0.0) wird konsistent gewählt) die Gauß-
Lobatto-Kollokation mit k = 2 sowie h = 0.2 an und vergleichen den Flächeninhalt
F ′ der resultierenden Dreiecke zum Zeitpunkt T mit F . Dazu geben wir jeweils den
Fehler e = |F − F ′| an.





























und hat bezüglich der Originalvariablen λ und x einen symplektischen Fluß.
In der folgenden Tabelle stellen wir verschieden Zeitpunkte T mit dem Fehler
e gegebenüber:
T 2.0 20.0 40.0 80.0 100.0
e 5.32e-15 1.06e-13 7.41e-14 6.44e-13 2.51e-13
Aus der Tabelle wird ersichtlich, dass das Verfahren für die angegebene DAE
bezüglich der Originalvariablen einen numerischen zugrunde liegenden Fluß
besitzt, welcher symplektisch ist.





























und hat bezüglich der Originalvariablen λ und x einen symplektischen Fluß.
In der folgenden Tabelle stellen wir verschieden Zeitpunkte T mit dem Fehler
e gegebenüber:
T 2.0 20.0 40.0 80.0 100.0
e 1.69e-06 1.34e-06 1.02e-05 8.72e-06 8.28e-06
Anhand der Tabelle wird erkennbar, dass die Diskretisierung mit der Gauß-
Lobatto-Kollokation für die angegebene DAE kein symplektisches Verfahren
liefert.
5.1.2 Lokal glatte Householder-Transformation
Wir betrachten das Beispiel 4.1.





auf der Umgebung U(pi2 )
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mit  > 0. Wir berechnen mit Hilfe der lokal glatten Householder-Transformation
die Householdermatrix P1 bei t = pi2 − . Dabei merken wir uns die Vorzeichen der
α′s und berechnen damit die fixe Householdermatrix bei t = pi2 und t =
pi
2 + . Zum
Vergleich berechnen wir die gewöhnliche Householdermatrix P2 an den gleichen
Stellen t ohne Speicherung der Vorzeichen.





























Aus der Tabelle wird ersichtlich, dass die Householder-Transformation P2x, im Ge-
genteil zu P1x, einen Vorzeichenwechsel an der Stelle pi2 +  aufweist.
5.2 Strukturierte DAEs der optimalen Steuerung mit
Strangeness-Index µ = 0
An ausgewählten Beispielen wollen wir das in Abschnitt 4.6 beschriebene Verfahren
testen und die theoretischen Resultate bestätigen.
Wir betrachten in diesem Abschnitt homogene strukturierte DAEs der Form (1.1)





5.2.1 Beispiel 1 (Dreieck)













Dazu betrachten wir das Dreieck mit den Eckpunkten
A(1.0,−1.0), B(1.5, 1.5), C(−1.5, 0.5)
und dem Flächeninhalt F = 3.5. Dabei bilden die Eckpunkte die jeweiligen Anfangs-
werte eines zugrunde liegenden ODE-Systems. Wir integrieren auf dem Intervall
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I = [t, T ] mit t = 0.0 und verschiedenen Endpunkten T > t. Zum Integrations-
zeitpunkt T erhalten wir die neuen Eckpunkte A′, B′, C ′ und berechnen zudem den
neuen Flächeninhalt F ′. Mit Hilfe der Transformationen aus Abschnitt 4.6 berech-
nen wir konsistente Anfangswerte in Abhängigkeit der vorgegebenen Eckpunkte
A,B und C. Wir wählen die Schrittweite h = 0.1 und k = 2.
T A′ B′ C ′ |F − F ′|
1.0 (−3.715, 0.699) (3.129,−1.396) (2.672,−0.233) 4.88e-15
10.0 (5.095,−0.038) (−6.944, 0.641) (−2.781,−0.175) 1.59e-13
50.0 (−2.999,−0.825) (6.532, 0.796) (0.822, 0.559) 4.79e-13
100.0 (−4.913, 0.273) (6.017,−0.9445) (2.908, 0.042) 9.13e-13
Abbildung 5.1: T = 1.0 Abbildung 5.2: T = 10.0
Abbildung 5.3: T = 50.0 Abbildung 5.4: T = 100.0
Anhand der Tabelle und den Abbildungen 5.1-5.4 wird deutlich, dass das Verfahren
symplektisch ist. Entsprechend Abschnitt 3.1.1 ist der gefundene zugrunde liegende




5.2.2 Beispiel 2 (Transformationen)
Aus Kapitel 4 wird ersichtlich, dass die numerische Umsetzung der Transformatio-
nen aus Kapitel 3 sehr aufwendig ist. Es stellt sich daher die Frage, ob man einen
symplektischen numerischen Fluß erhalten kann, indem man die selbstadjungierte
DAE mittels konsistenter Gauß-Kollokation diskretisiert und dann die Approxima-
tionslösung transformiert.
Um diese Frage zu beantworten und damit die aufwendigen Diskretisierungen aus
Kapitel 4 zu rechtfertigen, betrachten wir das folgende Problem: Gegeben ist das




5 cos(t) + 1 0
−15 cos(t)− 1 0 0
0 0 0
 ,




Dazu betrachten wir das Dreieck mit den Eckpunkten A(1.0,−1.0), B(1.5, 1.5) und
C(−1.5, 0.5) sowie dem Flächeninhalt F = 3.5. Integriert wird auf dem Intervall
I = [0.0, T ]. Dabei bilden die Eckpunkte die jeweiligen Anfangswerte eines zugrunde
liegenden ODE-Systems. Wir vergleichen im Folgenden die beiden Strategien:
a) Zunächst diskretisieren wir die zugehörige DAE (1.1) mit den jeweiligen An-
fangswerten mittels konsistenter Gauß-Kollokation. Gegeben sind also die An-
fangswerte y0, x0 eines zugrunde liegenden AWP. Zur Erläuterung der Vorge-
hensweise konzentrieren wir uns auf den Schritt t0 → t1 mit t1 = t0+h, wobei
h > 0 hinreichend klein ist. Mit Hilfe der lokal glatten QRQˆ-Zerlegung berech-
nen wir für E(t0) eine Referenzzerlegung entsprechend Kapitel 3.1.1. Damit
erhalten wir aus den Eckpunkten A,B und C konsistente Anfangswerte λ0, x0
und schließlich u0. Aus der konsistenten Gauß-Kollokation erhalten wir λ1, x1
und u1 bei t1. Mit Hilfe der zugehörigen fixen QRQˆ-Zerlegung erhalten wir
damit y1, x1. Dieses Vorgehen wiederholen wir für alle drei Eckpunkte. Für
das neu entstandene Dreieck berechnen wir den zugehörigen Flächeninhalt F ′
und den Fehler e = |F−F ′|. Wir wählen h = 0.1, k = 2 und variieren T > 0.0:
T 1.0 10.0 50.0 100.0 1000.0
e 5.56e-02 4.85e-02 1.25e-02 2.74e-02 5.45e-02
Aus der Tabelle wir ersichtlich, dass der gefundene zugrunde liegende nume-
rische Fluß nicht symplektisch ist.
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b) Zum Vergleich berechnen wir die Lösungen mit Hilfe des Verfahrens aus Ab-
schnitt 4.6 mit h = 0.1 und k = 2. Wir berechnen analog zu a) den Fehler
e = |F − F ′|.
T 1.0 10.0 100.0 1000.0 10000.0
e 1.51e-14 1.43e-13 1.04e-12 1.02e-11 9.48e-11
Aus der Tabelle wird ersichtlich, dass die konsistente Gauß-Kollokation be-
züglich der Variable x und der transformierten Variable y gemäß Abschnitt
3.1.1 symplektisch ist.
5.2.3 Beispiel 3 (Dreieck)
Gegeben ist das Paar von Matrixfunktionen (E ,A) durch
E =
[













, R = −√t+ 0.1
und A = W = I2 für t ∈ I = [0.0, T ].
Dazu betrachten wir das rechtwinklige Dreieck mit den Eckpunkten
A(3.0,−1.0), B(0.0, 3.0), C(0.0,−1.0)
und dem Flächeninhalt F = 6.0. Dabei bilden die Eckpunkte die jeweiligen Anfangs-
werte eines zugrunde liegenden ODE-Systems. Wir integrieren auf dem Intervall
I = [0.0, T ] mit verschiedenen Endpunkten T > 0.0. Zum Integrationszeitpunkt
T erhalten wir die neuen Eckpunkte A′, B′, C ′ und berechnen zudem den neuen
Flächeninhalt F ′. Mit Hilfe der Transformationen aus Abschnitt 4.6 berechnen wir
konsistente Anfangswerte in Abhängigkeit der vorgegebenen Eckpunkte A,B und
C. Wir wählen die Schrittweite h = 0.1 und k = 2.
T A′ B′ C ′ |F − F ′|
1.0 (0.972, 7.121) (−1.328,−0.472) (0.443, 0.157) 8.88e-15
4.0 (0.995, 5.621) (−1.499, 0.575) (0.499,−0.192) 1.69e-14
9.0 (−2.916, 8.855) (−1.234, 0.662) (0.411,−0.221) 9.95e-14
13.0 (3.995,−18.73) (2.279,−8.434) (−0.759, 2.811) 1.20e-13
Aus der Tabelle und den Abbildungen 5.5-5.8 wird ersichtlich, dass die konsistente
Gauß-Kollokation symplektisch ist. Gemäß Abschnitt 3.1.2 haben wir einen zugrun-
de liegenden symplektischen Fluß bezüglich der orthogonal transformierten Variable
x1 und der transformierten Variable y1 gefunden.
108
5 Numerische Experimente
Abbildung 5.5: T = 1.0 Abbildung 5.6: T = 4.0
Abbildung 5.7: T = 9.0 Abbildung 5.8: T = 13.0
5.2.4 Beispiel 4 (Katzenkopf)



























, R = 1.0.
Wie in [32] wählen wir als Anfangswerte für ein zugrunde liegendes ODE-System die
Koordinaten eines Katzenkopfes. Wir integrieren auf dem Intervall I = [0.0, T ] mit
verschiedenen Endpunkten T > 0.0. In der nachfolgenden Abbildung sind ausge-
wählte Punkte für einige Werte von T im Phasenportrait dargestellt. Der Flächen-
inhalt des Katzenkopfes zur Zeit T = 0.0 beträgt F = 10.8125. In der folgenden
Tabelle werden die Fehler e = |F − F ′| angegeben, wobei F ′ der Flächeninhalt zur
jeweiligen Zeit T > 0.0 ist. Berechnet wurde jeweils mit k = 2 und h = 0.1.
T 0.5 0.7 0.8 0.9 1.0
e 5.03e-13 3.91e-14 1.78e-15 5.77e-13 5.86e-14
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Abbildung 5.9: Katzenköpfe im Phasenportrait
Aus der Tabelle und Abbildung 5.9 wird ersichtlich, dass der Verfahren symplektisch
ist. Entsprechend Abschnitt 3.1.2 haben wir einen zugrunde liegenden symplekti-
schen Fluß bezüglich der orthogonal transformierten Variable x1 und der transfor-
mierten Variable y1 extrahieren können.
5.3 Allgemein selbstadjungierte DAEs mit beliebigem
Strangeness-Index
Wir wollen an ausgewählten Beispielen das in Abschnitt 4.7 vorgestellte Verfahren
anwenden und die theoretischen Resultate bestätigen.
5.3.1 Beispiel 5 (Dreieck) µ = 0
Gegeben ist das Paar von Matrixfunktionen (E ,A) gemäß
 0
1
5 cos(t) + 1 0
−15 cos(t)− 1 0 0
0 0 0
 ,




wie in Beispiel 2. Dazu betrachten wir ebenso das Dreieck mit den Eckpunkten
A(1.0,−1.0), B(1.5, 1.5) und C(−1.5, 0.5) sowie dem Flächeninhalt F = 3.5. Inte-
griert wird auf dem Intervall I = [0.0, T ]. Dabei bilden die Eckpunkte die jeweiligen
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Anfangswerte eines zugrunde liegenden ODE-Systems. Die zugehörige DAE hat die
charakteristischen Größen n = 3, d = 2 und a = 1 sowie µ = 0. Wir rechnen im
Folgenden jeweils mit h = 0.1 und k = 2.
Wir berechnen nun die Lösungen mit Hilfe des Algorithmus aus Abschnitt 4.7. Ne-
ben dem Fehler |F−F ′| geben wir auch die Koordinaten des resultierenden Dreiecks
zum Zeitpunkt T an:
T A′ B′ C ′ |F − F ′|
1.0 (0.306,−1.092) (2.574, 0.619) (−1.164, 0.885) 7.55e-15
10.0 (−0.342,−0.487) (6.034,−0.173) (−1.670, 0.545) 4.04e-14
50.0 (−0.510,−0.269) (5.831,−2.807) (−1.433, 1.204) 3.34e-13
100.0 (−1.346, 0.390) (2.077,−2.831) (0.654, 0.533) 8.04e-13
Abbildung 5.10: T = 1.0 Abbildung 5.11: T = 10.0
Abbildung 5.12: T = 50.0 Abbildung 5.13: T = 100.0
Wir geben nun noch den Fehler |F − F ′| für die Werte T = 1000.0, T = 10000.0
und T = 100000.0 in Form einer Tabelle an:
T 1000.0 10000.0 100000.0
|F − F ′| 8.11e-12 8.07e-11 8.13e-10
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Anhand den beiden Tabellen und den Abbildungen 5.10-5.13 wird deutlich, dass die
konsistente Gauß-Kollokation entsprechenden den Transformationen aus Abschnitt
4.7 bezüglich der Variablen x und y gemäß Abschnitt 3.3 symplektisch ist.
5.3.2 Beispiel 6 (Dreieck) µ = 1
Gegeben ist das Paar von Matrixfunktionen (E ,A) gemäß


0 0 1 0 0 0
0 0 0 1 0 0
−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 0 0 0




0 0 0 0 1 0
0 0 0 0 −αt 0
0 0 0 0 αt 1
0 0 0 0 0 0
1 −αt αt 0 0 0
0 0 1 0 0 0


mit α = 0.0001 und der Inhomogenität hT =
[
0 0.01 0 0.01 t0.1 0.01
]
. Die
DAE hat die charakteristischen Größen n = 6, d = 2 und a = 4 sowie µ = 1. Wir
wählen als Anfangswerte eines zugrunde liegenden ODE-Systems die Eckpunkte des
Dreiecks
A(−2.0, 2.0), B(−1.0, 1.0), C(1.0, 1.0)
mit dem Flächeninhalt F = 4.0. Integriert wird auf dem Intervall I = [0.1, T ] zu ver-
schiedenen T > 0.1 und der Schrittweite h = 0.1 sowie k = 2. In der nachfolgenden
Abbildung werden die Dreieckspunkte zum jeweiligen Endpunkt T im Phasenpor-
trait dargestellt. In der folgenden Tabelle geben wir die Fehler e = |F−F ′| zwischen
dem Ausgangflächeninhalt F und dem Flächeninhalt F ′ zum jeweiligen Zeitpunkt
an.
T 20.1 40.1 60.1 80.1 100.1
e 5.15e-13 5.33e-14 2.50e-13 7.67e-13 9.56e-13
Aus der Tabelle und der Abbildung 5.14 wird ersichtlich, dass die konsistente Gauß-
Kollokation entsprechenden den Transformationen aus Abschnitt 4.7 bezüglich der
Variablen x und y symplektisch ist.
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Abbildung 5.14: Dreiecke im Phasenportrait
5.3.3 Beispiel 7 (Katzenkopf) µ = 4
Gegeben ist das Paar von Matrixfunktionen (E ,A) gemäß

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0




0 0 0 0 1 0 0
0 0 0 1 0 0 1
0 0 0 0 0 1 2
0 1 0 1 0 2 1
1 0 0 0 2 0 −1
0 0 1 2 0 0 0
0 1 2 1 −1 0 0


und der Inhomogenität h = 0. Die zugehörige DAE hat die charakteristischen Grö-
ßen n = 7, d = 2 und a = 5 sowie den Strangeness-Index µ = 4. Wir wählen als
Anfangswerte eines zugrunde liegenden ODE-Systems die Punkte eines Katzenkop-
fes analog zu Beispiel 5.2.3. In der nachstehenden Abbildung werden ausgewählte
Punkte im Phasenportrait im Intervall I = [0.0, T ] mit T > 0.0 dargestellt. In der
folgenden Tabelle sind die Fehler e = |F − F ′| für T = 1.0 und T = 2.0 angegeben.





Abbildung 5.15: Katze wie in [32]
Anhand der Tabelle und der Abbildung 5.15 wird deutlich, dass das Verfahren
entsprechend den Transformationen in Abschnitt 4.7 bezüglich der Variablen x und
y symplektisch ist.
5.3.4 Beispiel 8 (Batcurve) µ = 2
Die Grafik zu Beginn der Arbeit (vgl. Abbildung 5.16) gehört zum folgenden Pro-
blem: Gegeben ist das Paar von Matrixfunktionen (E ,A) gemäß

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
−1 0 0 0 0 0 0
0 −1 0 0 0 0 0
0 0 −1 0 0 0 0




0 0 0 1 2 0 1
0 0 0 0 3 1 0
0 0 0 0 −4 0 3
1 0 0 1 2 0 2
2 3 −4 2 2 0 −4
0 1 0 0 0 5 0
1 0 3 2 −4 0 0


und der Inhomogenität hT =
[
1 sin(t) cos(t)− 1 1 0 0 0
]
. Die DAE hat
die charakteristischen Größen n = 7, d = 2 und a = 5 sowie den Strangeness-
Index µ = 2. Integriert wird auf dem Intervall I = [0.0, 1.0] mit der Schrittweite
h = 0.1 und k = 2. Wir wählen als Anfangswerte eines zugrunde liegenden ODE-
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Systems ausgewählte Punkte der sogenannten Batcurve und stellen diese in der
nachfolgenden Abbildung dar.
Abbildung 5.16: Batcurve
5.3.5 Beispiel 9 (Dreieck) µ = 2
Wir betrachten das Beispiel aus [41], gegeben durch das Matrixpaar

0 −1 0 −1 0
1 0 1 0 0
0 −1 0 0 0
1 0 0 0 0




0 0 0 0 1
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0




Dazu wählen wir die Inhomogenität gemäß hT =
[
0.5 cos(t) 1.0 t cos(t)
]
auf
dem Intervall I = [0.0, 5.0]. Dazu wählen wir die Schrittweite h = 0.5 und k = 2.
Die zugehörige DAE hat die charakteristischen Größen n = 5, d = 2 und a = 3
sowie µ = 2. Als Anfangswerte eines zugrunde liegenden ODE-Systems wählen wir
die Koordinaten des Dreiecks wie in Beispiel 5.3.2. In der nachfolgenden Abbildung
stellen wir den Fluß für die drei Eckpunkte für I dar. Der Fehler |F − F ′| zwischen




Abbildung 5.17: Fluß für Eckpunkte des Dreiecks
Anhand des angegebenen Fehlers |F − F ′| und der Abbildung 5.17 wird deutlich,
dass die konsistente Gauß-Kollokation entsprechend Abschnitt 4.7 bezüglich der




Den wesentlichen Bestandteil für die analytische Untersuchung der selbstadjungier-
ten linearen DAEs auf Symplektizität bildet das Konzept der Kongruenztransfor-
















trägt die x-Komponente als Zustandsvektorfunktion eine physikalische Bedeutung.
Aus diesem Grund wenden wir darauf ausschließlich punktweise orthogonale Trans-
formationen an.
In Abschnitt 3.1 haben wir den Fall der strukturierten DAEs mit Strangeness-Index
µ = 0 untersucht. Mit Hilfe von Kongruenztransformationen haben wir gezeigt, dass
die DAE einen zugrunde liegenden symplektischen Fluß besitzt. Die angewandten
Transformationen basieren auf glatten Zerlegungen.
Zur Behandlung eines allgemein selbstadjungierten Paares von Matrixfunktionen
(E ,A) mit Strangeness-Index µ = 0 haben wir die Techniken aus Abschnitt (3.1)
verallgemeinert und angewandt. Es ist uns gelungen, ein zugrunde liegendes Hamil-
tonsystem schrittweise zu extrahieren.
Unter der Annahme, dass die zum allgemein selbstadjungierten Paar von Ma-
trixfunktionen (E ,A) gehörige DAE E z˙ = Az + h sowohl einen wohldefinierten
Strangeness-Index als auch einen zugrunde liegenden symplektischen Fluß besitzt,
haben wir in Abschnitt 3.3 ein zugrunde liegendes Hamiltonsystem mit Hilfe von
Hypothese 2.35 extrahiert.
Um im obigen strukturierten Fall mit beliebigem Strangeness-Index eine Indexre-
duktion durchführen zu können und gleichzeitig die physikalische Bedeutung der
x-Komponente zu wahren, mussten wir strukturiert vorgehen. Dazu haben wir den
Fall Strangeness-Index µ = 2 für konstante Koeffizienten ausführlich diskutiert.
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In Kapitel 4 haben wir die Numerik der in Abschnitt 3 entwickelten Techniken dis-
kutiert. Dabei haben wir zunächst die lokal glatten Transformationen basierend auf
der lokal glatten QR-Zerlegung näher besprochen. Insbesondere wurde die konsis-
tente Gauß-Kollokation als numerisches Verfahren für DAEs ausführlich vorgestellt.
Angewandt haben wir es zunächst auf selbstadjungierten strukturierten DAEs mit
µ = 0 (Abschnitt 4.6). In Verbindung mit der numerischen Indexreduktion (Ab-
schnitt 4.4) haben wir die konsistente Gauß-Kollokation auch für den allgemeinen
selbstadjungierten Fall mit beliebigem Strangeness-Index (Abschnitt 4.7) entwi-
ckelt.
In Kapitel 5 haben wir die theoretischen Resultate aus Kapitel 3 und 4 an einer
Vielzahl verschiedener und aussagekräftiger Beispiele numerisch bestätigt. Dabei










R Menge der reellen Zahlen
N Menge der natürlichen Zahlen
I = [a, b] kompaktes Intervall in R
C l(I,Rn) = {f : I→ Rn | f l-mal stetig diff-bar auf I}
C l(I,Rn,n) entsprechend
x˙ = ddtx Ableitung der vektorwertigen Funktion x
nach der skalaren Größe t
X˙ = ddtX Ableitung der matrixwertigen Funktion X
nach der skalaren Größe t
E ,A, h Daten der selbstadjungierten DAE
E,A,B, f Daten der Nebenbedingung des Optimierungsproblems
Me,W, S,R Daten des zu minimierenden Kostenfunktionals J
Eˆ , Aˆ, hˆ Daten der regularisierten selbstadjungierten DAE
µ Index der DAE (Strangenessindex)
d, a Anzahl der differentiellen und algebraischen Bedingungen
Il Einheitsmatrix vom Format (l, l)
A⊗B Kronecker-Produkt der Matrizen A und B
Π Permutationsmatrix
X( , t0) Fundamentallösung der DAE
Pk Menge der Polynome vom Grad ≤ k
Ll, L˜l Lagrange-Interpolationspolynome
ρ1, ..., ρk Gauß-Knoten
%0, ..., %k Lobatto-Knoten
ϕtt0 Fluß einer ODE
Φ Inkrementfunktion
Φh numerischer Fluß
∗ von Null verschiedene Zahl, von Null verschiedener Blockeintrag
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