ABSTRACT __________________________________________________________________________ This paper reviews the role of micro non-convexities in the study of business cycles. One important nonconvexity arises because an individual can work only one workweek length in a given week. The implication of this non-convexity is that the aggregate intertemporal elasticity of labor supply is large and the principal margin of adjustment is in the number employed-not in the hours per person employed-as observed. The paper also reviews a business cycle model with an occasionally binding capacity constraint. This model better mimics business cycle fluctuations than the standard real business cycle model. Aggregation in the presence of micro non-convexities is key in the model. _____________________________________________________________________________________
Introduction
The tool now used to study business cycles is the discipline of quantitative dynamic general equilibrium. With this discipline, given the question or issue at hand, an explicit model economy is written down and the answer to the question determined for that model economy. Theory, the question, and the available statistics dictate the choice of model economy used in the application. The pioneers in applying the discipline of quantitative general equilibrium are Herbert E. Scarf's students Shoven and Whalley (1972) 1 . They applied these tools to problems in public finance. Their models are rich in sector detail, but not truly dynamic. Subsequently Auerbach and Kotlikoff (1987) , Jorgenson and Yun (1990) , and others have made these public finance models dynamic.
A convenient feature of these early structures is that there is a parametric set of excess demand functions that can be easily calibrated using input-output tables and the equilibrium computed using Scarf's algorithm or other solution methods. Kydland and Prescott (1982) took a different approach in their study of business cycles. We constructed a linear-quadratic economy with the same steady state and local behavior as those of a deterministic growth model. 2 A feature of our approach is that uncertainty is easily introduced. With linear-quadratic economies, the equilibrium stochastic processes are linear, which matches well, but not perfectly, with observations.
The discipline of quantitative dynamic general equilibrium theory in conjunction with growth theory now dominates the study of business cycles and the evaluation of tax policies. Recently there have been two important additional successful applications of quantitative dynamic general equilibrium methods using growth theory along with national income account statistics to address other macro problems 3 . One success is to determine what the value of the stock market should be when it is reasonable to assume agents expect current tax and regulatory policies to persist into the future, 4 and the other is to study great depressions of the twentieth century. 5 Like in business cycle theory and in public finance, almost surely, the discipline of applied general equilibrium will come to dominate the study of these fields. Of this I am certain.
The consistency of the underlying assumptions concerning preferences and technologies across these diverse applications leads to great confidence in the findings.
The fact, for example, that business cycles are what this theory predicts adds confidence to the public finance findings that use the same theory. This never would have happened absent the discipline of quantitative general equilibrium. In this paper I will restrict attention to an important class of issues in business cycle theory, namely, the importance, or in some cases lack of importance, of non-convexities at the household and production unit levels for business cycle behavior.
In this paper I will abstract from money for three reasons. First, so much work has been done in this area using the discipline of quantitative general equilibrium that reviewing these developments in this paper is not feasible. Second, the findings concerning the role of monetary factors in business cycles are mostly negative with the correlations of monetary factors with real factors arising for spurious reasons (see made stationary by dividing the date values of each variable by its constant growth value. 3 Recently there is a plethora of interesting quantitative general equilibrium analyses using heterogeneous agent economies to evaluate insurance schemes and labor market policies. 4 See McGrattan and Prescott (2000 and . Freeman and Kydland, 2000) . Third, there is not a tested theory for incorporating money in quantitative general equilibrium analysis. One, or maybe the, leading candidate for incorporating money (see Alavarez, Atkeson, and Kehoe (2002) ) incorporates the Baumol-Tobin inventory theoretical role for money, which introduces a non-convexity in individual decisions. Even though a tested theory for introducing money into quantitative GE models does not now exist, almost surely in the not too distant future there will be such a theory and the tools of quantitative general equilibrium will have played a crucial role in its development.
There is a variety of interesting business cycle questions that have been addressed using this discipline of quantitative general equilibrium. The question that Prescott (1982 and focused on is, How volatile would the U.S. economy have been in the post-Korean War period if productivity shocks had been the only shocks to the economy? The economy that Kydland and Prescott (1991) use has an important nonconvexity in the stand-in household's consumption set. Workweeks of different lengths are different commodities, and a person is constrained to work one of these continuum of workweek lengths or not at all. This non-convexity turns out to be important in answering the posed question. Once this feature of reality is introduced, an implication of theory is that the principal margin of labor supply adjustment will be in the number of people working in a given week as opposed to the length of the workweek. This prediction conforms to observation. Previously Gary D. Hansen (1985) In fact, the view in the profession in the 1950s and 1960s was that these fluctuations were not equilibrium phenomena and therefore that general equilibrium language was not useful in their study. Even if this view were not totally dominant in the 1950s and 1960s, there were not the recursive language and computing power needed to compute the equilibrium stochastic laws of motion governing the evolution of model economies.
Equilibrium elements of business cycle model economies are stochastic processes, typically Markov with a stationary transition probability measure. This permits the comparison between the statistical properties of the model economies and the corresponding statistical properties of the actual economy. In the 1970s, the prevailing view of the profession was that changes in real factors, such as taxes and total factor productivity, gave rise to the secular movement in the aggregate data and that changes in monetary factors gave rise to business cycle fluctuations.
The use of the discipline of quantitative dynamic general equilibrium to derive the implications of growth theory surprised the profession and forced it to change its views.
The result that surprised the profession, including those who first carried out the analysis, is that random persistent changes in the factors that determined the constant growth level (not the growth rate) of the growth model give rise to business cycle fluctuations of the nature observed. It turned out that Eugen Slutsky was right -business cycles are the sum of random causes and not the realization of a damped oscillatory system such as Knut
Wicksell's rocking horse randomly being bumped 6 . Kydland and Prescott (1982) (Prescott, 1986) found that the variance was of this magnitude. This is a success for the discipline of quantitative general equilibrium and for growth theory, a theory which was developed to account for the secular movements in the aggregate time series and not to account for business cycles. Quantitative dynamic general equilibrium methods are needed to show that growth theory implies business cycle fluctuations. This is not something that one can derive without the use of quantitative general equilibrium analysis. Kydland and Prescott (1982) found that the growth model displays business cycle fluctuations if and only if the aggregate intertemporal elasticity of labor supply is high, a fact that was not then accepted by most labor economists. 7 The labor economists ignored the consequences of aggregation in the face of non-convexities in coming to their incorrect conclusion that the aggregate elasticity of labor supply is small. Nonconvexities at the household level imply high intertemporal elasticity of labor supply even if the intertemporal elasticity of labor supply of the households being aggregated is small.
This paper considers non-convexities in quantitative GE business cycle analyses.
Non-convexities at the micro level abound and can be measured. Consistency between micro observations and macro theory is crucial. Only with this consistency can economists evaluate public policies with any confidence. One notable success of theory was the recognition that an aggregation result underlies the stand-in household in the aggregate theory. This result is analogous to the aggregation result that justifies the concave, constant-returns-to-scale, aggregate production function. In spite of nonconstruct and not with the damped oscillation construct. 7 Lucas and Rapping (1969) estimated the intertemporal elasticity of labor supply and found it large. convexities at the firm or household levels, the aggregate economy is convex if the micro units are infinitesimal. A very important implication of this aggregation is that the substitution elasticities of the stand-in household or stand-in firm are very different from the elasticities of the micro units being aggregated.
There is a fundamental and important non-convexity associated with the workweek length. Rosen (1986) pointed out that workweeks of different lengths are different commodities and that these commodities are indivisible. Rogerson (1988) formalized this concept in a static setting where people either worked a standard workweek in the market or did not work in the market sector. Hansen (1985) introduced this feature into business cycle theory and found it resulted in a much higher intertemporal elasticity of labor supply for the stand-in household than for individual households and therefore larger fluctuations in output and employment resulting from any set of shocks.
On the technology side, Herbert E. Scarf's fixed cost associated with lumpiness of investment, which leads to an (S,s) policy, has little consequence for aggregate behavior in the economies of Fisher and Hornstein (2000) and Julia Thomas (2002) . These economies are calibrated so that the amounts of micro and aggregate fluctuations are in line with observations. The findings are dramatic. The paper that makes this so clear is Thomas (2002) .
As she points out, the lumpiness of investment at the plant level is a well-established fact.
She carries out an applied general equilibrium analysis with non-convex adjustment costs at the plant level and (S,s) adjustment rules as equilibrium behavior. In contrast to conclusions based on partial equilibrium analyses, such as Abel and Eberly (1996) , Bertola and Caballero (1994) , Engel (1991, 1999) , and Cooper, Haltiwanger, and Power (1999) , she finds that the aggregate effects of these micro nonconvexities have negligible consequences for aggregate behavior. Partial equilibrium reasoning for addressing an inherently general equilibrium question cannot be trusted.
An exception to micro non-convexities not mattering for business cycle fluctuations is Hansen and Prescott (2001) . Hansen and I find that capacity constraints lead to non-linearities of the type observed in the aggregate time series. This analysis is reviewed in this paper. The resulting aggregate production function is not Cobb-Douglas, yet for secular growth its implications are the same as the Cobb-Douglas production function. The second exception is Kahn and Thomas (2002) , who introduce non-convex capital adjustment. In both cases, the consequences of the non-convexities are small.
There are a number of other interesting quantitative business cycle analyses with non-convexities. Fitzgerald (1998) endogenizes the workweek length with skilled and unskilled labor being required to operate a production unit in order to evaluate laws that restrict workweek length. He finds that the high-paid skilled workers benefit from these laws and the low-paid unskilled workers lose. In his economy, at a given plant in a given period both the skilled and the unskilled must work the same workweek length. Another innovative analysis is Hornstein (2002) , who introduces the option of varying the number of shifts. His objective was to come up with a better definition of capacity utilization.
He was not that successful in achieving this objective, but did show that existing measures of capacity utilization are seriously flawed. This paper is organized as follows. Section 1 briefly reviews what business cycles are, why they are puzzling, and what the principal findings are to date. Section 2 presents the class of economies used in most of business cycle research. These economies have a finite number of household types, where the number is typically one, and each type has convex preferences. The aggregate technology is a convex cone, typically with a single composite output good that can be used for consumption or investment purposes. This technology is typically represented by an aggregate production function with all the standard properties. Justifications based on aggregation theory are provided for these assumptions in Section 3. Section 4 presents the case where the workweek length is endogenous. Here there is not an aggregate production function with capital and labor services as the factor inputs. Following Alpanda and Ueberfeldt's (2002) generalization and simplification of Hornstein and Prescott (1993) , it is shown that the margin of labor adjustment used is the number employed up to the point where all are employed. The workweek length margin is not used unless all are employed.
Section 5 presents an economy with a sometimes binding capacity constraint. This micro non-convexity in technology leads to an interesting non-linearity in the equilibrium process governing output and employment.
Section 1: Business Cycles
Robert E. Lucas, Jr. (1977) defines business cycles as being recurrent fluctuations of output and employment about trend with the key regularities being the statistical properties of the comovements of the time series. An issue is, What is the trend? Robert J. Hodrick (1997) and I concluded that theory fails to provide a concept of trend and that it was necessary to come up with an operational definition that mimics the smooth curve that students of business cycles draw through the data. Our particular representation turned out to be a useful way to decompose the data into a trend and a cyclical component. There was a lot of theory behind the representation, which made clear some puzzling behavior of the time series from the perspective of production and utility maximization theory.
Why were business cycles puzzling?
On the household side the puzzling feature of the behavior of the cyclical components was that consumption and the labor input moved strongly procyclical, yet the real wage moved little. Here the real wage is defined to be aggregate labor compensation divided by aggregate market hours. This is puzzling because it requires the intertemporal elasticity of substitution to be high, far higher than what labor economists had estimated at the time.
On the production side, two-thirds of the variation in cyclical output is accounted for by variation in the labor input and the remainder by total factor productivity, while contemporaneously, the capital stock is orthogonal to output. Labor productivity and hours are positively correlated with output, but they are roughly orthogonal to each other.
Increases in the labor input holding the capital input steady should lead to declines in labor productivity and a negative association between output and labor productivity by standard production theory.
Section 2: Convex Economies
In this paper I will be using the language of Arrow-Debreu-McKenzie and will be dealing with economies that have the following properties. The aggregate technology set is a convex cone. An implication of this is that payments to the factors of production exhaust product. There are a finite number of household types with a measure of each type. A consequence of this is that all agents are small, and the no market power assumption is literally true in the model economies studied. Preferences of households are not convex, but preferences of the stand-in household for each type will turn out to be convex. Similarly, technologies of individual production units are not convex. Given the assumptions, however, the aggregate technology set will be a convex cone.
We assume preferences are such that households maximize expected utility and the utility function is continuous. The expected utility assumption is standard in applied analyses and has survived many efforts to replace it with something better. With expected utility maximization and an appropriate commodity vector, preferences of the stand-in households for the types are convex if randomization is permitted. 8 De facto, the model economies are convex and have a finite number of households.
The commodity space is normed linear space S. An economy is specified by the set of elements As shown by Debreu and Scarf (1963) in their core equivalence paper, with convex preferences, restricting attention to type-identical allocations is not an important restriction in the following sense. If a non-type-identical equilibrium exists, a typeidentical equilibrium exists with the same equilibrium price systems, the same commodity vector for the aggregate technology, the same type-average consumption vector, and the same utilities.
The argument establishing this result is as follows. It is immediate that the candidate type-identical allocation has profit maximization and resource balance. These results do not use the convexity of preferences. For a competitive equilibrium all agents of the same type face the same maximization problem and therefore realize the same utility, . However, the convexity of preferences implies
. Thus i x maximizes utility subject to the budget constraint. This proves the equivalence.
Section 3: The Aggregate Production Function
The aggregate production function is used to characterize the aggregate production set. Here I briefly review the aggregation theory underlying aggregate production functions and why they are continuous, increasing and concave and why they display constant returns to scale. This aggregation theory will prove useful when endogenizing the workweek length, something that is central in business cycle theory.
The plant technologies underlying the aggregate production function are the following:
(i) There are n factor inputs and a composite output good 9 .
(ii) The vector of inputs is x n ∈ℜ + and the output good is y.
(iii) A plant technology is indexed by T x ∈ with ) (x f being the output of a plant of type x.
is the vector of aggregate inputs, and Y is aggregate output.
Definition: An aggregate production function F(X) is the maximum output that can be produced given the input vector X.
Assumption 1: Any measure of technologies of type x T ∈ can be operated.
Assumption 2:
and T is compact.
Assumption 3:
is continuous.
The aggregate production function is the solution to the following program, where M + (T)
is the set of measures on the Borel σ-algebra of T:
exists and is weakly increasing, continuous, weakly concave, and homogenous of degree one.
9 In this exposition the number of factors is finite. There are important business cycle applications where there is a continuum of factors and the input vector is a measure on the Borel σ-algebra of a subset of a Euclidean space.
Proof. Given the assumptions, the constraint set is compact and non-empty and the objective function is continuous in the weak-star topology. Therefore the program has a solution. The function being increasing is immediate given larger X increases the constraint set. Continuity follows from the Theorem of the Maximum. Concavity follows from the convexity of the constraint set and concavity of the objective in (X,z). Because scaling z and X by a common factor is feasible and scales the objective function by the same factor, the function F must be homogenous of degree one.
The function F summarizes the relevant aspects of the aggregate technology set and therefore is the element about which empirical knowledge can be organized. Multiindustry generalizations with intermediate goods are straightforward. However, in macro analyses the single sector version almost always suffices and is therefore used.
An Example:
The Cobb-Douglas production function has come to dominate in aggregate quantitative GE analysis. The reason is that both over time and across countries, labor's share of product is surprisingly constant at a little below 70 percent.
10 The Cobb-Douglas production function, with its unit elasticity of substitution, is the only aggregate production function with the property that factor cost shares are the same for all relative factor prices.
An example of an underlying set of plant technologies for the Cobb-Douglas production function is the following one. Suppose that the factor inputs to a production unit are k units of capital and e workers and that the plant technologies are g(e)k θ , where 1 0 < < θ . In addition, the function g is such that the function
has a unique maximum. This maximum is denoted by A and the maximizing e by e*.
Proposition 2: For this example, the aggregate production function is
where E is aggregate employment and K aggregate capital.
Proof:
The linear program has two constraints. Therefore, there is an optimum that places mass on at most two points. ). Thus, all operated production units have the same number of workers. All operated units have the same quantity of capital as well, because this is necessary to equate marginal products of capital across these units given that employment e is equated across operated units. This implies that it is optimal to assign e* workers and *) / /( * e E K k = to * / e E operated production units.
Section 4: Labor Indivisibility
Richard Rogerson in his dissertation (1984) analyzed an artificial economy where people are confronted with the choice of either working or not working. On first blush this appears to be a non-convexity. If a point in the commodity space specifies the quantity of the consumption good and the measure of workweek lengths, the economy becomes convex. From the perspective of the aggregate stand-in firm, the measure of workweek lengths specifies the number of people employed that work h B ∈ for any Borel measurable B H ⊆ , where H is the set of possible workweek lengths. From the perspective of a household, the measure of workweek lengths is a probability measure of workweek lengths that the household must supply.
By an appropriate law of large numbers, the total measure of workweek length supplied is the measure of people times the probability that each works. There are many ways that the firm can pick the set of identical, but not independent, 0-1 random variables specifying whether or not each person works. This is the Prescott-Townsend (1984a , 1984b ) lottery equilibrium approach. Another equivalent approach is to construct a standin household with all the randomization being done within the group of type-identical individuals. This is the Hansen (1985) approach that has been generalized by Kehoe, Here we take the stand-in household approach. Let e be the fraction or measure of the group that work. Maximizing the expected utility of group members, the stand-in household's utility function,
As shown by Hansen, a simple unemployment insurance scheme works in this environment, where those that do not work receive benefits. Alternatively, having members of the group enter into wealth gambles is another way to support this within group allocation. Still another way is to index individual allocations by some random variable with a continuous density, which Shell and Wright (1993) call the sunspot approach. The advantage of using lotteries to this sunspot approach is that the economy is convex and all standard general equilibrium theory is easily applied.
The principle is to deal with the simplest commodity space for which preferences are convex. This is sufficient to insure that there are no gains from introducing randomness. Given that the technology exists for gambling, ruling out trades that are feasible and mutually beneficial is inconsistent with equilibrium. To summarize, once a group exploits all gains from randomization, a type-identical group has a stand-in that behaves as if it is maximizing (1).
Section 5: Why a Fixed Workweek Length
Hansen (1985) The period consumption set is { | x is a probability measure and with certainty}
The period utility function is
Proposition 3: Preferences are convex.
This result is immediate given that U is linear and X convex. The convexity of preferences permits attention to be restricted to type-identical allocations. Further, the utility function is continuous.
The period aggregate production set is Y = {y∈L + | ∃ measure of production units such that
Constraint (i) is that enough is produced to supply the quantity of output specified by commodity vector y. Constraints (ii) are that enough of the types of workweeks are acquired by the firm to carry out its production plan. Constraint (iii) is that the firm acquires a sufficient quantity of capital services to carry out its plan.
Proposition 4:
The set Y is convex.
Proposition 5: A type-identical optimum exists.
The existence of a type-identical competitive equilibrium is straightforward even if there is uncertainty for this economy. See Stokey and Lucas (1989, ch. 15) .
I now show that the workweek is constant up to the point that all are employed if preferences and technology are consistent with constant growth. I deal first with technology. The aggregate production set is characterized by an aggregate production function ( , ) F K x , where x is a measure on the Borel σ-algebra of H. This function has all the standard properties of an aggregate production function, but is difficult to deal with given that x is a signed measure. For this reason, here I restrict the technology in a non-binding way to one in which only one type of plant being operated. This greatly simplifies notation. With this restriction, the aggregate production function is Here employment e is the measure of people working a workweek length h.
The utility function is
ε <
Here we deal only with the case where there is more curvature than the log. The argument simplifies in the case in which the utility function is ( , ) log (1 ) The period problem facing a household is
Here R is a constant that depends upon the event history and the initial capital stock. The first-order conditions for this linear program are
Here φ and λ are the Lagrange multipliers associated with the two constraints.
Multiplier λ is the marginal utility of consumption and is strictly positive.
Equating the marginal utility of consumption to λ yields an implication of these first-order conditions is that
The important result is that equation (6) is a function of h and parameters of the model.
Let this solution to (6) be h . What differs if B and R are different is e and not h, unless, of course, the change is so large that 1 e = . This completes the second part of the proof.
The best h if all work is a decreasing function of R as shown in Figure 3 . When the function decreases to h , it is optimal to shift to the e margin of adjustment. At this point, the optimal e(R) becomes strictly decreasing and optimal consumptions remain constant. All increase in "wealth" is taken in the form of a lower fraction of the population that work in the market sector. This completes the proof.
Section 6: Capacity Constraints and Non-Linearities
A problem with the Cobb-Douglas production function is that it implies constant factor shares for both the smooth secular movements in output as well as the non-smooth business cycle fluctuations. Cyclically, capital share is procyclical, being particularly high at cyclical peaks. Another problem is that there is non-symmetry in the economic time series. Business cycle peaks are smaller than troughs and are flatter. This suggests that an alternative aggregate production function is needed to better model business cycle fluctuations. In particular, the abstraction must capture the fact that the economy is hitting capacity constraints at many production units when the economy is at the peak.
The problem is to develop an alternative production technology that is tractable and captures these features. This technology must generate both the growth facts and the business cycle facts. Hansen and Prescott (2001) developed such a technology. We started at the micro level and did the aggregation. The micro foundations are no more realistic than those for the Cobb-Douglas production function, but are important because they led us to this alternative aggregate production function for the study of business cycle fluctuations.
The economy Hansen and I studied is a one-sector stochastic growth model in which output is produced from three factors of production, labor and two types of capital.
One type of capital, identified with long-run capacity, for want of a better term, will be referred to as the location at which production can potentially take place. Examples include office buildings, factories, and large ships. The second type of capital is called equipment. It can be assigned, along with labor, to a location to form an operating plant.
11
The production function of a plant is given by π ′ . We assume eventual decreasing returns to scale at the plant level, so θ φ + < 1 . This assumption guarantees that it is profitable to operate many small plants rather than one large one and that all operating plants will employ the same amount of equipment and labor. In addition, the requirement n n ≥ , along with a limited population of potential workers, implies an upper bound on the total number of plants that can be operated.
In any period there is a fixed number, M, of available locations that can be potentially operated. Equipment and labor (k and n) can be costlessly moved across locations, so these factor inputs will only be placed at operating plants. This assumption, along with the minimum labor requirement ( n n ≥ ), implies that there may be idle locations in some states, although equipment will never be left idle.
Suppose that in a given period, there are K units of equipment and M locations.
In addition, suppose that N units of labor are employed. The aggregate production function is defined by the following expression, where z is the measure plant types ( , ) k n 11 We will refer to this second type of capital as equipment for lack of a better term. The distinction between the two types of capital does not correspond to the distinction between structures and equipment used by the U.S. Department of Commerce. For example, a Boeing 747 is a "location at which production can potentially take place," and is therefore long run capacity in our model. Similarly, a storage shed used by a manufacturing firm is formally a structure, but is not a location where production takes place and should probably be classified as the second type of capital.
that are operated. The measure z is defined on the Borel σ-algebra of the set 
min , ( , , ) max
The constraint m N n ≤ in this problem follows from the requirement that the amount of labor employed at each plant, N m , must be greater than n .
The assumption that θ φ + < 1 implies that the constraint m M N n ≤ min , l q will always bind in problem (9). Hence, two possibilities can arise: M N n < , in which case
Hence, solving problem (9), we obtain
The aggregate production function in equation (10) can be understood as follows.
In the first case, all M locations are assigned equipment and at least n units of labor.
Hence, the economy is operating at "full capacity" in that all locations are operated and the shadow value of additional locations is positive. As a result, in a decentralized version of this economy with competitive markets, locations earn a share of total income equal to 1− − θ φ . In the second case, an insufficient amount of labor is employed to operate all M locations, so the economy is operating at less than full capacity. Location capital, since it is not a scarce input, earns no rent. Instead, in this "excess capacity"
case, labor earns a larger share, 1− θ , of income. Notice that labor's share under full capacity can be as large as φ , which is smaller than 1− θ given our assumption that where N t is the fraction of available household time employed in market production.
Computing Equilibrium Allocations
Given that there are no distortions in this economy, equilibrium allocations are equivalent to those that would be chosen by a social planner who maximizes (13) subject to (10)-(12). This problem has the property that, once a sufficient amount of location capital has been accumulated, no further investments will be made in M. This follows from the fact that M does not depreciate, that the technology shock z has bounded support, and the fact that we have abstracted from population growth. We suppose that this economy has been operating for a long time, so we restrict ourselves to computing equilibrium allocations that are relevant once this sufficient quantity of M has been accumulated.
The result that, in the limit, investment in location capital is zero in all states generalizes to a constant growth version of this economy with exogenous technological progress. In particular, if we were to replace equation (7) 
Section 7: Concluding Comments
The discipline of applied general equilibrium has provided an understanding of business cycles. Partial equilibrium reasoning led to a conclusion that could stand the test of applied general equilibrium discipline. In this paper, I focused on aggregation when there are non-convexities at the micro level. Non-convexities at the firm level give rise to lumpy investment at the production level, but not at the aggregate level. Non- 
