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Abstract
Speech Recognition and Text-to-Text Translation systems have been improving significantly
in recent decades thanks to the improvement of both hardware and software means. How-
ever, Speech Translation is usually done as a concatenation of speech recognition and Machine
Translation technologies. The goal of this project is to build an End-To-End Speech Trans-
lation system using recent deep learning algorithms.
This system is based on Tensor2Tensor [1], or T2T for short, which is a library of deep
learning models and datasets actively used and maintained by researchers and engineers
within the Google Brain team and a community of users. The architecture of the model is
the Transformer, a simple network architecture based solely on attention mechanisms.
The data used in the project is the Fisher and CALLHOME Spanish-English Speech Trans-
lations, which was developed by LDC. It contains audio files of telephone speech, full ortho-
graphic transcripts of the telephone speech and the English translation obtained by crowd-
sourcing using Amazon’s Mechanical Turk.
This project shows that the End-to-End Speech Translation system outperforms the con-
catenation of Speech Recognition and Machine Translation systems, when all systems are
implemented using the Transformer architecture.
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Resum
Els sistemes de reconeixement de veu i traduccio´ de text a text han millorat significativament
en les u´ltimes de`cades gra`cies a la millora dels mitjans de hardware i software. No obstant
aixo`, la traduccio´ de veu a text generalment es realitza com una concatenacio´ de me`todes
de reconeixement de veu i traduccio´. L’objectiu d’aquest projecte e´s construir un sistema de
traduccio´ de veu end-to-end utilitzant algoritmes recents d’aprenentatge profund.
Aquest sistema es basa en Tensor2Tensor [1], o T2T per abreujar, que e´s una biblioteca de
models d’aprenentatge profund i conjunts de dades utilitzades i sostinguts activament per in-
vestigadors i enginyers de l’equip de Google Brain i la comunitat d’usuaris. L’arquitectura del
model e´s el Transformer, una arquitectura de xarxa simple basada u´nicament en mecanismes
d’atencio´.
Les dades utilitzades en el projecte so´n les traduccions de la parla angle`s-espanyol de Fisher
i CALLHOME, desenvolupades per LDC. Conte´ arxius d’a`udio de converses telefo`niques,
transcripcions ortogra`fiques completes de les converses i la traduccio´ en angle`s obtinguda
amb crowdsourcing utilitzant Mechanical Turk d’Amazon.
Aquest projecte mostra que els sistemes de traduccio´ de veu end-to-end proporcionen millors
resultats que els sistemes que utilitzen la concatenacio´ de reconeixement de veu i traduccio´,
quan els sistemes esta`n implementats utilitzant l’arquitectura del Transformer.
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Resumen
Los sistemas de reconocimiento de voz y traduccio´n de texto a texto han mejorado significa-
tivamente en las u´ltimas de´cadas gracias a la mejora de los medios de hardware y software.
Sin embargo, la traduccio´n de voz a texto generalmente se realiza como una concatenacio´n de
me´todos de reconocimiento de voz y traduccio´n. El objetivo de este proyecto es construir un
sistema de traduccio´n de voz end-to-end usando algoritmos recientes de aprendizaje profundo.
Este sistema se basa en Tensor2Tensor [1], o T2T para abreviar, que es una biblioteca de
modelos de aprendizaje profundo y conjuntos de datos utilizados y sostenidos activamente
por investigadores e ingenieros del equipo de Google Brain y la comunidad de usuarios. La
arquitectura del modelo es el Transformer, una arquitectura de red simple basada u´nicamente
en mecanismos de atencio´n.
Los datos utilizados en el proyecto son las Traducciones del habla ingle´s-espan˜ol de Fisher y
CALLHOME, desarrolladas por LDC. Contiene archivos de audio de conversaciones telefo´nicas,
transcripciones ortogra´ficas completas de las conversaciones y la traduccio´n en ingle´s obtenida
con crowdsourcing utilizando Mechanical Turk de Amazon.
Este proyecto muestra que los sistemas de traduccio´n de voz end-to-end proporcionan mejores
resultados que los sistemas que utilizan la concatenacio´n de reconocimiento de voz y tra-
duccio´n, cuando los sistemas esta´n implementados utilizando la arquitectura del Transformer.
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1 Introduction
The fields of Machine Translation (MT) and Automatic Speech Recognition (ASR) share
many features, including conceptual foundations, sustained interest and attention of re-
searchers in the field, a remarkable progress in the last two decades and the resulting wide
popular use. Both ASR and MT have a long way to improve and, as a result, do not give
perfect results. Speech Translation applications are typically created by combining speech
recognition and MT systems, each trained with different datasets. All errors made by the
recognizer go to the MT system and then the MT system itself adds its own errors. The
errors are combined, and the results are often very poor.
The hypothesis of this thesis is that if the concatenation is eliminated and a system is built
that makes the recognition and the translation at the same time, then the output would be
better. This will be done using a library of deep learning models called Tensor2Tensor, or
T2T for short. More specifically, the tool used to make the translation is the Transformer,
which performs a small, constant number of steps (chosen empirically). In each step, it ap-
plies a self-attention mechanism which directly models relationships between all words in a
sentence, regardless of their respective position. The Transformer starts by generating initial
representations, or embeddings, for each word. These are represented by the unfilled circles.
Then, using self-attention, it aggregates information from all of the other words, generating
a new representation per word informed by the entire context, represented by the filled balls.
This step is then repeated multiple times in parallel for all words, successively generating
new representations.
1.1 Statement of purpose
The purpose of this project is to develop a deep-learning based system that provides and
End-To-End Speech Translation, with Spanish audio as source and English text as target.
Currently to do so it is used the concatenation between ASR and MT systems. The objective
of this project is to, using the Transformer architecture, develop a program that transcribes
the audio directly by transcribing in the target language. Once the system is completed, the
final step is to compare both mechanisms to see which one provides the best results.
1.2 Requirements and specifications
Project requirements:
• End-To-End Speech Translation architecture.
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• Use of python as the main programming language.
• Work with Tensor2Tensor for the model construction.
• Develop the project at the TSC servers.
Project specifications:
• End-to-end architecture.
• Database from a workshop IWSLT1, where evaluations are done and the best BLEU[2]
results are of 20 for translation and 26 for speech recognition.
• Obtain proper accuracy and loss outputs.
• Optimize the process time reducing the input dimension.
1.3 Methods and procedures
This attempt to build an End-To-End Speech Translation system with attention-based mech-
anisms was never done before by any other UPC student. The main idea of this project was
proposed by my supervisors Marta Ruiz Costa-jussa` and Jose Adria´n Rodr´ıguez Fonollosa,
and developed with the inestimable help of Carlos Escolano.
As a baseline, the concatenation of ASR and MT was used and, for the result, a Speech
Translation system based on the Transformer model.
1.4 Work Plan
This project was structured with the following work packages and Gantt diagram. Weekly
meetings were held to ensure its proper development.
1.4.1 Work Packages
• WP 1: Project proposal and work plan.
• WP 2: Previous learning.
• WP 3: Test and development.
• WP 4: Documentation.
1http://workshop2017.iwslt.org/64.php
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1.4.2 Gantt Diagram
Figure 1.1: Gantt Diagram.
1.5 Incidents and Modifications
The main incident of this project happened during the development part of the ASR system.
This part was more difficult than expected and the code could not be implemented until
very close to the deadline. Tensor2tensor is already prepared for speech recognition with the
librispeech database, but it was not prevented that the data had to be adjusted to use it. In
addition to that, the program did not work as expected and many errors arose that had to
be solved. Because of that, the project plan had to be modified and more time had to be
invested for the speech recognition to work as expected.
To obtain the desired results, TPUs[3] had to be used instead of GPUs. Here is some
highlights of the comparison between the performance and power for inference of the TPU
to the ones of the contemporary CPUs and GPUs[4]:
• Despite having a much smaller and lower power chip, the TPU has 25 times as many
MACs and 3.5 times as much on-chip memory as the K80 GPU.
• The TPU is about 15X - 30X faster at inference than the K80 GPU and the Haswell
CPU.
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• The performance/Watt of the TPU is 30X – 80X that of its contemporary CPUs and
GPUs; a revised TPU with K80 memory would be 70X – 200X better.
• If the TPU were revised to have the same memory as the K80 GPU, it would be about
30X – 50X faster than the GPU and CPU.
• While most architects are accelerating CNNs, TPUs are just 5% of the datacenter
workload.
As Google does not sell the TPUs commercially, TPUs are accessible through the Google
cloud computing platform.
11
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2 State of the art
In order to carry out a Speech Translation system nowadays, most approaches use the con-
catenation of ASR and MT. Current approaches for an End-To-End Speech Translation are
usually RNN-based. In this chapter, we overview the basic neural networks architectures
together with the ASR and MT approaches.
2.1 Neural Network Architectures
2.1.1 Recurrent Neural Networks (RNNs)
The major problem for developing a good language understanding model is to automatically
extract semantic concept, or to fill in a set of arguments or “slots” embedded in a semantic
frame, in order to achieve a goal in a human-machine dialogue. The key to solve this problem
is using Recurrent Neural Networks [5]. RNNs process an input sequence one element at a
time, maintaining in their hidden units a state vector that implicitly contains information
about the history of all the past elements of the sequence.
Figure 2.1: RNN Diagram.
• xt is the input at time step t.
• st is the hidden state at time step t. The state contains the information of previous
steps, used to calculate the current one. st is calculated based on the previous hidden
12
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state and the input at the current step: st = f(Uxt+Wst−1). The function f usually is
a non-linearity such as tanh or ReLU. The first state, used to calculate the first hidden
state, is typically initialized to all zeroes.
• ot is the output at step t.
Note that a RNN shares the same parameters (U, V, W above) across all steps. This shows
that the same task is performed at each step, just with different inputs. This reduces the
number of parameters to be learned.
The RNNs are able to store the information of the past states of the input in theory. However,
in practice those models typically forget the past fast. Therefore, RNN layers are not good
in the modeling of longer-term connections of the past, the type that commonly emerges
in language modeling. The Long Short-Term Memory (LSTM) cell is a modification of the
RNN layer that allows signals from deeper in the past to reach the present.
Figure 2.2: LSTM Diagram.
• The forget gate ft is responsible for removing information from the cell state. The
information that is no longer required for the LSTM to understand things or the infor-
mation that is of less importance is removed via multiplication of a filter. The output
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of the forget gate is calculated based on the hidden state of the previous cell and the
current input: ft = σ(Wf · [ht−1, xt] + bf ).
• The input gate is responsible for the addition of information to the cell state. This
regulatory filter it decides which values will be updated with a sigmoid function: it =
σ(Wi · [ht−1, xt] + bi). A vector C ′t containing all possible values that can be added to
the state is created using a tanh function: C ′t = tanh(Wc · [ht−1, xt] + bc).
• The new cell state Ct is updated by multiplying the past cell state Ct−1 by the forget
gate ft and adding the new information: Ct = ft · Ct− 1 + it · C ′t.
• The output state ht is a filtered version of the cell state: ht = ot · tanh(Ct), where
ot = σ(W0 · [ht−1, xt] + b0). The sigmoid function decides which parts will be in the
output and the tanh function pushes the values to be between -1 and 1.
2.1.2 Convolutional Neural Networks (CNNs)
Convolutional Neural Networks are used to deal with very high-dimensional inputs. The
main idea of CNNs is to learn hierarchical representations of the data with increasing levels
of abstraction [6]. The convolutional layer’s parameters consist of a set of filters that can be
learned called kernels. Every kernell is small spatially, but extends through the full depth of
the input size. The output of the convolutional layer will have the size of the kernell and the
basic information of the input data.
2.2 Attention
As quoted in Attention is all you need [7]: ”An attention function can be described as
mapping a query and a set of key-value pairs to an output, where the query, keys, values,
and output are all vectors. The output is computed as a weighted sum of the values, where
the weight assigned to each value is computed by a compatibility function of the query with
the corresponding key.”
The objective of the attention mechanism is to refer to the elements, not by position (as in
the RNNs and CNNs), but by the content, which is more similar to the human language
system. The idea is to make a query with a vector and look at similar things in the past. So
to use attention three parameters are used:
• A query Q, which is the vector that represents the current word that is being operated
on. It can be seen as the decoder state.
• A group of values V , which is a matrix that has all the items seen in the past.
14
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• A group of keys K, which is a matrix that has the representation of the values V
indexed. It can be seen as the encoder state.
Another important thing to remark about attention is that it reduces the amount of compu-
tation steps as there is constant path length between any two positions.
2.2.1 Self-Attention
Also known as intra-attention, self-attention is a mechanism in which each element in the
sentence attends to other elements from the same sentence, this allows context sensitive
encodings. When retrieving at similar things, it is possible to look at a very long context.
A well-known attention method is the Scaled Dot-Product Attention. The attention function
is defined as follows:
Attention(Q,K, V ) = softmax(
QKT√
dk
) · V
First of all, in this equation the vector Q and the matrix K transposed are multiplied.
This dot product will be close to one for the keys similar to the query and close to zero
for the different ones. After that, a scaled softmax function is done to have the probability
distribution over the keys, which is peaked at the most similar ones to the query. Finally, this
mask is multiplied by the values V so that the most similar ones have the highest probability.
The main problem with self-attention is that it works like if the sentence was just a set of
words, there is no information about the order of them, since it is just a similarity measure.
For a translation the order of the words is not arbitrary, so some timing signal has to be
added and positional information. The solution used to fix this in the Transformer model is
the use of multi-head attention with positional signals.
2.2.2 Multi-Head Attention
The multi-head attention model has multiple attention layers (heads) in parallel[8]. Each
head uses different linear transformations, so different heads can learn different relationships.
The example in (Figure 2.4) shows how the queries, keys and values are linearly projected
h times with different, learned linear projections to dk, dk and dv dimensions, respectively.
These are concatenated and once again projected, resulting in the final values.
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Figure 2.3: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention.
2.3 Machine Translation (MT)
Machine Translation is a form of computational linguistics and language engineering which
uses software to translate text or speech from one language to another[9].
Similar to how the brain works, MTs train themselves through trial and error.
2.3.1 Statistical Machine Translation (SMT)
The basic idea of Statistical Machine Translation [10] is to learn from data. It does not
analyze text based on language rules, instead a statistical model is used to translate from
the source to the target by the analysis of the bilingual corpus.
The translation function is modelled as a conditional probability p(y|x, θ) of a target sentence
y given the source sentence x and with θ as a set of parameters that defines the model.
The objective of SMT is to find the θi coefficients that not only give the higher likelihood
probability but also that balance among different features.
16
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2.3.2 Neural Machine Translation (NMT)
When it comes to translation, Neural Machine Translation is the state-of-the-art[11]. I follows
the next steps:
1. Representation of the words. The words of the sentence are represented in a one-hot
vector 2, then projected into continuous space as word embeddings by passing through
the embedding matrix C (same for all the context words). Words with similar context
have similar word embeddings.
2. Neural Network Architecture. After obtaining the embedding matrix then it goes
through some hidden layers that define the neural network architecture. The most used
architectures are RNNs, CNNs and the Transformer.
3. Training. The word embedding matrix, the weight matrices and the bias vectors of
the neural network are trained using back-propagation 3
To see an example of how NMT works let’s have a look at the example in (Figure 2.4).
At the encoding part, the words are first represented as one-hot vectors, after that the vectors
are multiplied by the embedding matrix C and after that the RNN comes in. The last hidden
state of the RNN of the encoding part is a summary vector that contains the information of
all the previous states and the current one. At the decoding part, the output of the RNN
is a score of each target word based on how likely it is to follow all the preceding translated
words given the source sentence. This likelihood can be seen as the word probability, and
depending on that the word is predicted.
A way to train the model is to maximize the log-likelihood function 4, which can be done
using stochastic gradient descent (SGD), computing the derivative of the error with respect
to the parameters and modifying them until convergence using back-propagation. Those
parameters in this case would be the embedding matrix C and the weights and bias of the
RNN.
2A one-hot vector is a high-dimensional with the value 1 for the dimension that matches the word and 0
for the rest. The dimension of the one-hot vector is the same as the size of the vocabulary. For example, if
the words in the vocabulary are ”green”, ”red”, ”blue” and ”yellow”:
green = (1, 0, 0, 0)T red = (0, 1, 0, 0)T blue = (0, 0, 1, 0)T yellow = (0, 0, 0, 1)T
3Back-propagation methods first update the weights to the output layer, and then propagate back error
information to earlier layers. Afterwards a computation of the gradient of the loss function is made and the
error is reduced moving against the gradient.
4
L(D, θ) = 1
N
N∑
n=1
logP (Y n|Xn, θ)
with D as a corpus that contains many source sentences Xi and target sentences Yi.
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Figure 2.4: NMT example.
2.4 Automatic Speech Recognition (ASR)
To use speech in computer language it has to be modelled into units. The smallest unit of
speech that distinguishes a meaning in human language is the phoneme. In speech recog-
nition, the units can be either phonemes or units that consider the acoustic contexts of the
phoneme. When a unit considers only the left or right context it is called biphone, if a unit
considers both left and right context, it is called triphone [12][13].
Another important thing to take into account for SR is the prosody. It is used to give non-
verbal information and consists of the pitch, loudness and duration. Without prosody speech
would lack of emotion. A very clear example is how the intonation of questions and excla-
mations differs. The same sentence can be understood completely different if the prosody is
modified.
The process of speech-to-text conversion can be divided into the following consecutive steps:
1. Pre-processing.
2. Feature Extraction.
3. Decoding.
18
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4. Post-processing.
At the pre-processing step, the audio signal is discretized with a sampling frequency fs
(usually 16kHz or 8kHz). As the Shannon sampling theorem states, the sampling rate must
be at least 2fmax, so frequencies up to almost fs/2 (8kHz if fs =16kHz) can be constituted
correctly. In telephony, the usable voice frequency band ranges from approximately 300 Hz to
3400 Hz, so either a fs of 16kHz or 8kHz would be good to use when the signal is discretized.
Another part of the pre-processing is to discriminate speech from noise by some features
of the signal. This is done using end point detection (EPD), which is used to detect the
beginning and ending boundaries of speech in the input signal and avoid working with noise.
When it comes to feature extraction, descriptive acoustic observations from the windowed
and enhanced speech signal are derived to enable a classification of sounds, thereby obtaining
a feature vector with a lower dimensionality. The length of the windowed frames are usually
of 25ms. Some of the linguistic features are Intensity, Linear Predictive Coding (LPC) [14],
Perceptional Linear Predictive Coefficients (PLP) [15], Mel-Frequency Cepstral Coefficients
(MFCC), Linear Prediction Cepstral Coefficients (LPCC), Wavelet Based Features and Non-
Negative Matrix Factorization features.
During the decoder phase a sequence of words is selected as a result of how likely is to be
the one that matches the audio speech. In order to do that, a dictionary containing all the
possible words that can be spoken is needed. In this dictionary not only the words are listed
but also their relative phoneme sequence. To get the sentence a set of words y are searched
that fit best to the observation X, following the equation:
y = argmaxw(p(X|w)p(w))
with w as all the possible words of the dictionary and p(X|w) as:
p(X|w) = argmaxs(
∏
j
(p(x|sj)p(sj)))
The complexity of this for T observations and N states is O(NT ), which is too huge, it is
not possible to calculate the probabilities of all existing paths through the state network. To
make it achievable, the Viterbi search algorithm [16] is used.
Finally, for the post-processing part, additional sources of information are used to improve
the recognition accuracy of all the top hypothesis obtained with the Viterbi search. This
is done by taking into account linguistic and acoustic information, using formal rules or
stochastic methods.
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2.5 Speech Translation
The currently used Speech Translation methods concatenate ASR and MT by translating
recognized spoken language into a target language [17]. First, an ASR system provides an
automatic system transcription of spoken words. Then, the recognized words are translated
by an MT system. However, errors arise due to the lack of correspondence between the
output of the ASR system and the expected input of the MT system. The input of an MT
system should be grammatically correct written language, with punctuation marks and other
important information. Unfortunately, ASR systems are not capable of providing that infor-
mation as they recognize word sequences. Therefore, the expected input of the MT system
does not match the actual ASR output. These errors are added to those obtained separately
in the ASR and MT models, resulting in a concatenation of errors that consequently provide
a bad output.
20
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3 Methodology
For the experimental part, the goal was to build a model of Speech Translation based on the
Transformer [1], with the concatenation of ASR and MT as baseline.
3.1 Transformer architecture
As many neural sequence transduction models, the Transformer has an encoder-decoder
structure. The main difference between it and any other models is that Transformer is
entirely based on attention mechanisms[18] and point-wise, fully connected layers for both
the encoder and the decoder. This makes it computationally cheaper than other architectures
with similar test scores. The whole architecture of the Transformer is shown in (Figure 3.1).
Figure 3.1: Model architecture of the Transformer.
3.1.1 Input/Output
The input of the Transformer is a sequence of words divided in sub-units denominated tokens.
Once the text is turned into a tokenized version of the words, a matrix of real numbers collects
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the vectors of a size dmodel = 512.
If taken the raw input sequence as x = (x1, x2, . . . , xm) and the embedded representation as
w = (w1, w2, . . . , wm) with wj ∈ Rf , then each wj is a column vector of the input matrix
belonging to the space RV×f , with V as the number of embeddings and f the number of
features of each embedding.
The decoder generates an output sequence corresponding to the input sentence.
3.1.2 Positional encoding
The lack of recurrence and convolution in the model entails that no recurrence nor temporal
information is available. A good way to keep the order of the sentence is adding positional
encoding to the input embeddings at the bottoms of the encoder and decoder stacks.
A graphical example of how positional encoding works can be seen in (Figure 3.2).
Figure 3.2: Positional encoding example.
For representing the first word (the red square on the left), the binary representation with
four features would be ”down, down, down, down”, so the positional encoding would be
”0000”. For the fourth word (red square on the right), the binary representation would be
”1100”. And so on for all the rest of the words.
What is used in Transformer is an element-wise vector p = (p1, p2, . . . , pm), with pj ∈ Rf , is
added to the original matrix. This vector is given by a combination of sinusoidal functions:
PE(pos,2i) = sin(pos/10000
2i/dmodel)
PE(pos,2i+1) = cos(pos/10000
2i/dmodel)
with dmodel = 512 and where pos is the position of the word within the whole sentence and i
represents each feature.
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3.1.3 Encoder
The encoder consists of a stack of N=6 layers, each of them composed of two sub-layers: a
multi-head attention mechanism(2.2.2) and a fully-connected feed forward net5, plus residual
connections 6 (referenced in 3.1 as ”Add”) on both stages, followed by a layer of normalization.
The output of every layer in the encoder can be expressed as:
y = normalization(x+ FFN(normalization(x+MultiHead(Q,K, V ))))
The multi-head attention has h = 8 parallel attention layers, or heads, which concatenate
attention functions with different linearly projected queries, keys and values.
3.1.4 Decoder
The decoder resembles the encoder but it is not completely equal. Although it is also a stack
of N=6 layers layers with sub-layers within them, a masked multi-head attention layer is
added (apart from the common residual connections and layer normalization). The singular
fact of the decoder is that at each step the model is auto-regressive, meaning that it uses the
previously generated symbols as additional input when generating the next ones.
4 Experimental work
In this chapter, the main parts of the experimental work are explained in detail, as well as
the results.
4.1 Database
The database used in this experiment is the Fisher Spanish and Callhome Spanish Corpus.
The Fisher Spanish Corpus provides a set of speech and transcripts developed by the Lin-
guistic Data Consortium (LDC) which consists of audio files covering roughly 163 hours of
telephone speech from 136 native Caribbean Spanish and non-Caribbean Spanish speakers.
5The feed forward net consists of two linear transformations with a ReLU activation in between:
FFN(x) = max(0, xW1 + b1)W2 + b2
6Assuming that the function to be modelled (weights and bias of the net) is closer to an identity mapping
than to a zero mapping, a good way to optimize the learning process is to add residual connections, which
provides the input without any transformation to the output of the layer.
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The speech recordings consist of 819 telephone conversations of 10 to 12 minutes in duration.
Full orthographic transcripts of these audio files are available in LDC2010T04. The audio
files are available in LDC2010S01.
The CALLHOME Spanish Corpus consists of 120 unscripted telephone conversations be-
tween native speakers of Spanish. All calls, which lasted up to 30 minutes, originated in
North America and were placed to international locations. Most participants called fam-
ily members or close friends. The audio files of the CALLHOME Corpus are available at
LDC96S35. The transcripts of these audio files are available at LDC96T17.
The transcript files are in plain-text, tab-delimited format (tdf) with UTF-8 character en-
coding. In order to adapt the transcript files for the Transformer, all the text was turned into
capital letters as well as a reference number at the beginning of each sentence was added,
consisting of six digits starting from ”000000” to the last sentence and separated with a
tabulator such as follows:
000000 HELLO
000001 ALO.
000002 ALO, BUENAS NOCHES. ¿QUIe´N ES?
000003 QUe´ TAL, EH, YO SOY GUILLERMO, ¿Co´MO ESTa´S?
000004 AH GUILLERMO.
...
003637 OH MY GOD.
003638 MHM. Y NO LE PODı´AN HACER NADA, NO.
003639 MM.
The conversations were recorded as 2-channel mu-law sample data with 8000 samples per
second (as captured from the public telephone network).
The corpus statics of the text dataset for Spanish-English can be seen at Table 4.1.
4.2 Parameters
For the experiment three different networks were used. One used in the training of the
Transformer model for End-to-End Speech Translation and the others used in the baseline
model for the concatenation of speech recognition and MT.
The main hyperparameters used are detailed in the Table 4.2. Some additional information is
that for the ASR the learning rate had a decay each 5000 steps and the learning rate warm-up
steps set to 80007. Also for the speech part, an clarification of the input and target maximum
sequence length is that to have an input maximum sequence length of 1550 means that only
7To set the learning rate warm-up steps to 8000 means that the first 8k steps the learning rate grows
linearly and then follows an inverse square root decay.
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L Set S W V
Spanish
Train 138819 1503003 57587
Dev1 3979 41271 6251
Dev2 3960 40072 5793
Test 3640 40141 5888
English
Train 138819 1441090 37817
Dev1
3979 40015 5053
3979 39977 5059
3979 39799 5163
Dev2
3960 39152 4739
3960 39513 4734
3960 39004 4840
Test
3640 39617 4929
3640 39011 4901
3640 38578 4875
Table 4.1: Corpus Statistics. Language (L), number of sentences (S),words (W), vocabulary
(V).
examples of transcriptions whose audio has less than 1550 frames are used, which implies
that with frames of 10 ms the maximum size of the input audio frame is approximately 15.5
seconds in length. On the other hand, to have a target maximum sequence length of 350
means that the train transcripts are limited to a maximum size of 350 characters.
Hparam Text-to-Text (GPU) ASR (TPU)
Number of encoder layers 6 6
Number of decoder layers 6 4
Gradient clipping No No
Learning rate 0.2 0.15
Momentum 0.9 0.9
Audio sampling rate - 8000
Batch size 4096 16
Maximum length 256 125550
Input sequence maximum length 0 1550
Target sequence maximum length 0 350
Adam optimizer[19] β1 = 0.9 β2 = 0.997  = 10
−9 β1 = 0.9 β2 = 0.997  = 10−9
Attention layers 8 2
Initializer uniform unit scaling uniform unit scaling
Initializer gain 1.0 1.0
Training steps 250000 210000
Table 4.2: Training parameters.
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4.3 Training of the system
When training, as there are several GPUs, the parameters are applied to each one. So the
effective batch size is the numbers of GPUs (in this case 4 or 8 in a TPU) multiplied by
the batch size. In each batch the parameters are updated using the stochastic gradient
descend and the Adam optimizer. By default, every 100 batches, 3 random phrases from the
development set are used and translated to see how the training goes, showing results such
as at the example below:
INFO:tensorflow:loss = 0.39489752, step = 500100 (85.746 sec)
As information, every 100 batches print the loss, the current step and the seconds that lasted
from one step to the next hundredth. In this way, you can follow the progress of the training
and have an idea of how it goes.
Also, each 5000 steps a checkpoint is saved in case the training has to be stopped and followed
later on.
Both the ASR and MT systems work with a character-based system. This implies that the
models look for the correlation of input and output sentences character by character. The
ASR system of this project is based on the Librispeech system of Tensor2Tensor[20].
4.4 Results
The evaluation of each model results was done by computing the Bilingual Evaluation Under-
study (BLEU)[2]. The BLEU score is the most used for the field of MT and it compares the
decoded sentence with the target sentence of the test set by looking into the modified n-gram
precision. As for ASR evaluation, a commonly used metric is Word Error Rate (WER)[21],
which is defined as the ratio of word errors to words processed. In this project, the WER
obtained with the ASR ES model is 38.02%.
The test set contains 3640 sentences. For the evaluation of ASR systems, punctuation marks
were not taken into account.
ASR ES
(TPU)
Text-to-Text
(GPU)
ASR+MT
Concatenation
ASR EN
(TPU)
BLEU 47.34 55.05 19.97 20.47
Table 4.3: Results of the model evaluation. ASR ES stands for the speech recognition with
Spanish transcriptions as target. ASR EN stands for the speech recognition with English
transcriptions as target.
Here are some conclusions that can be taken from the results obtained:
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Figure 4.1: Comparison of the results example.
• Figure 4.1 proofs the hypothesis that when concatenating ASR and MT, the errors are
also concatenated. For example, the target word DANCE, when recognized with the
model ASR ES, the word is misspelled with the word VAYA, which has a very similar
sound but totally different meaning. As a consequence, the final translation output
can not reproduce the word DANCE, which gives a strong meaning of context to the
sentence.
• Comparing ASR+MT concatenation and End-to-End Speech Translation, the results
show that in terms of BLEU, the latter is slightly better than the former gaining 0.5
points of BLEU.
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5 Conclusions and Further Research
This project main goal was to use the Transformer as main architecture for Speech Recogni-
tion, Machine Translation and Speech Translation. This is the first time that this architecture
is used to reproduce an End-to-End Speech Translation system. BLEU results show that the
End-to-End Speech Translation architecture provides slightly better results than the stan-
dard ASR and MT concatenation. Examples show that these better results are achieved by
avoiding the concatenation of errors.
However, results did not show a big difference between the performance of the two models.
A possible reason for this could be that the Transformer architecture for ASR works at the
character level. When training, the model seeks to find a correlation between the input
sentence and the exit sentence at the level of character. If the language of the input is the
same as that of the output, then theoretically it would be an easier task, since the sound of
the characters in the audio is related to those of the transcription than in the case that the
input and output are different. In this last scenario, the target sentences are in a different
language than the input one, then the order of the speech and final text changes and it
becomes more challenging to find a relation between the audio and the target transcription.
In future work, it would be interesting to train a system capable of doing multi-task learning
[22]. This system would build several models and not only the one learning to translate from
Spanish speech to English text. The new multi-task model would learn in addition Spanish
Recognition and/or Spanish-to-English text translation.
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