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We consider a system of two porous medium equations deﬁned on
two different components of the real line, which are connected by
the nonlinear contact condition
ux = vx, v = ψ(u) on the contact line S.
First we prove existence and uniqueness of a solution (u, v) on a
bounded domain. Furthermore, we are interested in the behaviour
of the interface of the porous medium equation when it crosses
the contact line S between the two components. To this end we
solve the Cauchy problem on unbounded components, consider
self-similar solutions for special ψ(u) = Muω and derive a formula
for the shape of the interface in that case.
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1. Introduction
Let 0<m, σ < 1 be given. Consider the equations
(
um
)
t − uxx = 0, − < x < 0, 0 < t < T , (1.1)(
vσ
)
t − vxx = 0, 0< x < , 0< t < T (1.2)
for large  > 0, where nonnegative u = u(x, t), v = v(x, t) satisfy the following contact conditions for
x = 0
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v(0, t) = Muω(0, t), 0< t < T (1.4)
for given 0 < M , ω < ∞, and boundary and initial conditions, respectively,
ux(−, t) = vx(, t) = 0, 0 < t < T , (1.5)
um(x,0) = 1
λ(0)
[
1−
{
x+ 2λ(0)
λ(0)
}2]m/(1−m)
+
, − < x < 0, (1.6)
vσ (x,0) = 0, 0 x < , (1.7)
where
λ(t) =
{
2(m+ 1)
m(1−m) (t + 1)
}m/(1+m)
, [·]+ = max{·,0}.
It is well known, see [6] ([2]), that Eq. (1.1) with the initial function (1.6) has the explicit solution
u(x, t) = 1
λ1/m(t)
[
1−
{
x+ 2λ(0)
λ(t)
}2]1/(1−m)
+
(1.8)
and thus, u given by (1.8) and v ≡ 0 is the solution of our problem (1.1)–(1.7) until
ξ(t) = λ(t) − 2λ(0) (1.9)
reaches 0, i.e. for T = T ∗ ≡ 2(1+m)/m −1. Let us formally deﬁne ξ(t) for t > T ∗ as ξ(t) ≡ sup{x ∈ [0, ]:
v(x, t) > 0} and call it the (right-hand) interface.
The main concern of this paper is to deal with the following question:
– Is problem (1.1)–(1.7) well posed also for T > T ∗?
We introduce a proper notion of a weak solution to problem (1.1)–(1.7) and we prove the exis-
tence and comparison principle for arbitrarily large 0 < T < ∞. This is done for more general initial
functions and contact relations, respectively. To prove uniqueness we apply the method of variable
doubling, a tool which has been introduced by Kruzkov [12], according to F. Otto [15]. We establish
also an existence result for the corresponding Cauchy problem, but it seems to be diﬃcult to prove
its uniqueness and this task requires some new proposals.
Our study was motivated by the mathematical modelling of dermal and transdermal drug delivery
[13]. The enthalpy formulation of a free boundary problem in a two-component domain in one space
dimension reads in [13] as follows:
(
b−(u)
)
t − uxx = 0, − < x < 0, 0< t < T ,(
b+(u)
)
t − vxx = 0, 0< x < , 0< t < T
with the contact conditions
ux(0, t) = vx(0, t), v(0, t) = ψ
(
u(0, t)
)
, 0 < t < T ,
complemented by boundary and initial conditions as above. Here b− , b+ and ψ are supposed to con-
sist of continuous monotone functions and a step function. We have tried to regularize the problem
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speed of propagation we have chosen the porous media type approximation and we arrived at our
problem. The reader is referred to the papers of D.G. Aronson [2–4] and J.L. Vázquez [16] (and the
references therein) for a wide source of references concerning the porous medium equation.
In the concluding Section 6 we outline some ideas to study qualitative behaviour of the interface.
In order to be able to describe the behaviour of the interface x = ξ(t) when it crosses x = 0, we
restrict ourselves to a special value of the exponent ω in (1.4)
ω = m+ 1
σ + 1
and we set  = ∞. The choice of this very particular exponent seems to be the only possibility for
matching of two different self-similar regimes. Thus we shall analyze the Cauchy problem with a
particular choice of initial functions given by
u0(x) = (−ax)1/(1−m), a > 0
for x 0 and v0(x) = 0 for any x 0, which reﬂect the behaviour of the solution (1.8) in a neighbour-
hood of the interface ξ(t) when it crosses x = 0. Assuming the uniqueness, that due to the novelty of
the problem seems to be acceptable at this stage, we prove that
u(x, t) = t1/(1−m)w
(
x
t
)
, v(x, t) = tω/(1−m)h
(
x
tα
)
for ω given above and
α = 1−mσ
(1+ σ)(1−m) .
Here w,h are weak solutions of the following problem
w ′′(x) + x(wm(x))′ − m1−mwm(x) = 0 for x < 0,
h′′(x) + αx(hσ (x))′ − ωσ1−mhσ (x) = 0 for x > 0,
w ′(0) = h′(0), h(0) = Mwω(0),w(x) ∼ (−ax)1/(1−m) as x → −∞.
⎫⎪⎬
⎪⎭
We prove that there exists ζ > 0 such that h(x) = 0 ∀x ζ and h(x) > 0 for x ∈ [0, ζ ). Hence
ξ(t) = ζ tα.
Let us ﬁnish this section by introducing some notation. We write um instead of |u|m signu. To keep
the notation short we set Q − = (−,0)× (0, T ), Q + = (0, )× (0, T ), Q = Q − ∪ Q + , S = {0}× (0, T ),
Ω− = (−,0), Ω+ = (0, ), Ω = Ω−∪Ω+ , and L∞(Q ) = L∞(Q −)× L∞(Q +), V = H1(Ω−)×H1(Ω+)
with its subspace V˜ = {ϕ ∈ V : ϕ−(0) = ϕ+(0)}.
2. Problem on bounded components
Given a continuous and strongly monotone increasing function ψ :R →R with ψ(0) = 0, consider
now
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(
um
)
t = uxx in Q −, (2.1)(
vσ
)
t = vxx in Q +, (2.2)
ux = vx on S, (2.3)
v = ψ(u) on S, (2.4)
ux(−, ·) = vx(, ·) = 0 on (0, T ), (2.5)
u(·,0) = u0 on Ω−, (2.6)
v(·,0) = v0 on Ω+, (2.7)
where u0 and v0 are given nonnegative and bounded functions.
We refer to Problem (PL ) if conditions (2.3) and (2.4) on S are replaced by the approximation
ux + L
(
ψ(u) − v)= 0, −vx + L(v − ψ(u))= 0 on S. (2.8)
This condition preserves (2.3), moreover it is expected that (2.4) is approximated as L → ∞.
We continue this section by making precise the meaning of a solution of the problem (2.1)–(2.7).
Deﬁnition 2.1.
(a) A couple (u, v) is called a subsolution of Problem (P) with initial data (u0, v0) if the following
three conditions are fulﬁlled:
(i) (u, v) ∈ L2(0, T ; V ) ∩ L∞(Q );
(ii) the weak differential inequality
∫
Q −
((
um0 − um
)
ϕ−t + uxϕ−x
)
dxdt
+
∫
Q +
((
vσ0 − vσ
)
ϕ+t + vxϕ+x
)
dxdt +
∫
S
g
(
ϕ+ − ϕ−)dt  0 (2.9)
holds for some g ∈ L2(0, T ) and for all nonnegative ϕ = (ϕ−,ϕ+) ∈ L2(0, T ; V ) with ϕt ∈
L∞(Q ), ϕ(·, T ) = 0;
(iii) the contact condition
v = ψ(u) (2.10)
is satisﬁed almost everywhere on S .
(b) A couple (u, v) is called a supersolution of Problem (P) with initial data (u0, v0) if the following
three conditions are fulﬁlled:
(i) (u, v) ∈ L2(0, T ; V ) ∩ L∞(Q );
(ii) the weak differential inequality
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Q −
((
um0 − um
)
ϕ−t + uxϕ−x
)
dxdt
+
∫
Q +
((
vσ0 − vσ
)
ϕ+t + vxϕ+x
)
dxdt +
∫
S
g
(
ϕ+ − ϕ−)dt  0 (2.11)
holds for some g ∈ L2(0, T ) and for all nonnegative ϕ = (ϕ−,ϕ+) ∈ L2(0, T ; V ) with ϕt ∈
L∞(Q ), ϕ(·, T ) = 0;
(iii) the contact condition (2.10) is satisﬁed almost everywhere on S .
(c) A couple (u, v) is called a solution of Problem (P) if (u, v) is both sub- and supersolution.
In general, the functions g in relations (2.9) and (2.11) for a subsolution or a supersolution, respec-
tively, may be different. However, if (u, v) is a solution in the sense of Deﬁnition 2.1(c), g is uniquely
determined. Indeed, let a couple (u, v) be both subsolution with g = g in (2.9) and supersolution with
g = g in relation (2.11), and let some ζ ∈ C∞0 (S) be given. Then we ﬁnd a nonnegative test function
(ϕ+,ϕ−) with ϕ+ − ϕ−|S = ζ . Hence the difference (2.9)–(2.11) yields
∫
S (g(t) − g(t))ζ(t)dt  0 for
all ζ ∈ C∞0 (S), which implies g = g .
Furthermore, condition (2.3) is already included in the deﬁnition of a weak solution if (2.9) and
(2.11) are supposed to hold only for test functions with ϕ+(0, t) = ϕ−(0, t) (cf. [10]). Then g disap-
pears. Hence our deﬁnition requires some more regularity at x = 0, which is proven in Theorem 4.3.
Especially, if ux , vx have a trace at x = 0, then (2.9) and (2.11) mean ux  g  vx or ux  g  vx ,
respectively, on S . For a solution in that case the deﬁnition implies g = ux(0, ·) = vx(0, ·) ∈ L2(0, T ).
For a solution according to Deﬁnition 2.1 this holds in a weak sense:
Proposition 2.1. There are equivalent:
(a) (u, v) is a solution of Problem (P) in the sense of Deﬁnition 2.1.
(b) (u, v) fulﬁls (i) and (iii) of Deﬁnition 2.1 and satisﬁes the relation
∫
Q −
((
um0 − um
)
ϕ−t + uxϕ−x
)
dxdt +
∫
Q +
((
vσ0 − vσ
)
ϕ+t + vxϕ+x
)
dxdt = 0 (2.12)
for all ϕ = (ϕ−,ϕ+) ∈ L2(0, T ; V˜ ) with ϕt ∈ L∞(Q ), ϕ(·, T ) = 0. Moreover, there is a g ∈ L2(0, T ) such
that
lim
δ→0
1
δ
T∫
0
0∫
−δ
ux(x, t)ω(x, t)dxdt =
T∫
0
g(t)ω(0, t)dt (2.13)
holds for all ω ∈ C10(R× (−∞, T )).
Proof. If (a) holds, then clearly the integral on S in (ii) disappears if ϕ ∈ L2(0, T ; V˜ ). This yields
(2.12). Furthermore, we obtain (2.13) if we test the relation for (u, v) with ϕ = ((1− χδ)ω,0) where
χδ(x) = min{ 1δ |x|,1} (δ > 0), and pass δ → 0.
Suppose now that (b) holds. Then for any (ω−,ω+) ∈ C10(R× (−∞, T ))2, ϕ = χδω is an admissible
test function in relation (2.12), which yields
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Q −
((
um0 − um
)
χδω
−
t + uxω−x χδ
)
dxdt
+
∫
Q +
((
vσ0 − vσ
)
χδω
+
t + vxω+x χδ
)
dxdt
⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭
(Iδ)
− 1
δ
T∫
0
0∫
−δ
ux(x, t)ω
−(x, t)dxdt + 1
δ
T∫
0
δ∫
0
vx(x, t)ω
+(x, t)dxdt = 0. (2.14)
Let ﬁrst ω+ ∈ C10(R × (−∞, T )) be given and choose some ω− ∈ C10(R × (−∞, T )) with ω−(0, t) =
ω+(0, t). Then by Lebesgue’s theorem and relation (2.12) we have (Iδ) → 0 as δ → 0. By means of
(2.13) this yields
lim
δ→0
1
δ
T∫
0
δ∫
0
vx(x, t)ω
+(x, t)dxdt = lim
δ→0
1
δ
T∫
0
0∫
−δ
ux(x, t)ω
−(x, t)dxdt
=
T∫
0
g(t)ω−(0, t)dt =
T∫
0
g(t)ω+(0, t)dt. (2.15)
Take now ω− and ω+ which do not necessary coincide on S . Then properties (2.13) and (2.15) imply
condition (ii) of Deﬁnition 2.1 by a limit process δ → 0 in (2.14), ﬁrst for C1-test functions, but by a
density argument also for all test functions from the deﬁnition and the proposition is proved. 
We ﬁnish this section with the corresponding explanation of a solution of Problem (PL ).
Deﬁnition 2.2. A couple (u, v) is called a subsolution (supersolution, solution) of Problem (PL ), if (i)
and (ii) of Deﬁnition 2.1 hold with g = L(v(0, ·) − ψ(u(0, ·))).
3. Uniqueness
In the paper [10] the authors prove a comparison theorem for problems (PL ) and (P) with regular-
ized data by means of solving a dual problem. It was not possible to extend this method to degenerate
equations like porous medium with contact conditions (2.3), (2.4). Now we are able to prove com-
parison theorems for our problems (P) and (PL ) by the method of doubling of variables, which was
introduced by S.N. Kružkov [12] for conservation laws and was developed by J. Carrillo [7,8] and
F. Otto [15] to prove comparison theorems and uniqueness for degenerate parabolic equations. The
basis for our results is an adaptation of the theorem of Felix Otto (cf. [15, formula (15)]) to our
problem. Our contribution is to manage the contact conditions between the two components.
Consider the following two cases:
(C1) Let (u1, v1) and (u2, v2) fulﬁl condition (i) of Deﬁnition 2.1 and the relation∫
Q −
((
umi0 − umi
)
ϕ−t + uixϕ−x
)
dxdt +
∫
Q +
((
vσi0 − vσi
)
ϕ+t + vixϕ+x
)
dxdt +
∫
S
gi
(
ϕ+ − ϕ−)dt
=
∫
Q
Fiϕ dxdt +
∫
S
(
f +i ϕ
+ − f −i ϕ−
)
dt (3.1)
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functions Fi ∈ L∞(0, T ; L1(Ω)), f ±i ∈ L∞(0, T ), i = 1,2.
(C2) Let (u1, v1) and (u2, v2) be sub- resp. supersolution of Problem (PL ) or (P) with initial data
(u10, v10) resp. (u20, v20). Then we set Fi ≡ 0, f i ≡ 0.
Case (C1) is needed in the proof of Lemma 4.1. In the following we use the notation
[w]+ = max{w,0} and sign+(w) =
{
1 for w > 0,
0 for w  0.
Theorem 3.1. Assume (C1) or (C2). Then
∫
Q −
([
um10 − um20
]
+ −
[
um1 − um2
]
+
)
α′(t)dxdt +
∫
Q +
([
vσ10 − vσ20
]
+ −
[
vσ1 − vσ2
]
+
)
α′(t)dxdt
+
∫
S
(g1 − g2)
(
sign+(v1 − v2) − sign+(u1 − u2)
)
α dt

∫
Q
|F1 − F2|α dxdt +
∫
S
(∣∣ f −1 − f −2 ∣∣+ ∣∣ f +1 − f +2 ∣∣)α dt (3.2)
holds for all nonnegative α ∈ C∞0 ((−∞, T )).
Proof. Since the proof in a wide range follows the proof of the theorem in Otto [15] we only sketch
some ideas and pay attention especially on the additional items.
We start with some smooth nondecreasing approximation ηδ :R→R of [·]+ and deﬁne
q−δ (z, z0) =
z∫
z0
η′δ(ζ − z0)d
(
ζm
)= z
m∫
zm0
η′δ
(
ξ1/m − z0
)
dξ,
q+δ (z, z0) =
z∫
z0
η′δ(ζ − z0)d
(
ζσ
)= z
σ∫
zσ0
η′δ
(
ξ1/σ − z0
)
dξ.
Let (u, v) = (u1, v1) be a subsolution (case (C2)) with initial data (u0, v0) or fulﬁl relation (3.1)
(case (C1)), and (u¯, v¯) ∈ V be ﬁxed. Then we test the relation with
ϕ− = η′δ(u − u¯)γ −, ϕ+ = η′δ(v − v¯)γ +,
where γ ± ∈ C∞0 (R×(0, T )), which has to be regularized with respect to t in order to be an admissible
test function. Otto proves in [15, Lemma 1] the chain rule for
〈
∂tu
m, η′δ(u − u¯)γ −
〉+ 〈∂t vσ ,η′δ(v − v¯)γ +〉,
which leads to
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Q −
(−q−δ (u, u¯)γ −t + ux(η′δ(u − u¯)γ −)x)dxdt +
∫
Q +
(−q+δ (v, v¯)γ +t + vx(η′δ(v − v¯)γ +)x)dxdt
+
∫
S
g1
(
η′δ(v − v¯)γ + − η′δ(u − u¯)γ −
)
dt

∫
Q −
F−1 η
′
δ(u − u¯)γ − dxdt +
∫
Q +
F+1 η
′
δ(v − v¯)γ + dxdt
+
∫
S
(
f +1 η
′
δ(v − v¯)γ + − f −1 η′δ(u − u¯)γ −
)
dt (3.3)
for all nonnegative γ ± ∈ C∞0 (R× (0, T )). A similar inequality holds for a supersolution.
Now we carry out the doubling of time variable. Let t1 denote the time variable of (u1, v1) and
t2 denote the time variable of (u2, v2), then we extend (u1, v1) and (u2, v2) to Q˜ ± = Ω± × (0, T )2
by (ui(x, t1, t2), vi(x, t1, t2)) = (ui(x, ti), vi(x, ti)), i = 1,2. Then we insert (u¯, v¯) = (u2(·, t2), v2(·, t2))
with γ = γ (x, t1, t2) into (3.3), and integrate the inequality over t2 ∈ (0, T ). The same is done with
the inequality corresponding to (3.3) for (u2, v2): set (u¯, v¯) = (u1(·, t1), v1(·, t1)), γ = γ (x, t1, t2), and
integrate over t1 ∈ (0, T ). Taking the difference and a space-independent test function γ (x, t1, t2) =
γ (t1, t2) we arrive at
∫
Q˜ −
−(q−δ (u1,u2)γt1 + q˜−δ (u2,u1)γt2)dxdt1 dt2 +
∫
Q˜ +
−(q+δ (v1, v2)γt1 + q˜+δ (v2, v1)γt2)dxdt1 dt2
+
∫
Q˜ −
(u1 − u2)xη′δ(u1 − u2)xγ dxdt1dt2 +
∫
Q˜ +
(v1 − v2)xη′δ(v1 − v2)xγ dxdt1 dt2
+
∫
S2
(g1 − g2)
(
η′δ(v1 − v2) − η′δ(u1 − u2)
)
γ dt1 dt2

∫
Q˜ −
(
F−1 − F−2
)
η′δ(u1 − u2)γ dxdt1dt2 +
∫
Q˜ +
(
F+1 − F+2
)
η′δ(v1 − v2)γ dxdt1 dt2
+
∫
S2
((
f +1 − f +2
)
η′δ(v1 − v2) −
(
f −1 − f −2
)
η′δ(u1 − u2)
)
γ dt1 dt2,
where q˜δ(z, z0) is deﬁned like qδ(z, z0) with η˜δ(w) = ηδ(−w) instead of ηδ . The items containing
second order derivatives of ηδ are nonnegative and can be omitted. Next we want to let δ → 0. Then
η′δ(z1 − z2) → sign+(z1 − z2)
and
q−δ (u1,u2), q˜
−
δ (u2,u1) →
[
um1 − um2
]
+, q
+
δ (v1, v2), q˜
+
δ (v2, v1) →
[
vσ1 − vσ2
]
+,
hence we obtain the analogue to [15, formula (36)],
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Q˜ −
−[u1(x, t1)m − u2(x, t2)m]+(γt1 + γt2)dxdt1 dt2
+
∫
Q˜ +
−[v1(x, t1)σ − v2(x, t2)σ ]+(γt1 + γt2)dxdt1 dt2
+
∫
S2
(
g1(t1) − g2(t2)
)(
sign+(v1 − v2) − sign+(u1 − u2)
)
γ dt1 dt2

∫
Q˜
∣∣F1(x, t1) − F2(x, t2)∣∣γ dxdt1 dt2
+
∫
S2
(∣∣ f +1 (t1) − f +2 (t2)∣∣+ ∣∣ f −1 (t1) − f −2 (t2)∣∣)γ dt1 dt2.
The last step is to choose nonnegative α ∈ C∞0 ((−∞, T )) and φ ∈ C∞0 (R) with unit mass and insert
γ (t1, t2) = 1
ε
φ
(
t1 − t2
ε
)
α
(
t1 + t2
2
)
into the above inequality. In order to pass to the limit ε → 0 it is appropriate to substitute τ = t1 − t2.
Since all items are bounded with respect to t and the shift operator Sτ w(t) = w(t − τ ) is continuous
in Lp(0, T ), 1 p < ∞, we have no problems to send τ → 0. Thus, it is straightforward now to come
to (3.2). 
Now we are able to prove comparison results and L1-contraction for problems (PL ) and (P).
Theorem 3.2.
(i) Let (u1, v1) and (u2, v2) be weak solutions of Problem (PL) or Problem (P), resp., with initial functions
(u10, v10) and (u20, v20), respectively. Then for almost all t ∈ [0, T ],∫
Ω−
∣∣u1(x, t)m − u2(x, t)m∣∣dx+ ∫
Ω+
∣∣v1(x, t)σ − v2(x, t)σ ∣∣dx

∫
Ω−
∣∣u10(x)m − u20(x)m∣∣dx+ ∫
Ω+
∣∣v10(x)σ − v20(x)σ ∣∣dx. (3.4)
(ii) Let (u, v) be a subsolution and (u, v) a supersolution of Problem (PL) or Problem (P), resp., with initial
data (u0, v0) and (u0, v0), respectively. Then if u0  u0 on Ω− and v0  v0 on Ω+ it follows that
u(x, t) u(x, t) a.e. on Q −, v(x, t) v(x, t) a.e. on Q +. (3.5)
Proof. Let us start with (ii). The crucial point to prove the result by means of Theorem 3.1 is the
conclusion that the integral on S on the left-hand side of (3.2) is nonnegative and can be omitted.
Indeed, if (u, v) and (u, v) are sub- resp. supersolutions of Problem (P), then it satisﬁes (2.10), hence
sign+(v − v) − sign+(u − u) = sign+(ψ(u) − ψ(u))− sign+(u − u) = 0 on S
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(u, v) are sub- resp. supersolutions of Problem (PL ), due to Deﬁnition 2.2 the corresponding integral
has the form
∫
S
L
((
v − ψ(u))− (v − ψ(u)))(sign+(v − v) − sign+(u − u))α dt
=
∫
S
L
(
(v − v) − (ψ(u) − ψ(u)))(sign+(v − v) − sign+(u − u))α dt.
It is easy to check that this integral is nonnegative for nonnegative α because of monotonicity of ψ
again. Hence, since Fi ≡ 0, f i ≡ 0, Theorem 3.1 yields
∫
Q −
([
um0 − um0
]
+ −
[
um − um]+)α′(t)dxdt +
∫
Q +
([
vσ0 − vσ0
]
+ −
[
vσ − vσ ]+)α′(t)dxdt  0
for all nonnegative α ∈ C∞0 ((−∞, T )) or, equivalently,
−
T∫
0
(∫
Ω−
[
um − um]+ dx+
∫
Ω+
[
vσ − vσ ]+ dx
)
α′(t)dt

(∫
Ω−
[
um0 − um0
]
+ dx+
∫
Ω+
[
vσ0 − vσ0
]
+ dx
)
α(0).
Testing now with a smooth approximation of αδ(τ ) = [min{1, 1δ (t − τ )}]+ and passing δ → 0, for
almost every t ∈ [0, T ] we obtain
∫
Ω−
[
u(x, t)m − u(x, t)m]+ dx+
∫
Ω+
[
v(x, t)σ − v(x, t)σ ]+ dx

∫
Ω−
[
um0 − um0
]
+dx+
∫
Ω+
[
vσ0 − vσ0
]
+ dx. (3.6)
Since the right-hand side vanishes this proves (ii).
(i) is now an easy consequence of (3.6). 
Corollary 3.1. Let (u, v) be a weak solution of Problem (PL ) or Problem (P), resp., with initial values (u0, v0)
and c−, c+ be nonnegative constants with c+ = ψ(c−). Then
0 u0  c−, 0 v0  c+ implies 0 u  c−, 0 v  c+ a.e. in Q .
Clearly, (0,0) is a subsolution and (c−, c+) is a supersolution.
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Existence of solutions to more general nonlinear parabolic problems in a multi-component domain
with contact condition (2.3), (2.4) is investigated by the authors in their paper [10]. However, there
is a restriction 0 < κ  ψ ′  K which we want to overcome in order to deal with the special ψ(u) =
Muω from the introduction. This special kind of ψ is needed for the rescaling method in the last
section. Moreover, the assumptions in [10] on the parabolic nonlinearity b(u)t , despite including free
boundary problems, do not really cover the case b(u) = um . Hence, we have to introduce some new
ideas, but in general we follow the concept of [10] to prove the existence of solutions to our problems.
We start with Problem (PL ). This problem approximates the contact condition of Problem (P) and
yields a solution of Problem (P) as L → ∞. Therefore, in the proof of the following theorem we have
to care that the bounds of the a priori estimates are independent on L. Although it is irrelevant for
the proof we restrict ourselves to nonnegative solutions.
Theorem 4.1. Let (u0, v0) be nonnegative and bounded. Then there is a solution (u, v) of Problem (PL ) in the
sense of Deﬁnition 2.2.
Proof. Step 1. We regularize (PL ). For given 0 < ε  1 let b−ε (·), b+ε (·) and ψε(·) be monotone increas-
ing functions, a.e. differentiable and
0 < ε 
(
b±ε
)′
, (ψε)
′  Kε
for a positive constant Kε , b±ε (0) = ψε(0) = 0. Moreover, let
b−ε (u) −→ um, b+ε (v) −→ vσ , ψε(u) −→ ψ(u) as ε → 0
uniformly on compact subsets of R. The corresponding problem replacing um , vσ and ψ(u) by b−ε (u),
b+ε (v) and ψε(u), respectively, with initial data (u0ε, v0ε) ∈ V we denote by Problem (PεL ). Existence
of a bounded nonnegative solution (uε, vε) to (PεL ) is proved in [10, Theorem 3.2]. The bounds are
uniform with respect to ε since a comparison result such as Theorem 3.2 and the resulting Corol-
lary 3.1 may also be derived for Problem (PεL ). In the next step we derive estimates for the limit
process ε → 0.
Step 2. For simplicity we omit the ε and write (u, v) instead of (uε, vε) again. We indicate depen-
dence on ε and L whenever it is important. First we deﬁne special test functions
φ−l (u) =
{
u for l = 1,
ψε(u) for l = 2 and φ
+
l (v) =
{
ψ−1ε (v) for l = 1,
v for l = 2.
This deﬁnition of φ±l is chosen in a way that
φ−l (u) = φ+l
(
ψε(u)
)
(4.1)
for both l = 1,2. Moreover, the items
G±l (s) =
s∫
0
φ±l
((
b±ε
)−1
(r)
)
dr
fulﬁl G ′l(b(u)) = φl(u). This leads to the chain rule (see Carrillo [8, Lemma 4])
∫
Gl
(
bε
(
u(x, t)
))
dx−
∫
Gl
(
bε(u0)
)
dx =
t∫ 〈
bε(u)t, φl(u)
〉
dτΩ Ω 0
2466 J. Filo, V. Pluschke / J. Differential Equations 247 (2009) 2455–2484for almost every t ∈ [0, T ], where 〈·,·〉 denotes the duality between V ∗ and V . Testing now the weak
relation to (PεL ) with φl , l = 1,2, we obtain∫
Ω−
G−l
(
b−ε
(
u(x, t)
))
dx+
∫
Ω+
G+l
(
b+ε
(
v(x, t)
))
dx
−
∫
Ω−
G−l
(
b−ε (u0)
)
dx−
∫
Ω+
G+l
(
b+ε (v0)
)
dx
+
t∫
0
∫
Ω−
φ−l (u)xux dxdτ +
t∫
0
∫
Ω+
φ+l (v)xvx dxdτ
+ L
t∫
0
(
v − ψε(u)
)(
φ+l (v) − φ−l (u)
)
(0, τ )dτ = 0. (4.2)
The two integrals on the ﬁrst line are nonnegative and can be omitted, the integrals on the second
line are uniformly bounded with respect to ε. Fix now l = 1. In view of monotonicity of φ+1 and (4.1)
the items
φ+1 (v)xvx and
(
v − ψε(u)
)(
φ+1 (v) − φ−1 (u)
)= (v − ψε(u))(φ+1 (v) − φ+1 (ψε(u)))
are nonnegative. The remaining integral of (4.2) then yields∫
Q −
(
(uε)x
)2
dxdt  C . (4.3)
Fixing l = 2 in (4.2) in the same way we obtain the estimates
∫
Q +
(
(vε)x
)2
dxdt  C, (4.4)
∫
S
(
vε − ψε(uε)
)2
dt  C
L
, (4.5)
with constants independent of ε and L.
Step 3. Before we can go to the limit ε → 0 we need some compactness with respect to t . Here
we follow the concept of Alt and Luckhaus [1]. Testing (PεL ) for ﬁxed t ∈ [0, T − h], h > 0 with
(χ[t,t+h](u(x, t +h)−u(x, t)),χ[t,t+h](v(x, t +h)− v(x, t))), where χ[t,t+h] is the characteristic function
of [t, t + h], we obtain
T−h∫
0
∫
Ω−
(
b−ε
(
uε(x, t + h)
)− b−ε (uε(x, t)))(uε(x, t + h) − uε(x, t))dxdt
+
T−h∫ ∫
+
(
b+ε
(
vε(x, t + h)
)− b+ε (vε(x, t)))(vε(x, t + h) − vε(x, t))dxdt  C(L)h (4.6)
0 Ω
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uniform boundedness w.r.t. ε of (uε, vε). We intend to apply Lemma 1.9 of [1], however, in our case
the bε in (4.6) depend on ε, too. Note therefore, that for 0<m, σ < 1
∣∣um1 − um2 ∣∣m+1m  (um1 − um2 )(u1 − u2) and ∣∣vσ1 − vσ2 ∣∣ σ+1σ  (vσ1 − vσ2 )(v1 − v2).
If the regularization bε is chosen in such a way that |b−ε (u1) − b−ε (u2)|  |um1 − um2 | and |b+ε (v1) −
b+ε (v2)| |vσ1 − vσ2 |, this property is preserved with b−ε (u) and b+ε (v) instead of um and vσ , respec-
tively. Then from (4.6) follows
( T−h∫
0
∫
Ω−
∣∣b−ε (uε(x, t + h))− b−ε (uε(x, t))∣∣dxdt
)m+1
m
+
( T−h∫
0
∫
Ω+
∣∣b+ε (vε(x, t + h))− b+ε (vε(x, t))∣∣dxdt
) σ+1
σ
 C(L)h (4.7)
with constant C(L) independent of ε. This inequality replaces [1, Lemma 1.8] which may not be
uniform w.r.t. ε if b = bε . Now the ideas of [1, Lemma 1.9] are applicable, which in view of uniform
boundedness in L∞(Q ), together with (4.3) and (4.4), even yield
(uε, vε) ⇀ (u, v) in L
2(0, T ; V ), (4.8)(
b−ε (uε),b+ε (vε)
)→ (um, vσ ) in Lp(Q ), 1 p < ∞, (4.9)
for a subsequence ε → 0 where L remains ﬁxed. Since (4.9) also implies strong convergence of
(uε, vε) → (u, v) in Lp(Q ), by interpolation we obtain strong convergence in L2(S), too. Now it is
not diﬃcult to verify that (u, v) is a solution of Problem (PL ) in the sense of Deﬁnition 2.2, which
concludes the proof. 
Our aim is now to let L → ∞. While the estimates in Step 2 of the proof of Theorem 4.1 are
independent of L, i.e. these estimates hold uniformly for all L, the estimate in Step 3 is useless for this
aim. If the initial data have some more regularity, however, we are able to derive uniform Lipschitz
continuity of (um, vσ ) w.r.t. t in L1(Ω).
Lemma 4.1. Suppose (u0, v0) ∈ V having second order derivatives ((u0)xx, (v0)xx) ∈ L1(Ω). Then the appro-
priate solution (u, v) of Problem (PL ) for a.a. t1, t2 ∈ [0, T ] satisﬁes∫
Ω−
∣∣u(x, t1)m − u(x, t2)m∣∣dx+ ∫
Ω+
∣∣v(x, t1)σ − v(x, t2)σ ∣∣dx C |t1 − t2|. (4.10)
If in addition v0(0) = ψ(u0(0)) then the constant C is independent of L.
Proof. For given h > 0 we deﬁne
(u1, v1) = (u, v),
(
u2(·, t), v2(·, t)
)= { (u(·, t − h), v(·, t − h)) for t ∈ [h, T ],
(u0, v0) for t ∈ [0,h].
Obviously, (u2, v2) is a solution of (PL ) in Ω×(h, T ). We consider the most important case v0 = ψ(u0)
and extend the equation for (u, v) to Ω × (0, T ),
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Q −
((
um0 − um2
)
ϕ−t + (u2)xϕ−x
)
dxdt
+
∫
Q +
((
vσ0 − vσ2
)
ϕ+t + (v2)xϕ+x
)
dxdt + L
∫
S
(
v2 − ψ(u2)
)(
ϕ+ − ϕ−)dt
=
h∫
0
(∫
Ω−
(u0)xϕ
−
x dx+
∫
Ω+
(v0)xϕ
+
x dx+ L
(
v0 − ψ(u0)
)(
ϕ+ − ϕ−)∣∣S
)
dt
= −
h∫
0
(∫
Ω−
(u0)xxϕ
− dx+
∫
Ω+
(v0)xxϕ
+ dx+ ((v0)xϕ+ − (u0)xϕ−)∣∣S
)
dt
=
∫
Q
F2ϕ dxdt +
∫
S
(
f +2 ϕ
+ − f −2 ϕ−
)
dt,
where
F−2 (x, t) = −χ[0,h](t)u′′0(x), f −2 (t) = −χ[0,h](t)u′0(0),
F+2 (x, t) = −χ[0,h](t)v ′′0(x), f +2 (t) = −χ[0,h](t)v ′0(0).
Otherwise, if v0 = ψ(u0), we get an additional item for f ±2 . The above relation is just (3.1). (u1, v1)
fulﬁls an analogue relation with the same initial function but F1 ≡ 0, f −1 = f +1 ≡ 0. Now we apply
Theorem 3.1. Note that (g1 − g2)(sign+(v1 − v2) − sign+(u1 − u2)) on the left-hand side of (3.2)
remains nonnegative for gi = vi −ψ(ui), i = 1,2. Then Theorem 3.1 yields a weak Gronwall inequality
which implies ∫
Ω−
[
u1(x, t)
m − u2(x, t)m
]
+ dx+
∫
Ω+
[
v1(x, t)
σ − v2(x, t)σ
]
+ dx

t∫
0
(∫
Ω
|F2|dx+
(∣∣ f −2 ∣∣+ ∣∣ f +2 ∣∣)
)
dt  Ch
for a.e. t ∈ [0, T ]. Interchanging (u1, v1) and (u2, v2) and remembering of its deﬁnition we arrive
at (4.10). 
Theorem 4.2. Let (u0, v0) be nonnegative and bounded. Then there is a solution (u, v) of Problem (P) fulﬁlling
(i) and (iii) of Deﬁnition 2.1 and relation (2.12) of Proposition 2.1.
Proof. First we regularize the initial data by smooth functions (u0δ, v0δ), uniformly bounded w.r.t.
δ and possessing the regularity supposed in Lemma 4.1 including the compatibility condition v0δ =
ψ(u0δ) on S . Of course, this does not provide any restriction of our original initial data.
Now we start with a solution (uδL, vδL) of Problem (PL ) with initial data (u0δ, v0δ) which satisﬁes∫
Q −
((
um0δ − umδL
)
ϕ−t + (uδL)xϕ−x
)
dxdt +
∫
Q +
((
vσ0δ − vσδL
)
ϕ+t + (vδL)xϕ+x
)
dxdt
+ L
∫ (
vδL − ψ(uδL)
)(
ϕ+ − ϕ−)dt = 0 (4.11)S
J. Filo, V. Pluschke / J. Differential Equations 247 (2009) 2455–2484 2469for all ϕ ∈ L2(0, T ; V ) with ϕt ∈ L∞(Q ), ϕ(·, T ) = 0. Due to Corollary 3.1 these solutions are uniformly
bounded with respect to δ and L. Furthermore, remember that the constants in (4.3)–(4.5) only de-
pend on the L∞-bound of the initial data. Hence (uδL, vδL) fulﬁl the estimates (4.3)–(4.5) again for
each L > 0, and the estimate of Lemma 4.1 together with boundedness yields
(uδL, vδL) ⇀ (uδ, vδ) in L
2(0, T ; V ),(
(uδL)
m, (vδL)
σ
)→ (umδ , vσδ ) in Lp(Q ),1 p < ∞,
for a subsequence as L → ∞. If we use test functions ϕ ∈ L2(0, T ; V˜ ), i.e. ϕ− = ϕ+ on S , the integral
on S disappears in relation (4.11), hence by means of a limit process L → ∞ in (4.11) we see that
(uδ, vδ) fulﬁls relation (2.12). Moreover, in view of (4.5) it satisﬁes the contact condition (2.10). Thus
we have proved the theorem for the regularized initial values.
It remains to overcome the regularization. Consider a sequence
(u0δn , v0δn ) → (u0, v0) in L∞(Ω) as δn → 0.
By Theorem 3.2 the associated (uδn L, vδnL) have L
1-contraction property (3.4). Integrating (3.4) over
t ∈ [0, T ], due to the above convergence property as L → ∞ we obtain
∫
Q −
∣∣(uδk )m − (uδl )m∣∣dxdt +
∫
Q +
∣∣(vδk )σ − (vδl )σ ∣∣dxdt
 T
∫
Ω−
∣∣(u0δk )m − (u0δl )m∣∣dx+ T
∫
Ω+
∣∣(v0δk )σ − (v0δl )σ ∣∣dx
for the solutions of Problem (P). Observing the uniform a priori estimates (4.3) and (4.5) as well as
uniform boundedness again, this yields
(uδ, vδ) ⇀ (u, v) in L
2(0, T ; V ),(
umδ , v
σ
δ
)→ (um, vσ ) in Lp(Q ),1 p < ∞,
if δ → 0. Since (uδ, vδ) fulﬁls (2.10) and (2.12) it does the limit (u, v), too. 
Note that in Theorem 4.2 we have proved existence of a solution to Problem (P) in a weaker sense
than proposed in Deﬁnition 2.1. However, the comparison results of Section 3 only hold for such
slightly stronger solutions. Therefore it arises the question whether there is also a solution according
to Deﬁnition 2.1. The answer is ‘yes’ if we assume the regularity of the initial data from Lemma 4.1.
Theorem 4.3. Assume that (u0, v0) has the regularity supposed in Lemma 4.1 and fulﬁls the compatibility
condition v0(0) = ψ(u0(0)). Then there is a solution of Problem (P) according to Deﬁnition 2.1.
Proof. Let (u, v) be the solution according to Theorem 4.2. The assertion is proved if we show prop-
erty (2.13) of Proposition 2.1(a). Notice ﬁrst that there is a function g ∈ L∞(0, T ) such that
T∫ ∫
+
(
v0(x)
σ − v(x, t)σ )dxα′(t)dt + T∫ g(t)α(t)dt = 0 (4.12)
0 Ω 0
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fulﬁl the identity
T∫
0
∫
Ω+
(
v0(x)
σ − vL(x, t)σ
)
dx
α(t + h) − α(t)
h
dt
+
T∫
0
∫
Ω+
vL(x, t − h)σ − vL(x, t)σ
h
dx
︸ ︷︷ ︸
=:[vσL ]h(t)
α(t)dt = 0.
Due to Lemma 4.1 the item [vσL ]h is uniformly bounded with respect to h and L in L∞(0, T ). If now
h = 1L → 0 there is a subsequence with[
vσL
]
h ⇀ g weak
∗ in L∞(0, T ),
which yields (4.12).
Let now ω ∈ C10(R × (−∞, T )) be given and χδ(x) = [min{ 1δ (x + δ),1}]+ . Then we test relation
(2.12) with ϕ− = χδ(x)ω(x, t), ϕ+ = ω(0, t) and obtain
∫
Q −
((
um0 − um
)
ωt + uxωx
)
χδ(x)dxdt
+ 1
δ
T∫
0
0∫
−δ
uxωdxdt +
∫
Q +
(
vσ0 − vσ
)
dxωt(0, t)dt = 0.
Because of (4.12) we can replace the last integral by − ∫ T0 g(t)ω(0, t)dt . Then (2.13) follows from
δ → 0. 
Remark 4.1. Relation (4.12) indicates that g(t) = −∂t‖v(·, t)σ ‖L1(Ω+) . This has a physical interpreta-
tion: It means that the mass ﬂux through the contact surface between the two components, repre-
sented by g , is equal to the change of the total mass within the second component Ω+ . Since we
have a no ﬂux condition on the right-hand boundary this is an evident property.
We ﬁnish this section with a return to the introduction. The initial function u0 given by (1.6) has
just the required regularity for Theorem 4.3 even on the interface x = ξ(0) = −λ(0) since 11−m > 1.
Moreover, in that case we have compatibility v0(0) ≡ ψ(u0(0)) ≡ 0. Hence there is a unique solution
of this introductory problem in the sense of Deﬁnition 2.1. More general, the propagation speed of
the interface of the porous medium equation is given by
ξ˙ (t) = − 1
1−m limx→ξ(t)−0
(
u(x, t)1−m
)
x.
Since it is ﬁnite for slow diffusion (m < 1) it follows that ux = ((u1−m)1/(1−m))x = 0 at the point
of degeneration u(ξ, t) = 0. Hence, the supposed regularity of the initial data appears to be not too
restrictive.
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In order to investigate the qualitative behaviour of the interface at the contact line S in the
succeeding section now we have to solve the Cauchy problem for our equations. Existence and unique-
ness of a solution of the Cauchy problem to porous medium equation on a connected unbounded strip
is proven by Oleinik, Kalashnikov and Yui-Lin [14] for bounded initial data (see also [11]). In the fol-
lowing we prove existence of a weak solution of the Cauchy problem including our contact condition
but with unbounded initial data. Note that our initial trace u0 belongs to the admissible growth class
of [5].
To this end, for the remaining two sections of this paper we use the notations Ω− = (−∞,0),
Ω+ = (0,∞), Q − = (−∞,0)× (0,∞), Q + = (0,∞)× (0,∞), S = {0} × (0,∞). If necessary, we refer
to the bounded sets introduced at the end of Section 1 by Ω± , Q
±
,T , and ST , respectively. Moreover,
on the unbounded domain we use the notation Xloc for the usual spaces of local integrability, i.e.
f ∈ Xloc iff f ϕ ∈ X for every smooth test function ϕ with bounded support. Then we consider
Cauchy Problem (CP).
(
um
)
t = uxx, in Q −,(
vσ
)
t = vxx, in Q +,
ux = vx, on S,
v = ψ(u), on S,
u(·,0) = u0, on Ω−,
v(·,0) = 0, on Ω+.
We assume here v0 ≡ 0 because we are interested in the situation when the interface just arrives at
x = 0. The initial function u0, however, is allowed to be unbounded as x → −∞, but its growth is
limited by the condition
0 u0(x) (−ax)1/(1−m) (5.1)
for large |x|. Here a is a given positive constant. Assume moreover, that there are monotone increasing
functions ψ−,ψ+ ∈ C1([0,∞)) with
0
(
ψ±
)′  Kl on every bounded interval [0, l] (5.2)
such that
v = ψ(u) ⇔ ψ+(v) = ψ−(u), u, v ∈R+. (5.3)
For instance, if ψ(u) = Muω for some M > 0, 0 < ω < 1, we may choose ψ+(v) = v1/ω , ψ−(u) =
M1/ωu. Obviously, (5.3) transfers strong monotonicity of ψ to ψ− and ψ+ .
In this section we prove existence of a weak solution of this problem in the following sense:
Deﬁnition 5.1. A couple (u, v) is called a solution of Problem (CP) with initial data (u0,0) if the
following three conditions are fulﬁlled:
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(ii) the weak relation∫
Q −
((
um0 − um
)
ϕ−t + uxϕ−x
)
dxdt +
∫
Q +
(−vσ ϕ+t + vxϕ+x )dxdt = 0 (5.4)
holds for all ϕ = (ϕ−,ϕ+) ∈ L2(0, T ; V ) with bounded support where ϕt ∈ L∞(Q ), ϕ− = ϕ+
on S;
(iii) the contact condition
v = ψ(u)
is satisﬁed almost everywhere on S .
The idea to obtain a weak solution of (CP) is to approximate the initial function u0 by approxima-
tions u0κ with ﬁnite support, solve the corresponding problems (P) on bounded domains by (uκ , vκ )
and show that (uκ , vκ ) converge to a solution of (CP) as κ → ∞. Hence, let (u0κ )κ>0 be approxima-
tions of u0 with
suppu0κ ⊂ Ω−κ , u0κ → u0 in L1loc
(
Ω−
)
as κ → ∞, (5.5)
fulﬁlling (5.1) and the assumptions of Lemma 4.1. Note that compatibility condition ψ(u0κ (0)) =
v0κ (0) = 0 is fulﬁlled, too. Due to Theorem 4.3 then we have:
Proposition 5.1. For every κ > 0, T > 0, on the bounded domain Q κ,T there is a solution (uκ , vκ ) of Prob-
lem (P) with initial data (u0κ ,0) in the sense of Deﬁnition 2.1.
In order to prove convergence of (uκ , vκ ) we need a priori estimates. However, by (5.1) and (5.5),
these solutions will not be uniformly bounded for all κ > 0. But by means of the comparison results
of Section 3 we are able to derive local estimates which are uniform with respect to κ on bounded
domains.
Lemma 5.1. Let R, T > 0 be given and κ  R. Then there is a constant C = C(R, T ) independent of κ such
that
0 uκ (x, t), vκ (x, t) C(R, T )
holds for −R  x κ and for a.e. t ∈ [0, T ].
Proof. We look for a supersolution. However, we were not succeeded in ﬁnding a supersolution to
our contact problem for all x ∈R, t > 0 which satisﬁes the right conditions on the contact line S . But
we may construct a function which is a supersolution on a given bounded domain. Let
hρ(x) =
{−ax for −∞ < x−ρ,
a
2 (
x2
ρ + ρ) for −ρ  x 0
for some ρ > 0 and
u¯ρ(x, t) =
[(
2
m
+ 1
1−m
)
a2t + hρ(x)
]1/(1−m)
, −∞ < x 0, 0 t  T ,
v¯ρ(x, t) = ψ
(
u¯ρ(0, t)
)
, 0 x < ∞, 0 t  T .
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∂xu¯ρ(0, t) = 0= ∂x v¯ρ(0, t) and v¯ρ(0, t) = ψ
(
u¯ρ(0, t)
)
on the contact line S as well as
−∂xu¯ρ(−κ, t)− 1
1−mu¯ρ(−κ, t)
mh′ρ(−κ) 0, ∂x v¯ρ(κ, t) 0
on the outer boundaries. It remains to check the integral inequality. For x< 0, t > 0 one calculates
(
u¯mρ
)
t − (u¯ρ)xx =
(
2a2
1−m +
ma2
(1−m)2 −
m
(1−m)2 h
′
ρ(x)
2 − 1
1−mh
′′
ρ(x)u¯
1−m
ρ
)
· u¯2m−1ρ .
Because of h′ρ(x)2  a2 the item is nonnegative if
2a2 − h′′ρ(x)
[(
2
m
+ 1
1−m
)
a2t + hρ(x)
]
 0 (5.6)
holds. Obviously, (5.6) holds for −∞ < x < −ρ . For −ρ < x < 0 we have h′′ρ(x) = aρ and hρ(x) aρ .
Then (5.6) holds if
(
2
m
+ 1
1−m
)
a2t  aρ. (5.7)
Choose now ρ = ρ(T ) such that (5.7) is fulﬁlled for all t ∈ [0, T ]. Then
(
u¯mρ
)
t − (u¯ρ)xx  0
holds for all x < 0 and t ∈ (0, T ).
To verify this for the weak formulation, take the ﬁrst integral of relation (2.12) in Deﬁnition 2.1
and integrate by parts on the domain Q −δ = (−κ,−δ)× (0, T ) for some δ > 0 in order to not run into
diﬃculties because of the singularity of (u¯ρ)xx at (0,0). The additional integral
∫ T
0 ∂xu¯ρ(−δ, t)ϕ− dt
is non-singular and tends to 0 as δ → 0.
The corresponding inequality for v¯ρ is easy to check. Thus (u¯ρ, v¯ρ) is a supersolution to Prob-
lem (P) on the bounded domain Q κ,T in the sense of Deﬁnition 2.1 where g = 0. Moreover,
(u, v) = (0,0) is a subsolution. Since furthermore the initial data fulﬁl the estimates
0 u0κ (x) (−ax)1/(1−m)  u¯ρ(x,0), 0 = vκ (x,0) v¯ρ(x,0),
the comparison result Theorem 3.2(ii) applied on Q κ,T yields
0 uκ (x, t)
[(
2
m
+ 1
1−m
)
a2T + hρ(−R)
]1/(1−m)
=: Cu(R, T ), −R  x 0,
0 vκ (x, t)ψ
([(
2
m
+ 1
1−m
)
a2T + aρ
2
]1/(1−m))
=: Cv(T ), 0 x κ,
for all t ∈ [0, T ]. This estimate is independent of κ . 
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problems (PL ), too. Namely, the supersolution (u¯ρ, v¯ρ) is also a supersolution to (PL ) since v¯ρ =
ψ(u¯ρ).
Lemma 5.2. Let R  1, T > 0 be given and κ  R. Then there are constants C(R, T ) and C(T ) independent of
κ such that
T∫
0
0∫
−R+1
∣∣(uκ )x(x, t)∣∣2 dxdt  C(R, T ),
T∫
0
κ∫
0
∣∣(vκ )x(x, t)∣∣2 dxdt  C(T ).
Proof. For the proof of this lemma we return to the solutions (uκ,L, vκ,L) of Problems (PL ) which are
constructed in Theorem 4.1 as approximates to (uκ , vκ ) on the ﬁxed domain Q κ,T . These functions
satisfy the estimates (4.3) and (4.4), however the bounds there depend on the bounds of the initial
functions on Ω = Ωκ . To overcome this dependence on κ we introduce a cut-off function μR(x) =
min{max{0, R + x},1} and repeat Step 2 of the proof of Theorem 4.1 with μR(x)φ−l (u) instead of
φ−l (u). Remember that v0κ ≡ 0. Then, instead of (4.2) we obtain∫
Ω−κ
μR(x)G
−
l
(
b−ε
(
uε(x, t)
))
dx+
∫
Ω+κ
G+l
(
b+ε
(
vε(x, t)
))
dx
+
t∫
0
∫
Ω−κ
μR(x)φ
−
l (uε)x(uε)x dxdτ +
t∫
0
−R+1∫
−R
φ−l (uε)(uε)x dxdτ
+
t∫
0
∫
Ω+κ
φ+l (vε)x(vε)x dxdτ + L
t∫
0
(
vε − ψε(uε)
)(
φ+l (vε) − φ−l (uε)
)
(0, τ )dτ
=
∫
Ω−κ
μR(x)G
−
l
(
b−ε (u0κ )
)
dx.
Fix now l = 1. Omitting some nonnegative items and using the convergence properties as ε → 0 at
the beginning and the end of the proof of Theorem 4.1 we arrive at
T∫
0
0∫
−R+1
(
(uκ,L)x
)2
dxdt +
T∫
0
−R+1∫
−R
uκ,L(uκ,L)x dxdt 
0∫
−R
G−1
(
(u0κ )
m)dx.
The right-hand side is bounded by some constant C(R) due to (5.1) and (5.5). The second integral on
the left side may be transformed into
T∫
0
−R+1∫
−R
1
2
(
uκ,L(x, t)
2)
x dxdt =
1
2
T∫
0
(
uκ,L(−R + 1, t)2 − uκ,L(−R, t)2
)
dt,
which is bounded independent of κ and L as a consequence of Lemma 5.1 and the note after it. This
yields the assertion ﬁrst for the approximates uκ,L , but due to independence of L of the bounds it
holds also for uκ .
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T∫
0
κ∫
0
(
(vκ,L)x
)2
dxdt +
T∫
0
−R+1∫
−R
ψ(uκ,L)(uκ,L)x dxdt 
0∫
−R
G−2
(
(u0κ )
m)dx.
For some ﬁxed R , e.g. R = 1, the second integral can be transformed in the same way as above using
the primitive of ψ . This implies boundedness, which concludes the proof. 
In the next lemma we prove convergence of a subsequence of (uκ , vκ ) on a given bounded domain.
To this aim for given R > 2, T > 0, deﬁne
XR,T :=
{
(u, v) ∈ L2(0, T ; H1(−R + 2,0))× L2(0, T ; H1(0, R − 2))}
with weak topology with respect to the derivatives and strong L2-topology with respect to u and v .
Lemma 5.3. Let R > 2, T > 0 be given and κ ∈ V ⊂ N, where V is an unbounded index set. Then there is a
subsequence (κk)k=1,2,... ⊂ V such that (uκk , vκk ) → (u, v) in XR,T .
Proof. In addition to the a priori estimates from Lemmas 5.1 and 5.2 we need some compactness of
the set (uκ , vκ ) with respect to t . Let us suppress the subscript κ for the next few estimates. Assume
κ > R and h > 0. For given t ∈ [0, T −h] we test relation (2.12) with χ[t,t+h](τ )w±(x) where χA is the
characteristic function of the set A and w− ∈ H1(−κ,0), w+ ∈ H1(0, κ) with w− = w+ on S . This
yields
0∫
−κ
(
um(x, t + h) − um(x, t))w−(x)dx+ κ∫
0
(
vσ (x, t + h) − vσ (x, t))w+(x)dx
+
t+h∫
t
0∫
−κ
ux(x, τ )w
−
x (x)dxdτ +
t+h∫
t
κ∫
0
vx(x, τ )w
+
x (x)dxdτ = 0.
We choose now
w−(x) = μR−1(x)
(
ψ−
(
u(x, t + h))− ψ−(u(x, t))),
w+(x) = (ψ+(v(x, t + h))− ψ+(v(x, t))),
where μR is the cut-off function deﬁned in the proof of Lemma 5.2, integrate over t ∈ [0, T − h] and
obtain
T−h∫
0
0∫
−R+1
μR−1(x)
(
um(x, t + h) − um(x, t))(ψ−(u(x, t + h))− ψ−(u(x, t)))dxdt
+
T−h∫ κ∫ (
vσ (x, t + h) − vσ (x, t))(ψ+(v(x, t + h))− ψ+(v(x, t)))dxdt
0 0
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T−h∫
0
−R+2∫
−R+1
1
h
t+h∫
t
ux(x, τ )dτ
(
ψ−
(
u(x, t + h))− ψ−(u(x, t)))dxdt
+ h
T−h∫
0
0∫
−R+1
χR−1(x)
1
h
t+h∫
t
ux(x, τ )dτ
(
ψ−
(
u(x, t + h))x − ψ−(u(x, t))x)dxdt
+ h
T−h∫
0
κ∫
0
1
h
t+h∫
t
vx(x, τ )dτ
(
ψ+
(
v(x, t + h))x − ψ+(v(x, t))x)dxdt = 0.
The last three integrals are bounded because of the local boundedness of (u, v) due to Lemma 5.1,
assumption (5.2), and the estimates of Lemma 5.2. This yields
T−h∫
0
0∫
−R+2
(
umκ (x, t + h) − umκ (x, t)
)(
ψ−
(
uκ (x, t + h)
)− ψ−(uκ (x, t)))dxdt
+
T−h∫
0
R−2∫
0
(
vσκ (x, t + h) − vσκ (x, t)
)(
ψ+
(
vκ (x, t + h)
)− ψ+(vκ (x, t)))dxdt  CR,T h. (5.8)
We are prepared now to send κ → ∞. First, by Lemma 5.2 there is a subsequence (uκk , vκk ) con-
verging to (u, v) weakly in XR,T . It remains to show strong convergence in L2(Q R−2,T ). Denote for a
moment
Uκ := ψ−(uκ ), Vκ := ψ+(vκ ), b−(U ) :=
((
ψ−
)−1
(U )
)m
, b+(V ) := ((ψ+)−1(V ))σ .
Then, by (5.2) and Lemma 5.4, there is a subsubsequence (Uκk , Vκk ) (we denote subsequences of (κk)
by (κk) again) converging to (U , V ) weakly in XR,T , too. Hence, by the estimate (5.8) we are in the
situation of [1, Lemma 1.9] which yields L1-convergence of (b−(Uκk ),b+(Vκk )). Since (Uκk , Vκk ) are
uniformly bounded on Q R−2,T there is a subsequence that converges almost everywhere. Finally, this
implies convergence of (uκk , vκk ) almost everywhere on Q R−2,T and, by uniform boundedness again,
convergence in L2(Q R−2,T ). 
Theorem 5.1. Let 0 <m, σ < 1, u0 :R− →R+ be a measurable function fulﬁlling the growth condition (5.1)
for some a > 0 and ψ :R+ →R+ be continuous and strongly monotone increasing with ψ(0) = 0 having the
property (5.2), (5.3). Then there is a weak solution of the Cauchy problem (CP) in the sense of Deﬁnition 5.1.
Proof. We use Lemma 5.3 and Cantors diagonal selection procedure. Choose monotone increasing
sequences Rn, Tn → ∞ and consider ﬁrst the set of solutions (uκ , vκ ) ∈ XR1,T1 of Problem (P) deﬁned
at the beginning of this section with κ  R1. Due to Lemma 5.3 there is a subsequence (uκ1,k , vκ1,k )
converging in XR1,T1 to some (u, v). Let now
Vn =
{
κn,k: κn,k  Rn+1, (uκn,k , vκn,k ) → (u, v) in XRn,Tn
}
.
By Lemma 5.3 again, there is a subsequence (κn+1,k)k=1,2,... ⊂ Vn such that
(uκn+1,k , vκn+1,k ) → (u˜, v˜) in XRn+1,Tn+1 .
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ing now the diagonal sequence (κn,n)n=1,2,... we have
(uκn,n , vκn,n ) → (u, v) in XR,T
for every ﬁxed R, T > 2.
Finally it is easy to see from Deﬁnition 2.1 for (uκ , vκ ) that (u, v) fulﬁls relation (5.4) and is a
solution in the sense of Deﬁnition 5.1. 
It is well known for the porous medium equation (1.1) in a single domain that the interface has
ﬁnite propagation speed in our case of slow diffusion 0<m < 1. Of course, this property is preserved
for v if the interface crosses the contact line S . We conclude this section with a proof of it.
Theorem 5.2. Let (u, v) be the weak solution of Problem (CP) according to Theorem 5.1. Then the interface of
v has ﬁnite propagation speed, i.e.
ξ(t) := sup{x ∈ [0,∞): v(x, t) > 0}< ∞ for a.a. t > 0.
Proof. Consider the approximates (uκ , vκ ) only on the right part Q
+
κ,T of the domain. Then vκ is a
weak solution to (vσ )t − vxx = 0 with Dirichlet data vκ (0, t) on ST and homogeneous Neumann data
on the outer boundary x = κ , 0< t < T . By Lemma 5.1 there is a constant K = K (T ) independent of κ
with vκ (0, t) K for 0 t  T . Hence, vκ is a subsolution to the mixed Dirichlet–Neumann problem
considered by F. Otto [15] with Dirichlet data vD = K on ST and initial values b01 ≡ 0. Moreover, for
every ﬁxed c > 0
v¯(x, t) =
[
K + c
2t
1− σ − cx
] 1
1−σ
+
is a supersolution to the same problem with initial values b02 = [K − cx]σ/(1−σ)+  0 if κ is large
enough such that v¯x(κ, t) = 0 for all t  T . Then from the comparison result in [15, Theorem] follows
0 vκ (x, t) v¯(x, t) for all x ∈ [0, κ] and a.a. t ∈ [0, T ].
Here T > 0 is ﬁxed but arbitrarily chosen. The above estimate especially implies
vκ (x, t) = 0 ∀x K
c
+ ct
1− σ
for a.a. t ∈ [0, T ]. Since the bound is independent of κ this is also valid for the limit v which concludes
the proof. 
6. Self-similar solutions
Let us seek a nonnegative solution (u, v) of the Cauchy problem (CP) for a given power law non-
linearity
ψ(u) = Muω (6.1)
invariant under the dilation scaling
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(
x
λb
,
t
λ
)
for x 0,
v(x, t) −→ λc v
(
x
λα
,
t
λ
)
for x 0
so that
u(x, t) = λdu
(
x
λb
,
t
λ
)
for any x 0, t > 0,
v(x, t) = λc v
(
x
λα
,
t
λ
)
for any x 0, t > 0
and for all λ > 0, see [9].
After tedious but not diﬃcult formal manipulations we have arrived at the critical exponent ω in
(6.1)
ω = m+ 1
σ + 1 , (6.2)
special initial data
u0(x) = (−ax)1/(1−m) for x 0, v0(x) ≡ 0 for x 0 (6.3)
and
d = 1
1−m , b = 1, c =
ω
1−m ,
α = 1−mσ
(1+ σ)(1−m)
⎫⎪⎬
⎪⎭ (6.4)
for which the following statement holds.
Proposition 6.1. Let (u, v) be a weak solution of the (CP) with ψ , (u0, v0) and ω given by (6.1)–(6.3) above.
Then also
Uλ(x, t) = λ1/(1−m)u
(
x
λ
,
t
λ
)
for x 0, t > 0,
Vλ(x, t) = λω/(1−m)v
(
x
λα
,
t
λ
)
for x 0, t > 0
is a weak solution of (CP) with the same initial function. Note that α is given in (6.4) above and λ > 0 is
arbitrary.
Proof. Recall ﬁrst that (u, v) satisﬁes (5.4) for any ϕ = (ϕ−,ϕ+) such that ϕ− has a compact support
in (−∞,0] × [0,∞) and ϕ+ has a compact support in [0,∞) × [0,∞). We change now variables
setting
x = y if x < 0, x = y
α
if x > 0, t = τ
λ λ λ
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ψ−(y, τ ) ≡ ϕ−
(
y
λ
,
τ
λ
)
, ψ+(y, τ ) ≡ ϕ+
(
y
λα
,
τ
λ
)
.
(5.4) then yields
∞∫
0
0∫
−∞
λ−1/(1−m)
[(
(−ay)m/(1−m) − Umλ
)
ψ−τ + (Uλ)yψ−y
]
(y, τ )dy dτ
+
∞∫
0
∞∫
0
[−λ− ωσ1−m−αV σλ ψ+τ + λ− ω1−m+α−1(Vλ)yψ+y ](y, τ )dy dτ = 0.
As
1
1−m =
ωσ
1−m + α =
ω
1−m + 1− α
we see that (Uλ, Vλ) satisﬁes the item (ii) of Deﬁnition 5.1. The contact condition for (6.1) is satisﬁed
as well. 
We henceforth assume the following assumption
Hypothesis 6.1. Problem (CP) is uniquely solvable in the class of solutions given by Deﬁnition 5.1
above.
Remark 6.1. We have tried to prove uniqueness but we have not succeeded yet. Nevertheless, we hope
that most results of this section have their own interest.
As a consequence of our Hypothesis 6.1 we have
u(x, t) = λ1/(1−m)u
(
x
λ
,
t
λ
)
for x 0, t > 0
v(x, t) = λω/(1−m)v
(
x
λα
,
t
λ
)
for x 0, t > 0
for all λ > 0.
Setting
λ = t
we obtain
u(x, t) = t1/(1−m)w
(
x
t
)
, w(y) ≡ u(y,1),
v(x, t) = tω/(1−m)h
(
x
tα
)
, h(y) ≡ v(y,1).
⎫⎪⎪⎪⎬
⎪⎪⎪⎭ (6.5)
In the next theorem we prove that w,h are solutions of the following problem:
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1−mw
m(x) = 0 for x < 0,
h′′(x) + αx(hσ (x))′ − ωσ
1−mh
σ (x) = 0 for x > 0,
w ′(0) = h′(0), h(0) = Mwω(0)
w(x) ∼ (−ax)1/(1−m) as x → −∞,
there exists ζ > 0 such that h(x) = 0 ∀x ζ,
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.6)
in the sense of the following
Deﬁnition 6.1. A couple (w,h) is called a weak solution of Problem (6.6) if the following four proper-
ties are fulﬁlled:
(1) w ∈ H1(−R,0), h ∈ H1(0, R) for all R > 0, h(0) = Mwω(0);
(2)
0∫
−∞
{
wm(y)
[(
yf (y)
)′ + m
1−m f (y)
]
+ f ′(y)w ′(y)
}
dy
+
∞∫
0
{
hσ (y)
[
α
(
yg(y)
)′ + σω
1−m g(y)
]
+ g′(y)h′(y)
}
dy = 0
for any couple of test functions ( f , g) ∈ V˜ with compact support.
(3) lim
ε→0
0∫
−∞
[
(−ax)m/(1−m) − 1
ε
ε∫
0
tm/(1−m)wm
(
x
t
)
dt
]
f (x)dx = 0
for any f ∈ C10((−∞,0]), f (0) = 0 and ﬁnally,
(4) there exists ζ > 0 such that h(x) = 0 ∀x ζ and h(x) > 0 for x ∈ [0, ζ ).
Remark 6.2. Item (3) of the above deﬁnition is a weak formulation of the asymptotic condition for
x → −∞ in (6.6). Indeed, one can prove: If
w(x)
(−ax)1/(1−m) → 1 as x → −∞
then condition (3) of Deﬁnition 6.1 holds.
Theorem 6.1. Let (u, v) be a weak solution of the (CP)with ψ , (u0, v0) and ω given by (6.1)–(6.3), and let us
suppose that Hypothesis 6.1 holds. Then the couple (w,h) being determined by (6.5) is the weak nonnegative
solution of Problem (6.6) in the sense of Deﬁnition 6.1. Moreover, if we recall the notation
ξ(t) = sup{x ∈ [0,∞): v(x, t) > 0}, (6.7)
then
ξ(t) = ζ tα (6.8)
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α = 1−mσ
(1+ σ)(1−m)
and ζ > 0 is the given constant from the item (4) of Deﬁnition 6.1 above.
Proof. Let us recall (6.5) and insert
ϕ−(x, t) = t−1/(1−m) f
(
x
t
)
χε(t − 1), ϕ+(x, t) = t−δ g
(
x
tα
)
χε(t − 1)
into (5.4), where f , g satisfy the assumptions from the item (2) of Deﬁnition 6.1, χε ∈ C∞0 (R),
suppχε ⊆ [−ε, ε],
∫ 1+ε
1−ε t
−1χε(t − 1)dt = 1 and
δ = α + ωσ
1−m .
As ϕ−(x,0) = ϕ+(x,0) = 0, we arrive at
∫
Q −
[
wm
(
x
t
)(
x
t
f ′
(
x
t
)
+ 1
1−m f
(
x
t
))
+ f ′
(
x
t
)
w ′
(
x
t
)]
χε(t − 1)
t2
dxdt
+
∫
Q +
[
hσ
(
x
tα
)(
α
x
tα
g′
(
x
tα
)
+ δg
(
x
tα
))
+ g′
(
x
tα
)
h′
(
x
tα
)]
χε(t − 1)
tα+1
dxdt
=
∫
Q −
wm
(
x
t
)
f
(
x
t
)
χ ′ε(t − 1)t−1 dxdt +
∫
Q +
hσ
(
x
tα
)
g
(
x
tα
)
χ ′ε(t − 1)t−α dxdt.
Now, setting x = yt if x < 0 and x = ytα if x > 0 we get
0∫
−∞
[
wm(y)
(
yf ′(y) + 1
1−m f (y)
)
+ f ′(y)w ′(y)
]
dy
∞∫
0
χε(t − 1)
t
dt
+
∞∫
0
[
hσ (y)
(
αyg′(y) + δg(y))+ g′(y)h′(y)]dy ∞∫
0
χε(t − 1)
t
dt
=
0∫
−∞
wm(y) f (y)dy
∞∫
0
χ ′ε(t − 1)dt +
∞∫
0
hσ (y)g(y)dy
∞∫
0
χ ′ε(t − 1)dt = 0
and the item (2) follows easily. To show the item (3) let us take
ϕ−(x, t) = f (x)ε−1(ε − t)+, ϕ+(x, t) ≡ 0
as a test function into (5.4). We obtain
2482 J. Filo, V. Pluschke / J. Differential Equations 247 (2009) 2455–24840∫
−∞
[
(−ax)m/(1−m) − 1
ε
ε∫
0
tm/(1−m)wm
(
x
t
)
dt
]
f (x)dx
= ε−1
ε∫
0
(ε − t)
0∫
−∞
ux(x, t) f
′(x)dxdt. (6.9)
A test function f has a compact support, say on [−R,0] and u ∈ L2(0, T ; H1(−R,0)), the right-hand
side of (6.9) tends to zero as ε → 0.
Finally, we proved in Theorem 5.2
v(x, t) = 0 ∀x K
c
+ ct
1− σ .
Hence, (6.5) yields the existence of a number d such that h(x) = 0 ∀x d. We claim that if h(c) = 0
for c < d, then h(x) = 0 ∀x ∈ [c,d]. Indeed, f ≡ 0 and g(y) = h(y) ∀y ∈ [c,d] and zero outside is an
admissible test function in item (2) of Deﬁnition 6.1 and we arrive, after some manipulations, at
d∫
c
[
σ(σ +m + 2)
(1−m)(σ + 1)2 h
σ+1(y) + ∣∣h′(y)∣∣2]dy = 0.
This establishes the claim.
Deﬁne
ζ = inf{c ∈ [0,∞): h(c) = 0}.
Then
ζ > 0. (6.10)
To prove this assertion, let us suppose ζ = 0. Hence h ≡ 0 on [0,∞) and consequently
v(x, t) = 0 ∀x ∈ [0,∞), t  0, (6.11)
i.e. ∫
Q −
((
(−ax)m/(1−m) − um)ϕ−t + uxϕ−x )dxdt = 0 (6.12)
∀ϕ as in (5.4).
Set
U (x, t) =
{
u(x, t) x 0,
u(−x, t) x 0, ϕ(x, t) =
{
ϕ−(x, t) x 0,
ϕ+(x, t) x 0.
According to (6.12), U is nonnegative and
∞∫ ∞∫ (((
a|x|)m/(1−m) − Um)ϕt + Uxϕx)dxdt = 0.0 −∞
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(−R, R) × (0, T )
for suﬃciently large R , T , U is a supersolution to the following problem
(um)t = uxx x ∈ (−R, R), t ∈ (0, T )
u(−R, t) = u(R, t) = 0 for t > 0,
u(x,0) = u0(x)
⎫⎪⎬
⎪⎭ (6.13)
for u0 given by (1.6) assuming, for the moment, that initial data are suitable ordered.
Then, due to the Comparison principle of [15] we have
U (x, t) 1
λ1/m(t)
[
1−
{
x+ 2λ(0)
λ(t)
}2]1/(1−m)
+
.
Consequently,
U (0, t) 1
λ1/m(t)
[
1−
{
2λ(0)
λ(t)
}2]1/(1−m)
+
> 0
if t is large enough, a contradiction to (6.1) and (6.11). In general, if necessary, we shift the explicit
solution (1.8) to the left and proceed as above. 
Note that Theorem 6.1 gives some information on the speed of the interface ξ(t) when it crosses
the contact line S . We have⎧⎨
⎩
α > 1 if σ <m,
α = 1 if σ =m,
α < 1 if σ >m,
hence ξ ′(0+) =
⎧⎨
⎩
0 if σ <m,
ζ > 0 if σ =m,
∞ if σ >m,
that means the interface starts at the contact line with zero (inﬁnity) speed if the nonlinear diffusion
in the right domain is slower (faster) than the nonlinear diffusion in the left domain.
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