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Abstract
This work investigates the spherical symmetric solutions of more realistic equation of states.
We generalize the method of Hsu et al. (Methods Appl. Anal. 8 (2001) 159) to show the
existence of spherical symmetric weak solution of the relativistic Euler equation with initial
data containing the vacuum state.
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1. Introduction
The motion of a perfect ﬂuid in the Minkowski space–time is described by the
relativistic Euler equation
@
@t
rþ Pu2=c4
1 u2=c2 þ
X3
k¼1
@
@xk
rþ P=c2
1 u2=c2 uk
 
¼ 0;
@
@t
rþ P=c2
1 u2=c2 uj
 
þ
X3
k¼1
@
@xk
rþ P=c2
1 u2=c2 ujuk þ Pdjk
 
¼ 0; j ¼ 1; 2; 3:
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Here r is the density and ðu1; u2; u3Þ is the velocity. The speed of light c is a positive
constant. The pressure P is supposed to be a given function of r:
Smoller–Temple [7] studied one-dimensional motions under the assumption P ¼
s2r; s being a positive constant smaller than c: In the previous paper, Hsu et al. [4],
we studied one-dimensional motions under more realistic equation of states. In this
article we discuss on spherically symmetric motions. Suppose
r ¼ rðr; tÞ; uj ¼ xj
r
uðr; tÞ; r ¼ jxj:
Then the equation is reduced to
@
@t
rþ Pu2=c4
1 u2=c2 þ
@
@r
ðrþ P=c2Þu
1 u2=c2 þ
2
r
ðrþ P=c2Þu
1 u2=c2 ¼ 0;
@
@t
ðrþ P=c2Þu
1 u2=c2 þ
@
@r
ru2 þ P
1 u2=c2 þ
2
r
ðrþ P=c2Þu2
1 u2=c2 ¼ 0: ð1:1Þ
In order to avoid the singularity at r ¼ 0; we consider Eq. (1.1) on rX1 with the
initial condition
rjt¼0 ¼ r0ðrÞ; ujt¼0 ¼ u0ðrÞ ð1:2Þ
and the boundary condition
rujr¼1 ¼ 0: ð1:3Þ
Under the assumption P ¼ s2r; Mizohata [6] proved the existence of global weak
solutions. However, we would like to consider a more realistic equation of states. We
keep in mind the equation of state for a neutron stars, which is given by
P ¼ Kc5f ðyÞ; r ¼ Kc3gðyÞ;
f ðyÞ ¼
Z y
0
q4ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ q2
p dq and gðyÞ ¼ 3 Z y
0
q2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ q2
p
dq:
For this equation of state, we have PBc
2
3
r as r-N but PB1
5
K2=3r5=3 as r-0: So
we assume the following properties of the function PðrÞ:
(A)
PðrÞ40; 0odP=droc2; 0od2P=dr2 for r40;
and
P ¼ Argð1þ ½rg1=c2	1Þ as r-0:
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Here A and g are positive constants and g ¼ 1þ 22Nþ1; N being a positive integer, and
½X 	1 denotes a convergent power series of the form
P
kX1 akX
k:
We put
E ¼ rþ Pu
2=c4
1 u2=c2 ; F ¼
ðrþ P=c2Þu
1 u2=c2 ; G ¼
ru2 þ P
1 u2=c2;
H1 ¼ 2
r
F ; H2 ¼ 2
r
Fu;
U ¼ ðE; FÞT ; f ðUÞ ¼ ðF ; GÞT ; Hðr; UÞ ¼ ðH1; H2ÞT :
Then the problem can be written as
Ut þ f ðUÞr ¼ Hðr; UÞ; ð1:4Þ
U jt¼0 ¼ U0ðrÞ; ð1:5Þ
F jr¼1 ¼ 0: ð1:6Þ
A weak solution is deﬁned as a ﬁeld UALNð½1;þNÞ 
 ½0; TÞÞ such that 0pr; jujoc
which satisﬁes
Z T
0
Z N
1
ðFtU þ Frf ðUÞ þ FHðr; UÞÞ dr dt þ
Z N
1
Fðr; 0ÞU0ðrÞ dr ¼ 0;
for any test function F ¼ ðf1;f2ÞTACN0 ð½1;þNÞ 
 ½0; TÞÞ such that f2jr¼1 ¼ 0:
Our conclusion is the following:
Theorem 1. For any C0 there is eðC0Þ40 such that if r0ðrÞX0; 0pu0ðrÞoc and
Z r0ðrÞ
0
ﬃﬃﬃﬃﬃ
P0
p
rþ P=c2 drp
c
2
log
c þ u0ðrÞ
c  u0ðrÞpC0; ð1:7Þ
and if 1=c2peðC0Þ; then there exists a global (T ¼NÞ weak solution of (1.1)–(1.3).
Condition (1.7) is an analogy from the work Chen [1] on the non-relativistic
problem.
The paper is organized as follows. Some results of the Riemann problem and
estimations of entropy–entropy ﬂux obtained in [4] are recalled in Section 2. In
Section 3, we prove the key lemma for constructing the approximation solutions of
(1.4). By using the Lax–Friedrichs scheme, the main theorem is proved in Section 4
and the entropy condition for such weak solution is also illustrated. In Section 5 we
will discuss the problem including the co-ordinate origin.
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2. Preliminary
Let us recall the results of Hsu et al. [4] on the one-dimensional equation, that is,
the equation without the source term H:
Ut þ f ðUÞr ¼ 0: ð2:1Þ
The Riemann problem to (2.1) on tXt0 with center r0 and data ðUL; URÞ is the
Cauchy problem for the initial data
U ¼ UL if ror0;
UR if r0or;

at t ¼ t0:
The Riemann invariants are
w ¼ x þ y; z ¼ x  y; ð2:2Þ
where
x ¼ c
2
log
c þ u
c  u; y ¼
Z r
0
ﬃﬃﬃﬃﬃ
P0
p
rþ P=c2 dr: ð2:3Þ
Condition (1.7) implies 0pz0pw0pB ¼ 2C0:
Proposition 2.1 (See Chen [2]). The Riemann problem has a unique entropy solution
which consists of rarefaction waves and shock waves provided that zLpwL; zRpwR:
We put
Sða;bÞ ¼ fðw; zÞ : apzpwpbg:
Proposition 2.2. The region Sða; bÞ is invariant with respect to the Riemann problem,
that is, if the data UL; UR belong to Sða; bÞ the solution is confined to Sða; bÞ:
Proposition 2.3. The invariant region Sða; bÞ is convex in the ðE; FÞ-plane. Therefore
if UðsÞASða; bÞ for sA½a; b	; then the average
1
b  a
Z b
a
UðsÞ ds
belongs to Sða; bÞ:
Proof. Let us consider the above hedge F ¼ FðEÞ which corresponds to w ¼
b; aozob: We have to show d2F=dE2o0: Along the hedge w ¼ b; we have
u ¼ c tanh 1
c
b
Z r
0
ﬃﬃﬃﬃ
P0
p
rþ P=c2 dr
 !
;
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from which
du
dr
¼ ð1 u2=c2Þ
ﬃﬃﬃﬃﬃ
P0
p
rþ P=c2:
By a direct calculation we have
dF
dE
¼ u 
ﬃﬃﬃﬃﬃ
P0
p
1 ﬃﬃﬃﬃﬃP0p u=c2:
Differentiating once more we have
d2F
dE2
¼  1 u
2=c2
ð1 ﬃﬃﬃﬃﬃP0p u=c2Þ4
P00
2
ﬃﬃﬃﬃﬃ
P0
p þ 1 P
0
c2
  ﬃﬃﬃﬃﬃ
P0
p
rþ P=c2
 !
o0:
The proof is complete.
A pair of functions ðZðUÞ; qðUÞÞ is an entropy–entropy ﬂux if
DU q ¼ DUZ  DU f : ð2:4Þ
Using the Riemann invariants, we can write (2.4) as
@q
@w
¼ u þ
ﬃﬃﬃﬃﬃ
P0
p
1þ ﬃﬃﬃﬃﬃP0p u=c2 @Z@w; @q@z ¼ u 
ﬃﬃﬃﬃﬃ
P0
p
1 ﬃﬃﬃﬃﬃP0p u=c2 @Z@z: ð2:5Þ
By eliminating q from the equation, we get the following second-order equation:
@2Z
@w@z
þ Q J@Z
@w
 1
J
@Z
@z
 
¼ 0; ð2:6Þ
where
Q ¼ 1
4
ﬃﬃﬃﬃﬃ
P0
p 1 P
0
c2
 rþ P=c
2
2P0
P00
 
and J ¼ 1
ﬃﬃﬃﬃﬃ
P0
p
u=c2
1þ ﬃﬃﬃﬃﬃP0p u=c2:
Since this equation tends to the Euler–Poisson–Darboux equation
@2Z
@w@z
þ N
w  z
@Z
@w
 @Z
@z
 
¼ 0 ð2:7Þ
as c-N; we shall call (2.6) as the relativistic Euler–Poisson–Darboux equation.
According to [4], the entropy can be solved as follows.
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Proposition 2.4. There exists a kernel Kðx; y; xÞ of CNþ2-class in jxjoN; 0py; jx
xjpy such that
Zðx; yÞ ¼
Z xþy
xy
Kðx; y; xÞfðxÞ dx ð2:8Þ
is an entropy for any smooth f: Furthermore,
Kðx; y; xÞ ¼ ðy2  ðx  xÞ2ÞNð1þ Oðy=c2ÞÞ: ð2:9Þ
Such an entropy will be called a Darboux entropy. The standard entropy–entropy
ﬂux is
Z ¼  CðrÞ
ð1 u2=c2Þ1=2
þ c2 rþ Pu
2=c4
1 u2=c2 ;
CðrÞ ¼ exp
Z r dr
rþ P=c2;
q ¼  CðrÞ
ð1 u2=c2Þ1=2
þ c2 rþ P=c
2
1 u2=c2
 !
u:
Therefore, the Hessian of the standard entropy D2ZðUÞ is positive deﬁnite as
follows.
Proposition 2.5. The standard entropy is strictly convex in the sense
ðX j D2ZðUÞ  XÞXka;bjXj2
for any UASða; bÞ and X ¼ ðx0; x1Þ: Here ka;b is a positive constant.
Proof. By elementary computation, we obtain
@Z
@E
¼  C
ðrþ P=c2Þð1 u2=c2Þ1=2
þ c2;
@Z
@F
¼ Cu=c
2
ðrþ P=c2Þð1 u2=c2Þ1=2
;
@2Z
@E2
¼ C=c
2
ð1 P0u2=c4Þð1 u2=c2Þ1=2ðrþ P=c2Þ2
ðP0 þ 2P0u2=c2 þ u2Þ;
@2Z
@E@F
¼ C=c
2
ð1 P0u2=c4Þð1 u2=c2Þ1=2ðrþ P=c2Þ2
ð2P0=c2 þ 1þ P0u2=c4Þu;
@2Z
@F2
¼ C=c
2
ð1 P0u2=c4Þð1 u2=c2Þ1=2ðrþ P=c2Þ2
ð1þ 3P0u2=c4Þ:
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Therefore we get
ðxjD2UZ  xÞ ¼ ZEEx20 þ 2ZEFx0x1 þ ZFFx21
¼ C=c
2
ð1 P0u2=c4Þð1 u2=c2Þ1=2ðrþ P=c2Þ2
Z;
Z ¼ðP0 þ 2P0u2=c2 þ u2Þx20  2ð2P0=c2 þ 1þ P0u2=c4Þux0x1
þ ð1þ 3P0u2=c4Þx21
X
2P0ð1 u2=c2Þ2ð1 P0u2=c4Þ
A þ C þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðA  CÞ2 þ 4B2
q ðx20 þ x21Þ;
A ¼P0 þ 2P0u2=c2 þ u2; B ¼ ð2P0=c2 þ 1þ P0u2=c4Þu;
C ¼ 1þ 3P0u2=c4:
This completes the proof. &
Furthermore, we are going to show that the Hessian D2UZ
 dominates any D2UZ:
Proposition 2.6. For any Darboux entropy Z we have
jðX j D2ZðUÞ  XÞjpCfðX j D2ZðUÞ  XÞ
for UASða; bÞ provided that 1=c2pe; e being a positive constant independent of f:
Moreover across any shock with speed s; we have
js½Z	  ½q	jpCðs½Z	  ½q	Þ;
where ½Z	 ¼ ZðURÞ  ZðULÞ; ½q	 ¼ qðURÞ  qðULÞ:
Proof. Let R ¼ y2Nþ1 and M ¼ xy2Nþ1: Direct computation gives
ðx j D2UZ  xÞ ¼
22Nþ1K2
y2Nþ1
Z 1
0
ðs  s2ÞNZ½x	D2f ds  2K
2
y2Nþ1
1
c2
ð1 u2=c2Þ

 ðux0  x1Þ2
@Z
@R
 2K
2
y2Nþ1
1
c2
ðu þ xð1 u2=c2ÞÞðux0  x1Þ2
@Z
@M
þ Oðy2Nþ1=c2Þ;
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where
Z½x	 ¼Z00x20 þ 2Z01x0x1 þ Z11x21;
Z00 ¼ð1þ u2=c2Þ2 x þ y
2N þ 1 ð2s  1Þ
 2
þ 4ð2N þ 1Þ2sð1 sÞy
2
 !
þ 2ð1þ u2=c2Þðu þ xð1þ u2=c2ÞÞ x þ y
2N þ 1 ð2s  1Þ
 
þ ðu þ xð1þ u2=c2ÞÞ2;
Z01 ¼  2ð1þ u2=c2Þu=c2 x þ y
2N þ 1 ð2s  1Þ
 2
þ 4ð2N þ 1Þ2 sð1 sÞy
2
 !
þ ð1þ 3u2=c2  4xð1þ u2=c2Þu=c2Þ x þ y
2N þ 1 ð2s  1Þ
 
þ ðu þ xð1þ u2=c2ÞÞð1 2xu=c2Þ;
Z11 ¼ 4u
2
c4
x þ y
2N þ 1 ð2s  1Þ
 2
þ 4ð2N þ 1Þ2 sð1 sÞy
2
 !
 4u
c2
ð1 2xu=c2Þ x þ y
2N þ 1 ð2s  1Þ
 
þ ð1 2xu=c2Þ2:
It can be shown that
Z½x	Xksð1 sÞy2;
where k is a positive constant depending on the compact subset of frX0g: In fact
we see
Z00Z11  Z201 ¼ ð1 u2=c2Þ
4
ð2N þ 1Þ2 sð1 sÞy
2:
On the other hand, we can estimate
2K2
y2Nþ1
1
c2
ð1 u2=c2Þ @Z
@R

p ey2Nþ1;
2K2
y2Nþ1
1
c2
ðu þ xð1 u2=c2ÞÞ @Z
@M

p ey2Nþ1;
where e ¼ K 0=c2: Let us introduce the parameters z0 ¼ x0 and z1 ¼ x1  ux0: Then
we have
Z½x	 ¼ Q00z20 þ 2Q01z0z1 þ Q11z21
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and
Q00 ¼ Qð1Þ00 ðxÞð2s  1Þy þ Qð2Þ00 ðx; sÞy2;
Q01 ¼ Qð1Þ01 ðxÞð2s  1Þy þ Qð2Þ01 ðx; sÞy2;
Q11 ¼ Z11 ¼ 1þ Oð1=c2Þ40:
Therefore if jD2fjpC; we see
jðx j D2UZ  xÞjp
22Nþ1K2C
y2Nþ1
Z 1
0
ðs  s2ÞNZ½x	 ds
þ 12e
y2Nþ1
Z 1
0
ðs  s2ÞNz21 ds þ Oðy2Nþ1=c2Þ
p 2
2Nþ1K2C
y2Nþ1
Z 1
0
ðs  s2ÞNðQ11ð1þ e0Þz21 þ 2Q01z0z1 þ Q00z20Þ ds
þ Oðy2Nþ1=c2Þ:
But since Q
ð0Þ
00 ¼ Qð0Þ01 ¼ 0;
R 1
0 ðs  s2ÞNð2s  1Þ ds ¼ 0; we seeZ 1
0
ðs  s2ÞNð2e0Q01z0z1  e0Q00z20Þ ds ¼ Oðy2Nþ1=c2Þ:
Therefore we get
jðx j D2UZ  xÞjp
22Nþ1K2Cð1þ e0Þ
y2Nþ1
Z 1
0
ðs  s2ÞNZ½x	 ds þ Oðy2Nþ1=c2Þ:
Similarly, if D2fXm; we have
ðx j D2UZ  xÞX
22Nþ1K2mð1 e00Þ
y2Nþ1
Z 1
0
ðs  s2ÞNZ½x	 ds þ Oðy2Nþ1=c2Þ:
Thus we get
jðx j D2UZ  xÞjp
Cð1þ e0Þ
mð1 e00Þ ðx j D
2
UZ
  xÞ þ Oðy2Nþ1=c2Þ:
But we know
ðx j D2UZ  xÞXkjxj2y2Nþ1:
Hence if c is sufﬁciently large we get the required estimate. &
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3. Key Lemma
The key point of this article is the following observation.
Proposition 3.1. Suppose ðw0; z0ÞASð0; BÞ; that is, 0pz0pw0pB: Let E0 ¼
Eðw0; z0Þ; F0 ¼ Fðw0; z0Þ and consider Ut ¼ U0 þ Hðr; U0Þt; that is,
Et ¼ E0  2
r
F0t; Ft ¼ F0  2
r
F0u0t;
where tX0: Then there are positive numbers h1 and e1 depending only upon B such that
if 0ptph1 and if 1=c2pe1 then Ut ¼ Uðwt; ztÞ with ðwt; ztÞASð0; BÞ:
Proof. 0pz0pw0pB means 0py0px0; x0 þ y0pB: Therefore
0pu0pð1 dÞc ¼ C1; 0pr0pC2;
where dAð0; 1Þ; C1; C2 are constants determined by B: In this proof Cj stand for
constants depending only upon B: First of all we must show EtX0: We see
Et ¼ r0 þ P0=c
2
1 u20=c2
1 2
r
u0t
 
 P0
c2
X
r0 þ P0=c2
1 u20=c2
ð1 2C1tÞ  P0
c2
¼ð1 2C1tÞr0
1 u20=c2
1 2C1t
1 2C1t
P0
r0c2
þ 1
1 2C1t
P0u
2
0
r0c4
 
X
ð1 2C1tÞr0
1 u20=c2
1 2C1t
1 2C1t
 
;
since Ppc2r; provided that 4C1tp4C1ho1: Thus we have
EtX
1
C3
r0 ð3:1Þ
and ðrt; utÞ is well deﬁned for r040: (If r0 ¼ 0; then E ¼ 0 ¼ F0 ¼ Et ¼ Ft ¼ 0:)
Next we consider ut ¼ uðEt; FtÞ: We have
d
dt
ut ¼  2
r
F0
@u
@E

t
þu0 @u
@F

t
 
¼  2
r
F0
@u
@E
þ u @u
@F
 
t
þ2
r
F0ðut  u0Þ @u
@F

t
:
ARTICLE IN PRESS
C.-H. Hsu et al. / J. Differential Equations 201 (2004) 1–2410
But
@u
@E
þ u @u
@F
¼  P
0=c2ð1 u2=c2Þ2
ðrþ P=c2Þð1 P0u2=c4Þ u
and
@u
@F
¼ ð1 u
2=c2Þð1þ P0u2=c4Þ
ðrþ P=c2Þð1 P0u2=c4Þ :
Therefore
d
dt
ut ¼ AðtÞut þ BðtÞðut  u0Þ
with AðtÞX0 and BðtÞX0: Thus by the comparison theorem we have ut  u0X0 and
dut=dtX0: Hence 0pu0put: Moreover, we have
Ft
Et
¼ ðrt þ Pt=c
2Þut
rt þ Ptu2t=c4
Xut;
since u2t=c
2o1: On the other hand
Ft
Et
¼ F0
E0
1 2
r
u0t
1 2
r
F0
E0
t
pF0
E0
1
1 2 F0
E0
t
and
F0
E0
¼ 1þ P0=r0c
2
1þ P0u20=r0c4
u0pð1þ C4=c2Þu0pC5;
where P0=r0pC4: Thus
utp
ð1þ C4=c2Þ
1 2C5t u0pC6;
where
C6 ¼ 1þ C4=c
2
1 2C5h ð1 dÞcoc;
provided that 2C5hpd=2 and C4=c2pd=2: Summing up,
0pu0putpC6oc: ð3:2Þ
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Let us observe rt: Since FtpF0 and u0put;
rt þ Pt=c2
1 u20=c2
u0p
rt þ Pt=c2
1 u2t=c2
utp
r0 þ P0=c2
1 u20=c2
u0:
Hence rtpr0: On the other hand, from (3.1),
1
C3
r0pEt ¼
rt þ Ptu2t=c4
1 u2t=c2
prtð1þ Ptu
2
t=rtc
2Þ
1 u2t=c2
p 2rt
1 C26=c2
;
since Pt=rtpc2: Thus we have
1
C7
r0prtpr0: ð3:3Þ
Let us go back to ut: From (3.3) we see
d
dt
utpC8rg10 =c2 þ C9ðut  u0Þ:
Hence we get
utpu0 þ C10rg10 t=c2: ð3:4Þ
Now we are ready to prove wtpw0: We look at
d
dt
wt ¼ 2
r
F0
@w
@E
þ u @w
@F
  
t
ðut  u0Þ @w
@F

t

:
Here from (3.3)
@w
@E
þ u @w
@F
¼
ﬃﬃﬃﬃﬃ
P0
p ð1 ﬃﬃﬃﬃﬃP0p u=c2Þð1 u2=c2Þ
ðrþ P=c2Þð1 P0u2=c4Þ X
1
C11
r
g3
2
0
and from (3.4)
0pðut  u0Þ @w
@F

t
pC12rg20 t=c2;
since
@w
@F
¼ ð1
ﬃﬃﬃﬃﬃ
P0
p
u=c2Þ2
ðrþ P=c2Þð1 P0u2=c4Þ:
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Hence
@w
@E
þ u @w
@F
 
t
ðut  u0Þ @w
@F

t
X
1
C11
r
g3
2
0  C12rg20 h=c2
¼ 1
C11
r
g3
2
0 ð1 C11C12r
g1
2
0 h=c
2Þ
4 0;
provided that C11C12C
g1
2
2 h=c
2o1: Then dwt=dtp0: Next we look at zt: We have
d
dt
zt ¼ 2
r
F0  @z
@E
þ u @z
@F
  
t
þðut  u0Þ @z
@F

t

:
But
@z
@E
þ u @z
@F
¼ 
ﬃﬃﬃﬃﬃ
P0
p ð1þ ﬃﬃﬃﬃﬃP0p u=c2Þð1 u2=c2Þ
ðrþ P=c2Þð1 P0u2=c4Þ o0
and
@z
@F
¼ ð1þ u
ﬃﬃﬃﬃﬃ
P0
p
=c2Þ2
ðrþ P=c2Þð1 P0u2=c4Þ40:
Hence dzt=dtX0 and ztXz0X0: This completes the proof. &
4. Proof of the main theorem
Let us construct approximate solutions by the Lax–Friedrichs scheme. Since the
initial data U0 are supposed to satisfy (1.7), we can ﬁnd a sufﬁciently large B such
that U0ðrÞASð0; BÞ for rX1: Take the mesh lengths D ¼ Dr and Dt such that
Dr=Dt ¼ 2L; where
L4supfjl1ðUÞj; jl2ðUÞj : UASð0; BÞg:
Here l1; l2 are characteristic values
l1 ¼ u 
ﬃﬃﬃﬃﬃ
P0
p
1 ﬃﬃﬃﬃﬃP0p u=c2; l2 ¼ u þ
ﬃﬃﬃﬃﬃ
P0
p
1þ ﬃﬃﬃﬃﬃP0p u=c2:
So the Courant–Friedrichs–Lewy condition will be satisﬁed.
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We put
UD0; j ¼
1
2D
Z 1þð jþ1ÞD
1þð j1ÞD
U0ðrÞ dr
for j ¼ 1; 2;y : Then UD0;jASð0; BÞ: Let kX2 be even. Then we deﬁne UD0 ðr; tÞ for
1þ ðk  1ÞDpro1þ ðk þ 1ÞD; 0ptoDt as the solution of the Riemann problem to
(2.1) with center 1þ kD and data UL ¼ UD0;k1; UR ¼ UD0;kþ1: For 1pro1þ
D; 0ptoDt; we deﬁne UD0 ðr; tÞ as the solution of the Riemann problem to (2.1)
with center 1 in the following manner. There is U on r ¼ 0 from which UD0;1 is
connected by a 2-rarefaction wave (z ¼ Constant), and U and UD0;0 ¼ ð0; 0Þ is
connected through the vacuum. Since Sð0; BÞ is an invariant region, we have
UD0 ðr; tÞASð0; BÞ for 1pr; 0ptoDt:
We put for 0ptoDt
UDðr; tÞ ¼ UD0 ðr; tÞ þ Hðr; UD0 ðr; tÞÞt:
By Proposition 3.1 we have UDðr; tÞASð0; BÞ; provided that Dtph1 and 1=c2pe1:
Suppose that the approximate solution UDðr; tÞ has been constructed for
1pr; 0ptoðn  1ÞDt so that UDðr; tÞASð0; BÞ: Then we put
UDn1;j ¼
1
2D
Z 1þð jþ1ÞD
1þð j1ÞD
UDðr; ðn  1ÞDt  0Þ dr
for j ¼ 1; 2;y : But if n is even we put
UDn1;1 ¼ UDn1;2 ¼
1
3D
Z 1þ3D
1
UDðr; ðn  1ÞDt  0Þ dr:
We have UDn1;jASð0; BÞ:
Given kX2 such that n þ k is odd, we deﬁne UD0 ðr; tÞ for 1þ ðk  1ÞDpro1þ
ðk þ 1ÞD; ðn  1ÞDtptonDt as the solution of the Riemann problem to (2.1)
with center 1þ kD and data UL ¼ UDn1;k1; UR ¼ UDn1;kþ1: For 1pro1þ D;
ðn  1ÞDtptonDt; UD0 ðr; tÞ is deﬁned as n ¼ 1: Then UD0 ðr; tÞASð0; BÞ: We put for
ðn  1ÞDtptonDt
UDðr; tÞ ¼ UD0 ðr; tÞ þ Hðr; UD0 ðr; tÞÞðt  ðn  1ÞDtÞ:
By Proposition 3.1 we have UDðr; tÞASð0; BÞ provided that Dtph1; 1=c2pe1 as long
as ðn  1ÞDtptonDt:
Thus we can construct the approximate solution UDðr; tÞ conﬁned to Sð0; BÞ:
Consider npT=Dt for arbitrarily ﬁxed T : The following properties can be proved
in the same manner to Makino–Takeno [5, Propositions 1,3], in which we regard
H ¼ H˜:
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Proposition 4.1.
X
n
Z R
1
jUD0 ðr; nDt  0Þ  UD0 ðr; nDt þ 0Þj2 drpC:
To show this we note jHðr; UÞjpC and jDZðUÞjpC for UASð0; BÞ:
Proposition 4.2 (Makino and Takeno [5, Proposition 3]).
X
n
Z nDt
ðn1ÞDt
Z R
1
jUD0 ðr; tÞ  UD0 ðr; nDt  0Þj2 dr dt ¼ OðDÞ:
Proposition 4.3. For any test function F ¼ ðf1;f2ÞTACN0 ð½1; RÞ 
 ½0; TÞÞ such that
f2jr¼1 ¼ 0 we have
Z T
0
Z N
1
ðFtUD þ Frf ðUDÞ þ FHðr; UDÞÞ dr dt þ
Z N
1
Fðr; 0ÞUD0 ðrÞ dr ¼ OðD1=2Þ:
To show this we note jDU HjpC; which is easy to see since
@H1
@E
¼ 0; @H1
@F
¼ 2
r
;
@H2
@E
¼  2
r
F
@u
@E
¼ 2
r
ð1 P0=c2Þu2
1 P0u2=c4 ;
@H2
@F
¼  2
r
u  2
r
F
@u
@F
¼  4
r
u
1 P0u2=c4:
Proposition 4.4. For any Darboux entropy–entropy flux ðZ; qÞ the divergence ZðUDÞt þ
qðUDÞr is relatively compact in H1loc ðOÞ; O being a bounded open set of ½1;NÞ 
 ½0; TÞ:
Proof. The proof is almost the same as that of [5, Proposition 1] and sketched as
follows. Suppose that supp UA½1; RÞ 
 ½0; T 	ðR4LT þ Rð0ÞÞ: Let f be a test
function on O: Then we can write
Z T
0
Z R
1
ðZðUDÞft þ qðUDÞfrÞ dr dt ¼ ðL0 þ L1 þ L2 þ L3 þ L4Þf;
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where
L0f ¼
Z T
0
Z R
1
ððZðUDÞ  ZðUD0 ÞÞft þ ðqðUDÞ  qðUD0 ÞÞfrÞ dr dt
L1f ¼
Z R
1
fðr; TÞZðUD0 ðr; TÞÞ dr 
Z R
1
fðr; 0ÞZðUD0 ðr; 0ÞÞ dr;
L2f ¼
X
n
Z R
1
fðr; nDtÞðZðUD0 ðr; nDt  0ÞÞ  ZðUD0 ðr; nDt þ 0ÞÞÞ dr;
L3f ¼
Z T
0
X
shock
ðs½Z	0  ½q	0Þf dt;
L4f ¼ 
Z T
0
qðUD0 ð1; tÞÞfð1; tÞ dt:
Moreover we put L2 ¼ L21 þ L22 þ L23 with
L21f ¼
X
n;k
fn;k
Z 1þðkþ1ÞD
1þðk1ÞD
ðZðUDðr; nDt  0ÞÞ  ZðUD0 ðr; nDt þ 0ÞÞÞ dr;
L22f ¼
X
n
Z R
1
ðZðUD0 ðr; nDt  0ÞÞ  ZðUDðr; nDt  0ÞÞÞfðr; nDtÞ dr;
L23f ¼
X
n;k
Z 1þðkþ1ÞD
1þðk1ÞD
ðZðUDðr; nDt  0ÞÞ
 ZðUD0 ðr; nDt þ 0ÞÞÞðfðr; nDtÞ  fn;kÞ dr;
where fn;k ¼ fð1þ kD; nDtÞ: The summation is taken over n and k such that n þ k is
odd. (When n is odd and k ¼ 2; then 1þ ðk  1ÞD stands for 1.) Substituting Z ¼ Z;
q ¼ q and f ¼ 1; direct computation gives
X
n
Z R
1
Z 1
0
jDZjdyHDt drpC and
Z T
0
X
shock
ðs½Z	0  ½q	0Þ dtpC:
According to Proposition 4.1, we obtain the following estimates:
jL1fjpCjjfjjCðOÞ; jL3fjpC0jjfjjCðOÞ;
jL21fjpC0jjfjjCðOÞ; jL22fjpC0jjfjjCðOÞ;
jL23fjpC00Da1=2jjfjjCðOÞ; for 12oao1:
and
jL4fjpCjjfjjCðOÞ:
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On the other hand, since 0prpC and jujpC; L1 þ L2 þ L3 þ L4 is bounded in
W1;bðOÞ ðb41Þ: Hence L1 þ L2 þ L3 þ L4 is relatively compact in H1loc ðOÞ by the
argument of Ding et al. [3] and
jL0fjpCDjjfjjH1ðOÞ:
Therefore, L0 þ L1 þ L2 þ L3 þ L4 is relatively compact in H1loc ðOÞ: The proof is
complete. &
Therefore by using the Darboux entropies Z1; Z2; ;y; Z6 deﬁned in Hsu et al. [4] we
can show that there is a sequence Dn-0 such that UDn converge almost everywhere
ðr; tÞ: The proof is same to that of one dimensional problem. By Proposition 4.3,
the limit is a weak solution. This completes the proof of Theorem 1.
The weak solution we have constructed enjoys the entropy condition in the
following sense.
Theorem 2. If ðZ; qÞ is a Darboux entropy–entropy flux such that Z is convex and if f is
a non-negative test function in CN0 ðð1;NÞ 
 ð0;NÞÞ; thenZ
0
Z
1
ðftZðUÞ þ frqðUÞ þ fDZðUÞHðr; UÞÞ dr dtX0:
Proof. We consider
ID ¼
Z
0
Z
1
ðftZðUDÞ þ frqðUDÞ þ fDZðUDÞHðr; UDÞÞ dr dt:
We must show limD-0 I
DX0: We have ID ¼ I1 þ I2; where
I1 ¼
Z Z
ðftZðUD0 Þ þ frqðUD0 Þ þ fDZðUD0 ÞHðr; UD0 ÞÞ dr dt;
I2 ¼
Z Z
ftðZðUDÞ  ZðUD0 ÞÞ þ frðqðUDÞ  qðUD0 ÞÞ
þ fðDZðUDÞHðr; UDÞ  DZðUD0 ÞHðr; UD0 ÞÞ dr dt:
Since UD  UD0 ¼ OðDtÞ; we have I2-0 as D-0 by the Lebesgue’s dominated
convergence theorem. So we consider I1: We have I1 ¼ I11 þ I12 þ I13; where
I11 ¼
X
n
Z R
1
fðr; nDtÞðZðUD0 ðr; nDt  0ÞÞ  ZðUD0 ðr; nDt þ 0ÞÞÞ dr;
I12 ¼
Z T
0
X
shock
fðs½Z	  ½q	Þ dt;
I13 ¼
Z T
0
Z R
1
fDZðUD0 ÞHðr; UD0 Þ dr dt:
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Since Z is convex, I12X0 by Hsu et al. [4, Proposition 4.3]. We have I11 ¼ I111 þ I112;
where
I111 ¼
X
n;j
Z 1þð jþ1ÞD
1þð j1ÞD
ðfðr; nDtÞ  fjnÞðZðUD0 ðnDt  0ÞÞ  ZðUD0 ðnDt þ 0ÞÞÞ dr;
I112 ¼
X
n;j
Z 1þð jþ1ÞD
1þð j1ÞD
fjnðZðUD0 ðnDt  0ÞÞ  ZðUD0 ðnDt þ 0ÞÞÞ dr;
fjn ¼fð1þ jD; nDtÞ:
The summation is taken over n; j such that n þ j is odd. We see I111 ¼ OðD1=2Þ
from jDZjpC and Proposition 4.1. So we must study J ¼ I112 þ I13: Since Z is
convex, we see
I112XI1120 ¼
X
n;j
fjn
Z 1þð jþ1ÞD
1þð j1ÞD
DZðUD0 ðnDt þ 0ÞÞðUD0 ðnDt  0Þ  UD0 ðnDt þ 0ÞÞ dr:
But for 1þ ð j  1ÞDpro1þ ð j þ 1ÞD; we have
UD0 ðr; nDt þ 0Þ ¼
1
2D
Z 1þð jþ1ÞD
1þð j1ÞD
UD0 ðs; nDt  0Þ ds
 Dt
2D
Z 1þð jþ1ÞD
1þð j1ÞD
Hðs; UD0 ðs; nDt  0ÞÞ ds:
Hence
I112
0 ¼ 
X
n;j
fjn
Z 1þð jþ1ÞD
1þð j1ÞD
DZðUD0 ðr; nDt þ 0ÞHðr; UD0 ðr; nDt  0ÞÞ drDt:
Thus
I112
0 þ I13 ¼
X
n;j
Z nDt
ðn1ÞDt
Z 1þð jþ1ÞD
1þð j1ÞD
ðfDZðUD0 ÞHðr; UD0 Þ
 fjnDZðUD0 ðr; nDt þ 0ÞÞHðr; UD0 ðr; nDt  0ÞÞÞ dr dt:
ARTICLE IN PRESS
C.-H. Hsu et al. / J. Differential Equations 201 (2004) 1–2418
Now we have I112
0 þ I13 ¼ J1 þ J2; where
J1 ¼
X
n;j
Z nDt
ðn1ÞDt
Z 1þð jþ1ÞD
1þð j1ÞD
ðf fjnÞðDZðUD0 ÞHðr; UD0 Þ
 DZðUD0 ðr; nDt þ 0ÞÞHðr; UD0 ðr; nDt  0ÞÞÞ dr dt;
J2 ¼
X
n;j
fjn
Z nDt
ðn1ÞDt
Z 1þð jþ1ÞD
1þð j1ÞD
ðDZðUD0 ÞHðr; UD0 Þ
 DZðUD0 ðr; nDt þ 0ÞÞHðr; UD0 ðr; nDt  0ÞÞÞ dr dt:
We see J1 ¼ OðDÞ and jJ2jpCJ3; where
J3 ¼
X
n
Z nDt
ðn1ÞDt
Z R
1
jDZðUD0 ÞHðr; UD0 Þ
 DZðUD0 ðr; nDt þ 0ÞÞHðr; UD0 ðr; nDt  0ÞÞj dr dt:
We see J3pJ31 þ J32; where
J31 ¼
X
n
Z nDt
ðn1ÞDt
Z R
1
jDZðUD0 ðr; nDt þ 0ÞÞ

 ðHðr; UD0 ðr; nDt  0ÞÞ  Hðr; UD0 ðr; nDt þ 0ÞÞÞj dr dt;
J32 ¼
X
n
Z nDt
ðn1ÞDt
Z R
1
jQðr; UD0 ðr; tÞ  Qðr; UD0 ðr; nDt þ 0ÞÞj dr dt;
Qðr; UÞ ¼DZðUÞHðr; UÞ:
Since jDZjpC; jDU HjpC; we see
J31pC
X
n
Z nDt
ðn1ÞDt
Z R
1
jUD0 ðr; nDt  0Þ  UD0 ðr; nDt þ 0Þj dr dt
¼OðD1=2Þ
by Proposition 4.1. On the other hand, since
jDU HjpC; jDZjpC; jHjpCr; jD2ZjpC=r
(see [4, Section 6]), we have jDU QjpC: Hence
J32pC
X
n
Z nDt
ðn1ÞDt
Z R
1
jUD0 ðr; tÞ  UD0 ðr; nDt þ 0Þj dr dt
¼OðD1=2Þ
by Propositions 4.1 and 4.2. This completes the proof. &
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Remark 4.1. Let us apply the entropy condition to the standard entropy–entropy
ﬂux ðZ; qÞ: Then a direct calculation leads us to
DZH ¼  2
r
q:
Hence the entropy condition reads
Zt þ qr þ
2
r
qp0 or Zt þ
1
r2
ðr2qÞrp0:
Of course the equality holds for smooth solutions.
5. Problem including the co-ordinate origin
In this section we consider Eq. (1.1) on r40 with the initial condition
rjt¼0 ¼ r0ðrÞ; ujt¼0 ¼ u0ðrÞ ð5:1Þ
given for r40 and without boundary conditions. Our goal is
Theorem 3. For any C0 there is e1ðC0Þ40 such that if r0ðrÞX0; 0pu0ðrÞoc andZ r0ðrÞ
0
ﬃﬃﬃﬃﬃ
P0
p
rþ P=c2 drp
c
2
log
c þ u0ðrÞ
c  u0ðrÞpC0; ð5:2Þ
and if 1=c2pe1ðC0Þ; then there exists a global weak solution of (1.1) and (5.1).
Here a weak solution Uðr; tÞ means a function which satisﬁes
Z T
0
Z N
0
ðFtU þ Frf ðUÞ þ FHðr; UÞÞ dr dt þ
Z N
0
Fðr; 0ÞU0ðrÞ dr ¼ 0;
for any test function FACN0 ðð0;NÞ 
 ½0; TÞÞ:
In order to prove this theorem the key lemma Proposition 3.1 is replaced by the
following
Proposition 5.1. Suppose ðw0; z0ÞASð0; BÞ: Let E0 ¼ Eðw0; z0Þ; F0 ¼ Fðw0; z0Þ and
consider Ut ¼ U0 þ Hðr; U0Þt; that is,
Et ¼ E0  2
r
F0t; Ft ¼ F0  2
r
F0u0t;
where tX0: Then there are positive numbers h2 and e2 and a sufficiently large integer J
depending only upon B such that if JDpr; 0ptpD=2Lph2; and if 1=c2pe2; then
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Ut ¼ Uðwt; ztÞ with ðwt; ztÞASð0; BÞ: Here
L ¼ 1þ supfjl1ðUÞj; jl2ðUÞj : UASð0; BÞg:
Proof. The proof is similar to that of Proposition 3.1. The major change is to check
that Et=E0 ¼ 1 2r F0E0 t; Ft=F0 ¼ 1 2r u0t are estimated from below by a positive
number. This can be done as follows. Since
F0
E0
¼ rþ P=c
2
rþ Pu2=c4 u0p
3
2
u0
provided that c is sufﬁciently large, it is sufﬁcient to estimate t
r
u0: But
x0 ¼ c
2
log
c þ u0
c  u0 ¼
1
2
ðw0 þ z0ÞpB
implies 0pu0pBc: Hence, when rXJD and tpD=2L; we have
t
r
u0p
Bc
2LJ
p1
4
;
provided that J is sufﬁciently large. The 1 2
r
F0
E0
tX1
4
and 1 2
r
u0tX12: This completes
the proof.
Now we construct approximate solutions. Put
UDj;0 ¼
1
2D
Z ð jþ1ÞD
ð j1ÞD
wðrÞU0ðrÞ dr
for j ¼ 1; 2;y; where
wðrÞ ¼ 0 if 0prp2JD;
1 if 2JDor:

Then UDj;0ASð0; BÞ and UDj;0 ¼ 0 for jp2J  1:
Let kX2 be even. Then we deﬁne UD0 ðr; tÞ for ðk  1ÞDprpðk þ 1ÞD; 0ptoDt as
the solution of the Riemann problem to (2.1) with center r ¼ kD and data UL ¼
UDk1;0; UR ¼ UDkþ1;0: Note UD0 ðr; tÞ ¼ 0 for rpð2J  2ÞD: Since Sð0; BÞ is an
invariant region, we have UD0 ðr; tÞASð0; BÞ for 0or; 0ptoDt:
We put for 0ptoDt
UDðr; tÞ ¼ UD0 ðr; Þ þ Hðr; UD0 ðr; tÞÞt:
By Proposition 5.1 we have UDðr; tÞASð0; BÞ for 0or; 0ptoDt: In fact UDðr; tÞ ¼
UD0 ðr; tÞ ¼ 0 for rpð2J  2ÞD and 2J  2XJ:
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Suppose that the approximate solutions UDðr; tÞ has been constructed for
0or; 0ptoðn  1ÞDt so that UDðr; tÞASð0; BÞ: Then we put
UDj;n1 ¼
1
2D
Z ð jþ1ÞD
ð j1ÞD
wðrÞUDðr; ðn  1ÞDt  0Þ dr
for j ¼ 1; 2;y : Of course UDj;n1ASð0; BÞ: Given kX2 such that n þ k is odd, we
deﬁne UD0 ðr; tÞ for ðk  1ÞDproðk þ 1ÞD; ðn  1ÞDtptonDt as the solution of the
Riemann problem to (2.1) with center r ¼ kD and data UL ¼ UDk1;n1; UR ¼
UDkþ1;n1: Then U
D
0 ðr; tÞASð0; BÞ and UD0 ðr; tÞ ¼ 0 for 0orpð2J  2ÞD: We put for
ðn  1ÞDtptonDt
UDðr; tÞ ¼ UD0 ðr; tÞ þ Hðr; UD0 ðr; tÞÞðt  ðn  1ÞDtÞ:
By Proposition 5.1 we have UDðr; tÞASð0; BÞ while UDðr; tÞ ¼ UD0 ðr; tÞ ¼ 0 for
rpð2J  2ÞD: Thus we can construct approximate solutions.
Consider npT=Dt for ﬁxed T : Although we do not know whether
Hiðr; UD0 Þ ðX0Þ; i ¼ 1; 2 are bounded uniformly with respect to D or not, we have
the following:
Proposition 5.2. For i ¼ 1; 2; we have

X
n
Z R
0
Hiðr; UD0 ðr; nDt  0ÞÞ drDtpC;
therefore X
n
Z R
0
jHðr; UD0 ðr; nDt  0ÞÞj drDtpC:
Proof. For f ¼ 1; we have
0 ¼
Z T
0
Z R
0
ðED0 ft þ FD0 frÞ dr dt
¼L1 þ L2 þ L3;
where
L1 ¼
Z R
0
ED0 ðr; TÞ dr 
Z R
0
ED0 ðr; 0Þ dr;
L2 ¼
X
n
Z R
0
ðED0 ðr; nDt  0Þ  ED0 ðr; nDt þ 0ÞÞ dr;
L3 ¼
Z T
0
X
shock
ðs½ED0 	  ½FD0 	Þ dt:
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By the Rankine–Hugoniot condition we have L3 ¼ 0: Of course jL1jpC: Here
L2 ¼
X
n
X
jp2J
Z ð jþ1ÞD
ð j1ÞD
ED0 ðr; nDt  0Þ dr

X
n
Z R
0
H1ðr; UD0 ðr; nDt  0ÞDt dr
¼Oð1Þ 
X
n
Z R
0
H1ðr; UD0 ðr; nDt  0ÞDt dr:
This completes the proof for i ¼ 1: The proof for i ¼ 2 is similar by starting with
0 ¼
Z Z
ðFD0 1t þ GD0 1rÞ dr dt:
This completes the proof. &
Using this estimate, the following properties can be proved in the same manner to
Makino–Takeno [5].
Proposition 5.3.
X
n
Z R
0
jUD0 ðr; nDt  0Þ  UD0 ðr; nDt þ 0Þj2 drpC:
Proposition 5.4.
X
n
Z nDt
ðn1ÞDt
Z R
0
jUD0 ðr; tÞ  UD0 ðr; nDt  0Þj2 dr dt ¼ OðDÞ:
Proposition 5.5. For any test function F ¼ ðf1;f2ÞTACN0 ðð0; RÞ 
 ½0; TÞÞ we haveZ T
0
Z N
0
ðFtUD þ Frf ðUDÞ þ FHðr; UDÞÞ dr dt þ
Z N
0
Fðr; 0ÞUD0 ðrÞ dr ¼ OðD1=2Þ:
Note that we assume that the support of the test function does not touch r ¼ 0:
The remaining proof of Theorem 3 is just parallel to that of Theorem 1.
Remark 5.1. It is difﬁcult to remove the restriction that 1=c2 is sufﬁciently small even
if we consider the one-dimensional motion, because this restriction is needed to
guarantee the required properties of Darboux entropies used to apply the
compensated compactness theory. There is no telling what will happen if the initial
data are large and c is small. The question is open for future studies.
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Remark 5.2. Also it is difﬁcult to remove the assumption (1.7) or (5.2). There is no
telling what happen if the initial velocity is large and negative, that is, the initial ﬂow
is inward coming to the origin. We are not sure but solutions could blow up after a
ﬁnite time.
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