Abstract: Data clustering is one of the active research areas, which aims to group related data together. The process of data clustering improves the data organization and enhances the user experience as well. For this sake, several clustering algorithms are proposed in the literature. However, a constant demand for a better clustering algorithm is still a basic requirement. Understanding the necessity, this paper proposes a density based clustering algorithm which is based on Density Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm. The main drawback of DBSCAN algorithm is it requires two important parameters as initial input. It is really difficult to fix the values for these parameters, as it requires some prior knowledge about the dataset. This requirement is overthrown by the proposed clustering algorithm by selecting the parameters automatically. The automated selection of parameters is achieved by analysing the dataset and it varies from dataset to dataset. This way of parameter selection improves the quality of service and produce effective clusters. The experimental results show that the proposed approach outperforms the DBSCAN algorithm in terms of purity, F-measure and entropy.
Introduction
Data is the lifeblood of today's world and the collected data are stored in voluminous databases. The data must be stored in an organized fashion, such that the required data can easily be located. Data analysis is one of the most essential necessities in all domains, such that the worth of the applications can be enhanced. Data analysis can be performed better, when the related data are stored together. The concept of data clustering hits the scene at this juncture. The major goal of data clustering is to group similar data together. The term data can be audio, video, text, numeric and so on.
The related data are grouped together, so as to form different clusters. This makes sense that entities within the cluster show maximum degree of similarity and the entities of different clusters show minimal degree of similarity. This makes the data processing easier and helps to enhance the performance of the application. Owing to its advantages, data clustering is utilized in almost all domains such as healthcare, finance, business oriented, data retrieval, image processing applications and so on. For instance, healthcare applications utilize clustering to group patients with similar symptoms or degree of severity [1] . The business oriented applications cluster the customers, who share the same buying habits [2] .
Though the concept of clustering brings in numerous merits to an application, it is extremely difficult to achieve better clusters. A clustering algorithm has to handle several tough challenges such as the selection of better features, distance measures [3] and dealing with noise [4] . Apart from this, a good clustering algorithm must be scalable, capable of handling noise and to find clusters without considering the shape [5] . The clustering algorithms can be broadly divided into partitional, hierarchical, density and grid based clustering [6] .
Each and every kind of clustering approach has its own merits and demerits.
This work focuses on density based clustering, which clusters the data based on the density. In this kind of clustering, the size of the cluster improves till the count of neighbouring points is greater or equal to the threshold. The threshold is chosen by the user and the cluster does not have any shape constraints. This feature makes the density based clustering popular. Taking all these points into account, this paper intends to present a clustering algorithm that is based on Density Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm. The DBSCAN algorithm is introduced by Martin Ester et.al. in the late 90's [7] and is claimed as the best density based clustering algorithms.
The main objective of this article is to present a clustering algorithm, which is an enhancement of DBSCAN algorithm. There are two important parameters associated with DBSCAN algorithm, which are epsilon ( ) and minimum number of points ( _ ). The value denotes the maximum distance between two data points and the _ denote the minimal number of points for building a cluster. The traditional DBSCAN algorithm employs static value for and utilizes Euclidean distance as the distance measure. The proposed algorithm enhances the traditional DBSCAN algorithm and the contributions of this work are listed below.
• The proposed clustering algorithm fixes the value by itself. The value of is chosen by calculating the distance between the points and the count of points in a particular radius.
• This way of automatic selection of simplifies the entire clustering process and improves the performance.
• Manual choice of is tiresome and may fail, in certain cases. The proposed work analyses the data distribution and fixes the value of , which makes the clustering process effective.
• The traditional DBSCAN algorithm utilizes Euclidean distance as the similarity measure. However, the major drawback of Euclidean distance is its sensitiveness to the geometrical shape of clusters. The proposed algorithm employs Mahalanobis distance, because of its insensitivity to cluster shape • The performance of the proposed approach is analysed in terms of F-measure, entropy and purity. Additionally, the proposed approach studies the performances of Manhattan and Minkowski similarity measures.
The remainder of this paper is organized as follows. Section 2 reviews the related literature with respect to density based clustering algorithm. The proposed approach is elaborated in section 3 along with the overview of the work. Section 4 analyses the performance of the proposed approach and discusses the attained results. At last, section 5 presents the conclusive points of the proposed approach.
Review of literature
This section presents the state-of-the-art related literature with respect to density based clustering algorithm.
In [8] , an effective density based clustering framework is proposed. This work separates the core and the non-core points by means of a neighbourhood density estimation model. Initially, the core points are treated by the clustering algorithm, followed by which the non-core points are treated. However, this work chooses the clustering parameters manually and consumes more time. The work proposed in [9] introduces a clustering algorithm, which can treat the data points and outliers separately. Initially, a density based clustering algorithm is employed to distinguish between the core points and the outliers in all the clusters. However, the main goal of this article is to detect outliers.
A density based clustering algorithm for location based services is proposed in [10] . This approach clusters the nearby locations with respect to a query location and returns the user with a set nearby points. A clustering algorithm based on dominant set is presented in [11] . This work produces the initial set of clusters by combining the dominant set algorithm and the histogram equalization transformation. The so produced clusters are then refined with the density information of the data points. This work involves computational and space complexity.
A density peak based semi-supervised clustering algorithm is proposed in [12] , which exploits the label information. Initially, a density based clustering algorithm is employed to detect the density peaks. This is followed by the introduction of a graph based algorithm to assign the class label, by utilizing the seed information. The label information of the seed points is again utilized to form clusters, which increases the time consumption further. In [13] , a density based clustering approach is proposed to diagnose neuromuscular disorders. This work proposes a clustering algorithm namely Neighbourhood Distance Entropy Consistency (NDEC) to construct arbitrary shaped clusters and these clusters are passed to Support Vector Machine (SVM) and nearest neighbour classifiers. This work is reliable, however so many internal computations are carried out to achieve better clusters. In [14] , an improved version of DBSCAN algorithm, which is named as Different DensitiesBased Spatial Clustering of Applications (DDBSCAN) is presented. The DDBSCAN algorithm calculates the cluster density with respect to epsilon and min_points. This is followed by the introduction of the density threshold, through which the data points are 'included to' or 'excluded from' a cluster. Hence, the efficiency of the work depends on the effective choice of the threshold. A Simplified Fingerprint Density-based Clustering Algorithm (SFDCA) is proposed in [15] for clustering wi-fi fingerprints. This work presents a case study by collecting wi-fi fingerprints from smartphones and the fingerprints are clustered.
In [16] , a density based clustering algorithm based on density threshold is proposed. Initially, this work fixes a radius threshold and is analysed. The dense clusters are formed by merging several partial clusters. The major drawback of this work is fixing the threshold by manual analysis. An extension of DBSCAN algorithm, which is named as SpatioTemporal DBSCAN (STDBSCAN) is proposed in [17] . The ST-DBSCAN algorithm clusters the data by taking the spatial and temporal information into account. This work utilizes rough set to cluster data and provides lower and upper approximation of the data. The lower approximation denotes the data points that must be a part of the cluster and the upper approximation indicates the cluster boundary that contains several data points, which might fall into the cluster. This work goes through several conflicts while clustering the data points.
In [18] , an unsupervised learning algorithm namely Density Based Self Organizing Incremental Neural Network (DenSOINN) is presented to cluster data streams. This work is explained as a self organizing network, which expands incrementally by placing suitable nodes in a cluster and is achieved by Hebbian learning rule. By this way, DenSOINN constructs arbitrary shaped clusters. Though the performance of this work is better, the computational complexity of this work is high, as so many complex algorithms are involved in the clustering process. In [19] , a transfer learning algorithm that relies on fuzzy neighbourhood density based clustering and resampling technique is proposed. This algorithm clusters the dataset in various shapes. The drawback of this work is that the clustering results are not convincing. A feature selection based DBSCAN algorithm namely FS-DBSCAN is proposed in [20] . The purpose of the algorithm is to handle high dimensional data and the performance of this work is better.
A real-time web based clustering application is proposed in [21] , which is meant for clustering hotspot data being present in the peatlands by employing DBSCAN algorithm. This application clusters the hotspot data and showcases the clustering outcomes with respect to hotspots, type of peat, depth of land and so on. This work proposes a real-time clustering application and the clustering results are better. In [22] , a novel density based clustering algorithm namely Probabilistic DBSCAN (PDBSCAN) is proposed for uncertain data. The PDBSCAN calculates the probability of the distance between two different objects instead of the sampling process followed by the existing DBSCAN algorithm. Besides this, the probability of the core object and support degree are utilized to compute the threshold. The method of threshold computation is complex, but the performance of this work is good in terms of clustering.
Motivated by the above works, this paper intends to propose a density based clustering algorithm which can choose the value of epsilon without human intervention. Besides this, as far as the similarity measure is concerned, DBSCAN's Euclidean distance is replaced by Mahalanobis distance, owing to its insensitiveness to the shape of the cluster. The proposed approach overthrows the head ache of choosing the value for epsilon and improves the quality of service. The following section elaborates the proposed approach.
Preliminaries
This section gives the basic idea of the DBSCAN clustering algorithm and the important terminologies associated with it.
Terminologies
The essences of DBSCAN algorithm are epsilon ( ) and minimum number of points ( _ ). The value denotes the maximum distance between two data points and the _ denote the minimal number of points for building a cluster. Let be a data point and the purpose of is explained as follows.
• Epsilon ( ) : The value impacts over the data point by forming a circle around the point , with as the radius. Here, is considered as the centroid of the circle.
• Epsilon neighbours ( ) : _ denotes the data points, which are enclosed by the so formed circle with respect to data point . The data points enclosed in the circle with respect to are called as the epsilon neighbours and is denoted as ( ).
• Kinds of points : The constituent data points can be differentiated into three kinds, which are core point, border point and outlier point. A data point is classified as core point, when the point has many neighbouring points which are greater than the count of _ . A point is stated as border point, when has minimal neighbouring points. Finally, the outlier points do not come under core or border point. These points are usually considered as noise. The core and border points are denoted as follows.
where | ( )| is the cardinality of ( ).
• Directly density reachability : A data point is considered to be directly density reachable to data point , when is one of the points in ( ) and is the core point. The ( ) are directly density reachable from and the border points are directly density reachable from its own epsilon neighbours that are core points.
• Density reachability : A data point is claimed to be density reachable from the data point . Consider a set of interconnected points 1 , 2 , 3 , … , , such that 1 ← and ← and −1 is directly density reachable from .
• Density connected : A data point is said to be density connected to a point , if a point is present and the points , are density reachable from .
• Density based cluster : Consider a set of points, which is mentioned as . A density based cluster is formed with atleast a core point and all other data points are density reachable from the core point.
Thus, the basic terminologies associated with DBSCAN algorithm are presented above and the traditional DBSCAN algorithm is presented below. This original DBSCAN algorithm avoids the need of pre-determining the count of clusters. DBSCAN can deal with noisy data effectively and can find clusters of irregular shape. However, this work cites two major drawbacks, which are as follows. Initially, it is quite hard to set the initial parameter epsilon ( ). Taking this issue into account, the proposed density based clustering algorithm intends to automate the choice of . Though the DBSCAN algorithm is claimed to produce arbitrary shaped clusters, the employed similarity measure 'Euclidean distance' is indeed sensitive to the shape of the cluster. This issue is resolved by the proposed approach by incorporating 'Mahalanobis distance' in the place of Euclidean distance, as mahalanobis distance is insensitive to the shape of the cluster. The following section presents the proposed clustering algorithm.
DBSCAN Algorithm

Proposed density based clustering algorithm
The main goal of this algorithm is twofold. One is to automate the choice of and the second one is to study the performances of different similarity measures such as mahalanobis, manhattan, minkowski, which are compared with the Euclidean distance. Initially, this section presents the details about the automated choice of . The traditional DBSCAN algorithm prompts the user to provide the value for and _ . The efficiency of the DBSCAN algorithm strongly relies on the choice of . The feasible value of produces better clusters. Thus, preliminary knowledge about the dataset is necessary, such that the value of can be fixed. Yet, a novice user may not be able to select an optimal value of , which seriously impacts over the formation of clusters. Hence, the advice of a technical expert becomes necessary for the parameter fixation. However, it is not always possible to look for a technical expert.
The second issue is the demerits associated with Euclidean distance, which is the standard similarity measure of DBSCAN algorithm. Though the computation of Euclidean distance is simple, it has certain drawbacks to be addressed. Euclidean distance is sensitive to the shape of the cluster and it could not handle the correlated data items. All these issues are overthrown by mahalanobis distance, which is insensitive to the shape of the cluster and the correlated data items are processed effectively. Besides this, the mahalanobis distance can find the outliers effectively.
The proposed work proves its superiority by including the automated choice of and mahalanobis distance as the similarity measure. The proposed clustering algorithm is as follows. The above presented algorithm describes the way to find the values for and _ . The so found values are passed as input to form the clusters. The clusters are formed with the computed and _ , which brings in simplicity and efficiency. Additionally, the overhead associated with the choice of and _ are eliminated. As the choice of these parameters decide the quality of clusters, it is better to choose optimal values for the parameters. Manual choice of and _ can be achieved by trial and error method, which consumes more time and involves computational overhead. All these overheads are overcome by the proposed approach, which fixes an optimal value for and _ , which is dependent on the nature of dataset. The proposed algorithm can work for any kind of dataset, which widens the applicability of the algorithm.
Proposed Algorithm for and
There is no need for providing the values of and _ initially, as in traditional DBSCAN algorithm. Additionally, the need for passing the count of clusters as that of k-means algorithm is also eliminated. All these factors together make it simple to deal with cluster formation. This algorithm requires no prior knowledge with respect to clustering or its associated parameters, hence it is suitable for novice users and supports experts as well.
As soon as the dataset is passed, the coordinates of all the points are obtained and the mahalanobis distance is computed for all the data points. By this way, the k-nearest neighbours of any particular data point is obtained. This is followed by sorting the computed distances in sorted order (ascending). This way of distance sorting, helps in finding the least possible distance between the processed data point and its neighbourhood points. The next step is to count the number of nearest neighbours of a specific point with respect to all the computed distances. This is followed by computing the average of the count of neighbouring points of all distances being observed. This average value is set as the minimum points. Now, the distance on which the neighbourhood points equals or greater than the minimum points are listed. The maximum distance which encloses more number of points is chosen as the value. This process continues till all the data points are included in a cluster. In case, if a point cannot come under any cluster then those points are considered as noise. The following section analyses the performance of the proposed approach.
Results and discussion
The performance of the proposed approach is tested with two different datasets namely 'online retail' and 'wholesale customer' datasets, which are downloaded from [23, 24] respectively. The online retail dataset contains the transactional details of a UK based online store. This dataset comprises eight different attributes such as invoice number, stock code, description, quantity, invoice date, unit price, customer ID and country. The wholesale customer dataset contains the annual expenditure details of eight different attributes such as fresh, milk, grocery, frozen, detergents&paper, delicatessen products, channel and region. Both these datasets contain about five hundred records each. The experimental analysis is carried out in a stand alone system with 4 GB RAM by utilizing MATLAB version 8.2.
The performance of the proposed approach is studied in two ways. Initially, the proposed approach is analysed by varying different similarity measures such as Euclidean, Mahalanobis, Manhattan and Minkowski. Out of all these performance measures, mahalanobis distance performs better for the utilized datasets. Secondly, the performance of traditional DBSCAN algorithm is compared with the proposed approach. The performance of the proposed approach is analysed in terms of standard performance metrics such as entropy, f-measure and purity. The definitions of these performance metrics are provided below.
• F-measure : The greater the F-measure, the better is the clustering results. The maximal F-measure results in the correct mapping of data points to the clusters. The F-measure of a particular cluster ( ) is computed by
Pr( , ) = (4)
where and are the precision and recall rates respectively.
is the count of the entities of a particular category in the cluster . and are the total count of entities or points in class and respectively.
• Entropy : The entropy value determines the homogeneity of the cluster. The homogeneity of the cluster is inversely proportional to the entropy value. The entropy value of a cluster is calculated by
where is the count of data points in cluster , is the total count of data points. is computed by the following
In the above equation, is the probability of data point in cluster to exist in category . Hence, a better clustering algorithm should prove maximum F-measure and minimal entropy value.
• Purity : Purity of the cluster denotes the wholeness of a cluster. The purity of a cluster whose size is is measured by
In Eq. (8), is the count of data points, which are the parts of a particular category in and are the total data points in cluster that are allotted to the class . Suppose, if the purity of a cluster is 1, then all the data points of the cluster belong to a single category. The greater the purity value, the better is the quality of the clusters. All these performance metrics are taken into account to assess the quality of the proposed clustering algorithm. The performance of the proposed approach is proven by the results.
In Figs.1 and 2 , the performance of the proposed approach is tested by varying the similarity measure and the purity, F-measure and entropy are computed. On analysis, it is found that Euclidean distance is the poor performer of all the similarity measures with the least F-measure, purity and the greatest entropy value. For the wholesale dataset, the entropy value being shown by Euclidean distance is 0.68. The purity and F-measure of the Euclidean distance is 0.69 and 0.64 respectively. The purity, F-measure and entropy values shown by Euclidean distance for Figure. 1 Performance analysis on wholesale dataset Figure. 2 Performance analysis on online retail dataset the online retail dataset are 0.9, 0.86 and 0.59 respectively. Minkowski is the second poor performer that shows 0.83 and 0.76 as purity and Fmeasure respectively. The entropy value shown by minkowski distance is 0.62. In case of online retail dataset, the minkowski distance proves 0.89, 0.88 and 0.51 as purity, F-measure and entropy respectively. The performance of minkowski and mahanttan distances is more or less the same. This is because, the minkowski distance is the generalization of Euclidean and manhattan distances. For the wholesale dataset, the manhattan distance shows 0.89, 0.81 and 0.44 as the purity, Fmeasure and entropy respectively. As far as the online retail dataset is considered, the manhattan distance shows 0.91, 0.90 and 0.34 for purity, Fmeasure and entropy. The major drawback of manhattan distance is it considers the mutual correlation of the data points alone and does not make decision out of the dominance. However, manhattan distance is insensitive to noise and can handle correlations between the data points. Finally, mahalanobis distance shows the greatest F-measure and purity value and the least entropy value. The purity and the F-measure of the formed clusters for the wholesale dataset are 0.94 and 0.91 respectively. The entropy value being shown by mahalanobis distance is the 0.32. The mahalanobis distance shows the best results even for the online retail In Fig. 3 , the performance of the DBSCAN algorithm proposed in [8] is compared with the proposed clustering algorithm. The performance difference between the DBSCAN and proposed approaches is obvious. The main reason for the poor performance of the DBSCAN algorithm is the incorporation of Euclidean distance, which does not take the data point correlation into account. Besides this, the effectiveness of the DBSCAN algorithm in [8] depends on the significant parameters such as and _ . These issues are addressed by the proposed approach by incorporating mahalanobis distance, which can deal with scale and correlation issues. Additionally, the outliers can be detected easily. Apart from this, the proposed approach eliminates the requirement of passing values for and _ manually. Instead, the optimal values for and _ are chosen by the algorithm itself. Thus, the proposed approach is efficient and improves the quality of service as well.
Conclusion
This paper introduces a density based clustering algorithm, which is based on traditional DBSCAN algorithm. The proposed approach is observed to be superior to the traditional DBSCAN algorithm, owing to two solid reasons. Initially, the traditional DBSCAN algorithm requires the values for ε and min_pts as input. As the efficiency of the clustering algorithm depends on the ε and min_pts values, it is necessary to choose the optimal values. However, this requires some prior knowledge about the dataset. This requirement is completely uprooted by the proposed approach, in which the values of ε and min_pts are chosen automatically, by analysing the dataset. However, the values of ε and min_pts varies with respect to the dataset. Secondly, mahalanobis distance is utilized as the distance measure in the place of Euclidean distance. This is because mahalanobis distance can deal with scale and correlation issues very well, which cannot be achieved by Euclidean distance. The performance of the proposed approach is satisfactory in terms of purity, F-measure and entropy. However, the performance of the proposed work is tested over static dataset. In future, this work is planned to be enhanced by introducing a dynamic dataset. 
