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Abstract
BMS group (and it’s various generalizations) at null infinity have been studied extensively
in the literature as the symmetry group of asymptotically flat spacetimes. The intricate
relationship between soft theorems and the BMS symmetries have also motivated definition of
such asymptotic symmetries to time-like infinity [1]. Although the vector fields that generate
the (generalized) BMS algebra at time-like infinity was defined in the literature, the algebra
has not been investigated. In this paper we fill this gap. We show that the super-translations
and vector fields that generate sphere diffeomorphisms close under the modified Lie bracket
proposed by Barnich et al. in [2].
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1 Introduction
The asymptotic properties of spacetime have been of considerable interest since the second
half of the twentieth century. One naively expects that the symmetry group of asymptoti-
cally flat spacetimes to be the isometries of flat spacetime, i.e., Poincare´ group. But, in their
seminal work Bondi, Van der Berg, Metzner and Sachs [3–5] showed that, one gets an infinite
dimensional extension of the Poincare group. This group is known as the BMS group. It is a
semi-direct product of the Lorentz group and an infinite dimensional extension of the transla-
tion group, namely supertranslations. The BMS group since then has found many applications
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in areas of gravitational physics from studying various gravity wave solutions of asymptoti-
cally flat spacetimes using numerical relativity to cosmology, exact solution techniques, and
quantum gravity [6–8].
The deep underlying conceptual connection between two seemingly independent directions
of research on asymptotic symmetries and soft theorems were unknown until Strominger et
al. [9] showed that Weinberg’s soft graviton theorem is equivalent to the conjectured BMS sym-
metry [10] of quantum gravity S-matrix. This initiated a renewed interest in understanding
certain infrared structures of gauge theory and gravity, namely connection between different
soft theorems and the asymptotic symmetry groups and their relation to experimentally ob-
servable effects called memory effects [11]. An extension of the BMS symmetry to include the
local conformal Killing vectors (CKVs) on the conformal sphere at null infinity was proposed
by Barnich et al. in the context of proposed BMS-CFT correspondence [2]. For gravity, a soft
graviton theorem was conjectured at the subleading level and proved using modern amplitude
techniques [12] [13]. It was shown by Strominger et al [14], that the subleading soft graviton
theorem can be derived from the Ward identities of subgroup of the extended BMS symme-
tries (called superrotations) as proposed by Barnich et al. In [15], the authors have shown
that if one considers a different extension of original BMS group (also known as generalized
BMS group), namely instead of CKVs, the group of smooth diffeomorphism on the confor-
mal sphere at null infinity, the Ward identities resulting from the corresponding charges [16]
can be shown to be equivalent to the subleading soft graviton theorem. The existence of a
theory dependent non universal sub-subleading soft theorem [17] from large diffeomorphism
symmetry of Einstein’s gravity has been proven by Campiglia and Laddha [18].
In all these analysis, the focus has been on the asymptotic symmetry group at null infinity
and its relationship with the soft theorems where the external particles were massless. In soft
theorems, the external particles (other than the soft particle), can be massive or massless. To
prove the equivalence between asymptotic symmetries and soft theorems when the external
states contains massive particles, one needs to include the phase space for massive particles
as well. Based on the earlier work on the action of BMS group on massive scalar particle
phase space [19], this question was addressed in [20]. Massive particle geodesics asymptot-
ically reaches to timelike infinity in an asymptotically flat spacetime. In [20], the authors
considered constant time Euclidean-AdS hypersurface foliations of the Minkowski space. In
the limit when the time coordinate in their coordinate system tends to infinity, one reaches
near timelike infinity. Since, the boundary of such hypersurfaces resides on the null infinity,
one can express the vector fields preserving large time fall off behaviour of Minkowski space,
using the generalized BMS vector fields, by use of bulk-boundary Green’s functions of stan-
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dard AdS/CFT dictionary. In this way, one has a natural action of generalized BMS vector
fields near timelike infinity, which are intrinsically defined from the perspective of null infinity.
The study of extended BMS charge algebra at null infinity has been extensively studied
in [2], [21]. Recently the relationship of this algebra at null infinity with a special class
of double soft graviton theorems called consecutive double soft theorems has been explored
in [22] [23]. Double soft graviton theorems are factorization theorems involving two soft
gravitons. Motivated by these works, our main goal is to understand the generalized BMS
charge algebra from the perspective at timelike infinity and its relationship with double soft
theorems when the external states are massive. This paper serves as a precursor to this goal.
In this work, we are interested in understanding the generalized BMS vector field algebra
at timelike infinity with the aim of understanding the generalized BMS charge algebra at
timelike infinity in future. We show that there is a closure of generalized BMS vector fields
under modified version of Lie bracket as proposed by Barnich et.al. It is important to note
that, for similar questions in (2+1) dimensions progress was already made in [24].
The rest of the paper is organised as follows. Section 2.1 deals with the algebra of gen-
eralized BMS vector fields at null infinity. In section 2.2, we discuss the asymptotic flatness
at timelike infinity and associated generalized BMS vector fields at timelike infinity. We also
discuss the constraints on the vector fields and what we mean by supertranslation and the
Diff(S2) vector fields from the perspective of timelike infinity. The need for modified Lie
bracket for realising the vector field algebra is also summarized. In section 3, we show the
algebra between generalized BMS vector fields at timelike infinity and prove that there is a
closure of the vector fields. We conclude and address about the further directions in section
4.
2 Generalized BMS vector fields
2.1 Generalized BMS vector fields at Null infinity
We start by reviewing the generalized BMS vector fields and their algebra at null infinity. We
discuss the case for future null infinity following [18], but similar analysis can be done for past
null infinity.
The coordinates that are well adapted for describing future null infinity are (u, r, xA), where
u = t − r is the retarded time, r is the radial coordinate and xA denote the direction along
the unit sphere S2. One can reach future null infinity by taking u = const and r →∞ limit.
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The flat Minkowski metric in these coordinates is given by the line element
ds2 = −du2 − 2dudr + r2qABdxAdxB (2.1)
where qAB is the unit S
2 metric. The generalized BMS vector fields can be described as follows.
These are vector fields (denoted by ξa) that survive at null infinity and generate residual gauge
transformations in the de-Donder gauge (w.r.t to Minkowski metric). Such vector fields obey
the wave equation. Additionally they satisfy the asymptotic divergence free condition as given
in [15]. These two conditions can be written as
ξa = 0 (2.2)
lim
r→∞
∇aξa = 0 (2.3)
where,∇ refers to the flat space Laplacian and flat space covariant derivative respectively.
In order to understand the structure of the vector fields that satisfy these conditions, one starts
with the following ansatz:
ξa∂a =
(
ξ(0)u(u, xB) +O(rǫ)
)
∂u +
(
rξ(1)r(u, xB) +O(r0)
)
∂r
+
(
ξ(0)A(u, xB) + r−1ξ(−1)A(u, xB) +O(r−1−ǫ)
)
∂A (2.4)
One can find the vector field components by substituting the above ansatz in 2.2 and solving
them perturbatively in r. The details of the computation can be found in [18]. Finally, one
gets the generalized BMS vector field as:
ξ = (f + uα)∂u − rα∂r + V A∂A + · · · (2.5)
Here, f = f(qˆ) is a free scalar function and V A = V A(qˆ) is a free vector field which depends on
the sphere coordinates qˆ. Also, α = 1
2
DAV
A, where DA is the covariant derivative compatible
with qAB. The vector fields characterized by the function f(qˆ) (i.e by setting V
A = 0 in 2.5
) are called the supertranslation vector fields. Similarly the vector fields characterized by V A
(by setting f = 0 in 2.5) are called Diff(S2) vector fields. The subleading components in 1/r
expansion are also characterized by f(qˆ) and V A(qˆ). The supertranslation and Diff(S2) vector
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fields at future null infinity can therefore be written as:
ξf = f∂u (2.6)
ξV = uα∂u − rα∂r + V A∂A (2.7)
One can study the algebra of the vector fields by computing the commutator of two vari-
ations of the metric w.r.t to the vector fields.
[δξ1 , δξ2 ]gµν = δξ1δξ2gµν − δξ2δξ1gµν
= δξ1Lξ2gµν − δξ2Lξ1gµν
= Lξ1Lξ2gµν −Lξ2Lξ1gµν
= δ[ξ1,ξ2]gµν (2.8)
where [ξ1, ξ2] denotes the Lie bracket of the vector fields which is defined as,
[ξ1, ξ2]
a = ξb1∂bξ
a
2 − ξb2∂bξa1 (2.9)
Therefore, the generalized vector field algebra at null infinity is found to be,
[ξf1, ξf2] = 0 ; [ξV , ξf ] = ξf˜ ; [ξV1, ξV2] = ξV˜ . (2.10)
Here, ξf1 and ξf2 are two supertranslation vector fields characterized by two functions on the
sphere namely, f1 and f2. Similarly, ξV1 and ξV2 are two Diff(S
2) vector fields characterized by
two vector fields on the sphere namely V1 and V2. Here, ξf˜ is another supertranslation vector
field characterized by f˜ = LV f−αf . Also, ξV˜ is another Diff(S2) vector field characterized by
V˜ A = V B1 ∂BV
A
2 −V B2 ∂BV A1 . Clearly, supertranslation forms an abelian ideal of the generalized
BMS group.
2.2 Generalized BMS vector fields at Timelike infinity
Having discussed the algebra of vector fields at null infinity, our main goal in this paper will
be to investigate the algebra at timelike infinity. Following [1,20], we summarize the key ideas
that are relevant for our analysis. The set of coordinates which we shall be using are the
hyperbolic coordinates (τ, ρ, xˆ), which are defined in terms of Cartesian coordinates (t, ~x) in
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the region t ≥ r ≡
√
~x · ~x as:
τ :=
√
t2 − r2 ; ρ := r√
t2 − r2 ; xˆ = ~x/r (2.11)
We consider a space of metrics gab which has an asymptotic expansion in τ near timelike
infinity of the form:
ds2 =
(− 1 +O(1/τ)) dτ 2 + τ 2hαβ(τ, ρ, xˆ)dxαdxβ (2.12)
where hαβ(τ, ρ, xˆ) has the following asymptotic expansion (in τ) around timelike infinity
hαβ(τ, ρ, xˆ) = h
(0)
αβ(ρ, xˆ) +
h
(1)
αβ(ρ, xˆ)
τ
+
h
(2)
αβ(ρ, xˆ)
τ 2
+ · · · . (2.13)
The notion of asymptotic flatness for metric of this form 2.12 at timelike infinity have been
addressed in [25], [26]. The Minkowski metric (which we denote by g˚ab) belongs to the class
of metric 2.12 which has only the leading components (in τ) and the hyperboloid components
take a particular form. The line element for g˚ab is written as:
ds2 = −dτ 2 + τ 2˚hαβ(ρ, xˆ)dxαdxβ, (2.14)
where
h˚αβ(ρ, xˆ)dx
αdxβ ≡ dρ
2
1 + ρ2
+ ρ2qABdx
AdxB. (2.15)
Here, qAB is the unit metric on 2-sphere. The greek indices α, β, · · · runs over the coordinates
on the hyperboloid and the capital Latin indices A,B,C, · · · runs over the co-ordinates of the
2-sphere. Here after, we denote the small Latin indices a, b, c, · · · to denote the four spacetime
indices. The Riemann tensor for the above mentioned hyperboloid metric (˚hαβ) can be written
as
R˚αβγδ = h˚αδh˚βγ − h˚αγh˚βδ ; R˚αβργ = δαγ h˚βρ − δαρ h˚βγ (2.16)
One can reach timelike infinity i+ in hyperboloid coordinates by taking τ → ∞ limit (or in
the Cartesian coordinates t → ∞ keeping t ≥ r ). Similarly, one can reach the part of null
infinity where u > 0 in the hyperboloid coordinates by taking the limit τ → ∞, ρ → ∞,
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keeping τ
2ρ
= const.
In order to analyze the asymptotic symmetries at timelike infinity i+ we suitably adapt the
de-Donder gauge in the hyperbolic coordinates. In this gauge, the residual (large) diffeomor-
phisms are precisely generated by supertranslation and Diff(S2) vector fields that smoothly
matches with the corresponding BMS vector fields at null infinity.
We consider the following gauge conditions to the metric ansatz1 2.12
∇˚bGab = 0 (2.17)
Tr(h
(1)
αβ(ρ, xˆ)) = 0 (2.18)
where Gab ≡ √ggab and ∇˚b refers to the covariant derivative w.r.t to the reference Minkowski
metric (˚gab) in 2.14. One can see that the gauge condition 2.17 reduces to the usual de-
Donder gauge condition when one uses the linearised metric around the Minkowski metric ,
i.e gab → g˚ab+hab2. It is also important to note that, the trace free condition 2.18 of h(1)αβ(ρ, xˆ)
is taken w.r.t to h
(0)
αβ(ρ, xˆ).
The generalized BMS vector fields at timelike infinity are those that generate the group of
diffeomorphisms that preserve the form of the metric 2.12 and the gauge conditions 2.17 and
2.18. To find the structure of such vector fields we start by taking a general ansatz for the
vector fields which has an asymptotic expansion (in τ) of the form:
ξ(τ, ρ, xˆ) =
(
ξ(0)τ (ρ, xˆ) +
ξ(1)τ (ρ, xˆ)
τ
+ · · ·
)
∂τ +
(
ξ(0)α(ρ, xˆ) +
ξ(1)α(ρ, xˆ)
τ
+ · · ·
)
∂α. (2.19)
From the form of the metric ansatz given in 2.12, we note that the metric component gτα is
absent. This imposes the following condition on the vector field:
Lξgτα = 0 ⇐⇒ ξ(1)α(ρ, xˆ) = Dαξ(0)τ (ρ, xˆ). (2.20)
Here Dα refers to the covariant derivative w.r.t h
(0)
αβ(ρ, xˆ). Similarly the trace free condition
2.18 leads to the following constraint.
h(0)αβLξgαβ = 0 at O(τ 0) ⇐⇒
(
∆− 3
)
ξ(0)τ (ρ, xˆ) = 0. (2.21)
1We are indebted to Miguel Campiglia for suggesting this gauge choice which was a vital input in this work.
2Not to be confused hab here with the hyperbolid metric defined earlier 2.15. Here hab refers to a small
perturbation around the Minkowski metric
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Here ∆ refers to the Laplacian w.r.t h
(0)
αβ(ρ, xˆ). The remaining gauge condition 2.17 can also
be written as
gab∂b
(
ln
(√h
h˚
))
+ ∇˚bgab = 0 (2.22)
The above expression puts the following contraints on the vector fields (details are given in
the Appendix-B):
2 D(αξ(0)β)∂β
(
ln
(√h(0)
h˚
))
+ h(0)αβ∂βDγξ
(0)γ + 2D˚βD
(αξ(0)β) = 0, (2.23)
Dαξ(0)β h˚αβ = 0. (2.24)
In the above expression D˚β refers to the covariant derivative w.r.t reference hyperboloid metric
h˚αβ . As one can see through the constraints 2.21, 2.23 and 2.24, the vector field components
(to the leading order in τ) depend upon the hyperboloid metric h
(0)
αβ as well as the reference
hyperboloid metric h˚αβ . The dependance on h˚αβ arises due to the gauge condition 2.17 that
we have chosen in which divergence is taken w.r.t to the reference metric g˚ab.
In [20], Campiglia and Laddha derived the generalized BMS vector fields at timelike infinity
as residual gauge transformations (that survive at timelike infinity) of de-Donder gauge around
the fixed Minkowski background g˚ab. The conditions that we obtained for the vector fields is
more general in the sense that these are the contraints for the vector fields that preserve the
form of the metric ansatz3 together with the gauge conditions. Inorder to make connection
with [20], we consider the above constraints 2.21, 2.23 and 2.24 evaluated at h
(0)
αβ = h˚αβ .
Therefore, substituting h
(0)
αβ = h˚αβ in 2.21, 2.23 and 2.24 we get,(
∆˚− 3
)
ξ(0)τ (ρ, xˆ) = 0 (2.25)(
∆˚− 2
)
ξ(0)α(ρ, xˆ) = 0 (2.26)
D˚αξ
(0)α(ρ, xˆ) = 0 (2.27)
where ∆˚ refers to Laplacian w.r.t h˚αβ . These are the same conditions that the authors arrive
in [20] for the vector fields at timelike infinity. The following boundary conditions are also
3The fixed Minkowski metric is one of the metric that satisfies the ansatz.
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imposed to make connection with the generalised BMS vector fields at null-infinity.
lim
ρ→∞
ρ−1ξ(0)τ (ρ, xˆ) = f(xˆ), (2.28)
lim
ρ→∞
ξ(0)A(ρ, xˆ) = V A(xˆ). (2.29)
From the above equations, the leading component of these vector fields can be written in terms
of the functions characterizing supertranslation and Diff(S2) vector field at null infinity
ξ(0)τ (ρ, xˆ) =
∫
S2
d2qˆ GST (ρ, xˆ; qˆ)f(qˆ) ≡ fH(ρ, xˆ), (2.30)
ξ(0)α(ρ, xˆ) =
∫
S2
d2qˆ GαA(ρ, xˆ; qˆ)V
A(qˆ) ≡ V α
H
(ρ, xˆ). (2.31)
The Green’s functions in turn follows the following constraints:
(∆˚− 3)GST = 0 ; lim
ρ→∞
ρ−1GST (ρ, xˆ; qˆ) = δ
(2)(xˆ, qˆ) (2.32)
(∆˚− 2)GαA = 0 ; D˚αGαA = 0 ; lim
ρ→∞
GAB(ρ, xˆ; qˆ) = δ
A
B δ
(2)(xˆ, qˆ) (2.33)
For detailed expressions of the Green’s functions and further discussions one can refer to [1].
In this work, we are primarily interested in the algebra of the generalized BMS vector
fields w.r.t reference Minkowski metric (˚gab). Therefore the supertranslation and Diff(S
2)
vector fields to leading order at timelike infinity are given by
ξST = fH(ρ, xˆ)∂τ (2.34)
ξSR = V
α
H
(ρ, xˆ)∂α (2.35)
One can verify that variation w.r.t. the supertranslation vector field does not alter the
leading order (in τ) structure of 2.12 (and hence 2.14) but the variation under Diff(S2)
vector field does. This can be seen from evaluating the Lie derivative of the metric w.r.t
supertranslation/Diff(S2) vector field.
LξST g˚ττ = 0 ; LξST g˚αβ = O(τ) (2.36)
LξSR g˚ττ = 0 ; LξSR g˚αβ = O(τ 2) (2.37)
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One can clearly see that the Diff(S2) vector field changes the hyperboloid components of the
metric at order τ 2. The relevance of the above mentioned point will become clear in further
sections where we verify the algebra of the vector fields.
Our main interest in this paper is to understand that whether the supertranslation and
Diff(S2) vector fields defined above form a closed algebra at time-like infinity. A naive attempt
to study these algebra will be to compute the ordinary Lie bracket (as we have done for the
null infinity case) of the vector fields and check whether the resulting vector field satisfies the
constraint 2.25 (in case for supertranslation), 2.26 and 2.27 (in case for Diff(S2)). However,
as is well known in the literature [2], [21], the correct definition of Lie bracket in the case of
asymptotic symmetries is more intricate. This can be explained as follows.
Usually, one studies the vector field algebra by considering the commutator of two vari-
ations of the vector fields on the metric. An important point to be noted here is the fact
that, the vector fields themselves are metric dependant4. This can be seen from the defining
equations for the vector field 2.25, 2.26 and 2.27, which tells us that the vector fields depend
upon the hyperboloid metric h˚αβ through covariant derivative and Laplacian. Therefore, per-
forming the second variation will affect both the first variation as well as the metric. This can
be seen as
[δξ1(g), δξ2(g)]gµν = δξ1(g)δξ2(g)gµν − δξ2(g)δξ1(g)gµν
= δξ1(g)Lξ2(g)gµν − δξ2(g)Lξ1(g)gµν
= Lξ1(g)Lξ2(g)gµν − Lδgξ1ξ2(g)gµν − Lξ2(g)Lξ1(g)gµν + Lδgξ2ξ1(g)gµν
= δ[ξ1(g),ξ2(g)]gµν −
(
δδg
ξ1
ξ2(g) − δδgξ2 ξ1(g)
)
gµν
= δ(
[ξ1(g),ξ2(g)]−δ
g
ξ1
ξ2(g)+δ
g
ξ2
ξ1(g)
)gµν (2.38)
As one can see, this is different from 2.8. The first term in the above expression is the ordinary
Lie bracket which is same as the one we encountered in the null infinity case. The extra term
δgξ1ξ2(g) captures the variation on the vector field ξ2(g) due to the action of the vector field
ξ1(g) on the metric. Hence, in order to realise the algebra of the vector fields at timelike
infinity one needs to take into account such terms. One defines the modified Lie bracket for
4This was not the case at null infinity, where the generalized BMS vector fields were metric independant.
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realising the BMS vector fields algebra as
[ξ1, ξ2]
a
M ≡ [ξ1, ξ2]a − δgξ1ξa2 + δ
g
ξ2
ξa1 (2.39)
where δgξ1ξ
a
2 denotes the change in ξ
a
2 due to the variation in the metric induced by ξ1. The
exact computation of these terms will be shown in the next section.
We end this section by emphasising the difference between the two set of constraints we
have derived for the vector fields. The first set of constraints (equations 2.21, 2.23 and 2.24)
are the defining equations for the vector fields that preserve the gauge conditions and the
metric ansatz 2.12. The second set of constraints (equations 2.25, 2.26 and 2.27) are the
conditions on the vector fields when, one chooses a particular metric from the metric ansatz,
i.e, the reference Minkowski metric 2.14.
3 Generalised BMS vector field algebra at timelike in-
finity
In this section, we show the closure of the generalized BMS vector fields at timelike infinity
using the modified Lie-bracket. We first consider the algebra between two supertranslations
and then, in the next sub-section, we look at the algebra between a supertranslation and
Diff(S2) vector field. Finally, we would be considering the algebra between two Diff(S2)
vector fields. In each case, we find a similar result like one gets for the algebra for generalized
BMS vector fields at null infinity.
3.1 Algebra between two Supertranslations
We start with the case of two supertranslations. Consider two supertranslation vector fields:
ξST1 = fH(ρ, xˆ)∂τ (3.1)
ξST2 = gH(ρ, xˆ)∂τ (3.2)
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where, fH and gH is defined as follows:
fH(ρ, xˆ) =
∫
d2qˆ1 GST1(ρ, xˆ; qˆ1)f(qˆ1) (3.3)
gH(ρ, xˆ) =
∫
d2qˆ2 GST2(ρ, xˆ; qˆ2)g(qˆ2) (3.4)
Here, GST1 and GST2 is the same Green’s function satisfying the constraints 2.32. In order
to compute the algebra of two supertranslation vectors, we evaluate the modified Lie bracket
as defined in 2.39. We expect an algebra similar to the case of null infinity, where the super-
translation vector fields commute.
The modified Lie bracket is written as:
[ξST1, ξST2]
a
M = [ξST1, ξST2]
a − δgξST1ξaST2 + δ
g
ξST2
ξaST1 (3.5)
As we have explained in the previous section, supertranslation vector fields do not change
the Minkowski metric at the leading order in τ . This can be seen from 2.36. Hence, the
terms δgξST1ξ
a
ST2 and δ
g
ξST2
ξaST1 do not contribute at timelike infinity. Consequently, the above
expression of modified Lie bracket reduces to the ordinary Lie bracket, namely:
[ξST1, ξST2]
a
M = [ξST1, ξST2]
a (3.6)
Now, using the expressions of the vector fields 3.1 and 3.2, it is then easy to see that ordinary
Lie bracket also vanishes. Hence we finally get
[ξST1, ξST2]
a
M = 0. (3.7)
This matches with the case of null infinity. We see, similar to null infinity, supertranslations
form an abelian ideal.
3.2 Algebra between a Supertranslation and a Diff(S2) vector field
We now consider the modified Lie bracket between a supertranslation and a Diff(S2) vector
field. i.e:
ξST = fH(ρ, xˆ)∂τ (3.8)
ξSR = V
α
H
(ρ, xˆ)∂α (3.9)
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where, fH and V
α
H
are already defined in 2.30 and 2.31, and they satisfy:
∆˚fH(ρ, xˆ) = 3fH(ρ, xˆ) ; D˚αV
α
H(ρ, xˆ) = 0 ; ∆˚V
α
H(ρ, xˆ) = 2V
α
H(ρ, xˆ) (3.10)
From the equations above it is clear that fH and V
α
H
depend upon the metric h˚αβ (through
covariant derivative D˚α and Laplacian ∆˚).
Using 2.39 the modified Lie bracket of supertranslation and Diff(S2) vector field can be
written as:
[ξST , ξSR]
a
M = [ξST , ξSR]
a − δgξST ξaSR + δ
g
ξSR
ξaST (3.11)
As explained in the beginning of this section, the Diff(S2) vector field depends upon h˚αβ ,
and δgξST ξ
a
SR represents the variation in ξ
a
SR due to the change in the metric induced by the
supertranslation vector field ξST . But, we already saw in the previous section that, the super-
translation does not alter the Minkowski metric to the leading order 2.36 and hence, does not
alter h˚αβ . Therefore, the term δ
g
ξST
ξaSR in the above expression vanishes and the modified Lie
bracket becomes
[ξST , ξSR]
a
M = [ξST , ξSR]
a + δgξSRξ
a
ST (3.12)
From the definitions of the vector fields given in 3.8, 3.9, it is clear that, only the τ component
contributes to the above expression of modified Lie bracket. For the null infinity case, the
algebra of one supertranslation and one Diff(S2) vector field gives another supertranslation.
Hence, it is natural to expect that a similar algebra holds at timelike infinity. Namely, the
modified Lie bracket 3.12 gives us another supertranslation. In order to verify this, we check
whether the conditions on a supertranslation vector field hold for the modified Lie bracket,
i.e. we check whether
(∆˚− 3)[ξST , ξSR]τM ?= 0. (3.13)
Or, equivalently,
(∆˚− 3)[ξST , ξSR]τ + (∆˚− 3)δgξSRξτST
?
= 0 (3.14)
In the rest of this section, we show that this is indeed true. We start with the contribution
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from the ordinary Lie bracket term.
(∆˚− 3)[ξST , ξSR]τ = −(∆˚− 3)
[
V αHD˚αfH
]
(3.15)
Using the properties of V α
H
and fH given in 3.10, the r.h.s of the above expression finally
becomes (Details of the calculation are given in Appendix-C.1):
(∆˚− 3)[ξST , ξSR]τ = −2D˚βV αHD˚βD˚αfH (3.16)
We now proceed to evaluate the second term in 3.14. As we have mentioned in the previous
section, the Diff(S2) vector field changes the Minkowski metric at the leading order. It can be
easily seen that, under the Lie derivative action of the Diff(S2) vector field, the hyperboloid
components of the reference Minkowski metric is shifted, i.e
LξSR g˚αβ = τ 2
(
D˚αξSRβ + D˚βξSRα
)
(3.17)
where D˚ refers to the covariant derivative w.r.t. to reference hyperboloid metric h˚αβ. Thereby,
the gauge condition on the supertranslation vector fields shift to
(∆− 3)ξτST = 0, (3.18)
where, ∆ refers to the Laplacian w.r.t. to shifted hyperboloid h
(0)
αβ = h˚αβ + LξSRh˚αβ . This
indicates that the change in the vector field ξST due to the change in the metric induced by
ξSR is reflected in the variation of the Laplacian induced by ξSR. Therefore, the second term
in 3.14 can be evaluated as:
(∆˚− 3)δgξSRξτST = δ
g
ξSR
(
(∆˚− 3)ξτST
)
− δgξSR
(
∆˚− 3
)
ξτST
= −δgξSR
(
∆˚− 3
)
ξτST (3.19)
In going from first line to the second in the above expression we have used the fact (∆˚−3)ξτST =
0. One can evaluate r.h.s of 3.19 to (Details of this calculation are given in Appendix-C.2):
(∆˚− 3)δgξSRξτST = 2D˚βV αHD˚βD˚αfH. (3.20)
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Therefore, summing 3.16 and 3.20 we finally get:
(∆˚− 3)[ξST , ξSR]τ + (∆˚− 3)δgξSRξτST = 0. (3.21)
This shows that the modified Lie bracket of a supertranslation and a Diff(S2) vector field is
indeed another supertranslation.
3.3 Algebra between two Diff(S2) vector fields
We now proceed to compute the algebra of two Diff(S2) vector fields at i+. The Diff(S2)
vector fields at i+ are
ξSR1 = V
α
H(ρ, xˆ)∂α, (3.22)
ξSR2 = W
α
H
(ρ, xˆ)∂α, (3.23)
where, V α
H
and W α
H
are defined as in 2.31. Therefore, we can write:
V αH =
∫
d2qˆ1 G
α
A(ρ, xˆ; qˆ1)V
A(qˆ1), (3.24)
W α
H
=
∫
d2qˆ2 G
α
B(ρ, xˆ; qˆ2)W
B(qˆ2), (3.25)
where V A(qˆ1), W
B(qˆ2) are two vector fields on the 2−sphere at I+. The vector fields V αH , W αH
follow the constraints 2.33.
D˚αV
α
H
(ρ, xˆ) = 0 ; ∆˚V α
H
(ρ, xˆ) = 2V α
H
(ρ, xˆ) (3.26)
D˚αW
α
H(ρ, xˆ) = 0 ; ∆˚W
α
H(ρ, xˆ) = 2W
α
H(ρ, xˆ) (3.27)
In order to understand the algebra between two Diff(S2) vector fields, we evaluate the modified
Lie bracket i.e.
[ξSR1, ξSR2]
a
M = [ξSR1, ξSR2]
a − δgξSR1ξaSR2 + δ
g
ξSR2
ξaSR1. (3.28)
It is easy to see that, from the form of the vector fields ξSR1, ξSR2 given in 3.22, 3.23 the τ
component of the modified Lie bracket vanishes and only the hyperboloid component exists.
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Therefore, we need to evaluate
[ξSR1, ξSR2]
α
M = [ξSR1, ξSR2]
α − δgξSR1ξαSR2 + δ
g
ξSR2
ξαSR1, (3.29)
where, α runs over the hyperboloid components only. At null infinity we have already seen
that, the Lie bracket of two Diff(S2) vector fields is another Diff(S2) vector field. We expect
similar result to hold at timelike infinity. Therefore, we want to check whether the vector field
that one gets from the modified Lie bracket obeys the constraints
D˚α[ξSR1, ξSR2]
α
M
?
= 0 (3.30)
(∆˚− 2)[ξSR1, ξSR2]αM ?= 0 (3.31)
Here, written explicitly in terms of expression of modified Lie bracket the above expressions
are equivalent to
D˚α[ξSR1, ξSR2]
α − D˚αδgξSR1ξαSR2 + D˚αδ
g
ξSR2
ξαSR1
?
= 0 (3.32)(
∆˚− 2
)
[ξSR1, ξSR2]
α −
(
∆˚− 2
)
δgξSR1ξ
α
SR2 +
(
∆˚− 2
)
δgξSR2ξ
α
SR1
?
= 0. (3.33)
We start with the verfication of 3.32. The first term in the l.h.s of 3.32 vanishes. This can be
shown as
D˚α[ξSR1, ξSR2]
α = V β
H
D˚αD˚βW
α
H
−W β
H
D˚αD˚βV
α
H
= R˚αραβV
β
H
W ρ
H
− R˚αραβW βHV ρH
= −2˚hρβ
(
V β
H
W ρ
H
−W β
H
V ρ
H
)
= 0 (3.34)
In going from the first line to the second we used the divergence free condition of the Diff(S2)
vector fields. We now proceed to evaluate the contribution from the modification terms (the
last two terms in 3.29) in the modified Lie bracket. In the earlier section 3.2, we showed that
the change in the supertranslation vector field due to the change in the metric induced by the
Diff(S2) vector field was reflected in the variation of the Laplacian in 2.25. But the situation
is more intricate for the case of Diff(S2) vector field. The gauge conditions 2.26 and 2.27
for one of the Diff(S2) vector field (say ξSR1) now shift to 2.23 and 2.24 respectively where
h
(0)
αβ(ρ, xˆ) will be now defined by h
(0)
αβ = h˚αβ + LξSR2h˚αβ ,where ξSR2 is another Diff(S2) vector
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field. Keeping this in mind, inorder to evaluate the last two terms in the l.h.s of 3.32, we
use the residual gauge condition 2.24, which is one of the defining condition for the Diff(S2)
vector field for an arbitrary h
(0)
αβ(ρ, xˆ). We vary this gauge condition w.r.t. another Diff(S
2)
vector field and finally evaluate the expression at h
(0)
αβ(ρ, xˆ) = h˚αβ(ρ, xˆ). We demonstrate this
in detail further in this section.
We start with the gauge condition 2.24 for an arbitrary h
(0)
αβ
Dαξ(0)βh˚αβ = 0. (3.35)
Under variation w.r.t. to the Diff(S2) vector field ξSR1, the above condition becomes
δgξSR1
(
Dαξβh˚αβ
)
= δgξSR1
(
Dα
)
ξβh˚αβ +D
αδgξSR1ξ
βh˚αβ = 0. (3.36)
It is important to note that, the variation is not taken on the reference metric h˚αβ. Hence,
the above expression can be written as
DαδgξSR1ξ
βh˚αβ = −δgξSR1
(
Dα
)
ξβh˚αβ . (3.37)
In order to compute D˚αδ
g
ξSR1
ξαSR2 in 3.32, we evaluate the above expression at h
(0)
αβ = h˚αβ , then
D˚αδgξSR1ξ
β
SR2h˚αβ = −δgξSR1
(
D˚α
)
ξβSR2h˚αβ (3.38)
The r.h.s of the above expression can be evaluated as
δgξSR1
(
D˚α
)
ξβSR2h˚αβ = δ
g
ξSR1
(˚
hαγD˚γ
)
ξβSR2h˚αβ
=
(
δgξSR1h˚
αγ
)
D˚γξ
β
SR2h˚αβ + h˚
αγ
(
δgξSR1D˚γ
)
ξβSR2h˚αβ
=
(
D˚αV γ
H
+ D˚γV αH
)
D˚γW
β
H
h˚αβ +
(
δgξSR1Γ˚
γ
γρ
)
W ρ
H
h˚αβ
=
(
D˚αV γ
H
+ D˚γV α
H
)
D˚γW
β
H
h˚αβ + 0
=
(
D˚αV γ
H
+ D˚γV αH
)
D˚γW
β
H
h˚αβ (3.39)
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In evaluating the above expression, we have used the fact that δgξSR1Γ˚
γ
γρ = 0. This can be
easily seen from A.5. Therefore, 3.38 becomes
D˚αδ
g
ξSR1
ξαSR2 = −D˚γWα
(
D˚αV γ + D˚γV α
)
. (3.40)
Similarly, the last term in 3.32 i.e. D˚αδ
g
ξSR2
ξαSR1 can be evaluated as
D˚αδ
g
ξSR2
ξαSR1 = −
(
D˚αW γ + D˚γW α
)
D˚γVα. (3.41)
Therefore,
D˚αδ
g
ξSR1
ξαSR2 − D˚αδgξSR2ξαSR1 = 0. (3.42)
Hence, the divergence of the modified terms sums to zero, thereby verifying one of the condi-
tions for a Diff(S2) vector field. i.e.
D˚α[ξSR1, ξSR2]
α
M = 0. (3.43)
Now, one needs to verify 3.33. We start by evaluating the first term in 3.33.(
∆˚− 2
)
[ξSR1, ξSR2]
α = 2
(
D˚λV βD˚λD˚βW
α − D˚λW βD˚λD˚βV α
)
+
(
V β∆˚ D˚βW
α −W β∆˚ D˚βV α
)
(3.44)
The last two terms can be simplified more using 2.26 and 2.27 and using the identity
[∆˚, D˚α]T
a1..an = 2
(
δa1α D˚ρT
ρa2..an + ..δanα D˚ρT
a1a2..ρ
)
− 2
(
D˚a1T a2..anα + ...D˚
anT a1..an−1α + D˚αT
a1...an
)
. (3.45)
The above expression can be derived using the Riemann tensor of the hyperboloid metric 2.16
and T a1..an is a arbitrary tensor on the hyperboloid. Therefore, 3.44 finally evaluates to(
∆˚− 2
)
[ξSR1, ξSR2]
α = 2
(
D˚λV βD˚λD˚βW
α − D˚λW βD˚λD˚βV α
)
− 2
(
V βD˚αWβ −W βD˚αVβ
)
(3.46)
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To evaluate the last two terms in 3.32, we proceed similarly as we have done earlier for the
verification of divergence free condition. We use residual gauge condition 2.23 to evaluate the
last two terms. The details of the calculation is given in the Appendix D.1 . Finally, we get(
∆˚− 2
)
δgξSR1ξ
α
SR2 −
(
∆˚− 2
)
δgξSR2ξ
α
SR1
= 2
(
D˚βV γD˚βD˚γW
α − D˚βW γD˚βD˚γV α
)
− 2
(
VγD˚
αW γ −WγD˚αV γ
)
. (3.47)
Therefore, substituting 3.46 and 3.47 in 3.33, we get(
∆˚− 2
)
[ξSR1, ξSR2]
α −
(
∆˚− 2
)
δgξSR1ξ
α
SR2 +
(
∆˚− 2
)
δgξSR2ξ
α
SR1 = 0. (3.48)
Hence, we have a closure of Diff(S2) vector field at timelike infinity similar to the case of null
infinity. In all the three cases, the desired relations are satisfied and hence we show that the
BMS vector field algebra closes under the modified Lie bracket.
4 Conclusions
In this paper, we showed the closure of generalized BMS vector fields at timelike infinity.
Unlike the case for null infinity, the vectors fields at timelike infinity are metric dependent. In
order for the vector fields to give faithful representation of the generalized BMS algebra, one
needs to use the modified Lie bracket as proposed by Barnich et.al in [2]. The algebra is found
to be similar to that at null infinity, in which, supertranslation vectors fields form an Abelian
subgroup. The (modified) Lie bracket between one supertranslation and a Diff(S2) vector field
is found to be another supertranslation and the algebra between two Diff(S2) vector fields is
found to be another Diff(S2) vector field.
The natural direction that we would like to pursue after showing the vector field algebra
would be to understand the charge algebra at timelike infinity. We expect that a similar modi-
fied commutator (just like one uses modified Lie bracket) might be required for understanding
the charge algebra. The generalized BMS charge algebra at null infinity was studied in a
recent work [27]. It would also be interesting to pursue along the lines of [22, 23] to relate
double soft theorems with the generalized BMS charge algebra at timelike infinity. We would
20
like to address these issues in a future work.
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A Variation of Christoffel symbols
In this section, we compute the variation of Christoffel symbol under a Diff(S2) vector field.
We start with:
Γ˚αλγ =
1
2
h˚αη
(
∂γ h˚λη + ∂λh˚ηγ − ∂ηh˚λγ
)
(A.1)
Now,
δgξSR
(
Γ˚αλγ
)
=
1
2
δgξSR
(˚
hαη
)(
∂γ h˚λη + ∂λh˚γη − ∂ηh˚λγ
)
+
1
2
h˚αη
(
∂γδ
g
ξSR
(˚hλη) + ∂λδ
g
ξSR
(˚hηγ)− ∂ηδgξSR (˚hλγ)
)
(A.2)
To evaluate the above expression we compute the variation of metric by taking the Lie deriva-
tive w.r.t. the Diff(S2) vector field. Using this, after some algebraic manipulation we finally
get A.2 as:
δgξSR
(
Γ˚αλγ
)
=
1
2
(
D˚γD˚λ + D˚λD˚γ
)
V α
H
+
1
2
h˚αη
(
R˚λζγη + R˚γζλη
)
V ζ
H
(A.3)
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Here, R˚λζγη and R˚γζλη are the Riemann tensor for the hyperboloid metric h˚αβ . For the hyper-
boloid metric we can write the Riemann tensor as:
R˚αβγδ = h˚αδh˚βγ − h˚αγh˚βδ (A.4)
Substituting A.4 in A.3 we finally get the variation of Cristofell Symbols as:
δgξSR
(
Γ˚αλγ
)
=
1
2
(
D˚γD˚λ + D˚λD˚γ
)
V αH +
1
2
VHγδ
α
λ +
1
2
VHλδ
α
γ − hγλV αH (A.5)
B Details of calculation of constraints on the general-
ized BMS vector fields at timelike infinity
In this section, we give the sketch of the calculation that leads to the constraints on the
generalized BMS vector fields 2.23, 2.24. We start with the gauge condition 2.22
gab∂b
(
ln
(√h
h˚
))
+ ∇˚bgab = 0 (B.1)
If we consider the τ component of the above expression at leading order in τ we get:
∇˚αgτα = 0 (B.2)
In evaluating the l.h.s of the above expression one can use the non-zero Christoffel symbols
for the Minkowski metric
Γ˚ταβ = τ h˚αβ ; Γ˚
α
βτ = τ
−1δαβ (B.3)
to get
(˚hαβh
(0)αβ − 3) = 0 (B.4)
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Similarly, one can find that at the leading order in τ the hyperboloid components in B.1
evaluates to
h(0)αβ∂β
(
ln
(√h(0)
h˚
))
+ ∇˚βh(0)αβ = 0 (B.5)
The residual gauge transformations that preserves the above gauge conditions namely B.4 and
B.5 can be found by varying the metric gab w.r.t. to the vector field as given by 2.19. In both
of the expressions we can see that only the metric component h(0)αβ is involved. One can easily
check that h(0)αβ will be altered only by the ξ(0)α part of the vector field (the τ component of
the vector field only alters the hyperboloid part of the metric at O(τ) ). i.e. one can see that
Lξh(0)αβ =
(
Dαξ
(0)
β +Dβξ
(0)
α
)
(B.6)
Hence, substituting h
(0)
αβ → h(0)αβ +
(
Dαξ
(0)
β +Dβξ
(0)
α
)
in the gauge conditions B.4 and B.5 one
finally gets the constraints:
2 D(αξ(0)β)∂β
(
ln
(√h(0)
h˚
))
+ h(0)αβ∂βDγξ
(0)γ + 2D˚βD
(αξ(0)β) = 0 (B.7)
Dαξ(0)β h˚αβ = 0 (B.8)
C Details of calculation for Modified Lie bracket be-
tween supertranslation and Diff(S2) vector field
In this section, we provide the details of the calculation for the modified bracket between one
supertranslation and one Diff(S2) vector field at i+.
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C.1 Contribution from ordinary Lie bracket
We start with evaluating the expression 3.15. This can be written as
−(∆˚−3)(V α
H
D˚αfH
)
= −D˚βD˚β
(
V α
H
D˚αfH
)
+ 3V α
H
D˚αfH
= −(∆V αHD˚αfH + D˚βV αHD˚βD˚αfH + D˚βV αHD˚βD˚αfH + V αHD˚βD˚βD˚αfH)+ 3V αHD˚αfH
= −(2D˚βV αHD˚βD˚αfH + V αHD˚βD˚βD˚αfH)+ V αHD˚αfH (C.1)
We have used ∆˚V α
H
= 2V α
H
in going from third line to the last line. The second term in the
above expression C.1 can be further simplified as
V α
H
D˚βD˚
βD˚αfH = V
α
H
D˚βD˚αD˚
βfH
= V αH
(
D˚αD˚βD˚
βfH +R
β
γβαD˚
γfH
)
= V α
H
D˚αfH (C.2)
Here, in going from the second line to the third we have used the Riemann tensor R˚βγβα =
R˚γα = −2˚hγα for EAdS3 metric h˚αβ and the constraint ∆˚fH = 3fH. Using C.2 in C.1, we
finally get
−(∆− 3)(V α
H
D˚αfH
)
= −2D˚βV α
H
D˚βD˚αfH (C.3)
C.2 Contribution from modification terms
In this section, we evaluate the details of the calculation to arrive at 3.20. We have:
δgξSR
(
∆˚− 3
)
ξτST = δ
g
ξSR
(
∆˚
)
fH
= δgξSR (˚h
αβD˚αD˚β)fH
= δgξSR (˚h
αβ)D˚αD˚βfH + h˚
αβδgξSR(D˚α)D˚βfH + h˚
αβD˚αδ
g
ξSR
(D˚β)fH
= δgξSR (˚h
αβ)D˚αD˚βfH − h˚αβδgξSR(Γ
γ
αβ)D˚γfH (C.4)
We have used the fact that variation of the partial derivative term in the covariant derivative
does not contribute since this does not depend on the metric. The first term in C.4 can be
evaluated by taking the Lie derivative on the hyperboloid metric h˚αβ w.r.t ξSR. To evaluate
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the second term in C.4, we need the variation of the Christoffel symbols w.r.t the Diff(S2)
vector field. This is computed in Appendix-A and using this we finally evaluate C.4 as
δgξSR
(
∆˚− 3
)
ξτST
= −D˚αV β
H
(D˚αD˚β + D˚βD˚α)fH −
1
2
h˚αβ(D˚αD˚β + D˚βD˚α)VHγD˚γfH
− 1
2
h˚αβ(VHβδ
γ
α + VHαδ
γ
β)D˚γfH + h˚
αβ h˚αβV
γ
H
D˚γfH
= −D˚αV β
H
(D˚αD˚β + D˚βD˚α)fH − 1
2
(D˚αD˚
α + D˚αD˚
α)V γ
H
D˚γfH
− 1
2
D˚γfH
(
VHβh˚
γβ + VHαh˚
γα
)
+ 3V γ
H
D˚γfH
= −D˚αV β
H
(D˚αD˚β + D˚βD˚α)fH − ∆˚V γHD˚γfH − D˚γfHV γH + 3V γHD˚γfH
= −D˚αV β
H
(D˚αD˚β + D˚βD˚α)fH
= −2D˚αV β
H
D˚αD˚βfH (C.5)
Hence, we can finally write
δgξSR
(
∆˚− 3
)
ξτST = −2D˚αV βHD˚αD˚βfH (C.6)
D Details of calculation for Modified Lie bracket of two
Diff(S2) vector fields
D.1 Contribution from the modification terms
In this section, we give the details of the computation of last two terms in 3.33, i.e we evaluate
the expression (
∆˚− 2
)
δgξSR1ξ
α
SR2 −
(
∆˚− 2
)
δgξSR2ξ
α
SR1 (D.1)
In order to evaluate the above, we start with the variation w.r.t to one of the Diff(S2) vector
field on the gauge condition 2.24
2 D(αξ(0)β)∂β
(
ln
(√h(0)
h˚
))
+ h(0)αβ∂βDγξ
(0)γ + 2D˚βD
(αξ(0)β) = 0 (D.2)
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Under variation w.r.t ξSR1 the first term in the above expression becomes
δgξSR1
(
2 D(αξ(0)β)∂β
(
ln
(√h(0)
h˚
)))
= δgξSR1
(
2 D(αξβ)
)
∂β
(
ln
(√h(0)
h˚
)))
+ 2 D(αξβ)∂β
(
Dγξ
γ
SR1
)
(D.3)
The r.h.s of the above expression vanishes when one considers the variation of D.2 on the
Diff(S2) vector field ξSR2. This corresponds to evaluating the above expression at h
(0)
αβ = h˚αβ
and ξ = ξSR2.
Consider the variation of the second term in D.2 w.r.t ξSR1.
δgξSR1
(
h(0)αβ∂βDγξ
γ
)
= δgξSR1
(
h(0)αβ
)
∂βDγξ
γ + h(0)αβ∂β
(
δgξSR1
(
Dγξ
γ
))
(D.4)
As we have done previously, the first term in the r.h.s of the above expression will vanish when
we finally substitute h
(0)
αβ = h˚αβ, due the divergence free condition of ξ
γ
SR2. The second term
in D.4 can be evaluated when h
(0)
αβ = h˚αβ and ξ = ξSR2 as
h(0)αβ∂β
(
δgξSR1
(
Dγξ
γ
SR2
))∣∣∣
h
(0)
αβ
=h˚αβ
= h˚αβ∂β
(
δgξSR1
(
Dγ
)
ξγSR2
)∣∣∣
h
(0)
αβ
=h˚αβ
+ h˚αβ∂β
(
Dγδ
g
ξSR1
(
ξγSR2
))∣∣∣
h
(0)
αβ
=h˚αβ
= h˚αβ∂β
(
δgξSR1
(
D˚γ
)
ξγSR2
)
+ h˚αβ∂β
(
D˚γδ
g
ξSR1
(
ξγSR2
))
= h˚αβ∂β
(
δgξSR1
(
Γ˚γγρ
)
ξρSR2
)
+ h˚αβ∂β
(
D˚γδ
g
ξSR1
(
ξγSR2
))
= 0 + h˚αβ∂β
(
D˚γδ
g
ξSR1
(
ξγSR2
))
(D.5)
= h˚αβ∂β
((
D˚ρV γ
H
+ D˚γV ρ
H
)
D˚γWHρ
)
(D.6)
Here, in going from D.5 to D.6 we have used 3.38 and 3.39.
At this point, it will be useful to remember the expression D.1. There is a term
(
∆˚ −
2
)
δgξSR2ξ
α
SR1 which also needs to be evaluated. This corresponds to doing the same analysis
as we have done till now but interchanging V α
H
with W α
H
. This will help us in eliminating
many terms which will not appear in the final expression. Therefore, contribution of D.6
corresponding to doing this procedure is equal to
h(0)αβ∂β
(
δgξSR2
(
Dγξ
γ
SR1
))∣∣∣
h
(0)
αβ
=h˚αβ
= h˚αβ∂β
((
D˚ρW γ
H
+ D˚γW ρ
H
)
D˚γVHρ
)
. (D.7)
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Therefore, we get
h(0)αβ∂β
(
δgξSR1
(
Dγξ
γ
SR2
))∣∣∣
h
(0)
αβ
=h˚αβ
− h(0)αβ∂β
(
δgξSR2
(
Dγξ
γ
SR1
))∣∣∣
h
(0)
αβ
=h˚αβ
= 0. (D.8)
Hence, the second term in D.2 will not contribute.
We are now left with the variation of the third term in D.2
δgξSR1
(
2D˚βD
(αξ
β)
SR2
)
= 2D˚β
(
D(αδgξSR1ξ
β)
SR2 + δ
g
ξSR1
(
D(α
)
ξ
β)
SR2
)
(D.9)
The first term in the above expression evaluated at h
(0)
αβ = h˚αβ and ξ = ξSR2 can be written as
2
(
D˚βD
(αδgξSR1ξ
β)
SR2
)∣∣∣
h
(0)
αβ
=h˚αβ
= D˚βD˚
αδgξSR1ξ
β
SR2 + D˚βD˚
βδgξSR1ξ
α
SR2 (D.10)
= h˚αγD˚γD˚βδ
g
ξSR1
ξβSR2 +
(
∆˚− 2)δgξSR1ξαSR2 (D.11)
=
(
∆˚− 2)δgξSR1W αH (D.12)
The second term in D.9 evaluated at h
(0)
αβ = h˚αβ and ξ = ξSR2 can be written as
2D˚β
(
δgξSR1
(
D(α
)
ξ
β)
SR2
)∣∣∣
h
(0)
αβ
=h˚αβ
= D˚β
(
δgξSR1
(
Dα
)
ξβSR2
)∣∣∣
h
(0)
αβ
=h˚αβ
+ D˚β
(
δgξSR1
(
Dβ
)
ξαSR2
)∣∣∣
h
(0)
αβ
=h˚αβ
(D.13)
= D˚β
(
δgξSR1
(
D˚α
)
ξβSR2
)
+ D˚β
(
δgξSR1
(
D˚β
)
ξαSR2
)
= D˚β
(
(δgξSR1h˚
αγ)D˚γξ
β
SR2
)
+ D˚β
(
(δgξSR1h˚
γβ)D˚γξ
α
SR2
)
+ D˚β
(˚
hαγ(δgξSR1D˚γ)ξ
β
SR2
)
+ D˚β
(˚
hβγ(δgξSR1D˚γ)ξ
α
SR2
)
(D.14)
The first two terms in the above expression can be computed using δgξSR1 h˚
αγ = −
(
D˚αV γ
H
+
27
D˚γV α
H
)
to get
D˚β
(
(δgξSR1h˚
αγ)D˚γξ
β
SR2
)
+ D˚β
(
(δgξSR1h˚
γβ)D˚γξ
α
SR2
)
= −
[
D˚β(D˚
αV γ
H
+ D˚γV α
H
)D˚γW
β
H
+ D˚β(D˚
βV γ
H
+ D˚γV β
H
)D˚γW
α
H
+ (D˚αV γ
H
+ D˚γV αH)D˚βD˚γW
β
H
+ (D˚βV γ
H
+ D˚γV β
H
)D˚βD˚γW
α
H
]
(D.15)
The second term in the above expression can be shown to vanish using 3.26 and 2.16. The
third term can be further simplified using 3.26 and 2.16 to
(D˚αV γ
H
+ D˚γV α
H
)D˚βD˚γW
β
H
= (D˚αV γ
H
+ D˚γV α
H
)R˚βρβγW
ρ
H
= −2WHγ(D˚αV γH + D˚γV αH ) (D.16)
Therefore, D.15 can be written as
D˚β
(
(δgξSR1h˚
αγ)D˚γξ
β
SR2
)
+ D˚β
(
(δgξSR1 h˚
γβ)D˚γξ
α
SR2
)
= −
[
(D˚βV γ
H
+ D˚γV β
H
)D˚βD˚γW
α
H + D˚β(D˚
αV γ
H
+ D˚γV αH)D˚γW
β
H
− 2WHγ(D˚αV γH + D˚γV αH)
]
(D.17)
Now, as we have done previously, the terms in D.17 that will contribute to D.2 can be found
by interchanging V α with W α and ignoring the terms that are same. Finally, the terms that
contribute to D.2 in the above expression can be found to be(
D˚β
(
(δgξSR1h˚
αγ)D˚γξ
β
SR2
)
+ D˚β
(
(δgξSR1 h˚
γβ)D˚γξ
α
SR2
))
non−vanishing
= −D˚βD˚αV γHD˚γW βH + 2WHγ(D˚αV γH + D˚γV αH)− D˚βD˚γW αHD˚βV γH
(D.18)
where, “non-vanishing” denotes the terms that contribute to D.2. Now, let us simplify the
last two terms in D.14.
D˚β
(˚
hαγ(δgξSR1D˚γ)ξ
β
SR2
)
+ D˚β
(˚
hβγ(δgξSR1D˚γ)ξ
α
SR2
)
= D˚β
(˚
hαγ(δgξSR1Γ˚
β
γρ)ξ
ρ
SR2
)
+ D˚β
(˚
hβγ(δgξSR1Γ˚
α
γρ)ξ
ρ
SR2
)
(D.19)
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The variation of Christoffel symbol under Diff(S2) vector field A.5 is
δgξSR1Γ˚
α
βγ =
1
2
(
D˚βD˚γ + D˚γD˚β
)
V α
H
+
1
2
VHβδ
α
γ +
1
2
VHγδ
α
β − h˚βγV αH . (D.20)
Let us denote the first term in the above expression involving two covariant derivatives as
“DD” term, the terms containing delta function as “δ” term and the last term as “h” term.
We can show that, δ term and h term does not contribute to D.19.
The δ piece contribution of D.20 in D.19 can be evaluated as
2D˚β (˚h
αβVHρW
ρ
H
) + D˚β(W
α
H
V β +WHβV α
H
), (D.21)
which will not contribute because of the similar contribution when we interchange V α
H
with
W α
H
when evaluating D.2.
The h piece contribution of D.20 in D.19 can be evaluated similarly as
D˚β(V
β
H
W α
H
+ V α
H
W β
H
), (D.22)
which will also not contribute when we interchange V α
H
with W α
H
. Therefore, we are left with
only the contribution of the “DD” piece which can be written as
D˚β
(˚
hαγ(δgξSR1D˚γ)ξ
β
SR2
)
+ D˚β
(˚
hβγ(δgξSR1D˚γ)ξ
α
SR2
)
=
1
2
D˚β
(˚
hαγW ρ(D˚γD˚ρV
β
H
+ D˚ρD˚γV
β
H
)
)
+
1
2
D˚β
(˚
hβγW ρ
H
(D˚γD˚ρV
α
H
+ D˚ρD˚γV
α
H
)
)
(D.23)
Now, using 2.16 the above expression can be written as
D˚β
(˚
hαγ(δgξSR1D˚γ)ξ
β
SR2
)
+ D˚β
(˚
hβγ(δgξSR1D˚γ)ξ
α
SR2
)
=
1
2
D˚β
(˚
hαγW ρ
H
(2D˚γD˚ρV
β
H
+ R˚βσργV
σ
H)
)
+
1
2
D˚β
(˚
hβγW ρ
H
(2D˚γD˚ρV
α
H + R˚
α
σργV
σ
H)
)
= D˚β
(˚
hαγW ρ
H
D˚γD˚ρV
β
H
)
+ D˚β
(˚
hβγW ρ
H
D˚γD˚ρV
α
H
)
+
1
2
D˚β
(
2˚hαβWHρV
ρ
H
)
− 1
2
D˚β
(
V α
H
W β
H
+W α
H
V β
H
)
(D.24)
Only the first term contributes in the above expression when V α
H
interchanged with W α
H
.
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Therefore, the contribution of D.24 becomes(
D˚β
(˚
hαγ(δgξSR1D˚γ)ξ
β
SR2
)
+ D˚β
(˚
hβγ(δgξSR1D˚γ)ξ
α
SR2
))
non−vanishing
= h˚αγD˚β
(
W ρ
H
D˚γD˚ρV
β
H
)
+ h˚βγD˚β
(
W ρ
H
D˚γD˚ρV
α
H
)
= h˚αγD˚βW
ρ
H
D˚γD˚ρV
β
H
+ h˚βγD˚βW
ρ
H
D˚γD˚ρV
α
H + h˚
αγW ρ
H
[D˚β, D˚γD˚ρ]V
β
H
+ h˚βγW ρ
H
[D˚β , D˚γD˚ρ]V
α
H
+ h˚βγW ρ
H
D˚ρD˚βD˚γV
α
H
= D˚βW
ρ
H
D˚αD˚ρV
β
H
+ D˚γW ρ
H
D˚γD˚ρV
α − 5W ρ
H
D˚αVHρ − 2W ρHD˚ρV αH (D.25)
Finally, adding up D.18 and D.25 and interchanging V α
H
with W α
H
, D.2 evaluates to(
∆˚− 2
)
δgξSR1W
α
H
−
(
∆˚− 2
)
δgξSR2V
α
H
= 2
(
D˚βV γ
H
D˚βD˚γW
α
H − D˚βW γHD˚βD˚γV αH
)
− 2
(
VHγD˚
αW γ
H
−WHγD˚αV γH
)
. (D.26)
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