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In this paper, we establish the existence of at least three classical solutions for the Dirichlet
quasilinear elliptic system⎧⎪⎨
⎪⎩
−(pi − 1)
∣∣u′i(x)∣∣pi−2u′′i (x)
= [λFui (x,u1, . . . ,un) + μGui (x,u1, . . . ,un)]hi(x,u′i), x ∈ (a,b),
ui(a) = ui(b) = 0, for i = 1, . . . ,n.
Our main tool is a recent three critical points theorem of B. Ricceri [A three critical points
theorem revisited, Nonlinear Anal. 70 (2009) 3084–3089].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the problem of the existence of three classical solutions to the quasilinear elliptic system{
−(pi − 1)
∣∣u′i(x)∣∣pi−2u′′i (x) = [λFui (x,u1, . . . ,un) + μGui (x,u1, . . . ,un)]hi(x,u′i), x ∈ (a,b),
ui(a) = ui(b) = 0, for i = 1, . . . ,n,
(1.1)
where pi > 1 for i = 1, . . . ,n, λ > 0 and μ  0 are parameters, a, b ∈ R with a < b, hi : [a,b] × R → [0,∞) is a bounded
and continuous function with mi := inf(x,t)∈[a,b]×R hi(x, t) > 0 for i = 1, . . . ,n, F : [a,b] × Rn → R is a function such that
the mapping (t1, t2, . . . , tn) → F (x, t1, t2, . . . , tn) is in C1 in Rn for all x ∈ [a,b], Fti is continuous in [a,b] × Rn for i =
1, . . . ,n, and F (x,0, . . . ,0) = 0 for all x ∈ [a,b]. Here, Fti denotes the partial derivative of F with respect to ti . Similarly,
G : [a,b] × Rn → R is a function such that (t1, t2, . . . , tn) → G(x, t1, t2, . . . , tn) is in C1 in Rn for all x ∈ [a,b], and Gti is
continuous in [a,b] ×Rn for i = 1, . . . ,n.
By a classical solution of (1.1), we mean a function u = (u1, . . . ,un) such that, for i = 1, . . . ,n, ui ∈ C1[a,b], u′i ∈ AC[a,b],
and ui(t) satisﬁes (1.1) a.e. on [a,b]. We say that a function u = (u1, . . . ,un) ∈ X is a weak solution of (1.1) if
b∫
a
n∑
i=1
( u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)
v ′i(x)dx− λ
b∫
a
n∑
i=1
Fui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx
− μ
b∫
a
n∑
i=1
Gui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx = 0
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J.R. Graef et al. / J. Math. Anal. Appl. 388 (2012) 1268–1278 1269for any v = (v1, . . . , vn) ∈ W 1,p10 ([a,b])× W 1,p20 ([a,b])× · · · × W 1,pn0 ([a,b]). By Lemma 2.2 in Section 2, we see that a weak
solution of (1.1) is indeed a classical solution.
In the last decade or so, many authors applied the variational method to study the existence of multiple solutions
of systems of the form of (1.1) or its variations; see, for example, [1–3,5–11] and the references therein. We note that
the main tools in these cited papers are several critical points theorems due to Averna and Bonanno [1], Bonanno [4],
and Ricceri [12,13]. We also want to point out that, in most of these papers, the nonlinear terms in the differential
equations of the problems studied there do not depend on the derivatives of the unknown functions, i.e., hi(x,u′i) ≡ 1
in (1.1).
In this paper, our goal is to establish some new criteria for system (1.1) to have at least three classical solutions by
applying the following recent critical points theorem due to Ricceri. We let X∗ denote the dual space of X .
Lemma 1.1. (See [13, Theorem 1].) Let X be a real reﬂexive Banach space, I ⊆ R an interval, Φ : X → R a sequentially weakly lower
semicontinuous C1 functional that is bounded on each bounded subset of X and whose derivative admits a continuous inverse on X∗ ,
and let J : X → R be a C1 functional with a compact derivative. Assume that
lim‖x‖→∞
(
Φ(x) + λ J (x))= ∞ (1.2)
for all λ ∈ I , and that there exists ρ ∈ R such that
sup
λ∈I
inf
x∈X
(
Φ(x) + λ( J (x) + ρ))< inf
x∈X supλ∈I
(
Φ(x) + λ( J (x) + ρ)). (1.3)
Then, there exist a non-empty open interval A ⊆ I and a positive real number q with the following property: for every λ ∈ A and every
C1 functional Ψ : X → R with compact derivative, there exists δ > 0 such that, for each μ ∈ [0, δ], the equation
Φ ′(x) + λ J ′(x) + μΨ ′(x) = 0
has at least three solutions in X whose norms are less than q.
The following lemma is Proposition 1.3 in [4] with J replaced by − J ; it is needed to show that the minimax inequality
in Lemma 1.1 holds.
Lemma 1.2. (See [4, Proposition 1.3].) Let X be a non-empty set and Φ and J be two real functions on X. Assume that Φ(u) 0 for
every u ∈ X and there exists u0 ∈ X such that Φ(u0) = J (u0) = 0. Furthermore, assume that there exist w ∈ X and r > 0 such that
Φ(w) > r and
sup
Φ(u)<r
(− J (u))< r− J (w)
Φ(w)
.
Then, for every h > 1 and for every ρ ∈ R satisfying
sup
Φ(u)<r
(− J (u))+ r− J (w)Φ(w) − supΦ(u)<r(− J (u))
h
< ρ < r
− J (w)
Φ(w)
,
we have
sup
λ∈R
inf
u∈X
(
Φ(u) + λ( J (u) + ρ))< inf
u∈X supλ∈[0,υ]
(
Φ(u) + λ( J (u) + ρ)),
where
υ = hr
r− J (u1)
Φ(u1)
− supΦ(u)<r(− J (u))
.
2. Main results
We let X be the Cartesian product of n Sobolev spaces W 1,pi0 ([a,b]), i = 1, . . . ,n, i.e., X =
∏n
i=1 W
1,pi
0 ([a,b]), endowed
with the norm
∥∥(u1,u2, . . . ,un)∥∥= n∑∥∥u′i∥∥pi ,
i=1
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∥∥u′i∥∥pi =
( b∫
a
∣∣u′i(x)∣∣pi dx
)1/pi
, i = 1, . . . ,n.
Since pi > 1 for i = 1, . . . ,n, X is compactly embedded in C([a,b]) × · · · × C([a,b]).
We assume that the following condition holds without further mention:
(H) Either p  2 or p < 2, where p = min{p1, . . . , pn} and p = max{p1, . . . , pn}.
In the sequel, for i = 1, . . . ,n, let
Mi = sup
(x,t)∈[a,b]×R
hi(x, t), M = max{Mi: i = 1, . . . ,n},
and
Hi(x, t) =
t∫
0
( τ∫
0
(pi − 1)|δ|pi−2
hi(x, δ)
dδ
)
dτ for all (x, t) ∈ [a,b] ×R.
Then, M  Mi mi > 0 for each i = 1, . . . ,n.
The following lemma is needed in the proof of our main result (Theorem 2.1 below).
Lemma 2.1. Let T : X → X∗ be the operator deﬁned by
T (u)(v) =
n∑
i=1
b∫
a
( u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)
v ′i(x)dx
for every u = (u1, . . . ,un) and v = (v1, . . . , vn) ∈ X. Then T admits a continuous inverse on X∗ .
Proof. In this proof, we use C1, C2, . . . ,C8 to denote appropriate positive constants, and for any u ∈ X and S ∈ X∗ , we will
write S(u) as 〈S,u〉. Let
Iu1 =
{
i ∈ N: 1 i  n,
b∫
a
∣∣u′i(x)∣∣pi dx 1
}
and
Iu2 =
{
i ∈ N: 1 i  n,
b∫
a
∣∣u′i(x)∣∣pi dx < 1
}
.
Then for any u = (u1, . . . ,un) ∈ X \ {0}, we have
lim‖u‖→∞
〈T (u),u〉
‖u‖ = lim‖u‖→∞
∑n
i=1
∫ b
a (
∫ u′i(x)
0
(pi−1)|τ |pi−2
hi(x,τ )
dτ )u′i(x)dx
‖u‖
 1
M
lim‖u‖→∞
∑n
i=1
∫ b
a (
∫ u′i(x)
0 (pi − 1)|τ |pi−2 dτ )u′i(x)dx
‖u‖
= 1
M
lim‖u‖→∞
∑n
i=1
∫ b
a |u′i(x)|pi dx
‖u‖
 1
M
lim‖u‖→∞
∑
i∈Iu1
∫ b
a |u′i(x)|pi dx
‖u‖
= 1 lim
∑
i∈Iu1 [(
∫ b
a |u′i(x)|pi dx)1/pi ]piM ‖u‖→∞ ‖u‖
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M
lim‖u‖→∞
∑
i∈Iu1 [(
∫ b
a |u′i(x)|pi dx)1/pi ]p
‖u‖
 1
M
lim‖u‖→∞
C1[∑i∈Iu1 (∫ ba |u′i(x)|pi dx)1/pi ]p
‖u‖
= 1
M
lim‖u‖→∞
C1[‖u‖ −∑i∈Iu2 (∫ ba |u′i(x)|pi dx)1/pi ]p
‖u‖
 1
M
lim‖u‖→∞
C1[‖u‖ − n]p
‖u‖ = ∞ since p > 1.
Thus, T is coercive.
Now, for any u = (u1, . . . ,un) ∈ X and v = (v1, . . . , vn) ∈ X , we have
〈
T (u) − T (v),u − v〉= n∑
i=1
b∫
a
( u′i(x)∫
v ′i(x)
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)(
u′i(x) − v ′i(x)
)
dx
 1
M
n∑
i=1
b∫
a
( u′i(x)∫
v ′i(x)
(pi − 1)|τ |pi−2 dτ
)(
u′i(x) − v ′i(x)
)
dx
= 1
M
n∑
i=1
b∫
a
(∣∣u′i(x)∣∣pi−2u′i(x) − ∣∣v ′i(x)∣∣pi−2v ′i(x))(u′i(x) − v ′i(x))dx.
Then, by (2.2) in [14], we see that
〈
T (u) − T (v),u − v〉
⎧⎨
⎩
C2
∑n
i=1
∫ b
a |u′i(x) − v ′i(x)|pi dx, if p  2,
C3
∑n
i=1
∫ b
a
|u′i(x)−v ′i(x)|2
(|u′i(x)|+|v ′i(x)|)2−pi
dx, if p < 2.
(2.1)
If p  2, we let Iu,v = {i ∈ N: 1 i  n and ‖ui − vi‖pi > 0}. Choose K1 > 1 so that K1‖ui − vi‖pi > 1 for i ∈ Iu,v . Then,
C2
n∑
i=1
b∫
a
∣∣u′i(x) − v ′i(x)∣∣pi dx = C2
n∑
i=1
∥∥u′i − v ′i∥∥pipi
= C2
∑
Iu,v
1
K pi1
∥∥K1(u′i − v ′i)∥∥pipi
 C2
K p1
∑
Iu,v
∥∥K1(u′i − v ′i)∥∥ppi

C2K
p
1
K p1
∑
Iu,v
∥∥u′i − v ′i∥∥ppi .
Applying the inequality (q1 + · · · + qn)p  K2(qp1 + · · · + qpn ) gives〈
T (u) − T (v),u − v〉 C4‖u − v‖p .
Hence, T is strictly monotone, and so [16, Theorem 26.A(d)] implies T−1 : X∗ → X exists and is strictly monotone, demi-
continuous, and bounded. We now show that T−1 is continuous. Assume that the operators Ak , A ∈ X∗ satisfy Ak → A in
X∗; we need to show that T−1(Ak) → T−1(A) in X . Let T−1(Ak) = uk and T−1(A) = u. Then uk , u ∈ X , Ak = T (uk), and
A = T (u). Moreover, with w = (w1, . . . ,wn) ∈ X ,
‖Ak − A‖X∗ = sup
‖w‖1
{∣∣(Ak − A)(w)∣∣}
= sup {∣∣(T (uk)− T (u))(w)∣∣}‖w‖1
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{∣∣∣∣∣
n∑
i=1
b∫
a
( (uki )′(x)∫
u′i(x)
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)
w ′i(x)dx
∣∣∣∣∣
}
 1
M
sup
‖w‖1
{∣∣∣∣∣
n∑
i=1
b∫
a
( (uki )′(x)∫
u′i(x)
(pi − 1)|τ |pi−2 dτ
)
w ′i(x)dx
∣∣∣∣∣
}
= 1
M
sup
‖w‖1
{∣∣∣∣∣
n∑
i=1
b∫
a
(∣∣(uki )′(x)∣∣pi−2(uki )′(x) − ∣∣u′i(x)∣∣pi−2u′i(x))w ′i(x)dx
∣∣∣∣∣
}
.
Since ‖Ak − A‖X∗ → 0, then from the above inequality and the variational lemma, it is easy to see that (uk)′ → u′ a.e.
on [a,b]. Thus, from the deﬁnition of the norm, we have that ‖uk‖ → ‖u‖, i.e., T−1(Ak) → T−1(A) in X . This shows the
continuity of T−1.
If p < 2, Hölder’s inequality implies
b∫
a
∣∣u′i(x) − v ′i(x)∣∣pi dx
( b∫
a
|u′i(x) − v ′i(x)|2
(|u′i(x)| + |v ′i(x)|)2−pi
dx
)pi/2( b∫
a
(∣∣u′i(x)∣∣+ ∣∣v ′i(x)∣∣)pi dx
)(2−pi)/2
 C5
( b∫
a
|u′i(x) − v ′i(x)|2
(|u′i(x)| + |v ′i(x)|)2−pi
dx
)pi/2( b∫
a
(∣∣u′i(x)∣∣pi + ∣∣v ′i(x)∣∣pi )dx
)(2−pi)/2
 C6
( b∫
a
|u′i(x) − v ′i(x)|2
(|u′i(x)| + |v ′i(x)|)2−pi
dx
)pi/2(‖u‖ + ‖v‖)(2−pi)pi/2. (2.2)
For convenience, let
p∗ =
{
p, if ‖u‖ + ‖v‖ 1,
p, if ‖u‖ + ‖v‖ < 1.
From (2.1) and (2.2), we have
〈
T (u) − T (v),u − v〉 C7 n∑
i=1
(
∫ b
a |u′i(x) − v ′i(x)|pi dx)2/pi
(‖u‖ + ‖v‖)2−pi
 C7
(‖u‖ + ‖v‖)2−p∗
n∑
i=1
( b∫
a
∣∣u′i(x) − v ′i(x)∣∣pi dx
)2/pi
 C8
(‖u‖ + ‖v‖)2−p∗
(
n∑
i=1
( b∫
a
∣∣u′i(x) − v ′i(x)∣∣pi dx
)1/pi)2
= C8‖u − v‖
2
(‖u‖ + ‖v‖)2−p∗ , (2.3)
and again we see that T is strictly monotone. Again by [16, Theorem 26.A(d)], T−1 exists and is bounded. Now for g1, g2 ∈
X∗ , (2.3) implies
∥∥T−1(g1) − T−1(g2)∥∥ 1
C8
(∥∥T−1(g1)∥∥+ ∥∥T−1(g2)∥∥)2−p∗‖g1 − g2‖X∗ .
Hence, T−1 is locally Lipschitz continuous and hence continuous. This completes the proof of the lemma. 
By standard arguments, we can prove the following result.
Lemma 2.2. A weak solution to (1.1) in X coincides with a classical solution to (1.1).
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b∫
a
n∑
i=1
( u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)
v ′i(x)dx− λ
b∫
a
n∑
i=1
Fui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx
− μ
b∫
a
n∑
i=1
Gui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx = 0 (2.4)
for every (v1, . . . , vn) ∈ W 1,p10 ([a,b]) × W 1,p20 ([a,b]) × · · · × W 1,pn0 ([a,b]). Thus, for i = 1, . . . ,n, the function
ki
(
ui(x)
)=
u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
is weakly differentiable. Recall that, in one dimension, any weakly differentiable function is absolutely continuous, so that its
classical derivative exists almost everywhere, and that the classical derivative coincides with the weak derivative. Moreover,
notice that ki(t) is strictly increasing and uniformly continuous on any compact subset of R. Hence, ui ∈ C1[a,b] and
u′i ∈ AC[a,b]. Integrating (2.4) by parts gives
n∑
i=1
b∫
a
[( u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)′
+ λFui
(
x,u1(x), . . . ,un(x)
)+ μGui (x,u1(x), . . . ,un(x))
]
vi(x)dx = 0.
Thus,
n∑
i=1
b∫
a
[
(pi − 1)|u′i(x)|pi−2u′′i (x)
hi(x,u′i(x))
+ λFui
(
x,u1(x), . . . ,un(x)
)+ μGui (x,u1(x), . . . ,un(x))
]
vi(x)dx = 0,
and so for i = 1, . . . ,n,
(pi − 1)|u′i(x)|pi−2u′′i (x)
hi(x,u′i(x))
+ λFui
(
x,u1(x), . . . ,un(x)
)+ μGui (x,u1(x), . . . ,un(x))= 0
for x ∈ (a,b) a.e., or equivalently, ui(x) satisﬁes the equation in (1.1) a.e. on [a,b]. Therefore, u = (u1, . . . ,un) is a classical
solution to the system (1.1). 
For all γ > 0 we set
Q (γ ) =
{
(t1, . . . , tn) ∈ Rn:
n∑
i=1
|ti|pi
pi
 γ
}
.
Sets of this type will be needed in some of our hypotheses. The main result in this paper is contained in the following
theorem.
Now, we formulate our main result as follows.
Theorem 2.1. Assume that there exist four positive constants α, β , d, and r with α + β < b − a such that
(A1) D1 > r, where
D1 =
n∑
i=1
[ a+α∫
a
Hi
(
x,
d(pi − 1)(x− a)pi−2
αpi−1
)
dx+
b∫
b−β
Hi
(
x,−d(pi − 1)(b − x)
pi−2
β pi−1
)
dx
]
;
(A2) F (x, t1, . . . , tn) 0 for each (x, t1, . . . , tn) ∈ ([a,a + α] ∪ [b − β,b]) × [0,d]n;
(A3) D2 > 0, where
D2 = r
D1
b−β∫
a+α
F (x,d, . . . ,d)dx−
b∫
a
sup
(t1,...,tn)∈Q ( (b−a)p
∗−1 pMr
p )
F (x, t1, . . . , tn)dx2
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p∗ =
{
p if b − a 1,
p if 0 < b − a < 1;
(A4) pM(b−a)
p
p2p
limsup|t1|→∞,...,|tn|→∞
F (x,t1,...,tn)∑n
i=1
|ti |pi
pi
< 1
ζ
uniformly with respect to x ∈ [a,b] for some ζ satisfying ζ > rD2 .
Then, there exist a non-empty open set A ⊆ (0, ζ ) and a real number q > 0 with the following property: for every λ ∈ A, there exists
0 < δ < ∞ depending on G such that, for each μ ∈ [0, δ], the system (1.1) admits at least three classical solutions in X whose norms
in X are less than q.
Proof. Our aim is to apply Lemma 1.1 to our problem. To this end, for each u = (u1, . . . ,un) ∈ X , we let the functionals
Φ, J : X → R be deﬁned by
Φ(u) =
n∑
i=1
b∫
a
Hi
(
x,u′i(x)
)
dx (2.5)
and
J (u) = −
b∫
a
F
(
x,u1(x), . . . ,un(x)
)
dx. (2.6)
Clearly, Φ is bounded on each bounded subset of X and it is well known that Φ and J are well deﬁned and continuously
differentiable functions whose derivatives at the point u = (u1, . . . ,un) ∈ X are the functionals Φ ′(u) and J ′(u) given by
Φ ′(u)(v) =
n∑
i=1
b∫
a
( u′i(x)∫
0
(pi − 1)|τ |pi−2
hi(x, τ )
dτ
)
v ′i(x)dx
and
J ′(u)(v) = −
b∫
a
n∑
i=1
Fui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx
for every v = (v1, . . . , vn) ∈ X .
By Lemma 2.1, Φ ′ has a continuous inverse on X∗ , and since Φ ′ is monotone, Φ is sequentially weakly lower semi-
continuous (see [16, Proposition 25.20]). To show that J ′ : X → X∗ is a compact operator, it suﬃces to show that J ′
is strongly continuous on X . Fix (u1, . . . ,un) ∈ X and let (u1m, . . . ,unm) → (u1, . . . ,un) weakly in X as m → +∞. Then
(u1m, . . . ,unm) converges uniformly to (u1, . . . ,un) on [a,b] as m → +∞ (see [16]). Now since F (x, ., . . . , .) is C1 in Rn for
every x ∈ [a,b], the derivatives of F are continuous in Rn for every x ∈ [0,1], so Fui (x,u1m, . . . ,unm) → Fui (x,u1, . . . ,un)
strongly as m → +∞. Thus, J ′(u1m, . . . ,unm) → J ′(u1, . . . ,un) strongly as m → +∞. Therefore, J ′ is strongly continuous on
X and this implies that J ′ is a compact operator by [16, Proposition 26.2].
Since 0 < hi(x, t) M for i = 1, . . . ,n and (x, t) ∈ [a,b] ×R, from (2.5), we see that for all u = (u1, . . . ,un) ∈ X ,
Φ(u1, . . . ,un)
1
M
n∑
i=1
‖u′i‖pipi
pi
. (2.7)
Moreover, we have (see [15])
max
x∈[a,b]
∣∣ui(x)∣∣ (b − a)
pi−1
pi
2
‖ui‖pi for i = 1, . . . ,n. (2.8)
Then,
max
x∈[a,b]
n∑ |ui(x)|pi
pi
 (b − a)
p∗−1
2p
n∑ ‖u′i‖pipi
pi
for i = 1, . . . ,n.
i=1 i=1
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Φ−1
(
(−∞, r])⊆
{
u = (u1, . . . ,um) ∈ X: max
n∑
i=1
|ui(x)|pi
pi
 (b − a)
p∗−1pMr
2p
for each x ∈ [a,b]
}
.
Therefore,
sup
u∈Φ−1((−∞,r])
(− J (u))
b∫
a
sup
(t1,...,tn)∈Q ( (b−a)p
∗−1 pMr
2p
)
F (x, t1, . . . , tn)dx. (2.9)
By condition (A4), there exist constants γ , η ∈ R with 0 < γ < 1/ζ such that
(b − a)p pM
p2p
F (x, t1, . . . , tn) γ
n∑
i=1
|ti|pi
pi
+ η for all x ∈ [a,b] and (t1, . . . , tn) ∈ Rn.
For any u = (u1, . . . ,un) ∈ X , we have
F
(
x,u1(x), . . . ,un(x)
)

p2p
(b − a)p pM
(
γ
n∑
i=1
|ui|pi
pi
+ η
)
for all x ∈ [a,b]. (2.10)
Thus, for any ﬁxed λ ∈ (0, ζ ), from (2.6)–(2.8) and (2.10), we have
Φ(u) + λ J (u) 1
pM
n∑
i=1
∥∥u′i∥∥pipi − λγ p2
p
(b − a)p pM
n∑
i=1
b∫
a
|ui(x)|pi
pi
− λ p2
p
(b − a)p−1pM η
 1
pM
n∑
i=1
∥∥u′i∥∥pipi − λγ p2
p
(b − a)p pM
(b − a)p
p2p
n∑
i=1
|∥∥u′i∥∥pipi − λ p2
p
(b − a)p−1pM η
= 1
pM
(1− λγ )
n∑
i=1
∥∥u′i∥∥pipi − λ p2
p
(b − a)p−1pM η
 1
pM
(1− ζγ )
n∑
i=1
∥∥u′i∥∥pipi − λ p2
p
(b − a)p−1pM η.
Therefore,
lim‖u‖→∞
(
Φ(u) + λ J (u))= ∞,
so condition (1.2) in Lemma 1.1 holds.
In order to check the minimax inequality (1.3) in Lemma 1.1, we make use of Lemma 1.2. To this end, we see that the
required hypothesis Φ(w) > r follows from (A1) and (2.5) by choosing w = (w1, . . . ,wn) with
wi(x) =
⎧⎪⎨
⎪⎩
1
αpi−1 d(x− a)pi−1, if a x < a + α,
d, if a + α  x b − β,
1
β pi−1 d(b − x)pi−1, if b − β < x b,
(2.11)
for i = 1, . . . ,n. By choosing u0 = (0, . . . ,0), we see that Φ(u0) = J (u0) = 0, which is another condition in Lemma 1.2. Since
0 wi(x) d for each x ∈ [a,b] and i = 1, . . . ,n, the condition (A2) implies that
a+α∫
a
F
(
x,
1
αp1−1
d(x− a)p1−1, . . . , 1
αpn−1
d(x− a)pn−1
)
dx
+
b∫
b−β
F
(
x,
1
β p1−1
d(b − x)p1−1, . . . , 1
β pn−1
d(b − x)pn−1
)
dx 0.
Then, from (A3) and (2.9), it follows that
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u∈Φ−1((−∞,r])
(− J (u))
b∫
a
sup
(t1,...,tn)∈Q ( (b−a)p
∗−1 pMr
2p
)
F (x, t1, . . . , tn)dx
< r
∫ b−β
a+α F (x,d, . . . ,d)dx
D1
 r
∫ b
a F (x,w(x))dx
D1
= r− J (w)
Φ(w)
. (2.12)
All the hypotheses of Lemma 1.2 are now satisﬁed.
Since ζ > r/D2, we can ﬁx 1 < h <
ζ D2
r and ρ such that
sup
u∈Φ−1((−∞,r))
(− J (u))+ r− J (w)Φ(w) − supΦ(u)<r(− J (u))
h
< ρ < r
− J (w)
Φ(w)
.
Then, by Lemma 1.2, we have
sup
λ∈R
inf
u∈X
(
Φ(u) + λ( J (u) + ρ))< inf
u∈X supλ∈[0,υ]
(
Φ(u) + λ( J (u) + ρ)),
where
υ = hr
r− J (u1)
Φ(u1)
− supΦ(u)<r(− J (u))
, (2.13)
i.e., condition (1.3) in Lemma 1.1 holds. From (2.12) and (2.13), it is easy to see that ζ > hr/D2 > υ . In addition, since
G : [a,b] ×Rn → R is continuous in [a,b] for all (t1, . . . , tn) ∈ Rn and is C1 in Rn for every x ∈ [a,b], the functional
Ψ (u) = −
b∫
a
G
(
x,u1(x), . . . ,un(x)
)
dx
is well deﬁned and continuously Gâteaux differentiable on X with a compact derivative, and
Ψ ′(u)(v) = −
b∫
a
n∑
i=1
Gui
(
x,u1(x), . . . ,un(x)
)
vi(x)dx
for all v ∈ X . Thus, all the hypotheses of Lemma 2.1 are satisﬁed. Notice that the solutions of the equation Φ ′(u1, . . . ,un) +
λ J ′(u1, . . . ,un) + μΨ ′(un, . . . ,un) = 0 are exactly the weak solutions of (1.1), so by Lemma 2.2, the conclusion follows from
Lemma 1.1. 
As an application of Theorem 2.1, we consider the problem{
−(p − 1)∣∣u′(x)∣∣p−2u′′(x) = [λ f (u) + μg(u)]h(u′), x ∈ (a,b),
u(a) = u(b) = 0, (2.14)
where p > 1, λ, μ > 0 are parameters, f , g : R → R are continuous functions, and h : R → [0,∞) is a bounded and contin-
uous function with m := inft∈R h(t) > 0.
Let
M = sup
t∈R
h(t), F (t) =
t∫
0
f (x)dx,
and
H(t) =
t∫ ( τ∫
(p − 1)|δ|p−2
h(δ)
dδ
)
dτ for all t ∈ R.0 0
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W (γ ) = {t ∈ R: |t|p  pγ }.
The following corollary is an immediate consequence of Theorem 2.1.
Corollary 2.1. Assume that there exist four positive constants α, β , d, and r with α + β < b − a such that
(B1) E1 :=
∫ a+α
a H(
d(p−1)(x−a)p−2
αp−1 )dx+
∫ b
b−β H(− d(p−1)(b−x)
p−2
β p−1 )dx > r;
(B2) F (t) 0 for each t ∈ [0,d];
(B3) E2 := rE1 (b − a − α − β)F (d) − (b − a) supt∈W ( (b−a)p−1 pMr
2p
)
F (t) > 0;
(B4) pM(b−a)
p
p2p limsup|t|→∞
pF (t)
|t|p <
1
ζ
for some ζ satisfying ζ > rE2 .
Then, there exist a non-empty open set A ⊆ (0, ζ ) and a real number q > 0 with the following property: for every λ ∈ A, there exists
0 < δ < ∞ depending on G such that, for eachμ ∈ [0, δ], the problem (2.14) admits at least three classical solutions in X whose norms
in X are less than q.
We conclude this paper with the following example.
Example 2.1. Let
f (x) =
⎧⎨
⎩
1, if t < 1/5,
2400(t − 15 ) + 1, if 1/5 t  6/5,
2401, if t > 6/5,
and
h(t) =
⎧⎪⎨
⎪⎩
1, if t < 0,
1
t+1 , if 0 t  1,
1
2 , if t > 1.
Then, f ,h : R → [0,∞) are continuous functions, and h is bounded with
m = inf
t∈Rh(t) = 1/2 > 0 and M = supt∈R h(t) = 1.
Consider the problem{−u′′ = [λ f (u) + μg(u)]h(u′), x ∈ (0,1),
u(0) = u(1) = 0, (2.15)
where λ, μ > 0 are parameters and g : R → R is an arbitrary continuous function.
We claim that, for any ζ > 7/4, there exist a non-empty open set A ⊆ (0, ζ ) and a real number q > 0 with the following
property: for every λ ∈ A, there exists 0 < δ < ∞ depending on g such that, for each μ ∈ [0, δ], the problem (2.15) admits
at least three classical solutions in X whose norms in X are less than q.
In fact, with p = 2, a = 0, and b = 1, (2.15) if of the form (2.14). Choose α = β = 1/4, r = 1/25, and d = 1/4. Clearly,
α + β < b − a. By simple calculations, we see that
H(t) =
⎧⎪⎪⎨
⎪⎪⎩
t2
2 , if t < 0,
t3
6 + t
2
2 , if 0 t  1,
t2 − 12 t + 16 , if t > 1,
F (t) =
⎧⎨
⎩
t, if t < 1/5,
1200(t − 15 )2 + t, if 1/5 t  6/5,
2401t − 1680, if t > 6/5,
and
W
(
(b − a)p−1pMr
p
)
= W (r/2) = {t ∈ R: t2  1/25}.2
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E1 =
a+α∫
a
H
(
d(p − 1)(x− a)p−2
αp−1
)
dx+
b∫
b−β
H
(
−d(p − 1)(b − x)
p−2
β p−1
)
dx
=
1/4∫
0
H(4d)dx+
1∫
3/4
H(−4d)dx
= 1
4
(
H(1) + H(−1))= 7
24
>
1
25
= r,
i.e., (B1) holds. Obviously, (B2) holds. Moreover, we have
E2 = r
E1
(b − a − α − β)F (d) − (b − a) sup
t∈W (r/2)
F (t)
= 12
175
F (1/4) − F (1/5)
= 12
175
· 13
4
− 1
5
= 4
175
> 0,
i.e., (B3) holds. Since
limsup
|t|→∞
pF (t)
|t|p = limsup|t|→∞
2F (t)
t2
= 0,
we see that (B4) holds for any ζ > r/E2. Note that r/E2 = 7/4. Then, the claim readily follows from Corollary 2.1.
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