A display processing system is a chain of video processing algorithms that converts the input video to the display format. Final image quality is equally determined by the display characteristics, and by these video processing algorithms, of which the paper presents an overview.
,QWURGXFWLRQ
A display system converts a video signal into visible images, i.e. converts a time varying voltage to space-time depending light. The input of this system receives video in a specific format, and the output produces light in a, possibly different, display format. Cathode Ray Tubes (CRTs) can adapt the display format to have identical parameters as the input video format. However, with the growing number of video formats, and the introduction of new display types such as Liquid Crystal Displays (LCDs) and Plasma Display Panels (PDPs), this is no longer possible. Therefore, efficient and high quality format conversions are necessary. This paper will deal with the entire conversion chain from source to display. We compile a list of relevant display and video signal properties, and introduce the conversion algorithms. We show that:
• Final image quality is determined by the characteristics of the display and by the format conversion algorithms.
•
Taking into account the specific combination of characteristics of the display when designing the processing chain, can further increase image quality.
Artifacts can appear on moving images when the temporal characteristics of display and source differ. Motion estimation and compensation can reduce these artifacts. 9LGHR DQG GLVSOD\ IRUPDWV Figure 1 shows an example of a processing chain. A number of conversions transform the signal from the input format to the display format. The conversions in the chain are related to the characteristics of video and display formats, which we divide in two main groups: color and tone format, and spatio-temporal scanning format.
)URP VLJQDO WR OLJKW FRORU DQG WRQH IRUPDW
A video signal conveys the information about the light intensity of the received image, as a function of space and time:
The registration process (camera) and the reproduction process (display) can be characterized in a similar way, since they are basically each others inverse. The light of the original scene is converted to a video signal (voltage) at the camera. The display converts the video signal (driving voltage) back to light again. This process determines the color and tone format, which is described by three main properties: Electro-optic transfer, color space and quantization. The conversion between voltage and light is described by the electro-optic transfer characteristic:
, Figure 2) , the spatial and temporal addressing can be separated: the video signal represents a sequence of images, each described by the spatial addressing format: number of pixels in horizontal and vertical direction. The number of images per second determines the temporal addressing format. In interlaced formats, however, spatial and temporal addressing are mixed. To reduce transmission bandwidth without sacrificing resolution, the lines in each frame are not addressed sequentially, but (odd/even) lines are addressed in separate fields [3] (Figure 2 ). Interlaced formats are very useful in transmission, but not all display types can profit from interlace. For CRTs, the interlacing procedure can increase resolution at a given bandwidth, but this does not apply for matrix displays (LCD, PDP) because these have a fixed spatial addressing format. This is one of the reasons that matrix displays , are addressed in a progressive format.
9LGHR DQG GLVSOD\ SURFHVVLQJ
For a given video and display format, we can list the properties and define the processing chain. Wherever the source format and the display format differ, a conversion is required. Figure 1 shows a PAL to PDP chain, to illustrate the process.
The conversion chain is simple when a display has largely the same parameters as the source. A CRT can adapt the addressing format over a broad range, but matrix displays cannot. Therefore, a matrix display system has to incorporate at least simple versions of each type of conversion.
The algorithms for most of these conversions are well known [4] .
Moreover, different quality and cost alternatives exist for each type. We only give a short overview, listed according to the video and display properties mentioned above.
Electro-optic transfer conversion, or 'gamma' correction, is a non-linear point-to-point operation, usually implemented with a look-up table. Incorrect gamma correction will lead to errors in the displayed intermediate tones, where typically, images will appear too bright/soft or too dark/hard.
Color space conversion is in essence a change of vector basis in 3D color space: a 3x3 matrix multiplication [2] . Note that color space transformations between different sets of primaries, e.g. from camera to display, are calculated from 'linear' light signals, while color transformations from and to Y'/C are usually defined on the gamma-corrected video signal.
Quantization is in its simplest form a rounding to the nearest available gray level. In case the number of gray levels decreases, 'contouring' artifacts can appear. More sophisticated techniques to convert between quantization scales, referred to as 'halftoning ' [5] , can decrease the visibility of these artifacts, as shown in Figure 3 .
Changing the spatial addressing format is known as spatial scaling, or sample-rate conversion, and requires 1D or 2D filtering, decimation and interpolation. This can be implemented efficiently and with high quality using polyphase filters [4] (Figure 4 ). Because matrix displays have a fixed spatial addressing format, scaling is one of the basic functions in a display processing system . Frame rate conversion is the temporal form of sample-rate conversion, but it is quite different from spatial scaling. The change in temporal format can cause artifacts on moving objects ( Figure 5 ). Motion estimation and compensation are required to improve the quality of frames calculated in between originals [4].
The common change of interlace factor, i.e. from an interlaced to a progressive format, is called 'de-interlacing'. Since matrix displays are almost always addressed progressively, de-interlacing
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is a crucial function in any display processing system. Moreover, good quality vertical scaling is not possible on an interlaced signal, so de-interlacing is required. The challenge for a de-interlacer, is to fill in the missing lines in each field. Simple methods just copy pixels from neighbouring lines or fields, but this will give serious 'staircase' or 'feathering' artifacts, illustrated in Figure 5 , on moving objects. More advanced methods adapt to the motion, or to the orientation of edges in the image, and the best performing methods use motion estimation and compensation to predict the missing lines from neighboring fields [3] .
Although image quality depends on the display properties such as contrast, color gamut, and resolution, format conversions are, within the 'envelope' of the display properties, equally important for the final image quality.
'LVSOD\ VSHFLILF SURFHVVLQJ
In practice, display processing is not as easily functionally separated as in the simple chain shown above. A specific combination of properties of the display may require special attention, or even demand special processing algorithms. In the following sections, we will give some examples.
&RORU DQG DGGUHVVLQJ
In matrix displays, the individual primary colors are usually not generated at the same point in time and space. Two common methods to synthesize color, are spatial color mixing and temporal color mixing.
In spatial color mixing, each pixel consists of three separate color subpixels at different positions. Subpixels can be realized with color filters (LCDs), or different phosphors (PDP). Above a certain viewing distance, or resolution, the eye cannot resolve the individual subpixels, and they blend together into one color. However, this mixes the spatial addressing and the color space. Each primary color has a different sampling grid, which can be taken into account in the scaling operation: subpixel scaling [6] . Neglecting the different sampling positions leads to a mispositioning of the colors, i.e. to a 'convergence' error. This can lead to (mild) color errors, or jagged edges, for which subpixel scaling compensates. Moreover, subpixel scaling can actually increase the perceived resolution of the display, as illlustrated in Figure 6 , because each subpixel can contribute to the luminance of a higher resolution image. However, due to the different sampling grids of the color components, subpixel scaling can also introduce color (aliasing) artifacts that can be more serious than the 'convergence' errors. Therefore, the scaling filters must be designed carefully to optimize the trade-off between resolution and color aliasing.
Temporal color mixing, also called 'color sequential display', uses no spatial subpixels. Instead, separate red, green and blue subfields are shown in sequence (Figure 7 ). When the (sub)field rate is high enough, the eye cannot resolve the individual subfields, and they are blended together into one color. Now, the temporal addressing and the color space are mixed. Each primary color has a different temporal sampling grid, which can be taken into account in the frame rate conversion just as with spatial scaling to reduce artifacts. However, these artifacts are of a very different nature than those in the spatial case. The mismatch in temporal position is only visible when the eye moves relative to the display, which will happen when the eye tracks moving objects. This principle is well understood, see e.g. [7] for an overview, and it is important for all displays that reproduce intensities at a different time than intended, i.e. where the temporal characteristics of display and source format differ. In the following section we use the color sequential example to further explain this principle, in the space-time domain. See for example [8] for a similar explanation in the frequency domain, and [9] for more examples.
0RWLRQ DUWLIDFWV DQG WHPSRUDO DGGUHVVLQJ
The intensity of an object that moves with velocity Y & will, even if it was originally static (
In order to clearly perceive the image, the viewer tracks the motion, such that the image on the retina is as static as possible:
This works fine in real scenes and on an ideal display, but not on e.g. a color sequential display. There, the color subfields are shifted in time by 1/3 of the frame period T:
When the moving image is tracked by the viewer, the resulting image on the retina is, as illustrated in the upper part of Figure 7 :
The three separate fields are not seen at the same position, but are shifted over a distance proportional to the velocity:
. If the objects would be displayed at the correct position at the given time, they would be perceived correctly after eye-tracking, as shown in the lower part of Figure 7 . These motion artifacts are quite common. Any display that has a different temporal addressing format than the input video , will show artifacts on moving images [7, 9] . Therefore, the differences must be minimized by, either modifying the display, or by converting the video by applying motion estimation and motion compensation [4, 9] to display the objects at the correct position in space and time. A very peculiar case is found in PDPs. There, temporal addressing is mixed with the electro-optic effect. PDPs use subfields with different intensities to generate gray values. When the eye moves, these subfields will be displaced in space, leading to very annoying contouring artifacts (Figure 8 ). These can be reduced by modifying the display, i.e. changing the subfield distribution. The display processing alternative is subfield motion compensation [10] . However, a subfield-pixel cannot be ignited at non-integer positions, nor with a modified intensity. But, as Figure 8 shows, the motion can demand this. Therefore, subfields cannot simply be shifted to the desired position, but for each subpixel in each subfield, the algorithm must decide whether to ignite it or not.
6SDWLRWHPSRUDO DSHUWXUHV
The previously introduced addressing formats are related to the discrete nature of the scanned, 'video' signal. However, after the electro-optic transfer, we have a physical light emission. This is not discrete: the emission extends over more than just the sampling point. In fact, for good reconstruction of the original image, pixels should not be infinitely small, since the pixel structure would then be more visible in flat areas. But pixels that are too large will reduce the resolution. The pixel aperture, spatial addressing format and color subpixel arrangement [6] , define a spatial modulation transfer function (MTF). This MTF is a measure for the effective resolution, i.e. the level of detail the display can reproduce. In the temporal dimension, light emission can also not be infinitely small (although CRTs come close), and just like in the spatial case, the temporal aperture defines a temporal MTF. When the frame rate is below a certain threshold, temporal apertures should be large to avoid flicker [8] . On the other hand, they should be as small as possible to reproduce sharp moving images. Figure 9 and [7, 8, 9, 11, 12] explain this. This effect is another example where the display reproduces an intensity at a different time than intended. And not surprisingly, here it will also lead to artifacts when there is motion and eye tracking. In this case, the purely temporal aperture becomes a spatial aperture. This spatial aperture, i.e. a low-pass filter, causes a blurring in the direction of motion, that increases with speed. This motion blur can be reduced by decreasing the extent of the temporal aperture, in the first place by applying 'overdrive' and faster materials [11] . However, the sample-and-hold aperture will remain, for which further modifications, e.g. a scanning backlight [7, 12] , are required. As an alternative to these modifications, we can also correct for the effect of the aperture with a video processing method that uses motion estimation and compensation: 'Motion Compensated Inverse Filtering' [8, 11] .
Strictly speaking, this is not a format conversion. However, it is a form of display processing, and a 'temporal aperture correction' can increase image quality significantly. &RQFOXVLRQV
Final image quality is determined by the characteristics of the display and by the format conversion algorithms in the video and display processing chain. Image quality can be increased further, by taking into account the specific combination of characteristics of the display when designing these algorithms. Particularly, artifacts can appear on moving images, when the temporal characteristics of display and source differ. These artifacts are reduced by applying motion estimation and compensation techniques. Display technology developments can therefore not be seen independently from advances in signal processing. 
