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Abstract 
In this paper, we suggest a new neural network architecture for vanishing point detection in 
images. The key element is the use of the direct and transposed Fast Hough Transforms separated 
by convolutional layer blocks with activation functions. It allows us to get the answer in the coordi-
nates of the input image at the output of the network and thus to calculate the coordinates of the 
vanishing point by simply selecting the maximum. The use of integral operators enables the neural 
network to rely on global rectilinear features in the image, and so it is ideal for detecting vanishing 
points. To demonstrate the effectiveness of the proposed architecture, we use a set of images from 
a DVR and show its superiority over existing methods. Note, in addition, that the proposed neural 
network architecture essentially repeats the process of direct and back projection used, for example, 
in computed tomography. 
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Introduction 
The vanishing point (VP) is the intersection point of 
2D projections of straight lines that are parallel in 3D 
space. In the field of computer vision, the problem of VP 
detection regularly arises in a great number of applications. 
It includes an analysis of both 2D and 3D scenes using im-
ages obtained by various types of cameras. In the 2D case, 
for example, we encounter all kinds of flat objects, such as 
documents with text (ID cards, bank cards, scanned pages, 
etc.). The current solution, in this case, begins with search-
ing for the rectangle of the object [1] followed by straight-
ening [2] for further recognition. The problem is that it is 
not always possible to find the rectangle because it may be 
beyond the edges of the image, merged with the back-
ground or obscured by other objects. There is an alterna-
tive group of methods that solve this problem using VP 
detection. In the case of a 3D scene, the detection of van-
ishing points is necessary to find objects, to assess their 
orientation or the orientation of the camera [3]. An exam-
ple is shown in Figure 1. The vanishing point there (V in 
Figure) is the intersection point of the road edges. Similar 
images are used in this paper for VP detection. 
  
Fig.1. Vanishing point 
The classical approach to VP detection is presented in 
the work of Stephen Barnard [4]. The author uses a Gauss-
ian sphere located in the optical center of the camera. Each 
point in the image corresponds to a point on the sphere, 
which is regarded as a radius vector. In this way, we can 
get mappings of infinitely distant points into a finite space 
and process them using conventional methods. In this case, 
the radius vector of an infinitely distant point will have the 
zero coordinate z  . To find vanishing points, it is neces-
sary to find the intersection points of all the lines in the 
image, and then to combine them into clusters. All the lines 
belonging to the same cluster represent a bunch of parallel 
straight lines in a certain perspective. For example, in [5], 
the authors propose to find the baselines of a text and the 
inclination angle of the characters using clusters of points 
on the Gaussian sphere. The main problem of the method 
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is that the detection of straight lines is not so simple in im-
ages of natural scenes. 
Another approach to VP detection is based on finding 
the intersection point of lines in the image. The following 
model is used to describe it: Let   ,    1...iP p i n= =  be 
straight lines on flat images representing parallel lines in 
space. The line ip  is described by a linear equation: 
 ( ){ } ,  |i i i ip x y a x b y c= + =   (1) 
Thus, the vanishing point ( , )V x y  is an approximate 
solution to the system of linear equations 1 because there 
may not be an exact solution (when, for example, there are 
more than two straight lines and there is no unique inter-
section point). To find the VP using this model, we need 
to find straight lines in the image. A standard approach to 
finding them is to use the Hough Transform (HT). The pa-
per [6] demonstrates various possible applications of such 
algorithms. 
In [7], the author uses this algorithm to detect three 
vanishing points, but he notes that his method works only 
when applied to good synthetic data. The authors of [8] 
search for the VP successively applying two Hough trans-
forms, but this method is very unstable to noise and the 
presence of outliers. A specific application of the Hough 
Transform for camera calibration is presented in [9]. The 
authors do not use information about camera parameters, 
but instead, transform the image of a chessboard because 
it contains a set of contrasting orthogonal lines that are 
easy to detect. 
Recent papers show that artificial neural networks be-
gan to be used in VP detection. For example, [10] contains 
a solution to the problem of finding a vanishing point in 
images of road views using convolutional/fully connected 
neural network architectures with a large number of learn-
ing parameters (AlexNet, VGG). It also can be seen there 
that the method shows a low quality of work on images 
other than images from the training sample. Another appli-
cation of convolutional neural networks in a similar prob-
lem is proposed in [11]. The authors trained the network to 
detect the horizon lines in the image. However, the use of 
these architectures for such tasks contains one serious 
problem: in the general case, the problem of the vanishing 
point detection cannot be solved only on local features, as 
it is done in fully convolutional networks, and the applica-
tion of fully connected layers to the whole picture typically 
adds a huge number of learning parameters and signifi-
cantly increases the amount of data required for training. 
In this paper, we propose the architecture of a neural 
network, which is a combination of convolutional layers, 
of the Fast Hough Transform (FHT), and of a transposed 
HT, which will enable the neural network to use not only 
local (as is the case with fully convolutional neural net-
works), but also global features. The interpretation of the 
network response will be reduced to a simple choice of the 
maximum owing to the use of the transposed HT. The ef-
fectiveness of the proposed approach will be demonstrated 
based on the task of the VP detection on road images taken 
from DVRs. 
1. The proposed approach 
The simplified idea of using a combination of the FHT 
and the transposed HT is shown in Figure 2. As an exam-
ple, we took image 2a containing three lines with a com-
mon intersection point and a fourth line lying separately. 
Image 2b is the result of applying the FHT; it shows four 
blurry points, one for each straight line in the original im-
age. The result of applying the transposed HT for a set of 
mostly horizontal lines to image 2b is shown in image 2c. 
The brightest point corresponds to the line on which the 
most points of the image 2b lie. 
 
a)  b)  c)  
d)  e)  f)  
Fig.2. Hough Transform for vanishing point 
Here we did not include the results of the transfor-
mation along vertical lines because they did not provide 
any useful information in this case (there are only mostly 
horizontal lines in the image). 
But applying the direct and transposed HT to natural 
images does not simplify the task of the vanishing point 
detection (see 2d, 2e, 2f). An additional non-trivial image 
filtering is required in this case at each of the steps (as well 
as filtering the features of lines with certain inclination an-
gles in the first case), which in our method will be done by 
blocks of convolutional layers. The paper [12] shows that 
the detection of straight lines by means of the HT with non-
ideal data and the presence of overshoots implies the use 
of window operations. In addition, such a network will be 
able to rely not only on intensities along rectilinear objects 
but also on more complex nonlinear statistics. Although 
there are studies where the Hough transform is used in con-
junction with neural networks, for example, as described 
in the paper [13], we failed to find any references to learn-
ing through it. 
It is expected that the output of the last convolutional 
layer will produce an image containing bright points at po-
sitions related to vanishing points in the input image. There 
are several options for further actions. For example, the 
image can be covered with a grid of arbitrary size, and the 
softmax classifier can be trained to “recognize” the cell 
that contains the desired vanishing point, as it is done in 
[14]. Alternatively, we can construct an estimate of each 
point ( , )x y  of the original image, which denotes the prob-
ability that it is a vanishing point. But in our case, the pixel 
with the maximum brightness value at the output of the last 
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convolutional layer will correspond to the vanishing point 
in the original image. 
2. Basic units 
Neural network layers 
An artificial neural network is an information pro-
cessing paradigm built from the model of biological neural 
network functioning. It was first introduced in 1943 by 
Warren McCulloch and Walter Pitts [15]. The network is 
based on a set of connected units called artificial neurons. 
The neurons are combined into layers of various types, 
which can perform different kinds of transformations of 
input data. 
The neural networks with convolutional layers (convo-
lutional neural networks) have been used since 1980 [16]; 
they have been developing rapidly since then and are cur-
rently one of the most popular and powerful image analy-
sis tools. The input and output data of convolutional neural 
networks are images. A convolutional layer consists of a 
set of filters, each of which has its kernel. The filters are 
applied to different image areas spaced with a predeter-
mined interval, for which reason convolutional layers are 
much less likely to be overfitted than fully connected ones, 
which ensures a better generalizing ability. The main 
drawback of convolutional neural networks is their high 
consumption of computational time resources, but numer-
ous methods have already been developed to solve this 
problem from concurrent recognition on the GPU and CPU 
using fixed-point arithmetic [17] to the tensor decomposi-
tion of filters [18]. 
Fast Hough Transform 
The Hough transform is a linear transform [19] that as-
sociates each straight line in the input image with a point 
in the output image. The result is the space 2H R⊂  . The 
point ( ),s Hα ∈  contains the sum of the pixel intensities 
of the input image I  along a line l  where s is the distance 
from the line to the origin and α  is the angle between the 
line and the positive direction of the abscissa axis on I . 
That is, ( )( ) { |,  , }  l s x y s xcos ysinα = = α + α . 
 ( ) ( )
( , ) ( , )
,  , .
x y l s
H s I x y
∈ α
α = ∑   (2) 
The computational complexity of the classical algo-
rithm ( )
3O n
. This paper uses the Fast Hough Transform 
[6] to save processing time. This version of the algorithm 
is faster due to the use of self-similar patterns for integra-
tion along straight lines with the calculation of partial 
sums. It is important to note that such recursive patterns 
approximate real lines in images with an accuracy suffi-
cient for most problems [20, 21]. The computational com-
plexity of the Fast Hough Transform is 
( )( )2O log n n . 
Transposed Hough Transform 
The Fast Hough Transform can also be represented as 
the action of a linear operator 
 ,h Wx=   (3) 
where x  is the original picture written row-wise as a col-
umn vector, h  is its Hough image, and each element ij
w
 
of the matrix W  denotes [ ]x j  belonging to the straight 
line that corresponds to [ ]h i . Then the transposed Hough 
Transform can be represented as 
 ,Twx W h=  (4) 
where wx  is the column vector of the original image x . 
The transform has been used in this form in computed 
tomography to solve the reconstruction problem. 
There are different types of parameters that can define 
a straight line [22]. It was proved that for some line param-
eterization, the matrix of the FHT operator is symmetric 
[23], which allows calculating both the direct and trans-
posed transform in 
( )( )2O log n n . We use in this paper 
the projection operator explicitly, which ensures independ-
ence from the parameterization of the Hough space. 
 
Fig.3. Images examples 
The Hough transform as a neural network layer 
To train a neural network to detect lines and vanishing 
points, it is necessary to calculate the FHT inside the neu-
ral network. Our first implementation was based on the 
idea that both the classical and fast Hough transform can 
be calculated using an untrainable fully connected layer 
with pre-calculated weights. This approach makes it pos-
sible to use standard training tools without any changes. 
The main disadvantage of this method is that it requires 
( )2O n  memory, where n is the length of the input vector. 
Another problem is that the weight matrix contains many 
zero values, which indicates unnecessary time costs. 
For this reason, the next step was the implementation 
of a new FHT layer, which simply calculates the transfor-
mation inside the neural network. Since learning layers are 
located before the FHT layer, it was necessary to imple-
ment the backpropagation of the gradient for it. We used 
the FHT for forward propagation and equation (5) for 
backpropagation, which corresponds to the transposed 
Hough Transform. The equation was obtained numeri-
cally. 
 ( ) ( )
( ) ( , ),
,  , ,H
s l x y
I x y H s
α ∈
= α∑   (5) 
where HI   is the transposed Hough transform and 
( ){ }| ,  xyl s s xcos ysin= α = α + α  is the set of Hough-
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parameters of all lines passing through the point ( ),x y  in 
the space of the image. 
3. Experiments 
We used data from [10] for a numerical experiment. 
This dataset consists of frames of records from DVRs of 
cars, buses, or trucks found on YouTube and made in trav-
eling around America. The frame size was 300×300 pixels. 
There were 9972 images in total, which were randomly di-
vided into a training sample (8974 images) and a test sam-
ple (998 images). Examples of the images are shown in 
Figure 3. To estimate the error, we used the method also 
proposed by the author of the dataset. Each image was cov-
ered with 10×10, 20×20, and 30×30 grids, and the answer 
was considered correct if the resultant vanishing point fell 
into a cell with the correct answer. 
At first, we tried to use the proposed AlexNet architec-
ture but later realized that the declared quality can be 
achieved with a simpler architecture of the neural network. 
The convolutional network architecture consisted of four 
convolutional layers and one fully connected layer. And 
the input images had to be resized to 227×227 pixels as 
required by the original architecture. The main difference 
between our base architecture and AlexNet is that it has a 
smaller number of convolution kernels and just one fully 
connected layer. 
The detailed description of the basic architecture is pre-
sented in Table 1. The network with a new architecture was 
trained after training the core network. The innovation was 
training through the layers of the direct and transposed 
FHT, which we added between the layers of convolutions. 
Moreover, we removed the fully connected layer and 
searched instead for the pixel with the maximum bright-
ness value in the output image because the image remained 
in the original coordinates after the application of the direct 
and transposed FHT. The description of the proposed ar-
chitecture is presented in Table 2. Padding layers were 
used before applying the FHT and transposed HT to com-
pensate for the reduction in image size due to the use of 
convolutional layers without padding. Thus, just a “frame” 
of zero values around the picture was created in these lay-
ers. 
The total number of learning coefficients in the basic 
architecture was 170967, 516576, and 1092576 for grids 
of 10×10, 20×20, and 30×30, respectively, while the new 
network had 25309 learning coefficients regardless of the 
grid size. It should be noted that we used a heavily modi-
fied version of cuda-convnet for training the networks 
[24]. In the proposed architecture, a hyperbolic tangent 
was chosen as an activation function for convolutional lay-
ers and the function (6) for layers following the direct and 
transposed FHT. 
 [ , ]
| |
a
a
xrf a b
b x
=
+
  (6) 
It was found empirically that this kind of function qual-
itatively improves the network convergence. We assume 
that the presence of an inflection point at zero plays the 
role of an amplifier of local extrema on Hough images, but 
this issue requires additional research. 
Table 1. Base architecture 
# Type Parameters Activation function 
1 Convolutional 
32 filters 11×11, 
no padding, stride 
4×4  
relu 
2 Convolutional 
32 filters 5×5, 
padding 2×2, 
stride 1×1 
relu  
3 Convolutional 
32 filters 3×3, 
padding 1×1, 
stride 1×1 
relu 
4 Convolutional 
32 filters 3×3, 
padding 1×1, 
stride 1×1 
relu 
5 Fully-connected  - 
6 Softmax  - 
Table 2. Improved architecture 
# Type Parameters Activation function 
1 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
2 Convolutional 12 filters 5×5, no padding, stride 3×3 tanh 
3 Convolutional 12 filters 3×3, no padding, stride 1×1 tanh 
4 Convolutional 12 filters 3×3, no padding, stride 1×1 tanh 
5 Padding 4×4 - 
6 FHT  rf[3,1] 
7 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
8 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
9 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
10 Padding 6×6 - 
11 Transposed HT  rf[3,1] 
12 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
13 Convolutional 12 filters 5×5, no padding, stride 1×1  tanh 
14 Convolutional 12 filters 5×5, no padding, stride 1×1  rf[2,1] 
 
4. Results 
As a result of this study, an improved algorithm of 
training the convolutional neural network through the 
Hough transform layers was implemented. Although this 
type of layer can be expressed with fully connected and 
theoretically there is no need to invent anything, the matrix 
of this layer will consist of n2 units, where   n w h c= ∗ ∗  
is the length of the input vector. For example, the weight 
matrix will have 4∗1010 units for an image of 100×100×20 
in size (relatively small for a convolutional neural net-
work). The approach thus implemented makes it possible 
to calculate direct and back passages through the HT layers 
without using this type of matrix. 
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Figure 4 shows examples of the operation of the pro-
posed algorithm and visualizes the purpose of the FHT 
layer. Since the intermediate outputs of the network are 
multichannel, we selected for illustrations the channels 
that we thought to be the most illustrative. 4a shows the 
original image, 4b is the image obtained after the first 
block of convolutions, 4c is the output of the fast Hough 
transform layer, 4d is the output of the FHT after the sec-
ond block of convolutions, 4e is the output of the layer of 
the transposed FHT, and 4f is the image obtained at the 
output of the network - a bright spot at the assumed loca-
tion of the vanishing point. It can be seen that by using the 
proposed method it is possible to train convolutional layers 
to select suitable straight lines and boundaries and to solve 
the problem after that. 
 
Fig. 4. Examples from neural network: a) Input image; b) 
Image after the first convolutions block; c) FHT layer output; d) 
Transposed FHT input; e) Transposed FHT output; f) Neural 
network output 
Table 3 presents the results of the basic and proposed 
methods for various net sizes and different numbers of 
point alternatives. Our method demonstrated a higher de-
tection accuracy. Moreover, it weakly depends on the size 
of the net due to the absence of a fully connected layer at 
the end. 
Table 3. Results 
Grid 
size 
Base – 
top 1, % 
Base – 
top 5, % 
Ours – 
top 1, % 
Ours – 
top 5, % 
10×10 31.69 5.23  3.81 0.78 
20×20 44.48 16.13 4.69 2.34  
30×30 52.91 25.58 5.47 2.34 
 
It is important to note that the FHT layer has no learn-
ing coefficients, so it does not complicate the network ar-
chitecture in terms of the number of weights. All opera-
tions on this layer are predetermined and do not change in 
the process of training. 
Finally, it is necessary to estimate the contribution of 
the FHT layer to the computational complexity of the al-
gorithm. The number of the required operations is about 
cs2log(s), where c is the number of image channels, and s 
is the linear image size. The convolutional layer needs 
about cs2f2m operations, where f is the linear size of the 
filter and m is the number of filters. The ratio of the 
computational complexities of the convolutional and FHT 
layers is 
2
log( )
f m
s
 . Hence, the contribution is small and 
practically negligible in the case of deep convolutional net-
works. 
Conclusion 
In this paper, we suggest a new neural network archi-
tecture based on using the direct and transposed Fast 
Hough Transforms. The effectiveness of the architecture 
was demonstrated on the task of vanishing point detection 
in road images. In this case, the main advantage of the pro-
posed method is that it avoids attempts to detect the van-
ishing point in some position in favor of finding suitable 
elements in the input image using convolution filters and 
constructing the resultant VP based on these elements. 
The experiments thus conducted have shown that a 
trained network with the proposed architecture has a sig-
nificantly higher quality of detection and at the same time 
a much lower number of trainable parameters. In addition, 
due to the absence of fully connected layers, the neural net-
work builds its answer regardless of the position and hence 
is not overfitted on the positions of correct answers in the 
training sample. 
As part of further studies, it is planned to test this ap-
proach on other tasks from image segmentation to deter-
mining the orientation of objects. Additional research is 
needed for the use of a special activation function after the 
layers of the direct and transposed Hough Transform. It is 
also planned to use other error functions to improve the 
learning process and convergence, and to investigate under 
what parametrizations it is possible to calculate the trans-
posed Hough Transform for the logarithmic complexity. 
Moreover, a more efficient implementation of the method 
on the CPU and GPU is planned to obtain finally a neural 
network capable of operation on mobile devices in a rea-
sonable amount of time. 
References 
[1] Skoryukina N, Nikolaev DP, Sheshkus A, Polevoy D. Real 
time rectangular document detection on mobile devices. 
In: Proc. SPIE Proceedings SPIE. Seventh International 
Conference on Machine Vision (ICMV) 2014; 9445: 
94452A. DOI: 10.1117/12.2181377. 
[2] Tropin DV, Shemyakina YA, Konovalenko IA, Faradzhev 
IA. Localization of planar objects on the images with com-
plex structure of projective distortion [In Russian]. Infor-
matsionnye protsessy 2019; 19(2): 208–229. 
[3] Bobkov VA, Ronshin YI, Kudryashov AP. Kalibrovka izo-
brazheniy gorodskoy obstanovki [In Russian]. Infor-
matsionnye tekhnologii i vychislitelnye sistemy 2009; 1: 
72–83. 
[4] Barnard ST. Interpreting Perspective Images. Artificial In-
telligence 1983; 21(4): 435–462. DOI: 10.1016/ S0004-
3702(83)80021-6. ISSN: 0004-3702. 
[5] Yin XC, Hao HW, Sun J, Naoi S. Robust Vanishing Point 
Detection for Mobile Cam-Based Documents. The 7th In-
ternational Conference on Document Analysis and Recog-
nition (ICDAR) 2011; 136-140. DOI: 
10.1109/ICDAR.2011.36. 
Vanishing Point Detection with Direct and Transposed  A. Sheshkus, A. Chirvonaya, D. Nikolaev, V.L. Arlazarov 
Fast Hough Transform inside the neural network 
6 Computer optics, 20XX, volume 4X, №X 
[6] Nikolaev DP, Karpenko SM, Nikolaev IP, Nikolaev PP. 
Hough transform: underestimated tool in the computer vi-
sion field. ECMS 2008; 238–246. 
[7] Lutton E, Maitre H, Lopez-Krahe J. Contribution to the de-
termination of vanishing points using Hough transform. 
IEEE Transactions on Pattern Analysis and Machine Intel-
ligence 1994; 16(4): 430-438. DOI: 10.1109/34.277598. 
ISSN: 0162-8828. 
[8] Chen X, Jia R, Ren H, Zhang Y. A New Vanishing Point 
Detection Algorithm Based on Hough Transform. 2010 
Third International Joint Conference on Computational 
Science and Optimization 2010; 440-443. DOI: 
10.1109/CSO. 2010.163. 
[9] Alturki AS, Loomis JS. Camera principal point estimation 
from vanishing points. IEEE National Aerospace and Elec-
tronics Conference (NAECON) and Ohio Innovation Sum-
mit (OIS) 2016; 307-313. DOI: 
10.1109/NAECON.2016.7856820. 
[10] Borji A. Vanishing point detection with convolutional neu-
ral networks. CoRR abs/1609.00967 2016. 
[11] Zhai M, Workman S, Jacobs N. Detecting Vanishing 
Points Using Global Image Context in a Non-Manhattan-
World. IEEE Conference on Computer Vision and Pattern 
Recognition (CVPR) 2016; 5657-5665. DOI: 
10.1109/CVPR.2016.610. 
[12] Kiryati N and Bruckstein AM. Heteroscedastic Hough 
transform (HtHT): An efficient method for robust line fit-
ting in the ‘errors in the variables’ problem. Computer Vi-
sion and Image Understanding 2000; 78(1):69-83. DOI: 
10.1006/cviu.1999.0828. 
[13] Sheshkus A, Limonova E, Nikolaev D, Krivtsov V. Com-
bining Convolutional Neural Networks and Hough Trans-
form for Classification of Images Containing Lines. Pro-
ceedings SPIE. Ninth International Conference on Ma-
chine Vision (ICMV) 2016; 1-5. DOI: 
10.1117/12.2268722. 2016. 
[14] Nikolaev D, Sheshkus A, Ingacheva A. Vanishing points 
detection using combination of fast Hough transform and 
deep learning.  Proceedings SPIE. Tenth International 
Conference on Machine Vision (ICMV) 2017; 99. DOI: 
10.1117/12.2310170. 
[15] McCulloch W, Pitts W. A Logical Calculus of Ideas Im-
manent in Nervous Activity. Bulletin of Mathematical Bi-
ophysics 1943; 4(5): 115-1334. DOI: 
10.1007/BF02478259. 
[16] Fukushima, Kunihiko. Neocognitron: A Self-organizing 
Neural Network Model for a Mechanism of Pattern Recog-
nition Unaffected by Shift in Position. Biological Cyber-
netics 1980; 4(36): 193-202. DOI: 10.1007/BF00344251. 
[17] Limonova E, Ilin D, Nikolaev D. Improving neural net-
work performance on SIMD architectures. Proceedings 
SPIE. Eighth International Conference on Machine Vision 
(ICMV) 2015; 9875: 1-6. DOI: 10.1117/12.2228594. 
[18] Limonova E, Sheshkus A, Nikolaev D. Computational op-
timization of convolutional neural networks using sepa-
rated filters architecture. International Journal of Applied 
Engineering Research 2016; 11(11): 7491–7494. 
[19] Hough P. Method and means for recognizing complex pat-
terns. IEEE Transactions on Pattern Analysis and Machine 
Intelligence 1962; 430–438. 
[20] Brady ML, Yong W. Fast parallel discrete approximation 
algorithms for the Radon transform. Proceedings of the 
fourth annual ACM symposium on Parallel algorithms and 
architectures 1992; 91-99. DOI: 10.1145/140901.140911.  
[21] Ershov E, Terekhin A, Nikolaev D, Postnikov V, Karpenko 
S. Fast Hough transform analysis: pattern deviation from 
line segment. Proceedings SPIE. Eighth International Con-
ference on Ma-chine Vision (ICMV) 2015; 9875: 1-5. 
DOI: 10.1117/12.2228852. 
[22] Hu Z, Ma S. The three conditions of a good line parame-
terization. Pattern Recognition Letters 1995; 16: 385–388. 
[23] Prun VE, Buzmakov AV, Nikolaev DP, Chukalina MV, 
Asadchikov VE. A computationally efficient version of the 
algebraic method for computer tomography. Automation 
and Remote Control 2013; 74(10): 1670-1678. DOI: 
10.1134/S000511791310007X. 
[24] High-performance C++/CUDA implementation of convo-
lutional neural networks. Source: 
<https://code.google.com/p/cuda-convnet/>. 
 
 
Authors’ information 
Alexander Vladimirovich Sheshkus (b. 1986) received the B.S. and M.S. degrees in Applied Physics and Mathe-
matics from Moscow Institute of Physics and Technology (State University), Moscow, Russia, in 2009 and 2011, respec-
tively. He is currently the head of machine learning department in Smart Engines, and a researcher in FRC “Computer 
Science and Control” of RAS. His research interests include deep neural networks, computer vision and projective invar-
iant image segmentation. E-mail: astdcall@gmail.com . 
Anastasiya Nikolaevna Chirvonaya (b. 1998) received the B.S. degree in Applied Mathematics from National Uni-
versity of Science and Technology “MISIS”, Moscow, Russia, in 2019. She is currently pursuing the M.S. degree in 
Applied Science at the same university. She works as a programmer at Smart Engines. Her research interests are computer 
vision and machine learning. E-mail: nastyachirvonaya@smartengines.biz . 
Nikolaev Dmitry Petrovich (b. 1978) - Ph.D. in Physics and Mathematics, a head of the laboratory at the Institute 
for Information Transmission Problems of RAS. Graduated from Moscow State University in 2000. Research interests 
are machine vision, algorithms for fast image processing, pattern recognition. E-mail: dimonstr@iitp.ru . 
Arlazarov Vladimir Lvovich (b. 1939) Dr. Sc., corresponding member of the Russian Academy of Sciences, gradu-
ated from Lomonosov Moscow State University in 1961. Currently he works as head of sector 9 at the Institute for 
Systems Analysis FRC “Computer Science and Control” RAS. Research interests are game theory and pattern recogni-
tion. E-mail: vladimir.arlazarov@gmail.com . 
 
 
