We propose an algorithmic framework for efficient anytime motion planning on large dense geometric roadmaps, in domains where collision checks and therefore edge evaluations are computationally expensive. A large dense roadmap (graph) can typically ensure the existence of high quality solutions for most motion-planning problems, but the size of the roadmap, particularly in high-dimensional spaces, makes existing searchbased planning algorithms computationally expensive. We deal with the challenges of expensive search and collision checking in two ways. First, we frame the problem of anytime motion planning on roadmaps as searching for the shortest path over a sequence of subgraphs of the entire roadmap graph, generated by some densification strategy. This lets us achieve bounded sub-optimality with bounded worst-case planning effort. Second, for searching each subgraph, we develop an anytime planning algorithm which uses a belief model to compute the collision probability of unknown configurations and searches for paths that are Pareto-optimal in path length and collision probability. This algorithm is efficient with respect to collision checks as it searches for successively shorter paths. We theoretically analyze both our ideas and evaluate them individually on highdimensional motion-planning problems. Finally, we apply both of these ideas together in our algorithmic framework for anytime motion planning, and show that it outperforms BIT˚on highdimensional hypercube problems.
I. INTRODUCTION
We consider the problem of finding successively shorter feasible paths (solutions) on a motion-planning roadmap G, with N vertices geometrically embedded in some configuration space (C-space ). Specifically, we are interested in problem settings with two properties -the roadmap is large (N ąą 1) and dense (|E| " ΘpN 2 q), and evaluating if an edge of the graph is collision-free or not is computationally expensive.
A. Motivation
Our problem is motivated by previous work on samplingbased motion-planning algorithms that pre-construct a fixed roadmap [26, 2] to efficiently approximate the structure of the C-space . We want a geometric motion planning algorithm to obtain high-quality paths over a wide range of motion planning problems. To find any feasible path over a diverse set of problems, we would want large roadmaps, with enough vertices (samples) to cover the configuration space sufficiently. To obtain the best quality paths possible with those vertices, we would want dense roadmaps, with an edge between almost every pair of vertices. Note that our roadmap formulation departs from the PRM˚algorithm which chooses a radius of connectivity of Oplog nq to achieve asymptotic optimality [23] . We consider longer edges that capture as much Cspace connectivity as possible. Our experiments at the end of Section VI will support this formulation.
Collision checks are a significant computational bottleneck for sampling-based motion planning [45] . This is particularly true for manipulation planning with articulated robots where collision checks involve geometric intersection tests on large, complex meshes. In roadmaps, this bottleneck is manifested in the evaluation of edges, which have multiple embedded configurations to test for collision.
For large dense roadmaps with expensive edge evaluations, any shortest-path search algorithm must perform |E| " ΘpN 2 q edge operations to obtain its first (and only) solution. This is impractical for real-time applications. Therefore, we consider the anytime motion planning problem, where we find some initial feasible solution and refine it as time permits, using the quality of the current path (based on our objective function) as a bound for future paths. This accommodates a time budget for planning where the planning module returns the best solution found when the available time elapses.
B. Key Ideas
Our approach is based on two key ideas, depicted in Figure 1 . Each idea addresses one of the characteristics of the problem setting we are interested in.
First, we approach the problem of anytime motion planning on roadmaps by providing graph-search-based planning algorithms with a sequence of subgraphs of the roadmap, generated using some densification strategy [9] . At each iteration, we run a shortest-path algorithm on the current subgraph to obtain an increasingly tighter approximation of the true shortest path.
Existing approaches to anytime planning on graphs [34, 33, 53] modify the objective function, thereby sacrificing optimality for quicker solutions. Some of these approaches guarantee bounded sub-optimality. Searching with a modified objective function, however, has worst-case complexity ΘpN 2 q, which is unacceptable for large dense roadmaps in real-time applications. Also, there is no formal guarantee that these approaches will decrease search time and they arXiv:1711.04040v1 [cs.RO] 10 Nov 2017 Fig. 1 : The two key ideas to our approach : (a) Densification generates a sequence of increasingly dense subgraphs of the entire roadmap graph, which are searched for their shortest paths (b) We reason about the tradeoff between path length and collision measure (related to collision probability) for candidate paths. We search for paths that are Pareto-optimal in the two quantities and select them for lazy evaluation. may still search all edges of a given graph [54] . Therefore, we explicitly solve sub-problems of the entire problem, and gradually increase the size of each sub-problem until we solve the original problem. On a roadmap, this naturally translates to searching over a sequence of increasing subgraphs of the entire roadmap.
Second, we try to minimize the number of collision checks while searching for the shortest feasible path in any roadmap. Performing a collision check provides exact information but is computationally expensive. Therefore, we use a model of the C-space to estimate the probability of unevaluated configurations to be free or in collision. We ensure that updating and querying the model is inexpensive relative to a collision check.
Previous works have approached this by using the probability of collision as a heuristic [38] , optimistically searching for the shortest path with lazy collision checking [2] , and using collision probabilities learned from previous instances to filter out unlikely configurations [39] . They lack, however, a way to connect the two problems of finding a feasible path quickly and finding the shortest feasible path in the roadmap. We do this by considering both path length and collision probability in our search objective functions, gradually prioritizing path length to search for successively shorter paths.
C. Contributions
The following are our major contributions in this paper: ‚ We motivate the use of a large, dense roadmap for motion planning. In particular we propose using the same roadmap constructed for a particular robot's configuration space over a wide range of problems that the robot will be required to solve. This lets us take advantage of the structure embedded in the roadmap, as well as various preprocessing benefits of using the same roadmap repeatedly (Section III). ‚ We present several densification strategies to generate the sequence of subgraphs of the entire roadmap. For the specific case where the samples are generated from a lowdispersion deterministic Halton sequence (Section II-B), we analyse the tradeoff between effort and bounded suboptimality (Section IV). ‚ We present an anytime planning algorithm (for a reasonably sized roadmap) called Pareto Optimal Motion Planner (POMP). It uses a model to maintain a belief over configuration space collision probabilities and efficiently searches for paths that are Pareto-optimal in collision probability and path length, eventually computing the shortest feasible path on the roadmap. (Section V). Our key ideas are useful and well-motivated in their own right, and we extensively evaluate them individually, thereby demonstrating favourable performance against contemporary motion planning algorithms (Section VI). Densification, irrespective of the underlying shortest-path search algorithm, is an efficient way to organize the search over a large dense roadmap. POMP is an efficient algorithm in domains with expensive collisionchecks, irrespective of whether it is used stand-alone or in a larger anytime planning context. This paper is an extended version of previous works that discussed densification [9] and POMP [7] . We propose using POMP as the underlying search algorithm in our roadmap densification framework. POMP is particularly well-suited for this: it is efficient with respect to collision checks, it computes the shortest feasible path on the roadmap it searches, and it builds up an increasingly accurate model of configuration space with each batch, which aids searches in future batches. Densification imposes anytime behaviour and POMP is an anytime algorithm, therefore our overall framework has twolevel anytime behaviour. We implement this framework efficiently and outperform the BIT˚algorithm [16] on a range of high-dimensional planning problems. Finally, we conclude in Section VII by discussing the limitations of our framework and questions for future research.
II. BACKGROUND
Our algorithms and analyses incorporate ideas from several topics. We are planning with sampling-based roadmaps and we our analysis considers the case when samples are generated from a low-dispersion deterministic sequence. We are interested in efficiently searching these roadmaps and in their finite-time properties. We also use a configuration space belief model to estimate collision probabilities. In this section, we briefly outline related work in each of these areas.
A. Sampling-based motion planning
Sampling-based planning approaches build a roadmap (graph) in the configuration space, where vertices are configurations and edges are local paths connecting configurations. A path is found by searching this roadmap while checking if the vertices and edges are collision free. Initial algorithms such as PRM [26] and RRT [32] were concerned with finding a feasible solution. Recently, there has been growing interest in finding high-quality solutions. Variants of the PRM and RRT algorithms, called PRM˚and RRT˚ [23] were proved to converge to the optimal solution asymptotically.
However, the running times of these algorithms are often significantly higher than their non-optimal counterparts. Thus, subsequent algorithms have been suggested to increase the rate of convergence to high-quality solutions. They use different approaches such as lazy computation [2, 22, 12] , informed sampling [17] , pruning vertices [16] , relaxing optimality [43] , exploiting local information [8] and lifelong planning with heuristics [29] .
B. Dispersion
The dispersion of S, a sequence of n points, is defined as
It can be thought of as the radius of the largest empty ball (by some distance metric ρ) that can be drawn around any point in the space X without intersecting any point in S. A lower dispersion implies a better coverage of the space by the points in S. When X is the d-dimensional Euclidean space and ρ is the Euclidean distance, deterministic sequences with dispersion of order Opn´1 {d q exist. A simple example is a set of points lying on grid or a lattice. Other low-dispersion deterministic sequences exist which also have low discrepancy, i.e. they appear to be random. Specifically, the discrepancy of a set of points is the deviation of the set from the uniform random distribution. The corresponding mathematical definition of discrepancy is
where R is a collection of subsets of X called the range space. It is typically taken to be the set of all axis-aligned rectangular subsets. The µ operator refers to the Lebesgue Measure or the generalized volume of the operand.
One such example is the Halton sequence [18] . We will use them extensively for our analysis because they have been studied in the context of deterministic motion planning [21, 3] . Halton sequences are constructed by taking d prime numbers, called generators, one for each dimension. Each generator g induces a sequence, called a Van der Corput sequence. The k'th element of the Halton sequence is then constructed by juxtaposing the k'th element of each of the d Van der Corput sequences. For Halton sequences, tight bounds on dispersion exist. Specifically, D n pSq ď p d¨n´1 {d where p d « d log d is the d th prime number. Subsequently in this paper, we will use D n (and not D n pSq) to denote the dispersion of the first n points of S.
Previous work bounds the length of the shortest path computed over an r-disk roadmap constructed using a lowdispersion deterministic sequence [21, Thm2] . Specifically, given start (source) and goal (target) vertices, consider Γ, the set of all paths connecting them which have δ-clearance for some δ. A path has clearance δ if every point on the path is at a distance of at least δ away from every obstacle. Set δ max to be the maximal clearance over all such δ. If δ max ą 0, then for all 0 ă δ ď δ max set c˚pδq to be the cost of the shortest path in Γ with δ-clearance. Let cp , rq be the length of the path returned by a shortest-path algorithm on Gp , rq with Sp q having dispersion D . For 2D ă r ă δ, we have that
Notably, for n random i.i.d. points, the dispersion is O`plog n{nq 1{d˘ [ 11, 37] , which is strictly larger than that of deterministic low-dispersion sequences.
For domains other than the unit hypercube, the insights from the analysis will generally hold. However, the dispersion bounds may become far more complicated depending on the domain, and the distance metric would need to be scaled accordingly. The quantitative bounds may then be difficult to deduce analytically.
C. Finite-time properties of sampling-based algorithms
Extensive analysis has been done on asymptotic properties of sampling-based algorithms, i.e. properties such as connectivity and optimality, when the number of samples tends to infinity [25, 24] . We are interested in bounding the quality of a solution obtained using a fixed roadmap for a finite number of samples. When the samples are generated from a deterministic low-dispersion sequence, a closed-form solution bounds the quality of the best solution in an r-disk roadmap [21, Thm2] . The bound is a function of r, the number of vertices n and the dispersion of the set of points used. Similar bounds have been provided [15] when randomly sampled i.i.d points are used. Specifically, these bounds are for a PRM whose roadmap is an r-disk graph for a specific radius r " c¨plog n{nq 1{d where n is the number of points, d is the dimension and c is some constant. There is also a bound on the probability that the quality of the solution will be larger than a given threshold. 
D. Efficient roadmap search algorithms
We are interested in roadmap search algorithms that attempt to reduce the amount of computationally expensive edge expansions performed. This is typically done using heuristics such as in A* [19] , Iterative Deepening A* [30] and Lazy Weighted A* [10] . Some of these algorithms, such as Lifelong Planning A* [29] allow recomputing the shortest path in an efficient manner when the graph undergoes changes. Anytime variants of A* such as Anytime Repairing A* [34] and Anytime Nonparametric A* [53] efficiently run a succession of A* searches, each with an inflated heuristic. A variant of Anytime D* [52] is useful for efficiently recomputing paths in dynamic environments. This potentially obtains a fast approximation and refines its quality as time permits but in the worst-case these algorithms may have to search the entire graph [54] . For a unifying formalism of such algorithms relevant to explicit roadmaps, in settings where edge evaluations are expensive, and for additional references, see [12] . Intelligently pre-constructing the roadmap helps achieve efficiency in highdimensional C-spaces [44, 47] . Another line of work has been to use roadmap spanners to produce sparse subgraphs that guarantee asymptotic near-optimality and probabilistic completeness [35, 14] .
E. Planning with Configuration Space Belief Models
The probability of collision of a path is derived from an approximate model of the configuration space of the robot. Since we explicitly seek to minimize collision checks, we build up an incremental model using data from previous collision tests, instead of sampling several, potentially irrelevant configurations apriori. This idea has been studied in similar contexts [5, 6] . Furthermore, the evolving probabilistic model can be used to guide future searches towards likely free regions. Previous work has analyzed and utilized this exploration-exploitation paradigm for faster motion planning [42, 28, 39, 1] .
III. PROBLEM DEFINITION
Let X denote a d-dimensional C-space, X free the collisionfree portion of X , X obs " X zX free its complement and let ζ : XˆX Ñ R be some distance metric. For simplicity, we assume that X " r0, 1s d and that ζ is the Euclidean norm. Let S " ts 1 , . . . , s N u be a sequence of points where s i P X for some N P N and denote by Sp q the first elements of S. We define the r-disk graph Gp , rq " pV , E ,r q where V " Sp q, E ,r " tpu, vq | u, v P V and ζpu, vq ď ru and each edge pu, vq is of length ζpu, vq. See [24, 48] for various properties of such graphs in the context of motion planning. Our definition assumes that G is embedded in X . Set G " GpN, ? dq, namely, the complete 1 graph defined over S. In a complete graph there is an edge between every pair of vertices.
To save computation, we do not evaluate the roadmap apriori, so we do not know if any of its vertices or edges are in X free or X obs . This setup is similar to that of LazyPRM [2] . We propose using the same roadmap (with online evaluations for each specific environment) over a range of problem instances. Even though we cannot do apriori evaluation of the roadmap for each new environment, using a fixed roadmap structure allows us to do some environment-agnostic preprocessing that other classes of approaches like tree-growing [31] or trajectory optimization [41] cannot. For instance, we can pre-compute all the nearest neighbors for each of the vertices in the roadmap, and filter out any configurations in self-collision. Previous work has shown that both the computation of nearest neighbours [27] and the detection of self-collision [50] are expensive components of motion planning algorithms.
As we have motivated earlier (Section I), large dense roadmaps can achieve high-quality solutions over a wide range of problems. See Figure 2 for an illustration of this with some R 2 problems. For ease of analysis we assume that the roadmap is complete, but our densification strategies and analysis can be extended to dense roadmaps that are not complete.
A query Q is a scenario with start and goal configurations. Let the start configuration be s 1 and the goal be s 2 . The obstacles induce a mapping M : X Ñ tX free , X obs u called a collision detector which checks if a configuration or edge is collision-free or not. Typically, edges are checked by densely sampling along the edge (at some minimum resolution), and performing expensive collision checks for each sampled configuration, hence the term expensive edge evaluation. A feasible path is denoted by γ : r0, 1s Ñ X free where γr0s " s 1 and γr1s " s 2 . For the graph G, a path is feasible if every included edge is in X free . Slightly abusing this notation, set γpGp , rqq to be the shortest collision-free path from s 1 to s 2 that can be computed in Gp , rq, its clearance as δpGp , rqq and denote by γ˚" γpGq and δ˚" δpGq the shortest path and its clearance that can be computed in G, respectively.
The anytime motion planning problem calls for finding a sequence of successively shorter feasible paths γ 0 , γ 1 . . . in G, converging to γ˚. We assume that N " |S| is sufficiently large, and the roadmap covers the space well enough, so that for any reasonable set of obstacles, there are multiple feasible paths to be obtained between start and goal.
IV. DENSIFICATION
We now discuss in detail our first key idea: densification strategies for generating subgraphs of the complete roadmap G [9] . We focus on r-disk subgraphs of G, i.e. graphs defined by a specific set of vertices where any two vertices u and v are connected if their mutual distance ζpu, vq is at most r. This induces a space of subgraphs ( Figure 3 ) defined by the number of vertices and the connection radius (which, in turn, defines the number of edges).
We start by discussing the space of subgraphs, its boundaries and regions. Subsequently, we introduce two densification strategies-edge batching, which adds batches of edges via an increasing radius of connectivity, and vertex batching, which adds batches of vertices and searches over each complete subgraph. These two have complementary behaviours with respect to problem difficulty, which motivates a third strategy that is more robust to problem difficulty, which we call hybrid batching.
To evaluate densification (Section VI-A) we use an incremental path-planning algorithm that allows us to efficiently recompute shortest paths. However, any alternative shortestpath algorithm may be used. We emphasize again that we focus on the meta-algorithm of choosing which subgraphs to search. The details of the actual implementation for experiments are provided subsequently.
A. The space of subgraphs
We depict the set of possible graphs Gp , rq for all choices of 0 ă ď N and 0 ă r ď ? d in Figure 3 . Since S is a sequence of points or samples, the vertices of Gp , rq represent a unique subsequence, i.e. the first points of S. Therefore every point in this space is a unique subgraph. Figure 3 shows |E ,r | as a function of |V |. We discuss it in detail to motivate our approach for solving the problem of anytime planning on large dense roadmaps and the specific sequence of subgraphs we use. First, consider the curves that define the boundaries of all possible graphs: The vertical line |V | " N corresponds to subgraphs defined over the entire set of vertices, where batches of edges are added as r increases. The parabolic arc |E| " |V |¨p|V |´1q{2, corresponds to complete subgraphs defined over increasingly larger sets of vertices. Our meta algorithm provides shortest-path planning algorithms with a sequence of subgraphs. To do so we consider densification strategies for traversing the space of r-disk subgraphs of the roadmap G. The x-axis represents the number of vertices of the subgraph and the y-axis the number of edges (induced by the radius r). A particular subgraph is defined by a point in this space. Edge batching searches with all vertices and adds edges according to an increasing radius of connectivity. Vertex batching searches over complete subgraphs induced by progressively larger subsets of vertices. Hybrid batching uses the minimal connection radius f p|V |q to ensure connectivity until it reaches |V | " N and then behaves like edge batching.
We wish to approximate the shortest path γ˚which has some minimal clearance δ˚. To ensure that a path that approximates γ˚is found, the graph should meet two conditions: (i) A minimum number of vertices n min to ensure sufficient coverage of the C-space . The exact value of n min will be a function of the dispersion D nmin of the first n min points in the sequence S and the clearance δ˚. (ii) A minimal connection radius r 0 to ensure that the graph is connected. Its value will depend on the sequence S (and not on δ˚).
In Figure 4 , requirement (i) induces a vertical line at |V | " n min . Any point to the left of this line corresponds to a graph with too few vertices to guarantee that a solution will be found. We call this the vertex-starvation region. Requirement (ii) induces a curve f p|V |q such that any point below this curve corresponds to a graph which may be disconnected due to having too few edges. We call this the edge-starvation region. The exact form of the curve depends on the sequence S that is used. Any point outside the starvation regions represents a graph Gp , rq such that the length of γpGp , rqq may be bounded. Specific bounds are discussed in our subsequent analysis.
B. Densification Strategies
Our goal is to search for increasingly dense subgraphs of G. This corresponds to a sequence of points Gpn i , r i q on the space of subgraphs ( Figure 4 ) that ends at the complete roadmap G at the upper right corner of the space. If no feasible path exists in the subgraph, we move on to the next subgraph in the sequence, which is more likely to have a feasible path. We discuss three general densification strategies for traversing the space of subgraphs.
1) Edge Batching:
In edge batching, all subgraphs have the complete set of vertices S and the edges are incrementally added via an increasing connection radius. Specifically, @i n i " N and r i " η e r i´1 where η e ą 1 and r 0 is some small initial radius. Here, we choose r 0 " Opf pN qq, where f is the edge-starvation boundary curve defined previously. It defines the minimal radius to ensure connectivity (in the asymptotic case) using r-disk graphs. Specifically, f pN q " O`N´1 {d˘f or low-dispersion deterministic sequences and f pN q " O´plog N {N q´1 {d¯f or random i.i.d sequences. As shown in Figure 4 , this induces a sequence of points along the vertical line at |V | " N starting from |E| " OpN 2 r d 0 q and ending at |E| " ΘpN 2 q.
2) Vertex Batching:
In this variant, all subgraphs are complete graphs defined over increasing subsets of the complete set of vertices S. Specifically @i r i " ? d, n i " η v n i´1 where η v ą 1 and the base term n 0 is some small number of vertices. Because we have no priors about the obstacle density or distribution, the chosen n 0 is a constant and does not vary due to N or due to the volume of X obs . As shown in Figure 4 , this induces a sequence of points along the parabolic arc |E| " |V |¨p|V |´1q{2 starting from |V | " n 0 and ending at |V | " N . The vertices are chosen in the same order with which they are generated by S. So, G 0 has the first n 0 samples of S, and so on.
The relative performance of these two strategies depends on the hardness of the problem. We use the clearance of the shortest path, δ˚, as a proxy for problem hardness. This, in turn, defines n min which bounds the vertex-starvation region. Specifically, we say that a problem is easy (hard) when Here work is measured as the number of edges evaluated. This is visualized using the gradient shading where light gray (dark gray) depicts a small (large) amount of work. Assuming N ą n min , the amount of work required by edge batching remains the same regardless of problem difficulty. For vertex batching the amount of work required depends on the hardness of the problem. Hybrid batching does less work than edge batching for easy problems and less work than vertex batching for hard problems. Here we visualize an easy and a hard problem using n min (easy) and n min (hard), respectively.
. For easy problems, with larger gaps between obstacles, where δ˚« Op ? dq, vertex batching can find a solution quickly with fewer samples and long edges, thereby restricting the work required for future searches. In contrast, assuming N ą n min , edge batching will find a solution on the first iteration but the time to do so may be far greater than for vertex batching because the number of samples is so large. For hard problems where δ˚« OpD n q, vertex batching may require multiple iterations until the number of samples it uses is large enough and it is out of the vertexstarvation region. Each of these searches would exhaust the complete subgraph before terminating. This cumulative effort would exceed that required by edge batching for the same problem, as the latter can find a feasible (albeit sub-optimal) path on the first search. A visual depiction of this intuition is given in Figure 5 . Since we are focused on problems with expensive edge evaluations, we treat the work due to edge evaluations as a reasonable approximation of the total work done by the search. An empirical example of this is shown in Figure 6 .
3) Hybrid Batching:
Vertex and edge batching exhibit generally complementary properties for problems with varying difficulty. Yet, when a query Q is given, the hardness of the problem is not known a-priori. Therefore, we propose a hybrid approach that exhibits favourable properties regardless of the hardness of the problem.
This can be visualized on the space of subgraphs as sampling along the curve f p|V |q from |V | " n 0 until f p|V |q For easy problems, vertex batching finds the first solution quickly with a sparse set of initial samples. Additional heuristics hereafter help it converge to the optimum with fewer edge evaluations than edge batching. The harder problem has 10ˆmore obstacles and lower average obstacle gaps. Therefore, both vertex and edge batching require more edge evaluations for finding feasible solutions and the shortest path on it. In particular, vertex batching requires multiple iterations to find its first solution, while edge batching still does so on its first search, albeit with more collision checks than for the easy problem. Thus edge batching finds solutions faster than vertex batching on hard problems. Note that the coverage of collision checks appears similar at the end due to resolution limits for visualization.
intersects |V | " N and then sampling along the vertical line |V | " N . See Figure 3 and Figure 5 . As we shall see in our experiments, hybrid batching typically performs comparably (in terms of anytime planning performance) to vertex batching on easy problems and to edge batching on hard problems. If the problem is easy, then hybrid batching finds a feasible solution early on, typically when the number of vertices is similar to that needed by vertex batching for a feasible solution. Thus, the work would be far less than that for edge batching. On the other hand, if the problem is hard, then hybrid batching would have to get much closer to the |V | " N line before the dispersion becomes low enough to find a solution. However, it would not involve as much work as for vertex batching, because the radius decreases as the number of vertices increases, unlike vertex batching which uses r i " ? d for every iteration i. So on hard problems, it does far less work than vertex batching.
C. Analysis for Halton Sequence
In this section we consider the space of subgraphs and the densification strategies that we introduced for the specific case that S is a Halton sequence (Section II-B). We start by describing the boundaries of the starvation regions. We then simulate the bound on the quality of the solution obtained as a function of the work done for each of our strategies.
Since we are considering r0, 1s d , the unit hypercube, δ max ď ?
d. We use Equation 3 to first obtain bounds on the vertex and edge starvation regions, and subsequently analyze the tradeoff between worst-case work and solution quality for vertex and edge batching.
1) Starvation Region Bounds: To bound the vertex starvation region we compute the n min after which bounded sub-optimality can be guaranteed to find the first solution. Note that δ˚is the clearance of the shortest path γ˚in G connecting s 1 and s 2 , that p d denotes the d th prime, and that D N ď p d {N 1{d for Halton sequences. For Equation 3 to hold we require that 2D nmin ă δ˚. Thus,
As the problem becomes harder (as δ˚decreases), n min and the vertex-starvation region grows. We now show that for Halton sequences, the edge-starvation region has a linear boundary, i.e. f p|V |q " Op|V |q. Using Equation 3 the minimal radius r min p|V |q required for a graph with |V | vertices is
For any r-disk graph Gp , rq, the number of edges is |E ,r | " O` 2¨rd˘. In our case,
2) Effort-to-Quality Ratio: We now compare our densification strategies in terms of their worst-case anytime performance. Specifically, we plot the cumulative amount of worst-case work as subgraphs are searched, measured by the maximum number of edges that may be evaluated, as a function of the bound on the quality of the solution that may be obtained using Equation 3 . We fix a specific setting (namely d and n) and simulate the work done and the suboptimality using the necessary formulae. This is done for an easy and a hard problem. See Figure 7 .
Indeed, this simulation coincides with our discussion on the properties of all batching strategies with respect to the problem ? d{2 and δ˚" 5Dn, respectively. The plot is produced by sampling points along the curves |V | " n and |E| " |V |¨p|V |´1|q{2 and using the respective values in Equation 3 . Note that the x-axis is in log-scale. difficulty. Vertex batching outperforms edge batching on easy problems and vice versa. Hybrid batching lies somewhere in between the two approaches with the specifics depending on problem difficulty.
D. Implementation
Our analysis so far has been independent of any parameters for the densification or any other implementation decisions.
Here we outline the specifics of how we implement the densification strategies for evaluating them.
1) Densification Parameters: We choose the parameters for each densification strategy such that the number of batches is Oplog 2 N q.
EDGE BATCHING
We set η e " 2 1{d . Recall that for r-disk graphs, the average degree of vertices is n¨r d i , therefore this average degree (and hence the number of edges) is doubled after each iteration. We set r 0 " 3¨N´1 {d .
VERTEX BATCHING
We set the initial number of vertices n 0 to be 100, irrespective of the roadmap size and problem setting, and set η v " 2. After each batch we double the number of vertices.
HYBRID BATCHING
The parameters are derived from those of vertex and edge batching. We begin with n 0 " 100, and in each batch we increase the vertices by a factor of η v " 2. For these searches, i.e. in the region where n i ă N , we use r i " 3¨n´1 {d i . This ensures the same radius at n i " N as for edge batching. Subsequently, we increase the radius as r i " η e r i´1 , where η e " 2 1{d .
These parameters let us bound the worst-case complexity of the total work (measured in edge evaluations) by the batching strategies to be of the same order as naively searching the complete roadmap, for which this work is`N 2˘" OpN 2 q. For vertex batching, the number of vertices at a given iteration is n i " Op2 i q and the number of edges is |E i | " n 2 i {2 "
Op2 2i q. The worst-case complexity for vertex batching is
For edge batching, |E i | " OpN¨N¨r d i q " OpN¨2 i q. The worst-case complexity for edge batching is
For hybrid batching, the complexity is analysed in two phases -the first phase where both vertices and edges are added, and the second phase where only edges are added. In the first phase, we have n i " Op2 i q and |E i | " Opn i¨nir d i q " Opn i q. In the second phase, we have n i " N and
Thus the worst-case work complexity for hybrid batching is
Alternatively, if we set the number of batches to be Op N k q, so that each batch is of size k, then the worst-case work for the batching strategies would have higher complexity. For instance, for vertex batching in this setting, n i " i¨k and |E i | " Opi 2 k 2 q. Therefore the total worst-case work is
Similar results can be shown for edge and hybrid batching in this setting.
2) Optimizations: In all the cases shown above, the worst-case work for any batching strategy is still larger than searching G directly. Thus, we consider numerous optimizations to make the strategies more efficient in practice.
SEARCH TECHNIQUES
Each subgraph is searched using Lazy A˚ [10] with incremental rewiring as in LPA˚ [29] . For details, see the search algorithm used for a single batch of BIT˚ [16] . This lazy edge-centric variant of A˚has been shown to outperform other shortest-path search techniques for problems with expensive edge evaluations [12] .
CACHING COLLISION CHECKS
Each time the collision-detector M is called on an edge, we store the ID of the edge along with the result using a hashing data structure. Subsequent calls for that specific edge are simply lookups in the hashing data structure which incur negligible running time. Thus, M is called for each edge at most once.
SAMPLE PRUNING AND REJECTION
For anytime algorithms, once an initial solution is obtained, subsequent searches should be focused on the subset of states that could potentially improve the solution. When the space X is Euclidean, this so-called "informed subset" can be described by a prolate hyperspheroid [17] . For our densification strategies, we prune away all existing vertices (for all batching), and reject the newer vertices (for vertex and hybrid batching), that fall outside the informed subset.
Doing successive prunings due to intermediate solutions significantly reduces the average-case complexity of future searches [16] , despite the extra time required to do so, which we account for in our benchmarking. Note that for Vertex and Hybrid Batching, which begin with only a few samples, samples in successive batches that are outside the current informed set can just be rejected. This is cheaper than pruning, which is required for Edge Batching. Across all test cases, we noticed poorer performance when pruning was omitted.
In the presence of obstacles, the extent to which the complexity is reduced due to pruning is difficult to obtain analytically. In the assumption of free space, however, we can derive an interesting result for Edge Batching and also Hybrid Batching, which motivates using this heuristic.
Theorem 1 Running edge batching or hybrid batching in an obstacle-free d-dimensional Euclidean space over a roadmap constructed using a deterministic low-dispersion sequence with r 0 ą 2D N and r i`1 " 2 1{d r i , while using sample pruning and rejection, makes the worst-case complexity of the total search, measured in edge evaluations, OpN 1`1{d q.
Proof: We first prove the result for edge batching, as our corresponding result for hybrid batching will be expressed in terms of this one. Let c i best denote the cost of the solution obtained after i iterations by our edge batching algorithm, and c min " ζps 1 , s 2 q where c min ď ? d denote the cost of the optimal solution. Using Equation 3 ,
where ε i " 2D N ri´2D N . Using the parameters for edge batching,
Let i max be the maximum number of iterations and recall that we want i max " O plog 2 N q. As r imax ď ?
Note that pruning away edges and vertices outside the subset does not change the bound provided in Equation 11 . To compute the actual number of edges considered at the i th iteration, we bound the volume of the prolate hyperspheriod X c i best in R d (see [16] ) by,
where ξ d is the volume of an R d unit-ball. Using Equation 11 in Equation 14 ,
where Γ d " ξ d¨p c min {2q d is a constant. Using Equation 12 we can bound the volume of the ellipse used at the i'th iteration, where i ě 1,
Furthermore, we choose r 0 such that µ´X c 0 best¯ď µ pX q. Now, the number of vertices in X c i best can be bounded by,
We measure the amount of work done by the search at iteration i using |E i |, the number of edges considered. Thus,
Finally, the total work done by the search over all iterations is
Now we briefly outline the corresponding proof for hybrid batching. Hybrid batching proceeds in two phases, one in which both vertices and edges are added and another in which only edges are added. In phase 1, n i`1 " 2¨n i and r i`1 " 3¨pn i`1 q´1 {d " 2´1 {d¨r i . Therefore we have,
Therefore the ellipse does not shrink between successive solutions. Thus, in phase 1, the total work done is as follows:
O˜l
Furthermore, in phase 2, hybrid batching proceeds exactly as edge batching does, so its worst-case work here is OpN 1`1{d q. Therefore, the total work done over all iterations for hybrid batching is also
A similar result for vertex batching cannot be obtained simply because in the obstacle free case, vertex batching would find a solution immediately, rendering this analysis trivial.
For the densification results that we discuss in Section VI-A, our implementations of edge batching, vertex batching and hybrid batching use the various parameters and optimizations discussed above. Together, they contribute to a significant improvement in runtime performance of the densification strategies.
V. SEARCHING OVER CONFIGURATION-SPACE BELIEFS
We now discuss in detail our second key idea -an algorithm for anytime planning on roadmaps that uses a model of the configuration space to search for successively shorter paths that are likely to be feasible [7] . Our algorithm, which we call Pareto-Optimal Motion Planner (POMP), searches for paths that are Pareto-optimal in path length and collision probability. As mentioned in Section I-B, we propose using POMP for searching each individual subgraph generated by the specific densification strategy used. In this section, however, we will discuss its properties and behaviour independent of any densification framework. Therefore, for this specific section, we do not assume the roadmaps are large and dense, as we allow the densification strategy to handle that constraint.
A. Configuration Space Beliefs
The collision detector M (Section III) can be thought of as a perfect yet expensive binary classifier, deciding if a queried configuration is in X obs or X free . Additionally, we consider an inexpensive but uncertain model Φ that takes in a configuration and outputs its belief that the query is collisionfree, represented as ρ : X Þ Ñ r0, 1s. We can build and update this model using any black-box learner. Given a query q, we now have the choice of either inexpensively evaluating ρpqq from the model Φ, or expensively querying the collision checker. A representation is shown in Figure 10 . A number of different models exist in the literature [6, 28, 39] which could be used. We are concerned not with the specific model implementation but with how to use this model to guide the search for paths on the roadmap.
B. Edge Weights
Our POMP algorithm searches for paths that are Paretooptimal in two criteria. The path criterion functions are obtained from two edge weight functions, which we define here. The first is w l : E Ñ r0, 8q, which measures the length of an edge based on our distance metric ζ on X . For an edge pu, vq that is unevaluated or has been found (by M) to be collision-free, the weight is (optimistically) set to ζpu, vq. For edges that have been evaluated to be in collision, the weight is set to 8. The path length is obtained as Lpγq " ř ePγ w l peq.
The second weight function is w m : E Ñ r0, 8q, and it relates to the probability of the edge to be collision-free, based on our model Φ. Specifically, w m peq "´log ρpeq, where ρpeq is the probability of e to be collision-free. We define w m peq as a negative log to avoid numerical underflow issues with ρpeq, which is typically computed as ρpeq " ś qPe ρpqq, where ρpqq is always less than 1, and edges have several embedded configurations. An edge evaluated (by M) to be collision-free has w m peq " 0 and a known-colliding edge has w m peq " 8.
If we assume conditional independence of configurations given the edge, we can express the log-probability of a path being in collision, M pγq, in the same summation form as Lpγq:
We refer to M as the collision measure of the path. Having both M pγq and Lpγq be additive over edges enables efficient searches over the roadmap, as we will describe subsequently.
C. Weight Constrained Shortest Path
Our first objective is to obtain some initial feasible path quickly, irrespective of path length. We search for paths that are most likely to be free according to Φ. Once we have a feasible path, we search only for paths of shorter length,
Path Length
Collision Measure L* based on their likelihood of being free. Specifically, we want to search over paths most likely to be free, with a length lower than some upper bound, where the bound reduces over time, with each successive feasible solution. One way to represent this is by repeatedly solving the problem argmin γ M pγq subject to Lpγq ă Lpγ i q (24) and subsequently evaluating the returned solution for feasibility. The initial bound is 8, after which the first bound is Lpγ 0 q, whereγ 0 is the first feasible solution, and then Lpγ 1 q and so on. Therefore, the first iteration of the problem is an unconstrained shortest path problem. For a particular finite upper bound, however, this problem is an instance of the Weight Constrained Shortest Path (WCSP) problem.
The above is one way we could have formulated the problem, based on our intuition. A closer look will reveal, however, that this is not the most appropriate. Therefore we will use an alternative formulation to Equation 24 , which we will explain shortly. We visualize paths on a 2D plane in terms of their two weights -the path length L and the collision measure M . Each path is a point on this path measure plane, as shown in Figure 11 .
For bicriteria problems such as the one we are facing, a point (path) is strictly dominated by another point if it is worse off in both criteria than the latter. For instance, if both criteria are to be minimized, and if there are two points τ, τ 1 such that Lpτ q ă Lpτ 1 q and M pτ q ă M pτ 1 q, then τ strictly dominates τ 1 , i.e. τ ą τ 1 . A point is Pareto optimal if it is not strictly dominated by any other point. The set of Pareto optimal points is known as the Pareto frontier.
Consider a simple approach that uses WCSP and evaluates paths lazily, updating the model 
Collision Measure (c) Fig. 12 : Two problematic scenarios for using LazyWCSP. A toy case is shown in (a), along with two possible corresponding path measure plots. In (b), a small decrement in collision measure for γ 1 is prioritized over a larger decrement in path length for γ 2 . In (c), all points above the blue line and to the left of γ 2 are evaluated before the more promising γ 2 . These points correspond to several paths through A. infeasible, it is moved infinitely to the right, and if feasible, it is moved left onto the y-axis, with the collision measure set to 0, and is flagged as the current best solution γ i . The upper bound L˚is now Lpγ i q, represented by a horizontal line. The collision testing of previously unknown configurations updates the model Φ with the configuration and its collision status, which in turn updates the x-coordinate of certain points.
D. POMP
The performance of LazyWCSP (and related algorithms in this setting) is affected by the frequency of updates to the model Φ. Updating Φ after each candidate path evaluation makes the searches more informed but is more computationally expensive than, say, updating Φ only after a new feasible solution is found. Given the specific belief model our algorithm uses, we are able to perform model updates efficiently (V-E) and so we update Φ after each candidate path evaluation.
Our characterization of the behaviour of LazyWCSP (and related algorithms), however, is easier if we update the model Φ only when a new feasible solution is found. Under this assumption, between any two successive feasible solutions, LazyWCSP traces out the Pareto frontier of the feasible paths with respect to their initial coordinates, as shown in Figure 11 . In both of the examples in Figure 12 , this defers the evaluation of the more promising γ 2 .
Therefore, instead of doing LazyWCSP, we explicitly control the tradeoff between the two weights by defining the objective function for paths as a convex combination of the two weights, J α pγq " αLpγq`p1´αqM pγq , α P r0, 1s. Minimizing J α for various choices of α, traces out the convex hull of the Pareto frontier of the initial coordinates, as shown in Figure 13a . This is the key idea behind our algorithm POMP, or Pareto-Optimal Motion Planner. The α parameter represents the tradeoff between the weights. Also, optimizing over J α implicitly satisfies the constraint on L. If the current solution is γ i , then for any path γ 1
Therefore our problem can be restated as
where each candidate path is evaluated lazily for collision, as done before. The path measure functions are additive over edges, and so is J α . Therefore, each iteration of the algorithm is now a shortest path search problem. This allows us to trace out the convex hull of the pareto frontier without explicitly enumerating all possible candidate paths in the roadmap, which is OpN !q. The edge weight function for each search is obtained as w α j peq " αw l peq`p1´αqw m peq , α P r0, 1s.
When the previous assumption is relaxed, i.e. when collision measures of paths are updated after each search, the corresponding points move and the Pareto frontier moves as well after each search. A visual description of an intermediate search of POMP is in Figure 13 .
E. Algorithm
POMP is outlined in Algorithm 1. The α parameter begins from 0, and there is initially no feasible solution (Line 1). For all α ď 1, POMP carries out repeated shortest path searches with the weight function w α j . We use the A˚algorithm [19] for the underlying search where the heuristic function is the Euclidean length scaled by α. When α " 0, i.e. when the weight function is only w m , the Djikstra [13] search algorithm (A˚with the zero heuristic) is used. This corresponds to there being no heuristic for the collision measure w m .
Each POMP search is done optimistically, without any edge evaluations. If the path returned by this search, γ new , is the same as the current shortest feasible path γ curr (this can only happen once the first feasible solution has been found), then no shorter candidate path can be found with the current α. In this case POMP immediately increases α (Line 14), which has the effect of prioritizing length w l more, and resumes searching with a new w α j . When a new candidate path γ new is obtained, it is lazily evaluated using the helper method LazyEvalPath, outlined in Algorithm 2. LazyEvalPath steps through each edge in γ new , evaluating it and updating its weight according to the result. It also returns the status of the path to POMP. If γ new is feasible (Line 7), then POMP updates its current best solution γ curr to γ new (Line 8) and reports it (Line 9). Before starting the next search, POMP increments the α parameter (Line 14). If, however, γ new turns out to be in collision (Line 10), POMP simply resumes searching the roadmap with the same w α j . We increase α monotonically from 0 to 1 (rather than restarting from 0 after each search) for the same reason we advocated for POMP over LazyWCSP -we want to prioritize length more and more as we search for feasible paths in the roadmap. We also noted empirically that the monotonic increase of α traced out a sequence of candidate paths similar to that obtained from restarting, while reducing the total number of searches conducted. Regarding the step-size dα, the two quantities that are added in the cost function, w l and w m , have different units, and so the dα value needs to be chosen to balance them reasonably. This is a domain-specific exercise.
F. Implementation
Here we outline two key implementation issues for POMP, that are related to the specific kind of belief model that we use.
1) Configuration Space Model: We utilize a k-NN method similar to one used previously [39] . When q i P X is evaluated for feasibility, we obtain F pq i q " 0 if q i P X free or 1 otherwise. Then we add pq i , F pq ito the model. Given some new query point q, we obtain the k closest α Ð α`dα 13: γ˚Ð γ curr known instances to q, say tq 1 , q 2 . . . q k u, and then compute a weighted average of F pq i q with weight w i " 1 ζpq,qiq . To this quantity, we also do additive smoothing with a prior probability λ of weight w λ . This is a common technique used to smooth the value returned by an estimator by injecting a prior value. Additive smoothing is particularly useful for getting less noisy estimates when the model has scarce information. Therefore,
In principle, the model lookup and update costs increase with the number of samples, while a collision check is always Op1q. In practice, a datastructure like the Geometric Nearneighbour Access Tree (GNAT) [4] makes model interactions efficient, much more so than the average collision check (especially for articulated manipulators). The GNAT data structure is also optimized for fast querying rather than updating -this aligns well with POMP as it queries the model multiple times in each search, but only updates the model after evaluating a candidate path. Asymptotically, however, the model lookup time will exceed check time [27] .
2) Efficient Model Updates: An important subtlety in Algorithm 2 is Line 4, where the model is updated with the data from collision-checking edge e. A change in Φ implies a change in the w m function for potentially all edges. Naively, this update is done by recomputing w m for each unevaluated edge remaining in the roadmap. This is quite wasteful, however, as there are several edges in the roadmap whose collision measure would be unaffected by the status of edge e. On the other hand, the minimal set of potentially affected edges is the set of all edges which have an embedded configuration for which any configuration embedded in e is a k-nearest neighbour. Computing this involves running several reverse k-NN searches on the configurations embedded in e, an expensive procedure [46] .
Algorithm 2 LazyEvalPath
Input : G " pV, Eq,γ, Φ 1: for e P γ do 2: if e is unevaluated then 3:
Evaluatepeq 4:
Update Φ with collision data for e.
5:
if e P X obs then 6: w l peq, w m peq Ð 8 Ź Known blocked edge. 7: return γ P X obs 8:
w m peq Ð 0 Ź Known free edge. 10 : return γ P X free With a simple assumption on our k-NN model Φ, we can be efficient in obtaining the set of potentially affected edges for each evaluated edge. The assumption is that there is some minimum distance threshold r Φ , beyond which the result of an evaluated configuration does not affect the estimate for the query (even if the former happens to be a k-nearest neighbour of the latter). This is a reasonable assumption to make, particularly in the beginning when the model is very sparse and the k-nearest neighbours of a queried configuration may contain evaluated configurations that are far away.
Under this assumption, given an edge e " pu, vq of length l that is evaluated, all configurations that could possibly be affected are in the union of the d-dimensional hyper-cylinder of radius r Φ and axial length l, and the two hyperspheres of radius r Φ around the edge endpoints ( Figure 14) . The volume of this cylinder is
where ξ d is the volume of the d-dimensional unit hypersphere. So the set of all affected edges is the set of incident edges of vertices within ξ cyl . As mentioned previously, obtaining this exactly is difficult and expensive. In practice, we use the heuristic of querying all neighbouring vertices within a radiusr Φ " a l 2 {4`r 2 Φ from each of u and v. This involves exactly 2 queries of Oplog |V |q time complexity each, where |V | is the current number of vertices in the roadmap. As shown in Figure 14 , this ensures that we include all possible affected configurations, but is an overestimate as well. The volume that we consider via this heuristic is the union of the volume of the 2 hyperspheres, each of radiuŝ r Φ , around u and v. The heuristic volume is then
This heuristic is a conservative approximation, thus ξ heur is strictly greater than ξ cyl for all values of the parameters. However, other than for evaluated edges where l « ? d, the number of edges in the hyperspheres is far less than the total number of edges in the roadmap being considered, which is the naive update strategy. Furthermore, if any unnecessary edge update must be avoided, the set of vertices inside the hyperspheres can be used as a candidate set from which only vertices inside the hypercylinder are returned, via a (relatively inexpensive) hypercylinder membership test. Fig. 14: (a) When the edge e " pu, vq is evaluated for collision, the edges affected by the result are those with some configurations in the blue hyper-cylinder around e, where r Φ is the distance threshold for the model. This is expensive to compute exactly, so we instead query all vertices in the green hyper-sphere of radiusr Φ around each of u and v, and update all incident edges for those vertices. (b) While efficient, this potentially recomputes the collision measure for unaffected edges that lie outside the hyper-cylinder.
G. Minimizing Expected Length
Each roadmap search of POMP uses as the objective function a convex combination of edge length and collision measure based on the current C-space belief. We have explained how this is motivated by our intution that tracing the convex hull of the Pareto frontier of the path measure plane achieves a desirable tradeoff between solution quality and likelihood of feasibility. Given a C-space belief model, an alternate (perhaps more natural) approach would be to iteratively search for paths of minimum expected length. In this section, we will relate the search behaviour of POMP to the search behaviour induced by this minimum expected length algorithm, to provide additional theoretical motivation for POMP.
IfĴpγq " ErJpγqs is the expected length of a path γ, we know, by linearity of expectation, thatĴpγq " ř ePγŵ j peq. For the expected length of an edgeŵ j , the length of the edge, if collision-free is w l peq, and if in collision is w l peq`β, where β is a length-independent factor pβ ě 0q. Though we require γ P X free , we do not use a formulation where the length of e is w l peq if free and 8 if in collision as that would make the expected length of any unevaluated edge 8, which makes analysis meaningless. Because the algorithm eventually evaluates edges, no infeasible paths will be reported as solutions so we do consider the cost of collision 8 in implementation anyway. The above formulation has appeared in a similar context for motion-planning roadmaps [36] . We denoteŵ j asŵ j β to indicate that β is a parameter.
The larger the value of β, the more we penalize an edge with a higher likelihood of collision, regardless of its length. An anytime algorithm that minimizes expected length while searching for shorter paths would gradually reduce this penalty and prioritize the length more. We will show that the sequence of candidate paths selected by this minimum expected length formulation has a similar trend, in terms of length and collision measure, to that selected by POMP. Specifically, candidate paths that POMP selects (assuming no model updates while searching) have decreasing path length and increasing collision measure as the sequence progresses. This is what we mean by the trend of the sequence. It turns out that the minimum ex-pected length algorithm also generates a sequence of candidate paths with this trend. We will support this claim by showing that the edge weight function for minimizing expected length, w j β behaves similarly to the edge weight function for POMP, w α j , as β decreases from β Ñ 8 to 0, and α correspondingly increases from 0 to 1.
Proposition 2
The search behaviour of POMP on the roadmap generates a sequence of candidate paths that has similar trends (in terms of path length and collision measure) to the sequence obtained by searching for paths of minimum expected length on the roadmap.
Proof:
By our chosen expected length model, w j β peq " ρpeqw l peq`p1´ρpeqq pw l peq`βq " w l peq`p1´ρpeqq β, (30) where ρpeq is the probability of edge e to be collision-free, using the standard notion of expectation over a single event.
Compare this to w α j peq in Eq. 27 w α j peq " αw l peq`p1´αqw m peq " w l peq`p 1´αq α w m peq [equivalent for minimizing]
Consider the relationship between the terms added to w l peq in each case -p1´ρpeqq β and p1´αq α p´log ρpeqq. For any unevaluated edge (which we care about as expected length is irrelevant for evaluated edges), ρpeq P p0, 1q. Both functions of ρpeq decrease monotonically with ρpeq in this interval.
d p´log ρpeqq d pρpeqq "´1 ρpeq ă 0 @ρpeq P p0, 1q
d p1´ρpeqq d pρpeqq "´1 ă 0 @ρpeq P p0, 1q Therefore, β varies as 1´α α for α P p0, 1s. The corner case of α " 0 is handled by searching only based on w m peq in the case of POMP and based on p1´ρpeqq in the case of minimizing expected length.
Of course, in general, we would not compute a different β for every edge based on ρpeq. This is why we make a weaker but useful claim that the sequence of candidate paths selected by POMP, by increasing α continuously from 0 to 1, is similar (though not equal) to the sequence obtained by searching for paths of shortest expected length by decreasing β continuously from β Ñ 8 to 0. In practice, neither of these variations would be continuous but rather at some chosen discretization, which would affect the profile of candidate paths in each case, however, we make this assumption for sake of simplicity.
The β parameter represents the penalty factor that the minimum expected length algorithm assigns to additional collision checks. Reducing β and increasing α both represent the increasing risk of collision that the respective search algorithms are willing to take while searching for edges that, if collision-free, may potentially lead to shorter paths. It should also be noted that at the stage where α " 1 ùñ β " 0, POMP is equivalent to LazyPRM [2] which searches for paths based only on their optimistic length.
Even though POMP and the minimum expected length algorithm have similar behaviour, we advocate for using the former in practice. The minimum expected length algorithm would begin by prioritizing low probability of collision and end by prioritizing length. However, it does not necessarily select points on the convex hull of the Pareto frontier of the path measure plane. We have explained in Section V-D how such behaviour does not represent the kind of lengthprobability tradeoff that we want.
VI. EXPERIMENTS
We extensively tested our key ideas, both individually and as a combined framework for anytime motion planning on large dense roadmaps. In this section, we discuss the results of those experiments. All algorithms were implemented in C++ with the OMPL [51] library, and the manipulation planning examples were run from a Python interface. All testing was done on an Ubuntu 14.04 system with a 3.4 GHz processor and 16GB RAM. The relative performance of the algorithms is of interest to us rather than the absolute timing data.
A. Densification
Our implementations of the various densification strategies were based on the publicly available OMPL implementation of BIT˚ [16] . Other than the specific parameters and optimizations mentioned earlier, we used the default parameters of BIT˚. Notably, we used the Euclidean distance heuristic and limited graph pruning to changes in path length greater than 1%. For all our densification experiments, we plot the anytime performance of the various algorithms. This is the curve of solution sub-optimality (with respect to the optimal solution on the roadmap) vs. planning time to find each solution. Between any two curves demonstrating anytime planning performance, the one more to the lower left indicates better performance.
1) Random hypercube scenarios: The different batching strategies were compared to each other on problems in R d for d " 2, 4. The domain was the unit hypercube r0, 1s d while the obstacles were randomly generated axis-aligned d-dimensional hyper-rectangles. All problems had a start configuration of r0.25, 0.25, . . .s and a goal configuration of r0.75, 0.75, . . .s. We used the first n " 10 4 and n " 10 5 points of the Halton sequence for the R 2 and R 4 problems respectively. The roadmaps were all complete, i.e. all edges between vertices were considered.
Two parameters of the obstacles were varied to approximate the notion of problem hardness described earlier -the number of obstacles and the fraction of X which is in X obs , which we denote by ξ obs . An easy problem is one which has fewer obstacles and a smaller value of ξ obs . The converse is true for a hard problem. Specifically, in R 2 , we had easy problems with 100 obstacles and ξ obs " 0.33, and hard problems with 1000 obstacles and ξ obs " 0.75. In R 4 we maintained the same values for ξ obs , but used 500 and 3000 obstacles for easy and hard problems, respectively. For each problem setting (R 2 /R 4 ; easy/hard) we generated 30 different random scenarios and evaluated each strategy with the same set of samples on each of them. Each random scenario had a different set of solutions, so we show a representative result for each problem setting in Figure 15 . The majority of the 30 results show similar relative behaviour between the three batching strategies.
For easy problems, vertex batching had better anytime performance than edge batching and vice versa for hard problems. Hybrid batching performed well in both problem settings. These results align with our analysis of the relative performance of the densification strategies on easy and hard problems. The naive strategy of searching G with A˚directly required considerably more time to report the optimum solution than any other strategy. We mention the numbers in the accompanying caption of Figure 15 but avoid plotting them so as not to stretch the figures. The hypercube plots show the reasonable performance of hybrid batching across problems and difficulty levels.
2) Manipulation planning problems:
We also ran simulated experiments on HERB [49] , a mobile manipulator designed and built by the Personal Robotics Lab at Carnegie Mellon University. The planning problems were for the right arm, a 7-DOF Barrett WAM, on the problem scenarios shown in Figure 16 . We used a complete roadmap of 10 5 vertices defined using a Halton sequence S which was generated using the first 7 prime numbers. In addition to the batching strategies, we also evaluated the performance of BIT˚, which was forced to use the same set of samples S. BIT˚has been shown to achieve anytime performance superior to contemporary anytime algorithms. The hardness of the problems in terms of clearance is difficult to visualize because of the high-dimensional C-space.
In our results ( Figure 16 ), for both problems, hybrid batching had better anytime performance than BIT˚. Furthermore, no batching method did significantly worse than BIT˚. Of course, these are individual examples that do not admit of any statistical significance. The purpose of these 2 experiments was to demonstrate that the batching strategies we propose perform comparably to the BIT˚strategy on sample robot planning problems. Fig. 17 : The test cases we use for our POMP experiments. We name them P1 through P6 for reference. The planning is for the right arm of the robot, which is at the starting configuration in each case. The translucent rendered arm represents the desired goal configuration. In each case, the x-axis is cut off after all runs of With Model, on roadmaps with feasible solutions, have concluded. RRTConnect would keep searching till it found a solution, and asymptotically its success rate would be 1.
B. POMP
We evaluated POMP through a number of simulated experiments on HERB. We considered two hypotheses about POMP -the benefit of using and updating a C-space belief model for computing the first solution, and the anytime performance. Our experiments were run on 6 different planning problems for the 7-DOF right arm, shown in Figure 17 . The first three problems -P1, P2, P3 -were used for evaluating the first hypothesis. They have goal configurations with significant visibility constraints. The next three problems -P4, P5, P6were used for the second hypothesis. Their goal configurations are less constrained than the first three. Thus they have more feasible solutions and better demonstrate anytime behaviour.
For each problem, we tested POMP over 50 different roadmaps. For each roadmap, the samples were generated from a Halton sequence and the node positions were offset by random amounts. The roadmaps each had approximately 14000 nodes, and the r-disk radius for connectivity was 0.3 radians. This radius induced an average degree of about 16, which is a little more than log 2 14000.
Using explicit fixed roadmaps allowed us to eliminate all nodes and edges which have configurations in self collision in a pre-processing step, thereby requiring us to only evaluate Fig. 20 : POMP with a model reports failure faster than without a model, and LazyPRM, for the same roadmaps and problem instances. This is aggregated over all failure cases from P1 through P3. environmental collisions at runtime. We utilized the same set of default model parameters for each run of POMP -the k for k-NN lookup is 15, the prior belief is 0.5, and the weight of this prior 0.25 and α increases in steps of 0.1.
1) Benefit of C-space belief model for first feasible path: We evaluated the planning time and the number of collision checks required to obtain a feasible solution. We compared against the widely used LazyPRM [2] and RRT-Connect [31] . For RRTConnect, we used the standard OMPL implementation. For LazyPRM, we used the search of POMP with α " 1 on the same roadmaps as POMP. We also compared against a variant of POMP that does not use a belief model -it assigns the same probability of collision ρpqq " 0.5 to all unknown configurations and only sets them to 0 or 1 when they are evaluated. This was done to demonstrate the tradeoff between actually updating the model, at some computational expense, and using a prior without any further updates. We name the original 'With Model' and the variant 'Without Model'. Figure 18 shows the average collision checks and planning time to compute the first feasible solution for the various algorithms. This is for those roadmaps that have at least one feasible solution for the problem. A second perspective is shown in Figure 19 , which shows the success rate of the methods with time and checks. This plot considers all of the 50 roadmaps, whether they have a feasible solution or not, and so the success rate of the methods using them (With Model, Without Model, LazyPRM) all have the same upper bound (in the limit).
The figures show that over all problems, POMP with a belief model achieved superior average-case performance. Furthermore, the length of the first feasible path returned by POMP is better than RRTConnect. For the three problems, the average length of feasible paths computed by POMP was approximately 60% that of paths computed by RRTConnect. Additionally, for cases where the roadmap had no feasible solution, POMP using a model reported failure more quickly than the variant without a model and LazyPRM (Figure 20 ). Observe in Figure 18 that though RRTConnect had an order of magnitude more collision checks than POMP, the planning time was still comparable. A qualitative breakdown of the timing shows that POMP spent far less time than RRT-Connect actually doing collision checking. However, it also had greater overhead for searching the roadmap for candidate paths and updating the collision measure of edges after collision tests. This reaffirms the importance of efficient belief model updates to the behaviour and performance of POMP.
2) Anytime Behaviour: We also evaluated the anytime performance of POMP by comparing against BIT˚. We ran tests for 3 different problems P4, P5 and P6 using 50 roadmaps with random offsets for POMP and 50 trials for BIT˚; the corresponding results are in Figure 21 . Since POMP works with only the roadmaps provided, without any incremental sampling or rewiring, the path length does not improve once the shortest feasible path has been obtained. The shortest path on the roadmap can be arbitrarily sub-optimal with respect to the asymptotic optimum. BIT˚adds more samples, however, and can continue to obtain improved paths with time. The results show that POMP has a comparable anytime planning performance.
C. Hybrid Batching with POMP
Our proposed algorithmic framework uses POMP as the underlying search algorithm along with the densification strategies for the large dense roadmap. We compared the anytime performance of the combined algorithm against BIT˚. We used hybrid batching in particular in order to have the most general framework (we call it HB-POMP); however, if the problem distribution is known to be easy or hard, then we suggest using vertex batching or edge batching respectively. An updated and more efficient implementation of both densification and POMP was used for these experiments.
We have already described our extensive testing of the individual components of the framework, and the results support our hypotheses about the value of those components. The purpose of this set of experiments is primarily to show that the overall algorithm of HB-POMP works well over a range of problems compared to our baseline of BIT˚, which in turn has been shown to outperform other anytime planning algorithms [16] . Therefore, we did not do any parameter tuning for HB-POMP -the hybrid batching parameters were the same as that used for the densification experiments, and the POMP parameters were the same as the default set chosen for the earlier POMP experiments. Similarly, for BIT˚we used the default set of parameters for all experiments.
For evaluation, we tested on 50 problems in each of the R 6 and R 8 unit hypercubes, using large dense roadmaps with N " 10 5 vertices. To simulate a range of difficulties, for each problem we randomly selected the number of obstacles (between 1000 and 5000) and the ξ obs parameter (between 0.1 and 0.5). The rest of our experimental setup was similar to that in Section VI-A.
For each problem, we ran BIT˚for 10 minutes and HB- (Figure 22 ). Notably, so is the difference in edge length histograms. This supports the hypothesis that the penalty for ignoring longer edges on the part of BIT˚increases with increased dimensionality.
POMP until termination. The sub-optimality is with respect to the best solution found by either algorithm on that problem. In the plots themselves, we show results up to 30 seconds to better observe the anytime performance up to a reasonable time frame. For the vast majority of the 50 problems, HB-POMP had better anytime performance than BIT˚. Results of 4 representative problems for each of R 6 and R 8 are shown in Figure 22 and Figure 23 respectively.
Despite being asymptotically optimal, BIT˚failed to obtain a solution shorter than the optimal solution of HB-POMP even after 10 minutes of computation, on virtually all the problems. Our hypothesis is that since BIT˚keeps shrinking the r-disk radius as more batches of samples are added, it is unable to utilize long edges between samples. The asymptotic optimality property states that in the limit, a long edge can be approximated arbitrarily closely by a series of short edges, but that says nothing about the approximation in finite time, which may be poor, especially for high-dimensional problems. To support this hypothesis, for each representative problem we also computed histograms of edge lengths for edges along the multiple feasible paths obtained by each algorithm on that problem. We observe that the edge-length histograms for HB-POMP are shifted to the right as compared to those for BIT˚, and this shift becomes more significant in R 8 than in R 6 . These results are in contrast to the common assumption in the sampling-based motion-planning community that one should minimize the length of edges used in roadmaps, i.e. that r-disk roadmaps should be used with the minimum possible radius to guarantee connectivity while still achieving asymptotic optimality. They make a strong case for the consideration of long edges in roadmaps, which we had called out in Section I-A.
VII. CONCLUSION
In this paper, we proposed an algorithmic framework for anytime motion planning on large dense roadmaps with expensive edge evaluations. We argued for the benefits of using a roadmap that is large and dense, along with efficient search techniques and lazy evaluation. We cast the problem of anytime planning on a roadmap as searching for the shortest feasible path over a sequence of subgraphs of the roadmap, using some densification strategy. Our analysis obtained effortvs-suboptimality bounds over the sequence of subgraphs, in the case where the roadmap samples are generated using a low-dispersion quasi-random Halton sequence. We also proposed an algorithm for anytime planning on (reasonably-sized) roadmaps called Pareto-Optimal Motion Planner (POMP). It maintains an implicit belief over the configuration space and searches for paths which are Pareto-optimal in path length and collision probability. Our experiments demonstrated the favourable characteristics of the individual ideas and the good performance of the combined framework.
A. Discussion
While each of our key ideas is important for the anytime motion planning problem, we advocate particularly for using POMP to organize the search over the sequence of subgraphs of the roadmap. POMP benefits from model re-use as more edges are evaluated in each batch, it is efficient in domains with expensive edge evaluations, and it creates two-level anytime planning behaviour in the overall framework, which leads to a better effort-to-quality tradeoff. When the current batch does not have an improved feasible solution, the fail-fast nature of POMP makes detecting this very quick.
More generally, we believe that searching over large dense roadmaps via a densification strategy and an underlying search algorithm that is efficient with collision checks, achieves the favourable properties required for anytime planning in domains with expensive edge evaluations. We obtain an initial feasible solution quickly with few collision checks, which is pivotal to restricting future work. We can devise appropriate termination criteria from the explicit effort-suboptimality tradeoff. By considering long edges we can get good quality solutions in finite time even for high-dimensional problems.
B. Future Work
There are a number of interesting questions for future research. A natural extension to the densification analysis is to provide similar analysis for a sequence of random i.i.d. samples. When out of the starvation regions we would like to bound the quality obtained similar to the bounds provided by Equation 3. A starting point would be to leverage recent results [15] for Random Geometric Graphs under expectation, albeit for a specific radius r.
Another question related to densification is alternative possibilities to traverse the subgraph space of G. As depicted in Figure 3 , our densification strategies are essentially ways to traverse this space. We discussed three techniques that traverse relevant boundaries of the space. There are, however, innumerable trajectories that a strategy can follow to reach the complete roadmap at the top right. Our current batching methods could be compared, both theoretically and practically, to those that go through the interior of the space.
For our implementation of POMP, the C-space belief model uses a simple but effective k-nearest neighbour lookup [39] . More sophisticated models, using Gaussian mixture models [20] or reasoning about the topology of configuration space from collision checks [40] , could also be applied. The tradeoff between model representation power, efficiency and utility as a search heuristic is a relevant question.
The belief model updates and queries for any reasonably sized roadmap are faster than the average collision check. However, as more and more batches are added, more collision checks are done and the model becomes more and more informed. Consequently, further updates become more expensive even as they potentially become less useful. There are some interesting information theoretic questions about the utility of model updates as the number of collision checks grows.
In the roadmap densification regime, at the end of each batch, the samples to be added for the next batch are already decided beforehand based on the generating sequence. However, as the belief model is continuously being updated, it induces a prior over the samples yet to be added. Whether this prior can be useful while adding the next batch is another interesting question to explore.
