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Zusammenfassung
Die vorliegende Arbeit untersucht das Mobilitätsverhalten junger Erwachsener. Dies ist
von besonderer Relevanz, da die heutige jüngere Generation die Mobilität der Zukunft
prägen wird. Aus jenem Grund ist es von eminenter Bedeutung, dass diese Altersklasse
intensiv und über einen längeren Zeitraum betrachtet wird, um Veränderungen in deren
Verkehrsmittelwahlverhalten zu erkennen. Weiterhin beeinflussen neben den mobilitäts-
spezifischen Einflüssen auch soziodemografische Entwicklungen das genannte Verhalten,
welche sowohl identifiziert, als auch bzgl. der Einflussstärke ausgewertet werden müs-
sen.
Ein Vergleich diverser Studien zeigt jedoch, dass die Altersklasse der jungen Erwachse-
nen eine noch relativ unerforschte Gruppe darstellt. Zudem besteht im Hinblick auf die
Altersabgrenzung in der Literatur Uneinigkeit. Daraus ergibt sich die zentrale Frage die-
ser Arbeit, inwieweit sich die Gruppe der jungen Erwachsenen im Mobilitätsverhalten
unterscheidet und ob es somit sinnvoll ist eine differenziertere Betrachtung vorzuneh-
men. Nach intensiver Recherche wurde hier die Altersspanne der jungen Erwachsenen
wie folgt definiert: Personen zwischen 18 und 35 Jahren.
Als Datengrundlage dieser empirischen Analyse wurden die großen SrV-Vergleichsstädte
von 2013 herangezogen. Der Datensatz jener Stadtgruppe bezieht sich auf deutsche
Großstädte mit mind. 100 000 Einwohnern. Mithilfe einer Clusteranalyse konnte zu-
nächst eine Struktur im Datensatz aufgedeckt werden, wonach die 18-21-, 22-26- und
27-35-Jährigen homogene Cluster bilden. Diese Cluster wurden anschließend deskriptiv
analysiert. Hierbei sind deutliche Unterschiede im Verkehrsmittelwahlverhalten fest-
zustellen. Der MIV-Anteil steigt z. B. mit zunehmendem Alter an, wohingegen beim
ÖPV ein entgegengesetztes Verhalten zu erkennen ist. Die Fahrradnutzung ist wie-
derum konstant und mit steigendem Alter werden mehr Wege zu Fuß zurückgelegt.
Weiterhin werden die einzelnen Gruppen u. a. durch unterschiedliche Lebensumstände
sowie neue Kommunikationstechnologie beeinflusst. Abschließend wurde eine Diskri-
minanzanalyse durchgeführt, um ein Modell zur Gruppentrennung der drei gebildeten
Cluster zu entwickeln. Das resultierende Modell beinhaltet jeweils drei soziodemogra-
fische und mobilitätsspezifische Variablen und trennt die Gruppen sehr gut. Darüber
hinaus wurden die Elemente eines Kontrolldatensatzes ähnlich optimal eingeordnet,
wodurch die Anwendbarkeit dieses Modells bestätigt werden konnte.
Die Analyse des Mobilitätsverhaltens der jungen Erwachsenen hat somit ergeben, dass
es sich hierbei um eine heterogene Altersklasse handelt. Aus diesem Grund scheint es
sinnvoll jene Zielgruppe bei zukünftigen Untersuchungen differenzierter zu betrachten
und die ermittelten Cluster zu berücksichtigen.
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1 Einleitung
„Nahezu alle Mobilitätskenngrößen – Wegeaufkommen, Wegezwecke,
Verkehrsmittelwahl, Tagesstrecken oder auch Start- und Endzeiten von Wegen –
weisen einen charakteristischen Zusammenhang mit dem Alter einer Person auf.“1
Dass sich dasMobilitätsverhalten einer Person im Laufe des Lebens verändert, ist grund-
legend bekannt. Allein mit Erreichen der Volljährigkeit kann i. d. R der Führerschein
erworben werden, wodurch ein Kraftfahrzeug aktiv gesteuert werden kann. Wenn ei-
ne Person beschließt dies nicht wahrzunehmen, dann ist ihre Verkehrsmittelwahl, im
Vergleich zu anderen Mitmenschen, eingeschränkt. Diese Entscheidung kann jedoch die
unterschiedlichsten Gründe haben, z. B. ein zu geringes Einkommen oder die grundsätz-
liche Abneigung gegenüber Kraftfahrzeugen. Bereits dieses stark vereinfachte Beispiel
verdeutlicht, wie stark soziodemografische Begebenheiten und auch persönliche Einstel-
lungen das Mobilitätsverhalten eines Menschen beeinflussen.
Regelmäßig werden Untersuchungen durchgeführt, um besagtes Mobilitätsverhalten zu
analysieren. Die dadurch gewonnenen Erkenntnisse stellen zudem wichtige Grunddaten
für eine integrierte Verkehrsentwicklungsplanung dar.2 Hierzu ist es essenziell das Ver-
kehrsverhalten der Menschen stetig zu erheben sowie auszuwerten. In dieser Arbeit wer-
den die SrV-Daten von 2013 zu Grunde gelegt und in Bezug auf das Mobilitätsverhalten
unterschiedlicher Altersklassen analysiert. Dazu werden sowohl soziodemografische als
auch mobilitätsspezifische Eigenschaften identifiziert, aufbereitet und anschließend mit-
hilfe exploratorischer und konfirmatorischer Verfahren aus der multivariaten Statistik
ausgewertet.
Das Anfangszitat aufgreifend stellt sich die Frage, welche Altersklassen ein sehr ähnli-
ches Verhalten aufweisen bzw. ab welchem Alter eine signifikante Änderung im Mobili-
tätsverhalten erkennbar ist. Diese Gruppierung des Alters wird in der Literatur jedoch
sehr unterschiedlich durchgeführt. Je nach Untersuchungsgegenstand und Klassenein-
teilung können die gewonnenen statistischen Ergebnisse der Realität sehr nahe kom-
men, oder diese komplett verfälschen. Dabei sind vorab bereits einige Besonderheiten
zu erkennen. So kann ein Grundschulkind im Regelfall nur schwer ein Kfz steuern, wäh-
rend dies für einen berufstätigen Familienvater schon deutlich realistischer erscheint.
1infas & DLR (2010), S. 74
2vgl. Ahrens (2014), S. 1
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Kapitel 1. Einleitung
Weiterhin benötigt z. B. ein körperlich beeinträchtigter Rentner eine Gehhilfe und ist
somit nicht mehr in der Lage ein Fahrrad als Fortbewegungsmittel zu nutzen, was für
einen gesunden Studenten kein Problem darstellt. Das Verhalten jener Gruppen dif-
feriert demnach zwangsläufig, wodurch eine im Vorfeld erfolgte Abgrenzung zwingend
nötig ist. Allerdings sind nicht alle Altersstufen so klar voneinander zu unterscheiden
und müssen somit einer intensiven Betrachtung unterzogen werden. Hierbei stellt vor
allem das Erwachsenwerden einen ganz wesentlichen Abschnitt im Lebenszyklus dar.3
Aufgrund dieser Tatsache ergibt sich mit den 18- bis 35-Jährigen ein sehr interessanter
Altersbereich, welcher in dieser Arbeit näher untersucht werden soll. Durch Vollendung
der Volljährigkeit stehen diesen Menschen, zumindest theoretisch, alle Verkehrsmittel
zur Verfügung. Außerdem wirken mit dem Abschluss der Schule, dem Beginn einer
Ausbildung bzw. eines Studiums und dem Berufseinstieg sowie der Familiengründung
eine Vielzahl an soziodemografischen Besonderheiten auf die Gruppe der Jungen Er-
wachsenen ein.
Zu Beginn dieser Arbeit werden die theoretischen Grundlagen dargestellt. Hierzu wer-
den sowohl die Daten, als auch die verwendeten multivariaten Analyseverfahren vor-
gestellt und beschrieben. Im daran folgenden Kapitel wird ein Überblick zu der vor-
handenen Literatur gegeben, der sich zum einen auf die Alterseinteilung, zum anderen
auf bereits durchgeführte Studien bezieht. Die anschließende Datenanalyse unterteilt
sich in mehrere Schritte. Zuerst werden mithilfe einer Clusteranalyse sich von einander
unterscheidende Gruppen gebildet. Diese werden bezüglich ihrer mobilitätsspezifischen
Eigenschaften deskriptiv untersucht. Zuletzt soll mit der Durchführung einer Diskrimi-
nanzanalyse ein Modell zur Gruppentrennung aufgestellt werden, womit ein Datenset
der Kontrollgruppe eingeordnet wird. Abschließend werden die gewonnenen Ergebnisse
kritisch hinterfragt und ein Ausblick auf das Themengebiet gegeben.
3vgl. Wittwer (2014), S. 5
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2 Theoretische Grundlagen
In diesem Kapitel werden die theoretischen Grundlagen genauer erläutert. Dazu wird
neben den Spezifikationen des Datensatzes auch die im späteren Verlauf angewendeten
multivariaten Analysemethoden vorgestellt. Dies ist notwendig, um die grundsätzliche
Vorgehensweise der anschließenden Datenauswertung nachvollziehen zu können.
2.1 Datengrundlage
Das System repräsentativer Verkehrsbefragungen, kurz SrV, ist ein Forschungsprojekt
der TU Dresden. Im mittlerweile zehnten Durchgang dieser Erhebung ist die Daten-
grundlage auf „insgesamt 118 Untersuchungsräume, die sich aus mehr als 300 Städ-
ten, Gemeinden und Verwaltungsgemeinschaften auf dem Gebiet der Bundesrepublik
Deutschland zusammensetzten“1, stetig vergrößert worden. Abbildung 2.12 zeigt eine
Karte der Untersuchungsräume.
Abbildung 2.1: Untersuchungsräume des SrV 2013
1Ahrens (2014), S. 3
2Ahrens (2014), S. 4
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Die Abbildung verdeutlicht, dass sich ein Großteil der untersuchten Städte im östli-
chen Bereich Deutschlands befindet. Allerdings sind mittlerweile die Untersuchungen
im alten Bundesgebiet deutlich ausgeweitet worden. In 65 Untersuchungsräumen wur-
de die SrV-Erhebung 2013 zum ersten Mal durchgeführt. Anhand dieser sukzessiven
Ausweitung wird erneut die Relevanz der Verkehrsuntersuchung aufgezeigt. Durch die
SrV-Zeitreihe kann zum einen die Entwicklung des Stadtverkehrs wissenschaftlich ana-
lysiert, zum anderen ein stadtspezifischer Vergleich vorgenommen werden. Weiterhin
wird die verkehrsplanerische Datengrundlage verbessert, welche z. B. in der Verkehrs-
nachfragemodellierung Anwendung findet und politikrelevante Kennziffern bereitstellt.
Der Erhebungszeitraum der SrV-Untersuchung 2013 belief sich von Januar bis De-
zember. Dabei wurden die mittleren Werktage, Dienstag, Mittwoch und Donnerstag,
betrachtet.3 Die Erfassung des Verkehrsverhaltens erfolgte an einem zufällig ausgewähl-
ten Stichtag. Dabei wurden alle Wege von jeder Person im Haushalt erhoben, lediglich
Haushaltsmitglieder ohne Bezug zum Wohnort blieben unberücksichtigt. Die Grundge-
samtheit umfasst, ohne Einschränkung von Alter, Geschlecht etc., alle Einwohner des
jeweiligen Untersuchungsraumes. Die resultierenden Erhebungsdaten werden in eine
Haushalts-, Personen- undWegedatei gegliedert. So können neben haushaltsspezifischen
Merkmalen und soziodemografischen bzw. verkehrsrelevanten Personenmerkmalen auch
Merkmale der durchgeführten Ortsveränderungen separat betrachtet werden.4 Um eine
repräsentative Stichprobe aus der Grundgesamtheit zu ziehen, erfolgte eine untersu-
chungsraumspezifische Planung. Die Größe der Nettostichprobe ist somit abhängig von
der jeweiligen Stadt bzw. Gemeinde. Zur Berechnung des Stichprobenumfangs wur-
den die vorangegangenen Verkehrserhebungen zugrunde gelegt, da sich diese als gute
Schätzung erwiesen. Aus den jeweiligen Melderegistern sind anschließend die Adres-
sen der zu befragenden Haushalte gezogen worden.5 Derartige Stichprobenerhebungen
unterliegen allerdings verschiedenen Fehlerquellen, wie z.B. Mess- und Datenverarbei-
tungsfehler. Diese gilt es durch eine umfassende Datenaufbereitung zu minimieren, um
die Qualität der Ergebnisse zu erhöhen.6
Durch die verschiedenen Untersuchungsräume lassen sich unterschiedliche Stadtgrup-
pierungen anlegen. Anhand dieser können Merkmalskombinationen differenzierter aus-
gewertet werden, als dies bei einer Betrachtung der Einzelstädte möglich wäre. Die
Gruppierung der Städte erfolgt zum einen nach Zentralität, Einwohnerzahl und Topo-
grafie, zum anderen nach Auswertungserfordernissen für Zeitreihenanalysen. Bei ers-
terer werden die Städte einer Zentralitätsstufe, die ggf. nach der Einwohnerzahl sepa-
riert wird, zugeordnet und nach der topografischen Situation unterschieden. Die zweite
3vgl. Ahrens (2014), S. 17
4vgl. Ahrens (2014), S. 7
5vgl. Ahrens (2014), S. 36, 40
6vgl. Ahrens (2014), S. 61
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Gruppierung ist für eine stadtübergreifende Ergebnisdarstellung und für Zeitreihen-
betrachtungen geeignet.7 Als Datengrundlage wird in der vorliegenden Arbeit auf die
Gruppe Große SrV-Vergleichsstädte zurückgegriffen. Diese umfasst die Wiederholer-
städte, welche bereits 2008 an der SrV-Erhebung teilgenommen haben und setzt sich
aus der gleichmäßigen Verteilung von Ost- und Weststädten sowie Berlin zusammen.
Dabei sind 25 Städte ab jeweils 100 000EW enthalten. Eine Auflistung der vertretenen
Städte ist in Tabelle 2.18 gegeben.
Große SrV-Vergleichsstädte
Augsburg, Berlin, Bremen, Chemnitz, Cottbus,
Dessau-Roßlau, Dresden, Düsseldorf, Erfurt, Frankfurt am Main,
Gera, Halle (Saale), Jena, Kaiserslautern, Kassel,
Kiel, Leipzig, Magdeburg, Mainz, Mannheim,
Potsdam, Rostock, Schwerin, Ulm/Neu-Ulm, Zwickau
Tabelle 2.1: Überblick der enthaltenen Städte im SrV-Datensatz
Aus den oben genannten Städten ergibt sich ein Datensatz mit einer realisierten Net-
tostichprobe von 54 579 Personen.9 Jener bildet die Grundlage für die in dieser Arbeit
durchgeführten empirischen Analysen.
2.2 Multivariate Analysemethoden
Für die wissenschaftliche Betrachtung verschiedenster Sachverhalte werden häufig sta-
tistische Modelle genutzt. Diese setzen sich aus Einflussgrößen (exogenen Variablen)
und der untersuchten Zielgröße (endogene Variable) zusammen. Mithilfe von Modell-
parametern wird eine Kalibrierung vorgenommen, sodass sich das Fehlermaß minimiert.
Zusätzlich wirken unbestimmte Einflüsse auf das System ein, welche als Zufallsvaria-
ble modelliert werden. Anhand des aufgestellten Modells kann letztlich der betrachtete
Sachverhalt beschrieben, analysiert und anschließend Rückschlüsse auf das System ge-
troffen werden.
Einen Bereich der Statistik stellt die multivariate Statistik dar, bei welcher einer Reihe
von Analyseverfahren zur Verfügung stehen. Einen guten Überblick über die jeweiligen
Verfahren bietet hierzu Backhaus et al. (2011).10 Die Einteilung der einzelnen Ana-
lysemethoden erfolgt nach anwendungsbezogenen Fragestellungen. Hierbei wird zwi-
schen strukturprüfenden (konfirmatorischen) und strukturentdeckenden (exploratori-
schen) Verfahren unterschieden. Erstere dienen der Überprüfung von Zusammenhän-
7vgl. Ahrens (2015), S. 1 f.
8Ahrens (2015), S. 24
9vgl. Ahrens (2015), S. 4
10Auf das genannte Werk wird an dieser Stelle ausdrücklich verwiesen, da es einen guten Einstieg in
die Thematik bietet und die unterschiedlichen Analysemethoden anschaulich beschreibt.
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gen, wohingegen bei exploratorischen Verfahren die Entdeckung von Zusammenhängen,
zwischen den untersuchten Variablen, im Fokus steht.11 Tabelle 2.2 stellt einige Bei-
spiele der beiden Gruppen dar.
Strukturprüfende Verfahren Strukturentdeckende Verfahren
Kontingenzanalyse Korrelationsanalyse
Varianzanalyse Faktorenanalyse
Regressionsanalyse Clusteranalyse
Diskriminanzanalyse Multidimensionale Skalierung
Conjoint-Analyse
Tabelle 2.2: Beispiele multivariater Analysemethoden
Bei der hier durchgeführten Datenauswertung werden u. a. die Clusteranalyse sowie die
Diskriminanzanalyse Anwendung finden, weshalb diese beiden Verfahren im Folgenden
theoretisch beschrieben werden.
2.2.1 Clusteranalyse
Die Clusteranalyse ist ein strukturentdeckendes Verfahren zur Gruppierung von Ob-
jekten. Hierbei besteht der Zielkonflikt darin einerseits möglichst wenige Cluster zu
bilden und andererseits möglichst ähnliche Objekte in jedem Cluster zu bündeln. An-
hand von empirischen Beobachtungen, wie z. B. einer Befragung, soll eine Klassifikation
der Objekte erkannt werden. Diesen Vorgehen liegt die Grundvorstellung von homo-
genen Gruppen zugrunde. Die Objekte einer Gruppe sollen demnach sehr ähnlich sein
(d. h.: Homogenität innerhalb der Cluster), wohingegen die einzelnen Gruppen unter-
einander jedoch verschieden sein sollen (d. h.: Heterogenität zwischen den Clustern).12
I. d. R. kann durch diese Gruppeneinteilung keine Aussage über die Güte getroffen,
keine Rückschlüsse auf die Grundgesamtheit gezogen und keine Klassifizierung neuer
Objekte vorgenommen werden. Dazu bedarf es im Anschluss z. B. der Durchführung
einer Diskriminanzanalyse, um die vorangegangenen Ergebnisse zu überprüfen. Aller-
dings kann die Clusteranalyse auch teilweise konfirmatorisch angewendet werden. In
diesem Fall werden vorab die charakteristischen Merkmale und die Anzahl der Cluster
definiert, wodurch die Cluster bereits eine inhaltliche Bedeutung besitzen.13
Bei der Durchführung einer Clusteranalyse sind grundsätzlich drei Schritte einzuhalten,
welche im Folgenden näher erläutert werden. Als erstes werden die Ähnlichkeiten bzw.
Distanzen bestimmt. Anschließend erfolgt die Auswahl des Fusionierungsalgorithmus
und zuletzt wird die optimale Clusterzahl bestimmt.14
11vgl. Backhaus, Erichson, Plinke & Weiber (2011), S. 13 f.
12vgl. Bacher, Pöge & Wenzig (2010), S. 15 f.
13vgl. Bacher et al. (2010), S. 22 f.
14vgl. Backhaus et al. (2011), S. 398 f.
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Wahl des Proximitätsmaßes
Den Ausgangspunkt einer Clusteranalyse bildet die Rohmatrix. In dieser sind K Ob-
jekte enthalten, welche durch J Variablen beschrieben werden. Die einzelnen Variablen-
werte müssen mithilfe einer statistischen Maßzahl nach ihrer Ähnlichkeit quantifiziert
werden, woraus eine symmetrische Distanz- bzw. Ähnlichkeitsmatrix, der Form K xK,
entsteht. Die enthaltenen Werte stellen Distanz-/Ähnlichkeitswerte dar und werden als
Proximitätsmaße bezeichnet. Dabei lassen sich das Ähnlichkeits- und das Distanzmaß
unterscheiden. Zwei Objekte sind sich z. B. unähnlicher, umso größer der Distanzwert
wird.15 Analog gilt, dass sich zwei Objekte mit steigendem Ähnlichkeitswert immer
ähnlicher werden. Je nach Skalenniveau existieren dabei eine Reihe von Proximitäts-
maßen, von denen die wichtigsten kurz beschrieben werden sollen.
Einige Clusterverfahren können nur Binärdaten verarbeiten, weshalb Variablen mit
nominaler Struktur häufig in binäre Daten transformiert werden. Diese besitzen jeweils
zwei Ausprägungen und werden durch 0 bzw. 1 codiert.16 Eine beispielhafte Darstellung
über die Kombinationsmöglichkeit zweier Objekte ist in Tabelle 2.3 gegeben.
Objekt 2 - ja (1) Objekt 2 - nein (0)
Objekt 1 - ja (1) a c
Objekt 1 - nein (0) b d
Tabelle 2.3: Kombinationsmöglichkeit binärer Variablen
Daraus lässt sich zur Berechnung der Ähnlichkeiten folgende allgemeine Formel nutzen:
Sij =
a+ δ · d
a+ δ · d+ λ(b+ c) (2.2.1)
Hierbei gibt Sij die Ähnlichkeit zwischen Objekt i und j an. Die Koeffizienten δ bzw.
λ stellen konstante Gewichtungsfaktoren dar. Je nach Wahl dieser Faktoren entstehen
unterschiedliche Ähnlichkeiten. Tabelle 2.4 gibt einen Überblick ausgewählter Ähnlich-
keitskoeffizienten, welche in der Praxis häufig angewendet werden.17
Name δ λ
Jaccard-Koeffizient 0 1
M-Koeffizient 1 1
Russel & Rao-Koeffizient - -
Dice-Koeffizient 0 12
Tabelle 2.4: Ähnlichkeitsmaße binärer Variablen
15vgl. Backhaus et al. (2011), S. 399 f.
16vgl. Deichsel (1985), S. 10
17vgl. Backhaus et al. (2011), S. 402
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Wenn die Ausprägungen der Merkmale Rangunterschiede erkennen lassen und der Ab-
stand sinnvoll interpretierbar ist, liegt ein metrisches Skalenniveau vor. Bei dieser Va-
riablenstruktur werden vor allem die Distanzmaße der Minkowski-Metriken (L-Normen)
angewendet, welche sich wie folgt berechnen:
dk,l =
 J∑
j=1
|xkj − xlj |r
 1r (2.2.2)
Dabei entspricht dk,l der Distanz zwischen Objekt k und l, xkj und xlj dem Wert der
Variablen j bei Objekt k, l und r dem Minkowski-Koeffizienten. Bei r = 1 handelt es
sich um die City-Block-Metrik (L1-Norm), welche sich durch Addition aller Differenz-
werte, die sich für jede Eigenschaft eines Objektpaares ergeben, berechnet. Anwendung
findet diese Methode v. a. bei der Clusterung von Standorten.
Bei r = 2 handelt es sich um die (quadrierte) Euklidische Distanz (L2-Norm). Diese
ist bei empirischen Anwendungen ein weit verbreitetes Distanzmaß. Deren Berechnung
erfolgt ähnlich der City-Block-Metrik, jedoch werden hier vor der Addition die einzel-
nen Differenzwerte quadriert. Durch das anschließende Radizieren der Summe ergibt
sich die Euklidische Distanz. Bei der Distanzberechnung werden somit große Differenz-
werte stärker berücksichtigt.18 Dies führt dazu, dass die resultierende Reihenfolge der
(Un)Ähnlichkeiten von der Wahl des Proximitätsmaßes beeinflusst wird.
Wahl des Gruppierungsverfahrens
„Die gewonnene Distanz- oder Ähnlichkeitsmatrix bildet nun den Ausgangspunkt der
Clusteralgorithmen, die eine Zusammenfassung der Objekte zum Ziel haben“19. Laut
Deichsel (1985) kann hierbei zwischen einer disjunkten, hierarchischen und unschar-
fen Klassifikation unterschieden werden (S. 15 ff.). Bei einer unscharfen Klassifikation
wird vermutet, dass zwischen den Gruppen ein fließender Übergang besteht, weshalb
mit einer gewissen Wahrscheinlichkeit das Objekt der einen oder der anderen Gruppe
zugehörig ist.20 Aufgrund ihrer Bedeutung in der Praxis werden die disjunkten (par-
titionierenden) und vor allem die hierarchischen Verfahren genauer betrachtet. Einen
Überblick ausgewählter Fusionierungsalgorithmen bietet Abbildung 2.2.
Bei den partitionierenden Verfahren wird von einer festen Clusterzahl ausgegangen.
Anhand dieser definierten Startpartition erfolgt eine Verlagerung der einzelnen Objek-
te, mit dem Ziel ein Fehlermaß zu minimieren. Der Nachteil besteht jedoch darin, dass
die Lösung von der, teilweise subjektiv begründeten, Startpartition abhängig ist. Wei-
18vgl. Backhaus et al. (2011), S. 410 f.
19Backhaus et al. (2011), S. 417
20vgl. Deichsel(1985), S. 17 ff.
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Abbildung 2.2: Überblick ausgewählter Fusionierungsalgorithmen
terhin sind bei diesem Verfahren häufig nur lokale Optima auffindbar.21
Die hierarchischen Algorithmen sind durch eine veränderliche Clusterzahl gekennzeich-
net. Dabei wird zwischen agglomerativen und divisiven Verfahren unterschieden. Bei
den agglomerativen Verfahren besteht die Startlösung aus der feinsten Partition, d. h.
jedes Untersuchungsobjekt befindet sich zu Beginn in einem separaten Cluster. Die
einzelnen Gruppen werden so lange zusammengefasst, bis sich alle Objekte in einem
Cluster befinden. Divisive Verfahren verhalten sich analog, allerdings befinden sich hier
zu Beginn alle Objekte in einem Cluster und werden durch wiederholtes Aufspalten in
einzelne Gruppen aufgeteilt.22
Die in Abbildung 2.2 aufgezeigten agglomerativen Verfahren sind von besonderer Be-
deutung und werden daher im Folgenden näher beschrieben. Das Single-Linkage-Verfahren
(nächster Nachbar) ist ein agglomerativer Algorithmus und somit befindet sich in der
Startpartition jedes Objekt in einem Cluster. Für die Distanzberechnung zwischen den
Clustern zählt die Distanz d der am nähesten gelegenen Objekte. Die Cluster mit der
geringsten Distanz werden zusammengefasst bis sich letztendlich alle Objekte in einer
Gruppe befinden.23 Somit hat jedes Objekt entweder keinen Nachbar oder mind. einen
in der Distanz d. Zudem ist kein Objekt weiter als d von seinem nächsten Nachbarn
entfernt. Darüber hinaus kann dieses Verfahren zur Ermittlung von Ausreißern einge-
setzt werden, da es zur Kettenbildung neigt. Ausreißer können demnach aufgrund ihrer
späten Einbeziehung in den Verschmelzungsprozess und die damit verbundene lange
Alleinständigkeit gut identifiziert werden.24
Analog hierzu betrachtet das Complete-Linkage-Verfahren den entferntesten Nachbarn.
Das Vorgehen ist grundsätzlich identisch zum Single-Linkage-Verfahren. Der Unter-
21vgl. Backhaus et al. (2011), S. 418 ff.
22vgl. Backhaus et al. (2011), S. 418
23vgl. Backhaus et al. (2011), S. 422 ff.
24vgl. Bacher et al. (2010), S. 326
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schied besteht darin, dass als Distanz zweier Objekte die Distanz der entferntesten Ob-
jekte zugrunde gelegt wird. Somit hat jedes Objekt eines Clusters alle anderen Objekte
des selben Clusters in Distanz d. Dieses Verfahren tendiert eher zur Bildung kleiner
Cluster.25
Ein in der Praxis weit verbreitetes Verfahren ist das Verfahren von Ward, welches nur
bei metrischen Daten anwendbar ist. Hier werden nicht die nächsten oder entferntes-
ten Nachbarn zusammengefasst, sondern die Cluster, die sich am ähnlichsten sind und
somit ein vorgegebenes Heterogenitätsmaß (z. B. Fehlerquadratsumme) am wenigsten
erhöhen.26
Bestimmung der Clusterzahl
Im letzten Schritt der Clusteranalyse muss bestimmt werden, welche Clusterzahl die
optimale Lösung darstellt. Dazu kann z. B. der Scree-Test angewendet werden. Dabei
wird die Clusterzahl und das Verschmelzungsniveau in einem Koordinatensystem abge-
tragen. Ist ein Knick (Elbow) erkennbar, dann stellt dies ein Indiz für die beste Anzahl
an Clustern dar.27 Die Ein-Clusterlösung sollte jedoch nicht zwangsläufig berücksichtigt
werden, da beim letzten Verschmelzungsschritt i. d. R. ein größerer Sprung auftritt.
Zusätzlich zu dieser Methode wurden auch eine Reihe statistischer Kriterien entwi-
ckelt, um die optimale Clusterzahl zu bestimmen. Hierbei wurde das Kriterium von
Calinski/Harabasz als besonders gut identifiziert. Dieses ist für metrische Daten geeig-
net und stellt die Streuung innerhalb der Gruppen mit jener zwischen den Gruppen
gegenüber. Existiert ein Maximum der berechneten CH-Statistik, deutet dies auf die
optimale Gruppenanzahl hin. Sinkt der CH-Wert monoton, liegt keine Gruppenstruk-
tur vor, nimmt dieser jedoch zu, ist der Datensatz hierarchisch strukturiert.28 Weitere
Kriterien sind z. B. der Test von Mojena und das Kriterium von Duda/Hart.
2.2.2 Diskriminanzanalyse
Tabelle 2.2 verdeutlicht, dass die Diskriminanzanalyse zu den strukturprüfenden Ver-
fahren zählt und somit zur Analyse von Gruppenunterschieden genutzt wird. Ein Ziel
besteht darin zu untersuchen, ob sich die Gruppen hinsichtlich verschiedener Merkmals-
variablen signifikant voneinander unterscheiden und welche Merkmale sich besonders
gut zur Unterscheidung eignen. Weiterhin verfolgt die Diskriminanzanalyse das Ziel
neue Elemente zu klassifizieren, d. h. in welche Gruppe ein neues Element einzuordnen
ist.29 Die Gruppen müssen entweder vorab anhand des Anwendungsproblems definiert
worden sein, oder z. B. mithilfe einer Clusteranalyse gebildet werden, welche nun zu
25vgl. Backhaus et al. (2011), S. 425 f.
26vgl. Backhaus et al. (2011), S. 426 f. und Deichsel (1985), S. 29
27vgl. Bacher et al. (2010), S. 241
28vgl. Backhaus et al. (2011), S. 438 f.
29vgl. Backhaus et al. (2011), S. 188
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überprüfen sind. Hierbei ist jedoch zu beachten, dass die klassische Diskriminanzana-
lyse bei zu hoher Variablenanzahl instabil wird, weshalb in der Praxis stets versucht
wird die Anzahl an Variablen zu verringern.30 Dies erfolgt durch eine Vorwärts- bzw.
Rückwärtsselektion. Folglich wird entweder mit der leeren Variablenmenge begonnen
und schrittweise eine Variable hinzugefügt, oder aus der vollen Menge Variablen ent-
fernt.31
Eine optimale Gruppentrennung soll die Diskriminanzfunktion ermöglichen, welche fol-
gende Form aufweist:
Y = b0 + b1X1 + b2X2 + ...+ bJXJ (2.2.3)
Dabei spiegelt Y den Diskriminanzwert, Xj die Merkmalsvariable j, bj den Diskri-
minanzkoeffizienten der Variable j und b0 das konstante Glied wider. Auf Basis der
ausgewählten Variablen sind somit die Parameter zu schätzen.32 Bei der Auswahl der
Merkmalsvariablen sollte allerdings darauf geachtet werden, dass keine Korrelationen
auftreten.33 Weiterhin sind diese durch Vorüberlegungen so zu wählen, dass sie einen
Beitrag zur Unterscheidung der Gruppen leisten.
Die einzelnen Gruppen werden durch den mittleren Diskriminanzwert beschrieben. Die-
ser sogenannte Centroid (Schwerpunkt) berechnet sich wie folgt:
Y¯g =
1
Ig
Ig∑
i=1
Ygi (2.2.4)
Ein Maß für die Unterschiedlichkeit von Gruppen ist somit die Differenzbildung der
Centroide. Auf der Diskriminanzachse lassen sich die Werte grafisch darstellen. Abbil-
dung 2.3 verdeutlicht diesen Sachverhalt.
Abbildung 2.3: Diskriminanzachse
Neben den Centroiden ist der kritische Diskriminanzwert Y ∗ abgebildet, welcher als
Trennkriterium fungiert. Anhand dieses Wertes können z. B. neue Elemente klassifi-
ziert werden.34
Nach diesem allgemeinen Überblick lässt sich das Vorgehen einer Diskriminanzanalyse
z. B. folgendermaßen gliedern: Schätzung der Diskriminanzfunktion(en), Modellprüfung
30vgl. Läuter (1992), S. 37
31vgl. Läuter (1992), S. 39
32vgl. Backhaus et al. (2011), S. 192
33vgl. Kobelt & Steinhausen (2006), S. 347
34vgl. Backhaus et al. (2011), S. 193
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und Klassifizierung neuer Elemente.
Schätzung der Diskriminanzfunktion
Damit die unbekannten Koeffizienten bj der Diskriminanzfunktion die Gruppen opti-
mal trennen können, ist bei deren Schätzung die Maximierung eines Kriteriums er-
forderlich.35 Dieses Diskriminanzkriterium Γ misst die Gruppenunterschiedlichkeit und
berechnet sich wie folgt:
Γ = Streuung zwischen den Gruppen
Streuung in den Gruppen
bzw.
erklärte
nicht erklärte Streuung (2.2.5)
Anhand dieser Formel wird deutlich, dass neben der Distanz der Centroide auch die
Streuung essenziell ist, um die Gruppen zu unterscheiden. Das konstante Glied b0 hat
jedoch keinen Einfluss auf die Diskriminanzwerte und die Streuung, welche wieder-
um abhängig von den zu schätzenden Koeffizienten bj der Diskriminanzfunktion 2.2.3
sind.36 Für die Maximierung des Diskriminanzkriteriums muss das sogenannte Eigen-
wertproblem gelöst werden, weshalb dieser maximale Wert als Eigenwert γ bezeichnet
wird.37
γ = max{Γ} (2.2.6)
Jede Diskriminanzfunktion besitzt einen Eigenwert. Bei mehreren Gruppen G lassen
sich maximal G−1 Diskriminanzfunktionen ermitteln. Da der Eigenwert den restlichen
Anteil der Streuung erklärt, sinkt dieser mit jeder weiteren Diskriminanzfunktion. Aus
dieser Eigenschaft folgt, dass bei einer großen Gruppenanzahl und Merkmalsvariablen
in der Praxis oft zwei Diskriminanzfunktionen ausreichend sind. Daraus ergibt sich der
Vorteil einer leichteren Ergebnisinterpretation sowie grafischen Darstellung.38
Für den Fall, dass lediglich zwei Merkmalsvariablen vorliegen besteht außerdem die
Möglichkeit die optimale Diskriminanzfunktion geometrisch zu ermitteln. Die Diskri-
minanzachse ist der in der X1-X2-Ebene projizierte Normalenvektor der Diskriminanz-
funktion.
X2 =
b2
b1
·X1 (2.2.7)
Die Diskriminanzfunktion bestimmt demnach die Steigung der Diskriminanzachse und
35vgl. Backhaus et al. (2011), S. 194
36vgl. Backhaus et al. (2011), S. 196
37vgl. Backhaus et al. (2011), S. 206
38vgl. Backhaus et al. (2011), S. 206 f.
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bewirkt somit, bei Veränderung der Diskriminanzkoeffizienten, eine Rotation dieser.
Umgekehrt kann damit durch die Rotation der Diskriminanzachse näherungsweise die
optimale Diskriminanzfunktion ermittelt werden.39
Modellprüfung
Nach Schätzung der Diskriminanzfunktion muss die Qualität der Diskriminanzanaly-
se anhand geeigneter Prüfverfahren beurteilt werden. Nur so können entsprechende
Ergebnisaussagen getroffen werden. Ein anschauliches Testverfahren hierfür bildet die
Klassifikationstabelle. Dabei werden die einzelnen Elemente den Gruppen zugeordnet
und somit entweder richtig oder falsch klassifiziert. Die resultierende Trefferquote muss
mit der zufälligen Zuordnung verglichen werden, sodass eine Aussage über den Nutzen
der Diskriminanzfunktion getroffen werden kann.40 Hierbei wird allerdings mit demsel-
ben Datensatz, der auch zur Modellschätzung verwendet wurde, validiert.
Eine andere Möglichkeit der Validierung stellen die Hold-out- und die Leaving-one-out-
Methode dar. Bei einem ausreichend großen Stichprobenumfang führen alle Methoden
zum selben Ergebnis.41 Bei der Hold-out-Methode wird der komplette Datensatz in eine
Lern- und eine Teststichprobe aufgeteilt. Die Lernstichprobe wird zum Schätzen der
Diskriminanzfunktion genutzt und anschließend mit der Teststichprobe die Klassifizie-
rung überprüft. Vorteilhaft ist das Testen mit neuen Daten, allerdings wird hierbei der
Datensatz nicht optimal ausgenutzt.42 Die Leaving-one-out-Methode verwendet hinge-
gen die vollständigen Daten. Hier wird ein Element herausgenommen und das Modell
auf Basis der Restlichen geschätzt. Im Anschluss wird dieses Element klassifiziert. Mit
jedem weiteren Element ist genauso zu verfahren, bis alle zugeordnet wurden.43
Neben diesen Methoden ist der kanonische Korrelationskoeffizient c ein weiteres Prüf-
verfahren.
c =
√
γ
1 + γ =
√
erklärte Streuung
Gesamtstreuung
(2.2.8)
Dieser ist zwischen 0 und 1 normiert, gilt aber nur im Zwei-Gruppen-Fall.
„Das gebräuchlichste Kriterium zur Prüfung der Diskriminanz bildet Wilks’ Lamb-
da“44.
Λ = 11 + λ =
nicht erklärte Streuung
Gesamtstreuung
(2.2.9)
39vgl. Backhaus et al. (2011), S. 202 f.
40vgl. Backhaus et al. (2011), S. 207 f.
41vgl. Trampisch (1985), S. 99
42vgl. Trampisch (1985), S. 103 ff.
43vgl. Trampisch (1985), S. 106 f.
44Backhaus et al. (2011), S. 210
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Hohe Werte bedeuten hier eine kleine Trennkraft und umgekehrt. Besonders bedeutsam
ist jedoch, dass durch die Transformation von Λ eine statistische Signifikanzprüfung der
Diskriminanzfunktion ermöglicht wird.
χ2 = −
[
N − J +G2 − 1
]
lnΛ (2.2.10)
Die nach Formel 6.3 resultierende Variable ist annähernd χ2-verteilt. Somit kann die
Nullhypothese („Beide Gruppen unterscheiden sich nicht voneinander.“) überprüft wer-
den.45
Weiterhin ist es wichtig die Merkmalsvariablen zu überprüfen, damit die Unterschiede
der Gruppen beurteilt und unwichtige Variablen entfernt werden können. Die Diskrimi-
nanzkoeffizienten bilden dabei die Basis zur Beurteilung der Merkmalsvariablen bzgl.
ihrer Bedeutung auf den Diskriminanzwert (siehe Formel 2.2.3). Damit die Werte der
Diskriminanzkoeffizienten nicht durch eventuelle Skalierungseffekte beeinflusst werden,
sind diese zu Standardisieren.46
b∗j = bj · sj (2.2.11)
Durch die Multiplikation von bj mit der Standardabweichung sj ergibt sich der stan-
dardisierte Diskriminanzkoeffizient b∗j . Im Bezug auf die diskriminatorische Bedeutung
hat das Vorzeichen keinen Einfluss. Die Trennwirkung ist folglich umso höher, je größer
der betragsmäßige Wert ist. Jedoch müssen zur Berechnung von Diskriminanzwerten
immer die unstandardisierten Koeffizienten genutzt werden.47
Wurde die Gruppenbildung zuvor mit einer Clusteranalyse durchgeführt, können bei
der Diskriminanzanalyse entweder dieselben Variablen, zur Eignungsprüfung für diese
Cluster, oder andere verwendet werden, um die erzeugte Gruppierung zu erklären.48
Klassifizierung neuer Elemente
Abschließend ist durch die Diskriminanzanalyse eine Klassifikation von neuen Elemen-
ten möglich. Hier wird zwischen dem Distanz-, dem Wahrscheinlichkeitskonzept sowie
den Klassifizierungsfunktionen unterschieden.49
Für den Fall, dass in den Gruppen eine gleiche Streuung unterstellt werden kann, ist
eine direkte Einordnung anhand der Merkmalsvariablen mithilfe der von R.A. Fisher
45vgl. Backhaus et al. (2011), S. 210 f.
46vgl. Backhaus et al. (2011), S. 212 f.
47vgl. Backhaus et al. (2011), S. 214
48vgl. Backhaus et al. (2011), S. 214 f.
49vgl. Backhaus et al. (2011), S. 215
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entwickelten Klassifikationsfunktionen möglich. Für jede Gruppe g existiert eine Klas-
sifikationsfunktion, die durch Einsetzen der Merkmalswerte einen Funktionswert fg
berechnet. Diese Werte besitzen selbst zwar keinen interpretatorischen Gehalt, jedoch
ist ein Element i der Gruppe mit dem größten Funktionswert zuzuordnen.50
gˆi = arg max
g
fg(xi1, xi2, ...) (2.2.12)
Weiterhin ist die Einbeziehung von a priori-Wahrscheinlichkeiten möglich. Wenn z. B.
eine Gruppe in der Realität häufiger vorkommt als die andere, dann sind diese Antei-
le zu berücksichtigen. Die a priori-WK müssen in Summe, über alle Gruppen, 100%
ergeben.51
G∑
g=1
P (g) = 1 (2.2.13)
Eine andere Möglichkeit bietet das Distanzkonzept, wonach ein Element i der nächstge-
legenen Gruppe g zugeordnet wird. Zur Berechnung der Distanzen können verschiedene
Maße, üblicherweise jedoch die quadrierte Euklidische Distanz, genutzt werden (vgl. Di-
stanzmaße der Clusteranalyse und Formel 2.2.2).52
D2ig =
K∑
k=1
(Yki − Y¯kg)2 (2.2.14)
Yki stellt den Diskriminanzwert von Element i und Y¯kg den Centroid von Gruppe g bzgl.
der Diskriminanzfunktion k dar. Hier wird ebenfalls eine gleiche Streuung innerhalb der
Gruppen unterstellt. Dies kann z. B. mithilfe der Berechnung von Box’sM überprüft
werden.53
Das Wahrscheinlichkeitskonzept ist das letzte Verfahren zur Klassifizierung neuer Ele-
mente. Dies ist zugleich das flexibelste Konzept und baut auf dem Distanzkonzept auf.
Es kann zum einen, genau wie die Klassifikationsfunktionen, unterschiedliche a priori-
Wahrscheinlichkeiten, zum anderen Kosten der Fehlklassifikation berücksichtigen. Ein
Element i wird der Gruppe g, welche die größte Wahrscheinlichkeit P (g|Yi) aufweist,
zugeordnet. Zur Berechnung der Wahrscheinlichkeiten wird das Bayes-Theorem verwen-
det, welches die a priori-, a posteriori- und bedingten Wahrscheinlichkeiten miteinander
50vgl. Backhaus et al. (2011), S. 215 f.
51vgl. Backhaus et al. (2011), S. 216
52vgl. Backhaus et al. (2011), S. 217
53vgl. Backhaus et al. (2011), S. 218
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verknüpft.54
P (g|Yi) = P (Yi|g)Pi(g)∑G
g=1 P (Yi|g)Pi(g)
(2.2.15)
Für ein Element, das evtl. besser in keine Gruppe eingeordnet werden sollte, kann über
diese Berechnung jedoch keine Aussage getroffen werden. Hierfür ist eine gesonderte
Betrachtung der bedingten Wahrscheinlichkeiten P (Yi|g) notwendig.
54vgl. Backhaus et al. (2011), S. 218 f.
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3 Literaturanalyse
Nachdem in Kapitel 2 die zugrundeliegenden Daten und die statistischen Verfahren
theoretisch beschrieben wurden, wird in diesem Kapitel die Untersuchungsgruppe der
jungen Erwachsenen genauer betrachtet. In der Jugendforschung ist seit Beginn der 80-
er Jahre zu beobachten, dass Personen die z. B. jugendbezogene Einrichtungen besuchen
immer älter werden und häufiger neben jugendlichen auch erwachsene Charakteristika
aufweisen.1 Die Übergangsphase zwischen Jugend und Erwachsensein ist in der Lite-
ratur nicht klar definiert. Aus diesem Grund wird in den folgenden Ausführungen eine
inhaltliche Eingrenzung vorgenommen. Zudem werden Erkenntnisse aus bereits durch-
geführten Studien zusammengetragen.
3.1 Altersabgrenzung
Laut Walther (1996) befindet sich die Jugendphase im Wandel, von einem Durchgangs-
stadium zu einer eigenständigen Lebensphase. Bei der Analyse der Übergänge zwischen
Schule und Arbeit wird von einem Strukturwandel bzw. einer Verlängerung der Ju-
gendphase gesprochen (S. 10). Die jungen Erwachsenen bilden somit eine eigenständige
Gruppe, wobei sich die Abgrenzung als schwierig herausstellt. Daraus resultiert die
Frage, ob eine Einteilung anhand des Alters durchgeführt werden kann, oder ob hierfür
qualitative Dimensionen zugrunde zu legen sind (S. 12).
Eine Abgrenzung der jungen Erwachsenen kann in erster Linie mithilfe des biologi-
schen Alters und der gesetzlichen Bestimmungen durchgeführt werden. Diese Betrach-
tung hat auch Wittwer (2014) vorgenommen, indem die Untergrenze der Altersspanne
nach dem Straf- bzw. Wahlrecht festgesetzt wird. Mit Vollendung des 18. Lebensjahres
tritt schließlich die Volljährigkeit ein, was in § 2BGB geregelt ist. Als Obergrenze könn-
te § 7Abs. 1Nr. 3 SGBVIII herangezogen werden, wonach Personen zwischen 18 und 27
Jahren die Bezeichnung junge Volljährige tragen (S. 24).
Das Modellprojekt „Jugendliche an der 2. Schwelle“ wird von Blickwede et al. (2003)
skizziert. Der Schwerpunkt liegt hierbei auf den jungen Erwachsenen, denn dieser Le-
bensabschnitt stellt eine Zwischenphase dar, indem die jungen Menschen ihr Leben
selber kontrollieren müssen. Weiterhin sind diese, wie Jugendliche, vermehrt zu Ex-
perimenten bereit, weshalb es sich um eine Schlüsselphase der Kompetenzentwicklung
1vgl. Walther (1996), S. 9
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handelt (S. 8, 9).
Bei der Untersuchung von Gauthier & Furstenberg (2004) werden die jungen Erwachse-
nen (16-34-Jährige), anhand von Arbeit, Partnerschaft und Kindern, in sechs Gruppen
unterteilt. Furstenberg et al. (2004) bezeichnen die Jahre 18 und 21 als Meilensteine im
Leben einer jungen Person. Jedoch ist der Eintritt in das Erwachsenenalter komplexer
als früher und somit schwieriger zu definieren.
Gille et al. (2006) nutzen für ihre Untersuchungen die Ergebnisse des DJI-Jugendsurvey
2003, um Lebensverhältnisse und gesellschaftliche bzw. politische Beteiligung junger
Erwachsener zu analysieren. Diese Gruppe wird von 12 bis 29 Jahren abgegrenzt und
damit begründet, dass einerseits der Beginn der Pubertät und der Einfluss von Medi-
en heute zeitiger die Jugendphase einleiten und andererseits das Ende, aufgrund von
längeren Bildungswegen und einer späteren Heirat bzw. Familiengründung, gleichzeitig
verzögert wird (S. 7, 10). Neben der Umfrage vom DJI nutzt Betz (2007) zusätzlich
die 15. Shell Studie von 2006 (Befragung von 12-25-Jährigen), um Lebensbedingungen,
Werte und Einstellungen der Jugendlichen zu untersuchen.
Schröder (2005) beschäftigt sich dagegen genauer mit Jugendlichen und nimmt eine
altersgemäße Abgrenzung vor. Während sich der Beginn der Jugendphase mit dem
Einsetzen der Pubertät (zwischen 9 und 13 Jahren) noch recht gut bestimmen lässt,
kann deren Ende nicht allgemeingültig festgelegt werden. Aus diesem Grund wird hier
von einer Entstrukturierung gesprochen (S. 90). Zusammenfassend grenzt Schröder jun-
ge Erwachsene zwischen 18/19 und 25/30 Jahren ab (S. 92).
Einen weiteren Anhaltspunkt für die Ausweitung dieser Zwischenphase ist die Famili-
engründung bei Hochschulabsolventen. Dies wurde von der BZgA im Jahr 2004 durch
eine Erhebung untersucht. Im Ergebnis zeigte sich, dass Männer mit durchschnittlich 31
und Frauen mit ca. 29 Jahren das erste Kind bekommen. Zusätzlich ist hierbei die Ten-
denz einer weiteren Verschiebung nach hinten zu erkennen.2 Bargel (2006) betrachtet
wiederum Sekundarschulabsolventen, die sich für eine Universität bzw. Fachhochschu-
le eingeschrieben haben und definiert junge Erwachsene zwischen 20 und 30 Jahren
(S. 433).
Das statistische Bundesamt hat in der Broschüre von 2010 Männer und Frauen in
verschiedenen Lebensphasen analysiert, wobei z. B. die Schulabschlüsse, die Wohnsi-
tuation und die Erwerbstätigkeit miteinander verglichen wurden. Die Phase der jungen
Erwachsenen definierte sich dabei von 18 bis 26 Jahren. Khattab & Fenton (2009) haben
die Zufriedenheit von jungen Erwachsenen bzgl. ihrer Arbeitssituation untersucht. Die
Studie wurde in Bristol von 2000 bis 2002 durchgeführt und bezieht sich auf Personen
zwischen 20 und 34 Jahren.
In einer US-Studie der Gesundheitsforschung haben Davis et al. (2006) die jungen Er-
2vgl. BZgA (2005), S. 18
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wachsenen von 16 bis 30 Jahren abgegrenzt.
Krampe untersuchte in seiner Studie von 2004 die Straßenverkehrssicherheit in Deutsch-
land, wobei die Altersgruppe der 18- bis 24-jährigen Fahranfänger besonders berücksich-
tigt wurde. Junge Menschen sind am stärksten im Straßenverkehr gefährdet und stellen
somit eine Risikogruppe dar. Nach Krampe ist jeder zweite im Straßenverkehr Getöte-
te zwischen 15 und 44 Jahren alt. Dies ist v. a. bei Fahranfängern in Industriestaaten
der Fall. Für diese Untersuchung wurden Daten vom statistischen Bundesamt herange-
zogen (S. 5 f.). Eine weitere Betrachtung der jungen Erwachsenen hat Rode (2002) in
einem Forschungsprojekt der Universität Essen durchgeführt. Die Altersklasse der 18-
24-Jährigen ist überproportional an Unfällen beteiligt. Besonders problematisch sind
dabei die Discowege. Hierfür wurde insbesondere der ÖPNV, durch spezielle Angebote
für Disco-Besucher, als Alternative herausgestellt, um das Unfallpotenzial zu senken
(S. 5).
Eine andere Untersuchung der Mobilität, speziell im Jugendalter, beschreiben Scholl
& Sydow (2002). Dieses Forschungsprojekt wurde von 1995 bis 1999 bearbeitet und
befasst sich mit Personen im Alter zwischen 16 und 20 Jahren (S. 11).
Schulz (2003) nutzte dagegen als Grundlage seiner Dissertation, zur Untersuchung des
Mobilitätsverhaltens, die Daten von U.Move. Darin wurden Jugendliche zwischen 15
und 26 Jahren befragt. Aus dieser Altersstruktur konnten folgende drei Klassen gebildet
werden: 15-17, 18-21 und 22-26 Jahre (S. 132). Ebenfalls auf diese Studie beziehen sich
Tully & Baier (2006), welche das Mobilitätsverhalten im Alltag untersuchen (S. 9). Die
Autoren stellen heraus, dass aus soziologischer und psychologischer Sicht die Gruppe
der 14-27-Jährigen als jugendlich gilt (S. 126).
Schmiedel (1984) hat in seiner Dissertation verhaltensähnliche Personenkreise für die
Verkehrsplanung bestimmt. Dazu wurde neben einer Vielzahl von Variablen u. a. auch
das Alter berücksichtigt. Hierbei sind z. B. Unterscheidungen zwischen 18-34-Jährigen
ohne Kind und Personen über 18 Jahren mit Kind getroffen worden (S. 61).
Maurer et al. (2008) untersuchen dagegen mit dem Web 2.0 ein etwas anderes The-
mengebiet. In deren Untersuchung steht die Internetnutzung (v. a. soziale Netzwerke)
im Vordergrund. Aus einer ARD/ZDF-Online-Studie von 2004 geht hervor, dass dies
insbesondere von Personen im Alter von 14 bis 39 Jahren besonders stark genutzt wird
(S. 209 f.). Die Autoren haben daraus selbst eine Umfrage mit 20-39-Jährigen durch-
geführt, um Nutzertypen von sozialen Netzwerken zu identifizieren (S. 211). Hier wird
erneut die Schwierigkeit einer gleichmäßigen Abgrenzung deutlich.
Die Abgrenzung über das biologische Alter sagt einerseits nicht zwangsläufig etwas
über die Lebensphase einer Person aus, andererseits ist so jede Person bei der empi-
rischen Datenanalyse eindeutig einem Alter zuzuordnen. Demnach ist das biologische
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Alter sehr gut für eine Einteilung geeignet. Zudem zeigen die bisherigen Ausführungen,
dass in der Literatur häufig genau dieses Alter zur Zielgruppenabgrenzung genutzt
wird.3
In der vorliegenden Arbeit umfasst die Gruppe der jungen Erwachsenen, analog zu
Wittwer (2014), alle Personen zwischen 18 und 35 Jahren. Diese Altersspanne bein-
haltet eine ausreichend große Zielgruppe und weist die größte Schnittmenge zu anderen
Untersuchungen auf.
3.2 Mobilitätsstudien
Neben dem Alter sollen im Folgenden Erkenntnisse über das Mobilitätsverhalten junger
Erwachsener zusammengetragen werden. Das Mobilitätsverhalten wurde bereits in ver-
schiedenen nationalen und internationalen Studien auf unterschiedliche Art und Weise
untersucht. So betrachten z. B. Kuhnimhof et al. (2012) die deutschen jungen Erwachse-
nen. Diese werden von 18 bis 34 Jahren abgegrenzt und repräsentieren somit ein Fünftel
der deutschen Bevölkerung. Als Datengrundlage für die Mobilität wurde das MOP und
die EVS für die Einkommensentwicklung von 1998 bis 2008 herangezogen. Das Mobili-
tätsverhalten wurde mithilfe einer logistischen Regression untersucht und zeigte, dass
sowohl die PKW-Verfügbarkeit als auch die -Nutzung in dieser Altersklasse gesunken
ist. Als mögliche Gründe werden strukturelle Veränderungen wie Einkommen, Arbeits-,
Wohnsituation und Haushaltsstruktur genannt (S. 64).
Schönduwe et al. (2012) untersuchen die Personengruppe der 15-29-Jährigen anhand
verschiedener Studien zur Mobilität (S. 8). Dabei ist ein Trend von abnehmenden Füh-
rerscheinbesitz, abnehmender PKW-Nutzung und -Verfügbarkeit, zunehmender Multi-
modalität und ÖV-Nutzung sowie ein ähnlicheres Mobilitätsverhalten zwischen Män-
nern und Frauen zu erkennen (S. 20 ff.). Als Ursachen der veränderten Mobilitäts-
muster werden veränderte Biografien, erhöhte Mediennutzung (mobile Technologien,
wie Smartphones, ermöglichen neue Interaktionsmöglichkeiten), Budgetumschichtun-
gen, ein Wandel der Wertorientierungen und Veränderungen im Verkehrssystem auf-
geführt. Weiterhin verlieren kostenintensive Produkte, wie der PKW, an Reiz und an-
dere Güter, wie das Smartphone, nehmen an Bedeutung zu. Das Umweltbewusstsein
wird jedoch als treibender Grund des veränderten Mobilitätsverhaltens ausgeschlossen.
(S. 25 ff.). Allerdings weisen die Autoren darauf hin, dass die Mobilitätsforschung bei
jungen Menschen noch unzureichend ist und somit ein Forschungsbedarf in diesem Be-
reich besteht, um aussagekräftige Analysen durchführen zu können (S. 32).
Eine andere Betrachtung führen Chlond et al. (2002) durch. Die Autoren analysieren
das Verkehrsverhalten zwischen Ost- und West-Deutschland. Dabei wurden die jun-
3vgl. Wittwer (2014), S. 26, 29
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gen Erwachsenen von 18 bis 35 Jahren abgegrenzt. Die Mobilitätskenngrößen, wie z. B.
Anzahl an Wegen und Verkehrsbeteiligung, sind in beiden Regionen sehr ähnlich. Ein
Unterschied zeigt sich jedoch bei den mit dem MIV zurückgelegten Wegen, da diese in
den neuen Bundesländern höher sind. Beim ÖPV offenbart sich das entgegengesetzte
Bild (S. 524 f.).
Müggenburg & Lanzendorf (2015) untersuchen wiederum die Einflüsse beruflicher Le-
bensereignisse auf das Verkehrsverhalten. Dazu wurden drei Gruppen (Studierende,
deren Eltern und Großeltern) betrachtet. Es fällt auf, dass in Umbruchsphasen ei-
ne Änderung der Hauptverkehrsmittelnutzung erfolgt. Lebensereignisse wie Studium,
Ausbildung oder Start ins Berufsleben können die PKW-Verfügbarkeit erhöhen. Bei
einem Arbeitswechsel oder Selbstständigkeit besteht jedoch eher die Chance auf eine
Abnahme dieser.
Holte (2012) untersucht stattdessen Einflussfaktoren auf das Fahrverhalten und Un-
fallrisiko junger Menschen. Dabei wird besonders die Gruppe der 18-24-Jährigen be-
trachtet, da diese, trotz Unfallrückgängen, am gefährdetsten sind (S. 3, 7). Anhand ei-
ner Befragung sollen die Personen typologisiert werden, wobei sechs Lebensstilgruppen
identifiziert worden sind (S. 3). Die Ergebnisse wurden anschließend nach einem Zeit-
raum von 13 Jahren mit den nunmehr 31- bis 37-Jährigen verglichen, wodurch die glei-
che Generation in verschiedenen Lebensphasen betrachtet werden konnte. Im Laufe der
Zeit hat eine Veränderung und Ausdifferenzierung stattgefunden. Besonders gefährdet
ist jedoch in beiden Fällen der autozentrierte Typ. Hierbei ist das Gefährdungspotenzial
unabhängig vom Alter, es wird vielmehr von verkehrsrelevanten Einstellungen geprägt
(S. 190 f.).
Die Verkehrssicherheit soll mit der Entwicklung des KOMET-Systems erhöht werden.
Dies ist Gegenstand der Dissertation von Terporten (2004). Dazu wird v. a. die Gruppe
der jungen Erwachsenen (15-24 Jahre) betrachtet, da in jener Altersklasse ein erhöhtes
Risiko für Verkehrsunfälle besteht (S. 11). Dieser Lösungsansatz soll eine Alternative
zum privaten PKW bieten, indem das Mehrfahrgast-Taxi mit dem ÖPNV kombiniert
wird. Am Beispiel des Ruhrgebietes wurde dieses neue Verfahren genauer betrachtet.
Das KOMET-System bietet einerseits Vorteile für den Fahrgast und andererseits wird
die ÖPNV- und Taxi-Nutzung erhöht. Dies führt wiederum zu einer Erhöhung der Si-
cherheit auf Disco-Wegen (S. 130).
Schulze (1999) betrachtet dagegen den Lebensstil und das Verkehrsverhalten von 18-
34-Jährigen. Dabei wurden zwei Gruppen (18-24- und 25-34-Jährige) gebildet. Unter
dem Blickwinkel der Verkehrssicherheit konnten fünf Verhaltenstypengruppen identi-
fiziert werden (S. 3). Die beiden gefährdetsten Gruppentypen sind laut Untersuchung
der Action- und der Kicksuchende-Typ. Von der ersten Altersklasse zählen 37,5%, von
der zweiten 30,5% zu diesen Risikogruppen. Demnach ist nicht das Alter für das Ver-
kehrsverhalten ausschlaggebend, sondern vielmehr die gleichen Verhaltensweisen der
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Personen (S. 59 f.).
Weitere Studien zum Mobilitätsverhalten von Heranwachsenden (15-27 Jahre) und der
Möglichkeit zur ÖPNV-Bindung analysieren Schönduwe & Lanzendorf (2014). Zum
einen zeigt sich, dass das Verkehrsverhalten durch Erfahrungen in der Kindheit und
Jugend geprägt wird. Zum anderen beeinflussen veränderte Lebenssituationen die Mo-
bilitätsentscheidungen. Außerdem sind junge Erwachsene eine besonders mobile Be-
völkerungsgruppe, die einen hohen ÖV-Anteil aufweist. Starke Unterschiede existieren
jedoch zwischen ländlichen und städtischen Regionen. Eine wichtige Rolle für die Her-
anwachsenden nimmt die emotionale Bewertung von Mobilität ein, weshalb der PKW
durch Individualität, Unabhängigkeit und Flexibilität positiv bewertet wird. Maßnah-
men, welche zu einer stärkeren Bindung an den ÖV führen, könnten somit intermodales
Verkehrsverhalten fördern. Mögliche Maßnahmen sind bspw. neben dem Wohlfühlen in
Bus und Bahn, jugendorientiertes Marketing, attraktive Tarife und flexible Angebote
(S. 7 f.).
Ifmo (2011) untersucht die Änderungen im Mobilitätsverhalten junger Erwachsener.
Dazu wurden einige Industriestaaten, wie Deutschland, Frankreich, Großbritannien,
Norwegen, Japan und USA, miteinander verglichen. Da sich die jeweiligen nationalen
Datengrundlagen unterscheiden, sind die Alterseinteilungen auch verschieden und be-
wegen sich im Rahmen von 18 bis 34 Jahren. Die Analyse mehrerer Bezugsjahre zeigt
folgende Erkenntnisse: der Führerscheinbesitz stagniert bzw. geht zurück, der PKW-
Anteil auf Wegen nimmt (außer in Japan und USA) ab, in Deutschland und GB nutzen
junge Autofahrer zusätzlich den ÖV, die PKW-Verkehrsleistung nimmt besonders bei
Männern ab und der Anteil an Haushalten ohne PKW nimmt zu (S. 5 ff.). Als mög-
liche Gründe für die Verhaltensänderungen werden die abnehmende Bedeutung des
Autos, die Angebotsveränderung im Verkehrssystem, die zunehmende Durchdringung
von IuK-Technologie sowie die Tatsache, dass sich weniger junge Menschen in autoaf-
finen Lebenssituationen befinden aufgeführt (S. 15 f.).
Eine weitere mobilitätsspezifische Betrachtung Deutschlands und Großbritanniens wur-
de von Kuhnimhof et al. (2011) durchgeführt. Die Untersuchung bezieht sich dabei auf
20-29-jährige Personen. Als Datengrundlage wurden die nationalen Mobilitätsunter-
suchungen (MOP und MiD sowie British National Travel Survey) herangezogen. Im
Ergebnis wird deutlich, dass die PKW-Verfügbarkeit und -Nutzung sinkt, andere Ver-
kehrsmittel stattdessen vermehrt genutzt werden, die Multimodalität steigt und Män-
ner die Autonutzung stärker reduzieren als Frauen.
Darüber hinaus werden im Folgenden einige amerikanische Studien vorgestellt. Da-
vis et al. (2012) untersuchen z. B. die PKW-Nutzung von jungen Amerikanern und
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deren Auswirkungen auf die Verkehrspolitik. Im Zeitraum von 2001 bis 2009 sind die
gefahrenen Meilen der 16-34-Jährigen um 23% gesunken (S. 1).
Blumenberg et al. (2012) analysieren ebenfalls das Mobilitätsverhalten in den USA.
Dies wird mithilfe der Daten des NPTS von 1990 und der NHTSs von 2001 und 2009
realisiert. Dabei werden die Jugendlichen und jungen Erwachsenen (15-26 Jahre) mit
Personen im mittleren Alter (27-61 Jahre) verglichen. Wirtschaftliche Faktoren, wie
Erwerbstätigkeit und Haushaltseinkommen, beeinflussen alle Gruppen im Mobilitäts-
verhalten, wobei die Jüngeren hiervon stärker betroffen sind. Weitere einflussreiche Fak-
toren sind u. a. die Nutzung von IuK-Technologie oder, dass junge Erwachsene oftmals
noch bei ihren Eltern leben. Weiterhin konnten auch generelle Änderungen im Mo-
bilitätsverhalten festgestellt werden. So legen die jungen Erwachsenen heute weniger
Kilometer zurück als frühere Generationen und die Anforderungen an den Führerschein-
erwerb sind mit den Jahren gestiegen, sodass dieser später erworben wird (S. i ff.).
Eine weitere Mobilitätsbetrachtung führten Mans et al. (2012) durch. Die Autoren
nutzten hierfür die nationalen Untersuchungen aus den USA von 2001 bis 2009. In die-
sem Zeitraum sind die zurückgelegten PKW-Kilometer gesunken, was besonders auf
die jüngeren Menschen zurückzuführen ist. Die Gruppe der 16-30-Jährigen verzeichnet
einen Rückgang der vehicle miles traveled (VMT) um 25%. Im Altersbereich der 31-
55-Jährigen sind es 11% und bei den über 56-Jährigen lediglich 2%. Diese Änderungen
im Mobilitätsverhalten sind z. B. auf die Einführung von IuK-Technologie und die stei-
genden Benzinpreise zurückzuführen (S. 90).
Die Ergebnisse von Davis et al. (2012) nutzen Grimsrud & El-Geneidy (2014), um
die jungen Erwachsenen in Montreal zu untersuchen. Allerdings wurden Personen un-
ter 20 Jahre ausgeschlossen, sodass drei zu betrachtende Gruppen (20-24-, 25-29- und
30-34-Jährige) entstanden. Zudem wurden, um das Verkehrsverhalten zu analysieren,
die Wege von der Wohnung zur Arbeit und Bildungseinrichtung herangezogen. Es stellt
sich heraus, dass die ÖV-Nutzung mit zunehmendem Alter abnimmt, insgesamt jedoch
über mehrere Untersuchungsjahre (1998, 2003 und 2008) gestiegen ist.
Eine Untersuchung im schweizer Raum hat die Universität Basel durchgeführt. Darin
wurde sich mit der Freizeitmobilität von jungen Erwachsenen (18-25 Jahre) im Raum
Basel auseinandergesetzt. Der Einstieg in die PKW-Motorisierung beginnt in dieser
Altersstufe und weiterhin trägt diese hochmobile Gruppe zu einem hohen Verkehrsauf-
kommen bei.4
Milmeister & Roob (2010) untersuchen das Verhältnis junger Menschen zum ÖV in
Luxemburg. Dazu wurden zwischen 2008 und 2009 Probanden im Alter von 13 bis 30
Jahren befragt. Diese unterteilten sich in drei Gruppen: die 13-17-, 18-25- und 26-30-
4vgl. MGU (2003), S. 1, 15
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Jährigen. Die Teilnehmer sprachen eine unterschiedliche Alltagstauglichkeit von dem
Auto und dem ÖPNV an. Aus diesem Grund wurde das Auto positiver bewertet. (S. 24).
Weitere Kritikpunkte des öffentlichen Verkehrs sind die Unterschiede im Angebot zwi-
schen Stadt und Land, die Zeitverluste sowie die höhere Komfortabilität des Autos.
Dagegen ist der ÖPNV kostengünstiger, umweltfreundlicher und wird im Hinblick auf
die Sicherheit besser bewertet. Dennoch bevorzugen insbesondere die älteren Proban-
den den PKW.
Zusammenfassend lässt sich festhalten, dass die jungen Erwachsenen eine hochmobile
Gruppe bilden. In den verschiedenen Studien wurden v. a. die sinkende PKW-Nutzung
und -Verfügbarkeit herausgestellt. Damit einhergehend steigt die Multimodalität der
jungen Erwachsenen. Weiterhin ist die ÖV-Nutzung in dieser Gruppe sehr hoch, was
jedoch mit zunehmendem Alter abnimmt. Darüber hinaus verhalten sich Männer und
Frauen immer ähnlicher und in Umbruchphasen besteht eine erhöhte Chance der Ände-
rung im Mobilitätsverhalten. Allerdings gehören die jungen Erwachsenen im Hinblick
auf die Unfallzahlen zur Risikogruppe.
Als mögliche Gründe der Veränderungen wurden die Lebenssituation, der Wertewan-
del, die IuK-Technologie sowie das veränderte Verkehrsangebot genannt. Inwieweit diese
Charakteristika auf den in dieser Arbeit vorliegenden Datensatz zutreffen, gilt es im
Folgenden zu untersuchen.
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4 Clusteranalyse
In den folgenden Kapiteln wird eine empirische Analyse der großen SrV-Vergleichsstädte
durchgeführt. Wie bereits im Kapitel 3 abgegrenzt wurde, wird dabei die Altersgruppe
der 18-35-Jährigen (junge Erwachsene) untersucht. Hierbei soll untersucht werden, ob
es, im Bezug auf das Mobilitätsverhalten, sinnvoll wäre eine weitere Unterteilung die-
ser Gruppe vorzunehmen oder nicht. Dazu müssen als erstes homogene Altersklassen
identifiziert und diese anschließend analysiert werden. Die Durchführung einer Clus-
teranalyse soll eine mögliche Struktur aufdecken. Hierfür werden soziodemografische
und mobilitätsspezifische Variablen berücksichtigt. Anhand dieses Vorgehens lässt sich
ermitteln, ob das Alter einen Einfluss auf das Mobilitätsverhalten der Menschen hat.
4.1 Merkmalsvariablen
Zu Beginn werden die einzelnen Merkmalsvariablen beschrieben. Der verwendete Da-
tensatz für die Clusteranalyse bezieht sich, wie in Kapitel 2.1 beschrieben, auf die
Personendatei und umfasst 10 241 untersuchungsrelevante Personen. Die endogene Va-
riable ist das Alter, welches zunächst für jede der 18 Altersstufen separat gefasst wird.
Als exogene Variablen stehen eine Reihe personenbezogener Merkmale zur Verfügung.
Tabelle 4.1 gibt hierüber einen Überblick.
Damit die Distanzen später korrekt berechnet werden können, sind zunächst alle Va-
riablen binär zu codieren, d. h. es gibt lediglich die Ausprägungen „1“ (trifft zu) und
„0“ (trifft nicht zu). Die meisten Variablen, wie z. B. Führerschein_PKW, CarSharing-
Mitglied oder Rad_verfügbar, weisen bereits diese zwei Ausprägungen auf. Bei Schul-
abschluss, Berufsausbildung, Erwerbstätigkeit, Gehzeit_Bus und Anzahl_Wege ist dies
allerdings nicht der Fall. Diese Variablen sind entweder nominal oder metrisch skaliert
und müssen somit in einzelne binäre Variablen zerlegt werden. Die Variable Erwerbs-
tätigkeit wird in drei, alle anderen in vier binäre Variablen aufgeteilt. Einen genauen
Überblick hierüber bietet die Tabelle A.1 im Anhang. In dem resultierenden Variablen-
set befinden sich somit 11 soziodemografische und 18 mobilitätsspezifische Variablen.
Für die Distanzmatrix können jedoch nicht alle Personendaten berücksichtigt werden,
da in den einzelnen Altersstufen unterschiedlich viele Personen befragt wurden. Aus
diesem Grund wird für jedes Alter der Mittelwert der Merkmalsvariablen berechnet.
Daraus ergibt sich die Rohmatrix mit 18 Altersstufen und 29 Variablen. Als Distanz-
maß, um den Abstand zwischen den Altersstufen zu bestimmen, wird die quadrierte
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Merkmalsart Variable
soziodemografisch Schulabschluss
Berufsabschluss
Erwerbstätigkeit
mobilitätsspezifisch Führerschein_PKW
Führerschein_Motorrad
Smartphone_vorhanden
Navi_vorhanden
ÖV_genutzt (in den letzten 12 Monaten)
Mietradnutzung
CarSharing-Mitglied
Gehzeit_Bus (meistgenutzte Haltestelle)
PKW_verfügbar
Rad_verfügbar
Fahrkarte_verfügbar
Anzahl_Wege
Tabelle 4.1: Merkmalsvariablen der Clusteranalyse
Euklidische Distanz genutzt. Unter Einbezug aller exogenen Variablen werden damit
die Distanzen berechnet, wodurch die symmetrische Distanzmatrix (18 x 18) entsteht
(vgl. Kapitel 2.2.1).
4.2 Clusterbildung
Nachdem die Distanzmatrix aus den Merkmalsvariablen gebildet wurde, werden im
nächsten Schritt die Altersstufen anhand dieser Distanzwerte zusammengefasst. Das
Entfernen von Ausreißern ist bei der vorliegenden Untersuchung nicht sinnvoll, da
schließlich jedes Alter betrachtet werden soll. Das Single-Linkage-Verfahren (vgl. Ka-
pitel 2.2.1) kann somit nicht angewendet werden. Zur Clusterbildung ist demnach ein
anderes agglomeratives Verfahren zu nutzen. Die nachstehende Betrachtung erfolgt mit-
hilfe des Complete-Linkage-Verfahrens. Dieser hierarchische Algorithmus fasst die ent-
ferntesten Nachbarn zusammen und ist für die Analyse gut geeignet. Das resultierende
Dendrogramm ist in Abbildung 4.1 zu erkennen.
Das Dendrogramm zeigt das Verschmelzungsniveau der jeweiligen Altersstufen. Hierbei
könnte bereits eine subjektive Clustereinteilung abgelesen werden. Es ist jedoch hilf-
reich anhand der in Kapitel 2.2.1 beschriebenen Kriterien die optimale Clusterzahl zu
bestimmen. Zuerst soll hierfür das Elbow-Kriterium herangezogen werden. Die Cluster-
zahl und das Verschmelzungsniveau werden in einem Koordinatensystem abgetragen.
Der entstehende Screeplot ist in Abbildung 4.2 dargestellt.
In der Grafik ist ein Knick bei drei und fünf Clustern zu erkennen, welcher ein Indiz für
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Abbildung 4.1: Dendrogramm Complete-Linkage-Verfahren
die optimale Clusterzahl ist. Beim Betrachten der daraus folgenden Einteilung, die sich
in Abbildung 4.1 widerspiegelt, fällt auf, dass sich an dem letzten Cluster (27-35 Jahre)
nichts ändern würde, die ersten Gruppen allerdings weiter aufgeteilt werden müssten.
Außerdem würden bei der 5-Cluster-Lösung die 18-Jährigen eine eigenständige Gruppe
bilden. Insgesamt ist deshalb die 3-Cluster-Lösung als die bessere Einteilung anzusehen.
Als eine weitere Methode zur Bestimmung der Clusterzahl wird das Kriterium von
Duda & Hart angewendet. Die Werte sind in Abbildung 4.3 abgebildet.
Die optimale Clusterzahl ist dabei durch einen hohen Duda/Hart-Index und einen gerin-
gen Duda/Hart-pseudo-T-Wert gekennzeichnet.1 Bei erneuter Betrachtung der beiden
Möglichkeiten von drei bzw. fünf Clustern ist zu erkennen, dass der pseudo-T-Wert
nahezu identisch, der dazugehörige Duda/Hart-Index jedoch bei der 3-Cluster-Lösung
deutlich höher ist. Die optimale Lösung zur Gruppentrennung sind somit drei Cluster.
4.3 Ergebnisprüfung
Zur Überprüfung der Clusterlösung wurden die Hauptverkehrsmittel aller 18 Alters-
stufen gegenübergestellt. Dies liefert einen grundsätzlichen Anhaltspunkt über das Mo-
bilitätsverhalten und lässt altersbedingte Änderungen erkennen. In Abbildung 4.4 ist
1vgl. Rabe-Hesketh & Everitt (2007), S. 301
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Abbildung 4.2: Screeplot zum Elbow-Kriterium der Clusteranalyse
Abbildung 4.3: Duda/Hart-Kriterium der Clusteranalyse
der entsprechende Modal-Split aufgezeigt.
Der Modal-Split ergibt sich aus dem genutzten Hauptverkehrsmittel, welches von jeder
Person auf den einzelnen Wegen genutzt wurde. Hier lassen sich allgemeine Veränderun-
gen im Verkehrsmittelwahlverhalten erkennen, jedoch werden bei genauerer Betrach-
tung auch systematische Abgrenzungen deutlich. Beim Zufußgehen fällt ein Umbruch
im Alter von 22 Jahren auf. Während bei den 18-21-Jährigen der Fuß-Anteil im Bereich
von 20% liegt (bzw. eher darunter), steigt dieser ab 22 Jahren deutlich an und erreicht
mit zunehmendem Alter sogar 30%. Entgegengesetzt verhält es sich bei der Nutzung
von öffentlichen Verkehrsmitteln. Die 18-21-Jährigen weisen mit gut 40% einen erheb-
lichen ÖPV-Anteil auf. Ab 22 Jahren liegt dieser im Bereich von 30%, wobei mit 27
Jahren ein erneuter deutlicher Rückgang zu erkennen ist und somit einen weiteren Um-
bruch einleitet. Die Fahrradnutzung schwankt dagegen in den einzelnen Altersstufen
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Abbildung 4.4: Modal-Split aller 18 Altersstufen
und lässt auf keine besonderen Verhaltensänderungen schließen. Bei der Nutzung von
Kraftfahrzeugen ist allerdings ein weiterer Trend zu erkennen. Der MIV-Anteil steigt
mit zunehmendem Alter nahezu kontinuierlich an. Hierbei fällt jedoch besonders der
Sprung bei 27 Jahren auf. Ab diesem Alter liegt der MIV-Anteil deutlich über 30%
und steigt bis zu den 35-Jährigen auf knapp 45% an.
Anhand der Betrachtung des Modal-Split wird deutlich, dass sich im untersuchten Rah-
men drei verhaltensähnliche Gruppen befinden. Sowohl die Gruppe der 18-21-Jährigen
ähnelt sich sehr stark im Verkehrsmittelwahlverhalten, als auch die 22-26- und 27-35-
Jährigen. Dieses Ergebnis bestätigt demnach die im vorherigen Unterkapitel ermittelte
3-Cluster-Lösung.
Neben dem Complete-Linkage-Verfahren wurde ebenfalls eine Bestimmung der Cluster
nach dem Verfahren von Ward vorgenommen. Das Variablenset ist dabei identisch zu
dem in Kapitel 4.1 beschriebenen. Unterschiede bestehen allerdings bei der Verschmel-
zung der einzelnen Cluster. Abbildung A.1 (Anhang) veranschaulicht das entsprechende
Dendrogramm. Auffällig sind hier die zwei großen Cluster, optimal wäre jedoch nach
dem Duda/Hart-Kriterium (vgl. Abbildung A.2) eine 4-Cluster-Lösung. Die dabei ent-
stehende Gruppeneinteilung ist ähnlich der hier zuvor betrachteten Variante mit fünf
Clustern. Die 24-26- und die 27-35-Jährigen sind erneut in einer Gruppe (vgl. 5-Cluster
Complete-Linkage). Außerdem bilden die 18-Jährigen in diesem Fall wieder ein eigen-
ständiges Cluster. Lediglich die 19-23-Jährigen sind nach diesem Verfahren zusammen-
gefasst und nicht weiter aufgeteilt.
Da allerdings anhand der Hauptverkehrsmittel einige Verhaltensänderungen erkennbar
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sind, wird die Einteilung nach drei Clustern bevorzugt. Darüber hinaus ist bei dem
Ward-Verfahren zu beachten, dass die binäre Variablenstruktur nur bedingt als metri-
sches Maß anzusehen ist. Aus diesen Gründen wird die Gruppeneinteilung anhand des
Complete-Linkage-Verfahrens durchgeführt.
Zusammenfassend wurde in diesem Kapitel gezeigt, dass die 3-Cluster-Lösung die op-
timale Gruppeneinteilung darstellt. Somit werden im Folgenden die 18-21-, 22-26- und
27-35-Jährigen als separate Cluster betrachtet und detaillierter analysiert.
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Die in Kapitel 4 gebildeten Cluster werden im Folgenden deskriptiv analysiert. Dazu
werden die drei Gruppen sowohl soziodemografisch als auch mobilitätsspezifisch be-
trachtet. Die Datengrundlage bildet in diesem Fall der komplette Datensatz mit allen
35 387 getätigten Wegen. Dabei sind in dem ersten Cluster (18-21 Jahre) 4 602 Wege
vorhanden, die 22-26-Jährigen legten insgesamt 8 252 Wege zurück und in der ältesten
Gruppe (27-35 Jahre) befinden sich die restlichen 22 533 Wege. Anhand dieser kön-
nen schließlich Erkenntnisse über das Mobilitätsverhalten der jeweiligen Altersklassen
getroffen werden.
5.1 Soziodemografische Betrachtung
Zunächst erfolgt die Betrachtung der Wohn- und Lebenssituation aller drei Cluster.
Für diese soziodemografischen Einflüsse sind i. d. R. Variablen aus der Personen- bzw.
Haushaltsdatei zu untersuchen. Somit reduziert sich hier der obige Datensatz erheblich,
denn Variablen wie Schulabschluss oder Haushaltseinkommen sind auf allen Wegen ei-
ner Person oder sogar bei mehreren Personen in einem Haushalt gleich. Aus diesem
Grund ist es hierfür ausreichend jeweils einen Datensatz zu betrachten, um nicht durch
eine evtl. vorhandene höhere Wegeanzahl einzelner Personen diese stärker zu gewichten
und dadurch das Ergebnis zu verzerren.
Zu Beginn wird die Erwerbstätigkeit genauer untersucht, welche in Abbildung 5.1 ge-
genübergestellt ist.
In der Gruppe der 27-35-Jährigen sind mit über 80% die meisten Personen erwerbstä-
tig. Bei den 22-26-Jährigen trifft dies auf gut ein Drittel zu, wohingegen in dem jüngsten
Cluster unter 10% der Personen erwerbstätig sind. Dies erscheint logisch, da in dieser
Altersklasse viele Schüler bzw. Auszubildende vorhanden sind. Durch den hohen Anteil
an in Ausbildung befindlichen Personen wird jener Sachverhalt bestätigt. Dieser Anteil
ist ebenfalls in dem zweiten Cluster am stärksten ausgeprägt, was z. B. auf viele Studen-
ten zurückzuführen ist. Inwieweit sich das Durchschnittsalter von Studenten verändert,
hat z. B. Feuerstein (2008) untersucht. Beim Vergleich der Studienjahre 2000 und 2006
zeigte sich, dass das durchschnittliche Alter eines Studienanfängers von 21,8 und 21,6
Jahren nahezu konstant geblieben ist (S. 604). Das Durchschnittsalter der Absolventen
unterscheidet sich jedoch deutlicher. Ohne Berücksichtigung der Abschlussart beträgt
es 28,2 und 27,6 Jahre (S. 607). Dies bestätigt nochmals die Abgrenzung jener Alters-
31
Kapitel 5. Deskriptive Analyse
Abbildung 5.1: Erwerbstätigkeit der drei Alterscluster
gruppe aus soziodemografischer Sicht. Der Anteil an nicht erwerbstätigen Personen ist
in allen Altersklassen am geringsten und ähnlichsten verteilt.
Weiterhin wird in Abbildung 5.2 die Haushaltsgröße dargestellt.
Abbildung 5.2: Haushaltsgröße der drei Alterscluster
Die 22-26-Jährigen weisen den größten Anteil an 1-Personen-Haushalten auf, was auf
kostengünstige Einzelapartments von Studenten zurückzuführen sein könnte. Am häu-
figsten sind jedoch bei den letzten beiden Clustern Haushalte mit 2 Personen vertreten.
Dies kann daran liegen, dass junge Paare in eine eigene Wohnung ziehen. Bereits in Ka-
pitel 3.1 wurde auf die Familiengründung eingegangen, welche sich weiter nach hinten
verschiebt. Aus diesem Grund nehmen die HH mit drei und mehr Personen in der
Gruppe der 27-35-Jährigen zu. Weiterhin liegt in dem jüngsten betrachteten Cluster
der Anteil an 4-und-mehr-Personen-HH bei 50%. Da die Personen in diesem Alter oft-
mals noch im Elternhaushalt leben, erscheinen die höheren Haushaltsgrößen sinnvoll.
Ebenfalls wohnen die 18-21-Jährigen eher selten einzeln oder zu zweit.
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Aus den beschriebenen Sachverhalten folgen ebenfalls entsprechende Unterschiede im
Einkommen und bei der Wohnlage, welche sich auf das Mobilitätsverhalten auswirken.
Die vorliegenden Daten zeigen bereits zum jetzigen Zeitpunkt der Analyse, dass sich die
betrachteten Gruppen in Bezug auf die Lebens- und Wohnsituation stark voneinander
unterscheiden und somit die Literaturergebnisse bestätigen.
5.2 Mobilitätsspezifische Betrachtung
Im nächsten Schritt wird eine mobilitätsbezogene Analyse durchgeführt, um Unterschie-
de im Verkehrsverhalten der einzelnen Cluster herauszustellen. Hierfür kann hauptsäch-
lich die komplette Wege-Datei genutzt werden, da somit alle Verhaltensmuster erkannt
werden können. Dazu zählt u. a. welche Wege zurückgelegt werden, wann diese be-
ginnen, deren Dauer bzw. Länge sowie die genutzten Verkehrsmittel. Ein wichtiges
Kriterium hierfür ist der Modal-Split, welcher die Anteile der Hauptverkehrsmittel an-
gibt. Darüber hinaus werden in den folgenden Unterkapiteln auch wegebezogene Daten,
Verkehrsmittelverfügbarkeiten und die technische Ausstattung der Altersgruppen un-
tersucht.
5.2.1 Modal-Split
Zuerst wird der allgemeine Modal-Split der drei Cluster betrachtet. Hierfür werden die
vier Hauptverkehrsmittelgruppen Fuß, Rad, MIV und ÖPV unterschieden. Der mo-
torisierte Individualverkehr umfasst dabei u. a. alle Formen von PKW, Motorrädern
sowie CarSharing-Angeboten. Zum öffentlichen Personenverkehr zählen jegliche Bus-
und Bahnvariationen und die Kategorie Rad umfasst neben dem Fahrrad an sich auch
Elektrofahrräder.1 „Falls mehrere Verkehrsmittel auf einem Weg zum Einsatz gelang-
ten, wurde für die Auswertung ein hauptsächlich genutztes Verkehrsmittel (Hauptver-
kehrsmittel) bestimmt.“2 Der errechnete Modal-Split ist in Abbildung 5.3 dargestellt.
In der Grafik sind deutliche Unterschiede zwischen den Clustern zu erkennen. Der ÖPV-
Anteil nimmt mit zunehmendem Alter drastisch ab. Während bei den 18-21-Jährigen
der ÖPV mit 41% das meistgenutzte Verkehrsmittel darstellt, steht dieser bei den
27-35-Jährigen nur noch an dritter Stelle. In der mittleren Gruppe ist die Verteilung
insgesamt deutlich ausgewogener, jedoch spielt der ÖPV in diesem Altersbereich immer
noch eine wichtige Rolle. Dies liegt besonders daran, dass die Schüler, Azubis und Stu-
denten, aufgrund vorhandener Semestertickets etc., sehr viel häufiger die öffentlichen
Verkehrsmittel nutzen. Anders verhält es sich beim MIV. Hier nimmt die Bedeutung
mit steigendem Alter zu. In dem ältesten Cluster ist dieser mit fast 39% das meistge-
1Eine ausführliche Einteilung der Verkehrsmittel findet sich in Ahrens (2014), S. 13 f.
2Ahrens (2014), S. 13
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Abbildung 5.3: Modal-Split
nutzte Verkehrsmittel. Der hohe MIV-Anteil ist vor allem auf den beruflichen Alltag
zurückzuführen, da hier oftmals weite Distanzen überwunden werden müssen. Zudem
beziehen berufstätige Personen ein signifikant höheres Einkommen als dies z. B. bei
einem Auszubildenden der Fall ist. Dadurch kann bspw. ein PKW einfacher finanziert
werden. Weiterhin wird deutlich, dass der Fuß-Anteil mit dem Alter steigt. Dieser ist
bei den 27-35-Jährigen 10% höher als bei den 18-21-Jährigen. Eine Erklärung dafür
könnte sein, dass durch die Familiengründung und die damit einhergehende Betreuung
der Kinder bei den älteren Personen veränderte Wegebeziehungen entstehen, was in den
jüngeren Altersklassen entfällt. Beim Betrachten der Fahrradnutzung ist eine ähnliche
Größenordnung zu erkennen, die zwischen ca. 13% und 15% liegt.
Darüber hinaus können diese Werte mit dem Gesamtdurchschnitt verglichen werden,
um eine bessere Einordnung der Relationen zu erlangen.3 Insgesamt ist, auf allen We-
gen, mit 36,7% der MIV das am meisten genutzte Verkehrsmittel, gefolgt von Fuß mit
29,8%, ÖPV mit 20,6% und Rad mit 12,9%.4 Die Gruppe der 27-35-Jährigen liegt
sehr nahe an diesen Durchschnittswerten, jedoch nimmt die Ähnlichkeit weiter ab, je
jünger die betrachtete Altersklasse ist. Somit sind bereits hier große Unterschiede im
Mobilitätsverhalten zu erkennen. Da in jungen Jahren einige Verkehrsmittel (noch)
nicht zur Nutzung bereit und anderweitige Angebote der entsprechenden Zielgruppe
zur Verfügung stehen, ist die Verkehrsmittelwahl abhängig vom Alter.
Um die oben gewonnenen Erkenntnisse weiter zu vertiefen, wird nachstehend der Modal-
Split von Personen mit einem nutzbaren PKW untersucht. Ein PKW ist nur dann nutz-
bar, wenn zum einen die Person im Besitz eines gültigen Führerscheins und zum anderen
in diesem HH ein PKW verfügbar ist. Anhand dieser Abgrenzung werden PKW-affine
3Als Gesamtdurchschnitt werden die errechneten relativen Anteile des gesamten Datensatzes der
großen SrV-Vergleichsstädte bezeichnet. Im Anhang von Ahrens (2015), S. 25 ff. sind verschiede-
ne Ergebnistabellen hinterlegt, welche ein gutes Vergleichskriterium bilden.
4vgl. Ahrens (2015), Tab. 5.3
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Personen betrachtet, damit überprüft werden kann, ob sich hier ebenfalls Unterschiede
im Alter herausstellen. Die entsprechende Grafik befindet sich im Anhang unter Abbil-
dung A.3 und zeigt eine Verteilung der vorherigen Verhaltensmuster. Der MIV-Anteil
ist wie erwartet in allen drei Clustern am höchsten, allerdings befindet sich hier mit
60% der größte Wert bei den 18-21-Jährigen. Die restlichen Anteile der drei Haupt-
verkehrsmittelgruppen sind entsprechend geringer, aber dennoch sind Ähnlichkeiten im
Vergleich zu Abbildung 5.3 erkennbar. Die Anteile von ÖPV und Rad wurden in al-
len Gruppen nahezu halbiert und der Fuß-Anteil um 5% bis 8% reduziert. Dennoch
nimmt die ÖPV-Nutzung mit steigendem Alter ab, bei dem Fuß-Anteil zeigt sich das
gegensätzliche Bild, während die Radnutzung in allen Gruppen konstant ist. Daraus
lässt sich schlussfolgern, dass Personen die über einen nutzbaren PKW verfügen diesen
auch vermehrt benutzen. Allerdings sind in Bezug auf die anderen Verkehrsmittel keine
altersbedingten Verhaltensunterschiede zu erkennen.
Als nächstes wird der Modal-Split in Abhängigkeit der Geschlechter untersucht, da-
mit ein evtl. unterschiedliches Verhalten zwischen Männern und Frauen identifiziert
werden kann. Das entsprechende Diagramm ist in Abbildung 5.4 zu erkennen.
Abbildung 5.4: Modal-Split in Abhängigkeit vom Geschlecht
Das grundsätzliche Verhalten der einzelnen Gruppen aus Abbildung 5.3 spiegelt sich
auch in der geschlechterspezifischen Betrachtung wider. Beim Vergleich von Männern
und Frauen sind nur geringfügige Unterschiede zu erkennen. Die Männer nutzen häufi-
ger den MIV, denn in allen Gruppen liegt dieser Anteil rund 6% über dem der Frauen.
Dadurch bildet der MIV bei den 22-26- und 27-35-jährigen Männern die meistgenutzte
Hauptverkehrsmittelgruppe. Dagegen ist bei den Frauen, mit ca. 4% bis 8%, der Fuß-
Anteil höher. Der Rad- und ÖPV-Anteil befindet sich dagegen bei beiden Geschlech-
tern auf einem ähnlichen Niveau, lediglich in dem ältesten Cluster liegt mit ca. 3,5%
Unterschied eine höhere Radnutzung auf Seiten der Männer vor. Im Vergleich zum
Gesamtdurchschnitt nutzen, zumindest in der Gruppe der 27-35-Jährigen, die Män-
ner überproportional häufig den MIV, während die Frauen stattdessen zu Fuß gehen.5
Außerdem ist bei den 22-26-Jährigen eine unterschiedliche Reihenfolge der Hauptver-
5vgl. Ahrens (2015), Tab. 5.3
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kehrsmittelgruppen zwischen Männern und Frauen zu erkennen.
Weiterhin können unterschiedliche Quelle-Ziel-Gruppen-Beziehungen betrachtet wer-
den. Dazu wurde die Wohnung (W) zum einen als Quelle, zum anderen als Ziel unter-
schieden. In Kombination mit dem Arbeitsplatz (A), der Bildungseinrichtung (B), den
Einkaufsmöglichkeiten (E) und Freizeitinstitutionen (F) ergeben sich jeweils vier QZG,
welche in diesem Abschnitt näher untersucht werden. Im Anhang sind die ausgewählten
QZG in Tabelle A.2 zu finden.
Als erstes werden die QZG WA und AW untersucht, welche einander sehr ähnlich sind.
Hierbei unterscheiden sich die einzelnen Altersklassen erneut beim MIV und ÖPV.
Die 18-21-Jährigen benutzen im Vergleich zu den 27-35-Jährigen deutlich häufiger den
ÖPV, beim MIV zeigt sich das gegensätzliche Verhalten. Der Fuß-Anteil ist mit ca. 6%
bis 7% dagegen in allen Gruppen sehr gering, was auch durch den Gesamtdurchschnitt
(WA 6,5% und AW 6,7%) bestätigt wird.6 Bei diesen QZG-Relationen wird von den
27-35-Jährigen der MIV am meisten genutzt, während die beiden jüngeren Gruppen
den ÖPV am häufigsten benutzen.
Die Betrachtung von WB lässt dagegen größere Unterschiede erkennen. In der Grup-
pe der 18-21-Jährigen beträgt hier der ÖPV-Anteil 62%, was dem doppelten Ge-
samtschnitt entspricht.7 Das Fahrrad stellt in dem mittleren Cluster mit 21,5% sogar
das am zweitmeisten genutzte Verkehrsmittel dar. Außerdem ist der MIV-Anteil im
Vergleich zu WA nur halb so groß. Für BW ist eine ähnliche Struktur zu erkennen. Da
den Weg zu bzw. von der Bildungseinrichtung vor allem Studenten zurücklegen, wird
hierdurch deren Verhalten bestätigt. Diese Personen nutzen sehr viel den ÖPV und der
MIV spielt eher eine untergeordnete Rolle.
Eine andere Struktur ist bei der Relation WE bzw. EW zu erkennen. Alle Altersklassen
gehen hier am häufigsten zu Fuß, wobei der Anteil bei den 22-26-Jährigen am größten
ist. Fahrrad und ÖPV werden dagegen, mit Ausnahme des jüngsten Clusters, weniger
oft genutzt. Zudem ist auffällig, dass bei dieser Betrachtung einige Unterschiede zwi-
schen WE und EW bestehen. So ist z. B. der Fuß-Anteil zur Einkaufsmöglichkeit höher
als auf dem Weg zurück zur Wohnung. Demnach gehen fast 43% der 18-21-Jährigen
zu Fuß zum Einkaufen, auf dem Rückweg sind es jedoch nur 37%. Dafür steigt die
ÖPV-Nutzung von 18% auf 26% an. Dies kann daran liegen, dass die Personen schwe-
re Einkaufstaschen tragen müssen und somit auf öffentliche Verkehrsmittel ausweichen.
Außerdem muss beachtet werden, dass das Einkaufen evtl. durch andere Wegeketten
beeinflusst wird und dadurch ein unterschiedlicher Modal-Split entsteht. Ein weiteres
Bespiel hierfür ist z. B. der MIV-Anteil der 27-35-Jährigen. Dieser liegt für WE bei 30%
und für EW dagegen bei 35%. Begründet werden können diese Anteile u. a. damit, dass
die Personen nach ihrer Arbeit noch mit dem PKW etwas einkaufen und anschließend
nach Hause fahren. Dadurch würde der Weg von der eigenen Wohnung zum Supermarkt
6vgl. Ahrens (2015), Tab. 18.1
7vgl. Ahrens (2015), Tab. 18.1
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etc. entfallen und somit die einzelnen Anteile verändert werden.
Als letzte QZG-Beziehung wird die Relation WF bzw. FW betrachtet. Hier ist ei-
ne ausgeglichenere Verteilung erkennbar. Das älteste Cluster liegt sehr nahe an dem
Gesamtschnitt, allerdings mit einer etwas höheren Nutzung des nicht motorisierten
Verkehrs.8 Die Radnutzung ist in allen Gruppen höher als bei den anderen betrach-
teten QZG-Beziehungen. Zudem wird der ÖPV weiterhin von den jüngeren stärker
genutzt, aber dennoch liegt dieser Anteil niedriger als beim Modal-Split in Abbildung
5.3. Insgesamt ist der Fuß-Anteil hier am größten, nur die 18-21-Jährigen bevorzugen
(überraschenderweise) am meisten den MIV.
Neben der QZG wird außerdem eine Einteilung anhand verschiedener Wegelängen s
vorgenommen. Der entsprechende Modal-Split ist in Tabelle 5.1 abgebildet.
Wegelänge [km] HVM 18-21-Jährige 22-26-Jährige 27-35-Jährige
s ≤ 3 Fuß 48,45% 55,22% 54,24%
Rad 20,73% 20,11% 17,54%
MIV 13,80% 13,75% 22,14%
ÖPV 17,03% 10,92% 6,08%
3 < s ≤ 10 Fuß 2,21% 2,55% 3,07%
Rad 14,47% 16,58% 16,61%
MIV 34,28% 39,36% 54,99%
ÖPV 49,04% 41,50% 25,33%
10 < s ≤ 20 Fuß 0,00% 0,28% 0,11%
Rad 2,30% 3,97% 4,10%
MIV 39,08% 49,29% 61,97%
ÖPV 58,62% 46,46% 33,79%
Tabelle 5.1: Modal-Split in Abhängigkeit der Wegelänge
Es ist zu erkennen, dass bei einer Wegelänge von bis zu 3 km in allen Gruppen der
nicht motorisierte Verkehr am meisten genutzt wird. Dieser liegt im Bereich von 68%
bis 75% und den größten Anteil bestimmt hierbei das Zufußgehen. Weiterhin ist erneut
die typische Reduktion des ÖPV-Anteils mit zunehmendem Alter erkennbar. Während
die 18-21-Jährigen bei dieser Distanz zu 17% den ÖPV nutzen, ist dies bei den 27-
35-Jährigen nur zu 6% der Fall. Zudem weisen alle drei Cluster eine unterschiedliche
Reihenfolge der HVM auf. Bei der ältesten Gruppe befindet sich der MIV an zweiter
und bei dem jüngsten Cluster an letzter Stelle.
Als nächstes wird die Entfernung von 3 bis 10 km betrachtet. Hier umfasst der nicht
motorisierte Verkehr bereits weniger als ein Fünftel des Modal-Split. Außerdem ver-
halten sich die Altersklassen sehr ähnlich, lediglich zwischen MIV und ÖPV bestehen
Unterschiede. Mit 55% nutzen die 27-35-Jährigen den MIV am häufigsten, bei den
8vgl. Ahrens (2015), Tab. 18.1
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18-21-Jährigen trifft dies mit 49% auf den ÖPV zu. Die mittlere Gruppe bildet eine
Zwischenstufe dieser beiden Ausprägungen. An der Reihenfolge sind bei dieser Distanz
keine großen Veränderungen festzustellen, einzig in dem ältesten Cluster hat ein Wech-
sel des meistgenutzten HVM vom ÖPV zum MIV stattgefunden.
Der motorisierte Verkehr dominiert mit über 95% bei einer Wegelänge von 10 bis 20 km.
Bei dieser Entfernung werden nahezu keine Wege mehr zu Fuß zurückgelegt und auch
der Rad-Anteil bewegt sich lediglich zwischen 2,3% und 4,1%. Weiterhin sind die mo-
torisierten Anteile noch stärker als bei der vorherigen Distanz ausgeprägt. So beträgt
der ÖPV-Anteil bei den 18-21-Jährigen 58,62% und der MIV-Anteil der 27-35-Jährigen
61,97%. Darüber hinaus ist bei den 22-26-Jährigen eine Veränderung in der Reihen-
folge festzustellen, denn mit 49,29% wird nun auch in dieser Altersstufe der MIV am
meisten genutzt.
Als letztes wird untersucht, ob und inwieweit die Witterungsbedingungen das Ver-
kehrsmittelwahlverhalten beeinflussen. Dazu erfolgt eine Betrachtung des Modal-Split
bei sonnigem und regnerischemWetter. Für diese Einteilung wird das maßgebende Wet-
ter an dem jeweiligen Stichtag herangezogen.9 Die entsprechenden Diagramme sind in
Abbildung 5.5 veranschaulicht.
Abbildung 5.5: Modal-Split bei unterschiedlichem Wetter
Beim Vergleich von Sonne und Regen sind keine großen Unterschiede im Modal-Split
erkennbar. Auffällig ist, dass in allen Altersklassen die Radnutzung bei Regen niedriger
ist als bei sonnigem Wetter. Der Unterschied beträgt jedoch lediglich ca. 1,5% bis 4%.
Eine größere Veränderung zeigt sich bei den 22-26-Jährigen. Hier steigt bei Regen die
Nutzung des ÖPV und dafür sinkt der MIV-Anteil (im Vgl. zu sonnigem Wetter). In der
Gruppe der 27-35-Jährigen nimmt der Anteil des motorisierten Verkehrs bei Regen von
52% auf 58% zu. Das Cluster mit den jüngsten Personen weist dagegen nahezu keine
wetterbedingten Unterschiede im Verkehrsmittelwahlverhalten auf. Dies trifft ebenfalls
auf die Wegehäufigkeit zu. Insgesamt werden schließlich von einer Person bei sonnigem
Wetter 3,7 und bei Regen 3,6 Wege pro Tag zurückgelegt.10 Das Wetter hat somit, bzgl.
sonniger und regnerischer Witterungsverhältnisse, keinen bedeutenden Einfluss auf das
9Eine Beschreibung der Wetterzustände und der Priorisierung findet sich in Ahrens (2014), S. 16
10vgl. Ahrens (2015), Tab. 6.15
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Mobilitätsverhalten der jungen Erwachsenen.
5.2.2 Wegespezifische Daten
Nachdem der Modal-Split analysiert wurde, werden im Folgenden einige wegebezogene
Daten weiter untersucht. Hierzu wird zunächst ein Überblick über die durchschnittli-
chen Wege der drei Cluster gegeben. Die berechneten Werte sind in Tabelle 5.2 abge-
bildet.
Beschreibung 18-21-Jährige 22-26-Jährige 27-35-Jährige
Anzahl Wege
[
Wege
Tag·Person
]
3,40 3,74 4,17
Wegelänge [km] 7,44 7,08 6,90
Wegedauer [min] 24,88 22,04 20,43
Tabelle 5.2: Wegebezogene Daten
Beim Vergleich der Wegeanzahl mit den allgemeinen Mobilitätskennwerten aus Ahrens
(2015) ist zu erkennen, dass eine Person am Tag durchschnittlich 3,6 Wege zurücklegt
(vgl. Ahrens (2015), Tab. 1.1). Allerdings besteht ein signifikanter Unterschied zwischen
den Altersgruppen. Die 18-21-Jährigen legen weniger Wege am Tag zurück als dies z. B.
bei den 27-35-Jährigen der Fall ist. Mit 4,17 Wegen ist deren Wert, verglichen mit den
jüngsten betrachteten Personen, um 22% größer. Dies könnte wiederum darin begrün-
det sein, dass die älteren Menschen bspw. durch das Bringen bzw. Holen der Kinder
zusätzliche Wege zurücklegen.
Für die Betrachtung der durchschnittlichen Wegedauer und -länge wurden ausschließ-
lich gültige Wege, welche kleiner als 100 km sind, berücksichtigt. Dadurch wird eine
Vergleichbarkeit mit den berechneten Mittelwerten in Ahrens (2015) gewährleistet. In
Bezug auf die Wegelänge zeigen sich keine sehr großen Unterschiede zwischen den drei
Gruppen. Der Durchschnittsweg der 18-21-Jährigen ist lediglich ca. 500m länger als
jener der 27-35-Jährigen. Im Vergleich mit dem Mittelwert aller Personen (6,1 km) ist
auffällig, dass alle hier betrachteten Cluster einen höheren Wert aufweisen.11 Im Hin-
blick auf die mittlere Dauer pro Weg ergibt sich ein Wert von 21,1min.12 Somit liegt
die Altersklasse der 27-35-Jährigen unter diesem Mittelwert, wohingegen die beiden
jüngeren Gruppen eine länger Dauer aufweisen.
Mit der obigen Betrachtung einhergehend wird nachfolgend die Geschwindigkeit nach
den einzelnen Hauptverkehrsmittelgruppen aufgeteilt, um altersbedingte Unterschiede
zu identifizieren. Hierfür wurden ebenfalls nur gültige Wege unter 100 km in die Unter-
suchung einbezogen. In Abbildung 5.6 sind die durchschnittlichen Geschwindigkeiten
unterteilt.
11vgl. Ahrens (2015), Tab. 1.1
12vgl. Ahrens (2015), Tab. 1.1
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Abbildung 5.6: Durchschnittsgeschwindigkeit in Abhängigkeit der HVM
Die durchschnittlichen Geschwindigkeiten von ÖPV und Fahrrad sind in den Alters-
clustern sehr ähnlich. Allerdings sind alle Gruppen mit dem Fahrrad etwas schneller als
der Durchschnittswert von 11,4 kmh .13 Selbiges trifft auf das Zufußgehen zu, allerdings
ist hier ein Geschwindigkeitsanstieg mit abnehmendem Alter erkennbar. Die 18-21-
Jährigen sind zu Fuß 15% schneller als die 27-35-Jährigen. Beim MIV-Anteil besitzt
zwar die Gruppe der 22-26-Jährigen die größte Durchschnittsgeschwindigkeit, jedoch
ist dieser Wert nur geringfügig erhöht (ca. 3%). In Kapitel 3.2 wurden bereits einige
Quellen beschrieben, welche sich mit der Verkehrssicherheit beschäftigen. Darin zeig-
te sich, dass ein erhöhtes Unfallpotenzial unabhängig vom Alter ist, sondern vielmehr
durch persönliche Verhaltensweisen beeinflusst wird. Wenn nun die Geschwindigkeit als
Indiz für die Verkehrssicherheit angenommen wird, dann bestätigen sich, durch die sehr
ähnlichen Gruppenmittelwerte, jene Erkenntnisse.
Darüber hinaus wird untersucht, in welcher Stunde die einzelnen Wege begonnen wer-
den. Dazu wurden die Tagesganglinien der betrachteten Altersgruppen in Abbildung
5.7 grafisch dargestellt.
Der grundsätzliche Verlauf mit einem Maximum am Morgen und am Nachmittag ist
bei jedem Cluster zu erkennen. Das Morgenmaximum liegt überall bei ca. 7 Uhr. Dies
deckt sich mit dem Gesamtanteil, wonach zwischen 7 und 8 Uhr 9,3% aller Wege begon-
nen werden.14 Bei den 18-21-Jährigen ist dieses Maximum mit über 11% am stärksten
ausgeprägt. Außerdem verlaufen die Kurven mit zunehmendem Alter flacher, was zu
weniger starken Extrema führt. Weiterhin wird deutlich, dass sich das Nachmittags-
maximum mit dem Alter verschiebt. Während dieses bei den 18-21-Jährigen bei ca. 15
Uhr liegt, befindet es sich bei den 22-26-Jährigen bei 16 und bei den 27-35-Jährigen
erst bei 17 Uhr. Dieser charakteristische Verlauf kann durch die Arbeitszeiten erklärt
13vgl. Ahrens (2015), Tab. 7.4.1
14vgl. Ahrens (2015), Tab. 8.1
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Abbildung 5.7: Tagesganglinien der drei Cluster
werden. Während die Schüler z. B. früh in die Schule gehen und nachmittags zeitiger
nach Hause gehen, sind die berufstätigen Personen länger unterwegs und beginnen die
Heimwege zu einer späteren Stunde.
5.2.3 Verkehrstechnische Daten
Der letzte Abschnitt dieses Kapitels befasst sich mit allgemeinen verkehrsrelevanten Ei-
genschaften. Hierbei ist u. a. der Führerscheinbesitz zu untersuchen. Dies ist besonders
bedeutsam, da ein Kraftfahrzeug lediglich mit gültigem Führerschein geführt werden
darf. Das entsprechende Diagramm ist in Abbildung 5.8 dargestellt.
Abbildung 5.8: Führerscheinbesitz
Der PKW-Führerscheinbesitz beträgt bei den 27-35-Jährigen über 90% und ist somit
bei sehr vielen Personen vorhanden. Mit abnehmendem Alter sinken die Besitzanteile,
sodass in dem jüngsten Cluster nur 63% bereits einen PKW-Führerschein besitzen. Der
Besitz eines Motorrad-Führerscheins ist insgesamt deutlich geringer. Dennoch weist das
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älteste Cluster im Vergleich zu dem Jüngsten einen dreimal so großen Wert auf.
Einen weiteren Einfluss auf die Mobilität haben die mobilen Kommunikationsgerä-
te. Aus diesem Grund sind in Abbildung 5.9 die Besitzanteile von Smartphones und
Navigationssystemen aufgezeigt.
Abbildung 5.9: Technische Ausstattung der Personengruppen
Es ist zu erkennen, dass der Smartphonebesitz im jüngeren Alter höher ist als bei den
älteren Personen. Bei den Navigationsgeräten verhält sich dies jedoch gegensätzlich.
Ein Vergleich mit den Besitzquoten aller Personen ab 10 Jahren zeigt, dass ledig-
lich 45,5% über ein Smartphone und 42,6% über ein Navigationssystem verfügen.15
Die Smartphoneverfügbarkeit ist folglich bei den jungen Erwachsenen sehr viel höher
als bei dem Gesamtschnitt, wodurch der bereits in Kapitel 3.2 erkannte Einfluss von
IuK-Technologie bestätigt wird. Die Möglichkeit durch solche mobilen Endgeräte zu
kommunizieren und das Internet auf den Wegen nutzen zu können, kann demnach die
Verkehrsmittelwahl der Personen beeinflussen. Ein Navigationssystem besitzen jedoch
eher die älteren Menschen, da diese häufiger den MIV nutzen und somit eine höhere
Verwendung dafür haben.
Die Wahl des Verkehrsmittels hängt außerdem davon ab, ob die Person z. B. Mitglied
bei einem CarSharing-Anbieter ist. In Abbildung 5.10 sind zwei Alternativangebote
abgebildet.
Mieträder und CarSharing-Systeme zählen, im Gegensatz zu dem eigenen PKW oder
einer Straßenbahn, zu den neuen Arten der Verkehrsmittel. Deshalb ist die Durchdrin-
gung noch nicht flächendeckend gewährleistet. Von den jungen Erwachsenen nutzen
lediglich rund 2% ein Mietrad. Die Mitgliedschaft für ein CarSharing-System steigt
mit zunehmendem Alter. So weisen die 27-35-Jährigen mit knapp 10% einen fast dop-
15vgl. Ahrens (2015), Tab. 3.8
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Abbildung 5.10: Mietradnutzung und CarSharing-Mitgliedschaft
pelt so hohen Wert auf wie die 18-21-Jährigen.
Im Folgenden wird die CarSharing-Nutzung weiter betrachtet. Dazu wurden alle Per-
sonen, die eine CarSharing-Mitgliedschaft besitzen, herangezogen und überprüft, wie
oft diese auf einem Weg (auch Teilweg) dieses Verkehrsmittel nutzen. Die berechneten
Werte sind in Tabelle 5.3 dargestellt.
genutzt als Fahrer genutzt als Mitfahrer nicht genutzt
18-21-Jährige 0,00% 0,85% 99,15%
22-26-Jährige 0,68% 0,41% 98,92%
27-35-Jährige 1,10% 0,37% 98,53%
Tabelle 5.3: CarSharing-Nutzung von CarSharing-Mitgliedern
Besonders auffällig ist, dass lediglich rund 1% auch tatsächlich ein CarSharing-Fahrzeug
benutzen. In der Gruppe der 18-21-Jährigen wird CarSharing zu 0,85% ausschließlich
als Mitfahrer genutzt. Bei den anderen beiden Clustern beträgt dieser Anteil ca. 0,4%.
Die CarSharing-Nutzung steigt zwar geringfügig mit zunehmendem Alter, ist aber ins-
gesamt sehr niedrig. Anhand dieser Werte lässt sich erkennen, dass CarSharing, zu-
mindest in der Altersklasse der jungen Erwachsenen, keinen großen Einfluss auf das
Mobilitätsverhalten hat. Dies könnte sich jedoch in Zukunft durch eine Angebotsaus-
weitung und stärkere Durchdringung ändern.
Abschließend wird analysiert, inwieweit die einzelnen Verkehrsmittel verfügbar sind.
Abbildung 5.11 stellt dazu die PKW- und Fahrrad-Verfügbarkeit dar.
Das Fahrrad weist über alle Cluster eine sehr hohe Verfügbarkeit auf. Mit 85% bis 90%
können die meisten Personen uneingeschränkt auf ein Rad zurückgreifen. Lediglich 7%
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Abbildung 5.11: PKW- und Fahrrad-Verfügbarkeit
bis 10% haben keinen Zugang zu einem Fahrrad. Da auch jüngere Personen bereits mit
dem Rad am Straßenverkehr teilnehmen dürfen, fallen die Unterschiede zwischen den
Altersgruppen eher gering aus. Der Gesamtdurchschnitt liegt bei einer Verfügbarkeit
von ca. 70% und damit haben ganze 30% keinen Zugang zu einem Fahrrad.16 Dies ver-
deutlicht, dass die jungen Erwachsenen insgesamt eine erhöhte Fahrrad-Verfügbarkeit
aufweisen.
Anders verhält es sich bei der PKW-Verfügbarkeit. Hierüber verfügen die 18-21-Jährigen
zu ca. 30% uneingeschränkt, während dieser Anteil bei den 27-35-Jährigen mehr als
doppelt so hoch ist. Das entgegengesetzte Verhalten ist bei den Anteilen der nicht bzw.
teilweisen Verfügbarkeit zu erkennen. Dies liegt vor allem daran, dass die älteren Perso-
nen durch ihre berufliche Tätigkeit und dem damit verbundenen höheren Einkommen
die finanziellen Mittel für einen PKW aufweisen können. Außerdem benötigen diese
häufiger einen PKW, was z. B. bei einem Schüler, der noch im Elternhaus wohnt, nicht
zwingend der Fall ist. Dennoch ist für knapp 70% der 18-21-Jährigen ein PKW wenigs-
tens nach Absprache verfügbar. Im Vergleich mit dem Gesamtschnitt von 49% lässt
sich erkennen, dass die jüngste Gruppe unter dem Schnitt liegt und die anderen beiden
darüber.17 Damit weisen zumindest die älteren Cluster der jungen Erwachsenen eine
erhöhte PKW-Verfügbarkeit auf.18
Weiterhin können die Elektroräder untersucht werden. Allerdings ist hierbei die Durch-
dringung in den Haushalten sehr gering, weshalb insgesamt 99% keinen Zugang zu
einem Elektrofahrrad haben.19 Bei den jungen Erwachsenen ergibt sich eine davon
deutlich abweichende Verteilung. Dies liegt allerdings daran, dass es bei jener Variable
sehr viele Missing Values gab. Lediglich 0,8% der Befragten haben hierzu eine Angabe
gemacht. Aus diesem Grund sind die entstehenden Anteile nicht mehr repräsentativ. Im
16vgl. Ahrens (2015), Tab. 3.3.1
17vgl. Ahrens (2015), Tab. 3.3
18Hieraus ergibt sich anscheinend eine andere Entwicklung als die in Kapitel 3.2 beschriebene, wonach
ein Rückgang der PKW-Verfügbarkeit bei den jungen Erwachsenen erkennbar ist. Da jedoch ein
Vergleich der PKW-Verfügbarkeit über mehrere Zeiträume an dieser Stelle nicht möglich ist, kann
keine konkrete Aussage getroffen werden, inwiefern sich diese in den letzten Jahren verändert hat.
19vgl. Ahrens (2015), Tab. 3.3.2
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Anhang befinden sich in Abbildung A.4 die Anteile der Elektroräder von den jungen
Erwachsenen. Demnach haben mehr als die Hälfte der 27-35-Jährigen einen unein-
geschränkten Zugang zu einem Elektrofahrrad und auch die beiden jüngeren Cluster
weisen einen vom Gesamtschnitt deutlich abweichenden Wert auf. Wird jedoch davon
ausgegangen, dass Personen die ohnehin keinen Zugriff haben hier auch keine Angabe
machten und dadurch bei der Codierung als Missing Values erfasst wurden, dann könn-
ten sich ähnliche Anteile wie beim Gesamtschnitt ergeben.
Abschließend wird der ÖPV in Form verfügbarer Fahrkarten betrachtet. Dazu wur-
de gefragt, ob die Person am Stichtag über eine Zeitkarte für Bus oder Bahn verfügt.
Die resultierenden Anteile sind in Abbildung 5.12 dargestellt.
Abbildung 5.12: Verfügbarkeit über eine Fahrkarte (Zeitkarte)
Hier ist zu erkennen, dass die beiden jüngeren Cluster mit über 60% eine hohe Ver-
fügbarkeit aufweisen. Bei den 27-35-Jährigen liegt dieser Anteil bei ca. 37% und somit
nahe dem Gesamtdurchschnitt von 35,4%.20 Die Verteilung verhält sich erneut entge-
gengesetzt der PKW-Verfügbarkeit und unterstreicht die Tatsache, dass mit zunehmen-
dem Alter weniger ÖPV und mehr MIV genutzt wird. Außerdem besitzen die Schüler
und Studenten häufig Abo-Monatskarten bzw. Semestertickets, weshalb diese öfter den
ÖPV nutzen.
Die in Kapitel 4 unterteilten Cluster wurden in diesem Kapitel auf Gemeinsamkeiten
und Unterschiede im Mobilitätsverhalten untersucht. Es zeigen sich soziodemografische
Differenzen, mit denen ein unterschiedliches Verkehrsmittelwahlverhalten einhergeht.
Weiterhin verändert sich jenes Verhalten einer Person mit zunehmendem Alter und
wird durch Beruf und Familie beeinflusst. Demzufolge bestätigen jene Resultate die
aus der Literatur gewonnenen Erkenntnisse (vgl. Kapitel 3.2).
20vgl. Ahrens (2015), Tab. 3.3.3
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6 Diskriminanzanalyse
Die vorherigen Kapitel haben bereits gezeigt, dass die Altersklasse der jungen Erwach-
senen eine heterogene Gruppe darstellt. Im Mobilitätsverhalten lassen sich Unterschiede
erkennen, weshalb eine weitere Unterteilung sinnvoll erscheint. Damit festgestellt wer-
den kann wie sich die in Kapitel 4 gebildeten Cluster voneinander unterscheiden, wird
im Folgenden eine Diskriminanzanalyse durchgeführt. Der Stichprobenumfang beträgt
8 516 Personen, wovon ein Anteil von 5% aus jeder Gruppe zur Bildung einer Kontroll-
gruppe abgezogen wird. Mithilfe dieses multivariaten Analyseverfahrens sollen Varia-
blen zur Gruppenunterscheidung gefunden und anschließend die Modellgüte, u. a. auch
durch das Zuordnen eines Kontrolldatensatzes, überprüft werden.
6.1 Merkmalsvariablen
Die Diskriminanzanalyse wird in dieser Arbeit mit einer großen Variablenanzahl, be-
stehend aus soziodemografischen und mobilitätsspezifischen Merkmalsvariablen, begon-
nen. Diese werden schrittweise reduziert, um letztlich ein Modell mit den wichtigsten
Variablen zur Trennung der Cluster zu erhalten. Dabei wurden Personen mit mindestens
einem Weg am Stichtag betrachtet. Die untersuchten Variablen sind somit personenbe-
zogen und der Datensatz beinhaltet für den Analyseteil 8 090 Personen. Als endogene
Variable werden erneut die drei Altersklassen herangezogen. Das Ausgangsvariablen-
set, welches die verschiedenen Merkmale beinhaltet, ist in Tabelle 6.1 abgebildet. Zu
beachten ist, dass aufgrund einiger Missing Values der Datensatz bei der Mittelwert-
berechnung deutlich kleiner ist.
Insgesamt wurden 23 Variablen ausgewählt, die sich untereinander thematisch gruppie-
ren lassen. Ähnlich der Clusteranalyse aus Kapitel 4 überwiegt auch bei der Diskrimi-
nanzanalyse der Anteil an mobilitätsspezifischen Variablen. Die berufliche Ausbildung
und der Schulabschluss werden direkt durch das Alter bestimmt, weshalb auf diese
Variablen verzichtet wurde. Da das Mobilitätsverhalten jedoch durch die allgemeine
Lebenssituation beeinflusst wird, finden zur Untersuchung der Gruppenunterschiede
dennoch soziodemografische Variablen Anwendung.
Bei der Nutzung des kompletten Variablensets beträgt der Stichprobenumfang 2 999
Personen, die mind. einen Weg zurückgelegt haben. Zu den verwendeten soziodemo-
grafischen Variablen zählt u. a. die Erwerbstätigkeit. Aufgrund der nominalen Struktur
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Variable Mittelwert Std.abw. Min. Max.
erwerbstätig 0,63 0,48 0 1
in_Ausbildung 0,31 0,46 0 1
Anzahl_Personen_HH 2,99 1,13 1 8
Einkommen 1 221,50 769,32 87,50 10 200
Führerschein_PKW 0,89 0,31 0 1
Führerschein_Motorrad 0,11 0,32 0 1
Smartphone 0,71 0,46 0 1
Navi 0,53 0,50 0 1
Mietrad 0,02 0,14 0 1
CarSharing 0,06 0,24 0 1
Gehzeit_Bus 4,58 3,64 1 45
PKW_verfügbar 0,84 0,37 0 1
Rad_verfügbar 0,94 0,24 0 1
Fahrkarte_verfügbar 0,49 0,50 0 1
Anzahl_Wege 4,05 2,12 1 19
Verkehrsleistung 30,18 34,15 0,12 350
Anzahl_PKW_HH 1,40 0,61 1 5
Anzahl_Motorrad_HH 0,10 0,34 0 4
Anzahl_Rad_HH 2,83 1,49 1 15
HVM_Fuß 0,22 0,32 0 1
HVM_Rad 0,14 0,30 0 1
HVM_MIV 0,40 0,43 0 1
HVM_ÖPV 0,24 0,37 0 1
n = 2 999
Tabelle 6.1: Ausgangsvariablenset der Diskriminanzanalyse
wird diese Variable in erwerbstätige und in der Ausbildung befindliche Personen unter-
teilt. Eine weitere Variable ist die im HH befindliche Anzahl an Personen. Im Mittel
leben die jungen Erwachsenen in 3-Personen-HH, wobei der Wertebereich hier zwischen
einer und acht Personen liegt. Das monatliche Nettoeinkommen einer Personen beträgt
bei den betrachteten drei Altersklassen 1 221,50e. Dieser Wert ergibt sich durch die
Umwandlung der vorhandenen Einkommensklassen der HH in Eurowerte. Einen ent-
sprechenden Überblick hierüber bietet Tabelle A.3 im Anhang. Hierbei fällt ein großer
Unterschied zwischen der minimalen und maximalen Ausprägung auf. Ein HH, der sich
in der untersten Einkommensklasse befindet und in dem vier Personen leben verzeich-
net hier mit 87,50e den geringsten Wert, während das Maximum 10 200e beträgt.
Zu den mobilitätsspezifischen Variablen zählt u. a. der Führerscheinbesitz. Während
im Mittel 89% der jungen Erwachsenen einen PKW-Führerschein besitzen, liegt dieser
Anteil bei dem Motorrad lediglich bei 11%. In Kapitel 3 wurde festgestellt, dass die
neuen mobilen Endgeräte das Mobilitätsverhalten beeinflussen, weshalb die Verfügbar-
keit über ein Smartphone und Navigationssystem weitere Variablen darstellen. Bei den
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jungen Erwachsenen ist besonders die Verbreitung von Smartphones mit 71% sehr hoch
und liegt somit deutlich über dem Gesamtdurchschnitt von 45,5%.1 Weitere binär co-
dierte Merkmale sind die Nutzung eines Mietrades und die CarSharing-Mitgliedschaft
einer Person.
Für die Beschreibung der ÖV-Infrastruktur wird die Gehzeit zur meistgenutzten Bus-
haltestelle genutzt. Aufgrund vieler fehlender Angaben bei den anderen öffentlichen
Verkehrsmitteln wurde der Bus stellvertretend herangezogen. Die Gehzeit konnte ledig-
lich in vollen Minuten angegeben werden und beträgt im Mittel 4,58min. Zur Nutzung
von ÖPV, MIV oder dem Fahrrad ist es jedoch notwendig, dass die Person über eine
Fahrkarte, einen PKW oder ein Fahrrad (bzw. Elektrorad) verfügt. Diese Variablen
sind erneut binär codiert. Der Anteil der PKW- bzw. Rad-Verfügbarkeit liegt, im Mit-
tel der hier betrachteten Personen, deutlich über der Verfügbarkeit einer Zeitfahrkarte
für Bus oder Bahn.
Die durchschnittliche Wegeanzahl eines jungen Erwachsenen pro Tag beträgt 4,05 Wege.
Dieser Mittelwert liegt somit knapp über dem Gesamtdurchschnitt mobiler Personen
von 3,9 Wegen pro Tag.2 Außerdem hat eine Person, wie zu Beginn dieses Kapitels
definiert, mind. einen Weg zurückgelegt. Der maximale Wert liegt bei 19 Wegen. Ei-
ne weitere Variable ist die spezifische Verkehrsleistung einer Person. Diese beträgt im
Mittel 30,18 KilometerPerson·Tag und ist somit deutlich größer als der Gesamtschnitt von 21,3.3
Allerdings ist dieser Wert nur bedingt vergleichbar, denn Ahrens (2015) hat für die
Berechnung der Verkehrsleistung nicht alle Wege einbezogen, sondern nur jene unter
100 km.
Die Anzahl der im HH befindlichen Verkehrsmittel stellen weitere Variablen dar. So
befinden sich im Mittel 1,4 private bzw. dienstliche PKW in einem HH. Zudem liegt
das Minimum bei eins, weshalb kein HH ohne PKW in der Stichprobe existiert. Bei
den Motorrädern verhält sich dies anders, denn hier gibt es viele HH ohne Motorrad.
Dadurch liegt der Mittelwert bei lediglich 0,1 Motorrad pro HH. Die Anzahl an Fahr-
rädern bzw. Elektrorädern in einem HH beläuft sich im Schnitt auf 2,83 Räder. Hierbei
befindet sich ebenfalls in jedem HH mind. ein Rad und maximal sogar 15.
Als letzte Variablen werden die Modal-Split-Anteile der einzelnen Hauptverkehrsmittel-
gruppen aufgenommen. Dazu wurden die Angaben binär codiert und verhältnismäßig
für jede Person berechnet. Für die jungen Erwachsenen zeigt sich, dass der Fuß-Anteil
unter dem Gesamtdurchschnitt und der ÖPV- und MIV-Anteil darüber liegt.4 Im Ver-
gleich zum gesamten Datensatz der großen SrV-Vergleichsstädte nutzt die untersuchte
Zielgruppe somit den motorisierten Verkehr geringfügig häufiger.5
1vgl. Ahrens (2015), Tab. 3.8
2vgl. Ahrens (2015), Tab. 1.1
3vgl. Ahrens (2015), Tab. 1.1
4vgl. Ahrens (2015), Tab. 5.3
5Eine ausführliche Differenzierung des Modal-Split der einzelnen Altersgruppen wurde bereits in Ka-
pitel 5.2.1 vorgenommen.
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6.2 Untersuchungsergebnisse
Im Folgenden werden alle im vorherigen Kapitel beschriebenen Variablen bei der Dis-
kriminanzanalyse berücksichtigt. Aufgrund der Trennung von drei Gruppen müssen
zwei Diskriminanzfunktionen gebildet werden. Daraus ergeben sich die in Tabelle 6.2
abgebildeten standardisierten Diskriminanzkoeffizienten.
Variable Funktion 1 Funktion 2
Mietrad -0,0111 0,0037
CarSharing -0,0210 -0,0573
Gehzeit_Bus 0,0161 0,0154
PKW_verfügbar -0,0276 0,0396
Rad_verfügbar -0,0254 -0,0189
Verkehrsleistung -0,0234 0,0564
Anzahl_Motorrad_HH 0,0746 0,0880
Führerschein_Motorrad -0,1054 0,0802
Smartphone 0,0559 -0,1425
Navi -0,0586 -0,1065
Anzahl_Wege -0,1225 0,0596
Anzahl_Rad_HH 0,0928 0,1715
HVM_Fuß -1,6325 -0,9352
HVM_Rad -1,4773 -0,8962
HVM_MIV -2,0123 -1,1053
HVM_ÖPV -1,5961 -1,0090
erwerbstätig -0,3026 -0,0464
Führerschein_PKW -0,3997 -0,3789
Fahrkarte_verfügbar -0,0347 -0,1608
in_Ausbildung 0,5777 -0,2653
Anzahl_Personen_HH 0,0860 0,7199
Anzahl_PKW_HH 0,2303 -0,2157
Einkommen 0,0127 0,5741
Tabelle 6.2: Standardisierte Diskriminanzkoeffizienten der Ausgangsvariablen
Die Trennkraft ist unabhängig von dem Vorzeichen, weshalb der Betrag für die Be-
trachtung der beiden Diskriminanzfunktionen ausschlaggebend ist. Da die ersten sieben
Variablen verhältnismäßig den geringsten von Null verschiedenen Abstand aufweisen
und folglich bei beiden Funktionen keinen signifikanten Unterschied zur Gruppentren-
nung leisten, werden diese im ersten Schritt entfernt. In den nächsten fünf Durchgängen
werden erneut die Variablen mit geringem Einfluss aus dem Modell entfernt. Das End-
modell besteht letztlich aus nur noch sechs Variablen. Aufgrund der Variablenreduktion
sinkt zwar die Genauigkeit der Gruppenzuordnung, dafür ist das Modell jedoch einfa-
cher in der Handhabung. Die Verteilung der Merkmalsvariablen ist in Abbildung 6.1
dargestellt.
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Abbildung 6.1: Übersicht der standardisierten Merkmalsvariablen
Je weiter weg sich die Variablen vom Nullpunkt der jeweiligen Diskriminanzfunktion
befinden, umso stärker trennen diese die Gruppen voneinander. Beim Betrachten der
Grafik fällt auf, dass die erste Funktion besonders durch die Variablen in_Ausbildung,
Anzahl_PKW_HH und Führerschein_PKW bestimmt wird. Das Einkommen und die
Anzahl an Personen im HH besitzen wiederum einen größeren Einfluss auf die zweite
Diskriminanzfunktion. Die genauen Werte der standardisierten Diskriminanzkoeffizien-
ten des Endmodells sind im Anhang in Tabelle A.4 zu finden.
Neben den Variablen können die einzelnen Datensätze in dem in Abbildung 6.2 darge-
stellten Scoreplot eingesehen werden.
Aufgrund der Menge an Daten wurden die drei Alterscluster separiert, um eine bessere
Veranschaulichung zu erhalten. Insgesamt fällt auf, dass innerhalb einer Gruppe gewis-
se Unterschiede erkennbar sind. Dies sind z. B. Personen, die sich zwar in der Gruppe
der 18-21-Jährigen befinden, aber im Verhalten eher den 22-26-Jährigen ähneln. Der
Schwerpunkt eines jeden Clusters verschiebt sich jedoch mit zunehmendem Alter nach
rechts und lässt den Unterschied der drei Gruppen erkennen.
Mithilfe der Diskriminanzanalyse konnte demnach ein Modell geschätzt werden, wel-
ches anhand der identifizierten Variablen das unterschiedliche Mobilitätsverhalten der
gebildeten Cluster abbildet. In dem Endmodell befinden sich jeweils drei soziodemo-
grafische und mobilitätsspezifische Variablen, die eine entsprechende Gruppentrennung
bewirken.
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Abbildung 6.2: Übersicht der einzelnen Datensätze im Diskriminanzraum
6.3 Güteprüfung
Abschließend ist die Güte des entstandenen Endmodells zu überprüfen. Dazu wird ne-
ben der Klassifikation des Modells an sich auch die Einordnung der Kontrollgruppe
berücksichtigt. Zunächst erfolgt jedoch eine Signifikanzprüfung der Diskriminanzfunk-
tionen. Abbildung 6.3 gibt hierüber einen Überblick.
Abbildung 6.3: Signifikanzübersicht der Diskriminanzfunktionen
Der Eigenwert und die kanonische Korrelation sind bei der ersten Diskriminanzfunktion
deutlich höher. Diese trägt somit zu 88,8% der Gruppentrennung bei. Entgegengesetzt
verhält es sich bei dem Likelihood-Ratio-Wert, welcher bei der zweiten Funktion höher
liegt. Besonders relevant ist die Überprüfung mithilfe des χ2-Tests. Dieser liefert mit
einem Ergebnis von 0% eine extrem hohe Signifikanz bei beiden Diskriminanzfunktio-
nen. Aufgrund dessen sind beide Funktionen für die Trennung der Gruppen bedeutsam.
Darüber hinaus können die einzelnen Merkmalsvariablen mithilfe der univariaten Va-
rianzanalyse einer separaten Signifikanzprüfung unterzogen werden. Die resultierende
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ANOVA-Tafel befindet sich in Abbildung A.5 im Anhang. Hierbei zeigt sich, dass alle
sechs Variablen für sich betrachtet höchst signifikant sind. Das Modell liefert also so-
wohl für die simultane, als auch für die einzelne Betrachtung der Variablen signifikante
Ergebnisse und ist somit sehr gut zur Gruppenunterscheidung geeignet.
6.3.1 Modellklassifikation
Zur Beurteilung der Aussagekraft einer Diskriminanzanalyse ist die Klassifikation der
Elemente sehr wichtig. Hierfür wird zuerst das Ausgangsmodell mit allen Variablen
betrachtet, um Unterschiede zum Endmodell erkennen zu können. Tabelle 6.3 veran-
schaulicht die Klassifizierung nach symmetrischen priors.
real
klass. 18-21-J. 22-26-J. 27-35-J. gesamt richtig klass.
18-21-J. 371 97 44 512 371
72,46% 18,95% 8,59% 100%
22-26-J. 141 249 226 616 249
22,89% 40,42% 36,69% 100%
27-35-J. 70 160 1 641 1 871 1 641
3,74% 8,55% 87,71% 100%
gesamt 582 506 1 911 2 999 2 261
19,41% 16,87% 63,72% 100% 75,39%
priors 0,3333 0,3333 0,3333 1
Tabelle 6.3: Klassifikationstabelle des Ausgangsmodells mit allen Variablen
Es zeigt sich, dass 75,39% der Elemente von dem Modell richtig eingeordnet werden.
Dabei ist die Einordnung aller Gruppen sehr gut, auch wenn die Fehlklassifikation bei
der Altersklasse der 22-26-Jährigen am größten ist. Zu beachten ist allerdings, dass der
Analysedatensatz hier deutlich geringer ausfällt, als grundsätzlich möglich. Aufgrund
vieler Missing Values bei einigen Variablen können diese nicht in die Analyse einbezogen
werden. Deshalb wurden die Variablen mit geringer Trennkraft schrittweise eliminiert,
um ein einfacheres (weniger Variablen) und aussagekräftigeres (größerer Stichproben-
umfang) Modell zu erhalten. Außerdem ist zu beachten, dass sich unterschiedlich viele
Datensätze in den jeweiligen Clustern befinden und keine gleichmäßige Verteilung an-
genommen werden darf. Die Altersklasse der 27-35-Jährigen ist ungefähr viermal so
groß wie das jüngste Cluster und hat demzufolge a priori eine viel höhere WK für die
Zuordnung eines Elements.
Im letzten Schritt werden deshalb die Elemente des Endmodells klassifiziert. Durch
die Variablenreduktion hat sich der Stichprobenumfang zum Ausgangsmodell mehr als
verdoppelt. Weiterhin wurden die priors proportional zu den vorhandenen Elementen
im Datensatz gewählt. Die entsprechende Klassifikationstabelle ist in Tabelle 6.4 dar-
gestellt.
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real
klass. 18-21-J. 22-26-J. 27-35-J. gesamt richtig klass.
18-21-J. 575 242 173 990 575
58,08% 24,44% 17,47% 100%
22-26-J. 259 724 733 1 716 724
15,09% 42,19% 42,72% 100%
27-35-J. 100 361 3 897 4 358 3 897
2,29% 8,28% 89,42% 100%
gesamt 934 1 327 4 803 7 064 5 196
13,22% 18,79% 67,99% 100% 73,56%
priors 0,1401 0,2429 0,6169 1
Tabelle 6.4: Klassifikationstabelle des Endmodells
Mit knapp 62% ist die Gruppe der 27-35-Jährigen am stärksten vertreten. Anhand
dieser Größe wird jenes Cluster auch bei der Modellzuordnung etwas überrepräsentiert
(ca. 6%). Dies wird v. a. auf Kosten der mittleren Gruppe realisiert, welche zu ca.
5,5% unter dem prior-Wert klassifiziert wurde. Insgesamt ist die Klassifizierung nun
aber sehr viel näher an der Struktur im Datensatz angepasst, als dies in Tabelle 6.3 der
Fall ist. Zudem liefert das Modell ein sehr gutes Ergebnis, worin 73,56% der Elemente
richtig klassifiziert werden. Somit liegt es nur knapp unter dem Wert mit allen Aus-
gangsvariablen. Die einzelne Trefferquote beträgt bei den 18-21-Jährigen 58%, bei den
22-26-Jährigen 42% und bei den 27-35-Jährigen 89%. Beim Betrachten der falschen
Einordnungen ist festzuhalten, dass die mittlere Gruppe erneut die größte Fehlerquote
aufweist, auch wenn sich diese geringfügig verbessert hat. In Bezug auf die a priori-WK
ist die Gesamttrefferquote sehr gut, denn selbst durch eine zufällige Einordnung aller
Elemente in die größte Gruppe könnte kein besserer Wert erzielt werden.
6.3.2 Kontrollgruppe
Einen weiteren Bestandteil der Modellprüfung bildet die Erstellung einer Kontrollgrup-
pe, welche auf Basis des Stichprobenumfangs n bestimmt wird. In dieser Arbeit wurde
hierzu die in Kapitel 2.2.2 beschriebene Hold-out-Methode verwendet. Dabei werden
n1 < n Datensätze zur Modellschätzung genutzt und mit den restlichen n−n1 unabhän-
gigen Datensätzen getestet. Im konkreten Fall wurde zur Bildung der Kontrollgruppe
jeweils ein zufälliger Anteil von 5% aus den einzelnen drei Clustern gezogen und bei
der Schätzung der Diskriminanzfunktionen nicht mit berücksichtigt. Somit umfasst die
Kontrollgruppe 426 Datensätze, die sich wie folgt zusammensetzen:
• 18-21-Jährige: 63 Datensätze
• 22-26-Jährige: 103 Datensätze
• 27-35-Jährige: 260 Datensätze
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Mithilfe der bei der Diskriminanzanalyse entstehenden Klassifikationsfunktionen kön-
nen diese Kontrolldatensätze nun in die drei Gruppen eingeordnet werden. Dabei wird
ein Element immer der Gruppe mit dem größten Funktionswert zugeordnet (vgl. Ka-
pitel 2.2.2). Die Werte der Klassifikationsfunktionen sind in Tabelle 6.5 dargestellt.
Variable Funktion 1 Funktion 2 Funktion 3
Führerschein_PKW 5,4130 7,9062 8,6650
Fahrkarte_verfügbar 3,1044 3,2063 2,7832
in_Ausbildung 6,4658 4,1985 1,0498
Anzahl_Personen_HH 3,4016 2,6110 2,9441
Anzahl_PKW_HH 0,2360 -0,1175 -0,5361
Einkommen 0,0034 0,0028 0,0033
Konstante -14,9969 -11,5235 -10,8648
priors 0,1401 0,2429 0,6169
Tabelle 6.5: Klassifikationsfunktionen
Die priors sind identisch zu der vorherigen Modellklassifikation und werden bei der
Bestimmung der Klassifikationsfunktionen mit berücksichtigt. Anhand jener Methode
werden Funktionswerte berechnet, welche inhaltlich nicht interpretierbar sind. Jedoch
kann überprüft werden, ob die Zuordnung, die durch das Modell vorgenommen wird,
mit der realen Gruppenzugehörigkeit übereinstimmt. Hierbei ist festzustellen, dass die
Kontrolldaten zu 74,41% richtig klassifiziert werden. Dieser Wert liegt sogar leicht über
der Klassifikation des Endmodells und liefert somit eine sehr gute Trefferquote des Mo-
dells.
Nachdem die Güte geprüft und sowohl bei der Modellklassifikation, als auch bei der
Einordnung der Kontrollgruppe eine sehr gute Trefferquote erreicht wurde, ist fest-
zuhalten, dass die ermittelten Diskriminanzfunktionen die Gruppen gut trennen. Die
ausgewählten Variablen tragen ausreichend zur Gruppenunterscheidung bei, auch wenn
das mittlere Cluster einige Fehleinordnungen zu verzeichnen hat. Dies liegt v. a. daran,
dass sich die Personen zwischen 22 und 26 Jahren durch das Variablenset schwieriger
abgrenzen lassen. Dennoch weisen jene Personen (insb. die vielen Studenten) im Ver-
gleich zu den jüngeren und älteren Menschen ein anderes Mobilitätsverhalten auf, wie
in Kapitel 5 beschrieben wurde. Die vorgenommene Clustereinteilung ist somit sinnvoll,
da die Diskriminanzanalyse anhand von soziodemografischen und mobilitätsspezifischen
Variablen die Gruppen gut trennt.
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7 Fazit
Die vorliegende Arbeit hat das Mobilitätsverhalten von jungen Erwachsenen unter-
sucht. In der Literatur besteht dabei keine Einigkeit über die Altersabgrenzung junger
Erwachsener. Nach intensiver Recherche wurde die Altersstufe auf die 18-35-Jährigen
festgelegt. Eine genauere Betrachtung dieser ist sehr interessant, da sich die Leben-
sumstände einer Person auch auf das Verkehrsverhalten auswirken und insb. bei den
jungen Menschen viele Veränderungen existieren. Für die Analyse des Mobilitätsverhal-
tens wurden Daten ausgewählter deutscher Großstädte mit mind. 100 000 Einwohnern
herangezogen. Zunächst erfolgte die Nutzung eines exploratorischen Analyseverfahrens,
um eine Struktur im Datensatz zu identifizieren. Anhand soziodemografischer und mo-
bilitätsspezifischer Variablen konnten durch die Clusteranalyse drei Gruppen herausge-
stellt werden. Demzufolge bilden die 18-21-, die 22-26- und die 27-35-Jährigen homogene
Cluster.
Im nächsten Schritt wurde eine deskriptive Betrachtung durchgeführt, welche sich auf
die drei gebildeten Cluster bezieht. Somit konnten Unterschiede im Mobilitätsverhalten
untersucht werden. Soziodemografisch sind hier besonders die verschiedenen Wohnsi-
tuationen sowie die Veränderungen bei der Erwerbstätigkeit zu nennen. Damit einher-
gehend unterscheiden sich die PKW-Verfügbarkeit bzw. der Führerscheinbesitz. Beide
Variablen stiegen mit zunehmendem Alter. Dies führt dazu, dass die älteren Personen
auch häufiger den MIV nutzen. Entgegengesetzt verhält es sich mit dem ÖPV, dieser
wird von jüngeren Menschen deutlich stärker genutzt. Aus diesem Grund liegen die
Besitzquoten von Zeitkarten für Bus und Bahn bei den 18-21-Jährigen über denen der
z. B. 27-35-Jährigen. Weiterhin steigt der Fuß-Anteil mit zunehmendem Alter an, wäh-
rend die Radnutzung bei allen jungen Erwachsenen sehr ähnlich ist. Der Modal-Split
unterscheidet sich somit zwischen den Altersgruppen, weshalb eine weitere Untertei-
lung in Bezug auf das grundsätzliche Mobilitätsverhalten sinnvoll ist. Weiterhin steigt
die Zahl der Wege einer Person am Tag mit zunehmendem Alter an, wodurch sich die
Gruppen auch hierin voneinander unterscheiden.
Die Clusterbildung wurde ebenfalls durch eine Diskriminanzanalyse überprüft, womit
Variablen zur Gruppentrennung identifiziert wurden. Daraus ergaben sich jeweils drei
soziodemografische und mobilitätsspezifische Variablen, welche die Cluster trennen. Das
Modell bietet mit 73,56% eine sehr gute Trefferquote und liegt damit deutlich über der
a priori-Wahrscheinlichkeit. Weiterhin wurden die Elemente einer unabhängigen Kon-
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trollgruppe zu 74,41% richtig klassifiziert. Darüber hinaus weisen sowohl die Variablen,
als auch die beiden Diskriminanzfunktionen eine hohe Signifikanz auf. Das Modell ist
damit gut zur Gruppentrennung geeignet.
Anhand der durchgeführten Analysemethoden wurde gezeigt, dass sich die heterogene
Gruppe der jungen Erwachsenen in Bezug auf das Mobilitätsverhalten altersbedingt
voneinander unterscheidet. Bei zukünftigen Verkehrsbefragungen sollte demnach die
ermittelte Altersgruppierung beachtet werden. Zudem braucht die Altersspanne nicht
weiter erhöht werden, da das älteste Cluster bereits am stärksten im Datensatz vertre-
ten ist und die Unterschiede bei einem weiteren Anstieg des Alters geringer werden.
Innerhalb der Gruppe der jungen Erwachsenen ist bereits der Umstieg zum MIV mit
zunehmendem Alter zu erkennen. Daraus ergibt sich im Umkehrschluss, dass der PKW
heutzutage immer noch besser bewertet wird als andere Verkehrsmittel. Das damit
verbundene Thema der nachhaltigen Fortbewegung haben bereits Füssel et al. (2013)
näher betrachtet. Bei deren Untersuchung wurden Jugendliche im Alter von 14 bis 19
Jahren analysiert. Es stellte sich heraus, dass diese grundsätzlich bereit sind sich nach-
haltig fortzubewegen. Allerdings fühlen sie sich als Verkehrsteilnehmer zweiter Klasse
und nicht von den Erwachsenen ernst genommen. Außerdem sind die ÖPV-Angebote
teilweise schlecht angepasst und die Infrastruktur sollte besser für den nicht motori-
sierten Verkehr ausgelegt werden. Abschließend lässt sich festhalten, dass das Mobili-
tätsverhalten der Erwachsenen die jüngere Generation prägt und die Eltern somit eine
Vorbildwirkung haben. Diese Tatsachen sollten zukünftig stärker beachtet werden, wo-
durch ein umweltfreundlicheres Verkehrsmittelwahlverhalten erreicht werden könnte.
Bezugnehmend auf das Eingangszitat wurde in dieser Arbeit ebenfalls bestätigt, dass
die Mobilitätskenngrößen im Zusammenhang mit dem Personenalter stehen und dies
besonders im sensiblen Bereich der jungen Erwachsenen sehr differenziert betrachtet
werden sollte. Weiterhin ist diese junge Generation von großer Bedeutung, da sie das
Mobilitätsverhalten der Zukunft prägen wird. Hier bieten sich allerdings durch die neu-
en Technologien und Mobilitätsformen Chancen auf ein grundsätzlich verändertes und
v. a. weniger MIV-geprägtes Verhalten im höheren Lebensalter.
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8 Kritische Würdigung
In diesem Kapitel werden die gewonnenen Erkenntnisse kritisch hinterfragt. Zunächst
ist festzustellen, dass einige Ergebnisse durch viele Missing Values verzerrt sind. So
wurden z. B. bei der Frage nach Elektrorädern im HH lediglich von weniger als 1% der
Befragten tatsächlich Angaben erfasst. Auch die Diskriminanzanalyse konnte, je nach
gewählten Variablen, nicht den kompletten Datensatz zur Modellschätzung nutzen.
Zudem wurden die Endergebnisse nur anhand von 87% der ursprünglich vorhandenen
Daten ermittelt. Diese Beispiele verdeutlichen den Informationsverlust durch Missing
Values.
Weiterhin ist eine empirische Erhebung, wie das SrV 2013, stets mit Fehlereinflüssen
verbunden. Aus diesem Grund wurde durch eine intensive Datenaufbereitung versucht
die Mess- und Datenverarbeitungsfehler weitestgehend zu minimieren.1 So wurde auch
eine Plausibilitätsprüfung durchgeführt und einzelne Werte ggf. als unplausibel mar-
kiert. Allerdings können trotz dieser durchgeführten Maßnahmen fehlerhafte Werte im
Datensatz vorhanden sein.
Ein weiterer Kritikpunkt betrifft die „Repräsentativität von Stichproben“, welche von
der Lippe & Kladroba (2002) in dem gleichnamigen Beitrag diskutieren. Demnach ist
die Repräsentativität als Gütekriterium einer Stichprobe nur bedingt geeignet, wes-
halb zur Qualitätsbeurteilung vielmehr das Konzept des Stichprobenfehlers verwendet
werden sollte. Um diesen zu verringern können Formen der Stichprobenziehung, wie
z. B. geschichtete Stichproben, genutzt werden (S. 10). Eben diese wurden neben einer
uneingeschränkten Zufallsauswahl beim SrV genutzt. Die geschichtete Stichprobenzie-
hung ermöglicht eine im Haushaltskontext bezogene Erfassung der Personenmobilität.2
Somit sind durch das Erhebungsdesign grundsätzliche Aussagen über die Grundgesamt-
heit möglich.
Zu beachten ist jedoch, dass bei den durchgeführten Auswertungen keine Gewichtungs-
faktoren berücksichtigt wurden und zwischen einigen Variablen strukturbedingte Kor-
relationen aufgetreten sind. So könnte die Anzahl der im HH befindlichen Fahrräder
mehr oder weniger abhängig von der Haushaltsgröße sein.
Zuletzt ist außerdem darauf hinzuweisen, dass sich die Schlussfolgerungen lediglich auf
1vgl. Ahrens (2014), S. 61
2vgl. Ahrens (2014), S. 36 f.
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deutsche Großstädte beziehen. Das Mobilitätsverhalten der jungen Erwachsenen kann
in ländlichen Regionen unter Umständen gänzlich anders sein. Gründe hierfür könnten
ein weniger stark ausgebautes ÖV-Angebot und die, im Gegensatz zu der Stadt, grö-
ßeren räumlichen Distanzen sein. Deshalb ist es naheliegend, dass der MIV-Anteil auf
dem Land höher ist und weniger öffentliche Verkehrsmittel genutzt werden. Des Wei-
teren sind Vergleiche mit anderen Studien nur bedingt möglich, da besonders bei der
Altersabgrenzung starke Unterschiede vorhanden sind und somit keine vergleichenden
Aussagen getroffen werden können.
Zusammenfassend lässt sich festhalten, dass die hier gewonnenen Erkenntnisse einen
Hinweis auf das Mobilitätsverhalten junger Erwachsener bieten. Die Ergebnisse sind
jedoch stets kritisch zu hinterfragen und können nicht ohne Weiteres auf andere Unter-
suchungen übertragen werden. Eine Trennung der jungen Erwachsenen in drei Cluster
erscheint jedoch zwingend nötig.
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9 Ausblick
Abschließend soll in diesem Kapitel ein Ausblick auf das Thema gegeben werden. Wel-
che Mobilitätsanforderungen in Zukunft zu bewältigen sind ist zum jetzigen Zeitpunkt
nur schwer abzusehen. Fest steht jedoch, dass die jungen Menschen neuen Mobilitäts-
formen offen gegenüberstehen und dadurch die zukünftigen älteren Personengruppen
beeinflusst werden. Weiterhin wird durch die neuen Technologien viel im Bereich der
nachhaltigen Mobilität geforscht und entwickelt, wodurch das Verhalten der Verkehrs-
teilnehmer verändert werden kann. Insbesondere die steigende Urbanisierung, welche
besonders durch die Landflucht der jungen Erwachsenen vorangetrieben wird, erhöht
die Anforderungen an die städtischen Verkehrssysteme.
Das HWWI (2009) hat z. B. die Mobilitätsentwicklung genauer betrachtet und Strate-
gien für das Jahr 2030 abgeleitet. Bis dahin wird neben dem Verkehrsaufkommen und
der PKW-Dichte auch der Energiebedarf steigen, weshalb für eine nachhaltige Mobilität
v. a. die Emissionen reduziert werden müssen. Dies wird zum einen durch alternative
Antriebstechnologien erreicht, zum anderen muss der Fuß-, Rad- und öffentliche Ver-
kehr gefördert werden. Weiterhin wirken jegliche Formen von CarSharing-Angeboten
diesen genannten Trends entgegen, weshalb auch hier eine flächendeckende Durchdrin-
gung gestärkt werden sollte. Durch gezielte Maßnahmen ist es demnach möglich die
Verkehrssysteme in Zukunft umweltfreundlicher zu gestalten. Hierbei ist auch explizit
die Zielgruppe der jungen Erwachsenen anzusprechen. Diese Menschen sind in ihrem
Mobilitätsverhalten noch nicht verfestigt und somit eher bereit neue Formen der Fort-
bewegung zu nutzen, als dies bei älteren Generationen der Fall ist.
Inwiefern es sich bei den in dieser Arbeit gewonnenen Erkenntnissen lediglich um eine
Momentaufnahme handelt, ist nicht bekannt. Außerdem kann an dieser Stelle nicht
vorausgesagt werden, ob sich die jungen Erwachsenen in Zukunft evtl. wieder ähnli-
cher einer früheren Generation verhalten. Dazu sind weitere Untersuchungen, v. a. im
Bereich der jungen Erwachsenen, notwendig. Da sich die Gesamtgesellschaft jedoch
ständig weiter entwickelt, sind sowohl Änderungen der Lebensumstände, als auch des
Verkehrsverhaltens erkennbar. Aus diesem Grund ist davon auszugehen, dass frühere
Generationen ein anderes Mobilitätsverhalten aufwiesen. Allerdings ist die Altersklas-
se der jungen Erwachsenen zur Zeit noch wenig erforscht. Aufgrund der zukünftigen
Relevanz sollte diese deshalb intensiver und über einen längeren Zeitraum betrachtet
werden. Hierdurch könnten Aussagen bzgl. der Entwicklung des Mobilitätsverhaltens
junger Erwachsener getroffen werden.
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Anhang
Clusteranalyse
Ausgangsvariable neue Einzelvariablen
Schulabschluss Hauptschule
Realschule
Abitur
ohne Schulabschluss
Berufsausbildung Lehre etc.
Fachschule etc.
Uni etc.
ohne Berufsausbildung
Erwerbstätigkeit erwerbstätig
in Ausbildung
nicht erwerbstätig
Gehzeit_Bus (ganzzahlig) 1 bis 2 min Gehzeit
3 bis 5 min Gehzeit
6 bis 10 min Gehzeit
ab 11 min Gehzeit
Anzahl_Wege bis 1 Weg
2 bis 3 Wege
4 bis 5 Wege
ab 6 Wege
Tabelle A.1: Binärcodierung der entsprechenden Variablen
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Anhang
Abbildung A.1: Dendrogramm Ward-Verfahren
Abbildung A.2: Duda/Hart-Kriterium beim Ward-Verfahren
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Anhang
Deskriptive Analyse
QZG HVM 18-21-Jährige 22-26-Jährige 27-35-Jährige
WA Fuß 5,56% 7,34% 6,79%
Rad 12,28% 16,24% 18,41%
MIV 34,80% 36,19% 43,52%
ÖPV 47,37% 40,23% 31,27%
AW Fuß 7,48% 6,36% 7,15%
Rad 12,46% 15,59% 18,45%
MIV 33,02% 37,41% 45,86%
ÖPV 47,04% 40,65% 28,54%
WB Fuß 9,53% 10,91% 12,45%
Rad 13,81% 21,51% 19,41%
MIV 14,50% 13,98% 23,44%
ÖPV 62,15% 53,61% 44,69%
BW Fuß 9,16% 10,89% 11,62%
Rad 13,99% 21,96% 19,50%
MIV 12,86% 13,97% 21,58%
ÖPV 63,99% 53,18% 47,30%
WE Fuß 42,86% 53,91% 52,23%
Rad 12,86% 10,42% 9,47%
MIV 26,43% 23,44% 30,32%
ÖPV 17,86% 12,24% 7,98%
EW Fuß 36,90% 48,64% 43,16%
Rad 9,52% 13,81% 12,12%
MIV 27,38% 25,49% 35,44%
ÖPV 26,19% 12,06% 9,28%
WF Fuß 27,43% 32,66% 46,11%
Rad 17,09% 19,84% 14,12%
MIV 31,22% 24,83% 27,27%
ÖPV 24,26% 22,67% 12,50%
FW Fuß 26,64% 30,67% 41,78%
Rad 16,60% 19,21% 14,57%
MIV 32,24% 27,22% 30,10%
ÖPV 24,52% 22,91% 13,55%
Tabelle A.2: Modal-Split in Abhängigkeit ausgewählter QZG
XIX
Anhang
Abbildung A.3: Modal-Split bei Personen mit nutzbarem PKW
Abbildung A.4: Verfügbarkeit von Elektrorädern
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Anhang
Diskriminanzanalyse
Einkommensklasse Einkommensbereich [e] neuer Einkommenswert [e]
1 unter 500 350
2 500 bis unter 900 700
3 900 bis unter 1 500 1 200
4 1 500 bis unter 2 000 1 750
5 2 000 bis unter 2 600 2 300
6 2 600 bis unter 3 000 2 800
7 3 000 bis unter 3 600 3 300
8 3 600 bis unter 4 600 4 100
9 4 600 bis unter 5 600 5 100
10 5 600 und mehr 10 200
Tabelle A.3: Einkommensklassen
Variable Funktion 1 Funktion 2
Führerschein_PKW 0,4037 -0,4121
Fahrkarte_verfügbar -0,0920 -0,1604
in_Ausbildung -0,8969 -0,1448
Anzahl_Personen_HH -0,0965 0,8685
Anzahl_PKW_HH -0,2776 -0,0132
Einkommen 0,0285 0,4969
Tabelle A.4: Standardisierte Diskriminanzkoeffizienten des Endmodells
Abbildung A.5: ANOVA-Tafel
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