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Four-dimensional conical symplectic
hypersurfaces
Ryo Yamagishi
Abstract
We show that every indecomposable conical symplectic hypersurface of dimen-
sion four is isomorphic to the known one, namely, the Slodowy slice Xn which
is transversal to the nilpotent orbit of Jordan type [2n − 2, 1, 1] in the nilpotent
cone of sp2n for some n ≥ 2. In the appendix written by Yoshinori Namikawa,
conical symplectic varieties of dimension two are classified by using contact Fano
orbifolds.
1 Introduction
Throughout this paper we work over the complex number field C. A symplectic variety
is a normal variety X such that the regular part Xreg admits an algebraic symplectic
form ω whose pullback to any resolution of singularities X˜ → X extends to a regular
2-form on X˜ (cf. [B]). Nilpotent orbit closures and their Slodowy slices in semi-simple
Lie algebras are typical examples of symplectic varieties.
In this paper we only treat conical ones, that is, affine symplectic varieties with
good C∗-actions (see Section 2 for the precise definition). This does not seem to be too
restrictive since it is conjectured in [K2, Conjecture 1.8] that every symplectic variety is
(formally) locally a conical one.
It is proved that the moduli space of conical symplectic varieties is discrete [N2],
and thus classification is important. In this paper we study very rare conical symplectic
varieties, namely, hypersurfaces. In order to classify conical symplectic hypersurfaces,
it is sufficient to classify indecomposable ones. The followings are the only known inde-
composable symplectic hypersurfaces:
• (Dimension 2) Kleinian (or ADE) singularities.
• (Dimension 4) A series Xn, n ≥ 2.
• (Dimension 6) A single example Xˆ .
The last two were found in [LNS] as Slodowy slices in the nilpotent cones of simple Lie
algebras of type Cn and G2 respectively. See Section 2 for the explicit description of Xn.
In [LNSvS] the authors asked if the three types of the symplectic varieties above are the
only indecomposable conical symplectic hypersurfaces. In dimension 2, it is well-known
that the only isomorphism types of germs of symplectic varieties are Kleinian singu-
larities (cf. [B, 2.1]), and thus the answer to the question is affirmative in dimension
2. However, we should note that the same Kleinian singularities can admit different
structures as conical symplectic varieties. We will give a classification of Kleinian singu-
larities including conical structures in §3.2 and Appendix. The goal of this paper is to
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show that the answer to the question is affirmative also in dimension 4. Similarly to the
2-dimensional case, Xn can admit non-unique structures (besides the natural one given
in [LNSvS]) as a conical symplectic variety. The main result is the following.
Theorem 1.1. Let X be an indecomposable conical symplectic hypersurface of dimension
four. Then X is isomorphic to Xn as a conical symplectic variety after suitably replacing
the C∗-action on X.
The precise definition of an indecomposable conical symplectic variety will be given
in Section 2.
The proof of this theorem is divided into two parts. Let X ⊂ C5 be a 4-dimensional
indecomposable conical symplectic hypersurface. Then, each irreducible component S
of its singular locus becomes a 2-dimensional conical symplectic variety i.e., a Kleinian
singularity or C2 after taking normalization. In the first part §4.1 of the proof, we
show that some component S itself is in fact normal and has a singularity of type
A (Proposition 4.1). The main tools to prove this fact are the theory of symplectic
hypersurfaces developed in [LNSvS] and the classification of conical symplectic surfaces
(§3.1, 3.3). The procedure to show the existence of a normal type-A surface is roughly
explained as follows. The affine space C5 = SpecC[x1, . . . , x5] admits a natural C
∗-
action induced from the hypersurface X ⊂ C5, and we will see if certain points of the
projectivization of the C∗-variety C5 are in the projectivized singular locus of X . If so,
we will see that X tends to have a normal type-A surface by using the classification of
conical symplectic surfaces (Lemma 4.2,4.3 and 4.5). If not so, the Pfaffian condition
(see (2.1)), which was found in [LNSvS], gives strong restrictions on the possible values
of degrees of the generators x1, . . . , x5. We will also see that X tends to have a normal
type-A surface if the degree di of some xi is equal to the weight s of the symplectic form of
X (Lemma 4.4). In this way, we will be able to prove the claim with just one exceptional
case. Finally, we will exclude this remaining case by direct (computer) calculation.
In the second part §4.2, we will complete the proof of the main theorem. The idea
is to use a coordinate, which will be denoted by xα1 , of C[x1, . . . , x5] whose degree is
equal to s. Such a coordinate exists because of the existence of a normal type-A surface.
The symplectic structure of X is translated to a Poisson structure and then extends to
the ambient space C5. This Poisson structure is completely determined by the Poisson
matrix Θ. We will determine the possible values of the entries of Θ. For this, we will
define a grading w(−) on C[x1, . . . , x5] using xα1 , which is an analogue of the weight
decomposition of a finite-dimensional sl2-module. We will also show that we can make
each entry of Θ homogeneous with respect to w(−) by rechoosing suitable coordinates
of C[x1, . . . , x5] (Lemma 4.6). Then, each entry of the Poisson matrix will be doubly
homogeneous with respect to w(−) and the original grading, and we can considerably
reduce the candidates of the entries. Finally, we will show that Θ is essentially equal
to the Poisson matrix associated to the Slodowy slice Xn, which implies that X is
isomorphic to Xn.
As mentioned above, the classification of 2-dimensional conical symplectic varieties
is important for the proof of the main theorem. Yoshinori Namikawa pointed out to
the author that the same classification can also be done by using the theory of contact
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Fano orbifolds, which gives a different perspective for classification of conical symplec-
tic varieties. Namikawa’s argument is summarized in a short note written by himself,
and he gave permission to the author to use this short note as the appendix to this article.
Convention
In this paper, whether or not a nonzero monomial axj1i1 . . . x
jm
im
(a ∈ C∗) appears as a
term of a polynomial g ∈ C[x1, x2, . . . ] will matter many times. If the monomial appears
in g for some a ∈ C∗, we simply say that g contains xj1i1 . . . xjmim .
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2 Conical symplectic varieties as graded Poisson al-
gebras
An affine symplectic variety X = SpecR is called conical if R =
⊕∞
d=0Rd is a finitely
generated graded C-algebra with R0 = C and the algebraic symplectic form ω on the
regular part Xreg is homogeneous with respect to the C
∗-action λ : C∗×X → X coming
from the grading on R, that is, there exists an integer s such that
λ(t)∗(ω) = tsω
for any t ∈ C∗. By [LNSvS, Lemma 2.2], the weight s is positive.
Let X = SpecR be a conical symplectic variety. The symplectic form ω is regarded
as an isomorphism ω : TXreg → Ω1Xreg . Then the structure sheaf OXreg admits a natural
Poisson structure defined by
{f, g} = ω(ω−1(df), ω−1(dg))
for any sections f, g of OXreg . Namely, the pairing
{−,−} : OXreg ×OXreg → OXreg
is a skew C-bilinear form satisfying the Leibniz rule
{fg, h} = f{g, h}+ g{f, h}
and the Jacobi identity
{f, {g, h}}+ {g, {h, f}}+ {h, {g, f}} = 0
for any sections f, g and h of OXreg .
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By the normality of X , this uniquely extends to a Poisson structure on OX . This
Poisson bracket is also homogeneous with respect to the C∗-action on X , and its weight
is −s, that is, the Poisson bracket satisfies
{Rk, Rl} ⊂ Rk+l−s.
We assume that X is a hypersurface of dimension 2m. Let x¯1, . . . , x¯2m+1 be minimal
homogeneous generators of R and set di = deg(x¯i). We may assume that
g.c.d.(d1, . . . , d2m+1) = 1
by replacing the C∗-action, if necessary. We give a grading on the polynomial ring
P = C[x1, . . . , x2m+1] by setting deg(xi) = di so that the surjection P → R which
maps xi to x¯i is a graded homomorphism whose kernel is generated by a single (quasi-
)homogeneous polynomial f ∈ P . Then by [LNSvS, Lemma 2.7], the Poisson structure
on R uniquely extends to P . The skew-symmetric matrix Θ whose (i, j)-entry Θi,j is
{xi, xj} is called the Poisson matrix of P . Note that Θi,j is homogeneous of degree
di + dj − s.
Moreover, the defining equation f of X and Θ satisfy the following equation after
rescaling f [LNSvS, Lemma 2.7]
grad(f) = pf(Θ). (2.1)
In the case m = 2, this equation is written explicitly as follows.
∂f/∂x1 = Θ2,3Θ4,5 −Θ2,4Θ3,5 +Θ2,5Θ3,4
∂f/∂x2 = −Θ1,3Θ4,5 +Θ1,4Θ3,5 −Θ1,5Θ3,4
∂f/∂x3 = Θ1,2Θ4,5 −Θ1,4Θ2,5 +Θ1,5Θ2,4
∂f/∂x4 = −Θ1,2Θ3,5 +Θ1,3Θ2,5 −Θ1,5Θ2,3
∂f/∂x5 = Θ1,2Θ3,4 −Θ1,3Θ2,4 +Θ1,4Θ2,3
(2.2)
These equations will play important roles in proceeding the classification.
Definition 2.1. A conical symplectic hypersurface X is indecomposable if its unique C∗-
fixed point is a Poisson subscheme of X = SpecR. Here, a Poisson subscheme means
a closed subscheme of X defined by a Poisson ideal I ⊂ R (i.e. an ideal satisfying
{I, R} ⊂ I).
By [LNSvS, Lemma 2.5], in order to classify conical symplectic hypersurfaces, it
suffices to classify indecomposable ones.
In Section 4, we will prove that every indecomposable conical symplectic hypersurface
is isomorphic to Xn, the only known one. Xn is defined by the following polynomial (cf.
[LNSvS]
fn = −ye20 + he0e1 + xe21 +∆n
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of C[x, h, y, e0, e1] where ∆ = h
2 + 4xy. The Poisson matrix is given by
Θn =

0 −2x h 0 e0
2x 0 −2y e0 −e1
−h 2y 0 e1 0
0 −e0 −e1 0 2n∆n−1
−e0 e1 0 −2n∆n−1 0
 .
In [LNSvS], the assigned degrees of x, h, y, e0, e1 are 2, 2, 2, 2n − 1, 2n − 1 respectively.
However, there are other possibilities of degrees (see (4.3) in Subsection 4.2). Thus, even
if the C∗-action on X is effective, the replacement of the C∗-action in the statement of
Theorem 1.1 is necessary.
3 Conical symplectic surfaces
In this section we study conical symplectic surfaces. The results in this section will be
used to classify 4-dimensional hypersurfaces in Section 4.
3.1 Classification
In this section we classify 2-dimensional conical symplectic hypersurfaces. It is well-
known that the only 2-dimensional symplectic singularities are Kleinian singularities
(cf. [B, 2.1]). However, the same singularities can admit different structures as conical
symplectic varieties. The complete classification of conical symplectic surfaces including
non-singular ones is done by Namikawa in Appendix using the theory of contact Fano
orbifolds. As a warm-up for the classification of 4-dimensional hypersurfaces, we give
an alternative proof under the assumption that the surfaces are hypersurfaces. Note
that this assumption is in fact automatic since Kleinian singularities are hypersurface
singularities. In the proof, we will replace homogeneous generators of the coordinate
ring by others in order to make the Poisson matrix into a normal form. The similar idea
will be used for 4-dimensional hypersurfaces in Section 4.
Let X = {f = 0} be a conical symplectic hypersurface in C3. We take a C∗-
equivariant Poisson embedding into C3 = SpecC[x, y, z] where x, y and z are homoge-
neous generators. Let d1, d2 and d3 be the degrees of x, y and z respectively. Let s ∈ N
be the weight of the symplectic form ω on Xreg. By (2.1), we have
Θ1,2 =
∂f
∂z
, Θ1,3 = −∂f
∂y
, Θ2,3 =
∂f
∂x
, (3.1)
and in particular the degree of f ∈ C[x, y, z] is d1 + d2 + d3 − s. One can check that
the symplectic form on Xreg corresponding to the Poisson structure Θ is given by the
volume form obtained as the residue
Res
(
dx ∧ dy ∧ dz
f
)
=
dx ∧ dy
∂f/∂z
= −dx ∧ dz
∂f/∂y
=
dy ∧ dz
∂f/∂x
on Xreg.
We will prove
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Proposition 3.1. (Classification of 2-dimensional conical symplectic hypersurfaces, cf.
Proposition in Appendix) Let (X,ω) be a 2-dimensional conical symplectic hypersurface
with a graded coordinate ring R. Assume that the degrees of the homogeneous generators
of R are relatively prime. Then (X,ω) is isomorphic to(
SpecC[x, y, z]/(f), Res
(
dx ∧ dy ∧ dz
f
))
as a conical symplectic variety where f and the weights (s, d1, d2, d3) of ω, x, y and z are
as in one of the following:
• (smooth case) f = z, and d1 and d2 are relatively prime integers such that d1+ d2 = s.
• (An-type, n ≥ 1) f = xn+1 + yz, and d1, d2 and d3 are relatively prime integers
satisfying (n+ 1)d1 = d2 + d3 and d1 = s.
• (Dn-type, n ≥ 4) f = xn−1 + xy2 + z2 and (s, d1, d2, d3) = (1, 2, n− 2, n− 1).
• (E6-type) f = x4 + y3 + z2 and (s, d1, d2, d3) = (1, 3, 4, 6).
• (E7-type) f = x3y + y3 + z2 and (s, d1, d2, d3) = (1, 4, 6, 9).
• (E8-type) f = x5 + y3 + z2 and (s, d1, d2, d3) = (1, 6, 10, 15).
Proof. When X is not indecomposable, X falls into the smooth case by [LNSvS,
Lemma 2.5].
We assume that X is indecomposable in the rest of the proof. Then deg(Θi,j) is
nonzero for all i, j (see the proof of Lemma 2.5 of [LNSvS]). Moreover, we have Θi,j 6= 0
for i 6= j [LNSvS, Lemma 2.6 (2)]. Let I ⊂ C[x, y, z] be the ideal generated by Θ1,2,Θ1,3
and Θ2,3. Then I is a nontrivial Poisson ideal and thus the radical
√
I coincides with the
maximal ideal m = (x, y, z). (Note that this condition is equivalent to the condition that
X has isolated singularity because of (3.1)). In particular, I must contain a power of z.
This implies that Θi,j must contain z
k for some i, j and k ∈ N (see Convention in Section
1 for the usage of the word “contain” in this paper). We may assume that d1 ≤ d2 ≤ d3
by reordering the coordinates. Then k must be 1 since deg Θi,j = di + dj − s < 2d3.
(Case 1) Θ1,2 contains z.
In this case Θ1,2 is of the form az + p(x, y) for some a ∈ C∗ and p(x, y) ∈ C[x, y]
since di’s are positive. Thus, we may assume that Θ1,2 = 2z by using
1
2
(az + p(x, y)) as
a new coordinate instead of z. Similarly, Θ1,3 or Θ2,3 must contain y
l for some l ∈ N.
Then l = 1 or 2 since we have
degΘi,j = di + dj − s < d2 + d3 = d1 + 2d2 − s < 3d2
noticing that deg(Θ1,2) = deg(z).
(Case 1-1) Θ1,3 or Θ2,3 contains y
2.
Since d3 = d1 + d2 − s and d1 ≤ d2, we have
deg(z2) = 2d3 = 2d1 + 2d2 − 2s < 2d1 + 2d2 = deg(x2y2) ≤ d1 + 3d2 = deg(xy3).
Combining this with (3.1), we can write
f = z2 + a1y
3 + a2xy
2 + a3x
my + a4x
n
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with some ai ∈ C such that a1 6= 0 or a2 6= 0 and m,n ∈ N.
(Case 1-1-1) a1 6= 0.
We may assume that a2 = 0 by using a new coordinate y+
a2
3a1
x instead of y if a2 6= 0,
which happens only when d1 = d2 since f is homogeneous. Then we have
(d1, d2, d3) = (d1, 2d1 − 2s, 3d1 − 3s)
and in particular d1 − 2s = d2 − d1 ≥ 0. We also have (a3, a4) 6= (0, 0) since otherwise
∂f/∂x = Θ2,3 = 0. We first consider the case a3 6= 0. Then we see that m = 2 or 3 since
md1 = deg(x
m) = deg(y2) = 4d1 − 4s
and d1 ≥ 2s. If m = 3, then we have (d1, d2, d3) = (4s, 6s, 9s) and we can write
f = z2 + a1y
3 + a3x
3y
with a1a3 6= 0 since d1 ∤ deg(f). This f is the equation for E7 after rescaling x and y.
If m = 2, then (d1, d2, d3) = (2s, 2s, 3s) and q(x, y) = f − z2 ∈ C[x, y] is a homogeneous
cubic polynomial. The condition thatX has isolated singularity implies that the equation
q(x, y) = 0 has mutually distinct 3 solutions [x : y] ∈ P1, and therefore q(x, y) becomes
x3 + xy2 after a suitable linear coordinate change. Then f is the equation for D4.
Next we consider the case a4 6= 0. Then we see that n = 3, 4 or 5 since
nd1 = deg(x
n) = deg(y3) = 6d1 − 6s
and d1 ≥ 2s. If n = 3, then f can be transformed into the equation for D4 similarly to
the case a3 6= 0. If n = 4, then we have (d1, d2, d3) = (3s, 4s, 6s) and we can write
f = z2 + a1y
3 + a4x
4
with a1a4 6= 0. This f is the equation for E6 after rescaling x and y. Finally, if n = 5,
then we have (d1, d2, d3) = (6s, 10s, 15s) and we can write
f = z2 + a1y
3 + a4x
5
with a1a4 6= 0. This f is the equation for E8 after rescaling x and y.
(Case 1-1-2) a2 6= 0.
We may assume that a1 = 0 since the case a1 6= 0 has just been treated above. Then
we may also assume that a3 = 0 by using y+
a3
2a2
x as a new coordinate instead of y. Then
we have a4 6= 0 since otherwise any of the partial derivatives of f would not contain a
power of x and hence
√
I 6= m. Therefore, we can write
f = z2 + a2xy
2 + a4x
n
with a2, a4 6= 0. This f is the equation for Dn+1 after rescaling x and y.
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Since deg(z2) = deg(xy2) = deg(xn), we have 2(d1 + d2 − s) = d1 + 2d2 = nd1 and
thus obtain
(d1, d2, d3) = (2s, (n− 1)s, ns)
with n ≥ 3.
(Case 1-2) Θ1,3 or Θ2,3 contains y.
If Θ1,3 contains y, then we can write Θ1,3 = −∂f∂y = ay + bxm for some a ∈ C∗, b ∈ C
and m ≥ 1 since ∂f
∂z
= 2z. We may assume that Θ1,3 = ay by using a new coordinate
y+ b
a
xm instead of y. Note that this replacement does not break the condition Θ1,2 = 2z.
Then we can write
f = cxn+1 − a
2
y2 + z2
for some c ∈ C and n ≥ 1. We see that c is nonzero by the condition √I = m,
and thus X isomorphic to An-type with d2 = d3. If Θ2,3 contains y, then we have
deg(Θ2,3) = d2 + d3 − s = d2 and hence d3 = s. In this case we have d1 = d2 = s since
s = deg(z) = deg(Θ1,2) = d1 + d2 − s
and d1 ≤ d2 ≤ d3 = s. Therefore, we can write f = z2+a1y2+a2xy+a3x2. The condition
thatX has isolated singularity implies that the quadratic equation a1y
2+a2xy+a3x
2 = 0
has mutually distinct 2 solutions [x : y] ∈ P1, and therefore a1y2 + a2xy + a3x2 becomes
xy after a suitable linear coordinate change. Then f is the equation for A1.
(Case 2) Θ1,2 does not contain z.
In this case Θ1,2 is of the form ax
k + by for some k ∈ N and a, b ∈ C for a degree
reason. If b 6= 0, we may assume that Θ1,2 = y by using new coordinates xb and y + abxk
instead of x and y respectively. Then Θ1,3 is of the form
−z +
∑
k,l
ak,lx
kyl
by (3.1). We may assume that Θ1,3 = −z by using a new coordinate z −
∑
k,l
ak,l
l+1
xkyl
instead of z. Indeed, we have{
x, z −
∑
k,l
ak,l
l + 1
xkyl
}
= {x, z} −
{
x,
∑
k,l
ak,l
l + 1
xkyl
}
= −z +
∑
k,l
ak,lx
kyl −
∑
k,l
lak,l
l + 1
xkyl
= −
(
z −
∑
k,l
ak,l
l + 1
xkyl
)
.
Then we can write
f = cxn+1 + yz
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for some c ∈ C∗, and X isomorphic to An-type. If b = 0, then we have
f = axkz + p(x, y)
for some p(x, y) ∈ C[x, y]. One sees that k = 1 from the condition that z is contained in√
I. This case can be reduced to the previous case Θ1,2 = y by switching x and y.
Remark 3.1. In the proof above, the condition s > 0 plays crucial roles. Indeed, this
condition is essential for the classification of conical symplectic surfaces since there are
lots of normal surface singularities other than ADE singularities whose coordinate rings
admit graded Poisson structures. For example, every isolated surface singularity defined
by a quasi-homogeneous polynomial admits a graded Poisson structure on the coordinate
ring which is induced from the volume form on the smooth part of the surface.
3.2 Non-normal surfaces
In this subsection we study surfaces whose normalizations are conical symplectic sur-
faces. This will be necessary later since such surfaces could appear in 4-dimensional
symplectic hypersurfaces (or more generally complete intersections). In general, sym-
plectic varieties admit stratification by locally closed connected symplectic submanifolds,
and the closure of each stratum becomes a symplectic variety after taking normaliza-
tion (cf. [K1, Theorem 2.4]). When a symplectic variety is a complete intersection,
the singular locus is of codimension at most 3 [B, Proposition 1.4]. Thus, in partic-
ular, 4-dimensional symplectic hypersurface contains a subvariety whose normalization
is smooth or has an ADE-singularity. When the 4-dimensional hypersurface is conical,
each irreducile component S of the singular locus is stable under the C∗-action. This
action extends to the normalization S˜ of S (see e.g. [P, Theorem 2.10]). The Poisson
structure of S also extends to S˜ (cf. [K3]), and S˜ becomes a conical sympectic surface.
Note that the coordinate ring A = H0(OS) is positively graded and so is B = H0(OS˜).
Note also that the normalization map S˜ → S is a bijection since both S˜ and S have the
unique C∗-fixed points.
Possible structures of B are classified in the previous subsection. Note that, if B
is smooth or of type An, then B is isomorphic to a graded Poisson subalgebra of the
polynomial ring C[u, v] of two variables where the Poisson structure is given by {u, v} =
1. In the case of type An, B is isomorphic to C[u
n+1, vn+1, uv] as a graded Poisson
algebra by setting
deg(u) =
d1
n + 1
and deg(v) =
d2
n + 1
.
The smooth case is regarded as A0-type.
Let −s be the weight of the Poisson bracket of A (and hence of B). The following
lemma shows that A is isomorphic to a monomial algebra if A contains a nonzero element
of degree s.
Lemma 3.2. Let A be a graded Poisson algebra as above. If A contains a nonzero
homogeneous element of degree s, then the integral closure B is of type An (n ≥ 0).
Moreover, A is isomorphic to a graded Poisson subalgebra generated by monomials of
C[u, v] where the grading on C[u, v] is the one defined as above.
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Proof. The first claim is clear since, for types Dn and En in Proposition 3.1, the
algebras of functions (and hence their subalgebras) are generated by elements whose
degrees are greater than s.
For the second claim, we regard A as a subalgebra of C[u, v]. We may assume that
deg(u) ≤ deg(v). Let h ∈ A ⊂ C[u, v] be a nonzero homogeneous element of degree
s. We first show that we may assume that h is a monomial by replacing homogeneous
generators of C[u, v]. If deg(u) < deg(v), then h is of the form auv + buk for some
a, b ∈ C and k > 1. If a = 0, we are done. If a 6= 0, then we can make h into a monomial
by using a new coordinate v − b
a
uk−1 instead of v. Note that this replacement preserves
the Poisson bracket {u, v} = 1. If deg(u) = deg(v), then h is of the form
au2 + buv + cv2
for some a, b, c ∈ C. We can make h into a monomial by a linear transformation of SL(2)
since h is a quadratic form of rank at most 2. Note again that this operation preserves
the Poisson structure.
Now we can assume that h is uv or uk, k ≥ 2. First we assume h = uv. Let p ∈ A
be any nonzero homogeneous element and let
p = p1 + · · ·+ pm
be the decomposition into monomials pi = ciu
aivbi with ci ∈ C∗. We will show that each
pi is in A. We may assume that every ai − bi is nonzero since uv ∈ A. Then ai − bi are
different for all i since
deg(p) = deg(u)ai + deg(v)bi = deg(u)(ai − bi) + (deg(u) + deg(v))bi
is constant by the homogeneity of p. We define p(j), j = 1, . . . , m inductively by setting
p(1) = p and
p(j+1) = {p(j), uv} ∈ A.
Note that {uaivbi , uv} = (ai − bi)uaivbi and therefore
p(j) =
m∑
i=1
(ai − bi)j−1cipi.
We can show that p(1), . . . , p(m) are linearly independent over C. Indeed, if
m∑
j=1
ejp
(j) = 0
for ej ∈ C, then we have
m∑
i=1
m∑
j=1
ej(ai − bi)j−1cipi = 0.
The linear independence of cipi’s implies that a1−b1, . . . , am−bm arem distinct solutions
of the equation
e1 + e2t + · · ·+ emtm−1 = 0
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and hence all ej must be zero. This implies that each pi is obtained as a C-linear
combination of p(j)’s and is in particular an element of A.
When h = uk, we have deg(v) = s − deg(u) = (k − 1) deg(u). Thus, any nonzero
homogeneous element of A is written as
p =
m∑
i=1
ciu
l+(k−1)ivm−i
for some l, m ≥ 0 and ci ∈ C with c1 6= 0. Similarly as above, we define p(j), j = 1, . . . , m
inductively by p(1) = p and p(j+1) = {p(j), uk} ∈ A. Then p(j)’s are linearly independent
since p(j) consists of terms aubvc with c ≤ m − j and a 6= 0 when c = m − j. This
shows that p(j)’s span the same vector space as the m-dimensional space spanned by
ul+(k−1)ivm−i’s and in particular ul+(k−1)ivm−i ∈ A.
The following lemma will be very useful in proceeding classification of 4-dimensional
symplectic hypersurfaces.
Lemma 3.3. Let A be a graded Poisson algebra which is the coordinate ring of an irre-
ducible component S of a 4-dimensional conical symplectic hypersurface (X,ω). Assume
that A contains a nonzero homogeneous element of the same degree s > 0 as the weight
of the symplectic form ω. Then A is integrally closed.
Proof. By Lemma 3.2, we may assume that the integral closure B of A is a Poisson
subalgebra of C[u, v] generated by x = un+1, y = vn+1 and z = uv possibly with n = 0.
We may also assume that A is generated by monomials of C[u, v]. Since the normalization
Spec(B)→ Spec(A) is a bijection, we have √mB = (x, y, z) in B where m is the maximal
ideal of A corresponding to the unique C∗-fixed point. In particular, the set of generators
of A must contain powers of x and y.
Let k and l be the smallest positive integers such that xk, yl ∈ A. For any monomial
uavb ∈ A, we have n + 1|a − b since A ⊂ B. In fact we can choose uavb ∈ A such that
a − b = n + 1 since otherwise x = un+1 would not be contained in the integral closure
B. By successively applying {xk,−} to this monomial, we obtain xk′ ∈ A such that k
and k′ are coprime. Indeed, we have
{xk, uavb} = k(n+ 1)buk(n+1)+a−1vb−1,
and k and k(n+1)+a−1−(b−1)
n+1
= k + a−b
n+1
are coprime if k and a−b
n+1
are coprime. Similarly,
we obtain yl
′ ∈ A such that l and l′ are coprime. We choose the smallest k′ (resp. l′)
such that xk
′ ∈ A (resp. yl′ ∈ A) and that k and k′ (resp. l and l′) are coprime.
We consider the two cases (1) A contains z = uv, and (2) A does not contain z = uv,
separately. First we assume (1) z = uv ∈ A.
If A contains x and y, then A = B and hence we are done. If k, l ≥ 2, then A
must contain xk, xk
′
, yl, yl
′
and z as part of minimal monomial generators but they must
generate whole A since A is generated by at most 5 elements. However, the algebra
generated by these 5 elements is not closed under the Poisson bracket. Indeed, one can
check that A does not contain {xk, yl} if k 6= l and otherwise A does not contain {xk′, yl}
noticing that k and k′ are coprime.
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We may assume that k ≥ 2 and l = 1 by switching u and v if necessary. In this case
A must contain xk, xk
′
, y and z as part of minimal monomial generators. By applying
{−, y} successively to xk, we see that A must contain xzm for some m ≥ 1 in order for
A to be closed under the Poisson bracket. We choose the smallest m such that xzm ∈ A.
For {xk, xzm} to be in A, we must have k′ = k + 1. Similarly, we must have k = 2 for
{xk+1, xzm} to be in A. When k = 2 and k′ = 3, the algebra generated by
x2, x3, y, z and xzm
is indeed a Poisson algebra whenm ≤ n. Since the Poisson structure onA = C[z, xzm, x2, x3, y]
comes from a hypersurface {f = 0} ⊂ C5, it must lift to P := C[x1, x2, x3, x4, x5] as ex-
plained in Section 2. We show that this is impossible.
Let φ : P → A be the graded Poisson surjection defined by
(x1, . . . , x5) 7→ (z, xzm, x2, x3, y).
We define a new Z-grading w(−) on P by setting
w(x1) = 0, w(x2) = −(n + 1), w(x3) = −2(n + 1), w(x4) = −3(n + 1), w(x5) = n+ 1
so that {z, φ(xi)} = w(xi)φ(xi) for every i. (See Introduction or Subsection 4.2 for
the motivation to introduce the grading w(−).) We say that a polynomial g ∈ P is
w-homogeneous if g is homogeneous with respect to w(−). Then we may assume that
{xi, xj} is w-homogeneous of degree w(xi) + w(xj) for any i, j by suitably replacing
the homogeneous generators x1, . . . , x5 of P with others. This follows from the same
argument as in the proof of Lemma 4.6 in Subsection 4.2. The equation (2.1) shows that
{x1, f} = 0, and this implies that f is w-homogeneous and w(f) = 0. However, by (2.2),
we have
w(f) =
5∑
i=1
w(xi) = −5(n + 1) 6= 0,
which is a contradiction.
Next we assume (2) z = uv 6∈ A. We show that this case is impossible. Let
x¯1, . . . , x¯5 ∈ A ⊂ C[u, v] be monic monomials which generate A, and let I ⊂ A be
the ideal generated by all the Poisson brackets {x¯i, x¯j}. Since I is clearly a nontrivial
Poisson ideal and SpecA has isolated singularity, the radical
√
I is equal to the maximal
ideal m of A. In particular, I contains a power of x. For this, some x¯i must be equal to
xk
′′
z for some k′′ ≥ 0. Indeed, in order for
{uavb, ua′vb′} = (ab′ − a′b)ua+a′−1vb+b′−1
to be a nonzero multiple of a power of x = un+1, one of b and b′ must be equal to 1.
Since z = uv 6∈ A by assumption, we have k′′ ≥ 1. Similarly, some x¯j must be equal to
yl
′′
z with l′′ ≥ 1. We choose the smallest k′′ and l′′ satisfying xk′′z, yl′′z ∈ A. Then the
monomials
xk, yl, xk
′′
z, yl
′′
z
must be part of minimal monomial generators of A. (xk
′
(resp. yl
′
) is also necessary as a
generator if k ≥ 2 (resp. l ≥ 2).) In this case we see that A needs more than 5 generators
in order for A to be closed under the Poisson brackets, which is a contradiction.
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3.3 Ramification points on projectivizations
Conical symplectic surfaces are C∗-varieties and thus we can consider their projectiviza-
tions. In this subsection we review such projectivizations.
Let S = SpecA be a conical symplectic surface. The projectivization P(S) is nothing
but ProjA. As a set, P(S) consists of the C∗-orbits in S minus the origin. Note that,
if the g.c.d. of the degrees of nonzero generators of A is d, then the stabilizer subgroup
of C∗ for a general point of S has order d. We call p ∈ P(S) a ramification point if the
order Stabp of the stabilizer group of some (and hence any) point of the C
∗-orbit in S
corresponding to p is greater than d. We define the ramification index rp of p as Stabp/d,
which is always a positive integer.
Remark 3.2. In general projectivizations of conical symplectic varieties have contact
Fano orbifold structures, and conversely we can recover conical symplectic varieties from
contact Fano orbifolds. For details, see Appendix and the references therein. In the
surface case P(S) is isomorphic to P1 as a scheme but there are various orbifold structures
on P1. In Appendix, the classification of conical symplectic surfaces is done by classifying
possible Fano orbifold structures.
From the concrete description of conical symplectic surfaces in Proposition 3.1, we
can find all the ramification points of P(S).
Proposition 3.4. (cf. Lemma in Appendix) Let S = SpecC[x, y, z]/(f) be a conical
symplectic surface with d1 := deg(x), d2 := deg(y) and d3 := deg(z). Then the ramifica-
tion points of P(S) are listed as follows.
• (smooth case) f = z; the points [0 : 1 : 0] and [1 : 0 : 0] with ramification index d1/d and
d2/d respectively as long as d1, d2 > d := g.c.d.(d1, d2).
• (An-type, n ≥ 1) f = xn+1 + yz; the points [0 : 1 : 0] and [0 : 0 : 1] with ramification
index d2/d and d3/d respectively as long as d2, d3 > d := g.c.d.(d1, d2, d3).
• (Dn-type, n ≥ 4) f = xn−1+xy2+ z2; the point [0 : 1 : 0] with ramification index n− 2,
and the two points [1 :±ζ4 : 0] (resp. [1 :0 :±ζ4]) if n is even (resp. odd) with ramification
index 2.
• (E6-type) f = x4 + y3 + z2; the three points [0 : 1 : ζ4], [1 : 0 : ζ4] and [1 : 0 :−ζ4] with
ramification index 2, 3 and 3 respectively.
• (E7-type) f = x3y + y3 + z2; the three points [1 : −1 : 0], [0 : 1 : ζ4] and [1 : 0 : 0] with
ramification index 2, 3 and 4 respectively.
• (E8-type) f = x5 + y3 + z2; the three points [1 : ζ6 : 0], [1 : 0 : ζ4] and [0 : 1 : ζ4] with
ramification index 2, 3 and 5 respectively.
Here ζi is the i-th primitive root of unity and [a:b:c] is the point of the weighted projective
space P(d1, d2, d3) corresponding to a point (a, b, c) ∈ S ⊂ C3 = SpecC[x, y, z].
Remark 3.3. In Proposition 3.4, the C∗-action on S need not be effective, or in other
words the degrees of the generators of the coordinate rings need not be relatively prime.
The order Stabp of the stabilizer group of a ramification point p ∈ S depends on the
g.c.d. of the degrees, but the ramification index rp does not.
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4 4-dimensional hypersurfaces
In this section we give a proof of Theorem 1.1. The proof is divided into two parts. The
first part (Subsection 4.1) is devoted to show that the 4-dimensional hypersurface X has
a normal surface of type Ak as an irreducible component of the singular locus of X . In
the second part (Subsection 4.2), we complete the proof of Theorem 1.1.
4.1 X contains a conical symplectic surface of type Ak
Let X = {f = 0} ⊂ SpecR be the hypersurface with R = C[x1, x2, x3, x4, x5] as in
section 2. In particular, we assume that d1 ≤ · · · ≤ d5 and g.c.d.(d1, . . . , d5) = 1. Note
that the order of the stabilizer group of a point p ∈ X with respect to the C∗-action on
X is given by
Stabp = g.c.d.{di | p 6∈ {xi = 0} ⊂ C5}.
We also assume that X is indecomposable. This is equivalent to the condition that
every irreducible component S of the (reduced) singular locus of X is singular. Indeed,
if X is indecomposable, then the C∗-fixed point of X is a nontrivial Poisson subscheme
of S, which implies that S is singular [K1, Lemma 1.4].
This subsection is devoted to prove the following.
Proposition 4.1. X contains a conical symplectic surface of type Ak (k ≥ 1) as an
irreducible component of the reduced singular locus of X.
Let P := P(d1, . . . , d5) = ProjC[x1, x2, x3, x4, x5] be the weighted projective space.
Note that the reduced singular locus S ′ ⊂ X is stable under the C∗-action and we can
consider the projectivizations P(S ′) ⊂ P(X) ⊂ P. We consider the points
pi = [δi,1 : δi,2 : δi,3 : δi,4 : δi,5] ∈ P
for i = 1, . . . , 5 where δi,j is the Kronecker delta.
Lemma 4.2. If p5 is in P(S
′), then S ′ contains an irreducible component S which is a
normal symplectic surface of type Ak for some k ≥ 1.
Proof. Let S be the irreducible component of S ′ such that p5 ∈ P(S) and let IS ⊂ R
be the defining ideal of S. Note that such S is unique since irreducible components of
S ′ intersect only at the origin. For an element g ∈ R, we denote the image of g in R/IS
by g¯. Note that the normalization S˜ of S is a conical symplectic surface and that S˜ and
S are isomorphic as C∗-varieties outside the singular points (and hence P(S) ∼= P(S˜) as
orbifolds). Therefore, the corresponding C∗-orbits of S˜ and S have the same stabilizer
groups, and, in particular, ramification points of P(S) bijectively correspond to those of
P(S˜) preserving ramification indices.
We first consider the case where p5 ∈ P(S) is not a ramification point. Note that
the coordinate ring R/IS of S is generated by at least 3 elements since S is singular by
the assumption that X is indecomposable. We first assume that R/IS is generated by
3 homogeneous elements, then S is normal by Serre’s normality criterion. Then we can
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choose 3 elements from x¯1, . . . , x¯5 as generators of R/IS since R/IS is a positively graded
ring. Since p5 ∈ P(S), we can choose x¯5 as one of 3 minimal generators of R/IS. Then,
from Proposition 3.1 and the maximality of d5, we see that only Ak-type is possible
in order for the condition p5 ∈ P(S) to be satisfied. Indeed, for type Dk and Ek, the
vanishing of the two generators x and y of lower degrees in the defining equation of S
gives the vanishing of z.
If R/IS is generated by at least 4 elements, general points of S are contained in
at most one coordinate hyperplane {xi = 0} ⊂ C5. Since p5 is assumed not to be
a ramification point, general points of S must have stabilizer groups of order d5 with
respect to the C∗-action on C5. Thus, at least 3 of 4 integers d1, d2, d3 and d4 are
multiples of d5. By the maximality of d5, we have
d2 = d3 = d4 = d5 =: α.
If α 6= s, then we have
α 6= deg Θi,j = 2α− s < 2α
for i, j ≥ 2 and in particular Θi,j ∈ C[x1] for i, j ≥ 2. This shows x1|f by the Pfaffian
condition (2.1), which is contrary to the irreducibility of f . Thus we obtain α = s.
If d1 < α = s, then we would have Θ1,j ∈ C[x1] for j ≥ 1, which leads to the same
contradiction. Now we have that every di is equal to s, and thus we have s = 1. Then,
X is homogeneous in the sense of [N1], and the main result of [N1] states that the only
homogeneous singular symplectic varieties of complete intersection are nilpotent cones
in semisimple Lie algebras. The only 4-dimensional nilpotent cone is the product of two
copies of A1-singularity, but this is not a hypersurface.
Next we assume that p5 ∈ P(S) is a ramification point with ramification index rp5 > 1.
We show that S˜ must be smooth or of type Ak using the classification (Proposition
3.1 and 3.4). Note that R/IS is generated by homogeneous elements whose degrees
are less than or equal to d5 = drp5 where d is the order of the stabilizer group of
general points of S. If the integral closure H0(OS˜) of R/IS were isomorphic to the
coordinate ring REk = C[x, y, z]/(fEk) for type Ek with deg(x) < deg(y) < deg(z),
we see that any graded subalgebra of REk generated by elements whose degrees are
less than or equal to drp(= srp) would be contained in C[x] for any ramification point
p ∈ ProjREk . This shows that the integral closure of R/IS cannot be REk , which is a
contradiction. If the integral closure H0(OS˜) of R/IS were isomorphic to the coordinate
ring RDk = C[x, y, z]/(fDk) for type Dk with deg(x) < deg(y) < deg(z), we can similarly
show that R/IS would be contained in C[x, y]. Then the integral closure of R/IS cannot
be RDk again.
If S˜ is smooth, we can write H0(OS˜) = C[u, v] as Poisson algebras with deg(u) ≤
deg(v). Since P(S) contains a point of ramification index rp5 = d5/d and the ramification
indices of S˜ are deg(u)/d and deg(v)/d, we have deg(u) = d5 or deg(v) = d5. If d5 =
deg(u) < deg(v), then all x¯i’s would be in C[u] and we have a contradiction. Thus,
we have deg(v) = d5. Since R/IS 6⊂ C[u] and p5 ∈ P(S), we may assume that the
homogeneous generator x¯5 is of the form v + au
b (a ∈ C, b ≥ 1) by rescaling x5. We
show that R/IS would coincide with C[u, v], which contradicts with the fact that S is
singular. Since the normalization S˜ → S is a bijection, R/IS must contain ul for some
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l ≥ 1 (see the proof of Lemma 3.3). By applying {−, x¯5} to ul successively, we would
obtain u ∈ R/IS and we are done.
If S˜ is of type Ak, we can write H
0(OS˜) = C[x, y, z] ⊂ C[u, v] as a Poisson algebra
where
x = un+1, y = vn+1, z = uv
and deg(u) ≤ deg(v). Then deg(x) or deg(y) is equal to d5 similarly as above. If
d5 = deg(x) < deg(y), then all x¯i’s would be in C[x, z], which is a contradiction since in
this case the integral closure of R/IS cannot be C[x, y, z]. Thus, we have deg(y) = d5.
Since the ideal J ⊂ R/IS generated by the brackets {x¯i, x¯j}, 1 ≤ i, j ≤ 5 becomes the
maximal ideal after taking its radical, it must contain yl = v(n+1)l for some l ≥ 1. For
this, some x¯i0 must contain y
l′z = uv(n+1)l
′+1 for some l′ ≥ 0 (see the proof of Lemma
3.3). However, the condition di0 ≤ d5 = deg(y) implies l′ = 0, and we have deg(x¯i0) = s.
Then S is normal by Lemma 3.3.
From now on, we assume that p5 6∈ P(S ′). Since S ′ is the singular locus of X , this
is equivalent to the condition that ∂f/∂xi|x1=···=x4=0 is nonzero for some i, or in other
words ∂f/∂xi contains x
k
5 for some i and k ≥ 1. Combining with the Pfaffian condition
(2.2), the Poisson matrix must satisfy the following condition (∗)5:(
there are mutually different i1, i2, i3, i4 ∈ {1, 2, . . . , 5} such that both Θi1,i2 and
Θi3,i4 contain x5.
Note that Θi,j cannot contain x
2
5 since degΘi,j = di + dj − s < 2d5.
The similar statement to Lemma 4.2 holds also for p4.
Lemma 4.3. Assume p5 6∈ P(S ′). If p4 is in P(S ′), then S ′ contains an irreducible
component S such that S is a normal symplectic surface of type Ak for some k ≥ 1.
Proof. We apply basically the same argument as in the proof of Lemma 4.2. We take
the irreducible component S of S ′ so that p4 ∈ P(S) and we define IS ⊂ R as before.
We first assume that p4 is not a ramification point of P(S).
If R/IS is generated by 3 elements, then S is normal but singular since X is inde-
composable. We show that S is of type Ak. We can choose 3 elements from x¯1, . . . , x¯5 as
generators of R/IS as before, and one of 3 generators must be x¯4. Note that p4 ∈ P(S)
implies that vanishing of the other two generators does not give vanishing of x¯4 in R/IS.
However, from the classification (Proposition 3.1), one sees that this condition excludes
Ek-type by the maximality or the second maximality of d4 among the degrees of the
3 generators. For type Dk, only the point [0 : 1 : 0] in Proposition 3.4 is possible as
p4 ∈ P(S), but this is a ramification point and hence contradiction. Thus we have shown
that S is of type Ak.
If R/IS is generated by at least 4 elements, then, in order for p4 ∈ P(S) not to be a
ramification point, there are two possibilities: (1) four of d1, . . . , d5 are equal to d4, and
(2) d2 = d3 = d4 and d5 = ld4 for some l ≥ 2. By Condition (∗)5, we see that (2) does
not happen for a degree reason and that (1) falls into two cases:
(1-1) d4 = s, and
(1-2) d1 = d2 = d3 = d4 6= s and d5 = 2d4 − s.
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We can exclude the case (1-1) as in the proof of the previous lemma. In the case (1-2),
we have Θi,j ∈ C[x5] for 1 ≤ i, j ≤ 4 and thus x5|f by (2.2), which is contrary to the
irreducibility of f .
Next we assume that p4 is a ramification point of P(S). We first show that the
possible types of the normalization S˜ are Ak and Dk. Note that R/IS is generated by
elements whose degrees are less than or equal to d4 = srp4 and one additional element
x¯5 of higher degree. If the integral closure H
0(O
S˜
) of R/IS were isomorphic to the
coordinate ring REk = C[x, y, z]/(fEk) for type Ek, we see that R/IS would be contained
in C[x, x¯5]. Then the integral closure of R/IS cannot be REk . We can also exclude the
smooth case. Indeed, using the same argument as in the proof of the previous lemma,
we may assume that x¯4 = u or v + au
b (a ∈ C, b ≥ 1) by rescaling x4, and R/IS would
necessarily be normal as before, which is contrary to the indecomposability of X .
We consider the case when S˜ is of type Ak and show that S = S˜. In this case we
identify H0(OS˜) with C[x, y, z] ⊂ C[u, v] as before and we have that deg(x) or deg(y)
is equal to d4. If d4 = deg(x) < deg(y), then we would have x¯1, . . . , x¯4 ∈ C[x, z].
However, P(S˜) ∩ {x = z = 0} 6= ∅ implies that p5 ∈ P(S), which is a contradiction. If
deg(x) ≤ deg(y) = d4, then we may assume that p4 is the ramification point of P(S˜)
defined by x = z = 0 by switching x and y if necessary (when deg(x) = deg(y)). This
shows that x¯1, x¯2, x¯3 ∈ C[x, z] and that x¯4 contains y. Then some x¯i0 must contain a
term ylz for some l ≥ 1 similarly to the proof of the previous lemma. If l = 0, then we
have deg(x¯i0) = s, and hence S is normal by Lemma 3.3. If l 6= 0, then i0 = 5 and l = 1
by Condition (∗)5 since
di0 ≤ d5 ≤ d3 + d4 − s < 2d4 = deg(y2).
Condition (∗)5 also implies that Θ¯i,j and Θ¯i′,j′ for some {i, j, i′, j′} = {1, . . . , 4} must
contain yz, but this is impossible since x¯i ∈ C[x, z] for 1 ≤ i ≤ 3.
Finally we assume that S˜ is of type Dk. Then H
0(OS˜) is isomorphic to RDk =
C[x, y, z]/(fDk) with fDk = x
k−1 + x2y + z2 as a graded Poisson algebra where
deg(x) = 2s, deg(y) = (k − 2)s and deg(z) = (k − 1)s.
The ramification point p4 corresponds to [0 : 1 : 0]. Indeed, if rp4 = 2 when k ≥ 5, then
R/IS would be contained in C[x, x¯5] similarly for type E above, and the integral closure
of R/IS cannot be RDk . Note that, when k = 4, the 3 ramification points are symmetric.
Thus, x¯4 ∈ R/IS ⊂ H0(OS˜) contains y under this identification. Then we also see that
x¯1, x¯2 and x¯3 are 0 or powers of x. In particular we have {x¯i, x¯j} = 0 for 1 ≤ i, j ≤ 3.
Then, by Condition (∗)5, there exist i ∈ {1, 2, 3} and j such that {xi, xj} contains x5
and {x¯i, x¯j} = 0. Note that, if {xi, x5} contains x5, then x¯i = 0 since di = s and H0(OS˜)
does not contain any nonzero element of degree s. Thus, we can write x¯5 = r(x¯1, . . . , x¯4)
where r(x¯1, . . . , x¯4) is a polynomial of x¯1, . . . , x¯4. This is a contradiction since, in such
a case, R/IS would not contain
{x¯i, x¯4} = {xki, y} = kixki−1z (ki ≥ 1)
where we take the minimal i ≤ 3 with nonzero x¯i, and thus R/IS would not be closed
under Poisson bracket. Note that at least one of x¯1, x¯2, and x¯3 is nonzero since otherwise
R/IS would be generated by two elements.
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From now on, we also assume that p4 6∈ P(S ′). Similarly to the condition p5 6∈ P(S ′),
the partial derivative ∂f/∂xi contains x
k
4 for some i and k ≥ 2. By considering possible
degrees di using Condition (∗)5, one can show that the Poisson matrix must satisfy the
following condition (∗)4:(
There are mutually different i1, i2, i3, i4 ∈ {1, 2, . . . , 5} such that Θi1,i2 contains x4
and Θi3,i4 contains x
l0
4 for l0 = 1 or 2.
Indeed, we have deg(Θi,j) = di+ dj− s < 2d4 if i, j 6= 5, and, for any i ≤ 4, we also have
deg(Θi,5) = di + d5 − s = di + (dj + dk − s) < 3d4
for some j, k ≤ 4 by Condition (∗)5.
Lemma 4.4. Assume that Condition (∗)5 holds. If di = s for some i, then any irre-
ducible component S of S ′ is normal of type Ak for some k ≥ 1.
Proof. If di = s for some i, then there exists i0 6= 5 such that di0 = s and Θi0,j
contains x5 for some j by Condition (∗)5. If x¯i0 6= 0 ∈ R/IS, then S is normal of type
Ak for some k ≥ 1 by Lemma 3.3. So we assume x¯i0 = 0. Then we have Θ¯i0,j = 0, and
this implies that x¯5 is a polynomial of x¯1, . . . , x¯4 ∈ R/IS. Therefore, R/IS is generated
by 3 elements and hence integrally closed. We assume that S were not of type Ak to
deduce contradiction.
We have i0 = 1 since R/IS for Dk or Ek is generated by homogeneous elements of
degree greater than s. By replacing generators, we may assume that IS = (x1, x5,∆)
where ∆ ∈ C[x2, x3, x4] is the equation for Dk or Ek, and we can write the defining
equation of X as
f = h(x2, x3, x4)∆
2 + P (x1, . . . , x5)
(see the argument before (4.1) in Subsection 4.2). Thus, we obtain deg(f) ≥ 2 deg(∆).
We may assume that Condition (∗)5 still holds after the coordinate change by Lemma
4.2. In particular we have d3 + d4 − s ≥ d5. Since deg(f) = d1 + · · ·+ d5 − 2s by (2.1)
and deg(∆) = d2 + d3 + d4 − s, we have
0 ≤ deg(f)− 2 deg(∆) = d1 + d5 − 2s− (d2 + d3 + d4 − 2s)
= d5 + s− (d2 + d3 + d4) ≤ d5 + s− (d2 + d5 + s) = −d2.
This is a contradiction since d2 > 0.
If Condition (∗)5 and (∗)4 for l0 = 1 are satisfied, then one can easily check that
there exists i with di = s. Therefore, in his case, X contains a normal surface of type
Ak by Lemma 4.4. So we assume that Condition (∗)5 and (∗)4 for l0 = 2 are satisfied
from now on. We may also assume that there are no i with di = s by Lemma 4.4. Then
we see that we have the following 3 possibilities:
Case 1. Both Θ1,4 and Θ2,3 contain x5. Θ1,2 contains x4 and Θ3,5 contains x
2
4.
(d1, . . . , d5) = (a, 2a− 2s, 2a− s, 3a− 3s, 4a− 4s)
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for some a ≥ 2s. In this case we may assume that Θ1,2 = x4 and Θ1,4 = x5 by replacing
the coordinates x4 and x5.
Case 2. Both Θ1,4 and Θ2,3 contain x5. Θ1,2 contains x4 and Θ4,5 contains x
2
4.
(d1, . . . , d5) = (2s, a, 3s, a+ s, a+ 2s)
for some 2s ≤ a ≤ 3s. In this case we may assume that Θ1,2 = x4 and Θ1,4 = x5 by
replacing the coordinates x4 and x5.
Case 3. Both Θ1,4 and Θ2,3 contain x5. Θ1,3 contains x4 and Θ4,5 contains x
2
4.
(d1, . . . , d5) = (2s, 3s, a, a+ s, a+ 2s)
for some a ≥ 3s. In this case we may assume that Θ1,3 = x4 and Θ1,4 = x5 by replacing
the coordinates x4 and x5.
We can show that these cases do not occur except a = 3s in Case 1.
Lemma 4.5. Assume that pi 6∈ P(S ′) for i = 4, 5 and that di 6= s for any i. Then we
have (d1, . . . , d5) = (3s, 4s, 5s, 6s, 8s).
Proof. We treat Case 1 and Case 2,3 separately. For Case 1, we show that p3 6∈ P(S),
and then show that the only case a = 3s is possible. We assume p3 ∈ P(S) for an
irreducible component S of S ′ to deduce contradiction. Then p3 is a ramification point
of P(S). Indeed, otherwise at least three of d1, . . . , d5 would be multiples of d3, which is
impossible.
If the normalization S˜ of S were of type Ek, then the possible ramification index
rp3 = d3/s of p3 would be 3, 4 or 5 since d3 ≥ 3s (see Proposition 3.4). But in any case
the coordinate ring for Ek does not contain elements of degree smaller than d3 = srp3 ,
which implies that x¯1 = x¯2 = 0 and hence x¯4 = Θ¯1,2 = 0. This is a contradiction.
If S˜ were of type Dk, then the possible ramification index rp3 = d3/s of p3 would be
k − 2 with k ≥ 5 since d3 ≥ 3s. Then we would have x¯1, x¯2 ∈ C[x] when we identify
R/IS with the coordinate ring RDk = C[x, y, z]/(fDk) of type Dk with deg(x) = 2s. This
would give x¯4 = Θ¯1,2 = 0 and hence x¯5 = Θ¯1,4 = 0, which is a contradiction since we
would have R/IS ⊂ C[x, y] and thus the integral closure of R/IS cannot be RDk .
If S˜ were of type Ak or smooth, then the same argument as in the proof of Lemma
4.2 (or 4.3) shows that we may assume that x¯3 is of the form x+ p1(z) or y+ p2(x, z) for
some polynomial pi when we identify R/IS with the coordinate ring C[x, y, z] ⊂ C[u, v]
(possibly with k = 0) as before. If k = 0, then the same argument as in the proof of
Lemma 4.2 shows that S is smooth, which is a contradiction. If k 6= 0, then some x¯i0
must contain ylz for some l ≥ 0 by the same argument in Lemma 4.2. This l is not
equal to 0 since di 6= s = deg(z) for any i. Since d2 < d3 ≤ deg(y), we would have
x¯1, x¯2 ∈ C[x, z] and thus x¯4 = Θ¯1,2 and x¯5 = Θ¯1,4 are also in C[x, z]. This is contrary to
the existence of x¯i0 which contains y
lz.
Thus, we have shown that p3 6∈ P(S). Then the Poisson structure on C[x1, . . . , x5]
must satisfy the condition (∗)3 which is similarly defined to (∗)5 and (∗)4. However,
one can check that this condition cannot be satisfied unless a = 3s by considering the
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possible degrees of Θi,j’s. Note that in the case a = 3s, Θ1,5 and Θ3,4 can contain x
2
3.
This completes the Case 1.
Next we show that Case 2 and 3 are impossible. In order to treat these two cases
at once, we switch x2 and x3 for Case 2 (We will not use the inequality d2 ≤ d3 in the
proof). Then the defining equation f of X contains a monomial x3x
3
4 because of the
condition (∗)4. Since we have Θ1,3 = x4, the bracket {x1, x3x34} must contain x44. We
may assume that Θ1,2 does not contain x4 (when d2 = d3) by replacing the coordinate x2
with x2+ cx3 for some c ∈ C. Then one can easily check, by using the Leibniz rule, that
x3x
3
4 is a unique monomial g ∈ C[x1, . . . , x5] such that {x1, g} contains x44. However, this
implies that {x1, f} contains x44, which is contrary to the condition {x1, f} = 0 (2.1).
Therefore, we are reduced to the following exceptional case:
(d1, . . . , d5) = (3, 4, 5, 6, 8)
where we set s = 1 so that g.c.d.(d1 . . . , d5) = 1. Recall that we may assume that
Θ1,2 = x4, Θ1,4 = x5, and Θ2,3 = x5 + · · · by suitably replacing the coordinates x4 and
x5 and by rescaling x3. We show that this case cannot happen by a direct calculation
(using a computer). The computation is carried out as follows. We consider the possible
values for all Θi,j so that Θi,j’s are homogeneous:
Θ1,2 = x4, Θ1,3 = a1x1x2, Θ1,4 = x5, Θ1,5 = a2x
2
1x4 + a3x2x4 + a4x
2
3,
Θ2,3 = x5 + a5x1x3 + a6x
2
2,Θ2,4 = a7x1x4 + a8x2x3 + a9x
3
1,
Θ2,5 = a10x1x5 + a11x3x4 + a12x
2
1x3 + a13x1x
2
2, Θ3,4 = a14x
2
1x2 + a15x
2
3 + a16x2x4,
Θ3,5 = a17x2x5 + a18x
2
4 + a19x
2
1x4 + a20x1x2x3 + a21x
3
2 + a22x
4
1,
Θ4,5 = a23x3x5 + a24x1x2x4 + a25x1x
2
3 + a26x
2
2x3 + a27x
3
1x2
using parameters a1, a2, · · · , a27. Then we compute the Jacobi relations
Ji,j,k := {xi, {xj , xk}}+ {xj , {xk, xi}}+ {xk, {xi, xj}}
for all 1 ≤ i < j < k ≤ 5. The following formula is useful in calculation
{xi, g} =
5∑
j=1
∂g/∂xj{xi, xj}, g ∈ C[x1, . . . , x5].
Each Ji,j,k is a polynomial in x1, . . . , x5 with coefficients in C[a1, a2, . . . ]. All these coeffi-
cients in Ji,j,k’s must vanish in order for the Poisson bracket to satisfy Jacobi identities.
We compute (the radical of) the ideal generated by the coefficients in Ji,j,k’s. As in
the proof of Lemma 4.5, we may assume that the coefficients a4 and a15 of x
2
3 must be
nonzero. We see that the solution space V ⊂ C27 has a unique irreducible component
V ′ which is not contained in {a4a15 = 0}. The component V ′ is an affine line defined by
a1 = a2 = a3 = a5 − 4a4 = a6 = a7 + 2a4 = a8 − 4a4 = a9 + 20a4 = a10 + 2a4 = a11 − 4a4
= a12 = a13 = a14 = a15 + a4 = a16 = a17 = a18 = a19 = a20 = a21 = a22 = a23 + 2a4
= a24 = a25 + 5a4 = a26 = a27 = 0.
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In particular the coefficient a18 of x
2
4 vanishes on V
′. This is contrary to the assumption
on Case 1. Therefore, we have shown that X contains a type-A normal symplectic
surface in all possible cases, and Proposition 4.1 is proved.
4.2 X is isomorphic to Xn
In the previous subsection we have shown that S ′ = Sing(X) contains an irreducible
component S which is a conical symplectic surface of type Ak. In this subsection we
complete the proof of Theorem 1.1 using this fact. More concretely, we show that the
Poisson matrix Θ associated to X can be transformed into Θn associated to Xn (see
Section 2) by using suitable coordinates of C5.
The key point is that the graded polynomial ring C[x1, . . . , x5] has a distinguished
generator, which we will denote by xα1 , of the same degree as the weight of the symplectic
form due to the existence of the normal surface of type Ak. The linear operator obtained
by taking the Poisson bracket with this distinguished element gives a new grading w(−).
The important feature of this grading is that Poisson brackets of homogeneous elements
are again homogeneous with respect to w(−) (Lemma 4.6).
Proof of Theorem 1.1
We first make the ideal of the surface S into a normal form. Since the dimension of
the tangent space of S at the origin is 3, the defining ideal I ⊂ C[x1, . . . , x5] of S in C5
must contain two elements f1 and f2 whose linear terms are linearly independent. By
applying a linear coordinate change, we may assume that the linear terms of f1 and f2
are xα4 and xα5 respectively where α4, α5 ∈ {1, . . . , 5} with α4 < α5. Since xi’s have
positive degrees, f1 − xα4 consists of variables different from xα4 and xα5 . Note that we
have d1 ≤ · · · ≤ d5 by assumption. Thus,
({x1, . . . , x5} \ {xα4}) ∪ {f1}
is a new generating system of C[x1, x2, . . . , x5]. Similarly, f2 − xα5 consists of variables
different from xα5 , and
({x1, . . . , x5} \ {xα4 , xα5}) ∪ {f1, f2}
is a new generating system of C[x1, x2, . . . , x5]. Therefore, we may assume that S is
defined by three functions xα4 , xα5 and ∆ ∈ C[xα1 , xα2 , xα3 ] by replacing xα4 and xα5
by f1 and f2 respectively where {α1, α2, α3, α4, α5} = {1, 2, . . . , 5} and ∆ is a defining
equation of S in C3. By Proposition 3.1, we may assume that
∆ =
1
k + 1
xk+1α1 + xα2xα3
by replacing generators of C[xα1 , xα2 , xα3 ]. Then we have dα1 = s, and we may assume
that α2 < α3 and α4 < α5.
Since the defining equation f of X is in I = (xα4 , xα5 ,∆), it is of the form
f = h0(xα1 , xα2 , xα3)∆ + p(x1, x2, x3, x4, x5)
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where h0(xα1 , xα2 , xα3) is a nonzero polynomial and p(x1, x2, x3, x4, x5) is in the ideal
(xα4 , xα5). Since ∂f/∂xαi vanishes on S = {xα4 = xα5 = ∆ = 0} for i = 1, 2, 3, the
polynomial h0(xα1 , xα2 , xα3) is divisible by ∆:
f = h(xα1 , xα2 , xα3)∆
2 + p(x1, x2, x3, x4, x5). (4.1)
We denote by g¯ the image in R/I of an element g ∈ C[x1, x2, . . . , x5]. Then we have
x¯i = 0 for i = α4, α5, and also have
Θ¯α1,α2 = x¯2, Θ¯α1,α3 = −x¯3, and Θ¯α2,α3 = x¯k1.
Note that I is a Poisson ideal since S is an irreducible component of the singular locus
of X . In particular, we have Θ¯i,α4 = Θ¯i,α5 = 0 for any i.
We can write
Θα1,α4 = a1xα4 + p14, Θα1,α5 = a2xα5 + p15
where a1, a2 ∈ C, p14 ∈ (xα5 ,∆) and p15 ∈ (xα4 ,∆). Then we define complex numbers
wi (i = 1, . . . , 5) as
wα1 = 0, wα2 = 1, wα3 = −1, wα4 = a1, and wα5 = a2.
For a nonzero monomial g = axk11 · · ·xk55 , we define w(g) as
∑5
i=1 kiwi. If a polynomial
g =
∑
j gj ∈ C[x1, x2, . . . , x5] consists of monomials gj such that w(gj) are the same
for all j, then we say that g is w-homogeneous of degree w(g) := w(gj). This defines a
C-grading on C[x1, x2, . . . , x5] which is different from the one defined from the conical
C∗-action on X .
Lemma 4.6. There are homogeneous coordinates x′1, x
′
2, . . . , x
′
5 of C[x1, x2, . . . , x5]
(i.e., C[x′1, x
′
2, . . . , x
′
5] = C[x1, x2, . . . , x5]) and a permutation β1, β2, . . . , β5 of 1, 2, . . . , 5
such that
• {x′β1 , x′i} = w′ix′i + pi(x′1, . . . , x′i−1) for some w′i ∈ C and pi ∈ C[x′1, . . . , x′i−1] (∀i),• {x′β1 , x′i} is w′-homogeneous of degree w′i (∀i),• deg(x′i) = di (∀i), and
• I = (x′β4 , x′β5 ,∆′) with ∆′ = 1k+1x′β1k+1 + x′β2x′β3.
Here, the grading w′(−) is defined by setting w′(x′i) = w′i (similarly to w(−)). Moreover,
{x′i, x′j} is w′-homogeneous of degree w′i + w′j for all nonzero {x′i, x′j}.
Proof. For each i, we can write
Θα1,i = wixi + qi(x1, . . . , xi−1) + bi,1xα4 + bi,2xα5
with qi ∈ I and bi,j ∈ C satisfying bα4,1 = 0 and bα5,1 = bα5,2 = 0. Note that I does
not contain xα1 , xα2 and xα3 , and thus Θα1,i − wixi, which is in I, does not contain
linear terms of xα1 , xα2 and xα3 as well. Note also that α4 < α5 by assumption and in
particular the linear term bxα4 in Θα1,α5 can be taken in qα5 .
We can assume that bi,1 = bi,2 = 0 for all i by a suitable linear change of coordinates.
This is shown as follows. For i = α1, this always holds since Θα1,α1 = 0. For i = α4 and
α5, let
ρ : Cx4 ⊕ Cx5 → Cx4 ⊕ Cx5
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be the C-linear map obtained by restricting
{xα1 ,−} : C[x1, x2, . . . , x5]→ C[x1, x2, . . . , x5]
to Cx4 ⊕ Cx5 and extracting just linear terms from the image. Then we can write
ρ(xα4) = wα4xα4 + bα5,1xα5 , ρ(xα5) = wα5xα5 + bxα4 .
Then we can make the matrix representation of ρ into an upper triangular one (i.e.
bα5,1 = 0) by choosing a suitable basis of Cx4⊕Cx5 by linear algebra. Finally, for i = α2
and α3, we can assume that bi,1 = bi,2 = 0 just by reordering xi’s when bi,j is nonzero
(and hence di = dα4 or dα5) so that the linear terms bi,1xα4 and bi,2xα5 can be taken
in qi. Thus, we may assume that bi,1 = bi,2 = 0 for all i and the first property in the
statement of the lemma is satisfied. Note that the above coordinate changes can be done
preserving the degrees of xi and that the condition I = (xβ4 , xβ5,∆
′′) holds by choosing
βi’s suitably (according to the reordering of xi’s) where ∆
′′ = 1
k+1
xk+1β1 + xβ2xβ3. From
now on we use the coordinate system xβ1 , . . . , xβ5 obtained in this way.
We define a total order ≺ on the set of (monic) monomials of C[x1, x2, . . . , x5] as
follows:
xk11 · · ·xk55 ≺ xl11 · · ·xl55 ⇐⇒
def
there exists i0 such that ki0 < li0 and ki = li for i > i0.
We set x′β1 := xβ1 . For the second property in the statement of the lemma, we use
induction on i. The case i = 1 is clear since q1 = 0. We assume that the claim holds
up to i − 1 for suitable coordinates x′1, x′2, . . . , x′i−1, xi, . . . , x5. We show that the claim
holds also for i by replacing xi by another coordinate x
′
i. If the claim does not hold with
respect to xi, we can take a nonzero term q
′
i of qi such that w
′(q′i) 6= wi = w′(xi). We
choose the maximal q′i with respect to ≺. Then replacing xi by xi+ 1wi−w′(q′i)q
′
i gives new
qi which consists of smaller terms than q
′
i with respect to ≺. Indeed, we have{
x′β1, xi +
1
wi − w′(q′i)
q′i
}
= {x′β1, xi}+
{
x′β1 ,
1
wi − w′(q′i)
q′i
}
= (wixi + q
′
i + ri) +
(
1
wi − w′(q′i)
(w′(q′i)q
′
i + r
′
i)
)
= wi ·
(
xi +
1
wi − w′(q′i)
q′i
)
+ ri +
1
wi − w′(q′i)
r′i
where ri = qi − q′i and r′i = {x′β1, q′i} − w′(q′i)q′i. Then we can show that the terms of r′i
are smaller than q′i with respect to ≺ by combining the Leibniz rule and the fact that
{x′β1, x′j}−w′jxj is in C[x′1, . . . , x′j−1] for j < i. Note that any monomial of C[x′1, . . . , x′j−1]
is smaller than x′j with respect to ≺.
We iterate this process until {x′β1 , xi} becomes w′-homogeneous of degree wi, and we
define x′i to be the resulting coordinate. Since each di is positive, possible monomials in
qi are finite and this process will stop in finite time. This process does not preserve the
condition I = (xβ4, xβ5 ,∆
′′) in general since q′i might not be in I. In the above process,
however, we may use g∆′′ instead of q′i for a suitable w
′-homogeneous g ∈ C[xβ1 , xβ2, xβ3 ]
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with w′(g∆′′) = w′(q′i) if q
′
i is not in (xβ4, xβ5). (This happens only when i = β4 or
β5 since deg(∆
′′) > di for i = β1, β2, β3.) Indeed, the sum of the terms of qi which
are not in (xβ4 , xβ5) is of the form g1∆
′′ where g1 ∈ C[xβ1 , xβ2, xβ3 ]. If we choose g
as the maximal term of g1 with respect to ≺, then g∆′′ contains q′i as the maximal
term. Then we can carry out the procedure using g∆′′ since ∆′′ is w-homogeneous (with
w(∆′′) = 0). Now the procedure preserves the condition I = (xβ4 , xβ5,∆
′′), and thus we
have I = (x′β4, x
′
β5
,∆′).
For the final claim, we use induction on i+ j. By the Jacobi identity Jβ1,i,j = 0, we
have
{x′β1 , {x′i, x′j}} = (w′i + w′j){x′i, x′j}+ {pi, x′j}+ {x′i, pj}. (4.2)
Note that {x′β1 , g} is w′-homogeneous of degree w′(g) for any monomial g ∈ C[x′1, x′2, . . . , x′5]
since this holds for generators g = x′i for any i and we can extend it to any polynomial by
the Leibniz rule. Note also that {pi, x′j}+ {x′i, pj} is w′-homogeneous of degree w′i + w′j
by induction hypothesis and the Leibniz rule since pi ∈ C[x′1, . . . , x′i−1]. Let q be a
nonzero monomial of {x′i, x′j} which is maximal with respect to ≺. If q is a monomial of
{pi, xj}+ {xi, pj}, then w′(q) = w′i+w′j . If q is not contained in {pi, x′j}+ {x′i, pj}, then
q appears with the coefficient w′i + w
′
j on the right hand side of (4.2). Since {x′β1 , q} is
the sum of w′(q)q and smaller monomials than q with respect to ≺, the maximality of q
implies that the coefficient of q in the left hand side of (4.2) is equal to w′(q), and thus
we obtain w′(q) = w′i + w
′
j. Let q
′ be a nonzero next larger monomial of {x′i, x′j} with
respect to ≺. If {x′β1, q} contains q′, then w′(q′) = w′(q) = w′i + w′j by the second claim
of this lemma. If not, the same argument as above shows again that w′(q′) = w′i + w
′
j .
By proceeding the same argument for all the monomials of {x′i, x′j}, we see that {x′i, x′j}
is w′-homogeneous of degree w′i + w
′
j .
By using the coordinates x′1, x
′
2, . . . , x
′
5 in Lemma 4.6, we may assume that x1, . . . , x5
are w-homogeneous and that Θi,j is w-homogeneous of degree wi + wj for all nonzero
Θi,j. We have w(f) =
∑5
i=1wi = a1 + a2 by (2.2). We also have
{xα1 , f} =
5∑
i=1
Θα1,i
∂f
∂xi
= 0
by (2.1). Note that pf(Θ) is in the kernel of Θ. Therefore, we have a1 + a2 = 0.
Case (I): a1 = −a2 6= 0
We show that X is isomorphic to Xn as a Poisson scheme (but not as a C
∗-variety) in
this case.
First we show that {xα4 ,Θα2,α3} contains xk−1α1 xα4 . For this, note that we have
deg(Θα2,α3) = dα2 + dα3 − s < dα2 + dα3 = deg(∆).
This implies that the polynomial Θα2,α3 − xkα1 ∈ I is in (xα4 , xα5). The fact that
w(Θα2,α3) = wα2 + wα3 = 0 also implies that Θα2,α3 − xkα1 is in the ideal
I ′ = (xα2xα4 , xα3xα4 , xα2xα5 , xα3xα5 , xα4xα5)
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since a1, a2 6= 0. One can check that {xα4 , p0} does not contain xk−1α1 xα4 for any p0 ∈ I ′
by using the Leibniz rule and the fact that {xα4 , xi} does not contain xk−1α1 for any i since
xk−1α1 6∈ I. Since {xα4 , xkα1} contains xk−1α1 xα4 , the claim follows.
The Jacobi identity Jα2,α3,α4 = 0 shows that {xα2 ,Θα3,α4} or {xα3 ,Θα2,α4} contains
xk−1α1 xα4 . If {xα2 ,Θα3,α4} contains xk−1α1 xα4 , then Θα3,α4 contains xlα1xα5 and Θα2,α5 con-
tains xmα1xα4 for some l, m ≥ 0 with l +m = k − 1. This is shown as follows. Suppose
that Θα3,α4 contains
λ := xl1α1x
l2
α2
xl3α3x
l4
α4
xl5α5
and that {xα2 , λ} contains xk−1α1 xα4 . Then we have l3+ l5 ≤ 1 since otherwise every term
of {xα2 , λ} would be divided by xα3 or xα5 . Similarly, we have l2 = 0 and l4 ≤ 2. Since
w(λ) = wα3 + wα4 = a1 − 1 and a1 + a2 = 0, possible (l3, l4, l5) are
(0, 0, 0), (0, 0, 1), (0, 1, 1), (0, 2, 0), (1, 1, 0), and (1, 2, 0).
The last two cases do not happen since deg(Θα3,α4) < deg(xα3xα4). In the case (0, 0, 0), l1
would be greater than k since Θα3,α4 is in I, but then {xα2 , xl1α1} cannot contain xk−1α1 xα4 ,
a contradiction. The case (0, 1, 1) and (0, 2, 0) also do not happen. Indeed, in these
cases Θα2,α5 and Θα2,α4 would contain x
l
α1
for some 1 ≤ l < k, but this is a contradiction
since any element of I cannot contain xlα1 . In the remaining case (0, 0, 1), we have
(a1, a2) = (
1
2
,−1
2
). If {xα3 ,Θα2,α4} contains xk−1α1 xα4 , we similarly have (a1, a2) = (−12 , 12).
We can use the same argument for Jα2,α3,α5 , and we can conclude that there are two
possibilities as follows:
• (a1, a2) = (12 ,−12); Θα3,α4 contains xlα1xα5 , and Θα2,α5 contains xmα1xα4 with l, m ≥ 0
with l +m = k − 1.
• (a1, a2) = (−12 , 12); Θα2,α4 contains xlα1xα5 , and Θα3,α5 contains xmα1xα4 with l, m ≥ 0
with l +m = k − 1.
Using the condition w(Θi,j) = wi+wj in Lemma 4.6, we see that w(Θi,j) ∈ 12 +Z for
i = α1, α2, α3 and j = α4, α5. This implies that these Θi,j’s are in the ideal (xα4 , xα5)
since w(xαi) ∈ Z for i = 1, 2, 3. Similarly, every term of Θα1,α2,Θα1,α3 ,Θα2,α3 and Θα4,α5
is either in C[xα1 , xα2 , xα3 ] or in (xα4 , xα5)
2. By (2.2), we see that p(x1, x2, x3, x4, x5) in
(4.1) is contained in (xα4 , xα5)
2. Then we can write
{xαi , f} = {xαi , h(xα1 , xα2 , xα3)}∆2 + p(i)(x1, x2, x3, x4, x5)
with p(i) ∈ (xα4 , xα5) for i = 1, 2, 3. Note that {xαi ,∆} is in (xα4 , xα5)2 for i = 1, 2, 3.
We have {xαi , f} = 0 by (2.1), and therefore {xαi , h} is in (xα4 , xα5) for i = 1, 2, 3.
By the condition {xα1 , h} ∈ (xα4 , xα5), we have h ∈ C[xα1 ,∆]. We can also show that
h = κ∆n−2 with n ≥ 2 for some nonzero constant κ by using {xα2 , h} ∈ (xα4 , xα5).
We show that l = m = 0. First we consider the case when (a1, a2) = (
1
2
,−1
2
). Then
we see that Θα3,α4 contains x
l
α1
xα5 and other terms of Θα3,α4 are in (xα4 , xα5)
3 since we
have deg(Θα3,α4) < deg(xα3xα4) and w(Θα3,α4) = −12 . (Note that Θα3,α4 does not contain
xα2xα3xα5 since deg(x
l
α1
) < deg(xk+1α1 ) = deg(xα2xα3).) This implies that {xα2 ,Θα3,α4}
contains xl−1α1 xα2xα5 unless l = 0. We show that this is contrary to Jα2,α3,α4 = 0. It
suffices to show that {xα3 ,Θα2,α4} and {xα4 ,Θα2,α3} do not contain xl−1α1 xα2xα5 . In order
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for {xα3 ,Θα2,α4} not to contain xl−1α1 xα2xα5 , it suffices to show that Θα2,α4 is in (xα4 , xα5)2
since {x3,Θα2,α4} would be in (xα4 , xα5)2 in this case. By considering the two degrees
of Θα2,α4, the only possible monomial of Θα2,α4 which is not in (xα4 , xα5)
2 is x2α2xα5 .
However, the condition that Θα2,α5 contains x
m
α1
xα4 implies that this is impossible since
deg(x2α2xα5) > 2dα2 + dα5 − s = dα2 +mdα1 + dα4 > deg(Θα2,α4).
As for {xα4 ,Θα2,α3}, first note that Θα2,α3−xkα1 is in (xα4 , xα5)2. We see that, in order for
{xα4 ,Θα2,α3} to contain xl−1α1 xα2xα5 , the polynomial Θα2,α3−xkα1 must contain xl
′
α1
xα2x
2
α5
for some 0 ≤ l′ ≤ l − 1 and Θα4,α5 must contain xl−l′−1α1 by considering the two degrees
of Θα2,α3 . We have l +m = k − 1 and in particular l − l′ − 1 ≤ k − 1. However, (4.1)
shows that deg(f) ≥ 2 deg(∆) = 2(k + 1)dα1, which implies that
dα4 + dα5 ≥ (k + 2)dα1 .
Thus, Θα4,α5 cannot contain x
l−l′−1
α1
. Therefore, we have shown that {xα4 ,Θα2,α3} does
not contain xl−1α1 xα2xα5 , and we obtain l = 0. Similarly we can show that m = 0 using
Jα2,α3,α5 = 0. The same argument works for the case when (a1, a2) = (−12 , 12) by switching
the roles of xα4 and xα5 . Note that we did not use dα4 ≤ dα5 in the above argument.
When (a1, a2) = (
1
2
,−1
2
), we have k = l+m+ 1 = 1. Since deg(f) = deg(∆n) = 2ns
and deg(f) =
∑5
i=1 di − 2s (see (2.2)), the degrees di are written as
dα2 = s− 2t, dα1 = s, dα3 = s+ 2t, dα4 =
(
n− 1
2
)
s− t, dα5 =
(
n− 1
2
)
s+ t (4.3)
for some 0 ≤ t < 1
2
s. Now we can deduce the Poisson matrix Θn in Section 2. By
considering possible degrees and the condition w(Θi,j) = wi +wj , we can determine the
entries of the Poisson matrix except Θα4,α5 . We see that Θα4,α5 ∈ C[xα1 , xα2 , xα3 ] for
degree reasons and can show that it is equal to nκ∆n−1 from (2.2) and h = κ∆n−1.
Thus, we finally obtain the following Poisson matrix
0 xα2 −xα3 12xα4 −12xα5−xα2 0 xα1 0 c1xα4
xα3 −xα1 0 c2xα5 0
−1
2
xα4 0 −c2xα4 0 nκ∆n−1
1
2
xα5 −c1xα4 0 −nκ∆n−1 0

with nonzero constants c1, c2 and κ where the ordering of the variables for this matrix
is given by xα1 , xα2 , xα3 , xα4 , xα5 . From Jα2,α3,α4 = 0, we have c1c2 =
1
2
.
We obtain the matrix Θn in Section 2 by replacing xα1 , xα2 , xα3 , xα4 and xα5 with
1
2
h, 1
2
x, y,
√
κ
2
e0 and
√
κ
c1
e1 respectively. For example, we have
{x, h} = {2xα2 , 2xα1} = −4xα2 = −2x.
When (a1, a2) = (−12 , 12), we have dα4 = dα5 and we are reduced to the former case by
switching the roles of xα4 and xα5 again. Note that we have t = 0 in this case since
dα4 = dα5 .
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Case (II): a1 = −a2 = 0
We show that this case does not happen.
By the indecomposability of X , the radical of the ideal a generated by Θi,j’s must co-
incide with the maximal ideal (x1, . . . , x5). In particular, a and hence some Θi,j must con-
tain powers of xα5 . Since wα5 = 0, a power of xα5 can only locate at Θα1,α4 , Θα1,α5 , Θα2,α3
or Θα4,α5 . Note that x5 cannot locate at Θα1,α4 or Θα1,α5 by the choice of the coordinates
and by the assumption that a2 = 0. Squares or higher powers of x5 also cannot locate
at Θα1,α4 or Θα1,α5 since
deg(Θα1,α4) = dα4 < dα5 = deg(Θα1,α5) < 2dα5 .
If Θα4,α5 contains a power x
l
α5
, then l is 1 since α4 < α5. Also, dα4 = s and we have
Θαi,α4 = 0 for i = 1, 2, 3 since deg(Θαi,α4) = dαi, w(Θαi,α4) = wαi and Θαi,α4 ∈ I. In this
case ∂f
∂xα5
= 0 by (2.2), which is a contradiction [LNSvS, Lemma 2.6(2)].
Therefore, a power xlα5 , l ≥ 1 locates at Θα2,α3 . Then we have dα2 + dα3 − s = ldα5 ,
and thus
dα4 ≤ dα5 =
1
l
(dα2 + dα3 − s) < dα2 + dα3 = deg(∆).
Then we have Θαi,α4 = 0 for i = 1, 2, 3. Indeed, we have w(Θαi,α4) = wαi and Θαi,α4 ∈ I,
but the degree of Θαi,α4 is less than deg(xαixα4) and deg(xαi∆), which forces Θαi,α4 to
be zero. Therefore, we have the same contradiction as above.
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Appendix: Klein singularities from contact point of
view, by Yoshinori Namikawa
Let R = ⊕i≥0Ri be a positively graded, finitely generated C-algebra. We assume that
R0 = C and R is an integrally closed domain. Then the affine normal variety X :=
Spec R has a C∗-action with a unique fixed point at the origin 0 ∈ X . When X admits
an algebraic symplectic 2-form ω on the smooth part Xreg so that ω is homogeneous with
respect to the C∗-action and ω extends to a regular 2-form on a resolution f : Y → X
of X , we call the pair (X,ω) a conical symplectic variety.
The aim of this short note is to explain the following result from contact point of
view. In the below C2(x, y) means the 2-dimensional affine space with coordinates x
and y.
Proposition. Let (X,ω) be a conical symplectic variety of dimension 2. Then (X,ω)
is isomorphic to one of the following
(i) Smooth case: X = C2(x, y), ω = dx ∧ dy wt(x, y) = (a, b), where a and b are
relatively prime positive integers.
(ii) An−1-type (n ≥ 2): X = {xy − zn = 0} ⊂ C3(x, y, z), ω = Res(dx ∧ dy ∧
dz/xy − zn), wt(x, y, z) = (a, b, c) where a, b and c are positive integers such that
g.c.m.(a, b, c) = 1 and a+ b = nc.
(iii) Dn-type (n ≥ 4): X = {xn−1 + xy2 + z2 = 0} ⊂ C3(x, y, z), ω = Res(dx∧ dy ∧
dz/xn−1 + xy2 + z2), wt(x, y, z) = (2, n− 2, n− 1).
(iv) E6-type: X = {x4+y3+z2 = 0} ⊂ C3(x, y, z), ω = Res(dx∧dy∧dz/x4+y3+z2),
wt(x, y, z) = (3, 4, 6)
(v) E7-type: X = {x3y + y3 + z2 = 0} ⊂ C3(x, y, z), ω = Res(dx ∧ dy ∧ dz/x3y +
y3 + z2), wt(x, y, z) = (4, 6, 9)
(vi) E8-type: X = {x5+y3+z2 = 0} ⊂ C3(x, y, z), ω = Res(dx∧dy∧dz/x5+y3+z2),
wt(x, y, z) = (6, 10, 15)
The relationship between a conical symplectic variety and a contact Fano orbifold
is the following (for details, see [Na 1, 4.4], [Na 2] and [Na 3, §. 2]). Let (X,ω) be a
conical symplectic variety of dimension 2d and put l := deg(ω). We know that l > 0.
Then we take a minimal homogeneous generator x0, ..., xn of the C-algebra R and put
ai := deg(xi). We may assume that {a0, ..., an} have no common factors. In fact, if they
have a common factor, say f , we can put a new degree for each element of x ∈ R by
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deg(x)/f . X is embedded in an affine space Cn+1 by using xi’s. The affine space C
n+1
has a C∗-action determined by (x0, ..., xn) → (ta0x0, ..., tanxn) for t ∈ C∗. The quotient
space Cn+1 − {0}/C∗ is nothing but the weighted projective space P(a0, ..., an). Here
we put P(X) := X − {0}/C∗. Then P(X) is a subvariety of P(a0, ..., an). Notice that
P(a0, ..., an) has a natural orbifold structure (hereafter we denote such an orbifold by
P(a0, ..., an)
orb) and a tautological orbifold line bundle OP(a0 ,...,an)orb(1). They induces
an orbifold structure P(X)orb on P(X) and a tautological orbifold line bundle L on
P(X)orb. Then the orbifold P(X)orb has a contact structure with a contact orbifold line
bundle
M := L⊗l.
As in the usual situation we have an isomorphism
−KP(X)orb ∼=M⊗d.
In order to recover the original conical symplectic variety (X,ω), we just put
X := Spec ⊕i≥0 H0(P(X)orb,L⊗i).
We can define a homogeneous symplectic structure ω by using the orbifold contact
structure on P(X)orb.
The orbifold structure on P(X) determines a finite number of prime Weil divisor
{Dα}; each of them is called a ramification divisor and it is attached with a positive
integer eα > 1 called the ramification index. Now one can consider a Q-divisor ∆ on
P(X) by
∆ :=
∑
α
(1− 1
eα
)Dα.
By Lemma 2.1 of [Na 2], the log pair (P(X),∆) is a log Fano variety. In particular,
−(KP(X) +∆) is an ample Q-divisor.
When d = 1 (that is, when P(X) is a curve), the situation is extremely simple. Since
−(KP(X) +∆) is an ample Q-divisor, one has P(X) ∼= P1. Then, since deg KP1 = −2,
the inequality
−2 +
∑
α
(1− 1
eα
) < 0
must hold. Since each term 1− 1
eα
≥ 1
2
, the number of the ramification points does not
exceed 3. The following are possible candidates of the ramification indexes:
e1 = a a ≥ 2
(e1, e2) = (a, b) a ≥ 2, b ≥ 2
(e1, e2, e3) = (2, 2, n), n ≥ 2
(e1, e2, e3) = (2, 3, 3), (2, 3, 4), (2, 3, 5)
As any different 3 points on P1 can be transformed to {0, 1, ∞}, we see that these
numerical data completely determine the orbifold structure. We recommend the reader
to check the following.
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Lemma. In the list of Proposition, the cases (i) and (ii) give the orbifolds with
(e1, e2) = (a, b). Here, when (e1, e2) = (a, 1) or (1, b), we interpret it respectively as
e1 = a or e1 = b. The case (iii) gives the orbifold with (e1, e2, e3) = (2, 2, n − 2). The
case (iv) gives the orbifold with (e1, e2, e3) = (2, 3, 3). The case (v) gives the orbifold
with (e1, e2, e3) = (2, 3, 4), and finally, the case (vi) gives the orbifold with (e1, e2, e3) =
(2, 3, 5).
Notice here that in the cases (i) and (ii), different conical symplectic varieties give
the same orbifold structure. In order to specify a conical symplectic variety, we must
additionally fix a tautological orbifold line bundle on the orbifold. Here we introduce two
invariants of an orbifold line bundle. Let P1,orb be an orbifold whose underlying space
is P1. Let L be an orbifold line bundle on P1,orb. Let Q1, ..., Qr (r ≤ 3) be ramification
points of P1,orb with ramification indexes e1, ..., er. Around each Qi, L is not necessarily
a usual line bundle. Now let τi(L) be the smallest positive integer k such that L⊗k is a
usual line bundle around Qi. By definition τi(L) is a divisor of ei and
τi(L⊗m) = τi(L)
g.c.d.(m, τi(L))
for any positive integer m. An orbifold line bundle L is a usual line bundle if and only if
τi(L) = 1 for all i. Let e be the least common multiple of e1, ... er. Then L⊗e is a usual
line bundle on P1. We define
deg L := deg L
⊗e
e
.
By definition
deg L ∈ 1
e
Z
for any orbifold line bundle L. For example, we have
τi(KP1,orb) = ei, (hence, τi(−KP1,orb) = ei)
deg KP1,orb = −2 +
∑
1≤i≤r
(1− 1
ei
).
Let us consider how many different tautological orbifold line bundles P1,orb has. When
(e1, e2, e3) = (2, 3, 5), deg KP1,orb = − 130 . The degree of any orbifold line bundle is in
1
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Z because l.c.m(2, 3, 5) = 30. This means that the tautological line bundle must be
−KP1,orb itself. In the similar ways, one can check that the tautological line bundle
must be −KP1,orb when (e1, e2, e3) = (2, 3, 3), (2, 3, 4) and (2, 2, n) with n even. When
(e1, e2, e3) = (2, 2, n) with n odd, we have l.c.m(2, 2, n) = 2n; hence the degree of an
arbitrary orbifold line bundle is an element of 1
2n
Z. On the other hand, deg KP1,orb = − 1n .
We show that there is no orbifold line bundle L with L⊗2 ∼= −KP1,orb . In fact, we always
have τ1(L⊗2) = 1 for any orbifold line bundle L, but τ1(−KP1,orb) = 2.
When (e1, e2) = (a, b), we take the greatest common divisor m of a and b, and write
a = ma′, b = mb′. In this case deg KP1,orb = − a′+b′ma′b′ . Let c be a divisor of a′ + b′ and
suppose that an orbifold line bundle L satisfies L⊗c ∼= −KP1,orb . Since τ1(−KP1,orb) = a
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and τ2(−KP1,orb) = b, we see that g.c.d.(c, a) = g.c.d.(c, b) = 1. We first prove that the
following two conditions are the same.
(i) c is a divisor of a′ + b′ with g.c.d.(c, a) = g.c.d.(c, b) = 1.
(ii) c is a divisor of a + b with g.c.d.(c, a, b) = 1.
Since it is clear that (i) implies that (ii), we show that (ii) implies that (i). Take c
in (ii). Then g.c.d.(c, a) = g.c.d.(c, b) = 1. In fact, if d is a common divisor of c and a
(resp. c and b), then d is also a divisor of b (resp. a) because c is a divisor of a+ b. On
the other hand, c must be a divisor of a′+ b′. In fact, if c is not a divisor of a′ + b′, then
g.c.d.(c,m) 6= 1. But this contradicts g.c.d.(a, b, c) = 1. Therefore (ii) implies (i).
We next prove that, for any c in (i) (or (ii)), the orbifold line bundle L with L⊗c ∼=
−KP1,orb must be unique if it exists. If another orbifold line bundle L′ satisfies this
property, then (L ⊗ (L′)−1)⊗c ∼= OP1 . We write M = L ⊗ (L′)−1 for simplicity. Then
τ1(M
⊗c) = τ2(M⊗c) = 1. Since g.c.d.(a, c) = g.c.d.(b, c) = 1, we have τ1(M) = τ2(M) =
1. This implies that M is a usual line bundle on P1. On the other hand, deg M = 0.
Hence M ∼= OP1 .
Finally we show that, for any c in (ii), there exists an orbifold line bundle L on P1,orb
(= tautological line bundle) such that L⊗c ∼= −KP1,orb and P1,orb has a contact orbifold
structure with contact line bundle −KP1,orb . To construct such an orbifold structure, we
just take an X with a ≥ 2 and b ≥ 2 in the list (ii) of Proposition, and consider P(X)orb.
The c in the argument above is nothing but the c in the list (ii) of Proposition.
When e1 = a, we have deg KP1,orb = −a+1a . Notice that deg L ∈ 1aZ for any orbifold
line bundle L. Let c be a divisor c of a + 1 and consider the existence problem of an
orbifold L with L⊗c ∼= −KP1,orb . For each c, if such an L exists, then it is unique by
the same argument in the case (e1, e2) = (a, b). Finally the existence of such an L (for
any divisor c of a + 1) follows by taking P(X)orb for an X with a = 1 in the list (ii) of
Proposition or an X in the list (i) of Proposition.
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