Micro-macro modeling of chemo-mechanical damage and healing in rocks by Shen, Xianda








of the Requirements for the Degree
Doctor of Philosophy in the
School of Civil and Environmental Engineering
Georgia Institute of Technology
December 2019
Copyright © Xianda Shen 2019
MICRO-MACRO MODELING OF CHEMO-MECHANICAL DAMAGE AND
HEALING IN ROCKS
Approved by:
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SUMMARY
In rock mechanics, damage and healing respectively refer to the degradation and re-
covery of stiffness and strength induced by the evolution of microscopic defects. The gap
between microscopic and macroscopic models makes it difficult to bridge the defects char-
acterization at the microscopic scale to the development of deformation and stiffness at the
macroscopic scale. Therefore, the goal of this doctoral research work is to understand and
predict damage and healing processes in rock, by coupling microstructural and porome-
chanical models.
In the first part of the thesis, we present micro-macro approaches to model the influence
of micro-crack propagation on the accumulation of damage and irreversible deformation in
salt rock. Consolidation tests and cyclic compression tests were conducted by our collab-
orators at Texas A&M University. Samples were taken out and sliced for microstructure
observation at key stages of the loading paths. Based on statistical image analysis, the evo-
lution of solidity, grain coordination, local solid volume fraction and crack volume exhibit
the clearest trends. We use these fabric descriptors to relate microstructure evolution to
macroscopic behavior. We found that deformation is dominated by grain rearrangement. In
the consolidation tests, plastic deformation increases, grains are organized into horizontal
layers, the size of the voids reduce and become more uniformly distributed, and salt rock
becomes much denser laterally under compaction. In the cyclic compression tests, inter
granular cracks mainly propagate in the axial direction, and grain-to-grain contact areas re-
duce. Large voids collapse into small and isolated voids, which, then, are connected by inter
granular cracks and form large voids again. The evolution of the magnitude and orientation
of the fabric descriptors correlates with the evolution of the Young’s modulus and of the
Poisson’s ratio. During the cyclic compression tests, we also observed that macro-cracks
form in two stages: (i) Wing cracks tensile opening; (ii) Main crack slipping, inducing ad-
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ditional wing crack opening. Larger confinement and higher friction at the crack faces leads
to higher strength of salt rock. This model shows that salt rock develops damage-induced
anisotropy. This observation contradicts the common assumption made in a large number
of models of salt rock, in which damage and healing induce isotropic stiffness changes. We
formulated, calibrated and validated a micro-mechanical model coupled with elasto-plastic
model that captures these phenomena, called a discrete wing crack elastoplastic damage
(DWCPD) model. We also formulated a chemo-mechanical homogenization framework to
understand the rate dependent behavior of salt rock observed in cyclic compression tests.
A higher rate of pressure solution and/or a larger volume fraction of sliding cracks lead to
larger chemical deformation, stiffness degradation and larger hysteresis. When the chemi-
cal strain rate at sliding cracks is too large, the development of hysteresis is restrained due
to the quasi-instantaneous stress redistribution. Models presented in this part of the thesis
can be used to guide the design of geological energy storage (i.e. Compressed Air Energy
Storage), and enhance the efficiency of energy geotechnologies.
In the second part of the thesis, a micro-macro homogenization framework is estab-
lished to understand the coevolution of chemical weathering of minerals and bedrock weak-
ening. The proposed model quantifies the accumulation of damage in the matrix of bedrock
driven by chemical weathering of minerals like biotite, which expand as they weather and
create stresses sufficient to fracture rock. Our simulation results suggest that damage in the
matrix of granite occurs earlier under higher biotite abundances and smaller biotite aspect
ratios. Biotite orientation exerts a relatively weak effect on damage. The development of
damage is also strongly influenced by the boundary conditions, and damage initiates earlier
under laterally confined boundaries than under unconfined boundaries. This model shows
that chemical weathering of minerals is the controlling mechanism of saprolite production.
In the last part of the thesis, a novel multi-scale homogenization model is presented to
xxii
simulate salt rock healing driven by pressure solution. Hollow sphere inclusions traversed
by three inter-granular contact planes are modeled at the microscopic scale. Under suffi-
cient normal stress, salt mineral is dissolved at grain contacts, diffuses along inter-granular
crack planes, and precipitates on the pore walls. Pressure solution in the inclusions induces
the accumulation of chemical strain and the recovery of stiffness of salt rock at the REV
scale. The healing rate is faster in salt rock with uniformly distributed void sizes. The heal-
ing rate also increases with initial porosity, but the final porosity change is independent on
the initial porosity of salt rock. We implemented the micro-macro model of healing in the
Finite Element Method for simulating CO2 storage in a salt cavern. Based on thermody-
namic principles, a generalized thermodynamic thermo-hydro-chemo-mechanical frame-
work is also proposed to model multiple processes of damage and healing.
The research presented in this thesis sheds light on the processes that can control dam-





Damage in mechanics of materials refers to the degradation of stiffness and strength due
to the propagation of cracks. Conversely, healing refers to the recovery of stiffness and
strength due to the rebonding of microscopic defects. In rock mechanics, the gap between
microscopic and macroscopic models makes it infeasible to uniquely characterize the pore
and crack- scale mechanisms that control the evolution of deformation and stiffness upon
damage and healing. The goal of this research is, therefore, to understand and predict
damage and healing processes in rock, by coupling microstructural and poromechanical
models.
Continuum Damage Mechanics (CDM) provides a theoretical framework to model
damage in solids [1]. The fundamental idea is that crack propagation leads to a loss of
potential strain energy. Thermodynamic conjugation relationships are used to express the
field variables and calculate the damaged stiffness tensor. The stress-strain relationship is
derived from the postulated expression of a thermodynamic potential, and the evolution of
damage is related to phenomenological driving forces, such as the rate of energy release due
to tensile strains [2, 3]. Under the assumption of crack non-interaction, the second-order
crack density tensor, similar to the fabric tensor used in structural geology [4], is commonly
defined as the damage variable [5, 6]. The damaged stiffness tensor can be expressed as a
function of the elasticity tensor of the prestine material and of the fabric tensor, which is
directly related to the distribution of cracks shape and orientation. In this thesis, we for-
mulate CDM models that relate the evolution of microstructure to that of the mechanical
properties of a Representative Elementary Volume (REV) or rock. In top-to-bottom mod-
els, the damage (or healing) variable is replaced by a fabric tensor, defined as a convolution
of moments of probability of microstructure descriptors. In bottom-up models, the REV
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mechanical properties are either calculated by averaging micro-mechanical equations de-
rived from the theory of fracture mechanics, or by defining an inclusion-matrix problem
that can be solved by Eshelby’s theory.
In this chapter, we explain why damage and healing mechanics is relevant to rocks, and
we provide the theoretical background which our proposed models build upon.
1.1 Damage and healing processes in rocks
Rock is a common host material for waste and energy storage (e.g., CO2 sequestration,
nuclear waste, and compressed air) [7, 8, 9, 6]. Under typical geotechnical stress con-
ditions, energy in rock is dissipated predominantly by the nucleation and propagation of
microscopic cracks. At the macroscopic scale of a typical rock sample, the occurrence
of these microscopic defects leads to a nonlinear stress-strain relationship, an anisotropic
degradation of stiffness and a decrease of strength. Rock damage is accompanied by stress
concentration, which prompts the initiation of new microscopic cracks [10].
Damage can be triggered by viscoplastic deformation, when the local maximum princi-
pal microstress is larger than the tensile strength of rock [11]. Damage in rock can also be
caused by dynamic loading, such as blasting [12, 13] and seismic loading [14, 15]. In ad-
dition to purely mechanical processes, the evolution of damage can be thermally, hydrauli-
cally, and/or chemically driven. For instance, the mismatch of the coefficients of thermal
expansion among rock minerals induces intergranular compressive and tensile forces upon
temperature variations [16]. In most rocks, heat treatment largely decreases the energy
required for rock fracturing [17]. Chemical reactions in rock is usually accompanied by
mineral volume changes, which induce stress redistribution and porosity enhancement [18,
19]. In porous rock, pressure sensitive elastoplastic deformation is typically coupled with
hydraulic fracturing [20, 21, 22, 23].
Healing is the process by which a damaged material recovers mechanical stiffness and
strength, and exhibits a permeability decrease. Internally or externally triggered healing
2
occurs in a broad range of geomaterials, including crystalline rock, salt, indurated clay, and
plastic clay [24]. In salt rock, pressure solution is the driving mechanism of mechanical
healing around excavation damage zone. The healing rate increases with the presence of
brine [24, 25]. Many laboratory tests were conducted to study healing processes in salt
rock. For example, Fuenkajorn [26] highlighted the significant influence of rock purity,
fracture roughness and brine saturation on the healing process of salt rock under uniaxial
and radial loading conditions. Healing decreases permeability. The reduction of permeabil-
ity controlled by crack rebonding was studied by Chan’s group [9]. Healing was observed
in plastic clay at the Mont Terri underground laboratory in Switzerland [27]. The decrease
of permeability is due to clay swelling and creep, which lead to crack closure.
1.2 Continuum damage and healing mechanics
Continuum Damage Mechanics (CDM) provides a solid theoretical framework to model the
effects of damage evolution on the mechanical behavior of rock at the macroscopic scale
[28, 29]. The evolution of damage is controlled by phenomenological driving forces de-
rived from a thermodynamic potential, often expressed in terms of stresses and strains, e.g.
Mises-equivalent stresses and strains or tensile stresses and strains [2, 30]. When coupled
to an elasto-plastic framework, CDM can be used to predict the behavior of semi-brittle
materials, including rocks that exhibit a transition from brittle to crystal-plastic behavior
[31, 32, 33].
Broadly speaking, CDM models are either micro-mechanical or phenomenological. We
will present micromechanical damage models in Section 1.4. In phenomenological CDM,
the damage tensor is a phenomenological internal state variable that affects energy dissi-
pation associated with stiffness and strength reduction. Phenomenological damage models
are often formulated in terms of “effective stress” [34], which is equivalent to the stress
undergone by the “effective” non-damaged part of the material. The concept of CDM ef-
fective stress is similar to that in soil mechanics: it is the stress supported by the skeleton
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of the material, i.e., the solid part minus the pores (or cracks). The effective stress is used
in the expression of the free energy of the solid skeleton to account for the loss of elastic
strain energy [35]. The expression of the rock free energy is chosen so as to ensure certain
stiffness properties, such as symmetry and positivity [35, 36, 37]. Damage grows when a
damage criterion, similar to a plastic yield criterion, is exceeded. The damage evolution
law can be associated or non associated, like in plasticity.
The first law of thermodynamics states that energy conservation is always satisfied [38].
The sum of the rate of the internal energy U̇ and the rate of the kinetic energy K̇ is the
sum of the rate of external mechanical work Ẇ and the rate of heat exchange Q̇ in a
thermodynamic system Γ, as follows
U̇ + K̇ = Ẇ + Q̇ (1.1)






ρa · vdΓ =
∫
Γ
b · vdΓ +
∫
∂Γ






q · ndS (1.2)
where ρ is density; u̇ is the rate of the internal energy per unit mass; a is the acceleration
vector; v is the velocity vector; b is the body force vector; T is the traction vector, which
is equal to σ · n; n is the outward unit normal vector of the boundary S of the system
considered; r is the heat generation rate per unit surface; q is the heat flow vector.
Based on Gauss divergence theorem and the small strain assumption ε̇=5 v, Equation
1.2 is further simplified:
∫
Γ
(ρu̇− σ : ε− r +5 · q) dΓ =
∫
Γ
(5 · σ + b− ρa) · vdΓ (1.3)
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Using the momentum balance equation, we have:
ρu̇− σ : ε̇− r +5 · q = 0 (1.4)
The second law of thermodynamics states that the rate of entropy increase of a system
is never less than the rate of entropy increase due to the heat exchange, which can be ex-
pressed as a function of the heat flux q. Mathematically, the second law of thermodynamics













where s is the entropy per unit mass and T is the absolute temperature. Combining the first
and the second laws of thermodynamics, we have:
ρT ṡ+ σ : ε̇− ρu̇− q
T
· 5T ≥ 0 (1.6)
The Helmholtz free energy per unit mass ψ̇ is a measurement of the maximum work
that can be done by a system, and is defined as follows:
ψ̇ = u− Ts (1.7)
The Clausius-Duhem inequality is obtained by substituting Equation 1.7 into Equation 1.8:
σ : ε̇− ρψ̇ − ρsṪ − q
T
· 5T ≥ 0 (1.8)
The Helmholtz free energy is a function of the state variables, for instance the elastic strains
εE and the temperature T , as well as the internal variables (in CDM, the damage variable
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: Ṫ − ρ ∂ψ
∂Ω
: Ω̇− q · 5T
T
≥ 0 (1.9)
This inequality in Equation 1.9 holds in particular for reversible processes, for which it
is actually an equality. From the equality for isothermal reversible processes, we get that
stress is the the work-conjugate variable of the elastic deformation. From the equality for
pure thermal reversible processes, we get that the reversible entropy is work-conjugate to







Thermodynamics principles were used to formulate phenomenological models of dam-
age and healing for crushed salt rock [39], thermoset polymers [40], shape memory poly-
mers [41] and asphalt mixes [42]. A constitutive multi-mechanism deformation model was
proposed by Chan [43, 44] to couple creep, fracture, and healing in salt rock: healing is
controlled by the effective area reduction and influences the inelastic strain rate of salt rock.
1.3 Fabric tensors and damage evolution
A fabric tensor is typically a second-order symmetric tensor, equal to a moment of prob-
ability of a microstructure descriptor [45], such as crack orientation, grain aspect ratio, or
branch length orientation, to cite only a few [46, 47].
Fabric descriptors such as projected areas, Feret diameters and effective grain diameters
all characterize grain size [48, 49, 50]. Roundness [51, 52], aspect ratio [53] and sphericity
[51, 54] describe grain shape. In addition to grain morphology, grain arrangement was
measured by dedicated descriptors. For instance, the void ratio is a parameter measuring
the packing density of granular materials at macroscopic scale. Based on the concept of
void ratio, the local void ratio distribution was proposed to measure volumetric changes at
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the microscopic scale [55, 56, 57]. Within a 2D image, the local void ratio is calculated over
polygonal subdomains, in which polygon corners are grain centroids. The coordination
number of a grain is equal to the number of grains that are in contact with that grain. It is
usually defined as the average number of contacts per grain. Based on this definition of the
coordination number, many contact fabric parameters were proposed to discriminate grains
with less contacts [58, 59] or to measure the area of grain contacts [60, 46]. Distributions of
directional descriptors are typically determined by stereological methods [61]. Descriptors
of magnitude such as volumetric fraction, coordination number, grain size distribution, and
crack density define the trace of fabric tensors [62, 45].
In granular materials, mechanical anisotropy is mainly due to the shape of pores and
particles (grains) and to the distribution of the contact normal orientations [63]. Triax-
ial tests performed on Toyoura sand and rice grain samples [64] showed that stiffness
anisotropy is more pronounced in specimens with elongated grains. Triaxial tests con-
ducted on circular and elongated rods [45], and on natural sands [65] demonstrated the
effects of grains’ geometry and orientation on the anisotropy of strength in granular mate-
rials.
1.4 Micro-mechanics-based damage models
Micro-mechanical damage models are derived based on assumed distributions of microstruc-
tural features (i.e. micropores and microcracks). The displacement jumps (opening and
sliding) at crack faces are internal variables that each affects the loss of elastic potential
energy of the REV. The expression of displacement jumps of a single microscopic crack
embedded in an infinite elastic homogeneous medium is derived from fracture mechanics
principles [66, 67]. Considering a penny shaped micro-crack subjected to uniformly dis-







a2 − r2 (1.11)
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where ν0 and E0 are the Poisson’s ratio and the Young’s modulus of the infinite homo-
geneous media respectively; a is the radius of the crack. The averaged Crack Opening







Similarly, considering a single crack embedded in an infinite elastic homogeneous medium
and subjected to uniformly distributed tensile normal stress −→σt at its crack faces, the aver-







In rock with multiple non-aligned cracks, the distribution of cracks’ orientation contributes
to the mechanical behavior of the REV. Quite a few numerical 3-dimensional integration
formulas for the crack distribution on the surface of a sphere were proposed [68, 69, 70].
The distribution of cracks’ orientation can be discretized. Baz̆ant derived the coefficients
and the directions of integration on the unit sphere for various discretization schemes [71].
The rock free energy at the macroscopic scale is expressed as a function of cracks’
distributions [72, 28]. The evolution of microstructure, due for instance to crack opening
and propagation, dislocation, recrystallization, and boundary sliding, can be predicted by
means of fracture mechanics or solid mechanics, at the scale of each relevant feature (e.g.,
crack plane, crystal, pore) [73, 74]. Damage can be a scalar equivalent to a crack volume
fraction, a second-order tensor equivalent to a crack density tensor, or a higher-order ten-
sor for more complex fabrics [75, 76, 77]. The second-order damage tensor is typically





−→n i ⊗−→n i (1.14)
where Ω is the damage variable, N is the total number of cracks, φi is the volume fraction
of the ith crack, and −→n i is the ith crack’s direction. If cracks do not interact, it is sufficient
8
to formulate the model with the second-order crack density tensor to capture stress-induced
anisotropy [5, 6, 78].
Stiffness is obtained by differentiating the damaged elastic energy potential, which
yields a direct relationship between micro-crack distributions, the stiffness tensor and in-
elastic deformation. Crack closure is automatically accounted for, which allows capturing
unilateral effects of damage on stiffness [79, 80]. The microscopic cracks that propagate
in Mode I or Mode II have a significant impact on a homogeneous medium [81]. Fracture
mechanics principles were applied to predict the development of micro-cracks in mixed-
mode (e.g. wing cracks) [82, 83]. Wing cracks are defined as the tensile cracks that initiate
at the edges of frictional defects present in the rock matrix [84].
1.5 Homogenization theory
Homogenization is a procedure that allows relating field variables at the micro-scale to
those at the macro-scale [85] in order to calculate the effective mechanical properties of a
composite at the macro-scale. The smallest material volume element of composite above
which an effective property (such as porosity in Figure 1.1) does not vary with the position
of the sample volume (for instance, the position of a core in a rock mass) is called the
Representative Elementary Volume (REV) [86]. The REV size is not the same for all
effective properties. For instance, the REV for permeability is typically larger than that
for stiffness, since the permeability REV has to be statistically representative not only of
defect distributions, but also, of defect connectivity distributions.
If all the elements of a composite are subjected to the same uniform strain, the Voigt
approximation provides the upper bound of the composite’s elastic stiffness [88]. If all the
elements of a composite are subjected to the same uniform stress, the Reuss approximation
provides the lower bound of the composite’s elastic stiffness [89, 90]. A more general
solution was established by Eshelby [91] to account for the disturbance caused by the
presence of inhomogeneities.
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Figure 1.1: Representative Elementary Volume (REV) in terms of porosity [87].
1.5.1 Eshelby’s theory
Let us consider inclusions i = 1...N , each with a stiffness Ci, embedded in a continuum
with stiffness C0, called the matrix of the composite. Using the 0 subscript for the matrix
and the i subscript for inclusion i, we have:
σ0(x) = C0 : ε0(x), σi(x) = Ci : εi(x) (1.15)
in which ε0, σ0 and εi,σi are the strain, stress fields in the matrix and in inclusion i, re-
spectively. The eigenstrain ε∗(x) is defined as the strain field that is necessary to superpose
to the inclusion strain fields to consider that the stiffness in all inclusions is equal to that of
the matrix:
σi(x) = C0 : (εi(x)− ε∗(x)) (1.16)
ε∗(x) is a so-called incompatibility eigenstrain, reflecting the difference of material prop-
erties between the matrix and the inclusions. It is equal to zero in the matrix. Additional
eigenstrains have to be accounted for if inclusions are subjected to specific thermal strains
or chemcial strains [92].
Consider that the composite is subjected to a uniform strain E∞ in the far field (the
reasoning is similar for an imposed stress field or for mixed boundary conditions). In the
absence of inclusion, the strain field ε(x) in the composite is equal to the strain imposed in
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the far field, E∞. The disturbance strain field εd is introduced to account for the presence
of heterogeneities, such that:
εi(x) = E∞ + ε
d(x) (1.17)
Eshelby proved that if the eigenstrain field of an ellipsoidal inclusion is uniform, then
the strain and stress fields in this inclusion are uniform, and the eigenstrain field is related
to the disturbance field by the following relation [91]:
εd = S : ε∗ (1.18)
where S is the Eshelby tensor. Note that since it is assumed that the eigenstrain field is
assumed uniform, there is no dependence on the spatial variable x in the above equation.
The Eshelby tensor is calculated as:
S = P : C0 (1.19)
in which P is the so-called fourth-order “P tensor”, which depends on the Green function.
The Green function Gij(x − x′) is the displacement component in direction i at point x
induced by the unit body force in direction j at point x′. The expression of Gij(x − x′) is
as follows:
Gij(x− x′) = (2π)−3
∫ ∞
−infty
Nij(ξ)D−1(ξ) exp{iξ · (x− x′)}dξ (1.20)
where Nij and D are functions of the wave vector ξ, and i =
√
−1.
Substituting Equations 1.15, 1.16 and 1.18 into 1.17, the relation between the local
strain εi and the far field strain E∞ is established, as follows:
εi = A
i
∞ : E∞ (1.21)
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with:
Ai∞ = (Id + S
i : C−10 : (C
i −C0))−1 (1.22)
in which Id is the fourth-order identity tensor.
A fourth-order concentration tensor Ai is used to relate the micro strain εi and the
macro strain E [92, 93], as follows:
εi = A





i : C−10 : (C
i −C0))−1)−1 (1.24)
in which φi is the volume fraction of phase i for i = 0 (matrix) to N (i = 1...N inclusions).
Due to strain compatibility and stress admissibility, the macroscopic strainE is the volume
average of the local strains εi and ε0, and the macroscopic stress Σ is the volume average
of the local stresses σi and σ0, as follows:
Σ = σ̄ = C : ε (1.25)
Substituting 1.23 into 1.25, the expression of Σ is obtained as follows:
Σ = Chom : E (1.26)
Chom = C : A (1.27)
where Chom is the homogenized stiffness of the REV.
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1.5.2 Homogenization models based on Eshelby’s theory
Numerous models were developed to predict the effective properties of an inhomogeneous
continuum with ellipsoidal inclusions based on Eshelby’s solution [94, 95]. If the volu-
metric concentration of the inclusion is negligible, the interactions between inclusions are
neglected and the dilute scheme is applied. In that case, the homogenized stiffness tensor
of the REV is calculated from equations 1.27 and 1.24, with ϕ 1 [96, 73].
In the Mori-Tanaka scheme, it is assumed that the average disturbance field in the ma-
trix is zero, so that the average matrix strain is equal to the far field strain. Physically,
interactions interact with a matrix subjected to a uniform strain in the far field (note: the
reasoning is the same in the caes of stress or mixed boundary conditions) [97, 98, 99]. The
Mori-Tanaka scheme has been widely used because of its accuracy and simplicity [100,
101], for instance, to predict voids’ deformation and cracks’ propagation in porous media
[102]. Voids are regarded as inclusions, and the eigenstress in the matrix is related to the
pore pressure in the voids. The Mori-Tanaka scheme was also used to calculate the ther-
mal expansion of composites. Thermal expansion was taken as eigenstrain, expressed as
a function the difference between the thermal expansion coefficients of the matrix and the
inclusions [103]. However, if the composite material contains inclusions with eigenstrains
other than the eigenstrains that stem from mechanical heterogeneity, the REV stiffness
tensor predicted with the Mori-Tanaka scheme may violate symmetry requirements if in-
clusions have different orientations and shapes [98, 104].
The self-consistent method, initially proposed by Kröner [105], is used when it is not
possible to distinguish a matrix phase from inclusion phases, i.e. no phase (or element) is
predominant in the composite. This typically happens in polycrystalline media, which can
be seen as a mozaı̈c of minerals which all have comparable volume fractions. Inclusions are
assumed to be embedded in an equivalent homogeneous medium which has the same (yet
unknown) effective properties as the REV [106]. The self-consistent method was extended
to plastically deformed aggregates by Hill [107]. Later, the self-consistent approach was
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used to model viscoplastic materials [108] and polycrystals subject to anisotropic damage
[11, 109, 110]. The self-consistent scheme was also used to calculate the thermal expansion
coefficients of polycrystalline materials [111].
Asymptotic expansions were introduced in a homogenization scheme to formulate a
macroscopic model of compacted swelling clays and to correlate macroscopic parameters
with microscopic electro-hydrodynamics [112]. Multi-scale homogenization schemes were
also employed to predict stiffness changes induced by mineral dissolution in calcite [113].
In this thesis, we use homogenization to understand the fundamental processes that
govern the chemo-mechanical behavior of quasi-brittle rocks. We will study salt rock and




Micro-Macro Damage Mechanics in Salt
Rock
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Salt rock is a polycrystalline material of interest for geostorage because of its low per-
meability and because of its potential to self-heal by pressure solution at favorable stress
and temperature conditions. It is often assumed that micro-crack propagation and healing
lead to isotropic stiffness changes. The goal of this study is to check this assumption and
to gain a fundamental understanding of the mechanisms that control the accumulation of
damage and irreversible deformation.
In Chapter 2, 2D microstructure images of salt rock are analyzed at several stages of
consolidation tests and cyclic compression tests to quantify the evolution of the magnitude
and orientation of solidity, coordination, local solid volume fraction and crack volume. The
consolidation tests and cyclic compression tests were conducted by our collaborators, Fred
Chester, Judith Chester, and Jihui Ding, at Texas A&M University. Solidity characterizes
the plastic deformation accumulated at the surface of grains. The orientation of coordina-
tion captures the area and orientation of grain-to-grain contacts. The local solid volume
fraction is a measure of the packing density around a grain. In both the consolidation and
the cyclic compression tests, deformation is controlled by grain rearrangement and not by
grain indentation. Almost no crack developed during the consolidation tests, whereas in
the cyclic compression tests, wing cracks propagate as a result of sliding cracks. In the
consolidation tests, the microstructure becomes organized into horizontal layers of coor-
dinated grains, the orientation distribution of grain indentations is quasi-uniform, and the
size of the voids reduces and becomes more uniformly distributed. As a result, salt rock mi-
crostructure becomes more homogeneous. The local solid volume fraction increases more
in the lateral direction than in the axial direction, which indicates that salt rock becomes
much denser laterally under compaction. The oedometer modulus increases. In the cyclic
compression tests, grain-to-grain contact areas decrease due to the redistribution of grains
and the propagation of inter granular cracks. Grains tend to be reorganized into columns
of coordinated grains. Opening-mode wing cracks tend to develop in the axial direction,
while sliding cracks propagate preferentially in the lateral direction. The volume of the
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wing cracks increases linearly with the axial strain. The lateral components of the fab-
ric tensors of coordination and local solid volume fraction decrease, which results in an
increase of the Poisson’s ratio.
In Chapter 3, we couple a micromechanical CDM model and an elasto-plastic model to
explain the formation of complex patterns of sliding and wing cracks that develop in salt
upon confined cyclic axial loading and to quantify the effect of anisotropic damage on stiff-
ness, strength and deformation. Cyclic axial loading tests are performed under a confining
stress of 1 MPa on synthetic salt rock generated by thermal consolidation. The stress-strain
curves and the microstructure images taken at key stages of the cycles reveal the formation
of a complex system of sliding and wing micro-cracks, the orientation of which is loading
dependent. We interpret the mechanisms that control the coupled evolution of crack fam-
ilies by a discrete wing crack elastoplastic damage (DWCPD) model. Crack propagation
is controlled by mode I and mode II fracture mechanics criteria. Sliding “main” cracks
grow if a cohesive frictional criterion is met, while the wing cracks propagate in tension.
Displacement jumps at crack faces are related to the deformation of the rock Representa-
tive Elementary Volume (REV). The DWCPD model can capture the nonlinear-stress/strain
relationship and the degradation of stiffness during the cyclic loading. Simulations show
that micro-cracks occur following two stages: (i) Wing cracks initiate and main cracks do
not propagate; (ii) Wing cracks and main cracks then propagate simultaneously. Higher
friction at the crack faces leads to higher strength and larger lateral dilation. That is why
at higher confinement, the initiation of wing cracks is delayed, which results in an increase
of strength. Damage accumulates faster in samples that are damaged prior to compression
than in the ones that are not. The proposed DWCPD model can be extended to any poly-
crystalline semi-brittle materials, and can be applied to understand the formation of crack
patterns in salt geostorage facilities.
In Chapter 4, we propose a chemo-mechanical homogenization framework to simulate
the rate dependent behavior of salt rock observed in cyclic compression tests. A micro-
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mechanical model of sliding crack propagation coupled with a pressure solution model is
first established to calculate shear displacements at the grain contacts. A Mori-Tanaka ho-
mogenization scheme is used to express the REV stress and strain fields as a function of the
stress and strain fields at the micro-crack scale. This rate-dependent homogenization model
is calibrated against cyclic compression tests conducted by our collaborators at Texas A&M
University. The proposed chemo-mechanical homogenization framework captures the rate
dependent stiffness degradation and the hysteresis behavior of salt rock. Sensitivity anal-
yses show that thinner sliding planes (i.e. thinner brine films) enhance stiffness reduction
and accelerate stress redistributions in the inclusions. Higher roughness angles lead to an
increased difference of normal stress on the different segments of the crack plane and to a
reduced diffusion path, which both lead to enhanced stiffness reduction and enhanced hys-
teresis. The larger the volume fraction of the inclusions, the larger the REV deformation
and the larger the hysteresis.
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CHAPTER 2
FABRIC DEVELOPMENT AND CRACK PROPAGATION IN SALT DURING
CONSOLIDATION AND CYCLIC COMPRESSION TESTS
Halite is a polycrystalline material made of bonded crystals, also called grains. Crystal
plasticity influences the development of microscopic cracks [114, 115], and inter-granular
sliding leads to the degradation of polycrystals’ elastic moduli [116, 117, 118, 119]. Macro-
scopic stiffness and strength in granular materials are also sensitive to the topology of the
internal microscopic structure, which defines the fabric [120].
In salt rock, frictional sliding at grain boundaries is the primary accommodation mech-
anism at room temperature, low confining pressure and high strain rate. Deformation is
controlled by the normal and shear stresses at grain boundaries and by the distribution
of boundary orientations [121]. The rate of diffusional sliding depends on the shape of the
grain boundaries [122]. In the presence of inter-granular fluid films, pressure solution is the
predominant creep mechanism. Salt rock local deformation is controlled by the direction of
grain-to-grain contacts and by the packing of grain aggregates [123, 124]. Understanding
how halite fabric evolves during a variety of loading paths is of foremost importance to
predict the long-term behavior of salt rock around storage facilities [125, 126, 127].
In this chapter, we analyze 2D halite microstructure images acquired as several stages of
consolidation tests and cyclic compression tests. We calculate the magnitude and orienta-
tion distributions of solidity, local solid volume fraction, coordination orientation and crack
volume fraction and we define the associated fabric tensors to explain the development of
anisotropic mechanical properties. Our methods for analyses are explained in Section 2.1.
The distributions of fabric descriptors and crack densities are presented in Section 2.2. In
Section 5.3, we interpret the development of opening-mode and sliding cracks in the cyclic
compression tests. We conclude this chapter by comparing the evolution of the components
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of the fabric tensors to that of halite elastic moduli.
2.1 Materials and Methods
2.1.1 Consolidation tests and cyclic compression tests
Reagent-grade granular salt (high purity 99 wt.%) were subjected to oedometer tests in a
hollow cylindrical steel vessel with a 19 mm diameter at a constant temperature of 150
oC. The granular salt was sieved to separate grains 0.3-0.355 mm diameter. In these so-
called “ uniaxial consolidation tests”, samples were placed in a cell with non deformable
lateral boundaries and subjected to a vertical strain applied at a constant rate of 0.034 mm/s.
Samples were taken out of the loading cell at porosities 15%, 10%, 5% and 3% and sliced
for imaging. These porosities were found by calculating the mass density of the samples at
the time they were taken out. Figure 2.1 shows the binary images obtained from a vertical
slice located in the longitudinal section of the sample, at mid-height.
Cyclic compression tests were conducted on consolidated salt with an initial porosity
of 5% ±0.5%. The confining pressure was 1 MPa. Samples were taken out of the loading
cell and imaged for axial strains (εa) of 0%, 0.8%, 1.8%, 2.8%, 3.8%, and 7.3%, as shown
in Figure 2.2. Binary images were obtained from a vertical slice located in the longitudinal
section of the sample, at mid-height.
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(a) Porosity=15% (b) Porosity=10%
(c) Porosity=5% (d) Porosity=3%
Figure 2.1: Binary images of salt microstructure at several stages of consolidation tests.
The blue scale bar represents 0.5 mm. The red inserts indicate the presence of intra-granular
cracks (see Section 2.1.3).
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(a) εa = 0% (b) εa = 0.8%
(c) εa = 1.8% (d) εa = 2.8%
(e) εa = 3.8% (f) εa = 7.3%
Figure 2.2: Binary images of salt microstructure at several stages of cyclic compression
tests. The blue scale bar represents 0.5 mm. The red inserts indicate the presence of cracks
(see Section 2.1.3). The yellow areas represent grains that were removed by polishing.
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2.1.2 Grain morphology
In order to analyze the evolution of grain size and shape during the consolidation and cyclic
compression tests, we first process the images to associate an equivalent ellipse to each
grain that appears in the images. An equivalent ellipse has the same second-moments of
area (respectively to horizontal and vertical axes) as the associated grain in the 2D image.
The orientation of a grain is defined as the angle between the major axis of the equivalent
ellipse and the horizontal direction (note: the loading direction is vertical).
We seek to explain salt behavior from a higher-order descriptor of grains’ contours -
called grain solidity. Solidity is usually defined as the ratio between the area of a grain
image by the area of the convex hull of the grain. When solidity is close to one, grains
have convex shapes. A solidity close to zero reveals a very angular shape or a shape with
very rough contours. In the images obtained in this study (Figures 2.1 and 2.2), the lack
of convexity stems from indentations that appear at the contour of the grains. Figure 2.3
shows an example of grain with indentations, extracted from a binary image obtained in
this study.
Figure 2.3: Processed image of a grain, showing indentations on the contour. The image
was taken at an axial strain of 0%, before the cyclic compression tests.
In order to better understand how grain indentations develop, we define an anisotropic
descriptor of solidity. The norm of a solidity vector is the ratio of the area of a grain’s 2D
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image by the area of its convex hull. The direction of the solidity vector is calculated as
follows:
(i) Indentations around each grain are identified by observing the microstructure binary
images - see the example shown in Figure 2.3.
(ii) An algorithm calculates the position of the barycenter of each indentation shape, as
well as that of the grain. For each indentation, a segment linking the indentation
center to the associated grain’s center is defined.
(iii) The angle to the horizontal of each segment defined in step (ii) is calculated. Angles
are defined over the interval [0o;90o] because of the axial symmetry of the tests.
(iv) For each grain, the direction of the solidity vector to the horizontal is the mean of




The coordination number is defined as the number of grain-to-grain contacts at the surface
of a given grain. We define a coordination descriptor that also accounts for the area of the
contacts, as well as the orientation of the vectors normal to the contacts. The so-called
“coordination orientation” is calculated by image analysis, as follows:
(i) The pixels that make the contour of a grain are listed. Pixels that are at the boundary
with another grain (named “boundary pixels”) are then selected from that list.
(ii) Segments that link the center of the grain to its boundary pixels are defined. The
angles formed by these segments to the horizontal are calculated.
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(iii) The contour of the grain is divided into 360 angular equal segments, as illustrated in
Figure 2.4. For each contour segment within one of the 360 angular segments, the
ratio of the number of boundary pixels by the total number of pixels is calculated,
which provides a quantitative measure of the support fraction on that segment.
(iv) The coordination orientation of a grain is the average orientation of the angular seg-
ments, weighted by their support fraction.
Figure 2.4: The method to calculate the coordination vector of a grain.
Local solid volume fraction
In order to quantify the heterogeneous distribution of pores in the salt sample, we define
the Local Solid Volume Fraction (LSVF) vector as follows:
(i) Contact branches, defined as segments linking the centers of two grains in contact,
are plotted. A map of polygons is obtained, as shown in Figure 2.5a. Polygon corners
are grain centers.
(ii) The solid volume fraction of the domain contained in each polygon is calculated.
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(iii) Segments are defined to connect each grain center to the centers of each polygon that
overlaps with that grain. The angle between a segment and the horizontal defines
the orientation of a polygon relative to a grain. The orientation of the connection is
called “direction of the domain polygon”;
(iv) The magnitude of LSVF of a grain is the total solid volume fraction of its domain
polygons, as shown in Figure 2.5b. The direction of the LSVF vector is the average
of its domain polygons’ directions, using the domain polygons’ solid volume fraction
as the weights.
(a) Polygons delimited by contact branches (b) Grains’ solid volume fraction: average of poly-
gons’ volume fractions
Figure 2.5: The method to calculate grains’ local solid volume fraction. The grey scale
illustrates the differences in local solid volume fractions. The images were taken at an
axial strain of 0%, before the cyclic compression tests.
Crack propagation during the cyclic compression tests
In the compression cyclic tests, opening mode microscopic cracks were observed. With
the increase of axial strain, salt grains re-arranged and inter-granular cracks initiated and
propagated along grain boundaries. Intra-granular cracks also occurred, because of stress




Grain size and aspect ratio
Figure 2.6 shows the evolution of the probability distribution of the grains’ major axes and
aspect ratios during the the consolidation tests. Note that the grains’ major axes and aspect
ratios were defined respectively as the major axes of the equivalent ellipses and as the ratios
of the major axis to the minor axis of the equivalent ellipses. The mean major axis of the
grains is around 400 µm when the porosity is less than 5%. The aspect ratio of the grains
remains stable until the porosity reaches 2%. Figure 2.6a shows that grains with a larger
major axis appear when the porosity reaches 2%, i.e., grains become elongated.
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(a) Grains’ major axes
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(b) Grains’ aspect ratios
Figure 2.6: Evolution of salt grains’ shapes during the consolidation tests.
Figure 2.7 shows the evolution of the probability distributions of the grains’ major axes
and aspect ratios during the cyclic compression tests. The mean major axis is slightly less
than 400 µm, which agrees with the size of the salt grains sieved before consolidation
(300-355 µm). The aspect ratio usually ranges from 1 to 2 and few elongated grains are
observed. The aspect ratio is not significantly affected by the axial strain.
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(a) Grains’ major axes





























(b) Grains’ aspect ratios
Figure 2.7: Evolution of salt grains’ shapes during the cyclic compression tests.
Grain orientation
Figure 2.8 shows the probability distribution of grain orientation during the consolidation
tests. Results indicate that the grains tend to rotate towards the horizontal direction under
compaction. The influence of grains’ deformation cannot be ignored for the samples in the
consolidation tests, especially when the porosity of samples is low (i.e. 2%).


















Figure 2.8: Evolution of the orientation of the salt grains during the consolidation tests.
Figure 2.9 shows that there is no significant grain re-orientation during the cyclic com-
pression tests. A comparison between the probability distribution of grains’ orientation at
a low axial deformation (under 3%) and the probability distribution at an axial deformation
of 7.3% indicates a slight increase of the number of grains oriented in directions close to
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the horizontal, which was expected, considering that a vertical compression is applied.



























Figure 2.9: Evolution of the orientation of the salt grains during the cyclic compression
tests.
Grain solidity and indentations
Compaction triggers grain indentations and grain plastic deformation. In the consolidation
tests, the influence of compaction on the orientation of the solidity vector is shown in
Figure 2.10a. Solidity can be viewed as an average indicator of grain indentation at the
scale of the image processed. Initially, the solidity vector is oriented at an angle of 45o in
average, i.e. the orientation of the solidity vector is uniformly oriented between 0o and 90o
in the sample. The peak of orientation probability distribution decreases when the porosity
decreases. The mean of solidity decreases with the decrease of porosity, see Figure 2.10b.
The distributions of the solidity vectors’ orientation and magnitude are shown in Fig-
ure 2.11 for the cyclic compression tests. The orientation probability distribution slightly
looses symmetry when the axial strain increases. The standard deviation jumps from 16.46
to 19.39 when εa increases from 1.8% to 2.8%, i.e. the solidity vector starts exhibiting pref-
erential orientations. According to Figure 2.11b, the probability distributions of the mag-
nitude of solidity for the different levels of axial strain are almost super-imposed. When εa
reaches 7.3%, the mean of the solidity magnitude reduces slightly, which indicates that the
area of the indentations increases.
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(a) Orientation of the solidity vector



















(b) Magnitude of the solidity vector
Figure 2.10: Evolution of the solidity vector during the consolidation tests.
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(a) Orientation of the solidity vector





























(b) Magnitude of the solidity vector
Figure 2.11: Evolution of the solidity vector during the cyclic compression tests.
The probability distribution of indentations’ orientations and sizes are presented in Fig-
ure 2.12 for the cyclic compression tests. In this figure, the indentation ratio is the ratio
of the area of one indentation to the area of the convex hull of the grain. According to
Figure 2.12a, indentation orientations are uniformly distributed within the range 0o to 80o.
Few indentation segments are vertical. For larger axial strains, the standard deviation of the
indentation orientation probability is larger, i.e., the distribution is more uniform. Based on
Figure 2.12b, larger indentations appear at larger axial strain. The number of indentations
increases with the axial strain, which suggests that more indentations induce more plastic
deformation. The mean of the indentation ratio remains almost constant when the axial
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strain is less than 1.8%, and then increases rapidly. We conclude that grain plastic strains
start to accumulate when the axial strain reaches 1.8%.
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Figure 2.12: Evolution of the distribution of grain indentations during the cyclic compres-
sion tests.
2.2.2 Coordination orientation
The evolution of coordination orientation during the consolidation tests is presented in
Figure 2.13. Samples become denser and the total area of grain-to-grain contacts increases.
When the porosity is 15%, only about 30% of any grain contour is in contact with other
grains. When the porosity reaches 3%, more than 80% of the grain contours is in contact
with other grains. At the beginning of the consolidation tests, the axial direction (i.e. 90o
in Figure 2.13) is the dominating grain-to-grain contact direction. Due to the displacement
constraint in lateral directions, more lateral grain to grain contacts occur at later stages of
consolidation tests, and the coordination orientation becomes almost isotropic.
The evolution of the probability distribution of the coordination orientation during the
cyclic compression tests is shown in Figure 2.14. Results show that the support fraction
decreases when the axial strain increases. The areas of grain-to-grain contacts reduce be-
cause of the redistribution of voids and the propagation of inter-granular cracks. The slope
of the coordination orientation curve is steeper under larger axial strain. This observation
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Figure 2.13: Evolution of the coordination orientation in the consolidation tests.
reveals that grains tend to be reorganized into vertical supporting columns, i.e., grain to
grain contacts are mainly oriented with a normal parallel to the axial (loading) direction.
For an axial strain of 7.3%, less than 40% of the grains are in contact with other grains in
sub-horizontal directions (with a coordination angle smaller than 20o), while nearly 75%
of the grains are coordinated vertically. However, the support fraction of the non deformed
sample (εa = 0%) is smaller than the support fractions of samples under εa = 1.8% and
εa = 2.8%, which contradicts our interpretation. We will explain this apparent contradic-
tion by analyzing normalized fabric descriptors, to account for the difference between 2D
and 3D porosities (see Subsection 2.3.2).
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Figure 2.14: Evolution of the coordination orientation in the cyclic compression tests.
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2.2.3 Local solid volume fraction
The evolution of the LSVF vector magnitude in the consolidation tests is non-monotonic, as
evidenced in Figure 2.15b. Usually, a domain polygon contains an entire pore. The larger
the pore, the larger the domain polygon, and the higher the number of grains that overlap
with this domain polygon. As a result, the magnitude of the LSVF vector is controlled
both by the porosity distribution of domain polygons and by the size of voids. With the
decrease of porosity during consolidation, the interval of variations of the LSVF magnitude
decreases from 0.25 to 0.13. In other words, the void distribution becomes more uniform.
When the porosity of salt rock is 15%, the probability of LSVF orientation (Figure 2.15a)
is symmetric about the orientation of 45o, thus no preferred LSVF orientation is observed.
As compression increases, a wider peak forms, indicating that the LSVF becomes more
homogeneous in the sample. The peak shifts to the left, from 45o for a porosity of 15%
to 37o for a porosity of 3%. More voids appear in the axial direction around grains and
less voids appear in the lateral direction. In other words, grains are reorganized in layers of
horizontally coordinated grains.
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(b) LSVF vector magnitude
Figure 2.15: Evolution of the local solid volume fraction (LSVF) in the consolidation tests.
The evolution of the local solid volume of fraction in the cyclic compression tests is
shown in Figure 2.16. The magnitude of the peak in Figure 2.16a decreases with the in-
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crease of εa. When εa is small, a few large and isolated voids are observed, and the LSVF
is small. As compression increases, large voids collapse and more small and isolated voids
appear. The LSVF increases when εa increases from 0% to 3.8%. Then, because of the
propagation of inter granular cracks, small voids become connected, thus creating large
voids. Thus the LSVF starts to decrease. When εa is small, the porosities of the domain
polygons for each grain are relatively uniform, which translates by a peak LSVF orientation
angle close to 45o. When εa is large, the porosity of the domain polygons for each grain
is no longer uniform. The probability of the LSVF orientation angle looses its symmetry.
This is particularly visible in the sample with εa = 7.3%, for which polygons characterized
by a LSVF angle close to 90o have a higher probability of occurrence. This last observa-
tion confirms the hypothesis of grain re-arrangement in the form of supporting columns of
vertically coordinated grains.
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(b) LSVF vector magnitude
Figure 2.16: Evolution of the local solid volume fraction (LSVF) in the cyclic compression
tests.
2.2.4 Crack length and orientation
The evolution of the distributions of length and orientation for the cracks identified by
image analysis during the cyclic compression tests is shown in Figure 2.17. The cracks
initiate at the beginning of the test. Vertical cracks appear first. Cracks in other directions
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follow, as shown in Figure 2.17a. As compression increases, both the length and the number
of cracks increase (Figure 2.17b). As a result, the change of porosity during the cyclic
compression tests is due to changes in pore size and shape and to the formation of opening-
mode cracks. As shown in Figure 2.18, the volume of pores decreases rapidly initially. The
rate of pore volume reduction stabilizes at a small value when εa reaches 2%. The volume
of opening-mode cracks develops at a slightly increasing rate. When εa reaches 7%, the
opening-mode cracks contribute to more than 20% of the void volume in the sample. Note
that the 2D porosity of salt rock obtained by image analysis is slightly larger than the
porosity determined by the mass and volume of salt rock in 3D. This fact does not affect
the qualitative interpretations that we made on the evolution of cracks, but we will revisit
some of our analyses in Subsection 2.3.2 to account for the difference between 2D and 3D
porosities.
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Figure 2.17: Orientation and length distributions of the cracks observed in the 2D images
obtained at several stages of the cyclic compression tests. The number of cracks (n) is
given for each loading stage.
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In order to understand the main factors at the origin of salt deformation during consolida-
tion and compression, we use the 2D solidity vector to calculate the percentage of axial
and volumetric deformation that is attributed to grain deformation. The analysis of the
results presented in Figure 2.12 shows that the area of the indentations is small compared
to that of the grains. Based on this observation, we propose a simple method to estimate
the contribution of grain indentation to the deformation of the sample. Let us assume that
grains’ convex hulls are roughly circular in the 2D images and that indentations are uni-
formly distributed on the contours of the grains. The relation between the magnitude of the











where Ai is the area of the ith indentation found on the contour of a grain, and As is area of







In the cyclic compression tests, the axial strain induced by grain indentations εga between
εa = 0% and εa = 7.3% is found to be equal to 0.451%, which represents only 6.18% of εa
at the final stage of the test (7.3%). The remaining 93.82% is due to grains rearrangements,
as discussed in Section 2.2.
Under the same assumption of uniform distribution of indentations, the volumetric















where Vi is the volume of the ith indentation of a grain, and Vs is the volume of the grain’s
convex hull. The volumetric deformation due to grain indentations at εa = 7.3% is found
to be equal to 1.251% (shrinkage), while the volumetric deformation of the sample is -
1.93% (dilation). This observation implies that the sample’s volumetric strain is controlled
by grain rearrangement mechanisms, discussed in Section 2.2. For the consolidation tests,
the volumetric strain induced by grain indentation at porosity 15%, 10%, 5%, and 3% are
respectively 2.64%, 4.97%, 7.12%, and 7.86% of the total volumetric strain of the samples.
To summarize, grain indentation is not the controlling mechanism in either consolidation
tests or cyclic compression tests.
2.3.2 Normalization of fabric descriptors in the cyclic compression tests
To analyze the evolution of salt microstructure during the cyclic compression tests, samples
are sacrified at several stages of the axial strain loading. The initial porosity of the sacrified
samples, noted pi, ranges between 5.11% and 5.73%, as shown in Table 2.1. During the
compression tests, the sample dilates (i.e. the volumetric strain εv increases in absolute
value) with the increase of differential stress. According to section 2.2.1, very little changes
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of grain’s shape and size are observed. Since grain volume changes are negligible, the
current porosity of the sample, noted pc, is calculated from the initial porosity pi and the





A discrepancy is noted between pc and the porosity found by image analysis, noted pm.
In fact, the 3D salt rock sample can be regarded as a stack of 2D microscopic images, in
which the thickness of each image is a small constant. 3D porosity can be seen as the
mean of the 2D porosites in the stack of images. As we only use the 2D porosity of one
microscopic image, a difference between the 2D porosity and the 3D porosity is expected.
According to Figure 2.18, the porosity obtained by analyzing 2D images is often larger than
the porosity of the 3D sample, calculated by estimating the mass density of the sample. As
a result, the support fraction calculated from the 2D image analyses is under-estimated. We
propose a normalization method to correct the error made by using 2D porosities in the
cyclic compression tests.
Table 2.1: Evolution of volumetric parameters in salt rock during the triaxial cyclic loading
test.
εa 0% 0.8% 1.8% 2.8% 3.8% 7.3%
pi 5.73% 5.17% 5.11% 5.17% 5.42% 5.38%
εv 0% -0.006% -0.014% -0.224% -0.607% -1.926%
pm 7.87% 6.75% 5.57% 5.93% 5.67% 6.52%
Based on the discussion presented in Subsection 2.3.1, we consider that the contribution
of grain deformation on the deformation of the salt rock sample is negligible. The coordi-
nation orientation is normalized by the current porosity pc for each compression test. The
probability of the normalized coordination orientation is shown in Figure 2.19. In samples
with εa equal to 0% and 2.8%, there is a large difference between pi and pm, hence the
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support fraction increases after normalization. The normalized results confirm the inter-
pretations made in Section 2.2.2: the overall grain-to-grain contact area reduces and the
support fractions line up vertically, forming supporting columns of coordinated grains.
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Figure 2.19: Evolution of the coordination orientation after normalization in the cyclic
compression tests.
The evolution of the magnitude of the LSVF vector after normalization is shown in
Figure 2.20. The trends are similar to those observed in Figure 2.16b. For εa equal to
1.8%, 2.8%, and 3.8%, curves almost overlap. The distribution of void sizes follows two
stages. At the beginning of the test, larger voids collapse, and a significant number of small
voids appear. When the axial strain is large, the small voids are connected by inter-granular
cracks, and large voids appear again.
2.3.3 Categories of cracks
The cracks observed in the images acquired during the cyclic compression tests can be
categorized as intra-granular cracks and inter-granular cracks. The former are defined as
cracks that go through only one grain. The latter are defined as cracks that connect to
more than one grain. During the compression tests, both opening-mode cracks and sliding
cracks are expected to initiate and propagate. However, only opening-mode cracks can be
observed in the microscopic images. Based on the wing cracks theory, the sliding cracks
are expected to propagate with the occurrence of opening-mode cracks. The observed inter-
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Figure 2.20: Evolution of the magnitude of the local solid volume fraction during the cyclic
compression tests.
granular cracks are thus identified as wing cracks, and the sliding cracks are defined as the
grain boundaries that connect two neighboring wing cracks. We developed an algorithm
that identifies sliding cracks in the two following cases:
(i) One end of a grain boundary is connected to an inter-granular crack, and the other
end is connected to a void;
(ii) Each end of a grain boundary is connected to a different inter-granular crack.
We observe very few intra-granular cracks, which are all very short. The orientation and
length distributions of the observed inter-granular wing cracks are presented in Figure 2.21,
which is in fact very similar to Figure 2.17. The orientation and length distributions of the
inter-granular sliding cracks are shown in Figure 2.22. Sliding cracks initiate preferentially
at 40o to the horizontal. With the increase of εa, the distribution of sliding orientations sta-
bilizes, and sliding cracks propagate along the boundaries of less favorably oriented grains
(e.g. grains at ∼30o, with higher normal stress and lower shear stress at the boundaries).
A few vertical sliding cracks develop. According to Figure 2.21b, the length of the sliding
cracks is around 200 µm when εa is small. A larger axial strain leads to longer sliding
cracks and a larger range of length distributions. When εa is equal to 7.3%, the length of
sliding cracks reaches 500 µm.
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(a) Wing crack orientations
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(b) Wing crack lengths
Figure 2.21: Orientation and length distributions of the wing cracks observed in the 2D
images obtained at several stages of the cyclic compression tests. n is the number of wing
cracks.
2.3.4 Fabric tensors
Fabric tensors are used to describe the evolution of the microstructure in the salt samples.




ninjE(Ω)dΩ (i, j = x, y, z) (2.5)
where nx, ny, nz are projections of a unit vector n on the Cartesian reference coordinates;
Ω is the whole solid angle corresponding to a unit sphere; E(Ω) is a probability density




ninjE(θ)dθ (i, j = x, z) (2.6)
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(a) Sliding crack orientations
0 100 200 300 400






















(b) Sliding crack lengths
Figure 2.22: Orientation and length distributions of the sliding cracks at several stages of
the cyclic compression tests. n is the number of main cracks.













where fm is the magnitude of a fabric descriptor for grain m; θm is the direction of that
fabric descriptor for grain m. Due to the axial symmetry of the samples and loading con-
ditions, Fxz and Fzx are close to 0. Fxx is the component of the fabric tensor in the lateral
direction; Fzz is the component of the fabric tensor in the axial direction, and F is the trace
of the fabric tensor. In 2D: F = Fxx + Fzz.
The axial and lateral components of the fabric tensors for solidity, coordination orien-
tation, and local solid volume fraction are shown in Figures 2.23 and 2.24, for the consol-
idation tests and the cyclic compression tests, respectively. In the consolidation tests, the
compaction of samples leads to a larger oedometer modulus and a denser packing of salt
grains. Solidity decreases due to the inelastic deformation on the grains. Both lateral and
axial components of the coordination fabric tensor (Cxx and Czz) increase as the porosity
of the sample decreases, which indicates that more grain contacts occur at the surface of the
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grains. This observation is consistent with the observed increase of the odometer modulus.
Due to the denser packing of salt rock, a larger LSVF (L) is observed. The discrepancy
between Lxx and Lzz reveals the development of anisotropy of salt rock: the sample be-
comes denser in the lateral direction. In the cyclic compression tests, the elastic modulus
in the axial direction decreases, while the Poison’s ratio increases with the increase of ax-
ial strain. Both components of the solidity fabric tensor (Sxx and Szz) are stable, and no
obvious anisotropic trend is observed in terms of solidity. The trace of the coordination
fabric tensor (C) reaches its lowest point at the highest axial deformation, which results
in a reduction of the axial elastic modulus. Both the coordination and the LSVF tensors
decrease more in the lateral direction than in axial direction, which explains the increase of
the Poisson’s ratio.
43
















































































































(d) Local solid volume fraction
Figure 2.23: Axial and lateral components of fabric tensors in consolidation tests. Notation:
Fxx, Fzz: lateral, axial components of fabric tensor F . F : trace of F : F = Fxx + Fzz.
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(a) Young’s Modulus and Poison ratio






















































































(d) Local solid volume fraction
Figure 2.24: Axial and lateral components of fabric tensors in cyclic compression tests.




In both the consolidation and the cyclic compression tests, deformation is controlled by
grain rearrangement and not by grain indentation. Practically no crack develops during the
consolidation tests, whereas in the cyclic compression tests, wing cracks propagate due to
the development of sliding cracks.
In the consolidation tests, the contribution of grain indentation to the total deformation
of the sample increases as the porosity decreases, but it never exceeds 8% of the volumetric
deformation of the sample, even at a porosity as low as 2%. Due to the presence of rigid
walls at the lateral boundaries of the sample, lateral grain-to-grain contacts initiate and grow
during the consolidation process. The microstructure becomes organized into horizontal
layers of coordinated grains. As a result, the orientation distribution of grain indentations
is quasi-uniform. The size of the voids reduce and become more uniformly distributed in
salt rock. As a result, salt rock microstructure becomes more homogeneous.
In the cyclic compression tests, the changes in grain shape and size are negligible. The
deformation of the grains is mainly induced by indentations on the surface of the grains.
The number and the area of the indentations increase with the increase of the axial strain,
which causes an accumulation of plastic deformation. That being said, only 6.18% of
the axial strain of salt rock sample is induced by the deformation of the grains. Large
plastic deformation occurs in the axial loading direction and grain rearrangement is the
dominant mechanism for the deformation of sample. Due to the redistribution of grains
and the propagation of inter granular cracks, grain-to-grain contact areas reduce. The grain
to grain contacts are mainly in the axial direction, and a larger local solid volume fraction
is observed in the axial direction of grains. These observations indicate that grains tend
to be reorganized into vertical columns of coordinated grains. When the axial strain is
small, a few large and isolated voids are observed. Due to the differential compressive
stress, the larger voids collapse and more small and isolated voids occur. Then, because
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of the propagation of the inter-granular cracks, small voids become connected and form
large voids, which explains the non-monotonic evolution of the void size distribution. Very
few, short intra-granular cracks are noted. Opening-mode wing cracks are observed, which
allows identifying grain boundaries where sliding cracks develop. Opening-mode wing
cracks tend to develop in the axial direction, while sliding cracks propagate preferentially
in the lateral direction. The volume of the wing cracks increases linearly with the axial
strain.
The orientation distributions of the fabric descriptors analyzed in this study were used
to calculate fabric tensors of solidity, coordination and local solid volume fraction. In the
consolidation tests, the local solid volume fraction increases more in the lateral direction
than in the axial direction, which indicates that salt rock becomes much denser laterally
under compaction. The oedometer modulus increases. In the cyclic compression tests, the
lateral components of coordination and local solid volume fraction decrease, which results
in an increase of the Poisson’s ratio.
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CHAPTER 3
DISCRETE WING CRACK ELASTO-PLASTIC DAMAGE MODEL
In this chapter, we couple a micromechanical CDM model and an elasto-plastic model to
explain the formation of complex patterns of sliding and wing cracks that develop in salt
upon confined cyclic axial loading and to understand the implication of anisotropic damage
on stiffness, strength and deformation. In Section 3.1, we summarize the main observations
made during an extensive experimental campaign undertaken by our colleagues Fred and
Judi Chester at Texas A&M University. Experiments consisted in subjecting synthetic salt
rock samples obtained by thermal consolidation to confined cyclic axial loading, and in ac-
quiring microstructure images at key stages of the stress path. In Section 3.2, we formulate
a new model, called discrete wing crack elastoplastic damage (DWCPD) model, to explain
the fracture patterns observed. A micromechanical model model is proposed to capture
the inelastic deformation induced by microscopic cracks. We explain the expression of the
Gibbs free energy, damage criteria and flow rules. Then, a plastic damage model is intro-
duced to capture the accumulation of irreversible deformation. In Section 3.3, the DWCPD
model is calibrated against the loading test, and the evolution of damage is simulated. In
Section 3.4, we discuss the influence of the friction coefficient, the confinement pressure,
and the initial damage on the accumulation of damage and stress-strain relationship in salt
rock.
List of Symbols
Ψ∗s Helmholtz free energy of the REV
G∗ Gibbs energy of the REV
−→n ,
−→
l Direction normal to a main crack plane and a wing crack plane
σ, ε Microscopic stress and strain tensors of a Representative Elementary Volume (REV)
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σm,σw Stress fields that are applied at main crack faces and wing crack faces
σmn ,σ
m
t Normal stress and the tensor of tangential stress that apply on the faces of the main crack
σml Net tangential stress that applies on the faces of the main crack in the direction l
σwn Normal stress that applies on the faces of the main crack
εm, εw Strain fields on main cracks and wing cracks
εe Elastic strain of the matrix
εed Recoverable strain induced by the loss of stiffness
εE, εp Elastic strain and plastic strain of the REV
tm Traction on a main crack plane
µ, c Frictional coefficient and cohesion of main cracks
Nm, Bm Normal and tangential indexes of a main crack
βm,γm Volume fraction of the normal displacement jumps and shear displacement jumps of main cracks
so, s1 Normal and shear elastic compliance of cracks
−→
T Shear force applies at the faces of the main crack
VREV Actual volume of the REV
Mi Number of cracks in family i
am, aw Crack lengths of main cracks and wing cracks
ρm, ρw Crack densities of main cracks and wing cracks
βw Volume fraction of the normal displacement jumps of wing cracks
Co Elastic stiffness of the matrix
Q Number of main crack families
Nijkl,Tijkl Fourth order tensor operators
fI , fII Crack propagation criteria for Mode I and Mode II
KIc, KIIc Crack toughness for Mode I and Mode II
Ko, σc Constitutive parameters for toughness
Ω Macroscopic damage variable of the REV
Ωm,Ωw Macroscopic damage variable of main cracks and wing cracks
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d Trace of Macroscopic damage variable of the REV
fp Plastic yield surface function
g Plastic potential function
q, p, θ Deviatoric stress, mean stress, and Lode’s angle
J2, J3 The second and third stress invariants
e Cohesion constant of the rock
αp Plastic hardening function
mθ The parameter controlling the effect of Lode’s angle
χ The parameter controlling the effect of damage
η The parameter controlling the boundary of the compressive dilation zone
R The parameter controlling plastic hardening rate
λ, ω Plastic multiplier and the plastic hardening variable
αop, α
m
p The plastic yielding threshold and the maximum of the hardening function
3.1 Confined axial loading tests and microstructure observations
Jihui Ding, the Ph.D. student who performed the experimental work at Texas A&M, pro-
vided a complete description of the materials, methods, results and interpretations of the
tests conducted on salt rock in [128, 129]. Here, we summarize the main results of the
experimental campaign in order to present what we aim to explain by the model presented
in the following.
3.1.1 Materials and methods
The synthetic salt rock samples used in this study were fabricated through uniaxial con-
solidation of reagent grade granular halite at the following conditions: grain size ranges
between 0.3-0.355 mm; consolidation temperature of 150 °C; maximum axial stress of 75
MPa; displacement rate of 0.034 mm/s. After consolidation, the specimen was a right-
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circular cylinder with a diameter of 19.75mm and a length of 42.67 mm, and the bulk
porosity of the specimen was 5.6%. The sample was kept dry throughout all stages of this
study.
The synthetic salt-rock samples were deformed at room temperature, a confining pres-
sure of 1 MPa, and strain rate of 3×10−6 s−1. Axial and radial strains were measured by two
rosette strain gauges of 6.35 mm gauge length and 350 Ω resistance. Strain gauges were
glued at opposing sides of the sample, and the two strain measurements were averaged
to account for sample tilting during deformation tests. Differential force was measured
through an internal force gauge that is in direct contact with sample assembly and unaf-
fected by the friction between loading piston and sealing stack. A total of eight unloading-
reloading cycles were employed, in addition to initial loading and final unloading. One
unloading-reloading cycle was applied in the elastic deformation regime, while the rest of
the load cycles were conducted after plastic yielding.
Using repeat experiments, synthetic salt rock samples before, during, and at the end of
cyclic loading were extracted for microstructure observation. These samples were epoxy-
saturated, cut, and polished to make petrographic sections, and then chemically etched
to allow observation of grain-scale features, including grain boundaries and microcracks.
The sectioning and etching procedures follow the techniques developed by [130] with only
minor modifications. Thin section images were taken from the center portion of the sam-
ple using 20x magnification, and stitched together to allow observation of more than 100
grains. On the stitched image, salt grain boundaries were traced and opening-mode micro-
cracks were interpreted based on the following two criteria: (i) There is clear separation
between two salt grain boundaries; (ii) The opposing sides of these two salt grain bound-
aries match well geometrically, which indicates there were previously in contact.
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3.1.2 Summary of the results
Figure 3.4 shows the stress-strain behavior during the cyclic axial tests (in red). At room
temperature and 1 MPa confining pressure, synthetic salt rock exhibits a ductile mechanical
response. The first unloading-reloading cycle nearly fully overlies the initial loading curve,
which indicates dominant elastic behavior. After yielding, the sample deforms plastically
with slight work hardening. Each unloading cycle is taken to zero differential stress; sub-
sequent reloading does not produce significant hysteresis. The sample behavior first shows
slight compaction (positive volumetric strain), followed by continuous dilation (negative
volumetric strain). At the end of the test, the sample increases in volume by about 0.6%.
The synthetic salt rock produced from uniaxial consolidation at elevated temperature
shows minor intragranular microcracking. Almost all of these intragranular microcracks
are associated with fluid inclusions present in salt grains. These fluid inclusions act as
stress concentrators and promote microcracking. There is no evidence for separation at
grain contacts as all of them are tight, which results from crystal-plastic deformation of
salt grains [128]. As shown in Figure 3.1, after cyclic triaxial loading to an axial strain
of 7.3%, grain-boundary cracking becomes the dominant brittle deformation mechanism.
These microcracks exhibit a preferred orientation that is sub-parallel to the axial loading
direction. With further cyclic loading, dilatant grain-boundary microcracks increase in
density as well as in separation. These grain-boundary microcracks also display a clear
tendency to link with neighboring cracks in the axial direction (Figure 3.1).
3.1.3 Interpretation of the results
In the following, we propose a model to explain the following observed phenomena:
(i) At room temperature and low confining pressure, grain-boundary microcracking is
the dominant brittle deformation mechanism;
(ii) Wing cracks linked to sliding cracks propagate along grain boundaries;
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Figure 3.1: Microstructure of experimentally-deformed, granular salt rock after 7.3% axial
strain (adapted after [129]).
(iii) Grain-boundary microcracks develop preferably in the loading direction and tend to
link with increasing deformation;
(iv) Cyclic loading leads to progressive lengthening of linked crack arrays;
(v) Stiffness degradation is correlated to microscropic inter-granular cracks and grain
re-arrangement.
3.2 Theoretical formulation of the discrete wing crack elastoplastic damage (DWCPD)
model
3.2.1 The evolution of main cracks
We consider a Representative Elementary Volume (REV) of salt rock made of a homoge-
neous solid matrix that contains a dilute distribution of penny-shaped cracks, at the tips
of which wing cracks propagate. These penny-shaped cracks, called main cracks in the
following, can propagate in Mode I and Mode II. In Mode II, we postulate that the slipping
of a main crack can trigger the Mode I propagation of wing cracks at its tips, perpendicular
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1 ≥ 0 < c and has never exceeded c 1 0
2 < 0 < c and has never exceeded c 0 0
3 ≥ 0 ≥ c or has exceeded c 1 1
4 < 0 ≥ c or has exceeded c ; ‖ σmt ‖ +µσmn > 0 0 1 + µσmn /‖ σmti ‖
5 < 0 ≥ c or has exceeded c ; ‖ σmt ‖ +µσmn < 0 0 0
to the slipping main crack.
We restrict our study to static conditions. Under the assumption that main cracks do
not interact, the traction tm on the faces of the main cracks is induced by the macroscopic
stress (noted σ) applied to the REV [131]. Hence, for each main crack (m), we get:
tm = −→n · σ (3.1)
σmn = σ : (
−→n ⊗−→n ) (3.2)
σmt = σ · −→n − (−→n · σ · −→n ) −→n (3.3)
where −→n is the direction normal to the main crack plane, σmn is the normal stress that
applies on the faces of the main crack (tension stress), and σmt is the tensor of tangential
stresses that apply on the faces of the main crack (shear stresses).
Here, we introduce a linear frictional crack model (with frictional coefficient µ and co-
hesion c), in which the main cracks can be subjected to five deformation mechanisms, listed
in Table 3.1. Nm and Bm are the normal and tangential indexes, respectively. They are in-
troduced in the expressions of the crack displacements to distinguish the crack propagation
micro-mechanisms, as explained in the following.
In mechanism 1, the main crack opens in pure Mode I, without slipping. In mechanism
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2, the main crack does not propagate: it remains closed, and does not slip. In mechanism
3, the main crack propagates both in Mode I (tensile opening) and Mode II (slipping). In
mechanisms 4 and 5, the main crack is under compressive stress, and does not propagate
in Mode I. In mechanism 4, past loading history or current large shear stress led to inter-
crystal bond breakage, and the main crack propagates in Mode II, producing frictional shear
strain. In mechanism 5, although inter-crystal bonds are broken, slipping does not occur,
due to the friction induced by the large normal stress on the crack face. The main crack
propagation mechanisms are summarized in Figure 3.2, in which main cracks do not slip
in the blue region, while slipping of main cracks occurs in the gray region.
Figure 3.2: The mechanisms of main crack propagation. Blue region: no slipping. Gray
region: slipping. Mechanism 1: pure Mode I. Mechanism 3: modes I and II. Mechanism
4: pure Mode II. Mechanisms 2 and 5: no propagation. c is the cohesion at the main crack
face. µ is the frictional coefficient. σmn is the normal stress that applies on the faces of the
main crack (tension stress). σmt is the tensor of tangential stresses that apply on the faces
of the main crack.
Main crack deformation is caused by normal and tangential displacement jumps. Main
cracks are gathered by families. Since the main cracks are assumed to not interact, the
mechanical behavior of the main cracks is that of cracks that are embedded in an infinite
elastic medium. In the ith family, all main cracks have the same normal direction −→ni and
a radius ai. The volume fraction of the normal displacement jumps βmi and the volume

















where Nmi (respectively, B
m
i ) is zero when the main cracks do not propagate in Mode I
(respectively, do not propagate in Mode II), as explained in Table 3.1. The main crack








where VREV is the volume of REV and Mi is the number of cracks in family i. The ex-
pressions of elastic compliances so and s1 were established by Kachanov [5], as follows:
s0 =




32 (1− ν2o )
3 (1− 2νo)Eo
(3.8)
whereEo and νo are the Young’s modulus and Poisson’s ratio of the infinite elastic medium.
The average strain induced by the displacement jumps of the main cracks in family i can




−→n i ⊗−→n i +
1
2
(γmi ⊗−→n i +−→n i ⊗ γmi ) (3.9)
3.2.2 The development of wing cracks
The evolution of wing cracks in solids under compression was studied theoretically [132],
experimentally [82], and numerically [133]. Based on the reported observations, we as-
sume that tensile wing cracks initiate at the tips of the main cracks that slip. The shear
force that acts on the faces of the main cracks is viewed as the force that drives the prop-
agation of wing cracks. Since salt rock is a polycrystalline material, and salt crystals are
typically rhomboids, wing cracks are assumed to propagate in the direction perpendicular
56
Figure 3.3: Schematic of wing crack propagation. Note: the sketch gives a 2D view, but the
proposed model is in 3D. σmn and σ
m
t are the normal stress and tangential stress that apply
on the faces of the main crack respectively; σml is the normal stress applies on the faces of
the wing crack induced by the stress of the REV.
to the main crack plane, as shown in Figure 3.3. The net tangential stress that applies on the
faces of the main crack in the direction
−→




The propagation of the wing cracks is triggered by a tensile force, equal to the shear
force
−→




2πBmi ‖ σmti ‖ (3.10)
Note that if Bmi is equal to zero, the main crack does not slip, therefore Ti = 0. The normal
stress that applies on the faces of a wing crack of family i is the sum of the projection of the
macroscopic stress on the direction normal to the wing crack (
−→
li ) and of the tensile stress


























Similar to main cracks, the volume fraction of the normal displacement jumps of a wing














3.2.3 Micromechanics-based Gibbs free energy
The Helmholtz free energy of the REV (noted Ψ∗s) is the sum of the elastic deformation
energy stored in the matrix and of the elastic deformation energy stored in the displacement









σm : εm +
1
2
σw : εw (3.15)
where εe is the elastic strain of the matrix; Co is the elastic stiffness of the matrix; σm
and σw are the stress fields that are applied at main crack faces and wing crack faces,
respectively. From equation 3.1, we have:
σm · −→n = σ · −→n (3.16)
Based on Legendre transformation, the Gibbs energy (free enthalpy, G) is expressed as:
G∗ = σ : εE −Ψ∗s (3.17)
where εE = εe + εw + εm is the REV total elastic strain. Substituting Eq. 3.9, Eq. 3.15,




σ : So : σ +
1
2
σ : εm + σ : εw − 1
2
σw : εw (3.18)
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According to Eq. 3.9, Eq. 3.14, and Eq. 3.18, the Gibbs energy forQmain micro-crack














i [(σ · σ) : −→n i ⊗−→n i − (−→n i · σ · −→n i) (−→n i · σ · −→n i)]
+ 2s0ρ
w






l i − ρwi s0σwni
2} (3.19)
In which we used Baz̆ant’s discrete integration scheme, with a discrete set of Q = 74
micro-crack families of 74 distinct crack orientations distributed on the unit sphere [71].
The parameters wi are the weight coefficients for that integration scheme. The total strain
of the REV (noted ε) can be decomposed into the elastic strain εE and the plastic strain εp
induced by the propagation of microscopic cracks, as follows:













tr (σ) δ (3.22)
εed is the additional recoverable strain induced by the loss of stiffness upon the development
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where the fourth order operators Nijkl and Tijkl are defined as:




(ninkδjl + ninlδjk + njnlδik + njnkδil)− ninjnknl (3.25)
When main cracks deform under mechanism 4, ∂Bmi /∂σ is calculated by Eq. 3.26, other-












∂ ‖ σmti ‖
∂σ
(3.26)
3.2.4 Damage criterion and flow rule












for Mode I and II, respectively. Kc represents the hardening of crack toughness; it is








in which Ko and σc are constitutive parameters that respectively control the yield point and
the peak stress. The values of Ko and σc in Mode I differ from those in Mode II.















in which f denotes the criterion that contributes to the propagation of cracks of family




Ii). Note that the radii of the main and wing cracks are calculated
separately for each family of cracks (so that each crack family is characterized by a direc-
tion, a main crack radius and a wing crack radius). The crack density of crack family i is







Note that for each crack family i, we calculate a main crack density (ρmi ) and a wing crack
density (ρwi ). The macroscopic damage variable of the REV (Ω) is defined as the sum of
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The plastic deformation in equation 3.20 (noted εp) is introduced to account for the inelastic
strain that result from crystals’ rearrangement and residual geometric incompatibilities at
crack faces. A non-associated plastic flow rule is adopted. The plastic yield surface is a
quadratic function, adopted in former rock mechanics models [135]:
fp(σ, d, ε
p) = q2h2(θ) + αp(p− e) (3.34)
where q is the deviatoric stress; p is the mean stress; e is a constant describing the cohesion
of the rock; αp is the plastic hardening function; h(θ) is a function of Lode’s angle θ. A
simplified expression of h(θ) can be given as [136]:









where J2 and J3 are the second and third stress invariants, respectively, andmθ is a material
parameter, controlling the effect of Lode’s angle. The plastic function αp couples damage
and plasticity, and depends on both on the volumetric part of the damage tensor (d=tr(Ω))
and on the plastic hardening variable (noted ωp). The expression of αp is the following:







in which χ is a material parameter that controls the influence of damage and which can take
any value between 0 and 1; αop is the plastic yielding threshold; α
m
p is the maximum value
of the hardening function; R determines the plastic hardening rate.





ėp : ėp (3.38)
ep = εp − 1
3
(εp : δ) δ (3.39)
A damage coupled plastic potential is adopted [135]:
g(σ, d) = qh(θ)− (1− χd)η(p− e) (3.40)
where η is a material parameter, controlling the boundary of compressive dilation zone.





in which λ̇ is the plastic multiplier. According to the plastic consistency rule, λ̇ is a positive



















When the plastic yield criterion is exceeded (fp > 0), the plastic function αp is first updated
by using the consistency rule applied to the plastic yield function fp, given in Eq. 3.34.
Then, the plastic hardening variable ωp is obtained from Eq. 3.37 using the updated αp.
The plastic multiplier λ̇ is then calculated from Eq. 3.40 and Eq. 3.42, with the updated
ωp. Substituting λ̇ into Eq. 3.41, the plastic strain εp is obtained for the current load step.
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Figure 3.4: stress-strain curve obtained during the confined cyclic triaxial tests: experimen-
tal results vs. DWCPD model predictions.
3.3 DWCPD model calibration
We used the stress-strain curves obtained during the confined cyclic axial loading tests
presented in Section 3.1 to calibrate the proposed discrete wing crack elasto-plastic damage
(DWCPD) model. Reloading was done after unloading, when the differential stress was
reduced to 0 MPa. The same confined cyclic loading tests were performed more than 10
times, and the repeatability of the test was confirmed. Figure 3.4 shows the obtained stress-
strain curves.
When the differential stress is less than 35 MPa (yielding point), the sample deforms
elastically. Hence, we first calibrated the elastic parameters by using the linear portion of
the first loading cycle, for stresses lower than 35 MPa. In the subsequent cycles, we noted
that main cracks do not propagate when the differential stress is less than 15 MPa, which
allowed us to calibrate the yield and frictional parameters. The yielding point is mainly
controlled by KIc, KIIc, and αop. Then, the parameters controlling the ultimate state σIc,
σIIc, and αmp were calibrated from the strength of the sample. Lastly, we calibrated the
plasticity parameters by trial and error, to find the best fit with the experimental stress-
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strain curve. The calibrated model parameters are given in table 3.2, in which amo is the
initial radius of the main cracks.
Table 3.2: DWCPD model parameters, calibrated against the cyclic triaxial test.
Elasticity Plasticity
Eo νo e χ R αop α
m
p mθ η
GPa − MPa − − MPa MPa − −
21 0.32 4 0.5 3.07× 10−3 20.25 490 0 −0.79
Friction Cracks geometry Damage
c µ amo M/VREV KIc KIIc σIc σIIc
MPa − mm mm−3 MPa/mm MPa/mm MPa MPa
4 0.15 0.022 100 80 344 100 319
According to Figure 3.4, the yielding, hardening, and stiffness degradation of salt rock
in the cyclic loading test are captured by the DWCPD model. Upon loading or reloading,
cracks propagate only after the differential stress reaches the maximum differential stress
ever reached in the loading history. During unloading, the magnitude of the differential
stress decreases, and the cracks stop propagating (Eq. 3.27, Eq. 3.28, Eq. 3.30). Based on
Eq. 5.8, the REV stiffness depends on crack density, which does not evolve upon unloading,
leading to linear unloading paths shown in Figure 3.4, i.e. the hysteresis is not captured by
the DWCPD model.
The evolution of damage during the cyclic loading tests is shown in Figure 3.5. The
damage tensor is projected on the three directions of space, in which direction 3 is the
loading axis and directions 1 and 2 are the so-called lateral directions. We note that Ω3 is the
axial damage component, i.e., the damage that represents an equivalent crack plane normal
to the loading axis. Ω1 and Ω2 are the lateral damage components, i.e., the equivalent crack
planes that contain the loading axis. Note that since the experiment is axis-symmetric, the
evolution curves of Ω1 and Ω2 overlap. The total damage Ω presented in Figure 3.5a is the
sum of the main crack damage Ωm (Figure 3.5b) and of the wing crack damage Ωw (Figure
3.5c).
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(b) Main crack damage













(c) Wing crack damage
Figure 3.5: Evolution of damage during the triaxial cyclic tests (calibration of the DWCPD
model). Ωm is the main crack damage, Ωw is the wing crack damage, and Ω is the sum of
main crack damage and wing crack damage.
The evolutions of Ω1 and Ω3 differ, which implies that the sample exhibits an anisotropic
behavior after damage initiation (damage-induced anisotropy). Results shown in Figure 3.5
indicate that damage propagates in two phases, as explained in Figure 3.6. In Stage 1, un-
der low differential stress (i.e., under 15 MPa), the main crack damage components remain
constant, which means that the main cracks keep their initial radius amo. By contrast, wing
cracks start propagating in Mode I when the differential stress is only a few MPa. Main
cracks cannot slip, because of the cohesion and the friction at salt crystal faces. Hence,
wing cracks propagate only because of the REV stress. Since the REV is subjected to a
compression in direction 3, tensile wing crack propagation mostly leads to lateral damage
(Ωw1 and Ωw2). Note that Ωw3 is not zero, since it is calculated as the projection of the
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74 wing crack density tensors on direction 3. In Stage 2, with the increase of differential
stress, shear stresses at the faces of the main cracks reach the Mode II crack propagation
threshold. Main crack tangential displacement jumps are noted. Main cracks start to prop-
agate in Mode II, predominantly in direction 3 (loading direction). Main crack slipping
induces additional wing crack tensile opening, predominantly in direction 3. As a result, in
Stage 2, Ωm3 increases faster than Ωm1 and Ωm2 and Ωw3 develops faster than Ωw1 and Ωw2
(see Figure 3.5b and 3.5c). Tensile damage is not observed in main cracks.
(a) Stage one (b) Stage two
Figure 3.6: Damage propagation process: (1) Wing crack tensile opening; (2) Main crack
slipping, inducing additional wing crack opening.
3.4 Sensitivity analyses
3.4.1 Influence of the frictional coefficient at main crack faces
Main cracks only slip when the magnitude of the shear stress exceeds c + µσmn . Here,
we present a sensitivity analysis of the frictional coefficient µ and the cohesion c, which
control the amplitude of the tangential displacement jumps. Triaxial compression tests are
simulated with the same confinement stress as in the calibration simulations (1 MPa). The
elastic, damage, and plastic parameters are those listed in Table 3.2. When the axial strain
reaches 0.01, we start unloading until the differential stress reduces to 0 MPa.
We perform the simulations with µ equal to 0, 0.2, and 0.4, and c is set to be 4 MPa.
Figure 3.7 shows that a larger frictional coefficient leads to larger specimen (REV) strength,
because the friction on the faces of the main cracks restricts the propagation of the main
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Figure 3.7: Influence of the frictional coefficient at main crack faces (stress-strain curve).
µ is the frictional coefficient.
cracks. With a smaller friction coefficient, main cracks undergo larger tangential displace-
ment jumps, hence larger plastic strain εp, which explains the larger residual strains at lower
friction. When the axial strain reaches 0.01, the lateral strain of the sample with µ = 0.4
is 7.8% higher than that of the sample with µ = 0. We note that in general, the higher the
friction coefficient, the higher the final lateral strain. In the sample with the higher friction
coefficient, crack propagation mainly occurs on the main cracks with orientation close to
the axial loading axis (Eq. 3.3 and Eq. 3.28). When the simulations are run to the same
total axial strain, larger Ωm1 is observed in the sample with higher frictional coefficient,
which leads to the higher the final lateral strain. This is because the friction at crack faces
leads to important lateral dilation. Figure 3.8 shows that the damage rate is larger for both
main and wing cracks when the frictional coefficient is smaller. Like in Section 3.3, the
evolution of damage presents two stages, independently of the value of µ. In Stage 1, wing
cracks propagate in Mode I because of the loading applied at the external boundaries of the
sample, and main cracks do not slip. Therefore, the evolution of damage is independent
from the value of the friction coefficient. In Stage 2, main cracks propagate in Mode II and
wing cracks rapidly propagate in Mode I. Stage 2 starts at a differential stress of 8 MPa for
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(b) Main crack damage













(c) Wing crack damage
Figure 3.8: Influence of the frictional coefficient and the cohesion at main crack faces
(damage evolution). µ is the frictional coefficient.
µ = 0, 12 MPa for µ = 0.2 and 15 MPa for µ = 0.4. Hence, a larger friction coefficient
delays the propagation of the main cracks, which results in smaller total damage at the end
of the unloading phase. Therefore, the evolution of damage is independent from the value
of the friction coefficient. In Stage 2, main cracks propagate in Mode II and wing cracks
rapidly propagate in Mode I. Stage 2 starts at a differential stress of 8 MPa for µ = 0,
12 MPa for µ = 0.2 and 15 MPa for µ = 0.4. Hence, a larger friction coefficient delays
the propagation of the main cracks, which results in smaller total damage at the end of the
unloading phase. For example, when the axial strain reaches 0.01, the total axial damage
of the specimen with µ = 0 is 0.71, while the axial damage of the specimen with µ = 0.4
is only 0.48. As shown in Figure 3.8b, the difference of final axial main crack damage for
µ = 0 (Ωm = 0.43) and µ = 0.2 (Ωm = 0.38) is 0.05, and the difference of final axial main
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crack damage for µ = 0.2 (Ωm = 0.38) and µ = 0.4 (Ωm = 0.30) is 0.08. With the increase
of µ, the effect of µ on Ωm increases. This is because the propagation of the main cracks is
controlled by both cohesion and friction, and therefore, slipping is predominantly hindered
by the cohesion parameter when the friction parameter is small. As a result, the final main
crack damage is not very sensitive to µ when µ is small.
We perform the simulations with c equal to 0 MPa, 8 MPa, and 16 MPa, and µ is set to
be 0.15. According to Figure. 3.10, the sample with larger cohesion on the faces of cracks
requires higher shear stress to break the bounds between salt crystals, which postpones
the development of damage. When cohesion is small, the curves of damage evolution is
smooth. With the increase of differential stress, both main crack damage and wing crack
damage in samples with a larger cohesion accumulate by steps. When the shear stress on
the faces of cracks reaches the cohesion, the bounds are broken following with a sudden
increase of main cracks length, which leads to the rapid propagation of wing cracks. Then,
the resistance for the tangential displacement of the main crack is only provided by friction,
and the damage curves start to converge (i.e. the black line and the red line in Figure. 3.10
are overlapped, when the differential stress reaches 30 MPa). When the cohesion is small,
the influence of cohesion on the stress-strain curve is not obvious as shown in Figure. 3.9.
Because there is less slipping on the faces of main cracks, the increase of cohesion enhances
the strength of salt rock, when the cohesion is large. Due to the rapid crack propagation,
strain increases suddenly after breaks the bounds, when the cohesion is 12 MPa (Figure.
3.9).
3.4.2 Influence of the confinement
We now investigate the sensitivity of deformation and damage to the confining pressure.
The constitutive parameters are those obtained after calibration, as listed in Table 3.2. Tri-
axial loading-unloading cycles are simulated with a confinement stress equal to 0 MPa, 5
MPa, and 10 MPa respectively. When the axial strain of the rock reaches 0.01, unloading
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Figure 3.9: Influence of the cohesion at main crack faces (stress-strain curve). c is the
cohesion.
begins, until the differential stress gets to 0. Results are presented in Figures 3.11 and 3.12.
According to Figure 3.11, under a confining pressure of 5 MPa, the stress of specimen
at 0.01 axial strain is 42.5 MPa, versus 38 MPa without confinement. The residual strain
is almost insensitive to the confinement, although we note that the lateral residual strains
increase when the confinement decreases. This was expected, since the lateral confinement
restricts the lateral strains. Both wing cracks and main cracks propagate faster at low
confinement, as shown in Figure 3.12. Since wing cracks propagate in Mode I, a high
confinement impedes the initiation of wing cracks. As expected, simulation results indicate
that in Stage 1, the initiation of wing cracks are sensitive to the confinement, with a delayed
occurrence of damage at high confinement. Here, simulations are strain controlled, and the
differential stress reached under the highest loading increases with the confining pressure.
As a result, under high confinement, although the initiation of wing cracks is delayed,
the damage accumulated because of the wing cracks during the simulated tests increases
with the confining pressure. In Stage 2, a high confinement prevents main cracks from
slipping. Thus, under low confinement, main cracks initiate earlier and propagate faster,
which accelerates the propagation of connected wing cracks. A larger confinement stress
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(b) Main crack damage













(c) Wing crack damage
Figure 3.10: Influence of the cohesion at main crack faces (damage evolution). c is the
cohesion.
induces more slipping and less opening of the main cracks. In all cases, the wing crack
damage exceeds the main crack damage when the axial strain reaches 0.01.
3.4.3 Damage evolution in predamaged salt rock
We now study the effect of the initial crack distribution present in the sample on the re-
sponse of the specimen to the loading-unloading cycles. Constitutive parameters are those
listed in Table 3.2. We first simulate an axial tension test, in which the axial stress is in-
crementally increased up to 2 MPa (in direction 3). Then, we simulate the unloading path
from a 2 MPa axial stress to a 0 MPa axial stress. Finally, we simulate a uniaxial com-
pression tests by incrementally applying a 0.01 axial strain. The stress vs. strain curve is
shown in Figure 3.13 (O-A-B-C-D). During the tensile loading (OA), damage accumulates
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Figure 3.11: Influence of the confinement (stress-strain curve). p is the confinement.
in the sample. Elastic unloading is illustrated by A-B. For comparison, the response to the
subsequent compressive loading (B-C-D) is compared the response of a sample that is not
subjected to tension prior to the compression (O-C’-D’). As expected, the total accumulated
damage obtained in the pre-damaged sample is larger than that in the undeformed sample,
and this difference is due to the larger wing crack density developed in the pre-damaged
sample. The strength of the pre-damaged sample is also lower than that of the undeformed
sample, which is consistent with the observations made and the models proposed by Hoek
and Bieniawski [137, 138].
During the uniaxial tension loading phase (O-A), both main cracks and wing cracks
propagate in Mode I, predominantly in the loading direction (direction 3). Slight slipping
is observed in the main cracks close to the horizontal direction. During the uniaxial unload-
ing phase (A-B), cracks do not propagate. During the uniaxial compression phase (B-C),
main cracks only propagate in Mode II. Main cracks are now longer than the initial main
cracks of the undeformed sample. Based on Eq. 3.29, the toughness of the main cracks
increases with the main crack radius. With the increase of compressive axial stress, main
cracks propagate in both the undeformed and the pre-damaged sample, and at the end of
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(b) Main crack damage













(c) Wing crack damage
Figure 3.12: Influence of the confinement (damage evolution). p is the confinement.
the test simulated, the average main crack length is the same in both samples. The dif-
ference between B-C and O-C’ in Figure 3.14b is in fact due to the formation of Mode I
main crack planes orthogonal to the loading axis during the tension loading phase (OA),
applied to create “pre-damage”. Very large compressive axial stress is needed to generate
a tangential stress component large enough to trigger the slipping of the main crack planes
that are nearly orthogonal to the loading direction 3. As a result, when compressive axial
stress increases, O-C’ gets closer to B-C in Figure 3.14b, but the damage of main cracks
in pre-damaged sample is always larger than that in the undeformed sample. Since the de-
velopment of wing cracks is controlled by the main cracks, the propagation of wing cracks
is delayed whenever main crack propagation is delayed. During the tensile loading phase,
some main cracks slip in planes that contain the loading axis and tensile wing cracks ini-
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Figure 3.13: stress-strain curve - pre-damaged vs. undeformed salt rock.
tiate and propagate in planes orthogonal to the loading axis. As a result, the pre-damaged
sample contains wing cracks and the cumulated damage due to wing cracks remains higher
in the pre-damaged sample than in the undeformed sample (see Figure 3.14c).
3.5 Summary
Cyclic axial loading tests were performed under a confining pressure of 1 MPa on synthetic
salt rock generated by thermal consolidation. The stress-strain curves and the microstruc-
ture images taken at key stages of the cycles revealed the formation of a complex system
of sliding and wing micro-cracks, the orientation of which was loading dependent. We
formulated a discrete wing crack elastoplastic damage (DWCPD) model to interpret the
mechanisms that control the coupled evolution of crack families in salt rock under confined
cyclic loading. The macroscopic stress-strain relationship is coupled to the evolution law
of damage accumulated by main micro-cracks and associated wing cracks. Wing cracks
propagate in Mode I due to slip on the main cracks. The expression of the REV Gibbs free
energy is given as a function of the displacement jumps of the main cracks and of the wing
cracks. A plastic potential, coupled to the damage induced by the micro-cracks, is intro-
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(b) Main crack damage















(c) Wing crack damage
Figure 3.14: Damage evolution - pre-damaged vs. undeformed salt rock.
duced to account for the development of irreversible strains. A frictional cohesive model is
proposed for the main cracks, which propagate in both Mode I and Mode II. We calibrated
the proposed model against the stress-strain curves of the cyclic loading-unloading cycles
performed in the laboratory, and we showed that the DWCPD model can successfully cap-
ture stiffness degradation, strength reduction and irreversible strain accumulation.
Sensitivity analyses indicate that rock strength decreases when the friction coefficient
or the cohesion of the main cracks’ faces decreases, when the confining pressure decreases
of when the specimen contains cracks prior to loading. Larger inelastic deformation is
observed for lower friction or lower confinement. Larger cohesion postpones the initiation
of damage. In the example case treated in this study, initial cracks did not seem to influence
the final irreversible strains accumulated, because the initial cracks developed in tension
76
closed under the compression loading phase. Damage accumulated faster in samples that
were damaged prior to compression than in the ones that were not.
Interestingly, simulations showed that micro-cracks occur following two stages: (i)
Wing cracks initiate and main cracks do not propagate; (ii) Wing cracks and main cracks
then propagate simultaneously. Higher friction at the crack faces leads to higher strength
and larger lateral dilation. That is why at higher confinement, the initiation of wing cracks
was delayed, which resulted in an increase of strength. Another important outcome of
this study is the demonstration that salt rock develops damage-induced anisotropy. This
is an important finding, because the majority of the constitutive models of salt rock used
in geotechnical engineering and in the mining industry assume that micro-crack propaga-
tion and healing lead to isotropic stiffness changes. Furthermore, the proposed DWCPD
model can be extended to any polycrystalline semi-brittle materials, and can be applied to
understand the formation of crack patterns in salt geostorage facilities.
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CHAPTER 4
RATE-DEPENDENT CYCLIC MODEL OF SALT ROCK
Loading rate is a significant factor of the mechanical behavior of salt rock [139, 140, 141].
The dependence of salt rock behavior to the loading rate during cyclic loading is usually
induced by diffusion. Diffusion can happen within the lattice of crystals, e.g. Nabarro-
Herring creep, or along the grain boundaries, e.g. Coble creep [142, 143]. The presence of
inter-granular brine enhances pressure solution and accelerates creep and deformation rates
[144, 145, 146, 147, 148]. Pressure solution occurs commonly in crystalline media: disso-
lution occurs at the grain-to-grain contacts that are under high stress, ions are transported
by diffusion in fluid films at grain boundaries, and re-precipitate at grain-to-grain contacts
that are under low stress. In wet halite (salt rock), pressure solution is the dominating creep
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Figure 4.1: Deformation map of damp halite. LT, low temperature; HT, high temperature;
N-H, Nabarro-Hering. Adapted from [149]
Diffusion along the grain boundaries leads to local shear displacements at grain con-
tracts, which results in the global deformation of salt rock. The mechanical behavior of
diverse and realistic microstructures can be predicted by homogenization, i.e. by upscaling
crystal-, bounday- or grain- scale mechanisms to the scale of a Representative Elementary
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Volume (REV). In this chapter, a Mori-tanaka homogenization scheme is proposed to sim-
ulate the rate-dependent behavior of salt rock during cyclic compression tests conducted
at Texas A&M University by our collaborators Drs. Jihui Ding, Fred Chester and Judi
Chester. After calibration, sensitivity analyses are presented to evaluate the effects of local
diffusion at grain contacts on the macroscopic deformation of salt rock.
List of Symbols
a Radius of inclusions
Ai Concentration tensor of the component i
Aoi Concentration tensor of the matrix component
α Angle between the plane of sliding crack and its subsurfaces
b Length of the subsurface of sliding cracks
β Volume fraction parameter
c Thickness of sliding cracks
C Concentration of minerals (ions) in the fluid
Co Reference concentration
CK , CG Parameters for bulk and shear moduli degradation
Chom Homogenized stiffness of the REV
Ci Stiffness of the component i
Co Stiffness of matrix
γc Shear strain of the inclusion
Dij Influence tensor
d Width of the subsurface of sliding cracks
dc Tangential displacement at the crack plane
D Grain boundary diffusion coefficient
δij Kronecker delta
εi Local total strain of component i
εm Strain field in the matrix
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εv Volumetric strain of the REV
ε̄ Strain of the REV
φa Volume fraction of component i
G Shear modulus
η Eigenstrain of inclusions
I Fourth-order identity tensor
J Diffusion flux along subsurface
K Bulk modulus
n Number of components in the REV
Ns Number sliding cracks counted in the microscopic images
Nb Number of boundary sections counted in the microscopic images
n The normal direction of crack plane
θ Orientation of the sliding crack plane from the horizontal
Q Number of moles of weathered biotite in the REV
R Gas constant
S Thickness of the brine film at the crack surface
σi Local total stress of component i
σn Normal stress applied on the subsurface of sliding cracks
σ̄ Stress of the REV
t The tangential direction of crack plane
t Chemical reaction time
T Kelvin temperature
φc Volume fraction of all the spherical inclusions
ϕ Density of sliding cracks
Vd Dissolution rate at the subsurface
ψ Angle of revolution of the crack planes around the loading axis
Ω Molar volume of NaCl
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4.1 Observations made during cyclic compression tests
Figure 4.2 below shows the stress/strain response of the consolidated salt rock specimens
studied in Chapter 3 during cyclic compression tests conducted at a confining pressure of 1
MPa. The specimens were subjected to seven loading cycles with a maximum axial stress
of 75 MPa. These seven loading cycles are named “large loading cycles” in the following.
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Figure 4.2: Stress-strain curve obtained during cyclic compression tests under a 1 MPa
confining pressure. Experimental protocol described in Chapter 3.
Between two large loading cycles, the specimens were systematically subjected to three
loading cycles with a maximum axial stress of 6 MPa only. These intermediate cycles (not
shown in Figure 4.2) are named “small loading cycles” in the following. For each sequence
of three small loading cycles, the first small loading cycle (C1) was applied at a rate of 3
× 10−5 /s, the second small loading cycle (C2) was applied at a rate of 3 × 10−6 /s, and
the third small loading cycle (C3) as applied at a rate of 3 × 10−7 /s. The time period
between C1 and C2 was 147 seconds, and the time period between C2 and C3 was 538
seconds. Since the maximum axial stress in the small loading cycles was much lower than
the yield stress of salt rock (see Figure 4.2), we considered that cracks did not propagate
during the small loading cycles, and therefore, that damage accumulated during the large
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loading cycles.































(a) C1-C3 axial stress/strain curve. Permanent ax-
ial strain εa = 0%































(b) C1-C3 radial stress/strain curve. Permanent ax-
ial strain εa = 0%






























(c) C1-C3 axial stress/strain curve. Permanent ax-
ial strain εa = 3.8%






























(d) C1-C3 radial stress/strain curve. Permanent ax-
ial strain εa = 3.8%
Figure 4.3: Plots of differential stress versus axial and radial strain for the first and last
small loading cycles. εa is the axial strain. εr is the radius strain
During the first set of small loading cycles, the stress/strain curves of C1, C2 and C3
exhibits the same linear elastic behavior (see Figure 4.3.a and Figure 4.3.b). The loading
rate does not affect the stiffness and hysteresis properties of the specimens. By contrast,
the stress/strain curves obtained during the set of small cycles that followed the last large
loading cycle, after a permanent axial strain of 3.8% has been reached, exhibits stiffness
degradation and hysteresis (see Figure 4.3.c and Figure 4.3.d). Stiffness degradation and
hysteresis are enhanced by low loading rate (i.e. stiffness degradation and hysteresis are
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more pronounced during C3 than C2, and more so in C2 than C1).
According to microscopy images taken after each large loading cycles (see Figure 4.4),
isolated brine pockets are noted along the grain boundaries at the beginning of the cyclic
compression test. After a few cycles, these brine pockets tend to connect because of grain-
to-grain sliding. A thin film forms at grain contacts. We hypothesize that this brine film
facilitates diffusion along grain boundaries and enhances pressure solution at the grain
contacts. In the following, we propose a micro-macro model to test this assumption. We
simulate the behavior of salt rock during the small loading cycles and we check that the
model can be used to predict the rate dependence of the REV response.
(a) Grain boundary (b) Fluid inclusions
Figure 4.4: Isolated brine pockets along grain boundaries in undeformed consolidated sam-
ple (5% porosity) [150].
4.2 Micro-mechancial model of grain boundary sliding driven by pressure solution
4.2.1 Conceptual model
From the observations made in Section 4.1, we assume that the rate-dependent behavior of
salt rock is governed by pressure solution on grain boundaries. When subjected to normal
stress, salt crystals dissolve at contacts with large contact normal stress. Ions diffuse along
fluid films at crystals’ boundaries and precipitate at the contacts with less contact stress.
Dissolution, diffusion and precipitation happen simultaneously (but at different locations).
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Pressure solution thus happens due to the presence of brine films at grain boundaries that
are in contact, i.e., brine films contained in sliding cracks. We represent that REV as a
solid salt matrix that contains sliding cracks. We model the crack inclusions as spherical
volumes that each contain a sliding crack plane. Within one inclusion, the sliding plane
is characterized by its orientation in reference to the horizontal (angle θ), so that the REV
is viewed as a distribution of oriented spheres embedded in a solid matrix. Additionally,
we consider that the sliding planes are rough. Each plane is smooth in two sub-faces with
normal direction na and nb. In the plane formed by the normal to the plane direction (no,
at an angle 90o + θ from the horizontal) and the tangential direction to, the plane can be
represented by broken lines. Figure 4.5 provides a visual representation of the REV. The
angle formed by two broken lines, (ta (tb) and to), in the plane is noted α; it is an indicator
of the roughness of the sliding plane. The length of a sliding segment within the sliding
plane is noted b, as shown in Figure 4.5. The thickness of the film is noted c. Since the
sliding crack plane is embedded in a spherical inclusion, it has a circular shape. We note a
its diameter.
The mechanism of pressure solution is explained in Figure 4.6 at the scale of one inclu-
sion. σ1n and σ
2
n are the projections of the spherical inclusion stress on two segments of the
sliding plane. Without loss of generality, we assume σ1n > σ
2
n. The larger normal compres-
sive stress induces a higher chemical potential at crack surface n1. Mineral dissolves first at
the contact surface n1, diffuses along n1, and finally precipitates on surface n2, where the
chemical potential is lower. This process happens simultaneously on all the segments n1
and n2 of the sliding crack. As a result, the initial crack surface (represented by a red solid
line in Figure 4.6) is transformed into another crack surface (represented with an orange
dash line). The relation between the two crack surfaces is a translation, which explains the
occurrence of shear displacement along the crack plane.
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(a) REV of salt rock (b) Spherical inclusion with sliding crack plane
Figure 4.5: The concept of REV in the proposed rate-dependent model of salt rock.
4.2.2 Thermodynamic model
A difference of normal stress at grain contacts triggers an increase of chemical potential µ
as follows:
∆µ = ∆σΩ (4.1)
where Ω is the molar volume, and ∆σ is the difference of contact normal stress on the crack
surface. The chemical potential µ controls the local concentration of brine; larger chemical
potentials lead to higher mineral concentrations, according to the following relation:




whereR is the gas constant, T is the Kelvin temperature, C is the concentration of minerals
(ions) in the fluid, and Co is a reference concentration, taken equal to 6.48×10−6 mol/mm3








Figure 4.6: Mechanism of shear displacement along a sliding plane filled with brine in a
spherical inclusion
According to Fick’s first law, the diffusion flux J(r) along a diffusion path at a location




where D is the grain boundary diffusion coefficient. With the assumption that C(r) can be











Based on the mass conservation principle, the mass of mineral dissolved at grain con-






where d is the width of the crack plane, S is the thickness of the brine film at the crack
surface, and Vd is the dissolution rate of mineral at the crack surface. Substituting Equation














According to the geometry of the cracks shown in Figure 4.5b, the tangential displace-
ment dc at the crack plane can be determined by the dissolution rate at the crack plane, as
follows:
dc = 2Vdt cosα (4.9)
With the assumption of small deformation in inclusions, the shear strain of the inclu-






where t is the chemical reaction time.
Substituting Equation 4.8 into Equation 4.10 and using the geometric relationship c =





DS cosα sin2 α∆σ
ac2
t (4.11)
In this study, the product of the diffusion coefficient D by the thickness of the brine
film S is taken as 2 × 10−10 m2/s, following [151, 153].
4.3 Homogenization scheme: from sliding cracks to rate-dependent REV behavior
In this section, we formulate a 3D homogenization scheme to account for the influence
of shear strain in sliding components on the global deformation of salt rock at the REV
scale. For this, we adopt a Mori-Tanaka homogenization scheme [97], in which the stiffness
tensor of the REV is deduced from a set of equations that relate the stress and strain fields at
the REV scale to those defined in the inclusions and in the surrounding matrix. In the Mori-
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Tanaka scheme, the deformation of the homogeneous matrix is not considered equal to that
of the REV like in a dilute scheme. The mechanical interactions between the components
is accounted for via the matrix. The homogenization scheme is based on Eshelby’s theory,
which proves that the state of stress in each ellipsoidal inclusion is uniform [91]. In our
application of the Mori-Tanaka homogenization scheme, each inclusion is a sphere that
contains a sliding plane, and is embedded in a solid matrix that is subjected to boundary
conditions that are equivalent to the far field conditions imposed on the infinite medium
that the inclusion is embedded in.
The stress and strain fields and the material properties are thus considered uniform
in each inclusion. We gather inclusions into families, within which inclusions all have the
same sliding plane orientation, and the same sliding plane geometry (c and α). Inclusions of
the same family have the same local stress and strain fields. For the ith inclusion family, the
local stress σi is expressed as a function of the local strain εi and of the local eigenstrain ηi
(i.e. the strain field that would exist in the inclusion in the absence of matrix and inclusions
around it). In our study, ηi is induced by the shear displacement along the sliding planes in
the inclusions. The in-plane shear component of the second order tensor ηi is equal to the
chemical shear strain γc. The microscopic stress can be expressed as [154]:
σi = Ci : εi − Ci : ηi (4.12)
where Ci is the fourth-order stiffness tensor for the ith inclusion family, and σi, εi, and ηi
are all second-order tensors.
Due to strain compatibility and stress admissibility, the macroscopic strain ε̄ (respec-
tively, the macroscopic stress σ̄) is the volume average of the local strains εi (respectively,
the volume average of the local stresses σi) in all inclusions over the REV. The homoge-
nized stiffness Chom of the REV is the volume average of the local stiffnesses, weigheted
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φiCi : Ai (4.13)
where n is the number of inclusion families, plus one (for the matrix) in the REV and φi is
the volume fraction of inclusion family i.
The concentration tensor Ai is an operator that relates the local strain tensor in the ith
inclusion family to the REV strains. Based on Eshelby’s theory, the state of stress in each
sliding component is assumed uniform and the concentration tensor Ai can be calculated
as follows [107]:







in which Aoi is the concentration tensor of the matrix:
Aoi = [I + Pi : (Ci − Co)]−1 (4.15)
In the Mori-Tanaka scheme, the stiffness of the infinite medium Co is equal to the matrix
stiffness. Pi is a fourth-order tensor specific to each inclusion family, its expression is given
in [92].
According to Levin’s theorem [155], the REV stress σ̄ is expressed as a function of the
REV strain ε̄ and of the eigenstrain of each component, as follows:
σ̄ = Chom : ε̄−
n∑
i=1
φiCi : ηi : Ai (4.16)
On the right side of Equation 4.16, the first term (Chom : ε̄) is the linear elasticity relation for
a homogeneous medium, while the second term describes how the REV stress is modified
by the eigenstrain of each component in the REV.
The strain field in each phase (inclusion family and matrix) is related to the macroscopic
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strain field and to the eigenstrains of that phase, as follows:




where Dij is the influence tensor, which accounts for the influence of a phase’s eigenstrain
on other phases.
Substituting Eq.4.17 into Eq.4.12, using stress admissibility conditions and comparing
with Eq. 4.16, the expression of Dij is given by [154], as follows:
Dij =
{
δijAoi : Pi−φjAi : Aoj : Pj +
[








(I− Aj)T + (Chom − Cj) : Aoj : Pj)
] }
: Cj (4.18)
where δij is the Kronecker delta.
4.4 Model calibration
The proposed Mori-Tanaka homogenization model is now calibrated against the results ob-
tained for the sets of small loading cycles with permanent strain 0% and 3.8%, as presented
in Section 4.1. We used the density of sliding cracks ϕ and the distribution of the ori-
entation of sliding cracks obtained by image analysis in Chapter 2, and we calibrated the
mechanical properties of the inclusions.





where Ns is the number sliding cracks counted in the microscopic images, and Nb is the
number of boundary sections counted in the microscopic images. We separate the boundary
of a grain into several small boundary segments by the intersections with the boundaries of
other grains, Nb is the sum of all the boundary segments. The density of sliding cracks ϕ
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is then used to calculate the volume fraction of all the spherical inclusions, φc, as follows:
φc = ϕ
β (4.20)
where β is a parameter that needs to be calibrated. For simplicity, we assume that all
inclusion orientations are represented with the same volume fraction φc/Ns.
The orientation angle of a crack plane obtained by image analysis in 2D is taken equal
to the angle formed by the crack plane with the horizontal in 3D, i.e. θ in Figure 4.5. We
assume that the angle of revolution of the crack planes around the loading axis (often noted
ψ) is uniformly distributed in the REV. This hypothesis is supported by the fact that: (i)
samples were fabricated by consolidating salt aggregates at high temperature, and where
statistically identical to one another; (ii) loading conditions and the specimen shape were
axis-symmetric. We first sorted the values of θ obtained by image analysis for all the sliding
cracks. We divided the interval of variation of the angle θ into ten sub-intervals. In each
sub-interval, the mean of θ was calculated. These ten averaged θ were then used to define
a distribution of θ in the propose micro-macro model. Ten uniformly distributed values of
ψ, ranging from 0o to 360o, were used to define the distribution of the revolution angles of
the inclusions of the REV. As a result, 100 inclusion families were defined, each having a
specific orientation defined by a couple of angles θ and ψ.
We introduce two parameters CK and CG to account for the stiffness degradation of the
inclusions as a consequence of sliding. The bulk modulus Ki and the shear modulus Gi of
the inclusions of family i are calculated as follows:
Ki = CKKm (4.21)
Gi = CGGm (4.22)
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where Km and Gm are bulk and shear moduli of the matrix, respectively.
In the small compression cycles done with a permanent axial strain equal to 0%, few
sliding cracks are observed. The stiffness of the salt rock REV is controlled by the stiffness
of the matrix. We thus calibrate the bulk and shear moduli of the matrix (Km and Gm)
against the results of the small cyclic compression cycles with a zero permanent strain. In
the small compression cycles done with a permanent axial strain equal to 3.8%, very small
chemical shear strain occurs in the first cycle C1, because the loading rate is high and the
period of time of the loading is small. The deformation of salt rock in C1 is controlled by
the modulus reduction parameters CK and CG, and the volume fraction of the inclusions,
φ. φ is determined based on the exponent parameter β (Equation 4.20). The geometry of
the crack planes and the volume fraction of the inclusion families influence the reduction
of stiffness reduction and the development of hysteresis in the three cycles C1, C2, and C3.
The parameters controlling the geometry of crack plane include the direction of subsurface
α and the thickness of the crack plane, c. The calibrated parameters are listed in table 4.1,
and simulations done at the material point with the calibrated model are shown in Figure
4.7 and Figure 4.8.
Table 4.1: Parameters of the rate-dependent micro-macro model of salt calibrated against
the results of the small loading cycles at 0% and 3.8% permanent axial strain.
Mechanical properties Crack geometry
Km Gm CK CG β c α
GPa GPa − − − µm o
17.0 10.5 0.9 0.6 0.7 4.8 60
When the permanent axial strain εa is 0%, no sliding cracks develop. Brine is isolated
in the inclusions, and there is no brine film on the grain boundary to facilitate the pressure
solution process. The simulation results show that the stress/strain curves obtained for the
small loading cycles C1, C2 and C3, conducted at different loading rates, are superimposed,
which indicates that the effects of chemical reactions are negligible (Figure 4.7). In Figure
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Figure 4.7: Model calibration against the results of the small loading cycles at a permanent
axial strain εa = 0%. Solid lines: simulation results. Dashed lines: experimental results.
4.8, we do not calibrate the deformation of salt rock during the intervals between each small
loading cycles. In the simulation, each small loading cycle is moved to the corresponding
small cycle in the tests. According to Figure 4.8, our model can well capture the stiffness
reduction and hysteresis evolution of salt rock, which are observed in the tests.
Figure 4.9a presents the development of local normal contact stress on the segments n1
and n2 of a crack surface in one of the inclusion families, during the small loading cycles
performed at a permanent axial strain of 3.8 %. Initially, during C1, the compressive normal
stress on segment n1 (σ1n) is much larger than the compressive normal stress on segment n2




n decreases. During the unloading phase of C2,
σ1n gets equal to σ
2
n (intersection of the red dashed line and the red solid line in Figure 4.9a).
Then, the chemical shear strain γc starts to decrease as shown in Figure 4.9b. The loading
rate in C3 is 1/10 of the loading rate of C2, and the duration of C3 is 10 times that of C2.
γc is 2.0 × 10−4 when ∆εa reaches its maximum value in C3, which is only four times of
γc when ∆εa reaches its maximum in C2 (0.5 × 10−4). This is because the chemical shear
strain rate is controlled by the difference between σ1n and σ
2
n. As a result, during the cyclic







































































Figure 4.8: Model calibration against the results of the small loading cycles at a permanent
axial strain εa = 3.8%. Solid lines: simulation results. Dashed lines: experimental results.
4.5 Sensitivity analysis
In this section, we investigate how sensitive the deformation of the REV is to the geometry
of the crack plane (thickness of crack c and roughness angle α) and to the volume fraction
of the inclusion families. The angle between the direction of the crack planes and the
horizontal direction is set equal to 60o. The loading rate is 3 × 10−6 /s. The mechanical
properties calibrated above are adopted (see Table 4.1).
According to Figure 4.10, a thinner crack thickness results in larger chemical strain and
larger deformation at REV scale, which is consistent with Equation 4.11. A thinner sliding
crack provides a shorter diffusion path from the crack plane segment with large normal
stress to the crack plane segment with small normal stress. More salt mineral is dissolved
at the grain contacts, and the shear displacement increases. When c is larger than 8 µm,
hysteresis increases when c decreases, because the dissolution rate is higher at the grain
contacts. When c is very small (i.e. c = 2 µm), the stress of inclusions is redistributed very
rapidly. As a result, chemical strain develops in the direction opposite to the sliding, and
hysteresis reduces.

































(a) Normal stress on crack segments

















Figure 4.9: Local normal stress and chemical strain in a representative inclusion family.
The orientation of crack plane is 25o
and hysteresis increase with α. When α is larger than 45o, the influence of α is not obvi-
ous. A larger roughness angle α decreases the diffusion path of salt ions, which enhances
the shear strain of the inclusions. In addition, the roughness angle α also controls the dif-
ference in normal stress σ1n − σ2n. When α is very small, the orientations of segments n1
and segments n2 are very close (Figure 4.5b). The difference of normal stress becomes
negligible, so that the shear strain rate of the inclusion is very small.
Figure 4.12 shows the stress-strain relationship of salt rock with different volume frac-
tions of inclusions. The volume fraction φc does not influence the local chemical shear
strain rate in the inclusions. However, φc controls the effect of local strains on the macro-
scopic deformation of the REV, including the elastic strain (Equation 6.35) and the chemi-
cal strain induced by pressure solution (Equation 4.16). The larger the volume fraction φc,
the larger the REV deformation and the larger the hysteresis.
4.6 Energy dissipation
The hysteresis and the residual strain observed in the tests indicate that energy is dissipated
during the loading and unloading cycles. In this section, we analyze the energy dissipated
by pressure solution at sliding crack faces for a loading rate is 3 × 10−6 /s. Figure 4.13a
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c = 2 m
c = 4 m
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c = 16 m
(a) Axial strain




























c = 2 m
c = 4 m
c = 8 m
c = 16 m
(b) Radius strain
Figure 4.10: Influence of crack thickness on stress/strain relationship. The total volume
fraction of the inclusions, φc, is equal to 50%. The roughness angle α is set equal to 60o.
presents the external work input to the salt rock REV for different sliding cracks thick-
nesses. The roughness angle α is set equal to 60o, and the total volume fraction of the
inclusions, φc, is equal to 50%. In each cycle, the specimen is unloaded after the maximum
differential stress reaches 6 MPa. Therefore, the maximum external work ever provided to
the REV can be calculated by multiplying the maximum axial strain by 6 MPa.
As can be seen from Figure4.13, a smaller crack thickness c is accompanied by a faster
pressure solution process at the crack faces, which enhances the local chemical strain and
the maximum strain. As a result, the smaller crack thickness c, the larger maximum external
work at the REV scale. When c is large (c >15 µm), the rate of pressure solution is too
small to influence the chemical strain and trigger any hysteresis. When c is small (c < 2
µm), the pressure solution process is so fast that stress is redistributed quasi-instantaneously
in the salt REV during the loading. The maximum strain of salt rock is not influenced by
pressure solution. Little energy is dissipated during the loading cycle when c is large or
small, because hysteresis is negligible.
Figure 4.14a shows the external work provided to the salt rock REV for different vol-
ume fractions of sliding inclusions. The roughness angle α was set equal to 60o. The
crack thickness c was set equal to 4.8 µm. Figure 4.14a shows that a higher volume frac-
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Figure 4.11: Influence of crack subsurface angle on stress/strain relationship. The total
volume fraction of sliding inclusions, φc, is equal to 50%. The crack thickness c was set
equal to 4.8 µm.
tion of sliding inclusions magnifies the effects of chemical strain in the inclusions, which
facilitates the accumulation of chemical strain at the REV scale. As a result, the both max-
imum external work and dissipated energy increase with the volume fraction of the sliding
inclusions.
To summarize, pressure solution can induce significant hysteresis, which may reduce
the efficiency of geological storage facilities that are loaded cyclically, such as Compressed
Air Energy Storage (CAES) caverns. From the analysis above, we conclude that CAES
is most efficient in undamaged salt rock with only a few sliding cracks, or in salt rock
where the pressure solution rate is large (small crack thickness c), or in salt rock where the
pressure solution rate is very small (large crack thickness c).
4.7 Conclusions
In this chapter, a chemo-mechanical homogenization framework is proposed to capture
the rate-dependent behavior of salt rock during cyclic compression loading. The shear
displacement of sliding cracks is related to the mass of salt ions that diffuse along the crack
surface. The rate of diffusion is governed by the equations of the pressure solution theory.
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Figure 4.12: Influence of the volume fraction of inclusions on stress/strain relationship.
The roughness angle α was set equal to 60o. The crack thickness c was set equal to 4.8 µm.
The REV is viewed as a solid salt matrix than contains spherical inclusions, which each
contain a sliding plane. The sliding plane is endowed with an orientation, a crack thickness
and a roughness angle. The inclusions’ shear deformation induced by pressure solution
define the inclusions’ chemical eigenstrain. The relationship between the inclusion-scale
stresses and strains and REV scale stresses and strains is established by using Mori-Tanaka
homogenization scheme.
This rate-dependent homogenization model is calibrated against cyclic compression
tests conducted by our collaborators at Texas A&M University. It is noted that a lower
loading rate and/or a larger number of sliding cracks enhances stiffness reduction and hys-
teresis. Sensitivity analyses show that thinner sliding planes (i.e. thinner brine films) en-
hances stiffness reduction and accelerate stress redistributions in the inclusions. Higher
roughness angles lead to an increased difference of normal stress on the different segments
of the crack plane and to a reduced diffusion path, which both lead to enhanced stiffness
reduction and enhanced hysteresis. The larger the volume fraction of the inclusions, the
larger the REV deformation and the larger the hysteresis ) this is because a higher number
of sliding cracks amplifies the effects of the local shear strains driven by pressure solution.
The proposed model is the first model that explains the rate dependent behavior of salt.
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Figure 4.13: Influence of inclusions’ crack thickness on energy dissipation. The roughness
angle α is set equal to 60o. The total volume fraction of the inclusions, φc, is equal to 50%.
This study sheds light on the design of the geological storage under cyclic unloading, and
helps to improve the energy efficiency.
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Figure 4.14: Influence of the volume fraction of the inclusions on energy dissipation. The






Bedrock weakening is of wide interest because it influences landscape evolution, chem-
ical weathering, and subsurface hydrology. A longstanding hypothesis states that bedrock
weakening is driven by chemical weathering of minerals like biotite, which expand as they
weather and create stresses sufficient to fracture rock. In Chapter 5, we build on recent
advances in rock damage mechanics to develop a model for the influence of biotite weath-
ering on bedrock damage, which can be thought of as the concentration of micro-cracks
in bedrock. We use this model to explore how the abundance, aspect ratio, and orientation
affect the time-dependent evolution of damage during biotite weathering. Our simulations
suggest that biotite abundance and aspect ratio of biotite have a profound effect on the evo-
lution of bedrock damage during biotite weathering. These characteristics exert particularly
strong influences on the timing of the onset of damage, which occurs earlier under higher
biotite abundances and smaller biotite aspect ratios. Biotite orientation, by contrast, exerts
a relatively weak influence on damage. Our simulations further show that damage devel-
opment is strongly influenced by the boundary conditions, with damage initiating earlier
under laterally confined boundaries than under unconfined boundaries. These simulations
suggest that relatively minor differences in biotite populations can drive significant dif-
ferences in the progression of rock weakening. In this study, we collaborate with Ken L.
Ferrier at University of Wisconsin Madison, Nicole West at Central Michigan University,
and Dai Sheng Georgia Institute of Technology, and the work is accepted for publication
at the Journal of Geophysical Research - Earth Surface with the title ”Mineral weathering
and bedrock weakening: Modeling microscale bedrock damage under biotite weathering”.
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CHAPTER 5
MICRO-MACRO MODEL OF GRANITE BEDROCK WEAKENING BY
BIOTITE WEATHERING
Many weathering profiles contain a layer of fractured, chemically weathered material be-
tween bedrock and soil that retains much of the character of the parent bedrock. This layer
is variously referred to as saprolite, saprock, or weathered rock (e.g., [156, 157]), and for
simplicity in this study we refer to it as saprolite. Understanding the controls on this layer
is of wide interest because of its role in landscape evolution (e.g., [158]), nutrient supply
(e.g., [159]), landslide hazards (e.g., [160]), and the global carbon cycle [161, 162].
A leading hypothesis posits that saprolite production is dominantly controlled by chem-
ical weathering of Fe-bearing minerals, which expand as they weather and create stresses
sufficient to strain and weaken rock under certain mineralogical conditions. Previous stud-
ies have investigated this hypothesis using models to compute fracture size from the strain
energy generated by mineral expansion, which provide an important constraint on the net
change in fracture size after weathering [163, 164, 165, 166, 167, 168, 169]. To date, how-
ever, no model has been developed for the transient weakening of bedrock under a continu-
ally evolving mineral chemical weathering field, which limits our ability to understand the
coevolution of chemical weathering and bedrock weakening.
In the past few years, advances in rock damage theory have improved our understand-
ing of the damage done by mineral chemical weathering. At the same time, advances in
numerical modeling have improved the implementation of chemo-mechanical damage pro-
cesses in coupled thermodynamic models. For example, recently developed hydro-chemo-
mechanical models have been used to predict damage in sandstones [170] and rock pillars
[171]. Similarly, new thermodynamic models have successfully captured the dissolution
of iron-bearing minerals to study the mechanical stability of abandoned mines [172, 173].
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An analogous model was applied to explain the reduction of fracture aperture in granites
subject to hydrothermal dissolution and precipitation [174]. Subcritical cracking, the pri-
mary bond-breaking process for the near surface rock [175], and brittle creep models have
been successfully used to predict delayed failure in a variety of lithologies [176, 177, 178]
and to simulate borehole spalling and breakout [179]. So far, however, no model accounts
for both the effects of chemical reactions on rock stiffness and strength and the effects of
fracturing on chemical weathering. The model proposed here provides a first step toward
overcoming this limitation.
List of Symbols
a Long axes of the spheroidal mineral inclusions
Ai Concentration tensor of the component i
Aoi Concentration tensor of the matrix component
α Damage constitutive parameters
β Damage constitutive parameters
c Short axes of the spheroidal mineral inclusions
Chom Homogenized stiffness of the REV
Ci Stiffness of the component i
Co Stiffness of matrix
Dij Influence tensor
δij Kronecker delta
εa Total strain of inclusions in the direction of long axes
εc Total strain of inclusions in the direction of short axes
εi Local total strain of component i
εm Strain field in the matrix
εcc Chemical strain of inclusions in the direction of short axes
εci Local chemical strain of component i
εv Volumetric strain of the REV
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ε̄ Strain of the REV
fd Damage criterion
φa Volume fraction of component i
g Gravitational acceleration
h Depth of the bedrock
I Fourth-order identity tensor
k0 Damage initiation threshold
k1 Damage hardening parameter
K Ratio between the horizontal and vertical stresses on the bedrock
λ Lamé constants of the non-damaged matrix
µ Lamé constants of the non-damaged matrix
n Number of components in the REV
νm Molar volume of weathered biotite
θ Orientation of long axis from the horizontal
Q Number of moles of weathered biotite in the REV
R Weathering rate of biotite per unit mineral surface area
ρ Density of bedrock
S Total biotite surface area within the REV
σi Local total stress of component i
σh Lateral boundary stress applied on the bedrock
σv Vertical stress applied on the bedrock
σ̄ Stress of the REV
t Weathering time
ttag Time until damage initiation
ηi Chemical weathering strain of component i
Vmineral Volume of unweathered mineral
V wmineral Volume of weathered mineral
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Vb Volume of unweathered biotite
Vb,initial Initial volume of biotite
V wb Volume of weathered biotite
Yd Damage driving force
Ψs Helmholtz free energy of the REV
Ω Damage variable
5.1 A chemo-mechanical model of bedrock strain and damage at the REV scale
In the following, we formulate a model for the influence of biotite weathering on strain and
damage in a bedrock REV, which is ∼100-1,000 times larger than the modeled biotites by
length. We represent the bedrock as a two-phase material consisting of ellipsoidal biotite
inclusions embedded in a homogeneous matrix. As we describe below, this representation
is useful because it permits calculation of the evolving deformation and damage fields
within the REV. The model consists of two sub-models: one for biotite deformation at the
crystal scale (Section 5.1.2, which depends on a parameterization for biotite weathering
rate in Section 5.1.1), and a Continuum Damage Mechanics (CDM) model for the evolution
of damage and stiffness of the matrix (Section 5.1.3). Both models are coupled within a
homogenization scheme (Section 5.1.4). Here we give an overview of each part of the
model.
5.1.1 Parameterization of biotite expansion during weathering
Our first goal is to capture the behavior of biotite weathering at the crystal scale (∼0.1-
1mm). Biotite is an easily weathered sheet silicate that can undergo a number of trans-
formations from unweathered biotite to altered biotite to 2:1 clays (e.g., vermiculite and
smectite) to 1:1 clays (e.g., kaolinite and halloysite), depending on the intensity of the
weathering environment [19, 180, 181, 182, 164]. During weathering, biotite expands in
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the direction normal to its sheets, exerting stress on the surrounding matrix [183, 184].
Biotite expansion can occur by multiple mechanisms. First, interlayer potassium cations
can be replaced by hydrated magnesium cations, which thickens a single biotite layer from
10 Å to 14 Å, and induces minimal changes in the layer’s lateral dimensions (e.g., [183]).
Second, Fe2+ cations can be oxidized into Fe3+, producing altered biotite with an expan-
sion of the (001) d-spacing from 10 Å to 10.5 Å [181]. The first of these mechanisms
involves the greatest volume expansion and therefore has the greatest potential to damage
rock. In this study we thus restrict our attention to this mechanism, following previous
studies [164, 165].
To capture the expansion of biotite during weathering, we begin with a parameterization




Here Q (mol) is the number of moles of weathered biotite in the REV, R (mol m−2 s−1)
is the weathering rate of biotite per unit mineral surface area, and S (m2) is the total bi-
otite surface area within the REV. Since weathered biotite is produced at the expense of
unweathered biotite, Q is equivalent to the number of moles of biotite that are lost during
biotite weathering.
We adopt a parameterization for R as a decreasing power-law function of time, follow-
ing empirical observations of biotite weathering [185]:
R = 3.001× 10−5 t−0.603 (5.2)
in which the time (t) is the time since the onset of weathering, expressed in years. This
equation is a highly simplified parameterization for biotite weathering that nonetheless
captures one of its key characteristics: the decline in reactivity over time. It is beyond
the scope of this study to investigate the model’s sensitivity to environmental parameters,
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but we note that this part of the model could to be modified to do so. Different parame-
terizations for biotite weathering can be applied here to investigate the model’s sensitivity
to a variety of factors, including porewater solute concentrations [186], dissolved oxygen
concentrations [163], pH [187] and temperature [188].
We use the weathered biotite production rate to calculate the rate of change of the
volume of weathered biotite Vw (m3) in the bedrock REV, which we assign a value of zero







Here vm is the molar volume of weathered biotite: vm = 2.10×10−4 m3 mol−1. Changes in
Vw are calculated by integrating Equation 5.3 over time.
The time-varying value of Vw is useful because it permits the calculation of the evolu-
tion of the chemically-driven strain fields in the biotite inclusions (Section 5.1.2), which
in turn permits the calculation of the evolution of the bedrock REV’s mechanical prop-
erties (Section 5.1.4). Since the transformation of biotite into weathered biotite involves
minimal changes in the biotite layers’ lateral dimensions, the change of volume of the bi-
otite crystals translates into a unidirectional deformation. This deformation, at the crystal
scale, occurs independently from the mechanical interactions with the adjacent matrix, and
independently from the boundary conditions in the far field.
5.1.2 A crystal-scale model of biotite expansion
We begin the crystal-scale model of biotite expansion by representing biotite crystals as
oblate spheroids. This differs from the geometry of biotite crystals in nature, which are
closer in shape to rectangular prisms than oblate spheroids. This geometric approximation
is useful because it allows us to capture several essential characteristics of biotite weath-
ering and bedrock damage. First, it captures the fact that biotites tend to be relatively flat,
thinner in one dimension than in the other two. Second, it allows us to represent biotite
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expansion as a change of mineral aspect ratio without changing the mineral’s length along
its long axis. Third, it permits us to develop an analytical closed formulation based on
Eshelby’s theory [91] to calculate the spatial and temporal evolution of the rock’s strain,
stress, and damage fields. This would not be possible if the biotites were represented as
rectangular prisms, which would have nonuniform stress and strain fields.
(a) Schematic of the REV (b) Schematic of the inclusion
Figure 5.1: Schematic of the crystal-scale weathering model.
Schematic representations of the biotite inclusion and of the REV are shown in Figure
5.1. We define a and c to be the long and short axes of the spheroidal biotite inclusions,
respectively. Note that these definitions of a and c are not the same as the crystallographic
a and c axes, which are not directly relevant for our model; instead, the key characteristic
here is that biotite weathering drives expansion only in the c direction. During weathering,
the modeled biotite inclusions remain oblate spheroids, but their aspect ratio a/c decreases
over time due to chemically-driven expansion in the c direction. We assume that a remains
constant during weathering, such that the chemically-driven strain in the a-direction (εca)
is 0.
For notational clarity, we distinguish between chemically-driven strain, which is di-
rectly generated by biotite expansion, and total strain, which is the combination of chemically-
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driven strain and additional strain induced by the mechanical responses of the matrix and
the biotites. We denote the chemical strain with the subscript c followed by a second sub-
script indicating the direction of strain (e.g., εca), and we denote the total strain by a single
subscript indicating the direction of strain (εa).
The volume of a biotite inclusion increases during weathering from its initial volume
Vb,initial to the sum of Vw and the remaining unweathered biotite volume, Vb. Since the
transformation of a layer of biotite into a layer of weathered biotite increases the layer’s
thickness by a factor of 1.4, the remaining unweathered biotite volume can be written as
Vb = Vb,initial − Vw/1.4. Use of this expression for Vb permits the chemical strain in the








In the case of complete biotite weathering, for example, Vw would be 1.4Vb,initial, and εcc
would be 0.4. This is the upper limit on εcc.
We are unaware of measurements of the elastic behavior of weathered biotite. Linear
elastic moduli of biotite and vermiculite (not weathered biotite) were published in [189]
and [190]. Based on this, we assume that weathered and unweathered biotite crystals are
linear elastic materials, and that inelastic effects are accounted for via the chemical strain
of the inclusion. We consider that the inclusions have an isotropic mechanical behavior, by
analogy to the mechanical behavior of salt crystals and amorphous solid crystals such as
quartz [191, 153, 192]. The elastic moduli of unweathered and weathered biotite we adopt
in this model are reported in Table 5.1. For times in which a biotite crystal is partially
weathered, we calculate the elastic moduli of the partially weathered inclusion as the volu-
metric average of the moduli of the unweathered part of the inclusion (which has a volume
of Vb) and of the moduli of the weathered part of the inclusion (which has a volume of Vw).
This approximation assumes that the subscale strain field is uniform.
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5.1.3 Damage model for the matrix
Biotite weathering results in the volume expansion of inclusions embedded in a rock matrix
constrained by far field stresses. The accumulation of chemical eigenstrains in the inclu-
sions results in stress concentrations in the rock matrix around them. If the latter exceeds
the strength of the matrix, micro-cracks initiate and the stiffness and strength of the ma-
trix decrease. We model micro-crack propagation with a Continuum Damage Mechanics
(CDM) model, in which the damage variable (the scalar Ω) can be thought of as the cracks’
volume fraction in the matrix. To ensure the symmetry and positivity of the damaged stiff-
ness tensor, and to ensure that the non-damaged behavior of the matrix is linear elastic, we




λ(trεm)2 + µtr(εm · εm) + αtr(εm)tr(Ωεm) + 2βtr(Ωεm · εm) (5.5)
where λ and µ are the Lamé constants of the non-damaged matrix, α and β are damage
constitutive parameters and εm refers to the strain field in the matrix. α and β control the
effects of damage on the reduction of λ and µ respectively. In our CDM approach, damage
occurs when a damage criterion fd exceeds a critical value. The damage criterion depends
on both the so-called damage driving force, Yd, and the damage itself [194, 195, 1]. This
captures the observation that more energy is required to induce new damage in a more




− (k0 + k1Ω) (5.6)
where ko is the damage initiation threshold and k1 is a damage hardening parameter. The





= −αtr(εm)tr(εm)− 2βtr(εm · εm) (5.7)
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During the initiation and propagation of damage, the consistency conditions hold (i.e.,
the state of stress is on the elastic/damage boundary, and stays there: ḟd = 0 and fd = 0),
which allows calculating the damage rate as follows:
dΩ
dt










if fd = 0 (5.8)
5.1.4 A homogenization scheme for bedrock strain and damage at the REV scale
The last component of the biotite weathering model is designed to compute the evolution of
the bedrock REV stiffness tensor over time. For this, we used a Mori-Tanaka homogeniza-
tion scheme [97], which is similar to the homogenization scheme discussed in 4.3. In our
application of the Mori-Tanaka homogenization scheme, each biotite inclusion is assigned
an aspect ratio and an orientation θ relative to horizontal, and is embedded in a solid matrix
of infinite extent (Figure 5.1).
The REV consists of two phases: biotite and matrix. The matrix is a single homoge-
neous phase, while the biotite phase may contain an infinite number of inclusion orienta-
tions and aspect ratios. For simplicity in our simulations, we apply the same aspect ratio
and orientation to groups of biotite inclusions, as this facilitates exploration of biotite char-
acteristics on bedrock weakening. To describe the groups of biotite inclusions that share the
same aspect ratio and orientation, we introduce the term “inclusion set”. We apply the term
“component” to each constituent in the REV. In this terminology, the matrix is one compo-
nent, each biotite inclusion set is a component, and together all components constitute the
entirety of the REV.
In the ith component, the local stress σi is determined by the local strain εi and of the
local eigenstrain ηi. In this study, ηi is the chemical weathering strain εcci , so that we have
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[154]:
σi = Ci : εi − Ci : ηi (5.9)
where Ci is the fourth-order stiffness tensor of the i-th phase, and σi, εi, and ηi are all
second-order tensors.
The homogenized stiffness Chom of the REV is the volume average of the stiffness of
all components Ci multiplied by the component-specific concentration tensor Ai, which is




φiCi : Ai (5.10)
where n is the number of components in the REV (i.e., the number of biotite inclusion sets
plus one, for the matrix) and φi is the volume fraction of component i.
In the Mori-Tanaka scheme, the stiffness of the infinite medium Co is equal to the matrix
stiffness (which depends on damage Ω in the present model). Pi is a fourth-order tensor
specific to each biotite inclusion. The full expression of Pi, given in [92], depends on the
orientation and aspect ratio of the ellipsoidal inclusions of component i as well as on the
matrix stiffness Co.
The REV stress σ̄ is related to the REV strain ε̄ and of the eigenstrain of each component
[155], as follows:
σ̄ = Chom : ε̄−
n∑
i=1
φiCi : ηi : Ai (5.11)
On the right side of Equation 4.16, the first term (Chom : ε̄) is the linear elasticity relation for
a homogeneous medium, while the second term describes how the REV stress is modified
by the chemical weathering strain of each component in the REV.
The strain field in each component (noted εi) is expressed as a function of the macro-
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scopic strain field and to the eigenstrains of that component, as follows:




where Dij is given in Equation 4.18.
5.1.5 Resolution algorithm for the homogenization scheme
We use the Mori-Tanaka homogenization scheme to upscale the microscopic stresses and
strains in the biotite inclusions and in the matrix to the REV scale. At each time step, the
matrix stiffness Cto and the thickness ct and radius at of the biotite inclusions are considered
as input variables because they are calculated at the previous time step. The total volume
of biotite before the weathering from t to t + δt occurs (V tb ) is obtained from c
t and at.
In the proposed algorithm (illustrated in Figure 5.2), the volume of weathered biotite V tw
is first calculated by substituting Eq. 5.1 and 5.2 into Eq. 5.3. Then, the chemical strains
εtcc,i (i.e., the eigenstrains η
t
i) are updated by using Eq. 5.4, while the stiffness of biotite
inclusions Cti is calculated by using a volume average approximation. At the REV scale,
the strain concentration tensor Ati and the influence tensor D
t
ij are calculated, based on the




ij , the homogenized
stiffness Cthom is updated by means of Eq. 6.35. Next, the unknown components of the
macroscopic stress σ̄ and of the macroscopic strain ε̄ are calculated with Eq. 4.16, with the
given boundary stress and strain conditions. The stresses σti and the strains ε
t
i in each phase
are then calculated by using Eq. 4.12 and Eq. 4.17. The matrix damage Ωt+1 is updated
from the strain of the matrix phase. Ωt+1 is then used to update the stiffness of the matrix
Ct+1o for the next time step. Then, inclusion shape parameters ct+1 and at+1 are calculated
from the strain of each inclusion εti, and their values are stored for the next time step.
To summarize, the model developed in Sections 5.1.1-5.1.4 allows calculating the tran-
sient evolution of microscopic damage in bedrock. This is driven by the deformation of
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Figure 5.2: Resolution algorithm for the proposed homogenization scheme. See the text
for the definitions of the variables in this figure.
biotite inclusions under a biotite weathering rate that decreases over time. This deforma-
tion, called eigenstrain, changes the states of stress and strain in the matrix, which in turn
influences the state of stress in the biotite inclusions. These stress and strain changes are
used to predict the initiation and propagation of damage induced by micro-cracks when
the matrix strains (which are related to the matrix energy release rate) exceed a certain
threshold.
5.2 Results: Simulation of bedrock damage by biotite weathering
To explore the effects of biotite characteristics (abundance, orientation, and aspect ratio)
and boundary conditions on bedrock damage, we conducted a range of simulations with
the model presented in Section 5.1. To do this, we simulated bedrock weathering at the
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material point, which is at the centroid of the REV and defines our scale of observation.
The bulk and shear moduli of biotite, vermiculite and matrix material are listed in Table 5.1
[189, 190]. We adopt values for the matrix similar to those in quartz and feldspar, such that
the resulting rock behaves as a mixture of quartz, feldspar, and biotite, similar to a granite
[196].
According to [197], the maximum damage threshold above which the proposed CDM
model is no longer valid is 0.2 (above this threshold, the model would have to be improved
to account for the presence of micro-cracks that interact). We thus stopped the simulations
whenever damage grew as high as 0.2.
Table 5.1: Mechanical parameters in bedrock
Biotite Vermiculite Matrix
Kb µb Kv µv Km µm k0 k1 α β
76700 41600 13824 5300 60700 31300 0.11 2.2 −16000 −31000
K∗ and µ∗ are respectively the bulk modulus and shear modulus. All parameters are in MPa.
[189, 190, 196]
5.2.1 Influence of boundary conditions
During biotite weathering, the evolution of rock damage is influenced by the boundary
conditions imposed on the REV because they influence the evolution of stress and strain
within the biotites and the matrix. To assess the influence of the boundary conditions on
bedrock weakening, we ran a series of simulations with identical biotite characteristics and
a range of boundary conditions. In these simulations, biotite abundance is 15% (typical
in granite), all biotite inclusions have the same initial aspect ratio a/c = 3, and all biotite
inclusions are aligned with their long axis (a) oriented at θ = 30◦ from the horizontal. The
REV thus contains only two components in these simulations: the matrix and one biotite
inclusion set.
For the vertical boundary condition, we consider a bedrock REV at depth h subjected to
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a vertical stress σv = ρgh, where ρ is the average density of the overlying material (sapro-
lite and soil) and g is gravitational acceleration (9.8 m s−1). For the horizontal boundary
condition, we consider two end-member cases, which we refer to as the proportional stress
boundary condition and the oedometric boundary condition (Figure 5.3). In the propor-
tional stress boundary condition, the REV is constrained horizontally by a lateral boundary
stress σh = Kσv. Here the lateral boundary stress is proportional to the overburden, and
K is the ratio between the horizontal and vertical stresses. In the oedometric condition,
the REV is constrained to have zero horizontal displacement at the lateral boundaries. This
mimics the boundary conditions in so-called oedometer deformation tests in the laboratory,
which in nature would be analogous to exceptionally rigid lateral boundaries. We use the
proportional stress and oedometric boundary conditions in the following simulations be-
cause they represent two end-member scenarios; it is expected that biotite weathering will
have the lowest (respectively highest) influence on matrix damage under the proportional
stress (respectively oedometric) boundary conditions.
(a) Proportional stress condition (b) Oedometric condition
Figure 5.3: Schematic of the boundary conditions.
Figure 5.4 shows eight simulations that illustrate the sensitivity of bedrock evolution to
the boundary conditions. Each simulation shows how strain within biotites (Figures 5.4a
and 5.4b) generates strain in the surrounding matrix (Figure 5.4c), which in turn generates
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damage (Figure 5.4d). Here, εc and εa denote the strains within biotite inclusions in the
directions of inclusion thickness c and inclusion radius a, respectively (Figure 5.1). We
note εv the volumetric strain of the bedrock REV.
For each of the proportional stress and oedometric boundary conditions, we conducted
four simulations at overburden stresses of σv = 19.6, 196, 1,960, and 19,600 kPa. For an
overburden density of 2000 kg m−3 [198], these correspond to depths of ∼1, 10, 100, and
1000 m. In the simulations with the proportional stress conditions, we assign a value of
K = 0.5 for the stress coefficient [199]. In simulations with the oedometric conditions,
lateral boundary stresses are not imposed because they evolve under the constraint of no
lateral displacement at the boundary.
The simulations are initialized without eigenstrain in the inclusions and without damage
in the matrix. We then calculate the weathering rate and the volume of weathered biotite
for each inclusion set at each incremental time step. The strain and stress fields of each
component of the REV and of the REV overall are then updated. If the matrix energy
release rate exceeds the damage threshold, then the damage of the matrix is updated from
the consistency conditions. We stop the simulations when the matrix damage Ω reaches 0.2,
which is the critical value above which the continuum assumption underlying our model is
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(d) Damage in the matrix
Figure 5.4: Influence of boundary conditions on strain and damage: effect of vertical stress.
a. Biotite strain in the thickness direction c (εc) increases over time and shows negligible
sensitivity to depth and boundary conditions (proportional stress vs. oedometric boundary
conditions). b. Biotite strain in the transverse direction (εa) is ∼100 times smaller than
εc. It exhibits contraction under the proportional stress condition, expansion under the oe-
dometer condition, and negligible sensitivity to depth. c. Volumetric strain in the bedrock
REV (εv) is small (< 1%) and exhibits negligible sensitivity to depth and only minor sensi-
tivity to boundary conditions. d. The time until damage initiation is noted as tlag. Bedrock
damage (Ω) initiates hundreds of years earlier under the oedometric condition than under
the proportional stress condition, and exhibits minor sensitivity to depth. In each simu-
lation, initial biotite abundance was 15%, initial biotite aspect ratio was 3, and the initial
orientation of all biotite a-axes were 30◦ relative to the horizontal.
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To further investigate the effects of boundary conditions, we conducted six more simu-
lations under the proportional stress condition and a range of values for the stress coefficient
K, which controls the magnitude of the horizontal boundary stresses relative to the vertical
boundary stress. In each of these simulations the vertical boundary stress σv is set to 196
kPa, roughly equivalent to 10 m of overburden with density 2000 kg m−3.
Figure 5.4 shows that bedrock damage (Ω) initiates hundreds of years earlier under the
oedometric boundary condition than under the proportional stress boundary condition, and
exhibits minor sensitivity to depth. Figure 5.5 shows that strain and damage are insensitive
to the choice of K. All six simulations, with values of K ranging from −1 (lateral tension)
to 10 (strong lateral compression), are indistinguishable from one another in Figure 5.5. For
comparison, Figure 5.5 also shows one simulation under the oedometric condition (dashed
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(d) Damage in the bedrock matrix
Figure 5.5: Effect of the stress coefficient (K) on strains and damage under the proportional
stress boundary condition. a. Biotite strain in the thickness direction (εc) shows negligible
sensitivity to K. b. Biotite strain in the transverse direction (εa) also shows negligible
sensitivity to K. c. The REV volumetric strain (εv) is small (< 1%) and exhibits negligible
sensitivity to K. d. Bedrock damage (Ω) exhibits minor sensitivity to K. In each simu-
lation, the initial biotite abundance was 15%, the initial biotite aspect ratio was 3, and the
initial orientation of all biotite a-axes were 30◦ relative to the horizontal.
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5.2.2 Influence of biotite abundance
To illustrate the effects of biotite abundance on bedrock damage, we show the results of
three simulations with biotite abundances of 5, 10, and 15% by volume. In each simulation
the vertical boundary stress is 196 kPa, equivalent to a depth of 10 m under material with
a density of 2000 kg m−3, typical of saprolite. Since strain and damage are relatively
insensitive to lateral stresses at that depth (Figure 5.5), K is set to 0.5 in all simulations
under proportional stress. The initial aspect ratio of biotite inclusions was set to 3 and all
biotite inclusions were aligned at θ = 30◦, like in the simulations in Section 5.2.1.
Fig. 5.6 shows the influence of biotite abundance on strains and damage under the pro-
portional stress boundary condition. Figure 5.6a reveals that biotite abundance has only
negligible effects on biotite expansion in the direction of biotite thickness, with marginally
greater biotite expansion at higher biotite abundance. Radial biotite shrinkage is small
(< 0.3%) but grows larger at lower biotite abundances (Fig. 5.6b). Figure 5.6c shows
that the REV strain εv increases with biotite abundance, and Figure 5.6d shows that dam-
age initiates earlier in rocks with higher biotite abundances. The damage accumulation rate
does not depend on biotite abundance (i.e., the damage evolution curves are parallel to each
other in Fig. 5.6d). For comparison, Figure 5.7 presents an additional set of simulations
that show that biotite abundance has similar effects on strain and damage under oedometric
boundary conditions. Relative to the proportional stress boundary conditions, the oedomet-


























































































(d) Damage in the bedrock matrix
Figure 5.6: Effect of biotite abundance (AB) on strains and damage under the proportional
stress boundary condition. a. Biotite strain in the thickness direction (εc) increases over
time and shows negligible sensitivity to abundance until the initiation of damage. b. Bi-
otite strain in the transverse direction (εa) exhibits larger contraction in rocks with lower
biotite abundances. c. The REV volumetric strain (εv) increases with biotite abundance.
d. Bedrock damage (Ω) initiates earlier at higher biotite abundances. In each simulation,
the initial biotite aspect ratio was 3, the depth of the bedrock was 10 m, and the initial





























































































(d) Damage in the bedrock matrix
Figure 5.7: Effect of biotite abundance (AB) on strains and damage under the proportional
stress boundary condition (“Prop”) and the oedometric boundary condition (“Oedo”). a.
Biotite strain in the thickness direction c (εc) increases over time and shows negligible
sensitivity to abundance for both proportional stress and oedometric boundary conditions.
b. Biotite strain in the transverse direction (εa) exhibits less contraction under oedometric
boundary conditions. c. The REV volumetric strain (εv) increases slower under oedometric
boundary conditions. d. Bedrock damage (Ω) initiates earlier under oedometric boundary
conditions. In each simulation, initial biotite aspect ratio was 3, the depth of bedrock was
10 m, the overburden density was ρ = 2000 kg m−3, and the initial orientation of all biotite
a-axes were 30◦ relative to the horizontal.
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5.2.3 Influence of biotite aspect ratio
The effect of biotite aspect ratio on strains and damage under proportional stress condition
is presented in Fig. 5.8. In all simulations, the initial biotite abundance is 15%, biotite
inclusions are initially aligned at θ = 30◦, and the vertical boundary stress is 196 kPa. We
conduct simulations under four scenarios: three in which all biotites share the same initial
aspect ratio (either 3, 6, or 9), and one with three equally abundant biotite inclusion sets,
one with an aspect ratio of 3 and the other two with aspect ratios of 6 and 9. In the first three
cases, the REV contains only two components (matrix and one biotite inclusion set), while
in the fourth case, the REV contains four components (matrix and three biotite inclusion
sets).
Figures 5.8a and 5.8b show that the deformation of biotite inclusions is almost entirely
insensitive to biotite aspect ratio. Figure 5.8c shows that volumetric expansion of the matrix
grows larger under smaller biotite aspect ratios before the threshold damage of 20% is
reached, though in all cases the volumetric strain is less than 1%. By contrast, Figure 5.8d
shows that the time to the initiation of damage is sensitive to biotite aspect ratio, especially
for simulations under the proportional stress boundary condition. Figure 5.8d further shows
that the simulation with a uniform distribution of aspect ratios (AR = 3, 6, 9) lies between
the simulations with AR = 3 and AR = 6, which suggests that inclusions of lower aspect
ratio dominate the development of damage in the matrix. For comparison, the influence
of biotite abundance under oedometric condition is presented Figure 5.9. Results show
that εc, εa, εv, and Ω all exhibit only minor sensitivity to aspect ratio under oedometric
boundary conditions. This also shows that damage initiates slightly earlier in rocks with





























































































(d) Damage in the bedrock matrix
Figure 5.8: Effect of biotite aspect ratio (AR) on strains and damage. a. Biotite strain in the
thickness direction (εc) shows negligible sensitivity to aspect ratio. b. Biotite strain in the
transverse direction (εa) exhibits minor sensitivity to aspect ratio. c. The REV volumetric
strain (εv) exhibits slightly larger expansion at smaller aspect ratios. d. Bedrock damage
(Ω) initiates earlier in rocks with biotites with smaller aspect ratios. In each simulation,
initial biotite abundance was 15%, the depth of bedrock is 10 m, and the initial orientation
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(d) Damage in the bedrock matrix
Figure 5.9: Effect of biotite aspect ratio (AR) on strains and damage under proportional
stress and oedometric boundary conditions. a. Biotite strain in the the thickness direction
c (εc) shows negligible sensitivity to aspect ratio under both proportional stress and oedo-
metric boundary conditions. b. Biotite strain in the transverse direction (εa) is close to 0
under oedometric boundary conditions. c. The REV volumetric strain (εv) exhibits minor
sensitivity to aspect ratio under oedometric boundary conditions. d. Bedrock damage (Ω)
exhibits negligible sensitivity to aspect ratio under oedometric boundary conditions. In
each simulation, initial biotite abundance was 15%, the depth of bedrock was 10 m, the
overburden density was ρ = 2000 kg m−3, and the initial orientation of all biotite a-axes
were 30◦ relative to the horizontal.
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5.2.4 Influence of biotite orientation
The third biotite characteristic we investigated is orientation. To study its effect, we con-
ducted a series of simulations under a range of biotite orientations. In each simulation, the
REV contains one set of identical biotite inclusions, which share an initial aspect ratio of 3
and an initial orientation θ of either 0, 30, 45, 60, or 90◦ (Figure 5.1b). The initial biotite
abundance in each simulation is 15%.
The solid lines in Figure 5.10 show that biotite orientation has a negligible effect on the
development of strain or damage under the proportional stress boundary condition. In each
panel of Figure 5.10, the lines for simulations at all orientations overlap with each other
within the width of the plotted line.
To illustrate the sensitivity of damage and strain to biotite orientation, we ran the same
simulations under the oedometric boundary condition. In Figure 5.10, the dashed lines
show that strain and damage are sensitive to biotite orientation under the oedometric bound-
ary condition, unlike under the proportional stress condition. Figure 5.10d shows that dam-
age initiates earlier under the oedometric boundary condition than under the proportional
stress condition, except for the simulation with θ = 0◦, which shares almost the same evo-
lution as all proportional stress simulations. This further shows that damage initiates faster







































































(d) Damage in the bedrock matrix
Figure 5.10: Effect of biotite orientation (θ) on strains and damage. a. Biotite strain in
the thickness direction (εc) exhibits minor sensitivity to orientation. b. Biotite strain in
the transverse direction (εa) shows negligible sensitivity to orientation under proportional
stress boundary conditions, and exhibits larger expansion in rocks with larger θ under oe-
dometric boundary conditions. c. The REV volumetric strain (εv) exhibits minor sensitivity
to orientation under the proportional stress boundary condition, and decreases with θ under
the oedometric boundary condition. d. Bedrock damage (Ω) initiates earlier in rocks with
larger θ under the oedometric boundary condition. In each simulation, initial biotite abun-
dance is 15%, the initial biotite aspect ratio is 3, and the depth of the REV is 10 m under
overburden with a density ρ = 2000 kg m−3.
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5.3 Discussion
The simulations in Section 5.2 provide some of the first mechanistic treatments of how bi-
otite expansion affects the transient development of bedrock damage. Despite differences
in the initial and boundary conditions between simulations, there are several common be-
haviors that emerge in all simulations: 1) Biotites thicken monotonically by a large amount
(9-20% in ∼ 103 to 104 years); 2) Biotites grow or shrink in the transverse direction by a
small amount (< 0.3%); 3) The bedrock REV volumetric strain increases monotonically
but always remains small (< 1%); 4) After the onset of biotite weathering, no damage
occurs for decades to millennia; 5) After damage initiates, it grows rapidly to the upper
threshold of 20%, where the continuum approximation breaks down and simulations are
terminated. These behaviors are modulated by the boundary conditions imposed on the
rock (Figures 5.4-5.5), as well as by biotite abundance (Figure 5.6), aspect ratio (Figure
5.8), and orientation (Figure 5.10).
The time lag between the onset of biotite weathering and the onset of damage, tlag (Fig-
ure 5.4d), is one of the key characteristics of the model behavior. Damage occurs when the
damage criterion fd exceeds 0 with the increase of strain in the matrix (Equation 5.6), while
the energy release rate controlled by the matrix strain remains below the damage threshold
at earlier times during the weathering process. This time lag tlag is of interest because it
indicates when micro-cracks start growing in the matrix. It is also the characteristic that
is most sensitive to biotite weathering in our simulations, exhibiting a range of roughly
two orders of magnitude under a range of biotite characteristics. Figure 5.11 shows that
damage initiates earlier at higher biotite abundances (Figure 5.11a), smaller aspect ratios
(Figure 5.11b), and, under oedometric boundary conditions, for biotites whose a-axes are
oriented at a larger angle compared to the horizontal (Figure 5.11c). Here we discuss why
the boundary conditions and biotite characteristics influence the development of damage
and strain.
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(a) Biotite abundance with biotite aspect ratio = 3
and θ = 30◦















(b) Biotite aspect ratio (a/c) with biotite abun-
dance = 15% and θ = 30◦















(c) Biotite orientation with biotite abundance =
15% and biotite aspect ratio = 3
Figure 5.11: The effects of boundary conditions and biotite characteristics on damage ini-
tiation: simulation results obtained with proportional stress boundary conditions (filled
circles), and with oedometric boundary conditions (open circles). In each simulation, the
depth of the REV is 10 m with K = 0.5.
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5.3.1 Sensitivity to boundary conditions
Our simulations illustrate the sensitivity of damage development to both vertical and hor-
izontal boundary conditions. Figure 5.4d, for example, shows that damage accumulates
later in deeper rocks. This is because deeper rocks have larger vertical overburden pres-
sures that more strongly counteract the inclusion strains and matrix stresses that build up
due to biotite expansion. At greater depths, damage initiates later because it takes longer
for biotite-driven stresses to overcome the overburden stress that inhibits damage. This il-
lustrates the importance of the upper boundary condition that determines the vertical stress
on the REV.
The same simulations in Figures 5.4 and 5.5 illustrate the importance of the lateral
boundary conditions. For example, in the oedometric boundary conditions simulations in
Figure 5.4c, damage initiates after a relatively short time (< 100 years) even though the
volumetric strain is still low (< 0.1%). By contrast, in the simulations under proportional
stress boundary conditions, damage initiates later (after several hundreds of years) at a time
when volumetric strain has grown several times larger (0.2 − 0.3%). This dependence on
the lateral boundary condition occurs because the strain in the matrix increases rapidly
with the expansion of biotite if the total lateral displacement is fixed. Unless all biotite
inclusions are oriented horizontally, the expansion of the biotite inclusions induces a lateral
stress in the bedrock REV. Imposing a condition of no lateral displacement on the lateral
boundaries of the REV thus induces a compressional strain in the matrix, which results into
a tensile difference of principal strains and accelerates the initiation of damage. Under the
proportional stress boundary condition, by contrast, the matrix strain build-up is relatively
slower, because the REV can expand despite the imposed lateral confinement stress.
One of the most striking results is that the lateral confining stresses under the propor-
tional stress boundary conditions do not have any influence on damage accumulation rates
(Figure 5.5). Here, applying a K value as great as 10—where lateral compressive stresses
are 10 times the overburden stress—produces only minute differences in damage develop-
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ment relative to that in simulations withK < 1 (lateral tension). This suggests that bedrock
damage during biotite oxidation is divorced from regional or topographic stresses, which
are often implicated in fracturing near surface bedrock (e.g., [201, 202, 203, 204]).
5.3.2 Sensitivity to biotite abundance
The biotite characteristic that exerts the strongest control on damage development is abun-
dance. Indeed, biotite abundance has almost as much influence on damage accumulation
as the difference between the proportional stress and oedometric boundary conditions. Fig-
ure 5.11a shows that biotite abundance has a nonlinear influence on damage development.
Increasing biotite abundance by a factor of three from 5% to 15%, for example, decreases
the time to the onset of damage by roughly a factor of ten. However, as biotite abundance
increases, further increases in biotite abundance induce progressively smaller decreases in
tlag.
As described in Section 5.1, the initiation and evolution of damage is determined by
the strain of the matrix, which depends on the double dot product of the concentration
tensor and the REV strain (Equation 4.17). Because both the concentration tensor and
the REV strain tensor are nonlinear functions of biotite abundance (Equations 6.36 and
4.16), biotite abundance has a nonlinear effect on damage development. Physically, this
non-linear behavior comes from the non-linear relationship between the weathering rate
and the weathered volume of biotite, as well as from the non-linear interaction between the
deformation field of the inclusions and that of the matrix.
5.3.3 Sensitivity to biotite aspect ratio
Like abundance, aspect ratio exerts a significant influence on damage development. Our
simulations show that biotites with smaller aspect ratios damage rock faster than biotites
with larger aspect ratios (Figure 5.11b). This effect is most apparent for the proportional
stress boundary condition, in which lateral horizontal stresses are proportional to overbur-
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den stresses. Oedometric boundary conditions, by contrast, appear to dampen the influence
of biotite aspect ratio (Figure 5.11b).
For a biotite inclusion of a given volume and fixed radius a, the c dimension (thickness)
decreases when the biotite aspect ratio a/c increases. It follows that, for a given volume
fraction of biotite inclusions in the REV, the number of expandable layers in the biotite
inclusions decreases when the aspect ratio increases. As a result, the strain rate of the
biotite inclusions also decreases when the aspect ratio increases, such that matrix strains
take longer to accumulate under the weathering of biotites with larger aspect ratios. The
consequence is that the time lag to the onset of damage increases with aspect ratio.
Figure 5.8 shows that bedrock damage is nonlinearly related to biotite aspect ratio. In
this figure, one of the simulations was conducted on bedrock with a mixture of three equally
abundant biotite inclusion sets with aspect ratios of 3, 6, and 9. If damage were linearly
related to aspect ratio, then the resulting damage would match that in the simulation for
biotites with the mean aspect ratio (6), but here it does not. Instead, its damage evolution
curve lies between the evolution curves for biotites with aspect ratios of 3 and 6. This
implies that damage propagation is dominantly controlled by biotites with small aspect
ratios under the proportional stress boundary condition.
5.3.4 Sensitivity to biotite orientation
Figure 5.10 shows that biotite orientation θ influences damage accumulation under cer-
tain boundary conditions but not others. Under the proportional stress boundary condition,
strain and damage evolve identically under all orientations. By contrast, under the oedo-
metric boundary condition, θ does affect the evolution of strains and damage.
We can gain an understanding for why this occurs by considering the end member
orientations θ = 0◦ and θ = 90◦. First consider the scenario θ = 0◦. Here, biotites
are aligned horizontally and expand in the vertical direction. Because chemically-driven
biotite expansion is perpendicular to the lateral boundaries, it is unaffected by the lateral
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boundary condition. As a result, biotite expansion produces identical matrix stresses—and
hence identical biotite and matrix strains and damage—under the proportional stress and
oedometric boundary conditions.
Now consider the opposite end member scenario of θ = 90◦. Here, biotites expand
in the horizontal direction. Under proportional stress boundary conditions, the matrix can
expand in the the lateral direction, like in the case θ = 0◦. The mechanical response of
the matrix is thus similar for θ = 0◦ and θ = 90◦. By contrast, under the oedometric
boundary condition, the matrix cannot expand laterally because it is constrained by the
fixed horizontal position of the boundary. As a result, compressive strains accumulate in
the matrix, which accelerates the initiation of damage.
We can generalize from these end member scenarios to the general dependence of strain
and damage on biotite orientation. Under the proportional stress boundary condition, bi-
otite orientation has no effect on strain or damage because rotating the biotite inclusions
is equivalent to rotating the tectonic stresses. Stress in the matrix is controlled by inclu-
sions’ eigenstrains, and not by the tectonic stresses. Therefore, the orientation of the biotite
inclusions has negligible influence on the development of damage in the matrix.
Under the oedometric boundary condition, by contrast, as θ increases, the expansion
of biotite leads to progressively larger lateral compressive stress in the matrix because the
boundaries inhibit lateral strain. As shown in Fig. 5.10d, this leads to an earlier initiation of
damage. Similarly, because increasing θ leads to progressively less confinement in biotite’s
transverse direction, εa tends to increase with θ, as shown in Fig. 5.10b. Thus, for all biotite
orientations other than θ = 0◦, the fixed lateral boundaries under oedometric boundary
conditions limit biotite expansion in its thickness direction but promote expansion in its
transverse direction. The net result is that deviatoric stresses in the matrix grow faster at
higher values of θ, which produces earlier initiation of damage.
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5.3.5 Controls on biotite and matrix strains
Figure 5.4b shows that the depth of the REV does not influence the lateral strain of the
inclusions (εa). Instead, εa increases with the propagation of damage. Under proportional
stress boundary conditions, the radius of biotite inclusions decreases during biotite expan-
sion due to the inclusion’s Poisson’s ratio. Under oedometric boundary conditions, εa is
almost constant, due to the imposed lateral displacements at the REV boundary. Slightly
less volume expansion is observed under the oedometric boundary condition in Fig. 5.4c.
Figures 5.4-5.10 show that biotite strain in the thickness direction (εc) and its rate of
change both increase over time. The similarity in the evolution of εc in all simulations
shows that εc is nearly independent of depth, lateral boundary conditions, or biotite abun-
dance, aspect ratio, and orientation. This implies that εc is almost entirely controlled by
chemically-driven mineral expansion, and that it is almost entirely insensitive to stress in
the surrounding matrix. Both weathering expansion and interaction between matrix and
inclusions contribute to the development of εc. Due to the nonlinear influence of the matrix
on the biotite inclusions (Equation 4.17), εc grows non-linearly over time.
5.3.6 Model limitations
The proposed model can successfully be used to predict the initiation of damage in the
bedrock and calculate the resulting damaged bedrock mechanical properties as a result of
the constrained expansion of weathering biotite crystals. While powerful, we stress that
this model’s applicability is limited by the assumptions underlying it and the scale at which
it is relevant. For example: (i) The Mori-Tanaka homogenization scheme accounts for the
volume fraction of the inclusions, but cannot distinguish the offsetting effects of inclusion
size from those of inclusion number. Thus, within the REV, it cannot distinguish between
many small biotites or a few large biotites, provided they have the same total volume, the
same aspect ratio and the same orientation. (ii) Our application of the model is restricted to
isotropic inclusions, an isotropic matrix, isotropic damage, and aligned biotite crystals. The
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predicted REV stiffness tensor does not always meet the positivity and symmetry require-
ments when one of the REV components is anisotropic or when the inclusions are either
non-uniformly oriented or non-aligned [154]. More work is needed to assess the condi-
tions under which it is reasonable to use the proposed model under non-aligned inclusions
or under anisotropic families of cracks in the matrix. (iii) This is a model for microscopic
bedrock damage—i.e., the development of micro-scale cracks in the rock—not a model
of macroscopic fracturing. Thus it cannot compute the development of the macroscale
fracture network. Our restriction of the model in this study to small spatial scales is inten-
tional, because upscaling these processes to model macroscopic fracturing must build on a
microscopic damage model such as this one.
Because our model results are confined to microscopic damage, which is defined strictly
in our model as a decrease in stiffness, direct comparisons to typically measured parame-
ters in field and laboratory studies of bedrock weathering are also limited. Recent studies
have compared measurements in maximum compressive and tensile strengths to fracture
densities and chemical mass losses in weathering rock [165, 205]. While these studies re-
veal correlations between mechanical strength, fracture density, and chemical properties,
they are not directly comparable to our model results. However, some qualitative corre-
lations can be made between our model results and these published observations. Tensile
and compressive strength tests are commonly used to measure material stiffness, and in
granitoid rock, these properties have been shown to correlate with modeled fracture en-
ergy density and progression of Fe-oxidation in weathering biotite [165]. Observations
described in these studies suggest that progressive oxidation of Fe in biotite contributes to
mechanical weakening via microcrack propagation; through which meteoric fluids can fur-
ther chemo-mechanically weather bedrock once pore space is connected [164, 165, 175].
Observational studies suggest that microcrack propagation initiates once available Fe in
biotite is 20%-65% oxidized, which may relate to the lag times predicted in our models
between spin up and damage development [165]. Our model results suggest that biotite
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aspect ratio and abundance are key drivers to mechanical weakening of granitoid rock dur-
ing biotite oxidation; however these observations are generally absent from the literature.
Our model thus serves to elucidate the role of these mineral grain characteristics in the
weakening of weathering rock for future studies.
Our model is driven by a simplified representation of biotite weathering. In nature,
several factors can affect the rate of mineral weathering and coevolve along with it. For
example, mineral weathering affects the rock’s permeability and connected porosity, which
in turn affects fluid transport in the rock and pore water solute concentrations, which affect
mineral dissolution rates [206, 207, 208]. Chemical weathering triggers the initiation and
propagation of cracks, which enhances the porosity of rock, as shown in this study and
in [165]. Higher rock permeability facilitates solute transport and increases oxygen avail-
ability for weathering. Conversely, secondary mineral precipitation within pore spaces can
reduce the conductivity of rock and may create preferential flow paths [209]. Secondary
mineral precipitation and solute transport moderate primary mineral chemical weathering
rates by regulating the mineral saturation state [210] and reducing the reactive surface area
[211]. Redox conditions and concentrations of solutes in the vadose zone play a crucial
role in the chemical weathering process [212, 213]. Future studies could explore the cou-
plings between the bedrock weakening modeled in our study and other hydrologic, climatic,
and geochemical characteristics by developing a coupled chemo-hydro-mechanical model.
Such a model would need to update solute concentrations, hydraulic properties, and oxygen
states during the chemical weathering process.
5.4 Conclusions
The primary contribution of this study is the development of a new model for the effects
of biotite weathering on the evolution of micro-cracks in bedrock (i.e., damage). Our re-
sults suggest that the physical characteristics of biotite crystals—most importantly aspect
ratio and abundance—have a profound effect on the evolution of bedrock damage during
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biotite weathering. This implies that relatively minor differences in biotite populations be-
tween two otherwise similar rock types can drive significant differences in the progression
of rock weakening at the microscale. Similarly, this implies that local differences in biotite
character could drive differences in damage development within a single pluton. This has
compelling implications for a number of weathering processes, wherein some rock volumes
experience minimal weathering and are exposed as bare rock at the Earth’s surface, while
other rock volumes break down into saprolite and soil (e.g., at the Boulder Creek Criti-
cal Zone Observatory in Colorado and the Wind River Range in Wyoming; [214, 215]).
More broadly, this supports the hypothesis that spatial variations in biotite characteristics
can influence the evolution of topography, hydrology, and nutrient supply, consistent with
previous studies.
The importance of biotite in bedrock damage motivates future studies of biotite char-
acteristics in bedrock and saprolite at the mineral and field scale. There are many opportu-
nities for progress here. Bedrock biotite abundances are measured relatively infrequently
(e.g., [182, 216]), and biotite aspect ratios are not commonly reported in the literature, so
the effect of biotite shape on damage generation remains poorly documented. Future field
observations of biotite abundance, aspect ratio, and orientation will be needed to test our
model results. Our results further motivate upscaling the model from the microscale evo-
lution of bedrock damage to the macroscale evolution of the fracture network, which will






Mechanical healing is the process by which a damaged material recovers mechanical
stiffness and strength. Pressure solution is a very effective healing mechanism, common
in crystalline media. In Chapter 6, a chemo-mechanical homogenization model is formu-
lated to predict the long term healing process in geomaterials. The inclusion is a hollow
sphere that contains a spherical void located at the intersection of three grain-to-grain con-
tact planes. Pressure solution induces geometric changes, which are used to calculate the
viscous strain rate of the inclusion. Sensitivity analyses at the inclusion scale indicate that
under uniaxial compression, the healing rate increases significantly when the compressive
stress normal to the larger grain-to-grain contact plane is increased. Hill’s inclusion-matrix
interaction law is used to upscale strains and stresses at the REV scale. Oedometer tests
were simulated for specimens containing spherical inclusions with a uniformly distributed
contact plane orientations. It was observed that in samples containing inclusions with dif-
ferent initial void sizes, inclusions with larger voids had a negligible healing rate, and were
slowing down the overall healing rate of the REV. In samples with uniformly distributed
void sizes, the healing rate was faster. In specimens with smaller grain sizes, principal
stresses were more widely distributed in magnitude and the healing rate was higher. For
uniform void size distributions, the healing rate increased with initial porosity, but the final
porosity change did not depend on the initial porosity of the sample. Principal stresses
of higher magnitude were noted in the inclusions that were part of REVs of high initial
porosity. In Chapter 7, the micro-macro healing mechanics model proposed in Chapter 6
is applied to understand the time-dependent behavior of halite during the storage phase.
CO2 storage in salt rock is simulated with the FEM, assuming constant gas pressure. The
initial state is determined by simulating cavity excavation with a CDM model. Simulation
results indicate limited healing potential around salt cavities used for CO2 storage, but it
has to be noted that temperature effects were left out in this study. The proposed modeling
framework can be used to optimize some microstructure parameters of crushed salt buffers
and it can be extended to other self-healing materials.
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CHAPTER 6
CHEMO-MECHANICAL HEALING FRAMEWORK FOR SALT ROCK
Self-healing materials gained interest in recent years, due to their long term performance
[217, 6, 218]. Healing, the process by which a damaged material recovers mechanical stiff-
ness and strength, can be due to different mechanisms. Voyiadjis [219] distinguished active
systems, which are coupled with damage mechanisms [220, 221] and passive systems,
which are triggered by external stimulations [222]. Salt rock is an attractive host material
for geostorage, because of its favorable creep, permeability, and healing properties. Dif-
fusive mass transfer in salt rock leads to crack rebonding and the recovery of mechanical
stiffness, and the transferring rate can be enhanced at a higher temperature [6]. With the
aid of brine film, the healing rate in salt rock largely increases. The chemical healing of
cracks is driven by surface energy reduction, and the salt recrystallinzation occurs at crack
faces [223].
Pressure solution, crystal slip plasticity and grain boundary sliding are three impor-
tant densification mechanisms in salt, observed under uniaxial loading [224, 225]. The
densification rate is largely influenced by crystallographic orientations, crystal boundary
orientations, density, temperature and the loading history. In addition, when salt aggre-
gates are saturated and compacted in brine, the densification rate increases rapidly. Larger
effective stress and smaller grain size also lead to rapid creep [226]. Under high temper-
ature and large stress, recrystallization can be observed in some highly strained areas, but
overall, porosity decreases. During uniaxial creep tests, halite polycrystals become denser
and mainly deform because of crystal-to-crystal interactions. In brine-saturated halite poly-
crystals, deformation is first driven by pressure solution, due to the development of normal
stress at the grain contacts. Second, deformation happens because the grain boundaries are
lubricated due to the presence of fluid. Third, grain scale cataclasis occurs due to crystal
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slip plasticity and grain boundary sliding. When the compressive effective stress is less than
-4 MPa, creep is dominated by pressure solution. When the compressive effective stress is
larger than -4 MPa (i.e., when the effective stress is less than -4 MPa), plastic related mech-
anisms, such as dislocation, microcracking and recrystallization, have a significant effect
on the deformation of the polycrystal. In this study, we focus on halite under low com-
pressive stress conditions (i.e., between -4 MPa and 0 MPa) and at ambient temperature, in
which creep is controlled by pressure solution.
A microphysical model for healing in rocksalt was proposed at the crack scale, taking
diffusive mass transfer as the controlling mechanism in the longer term [223]. Deformation
measures were conducted at the contact between polished flat lenses immersed in saturated
brine, to understand the fundamental pressure solution mechanisms at halite-halite and
halite-silica contacts [227]. Phenomenological creep models were formulated to account
for effective diffusivity, and calibrated against experiments conducted on rocksalt [228,
229] and calcite [230]. A compaction model that distinguishes dissolution, precipitation
and diffusion - dominated creep rates was also proposed for anhydrite, assuming a simple
cubic packing of spherical grains [231].
In this chapter, we proposed a homogenization scheme to couple chemical and me-
chanical microstructure changes in a self-consistent micro/macro model and to predict the
mechanical behavior of self-healing materials. We formulate a chemo-mechanical homog-
enization model to predict time-dependent healing processes in halite, which we consider
as a model geomaterial.
6.1 Microscopic chemo-mechanical model
6.1.1 Dissolution at grain contacts in salt rock
When subjected to normal stress, salt crystals dissolve at contacts. Ions diffuse along fluid
films at crystals’ boundaries and precipitate on pore walls. In the following, we analyze the
thermodynamic processes that govern pressure solution at one grain contact. We assume
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that flat grain edges that are “in contact” are separated by a thin fluid film [231], as shown
in Figure 6.1, which summarizes the main mechanisms of pressure solution mechanisms
[147].
Figure 6.1: Pressure solution mechanisms
Locally (i.e. at the grain scale), an increase of normal effective stress in the solid
skeleton changes the difference of chemical potential of the solid constituent of the REV
(e.g., halite) in reference to the solute (e.g. brine), as follows:
4µ ≈ (σn − Pf )Ω (6.1)
where σn is the normal stress at the grain contact (averaged on the surface of the contact),
Pf is the pore fluid pressure, and Ω is the molar volume. The change of chemical potential
of the solute can be expressed as a function of the mineral concentration:






where C is the concentration of minerals (ions) in the fluid, Co is a reference concentration,
R∗ is the gas constant and T is the Kelvin temperature. Assuming a linear dissolution law,
common for halite, [232], the expression of the dissolution velocity Vc at the contacts (i.e.,






where α is a parameter describing the influence of grain boundary structure on pressure
solution rate (α = 1 for dissolution, α = 0.9 for precipitation), k+ is the unstressed mineral
dissolution rate, which is constant at the reference pressure. At a given contact, dissolu-
tion, diffusion and precipitation processes are serial, thus the dissolution velocity at grain
contacts is controlled by the slowest of these processes. The expressions for dissolution
controlled interface dissolution velocity Vs and precipitation controlled interface dissolu-























where σen is the effective stress on the grain boundary, ds is the diamter of the grain, ac
is the contact area. f(φ∗) is a function of porosity φ∗ and initial porosity φ∗o. Based on the
equation of mass conservation, f(φ∗) equals to φ∗/(φ∗o − φ∗) [231].
6.1.2 Sphere inclusion model
We upscale the grain-scale pressure solution model to the laboratory sample scale by ho-
mogenization. We use a self-consistent scheme, in which inclusions are spherical compos-
ites, made of an spherical pore that lies at the intersection of three grain contact planes. The
inclusion thus contains a pore and 8 grain fractions, see Figure 6.2a. Noting rg the radius
of the ellipsoidal inclusion, W the thickness of the solid part around the pore contained in
the sphere (called wall thickness in the following), and assuming that W is uniform around
the pore, the spherical void’s dimensions are 2rg − 2W . The plane that contains the axes
x and y (respectively y and z, x and z) is noted XY (respectively YZ, XZ). Grain contact
planes within an inclusion are shown in Figure 6.2b. The Representative Elementary Vol-
ume (Figure 6.3) is the volume that contains a representative distribution of inclusion types,
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which can be defined in terms of inclusion size, pore size, inclusion orientation (or grain
contact plane orientation).
(a) Geometry of the inclusion: hollow
soild ellipsoid
(b) Grain contact planes in the inclu-
sion: the pore is at the intersection of
three contact planes
Figure 6.2: Schematic of an inclusion
Figure 6.3: REV of salt
At the inclusion scale, under normal stress, the solid mineral is dissolved at contact
planes, the solute diffuses along the contact planes towards the pore inside the inclusion,






Equation 6.6 indicates that the mass of mineral that diffuses radially from the contact
planes towards the pore inside the inclusion, through the annulus that has the thickness of
the fluid film S and the perimeter of the pore wall P (w), is equal to the mass of mineral that
is dissolved at the contact planes. J(w) is the radial diffusion flux at any location along the
grain boundary, Aew is the area of the annulus, equal to the product of S by P (w). Aer is
the area of the contact surface on the plane where dissolution occurs, which has the shape
of a ring. We have: Aer = (2rg − w2)π
Differentiating Eq.6.2 with respect to C yields ∂µ/∂C = R∗T/C. Moreover, the radial








where D is the grain boundary diffusion coefficient. The energy dissipation per unit vol-






Under low stress conditions, we assume that the solute concentration C(w) along the
grain boundary is equal to that in the pore, Co [147, 151, 231]. Integrating the radial
energy dissipation increment over the distance that goes from a point at the periphery of
the inclusion to the pore wall, and using both Eq.6.6 and Eq.6.7, we obtain the expression









where we took contact plane XY as an example. V XYc is the dissolution velocity on plane
XY in the direction of z axis. Assuming all the work input on the grain boundary is entirely
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c (2rgW −W 2)π (6.10)
where σeXYn is the normal effective stress on plane AB. Substituting Eq.6.9 into Eq.6.10,
the dissolution velocity normal to the contact plane XY is expressed as:
V XYc =
DSCoΩ







The rate of mineral volume dissolved, V̇XY , depends on the dissolution velocity on
plane XY and on the area of the contact surface: V̇XY = (2rg−W 2)πV XYc . The dissolution
velocity and the rate of volume dissolved on planes YZ and XZ can be obtained in the
same way. The chemical viscous strain rate ε̇x, ε̇y and ε̇z are obtained from the dissolution
velocity on planes YZ, plane XZ and plane XY respectively. The mineral only dissolves
on the contact planes. In addition, we assume that the mineral precipitates on the pore wall
uniformly. Thus, the change of thickness δW i at time step ti can be calculated from the
total volume of mineral dissolved and from the pore’s surface area Ai−1s at time step ti−1.
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Figure 6.4: Mass transfer governed by pressure solution, in contact plane XY
where δt is the time step.
A creep test is simulated at the inclusion scale under isotropic stress. The inclusion
size and the chemical parameters used in the simulations are listed in Table 6.1. Simulation
results are presented in Figure 6.5 for isotropic conditions.
Table 6.1: Inclusion parameters in the isotropic and uniaxial creep tests
Initial size Chemical property
rg Wo DS C Ω
mm mm mm3/s mol/mm3 mm3/mol
0.3 0.05 1× 10−8 6.48× 10−6 2.7× 104
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(a) εx vs. time











(b) εy vs. time











(c) εz vs. time
















(d) W/rg vs. time
















(e) porosity vs. time
Figure 6.5: Evolution of inclusion geometry during an isotropic creep test
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Isotropic compressive stress induces dissolution on each contact plane, which leads to
a reduction of the dimension of the spherical inclusion perpendicular to each contact plane:
εx, εy and εz increase. Because of symmetry of stress condition and inclusion geometry,
εx, εy and εz are equal. The solute precipitates at the pore wall. Precipitation stops when
the dimensions of the wall is equal to the radius of inclusion: this corresponds to the case
when the pore is fully filled with precipitated solid mineral, i.e. when the inclusion is fully
healed. When precipitation stops, the inclusion stops deforming and εx, εy and εz reach
a plateau. Figure 6.9a, Figure 6.5b, and Figure 6.5c reflect this process and confirm that
the healing rate increases with the magnitude of the external stress imposed during the
creep test. The time to achieve full inclusion healing is 1.4431×107 seconds (107 days),
6.9039×106 seconds (80 days) and 4.5374×106 seconds (52 days), under under 1 MPa, 2
MPa and 3 MPa, respectively. Since precipitation is assumed to be uniform on the pore
wall, the geometry of the fully healed inclusion is determined by the initial dimensions of
the inclusion rather than by the external stress conditions. The healing rate does not vary
linearly with stress but instead, is influenced by the geometry of the contact, in agreement
with Eq.6.16. Figure 6.9c shows that the rate of porosity change decreases over time, which
indicates that the highest efficiency of healing is reached at the early stage of the creep test.
The final geometry of the healed inclusion depends on its orientation relative to the
direction of major compressive stress. In order to study healing-induced anisotropy, we
simulate uniaxial creep tests for various inclusion orientations, defined by three angles ψ
(coordinates x′y′z′), θ (coordinates x′′y′′z′′) and φ (coordinates x′′′y′′′z′′′), as shown in Figure
6.6. Due to the symmetry of the loading under uniaxial stress conditions, ψ has no influence
on the deformation of the inclusion, thus we focus the parametric study on angles θ and φ.
In total, 13 cases are simulated with different combinations of orientation variables (θ, φ),
and shown in Figure 6.7. Note that when θ equals to 0, a rotation by an angle φ does
not influence the strain rate of inclusion. Because of the symmetry of sphere, orientation
variables from 0◦ to 45◦ are simulated.
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Figure 6.6: System of angles adopted to define the orientation of the inclusion relative to
the loading axis in uniaxial creep tests
If φ = 0, the normal to plane XY gets closer to the loading axis z when θ decreases from
45◦ to 0◦, and the dissolution rate in plane XY increases, leading to an acceleration of εz.
According to Figure 6.7a and Figure 6.7b, for non-zero values of φ and θ, the dissolution
rate in planes YZ and XZ (leading to a increase of εx and εy respectively) increases with
θ. For a given non-zero value of θ, increasing φ increases the dissolution rate in plane XZ
(leading to an acceleration of εy ) and decreases the dissolution rate in plane YZ (leading to
a deceleration of εx). For the initial dimensions chosen in this parametric study, Figure 6.7c
shows that strain rate ε̇z is controlled by angle θ. ε̇z reduces when θ increases, which results
in a larger value εz at the final stage, when healing is complete. φ does not influence the
strain rate ε̇z significantly.The evolution of the wall thickness (Figure 6.7d) and of porosity
(Figure 6.7e) indicate the efficiency of the healing process. The healing rate decreases
over time. For inclusions with different orientations, the trace of given stress matrix is
a constant. As the healing speed is controlled by the normal forces on grain planes, the
healing efficiency of inclusions with variant orientations is equal.
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(a) εx vs. time























(b) εy vs. time























(c) εz vs. time
























(d) W/ao vs. time


























(e) porosity vs. time
Figure 6.7: Evolution of inclusion geometry during a uniaxial creep test
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6.1.3 Ellipsoid inclusions
We now replace the inclusions (called cells) by ellispoids in order to account for the
anisotropy induced by healing (Figure 6.8a). The axes of an ellipsoid are noted a, b and c.
We assume that the voids in the inclusions are also ellipsoidal, and that the thickness of the
wall in uniform. We note W the wall thickness. The lengths of the axes of the ellipsoidal
void are thus a− 2W , b− 2W and c− 2W . Like for the isotropic model, we consider three
contact planes (AB, AC and BC respectively) which each contain two of the inclusion axes
(a and b, b and c, and a and c, respectively). These contact planes separate the ellipsoid into
8 salt grain fractions (Figure 6.8b). The salt diffusion and precipitation processes on plane
represented in Figure 6.8c for plane AB.
(a) Geometry of a cell (b) Grain contact planes in a cell (c) Pressure solution on plane AB
Figure 6.8: Microstructure of an elliptical elementary inclusion (cell)
The dissolution rate on each boundary plane does not only depend on the normal stress
on that contact plane, but also on the dimensions of ellipse. The dissolution velocity in a
spherical inclusion (Eq. 6.16) is extended for an ellipsoidal contact surface, as follows:
V ABc =
DSCoΩ








The dissolution velocity can be expressed in the same way along planes BC and AC.
The incremental change in the dimensions a, b and c are determined from the dissolution
rates on plane BC, plane AC and plane AB respectively. Assuming that all the mineral that
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is dissolved at the grain boundary precipitates on the void wall uniformly, the incremental
wall thickness change δW i at time step ti can be calculated from the total volume of mineral
dissolved and from the surface area of the void at time step ti−1, notedAi−1s . To illustrate the
effect of chemical healing over time, we simulate the response of a single cell to isotropic
stress and uniaxial stress, for various contact plane orientations. As an example, we choose
axis lengths typical of salt, with a, b, and c equal to 0.3 mm, 0.25 mm, and 0.2 mm
respectively. The deformation of elementary cells is shown in Figure 6.9 and Figure 6.10
for isotropic stress conditions and uniaxial stress conditions, respectively. We use the same
chemical parameters and stress conditions as in the isotropic model (Section 6.1.2) .
(a) a/ao vs. time















(b) Wall thickness vs. time














(c) Porosity vs. time
Figure 6.9: Time-dependent deformation of ellipsoid cells under isotropic stress conditions
(a) a/ao vs. time























(b) Wall thickness vs. time
























(c) Porosity vs. time
Figure 6.10: Time-dependent deformation of ellipsoid cells under uniaxial stress condi-
tions. Numbers into brackets indicate angular coordinates (θ, φ).
Under isotropic stress conditions, the healing rate is influenced by the magnitude of the
external stress. When W reaches either a, b, or c, the void is fully filled by precipitated
minerals, and the cell is considered as fully healed. We observe that W (and either a, b
or c) reaches a plateau, which marks the time when healing stops. The initial geometry of
155
the cell dictates the final geometry of the fully healed cell, whereas the stress conditions
control the healing rate. In isotropic stress conditions, the healing rate is determined by
the direction orthogonal to the ellipsoidal contact plane along which the largest mass of
mineral is dissolved, i.e. the plane that has the largest area, i.e. the plane perpendicular
to the shortest axis of the ellipsoidal cell. As a result, deformation is the largest in the
direction of the shortest axis c, and higher external stress leads to faster healing rate. The
evolution of the cell wall thickness in Figure 6.9b and of the cell porosity in Figure 6.9c are
good indicators of healing efficiency. The time needed to completely heal the cell under
an isotropic stress of 1 MPa (respectively 2 MPa, and 3 MPa) is 4.8329×106 seconds (re-
spectively 2.3110×106 seconds and 1.5279×106 seconds). The healing time are consistent
with experiment observation for salt aggregates [226]. The healing rate is not proportional
to the external stress, and is also influenced by the contact geometry.
Under uniaxial stress conditions, the healing rate depends on the angle formed by the
ellipsoidal axes and the loading axis. The rate of change of length in directions a and b
increases with the angle θ. This is because when the components of stress align with direc-
tions a and b, a larger stress is exerted on planes BC and AC, leading to larger deformation
in directions a and b. Similarly, for a larger angle φ, a larger increment of b and smaller
increment of a are expected. Healing efficiency can be assessed by observing the reduc-
tion of cell porosity in Figure 6.10c. When the stress is parallel to the c axis, the porosity
change is the fastest and the increments of a and c are the largest. This is because of the
larger grain contact area, which allows more mineral to diffuse to the center void along the
grain boundaries. As a result, more mineral precipitates on the void wall. As a result, the
cell needs less time to be fully healed. The healing rate decreases when the orientation of
stress departs from the orientation of the c axis. For larger values of θ, the healing behavior
is very sensitive to the angle φ. When θ is small (for example when θ is equal to 30◦), φ
has a negligible influence on the changes of porosity. The healing rate decreases over time;
this trend is particularly visible for the cells with low healing efficiency. The longest time
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needed to full heal the cell is when θ equals to 90◦ and φ equals to 30◦.
6.2 Homogenization Scheme
6.2.1 Averaging method
We consider a Representative Elementary Volume (REV) made of an assembly of hollow
ellipsoidal inclusions that have the properties described in Section 6.1. In order to represent
the microstructure of a polycrystal such as halite, we assume that there is no dominating
phase in the REV composite: each hollow ellipsoid is thought of as an inclusion embedded
in a matrix made of all the inclusions present in the REV, and we employ a self-consistent
homogenization scheme to determine the relationship between the stress and strain fields of
the REV and those of the inclusions. A macroscopic field can be calculated by averaging its
microscopic counterpart over the REV. We consider that the REV can contains inclusions
of different volumes, porosity and orientation. Accordingly, we introduce the probability
of occurrence of inclusion volume V, inclusion porosity Φ and orientations ψ, θ, φ. We
introduce the solid angle Λ, defined such that dΛ = sinθdθdψ. The probability of the
occurrence of orientation(ψ, θ, φ) is the product of the probability of occurrence of the
solid angle Λ by the probability of occurrence of the spinal rotation angle φ. Thus, the
probability density function of the inclusion orientation (ψ, θ, φ) can be expressed as:
df(ψ, θ, φ) = f(ψ, θ, φ)sinθdψdθdφ (6.17)
The average of probability function f̄ (ψ, θ, φ) is defined as [109]:
















In addition to inclusions’ orientation, the inclusion distribution can also depend on the
distribution of inclusions’ other properties and is given as:





f(ψ, θ, φ)f1(v1) · · · fn(vn)sinθdψdθdφdv1 · · · dvn (6.19)
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where vi can be inclusion size, void size, etc.
Because the inclusion model has three pairwise perpendicular axes of symmetry which
intersect at a center of symmetry, the domains of variation of θ and φ reduce to the internal
[0, π/2]. In transverse symmetric loading conditions (such as in isotropic, uniaxial, and
oedometer tests), the model is symmetric about the z-axis at the REV scale, so that the
rotation by an angle ψ does not influence the mechanical response of the REV. Thus in
the following, ψ is set equal to 0, without losing the generality of the model. Eq.6.19 is
rewritten as:








We derive a close formulation in which we assume that φ and θ are uniformly distributed
in the internal [0, π/2]. The model can of course be used for other orientation distributions,
depending on available microstructure information.
6.2.2 Inclusion-matrix interaction model
Hill’s self-consistent method [107] is used to upscale the mechanical behavior of the in-
clusions at the scale of the REV, which is viewed as a polycrystal. Hill’s incremental
inclusion-matrix interaction laws relates the increments of stress and strain at the inclusion
scale (noted δσα and δεα respectively for inclusion α) to the increments of stress and strain
field of the REV (noted δσ̄ and δε̄ respectively), as follows:
δσα − δσ̄ = −L∗ (δεα − δε̄)− δL∗ (εα − ε̄) (6.21)
where L∗ is Hill’ tensor, which depends on the shape of the inclusion and on the stiffness of
the matrix. In the self-consistent method, the matrix is made of the assembly of inclusions
present in the REV, and therefore, the stiffness of the matrix is not known a priori. There-
fore, the resolution of equation 6.21 is iterative. Note that the stress and strain fields in
each inclusion is assumed to be uniform, i.e. we assume that pressure-solution produces a
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uniform change of stress and strain in the hollow spherical inclusion. Since we present sim-
ulations done with uniform distributions of inclusion orientations, the matrix is isotropic.












where ν is the Poisson’s ratio of the matrix, and µ∗ is the shear modulus of the matrix.
We choose an inclusion constitutive model that reflects a linear dependence of the shear
and bulk moduli of the matrix (µ∗ and k∗) to the porosity of the REV (φ∗), and we assume
that the Poisson’s ratio of the matrix (ν) is a material constant [109]. The matrix shear
modulus is expressed as follows:






where µo is the shear modulus of the solid part of the inclusion, and σ̄e is the external global
stress. σ̄o and n are model parameters, that need to be calibrated. The decrease of REV
porosity induces an increase of the matrix shear modulus µ∗, which results in a change of








rg is set to be equal to the radius of grains, which is assumed to be uniform in REV. Since
we are using a self-consistent homogenization scheme, equation 6.21 is solved iteratively.
At time step ti, what is known from the previous time step ti−1 is: the REV stress σ̄i−1, the
local stress of each inclusion, σi−1α , the REV strain ε̄
i−1, the local strain of each inclusion,
εi−1α , the REV porosity φ
∗i−1, the local porosity of each inclusion,φ∗α
i−1, and the local radius
of the void in each inclusion,ri−1v . In direction z of the loading, the global axial stress at
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time ti is known (σ̄izz of known value in an oedometer test, δσ̄
i
zz = 0 during a creep test).
In both oedometer tests and uniaxial creep tests, the other boundary conditions imposed at
time ti are ε̄ixy = 0, ε̄
i
yz = 0, ε̄
i
xz = 0, ε̄
i
xx = 0 and ε̄
i
yy = 0. The corresponding local stresses
and strains in the inclusions can be obtained as follows:

















By definition, the global stress increment δσ̄i (respectively the global strain increment
δε̄i) is the average of the local stress increments δσiα (respectively strain increments δε
i
α).
The variation of a local strain increment δεiα is the sum of the chemical strain increment,
due to pressure solution (noted δεiαc) and of the elastic local strain increment (noted δε
i
αe).
Using the expression of the dissolution velocity on each dissolution plane, the local chem-
ical strain increment is obtained by calculating the change of inclusion radius induced by
pressure solution under local stress σiα and local stress change δσ
i
α, according to the inclu-
sion model explained in Equation 6.16. Now considering that the void inside the ellipsoidal
inclusion remains an ellipsoid upon pressure solution, the void radius is updated over time
by using Equation 6.15, as follows:
δriαv = −
V̇ iXY + V̇
i





After updating the external radius and the pore radius in each inclusion, the variation
of local porosity δφ∗α
i and the variation of global porosity δφ∗i can be obtained. In the
following, we develop the model for spherical inclusions. The Hill’s tensor is updated:
δL∗i, L∗i are calculated according to Eq.6.22, Eq.6.23, and Eq.6.24. The porosity damage
model employed at the REV scale is also used at the scale of the inclusion, so that the local
stiffness tensor Ciα is replaced by (1 − Φα)Ciα. The local elastic strain increment δεiαe is
then calculated as the product of the inverse of the local stiffness matrix Ciα
−1 by the local
stress increment, δσiα. The algorithm is explained in the flow chart given in Figure 6.11:
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Figure 6.11: Process to update local and global strains from the local stress with the pro-
posed homogenization scheme.
According to the calculation scheme laid out in Figure 6.11, all the unknown variables
at time ti in Eq.6.25 can be regarded as functions of δσiα. Thus, six components of δσ
i
α
are unknown for each inclusion, and Eq.6.25 provides six equations. Noting n the number
of inclusions in the REV, 6n equations have to be solved for 6n unknowns at each time
step. The Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm is employed to solve this
system of 6n implicit equations. The BFGS algorithm is an iterative optimization method
which performs particularly well for solving nonlinear problems [234, 235]. We first obtain
a direction pk, expressed as a function of the approximate Jacobian matrix Bk:
pk = −Bk−1f(xk) (6.27)
Where f(xk) equals to the left hand side of Eq.6.25, xk is a vector that contains the 6n
components of incremental local stress at iteration step k. Bk is initialized as the fourth-
order identity tensor. Second, the line search method is used to find an acceptable step size
αk in the direction of pk. Third, the two vectors sk=αkpk = xk+1−xk,and yk = xk+1−xk
are calculated. Fourth, the matrix B is updated and used at the next iteration step [236], as
follows:
Bk+1
−1 = B−1k +
(






















The solution of the implicit system of equations converges when f(xk) is equal to the zero
vector. We set the convergence criterion so that the numerical solution xk (δσiα) converges
when the norm of f(xk) is smaller than 10−12 and the variation between each time step
is less than 0.1%. When convergence is reached, xk is used to update δσiα. We initialize
stress by solving static mechanical balance equations, valid before pressure solution starts.









The initial local stress σα is calculated as σ0α = δσ
0
α. The initial increment of local strain
δε0α is purely elastic, so δε
0
α equals to C0α
−1




6.3 Model calibration against brine-saturated creep tests
6.3.1 Macroscopic chemical creep of salt rocks and model calibration
Crystal slip plasticity and grain boundary sliding are two important densification mecha-
nisms observed in halite under uniaxial loading [224, 225]. The densification rate is largely
influenced by crystallographic orientations, crystal boundary orientations, density, temper-
ature and the loading history. In addition, when salt aggregates are saturated and compacted
in brine, the densification rate increases rapidly. Larger effective stress and smaller grain
size also lead to rapid creep [226]. Under high temperature and large stress, recrystalliza-
tion can be observed in some highly strained areas, but overall, porosity decreases. During
uniaxial creep tests, halite polycrystals get denser and mainly deform because of crystal-
to-crystal interactions. In brine-saturated halite polycrystals, pressure solution first occurs
due to the development of normal stress at the grain contacts. Second, the grain boundaries
are lubricated, because of the presence of fluid. Third, grain scale cataclasis occurs due
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to crystal slip plasticity and grain boundary sliding. When effective stress is less than 4
MPa, creep is dominated by pressure solution. When effective stress is larger than 4MPa,
plastic related mechanisms, such as dislocation, microcracking and recrystallization, have
a significant effect on the deformation of the polycrystal. In the following, we simulate
uniaxial creep tests performed in the laboratory under an axial stress lower than 4 MPa in
order to calibrate our micro-macro chemo-mechanical model of pressure-solution.
The volumetric strain curves obtained by Spiers for wet salt aggregates [226] are used
to calculate the evolution of brine-saturated halite porosity during uniaxial creep tests. Ex-
perimental results obtained under axial stresses of 1.1 MPa and 3.1 MPa are used for cali-
bration. The calibrated model is then compared to the results obtained under an axial stress
of 2.1 MPa for verification. The REV is represented by 300 spherical inclusions. The
orientations of the grain-to-grain contact plane in the inclusions are uniformly distributed.
Due to the geometry adopted for the inclusion, the radius of the inclusion is equal to that of
a salt grain. Thus, it is considered uniform in the REV, and equal to 0.1375 mm, according
o the experimental data reported in [226]. The initial porosity was 42% in the experiments.
Correspondingly, the mean void radius was found to be 0.103 mm. Based on experimental
observations [237, 238], we assumed a lognormal distribution for the void radius, with a
variance of 0.0001 mm2. The calibration results are presented in Figure 6.12 and Table 6.2.
Table 6.2: Model parameters found by calibration
Elastic property Chemical property
n σ̄o DS
− MPa mm3/s
1.035 919 3.75× 10−8
Inclusions of different orientations or different initial void radius develop different mi-
croscopic principal stresses −→σ p. We represent the 300 minor, middle and major principal
stresses on the map shown in Figure 6.13:
−→
OT (in the upper right quadrant) represents a
tensile principal stress, and
−→
OC (in the lower left quadrant) represents a compressive prin-
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Figure 6.12: Calibration of the model against uniaxial creep tests (tests under 2.1 MPa are
used for verification).
cipal stress. α is the angle between the stress eigenvector and the orientation of the loading
axis. The principal stresses in the 300 inclusions are shown for the test conducted under
an axial stress of 1.1MPa, after 100,000 seconds (27.8 hrs, Figure 6.14) and after 250,000
seconds (69.4 hrs, Figure 6.14a). The dots with a lighter color represent inclusions with
smaller voids.
According to Figure 6.14, the major (tensile) principal stresses are oriented close to
perpendicular to the loading axis, while the minor (compressive) principal stresses tend
to align with the loading axis. The magnitudes of the minor and major principal stresses
increase with time. The minor principal stress is nearly zero in some inclusions, while it
reaches a value close to 1.5 MPa in some other inclusions. Inclusions with larger initial
voids tend to have larger principal stresses. Figure 6.15 illustrates the evolution of local
stress as a function of initial void radius and inclusion planes orientation for 10 represen-
tative inclusions. Figure 6.15b confirms that before creep starts, the initial state of stress
is different in each inclusion, because the inclusions considered have different initial void
sizes. After 250,000 seconds, the state of stress is stable in each inclusion. Higher the ini-
tial stress, higher the healing rate, lower the inclusion porosity. The compressive principal
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Figure 6.13: Graphical representation of the microscopic principal stresses
stress increases with time for inclusions with small voids, while it decreases for inclusions
with large voids. The final compressive principal stress is largely influenced by θ. If θ is
close to 0◦ or 90◦, small compressive principal stress is observed.
6.3.2 Sensitivity to the number of inclusions
Sensitivity analyses are performed to determine the minimum number of inclusions that
are necessary to consider in the REV. We calibrate our model against oedometer tests per-
formed under axial stresses of 1.1 MPa and 3.1 MPa, for a REV that contains 400 inclu-
sions. We use the calibrated parameters to simulate the oedometer tests for REVs that
contain less inclusions, and we find the minimum number of inclusions needed to match
the results obtained with 400 inclusions with an acceptable error. Results are presented in
Figure 6.16 and Table 6.3. The error made on the estimation of the final porosity is less
than 1.00% if the number of inclusions is at least 200. This finding confirms the model cal-
ibration presented in Section with 300 inclusions. In the following, we present simulations
done with REV of 200 spherical inclusions with a uniform orientation distribution for the
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(a) Principal stresses at 100,000s





















(b) Principal stresses at 250,000s
Figure 6.14: Principal stresses in each inclusion, for a uniaxial creep test under 1.1 MPa.


























(a) void radius vs. time
































(b) principal stress vs. time
Figure 6.15: Evolution of the void radius and of the minor compressiver principal stress in
10 different inclusions during the creep test performed under an axial load of 1.1 MPa.
grain-to-grain contact planes. The simulation results with REV of 200 spherical inclusions
are stable and consistent with the result of 300 inclusions, which confirms that the number
of inclusions is representative.
6.4 Influence of salt fabric on the healing rate and micro-macro creep behavior
We study the sensitivity of the micro-macro model of chemo-mechanical healing to the
grain size (which is equal to spherical inclusion size), the initial porosity and the coefficient
of variance (COV) of the void radius distribution. The variables used in this parametric
study are listed in Table 6.4.
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Figure 6.16: Sensitivity analysis on the number of inclusions considered in the REV
Table 6.3: Error made on the estimation of the final porosity, compared to the porosity
estimated with 400 inclusions.
Number of cells 50 100 200 300
Error (1.1MPa) 0.62% 0.96% 0.23% 0.26%
Error (3.1MPa) 1.34% 1.16% 1.00% 0.02%
6.4.1 Influence of initial inclusion size
The rate of halite densification is known to be highly dependent on salt grain size. Larger
the salt crystals involve less inter-granular cracks in the REV. When salt aggregates are
saturated with brine, the size of salt grains not only affects the contact area between grains,
but also controls the length of diffusing path. Three cases are simulated, for a grain radius
of 0.25 mm, 0.15 mm and 0.05 mm. The porosity of REV is set at 20%, and the COV
of the void radius distribution equals to 0.05. An oedometer creep test under 1.1 MPa is
simulated. Figure 6.17 shows the corresponding changes of porosity and void radius.
As could be expected from Eq.6.16, a smaller grain radius (or inclusion radius) leads
to a larger dissolution rate at the grain boundaries, hence a faster healing rate. Results pre-
sented in Figure 6.17a confirm this trend: a smaller grain size results in a faster porosity
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Table 6.4: Microstructure parameters used in the sensitivity analysis



















(a) Porosity vs. time





















(b) Void radius vs. time
Figure 6.17: Influence of grain size on creep rate
decreasing rate. It is interesting to note that porosity stabilizes to a non-zero value. This
is because over time, the macroscopic stress is sustained by less and less inclusions: the
inclusions under low stress under go pressure solution at a negligible rate, and therefore,
the full healing time cannot be reached during the simulation. Correspondingly, the dis-
tribution the void size departs more and more from the initial uniform size distribution.
This phenomenon is particularly visible for samples with smaller grains, see Figure 6.17b.
When the initial grain radius is 0.05 mm, a minimum void radius is reached, beyond which
no further healing is observed. Figure 6.18 shows the microscopic principal stresses in
the inclusions, for the three different grain sizes. All the principal stresses are initially
compressive, because an oedomenter test is simulated. Then, the major principal stress in-
creases. For small grain sizes, the major and minor principal stresses are widely distributed
and the rotation of the principal stresses is significant. Principal stresses do not evolve
much once the REV porosity becomes stable.
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(a) After 2.3 days; rg = 0.25mm


















(b) After 4.6 days; rg = 0.25mm





















(c) After 2.3 days; rg = 0.15mm


















(d) After 4.6 days; rg = 0.15mm





















(e) After 2.3 days; rg = 0.15mm


















(f) After 4.6 days; rg = 0.05mm
Figure 6.18: Principal stresses obtained during an oedometer test, for different grain sizes.
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6.4.2 Influence of initial porosity
Due to its high solubility, salt is easily dissolved in water. Larger void volume in salt rocks
usually results in lower stiffness and preferential fluid flow paths. Here, we study the effect
of the initial porosity on the deformation of the brine-saturated polycrystal. Oedometer
tests under an axial compressive stress of 1.1 MPa are simulated for the a grain radius of
0.15 mm and a void size COV of 0.05, with initial porosities of 40%, 20% and 10%. Fig-
ure 6.19 presents the corresponding evolution of the void radius and of porosity. After a
test of 4×105 seconds, the total porosity decrease is about 5% in all cases. The healing
rate of aggregates with higher porosity is very high initially and then slows down, but low
porosity leads to stable healing efficiency. Figure 6.20 shows the effect of initial porosity
on the distribution of principal stresses in the inclusions. For higher initial porosity, we
observe higher major tensile stresses, lower minor compressive stresses and a more sig-
nificant rotation of principal stress directions over time. For the specimen with the lowest
initial porosity, the major tensile principal stress increases rapidly over time, in the radial
direction, while the minor compressive stress remains stable.

















(a) Normalized porosity vs. time






















(b) Normalized void radius vs. time
Figure 6.19: Effect of initial porosity on the evolution of porosity and void radius
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(a) After 2.3 days, initial porosity of 40%





















(b) After 4.6 days, initial porosity of 40%





















(c) After 2.3 days, initial porosity of 10%





















(d) After 4.6 days, initial porosity of 10%
Figure 6.20: Evolution of principal stresses in the inclusions for different initial porosities.
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6.4.3 Influence of the variance of the initial void radius distribution
In order to understand the influence of heterogeneous packing on the creep rate, we simulate
an oedometer test under 1.1 MPa for specimens of same grain radius (0.15 mm), same
initial porosity (20%), but different void size COV. Figure 6.21 shows the corresponding
evolution of porosity and void radius during the creep test.

















(a) Porosity vs. time





















(b) Void radius vs. time
Figure 6.21: Influence of the void radius COV on the creep rate
According to Figure 6.21a, the rate of porosity change decreases when the void radius
COV increases. This can be explained by the fact that inclusion stiffness increases when
the inclusion void size decreases. As a result, inclusions with small voids undergo higher
microscopic compressive stress, and heal faster. As healing proceeds in the inclusions that
contain smaller pores, the void radius COV increases, which enhances the difference of
healing rate between inclusions that contain small pores and inclusions that contain larger
pores (Figure 6.21b). Inclusions with large voids never heal completely, which slows down
the overall healing rate of the REV. As expected, the distribution of principal stresses is
more uniform in a sample that has a smaller void radius COV, see Figure 6.22. Larger
tensile stresses and compressive stresses are observed under small void size COV, as shown
in Figure 6.22. Low healing rate results in less stress redistribution under large void size
COV, and less large tensile stresses and compressive stresses are observed.
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(a) After 2.3 days, COV = 0.1





















(b) After 4.6 days, COV = 0.1





















(c) After 2.3 days, COV = 0.01





















(d) After 4.6 days, COV = 0.01
Figure 6.22: Influence of void radius COV on the evolution of inclusion principal stresses.
6.5 A generalized thermodynamic framework of damage and healing
Thermodynamics is the study of the transformations of all forms of energy involved in the
evolution of a system [239]. The two fundamental laws of thermodynamics are energy
conservation and the balance of entropy. Thermodynamic analyses were conducted in mi-
croporomechanics to predict crack propagation in partially saturated porous geomaterials
[154]. A thermo-mechanical CDM model was used to predict the damage and healing in
halite [6] under the influence of crack debonding, opening, closure and rebonding. Ther-
modynamic principles were invoked to derive the constitutive equations from conjugation
relationships. In the following, we construct a general thermodynamic framework to model
damage and healing with phenomenological variables, in which we account for mass and
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energy transfer in a fluid-saturated porous REV endowed with N families of cracks and M
families of pores. Pores and cracks are oblate spheroidal inclusions with different shapes
and sizes, and pores or cracks that have the same geometry and orientation are considered
of the same family.
6.5.1 Helmholtz free energy
Energy is dissipated due to chemical, hydraulic, mechanical and thermal effects, sothe
Inequality of Clausius-Duhem (ICD) is expressed as follows [73]:
(σ : ε̇− Sτ̇ −
∑







· ∇τ ≥ 0 (6.30)
where Ψ∗ is the potential energy of the solid skeleton of the REV; τ is the temperature
variation; S is the entropy; πi is the eigenstress in pores of family i, defined as piδ; pi
is the pore pressure of pores of family i and δ is the second-order identity tensor; Φi is a
second order tensor, defined as φiεi, φi is the volume fraction of pores of family i and εi
is the strain tensor of pores of family i; µcj is the chemical potential at cracks of family j;
mcj is the number of moles of reacting mineral in cracks of family j; q is heat flow vector.
The potential energy of the solid skeleton (Ψ∗) is defined as:




where Ψ is the Helmholtz free energy of the solid skeleton. The expression of the potential
energy (Ψ∗) is established in terms of global elastic strain εE , eigenstresses π, temperature
variation τ (state variables), and healing H and damage Ω (internal variables), as shown
in Equation 6.32 below:
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Ψ∗(εE,π, τ ; Ω,H) =
1
2
εE : C(Ω) : εE +
n∑
i=1
πi : Bi(Ω) : ε
E −K(Ω)τ : εE
−
∑






ij (Ω) : πi +
∑∑







γj : Hjτ +
∑
πi : ζiτ −
∑∑ 1
2
Hj : ηjq(Ω) : Hq (6.32)
where C is the stiffness tensor homogenized at REV scale; B is the Biot coefficient; N is
the Biot modulus; K(Ω) is a second order tensor, defined as kαTφsδ, αT is the thermal
dilation coefficient, k is the bulk modulus, and φs is the volume fraction of solid; C is the
reduced heat capacity, defined as Ctoφs, and C
t
o is heat capacity of intact solid; α, β, γ, ζ
and η are the thermoporoelastic tangent properties.
The definition of the healing variableH depends on the driving mechanism. In the case
of pressure solution, the healing variable, notedm∗c , is a second order tensor defined as
ṁ∗cj = mcj
−→n j ⊗−→n j (6.33)
in which −→n j is the unit vector normal to the jth crack where mcj moles of mineral react.
The force variable that is thermodynamically conjugated to the healing variable, noted µ∗c ,
is a tensor that represents the chemical potential of the cracks, as follows:
µ∗cj = µcj
−→n j ⊗−→n j (6.34)
6.5.2 Hydraulic mechanical coupling
The homogenized stiffness tensor, the Biot coefficient, and the Biot modulus are functions
of pores’ geometry and of the stiffness of each phase in the porous solid. A modified
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Mori-Tanaka homogenization scheme is used to update Chom [97]:
Chom = CA =
N+M∑
i=0













I + P i(Ci − Cs)
)−1 (6.37)
in which parameters with a 0 subscript refer to the properties of the matrix.
Pore pressure is regarded as the source of eigenstress in the inclusions. According to
Pichler [154], the expression of Φi is given as:
Φi = φiεi (6.38)
with:
εi = Ai : ε
E +
∑
Dip : πp (6.39)
whereDip is the influence tensor accounting for the effect of the eigenstress of inclusion
p on inclusion i. Comparing Equation 6.38 to Equation 6.32, the expressions of the Biot
coefficientB and of the Biot modulusN are obtained, as follows:
Bi = φiAi (6.40)
N−1ip = φiDip (6.41)
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6.5.3 Chemical mechanical coupling
Pressure solution at the cracks planes is induced by an increase of contact stress. The
projection of the stress field in the solid matrix and of the pore pressure on the crack plane
is used to determine the difference between the chemical potential at the crack surface and
the chemical potential at the pore walls, as follows:
µj = Ω
∗(σ0 + πj) :
−→n j ⊗−→n j (6.42)
where σ0 = C0 : ε0. Substituting Equation 6.39 and Equation 6.42 into Equation 6.34






∑ Ω∗Cs : N−1sp
φs
: πp + Ω
∗ : πj −Kτ (6.43)







∑ Ω∗Cs : N−1sp
φs
if j 6= p
βjp = −
∑ Ω∗Cs : N−1sp
φs
+ Ω∗ if j = p (6.45)
γj = −K (6.46)
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6.5.4 Damage evolution
Let us consider that pores are spherical and that cracks have an oblate spheroidal shape.
The radius of pores of family i is noted avi, and the radius of cracks of family j is noted
acj . The damage variable Ω is used to quantify energy dissipated by the solid skeleton and









We use a fracture mechanics model to predict the propagation of cracks of radius ac.
The projection of the stress in the solid skeleton on the crack plane is used as the driving
force for crack propagation. We assume that cracks initiate and propagate in Mode I (e.g.,
Equation 3.27). The hardening of crack toughness is expressed as a hyperbolic function of
the crack radius (e.g., Equation 3.29).
According to the theory of pressure solution, the mineral is dissolved at grains’ contacts
(on the crack planes), diffuses along crack planes, and finally precipitates at pore walls.
Based on the mass conservation principle, the volume of mineral dissolved at crack contacts





where J(r) is the diffusion flux, defined in Equation 4.4; Vcj is the dissolution rate at crack
plane j. Substituting Equation 4.4 into Equation 6.48, the chemical potential µj at the jth







The number of moles of mineral dissolved at crack plane j, noted dmcj, is obtained at each
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where we used the fact that the crack plane is circular and we introduced the dissolution
rate Vcj .
Using Equation 6.49 and Equation 6.50, the relation between the chemical potential µj





We assume that the mineral dissolved at crack planes precipitates uniformly on the walls
of the spherical pores. The size of pores of family i, noted a′vi, and the volume fraction of




















In a strain-controlled simulation, the global elastic strain εE is calculated from the total
strain ε and the global chemical strain εc first. The state variables (i.e. the global elastic
strain εE , the eigenstresses π, and the temperature variation τ ) are input variables at each
time step. From the stress of the solid skeleton at the previous time step, the number of
moles of dissolved mineral dmcj is obtained from Equation 6.42 and Equation 6.51. Then,
the sizes of pores are updated based on Equation 6.52 and Equation 6.53.
We assume that the volume change of the REV during the chemical reactions is the sum
of the volumes of dissolved mineral at all crack planes. The expression of the macroscopic
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−→n j ⊗−→n j (6.54)
The macroscopic chemical strain εc is used to update the macroscopic elastic strain εE
iteratively. According to Equation 6.32, the macroscopic REV stress σ is calculated at each
time step as follows:






















The expressions of the thermoporoelastic variables in Equation 6.55 are determined
according to the method explained in Sections 6.5.1, 6.5.2, and 6.5.3. The calculation
algorithm is summarized in Figure 6.23.
Figure 6.23: Thermodynamic micro-macro model calculation procedure.
6.5.6 Preliminary simulations
The thermo-hydro-chemical-mechanical (THCM) coupled model explained above is used
to simulate water-saturated salt rock behavior during oedometer tests. For simplicity, the
cracks are assumed to be aligned and perpendicular to the loading direction. The material
constants used in the simulation are listed in Table 6.5 [6, 153].
Four loading stages are simulated, as explained in Figure 6.24. In the first stage (S1),
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Table 6.5: Parameters used in the THCM model of damage and healing
Mechanical property Thermal property
Km Gm Ko σc αT C
t
o
MPa MPa MPa/mm MPa 1/K J/mm3/K
3.8× 104 1.75× 104 36 1.0× 105 1.0× 10−5 1.9× 10−3
Geometry property Chemical property
N M φco φvo DS Co Ω
− − − − mm3/s mol/mm3 mm3/mol
21 10 1.5× 10−3 2.0× 10−2 1.5× 10−7 6.48× 10−6 2.7× 104
the magnitude of the compressive axial strain increases from 0 to 0.01 in 100 hours. The
pore pressure is 1 MPa, and the temperature is 273 K. In the second stage (S2), the axial
strain, the temperature, and the water pore pressure keep constant for 50 hours. In the third
stage (S3), the temperature increases from 273 K to 298 K in 50 hours, and the axial strain
and water pressure do not change. In the fourth stage, the water pore pressure increases
from 1 MPa to 6 MPa in 50 hours without changing the axial strain or the temperature.
(a) Displacement conditions (b) Thermal conditions (c) Hydraulic conditions
Figure 6.24: THCM loading path
Figure 6.25a highlights the occurrence of healing. Due to pressure solution, mineral
precipitates at the pore walls, the radius of voids decreases, and all the damage components
decrease. The chemical strain εc increases time. The total strain ε keeps constant from stage
2 to stage 4. The reduction of elastic strain εE is compensated by the increase of εc (Figure
6.25b). According to Figure 6.25c, the principal stress in the lateral and axial directions
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increases with the compressive axial strain during the first stage. Stress relaxation induced
by chemical reactions is observed in both stage 1 and stage 2. In the third stage, salt rock
tends to dilate due to the increase of temperataure, which enhances the magnitude of stress.
With the increase of water pressure at stage four, the eigenstress in the pore enhances,
which results in larger principal stress in both the lateral directions (σ11 and σ22) and the
axial direction (σ33).
























































Figure 6.25: Simulation results obtained at the material point with the THCM model of
damage and healing. Subscript 33 indicates the axial loading direction.
Note that the proposed model has not been calibrated. Parameters used in the simu-
lations were taken from the literature. A rigorous calibration will be required for future
studies.
6.6 Conclusion
In this Chapter, we explain a chemo-mechanical self-consistent homogenization scheme
that can be used to predict the evolution of stress, strain, porosity and stiffness at both
micro- and macro-scale. The inclusion is a hollow sphere that contains a spherical void
located at the intersection of three grain-to-grain contact planes. Under compressive stress
normal to any of those planes, the solid part of the inclusion dissolves. The solute diffuses
towards the pore at the grain-to-grain boundary, and reprecipitates at the pore wall. The
resulting changes in the dimensions of the inclusion are used to calculate the viscous strain
rate of the inclusion. The healing rate decreases over time. Sensitivity analyses performed
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at the inclusion scale under isotropic compressive stress indicate that the healing rate is
higher under higher confining stress. Simulations of uniaxial creep tests highlighted the
influence of the inclusion orientation relative to the loading axis. In particular, the healing
rate increased significantly when the component of compressive stress normal to the grain-
to-grain contact plane was increased.
Hill’s inclusion-matrix interaction law is used to upscale strains and stresses at the
REV scale. Oedometer tests were simulated for specimens containing spherical inclusions
with a uniformly distributed contact plane orientations. The REV porosity decreased at a
decreasing rate in all cases studied. Inclusions with smaller voids are stiffer, and undergo
higher compressive stress. As a result, it was observed that in samples containing inclusions
with different initial void sizes, inclusions with larger voids had a negligible healing rate,
and were slowing down the overall healing rate of the REV. In samples with uniformly
distributed void sizes, the healing rate was faster, because all inclusions contributed to the
healing of the REV. As expected, at the inclusion scale, major tensile stresses were mostly
radial, and minor compressive stresses were mostly axial. In specimens with smaller grain
sizes, principal stresses were more widely distributed in magnitude and the healing rate was
higher. For uniform void size distributions, the healing rate increased with initial porosity,
but the final porosity change did not depend on the initial porosity of the sample. Principal
stresses of higher magnitude were noted in the inclusions that were part of REVs of high
initial porosity.
A generalized thermodynamic thermo-hydro-chemo-mechanical framework is proposed
to model multiple processes of damage and healing. The macroscopic REV state vari-
ables are the elastic strain, eigenstresses and temperature variation, while the internal vari-
ables are the healing and damage second-order tensors. The Mori-Tanaka homogenization
scheme is adopted to relate the microscopic and macroscopic field variables and to express
explicitly the variables that are thermodynamically conjugated to the state and internal vari-
ables at the REV scale.
183
Results obtained in this chapter can guide the design of self-healing materials. For in-
stance, reducing grain size accelerates healing, whereas non-uniform void size distributions
decelerates healing. Important lessons learnt in this study also concern the risk of grain (or
crystal) breakage. For instance, larger microscopic stresses are noted in samples of high




DAMAGE AND HEALING PROCESS IN A SALT CAVERN
In this Chapter, we use the micro-macro healing model presented in Chapter 6 to investigate
the evolution of damage around a salt cavity used for carbon dioxide storage. Simulations
are done with the Finite Element Method (FEM). The excavation phase is modeled by
assignign a CDM model to the rock mass. In a second phase, elements are assigned the
healing model presented in Chapter 6, with an initial porosity equivalent to the damage
accumulated after the excavation phase. We simulate the healing processes that occur after
CO2 injection. We study the evolution of net damage and convergence over time, with a
particular focus on the effect of the diffusion properties and crystal size of the rock mass.
7.1 FEM modeling of CO2 storage in a salt cavern
Based on the work of Dusseault [240], the salt cavern is modeled as an oblate spheroid with
a vertical axis of 100m and horizontal axes of 150 m. The centroid of the cavern is located
at a depth of 1,200m and halite density is taken equal to 2,400 kg/m3. After excavation, the
cavern is sealed at a pressure of 15 MPa. The FEM model’s dimensions are 1650 m × 375
m× 375 m (Figure 7.1). The lateral displacement of salt rock on the boundary is fixed. We
used a CDM model (described below) to simulate the excavation phase. In a second stage,
the micro-macro healing model presented in Chapter 6 is used with randomly oriented
inclusions to simulate the storage phase, by applying a 15 MPa pressure at the cavern wall.
The initial value of porosity in the healing simulation phase is set equal to the value of
the damage variable Ω∗ calculated after the excavation phase. During the storage phase,
porosity decreases due to pressure solution, which is expected to increase halite stiffness –
a process referred to as “self-healing”. An analysis of the sensitivity of the model to mesh
size indicates that mesh size may influence the damage value after the excavation phase,
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but it has very little effects on the healing process.
Figure 7.1: Dimensions and mesh of the FEM model
A thermodynamics based CDM model is used to predict excavation damage. At REV




λ(trε)2 + µtr(ε · ε) + αtr(ε)tr(Ωε) + βtr(Ωε · ε) (7.1)
where λo and µo are Lamé constants; α and β are damage material parameters; Ω∗ is
the dimensionless damage variable, considered as a scalar porosity in the present study.
The damage driving force Yd is expressed from thermodynamic conjugation relationships,
as follows:
Yd = −tr(αtr(ε)ε− 2βtr(ε · ε)) (7.2)




− Co − C1Ω∗ (7.3)
where ko is the damage initiation threshold and k1 a damage hardening parameter. Dur-
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ing the initiation and propagation of damage, the consistency conditions should be satisfied
(i.e., fd = 0 and δfd = 0). The damage parameters used for the simulation, taken from a
prior study [6], are reported in Table 7.1.
Table 7.1: Damage parameters used for the excavation simulation
λo µo α β ko k1
Pa Pa Pa Pa Pa Pa
2.64× 1010 1.75× 1010 1.90× 109 −2.64× 1010 1000 2.50× 105
7.2 Simulation results
Figure 7.2 shows the distribution of damage around the salt cavern after excavation. The
maximum damage observed reaches 9.8% and appears in the middle of sidewall, due to the
high compressive principal stress. Damage drops rapidly away from the cavern wall. The
size of the damage zone is of the order of the cavern’s radius.
Figure 7.2: Halite damage after excavation
During the storage phase, the REV porosity is calculated from the porosity of the in-
clusions, and used as the damage variable in the expression of REV stiffness that derives
from the expression of the free energy in the CDM model. By so doing, we calculate the
evolution of net damage over time, which indicates the amount of damage (or effective
porosity) that remains in the rock mass after some healing has occurred. The minimum
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(compressive) principal stress distribution around the cavern is represented in Figure 7.3,
for DS = 1.75 ×10−18 m3 and rg = 0.13 mm. The corresponding evolution of damage at
the cavern wall is shown in Figure 7.4. The evolution of cavity convergence is illustrated
in Figure 7.5.
(a) Just after excavation (b) After 100 hours of storage
Figure 7.3: Minimum (compressive) principal stress distribution around the cavity (zone of
dimensions 225 m × 300 m.
Figure 7.4: Evolution of damage at the cavern wall during the storage phase.
Figure 7.3 clearly shows that the compressive principal stress decreases over time dur-
ing the storage phase. This is because the dissolution of salt at contact planes triggers
negative chemical strains at the inclusion scale. Since halite elements are geometrically











(a) Evolution of the cavity shape (magnified 200
times)
(b) Evolution of horizontal and vertical conver-
gences
Figure 7.5: Evolution the deformation of the salt cavern during storage.
the overall compressive stresses around the cavern. The decrease of compressive stress is
particularly visible in the elements with large initial damage in the middle of the sidewall,
where the compressive principal stress switches from -43 MPa after excavation to -15 MPa
during storage. Figure 7.4 confirms that stress redistribution at the cavern wall is due to
healing, i.e., to the reduction of damage, defined here as porosity. Because pressure so-
lution relaxes compressive stress at the contact planes, the dissolution rate decreases over
time as salt precipitation occurs at the pore walls. In other words, healing is self-limited. As
a result, the healing rate decreases rapidly during the three first days of storage, after which
damage reaches a plateau. At the sidewall, damage amounts to 9.8% after excavation, and
to 9.6% after four days of storage. Healing thus reduced the maximum damage by 2%.
Just after excavation, the vertical convergence is -0.048 m, and the horizontal convergence
is +0.015 m (see Figure 7.5). Pressure solution increases convergence, which reaches 1%
in both horizontal and vertical directions after four days of storage. Cavern deformation
stabilizes when healing reaches a plateau.
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7.3 The influence of diffusion efficiency and grain size
Figure 7.6 presents a sensitivity analysis of the parameter DS, which is the product of the
diffusion coefficient (D) by the thickness of the fluid films at contact planes (S). Clearly,
the healing rate increases with DS, which can be seen as a diffusive efficiency parameter.
Physically, pressure solution occurs faster when the diffusion coefficient is higher and/or
when the inter-crystalline space is larger. However, DS does not influence the final damage
value at the cavity wall, because the rate of pressure solution is independent of the stress
redistributions that occur around the cavern (Figure 7.6a). Similarly, a high diffusive effi-
ciency accelerates convergence but does not influence the final shape of the storage facility
(Figure 7.6b).
(a) Damage evolution (b) Convergence development
Figure 7.6: Effect of diffusive efficiency on cavern healing.
Figure 7.7 illustrates the influence of the size of the inclusions on salt healing. Inclusion
size is equivalent to crystal size and indicates how long the diffusion path is, from high
stress dissolution sites to low stress precipitation sites. Larger inclusions imply longer
diffusion paths thus lower healing rate. At same initial porosity, larger inclusions also
mean fewer inclusions. After 2 days of storage, healing with a crystal size of 0.23 mm is
only 50% of the healing obtained with a crystal size of 0.13 mm, and the asymptotic values
of damage and convergence are reached after 20 days. The healing rate is negligible with
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a crystal size of 1.30 mm, which shows that the healing rate is more sensitive to the crystal
size than to the diffusive efficiency.
(a) Damage evolution (b) Convergence development
Figure 7.7: Effect of inclusion radius on cavern healing.
7.4 Summary
The micro-macro healing model preented in Chapter 6 was implemented in a FEM package.
CO2 storage in a deep oblate spheroidal salt cavity was simulated. A continuum damage
model was used to calculate the damage induced by excavation. The micro-macro healing
model was used to simulate the storage phase under constant gas pressure. In real storage
conditions, gas pressure increases due to convergence. However, in the present study, con-
vergence was limited to an asymptotic value of 1%, which was not found to influence gas
pressure. Under these conditions, numerical calculations showed that only 2% of the exca-
vation damage could be recovered at the sidewall, where damage was the highest. Damage
and convergence reached a plateau after four days of storage. The healing rate decreased
over time because (i) Salt precipitation at pore walls lengthens the diffusion path of the
ions dissolved at high compression stress sites; (ii) Healing results in a stress redistribution
around the cavity, reducing compressive stresses, thus limiting the triggering of pressure
solution. Higher diffusion coefficients and thicker fluid films could accelerate healing, but
191
could not change its asymptotic value. A larger crystal size significantly decreased the
healing rate.
Simulation results indicate limited healing potential around salt cavities used for CO2
storage, but it has to be noted that temperature effects were left out in this study. A more
comprehensive damage and healing thermo-hydro-mechanical model will be formulated
for further analyses. The proposed modeling framework can be used to optimize some
microstructure parameters of crushed salt buffers (such as porosity and fluid inclusion dis-
tribution) and it can be extended to other self-healing materials.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
8.1 Main Contributions
In this work, we aim to understand and predict damage and healing processes in rock, by
coupling microstructural and poromechanical models. We first performed image analysis
on microscopic images acquired in the consolidation tests and cyclic compression tests on
salt rock, and proposed fabric descriptors to capture the evolution of fabric. According to
the observation of cyclic compression tests, we formulated the discrete wing crack elasto-
plastic damage (DWCPD) model to predict the evolution of damage and the development
of inelastic strain in salt rock. We explained the degradation of stiffness and the hys-
teretic behavior observed during cyclic compression tests by a novel chemo-mechanical
rate-dependent model. Based on the Mori-Tanaka homogenization scheme, we modeled
the accumulation of damage in granite due to biotite weathering. Then, we developed a
homogenization scheme to simulate damage and pressure solution - driven healing in salt
rock. Finally, we applied a chemo-mechanical homogenization model to predict damage
and healing around a salt cavern used for CO2 storage. Five main contributions to the field
of multi-scale geomechanics were made:
1. Fabric descriptors based on image analysis: In order to quantify the evolution of the
magnitude and orientation of solidity, coordination, local solid volume fraction and crack
volume, 2D microstructure images of salt rock were analyzed at several stages of consoli-
dation tests and cyclic compression tests. Fabric descriptors allowed showing that in both
the consolidation and the cyclic compression tests, deformation was dominated by grain
rearrangement rather than by grain indentation. In the consolidation tests, with the de-
193
crease of porosity, plastic deformation accumulates, lateral grain-to-grain contacts initiate
and grow, grains are organized into layers, voids’ sizes reduce and become more uniformly
distributed. In the cyclic compression tests, due to the rearrangement of grains and due to
the propagation of inter granular cracks, grains tend to be reorganized into vertical columns
of coordinated grains. Voids first collapse into small voids. Then, the isolated small voids
become connected and form large voids. The evolution of fabric descriptors correlates with
that of the Young’s modulus and of the Poisson’s ratio of the REV of salt rock.
2. Discrete wing crack elasto-plastic damage (DWCPD) model: We established a novel
numerical framework that couples the plastic strain with the damage induced by the initi-
ation and propagation of sliding and wing cracks in salt rock. We found that microscopic
wing cracks develop in two stages: (i) Wing crack tensile opening; (ii) Main crack slip-
ping, inducing additional wing crack opening. Results also show that salt rock strength is
higher when the friction coefficient and/or the cohesion at crack faces is higher, or when the
confining pressure is higher. Interestingly, we also showed that salt rock develops damage-
induced anisotropy. This is an important finding, because the majority of the constitutive
models of salt rock used in geotechnical engineering and in the mining industry assume
that micro-crack propagation and healing lead to isotropic stiffness changes.
3. Rate-dependent model of salt rock: To the best of our knowledge, we proposed the
first model to capture the rate-dependent behavior of salt rock under cyclic loading. Our
model was calibrated and validated for different loading rates. At low loading rate, stiff-
ness degradation and hysteresis are significantly affected by the development of chemical
strain. The accumulation of chemical deformation is accelerated by a higher rate of pres-
sure solution and/or a larger volume fraction of sliding cracks. Higher chemical strains lead
to stiffness reduction and larger hysteresis. When the rate of pressure solution is too fast,
the stress redistribution happens quasi-instantaneously, which restrains the development of
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hysteresis. This model can be applied to guide the design of geological energy storage (i.e.
CAES), and improve the efficiency of energy geotechnologies.
4. Micro-macro model of granite bedrock weakening by biotite weathering: We estab-
lished a homogenization scheme to predict the evolution of damage in bedrock induced by
biotite weathering. Our model shows that saprolite production is dominantly controlled by
chemical weathering of biotite, which expands as they weather and create stresses sufficient
to strain and weaken rock under certain mineralogical conditions. The initiation of damage
in the matrix of bedrock is accelerated by larger abundance and smaller aspect ratio of bi-
otite inclusions. This model can be applied to bedrock weakening induced by weathering
deformation of any other mineral.
5. Thermodynamic framework for modeling chemo-mechanical healing in salt rock:
We presented an original micro-macro framework to simulate salt rock healing driven by
pressure solution. A homogenization scheme is first proposed, in which hollow sphere in-
clusions are traversed by three inter-granular contact planes. Under sufficient normal stress,
these planes are subject to dissolution. Precipitation occurs in the inclusion void, which
represents a pore. The pore size change is calculated from the mass balance equation of the
reacting salt, in which the mass of salt dissolved is a function of the stress normal to the
contact planes. Upon calibration, sensitivity analyses done with the proposed model indi-
cate that the healing rate is higher for smaller grain sizes and/or for uniformly distributed
void sizes. The healing rate decreases over time because healing redistributes stresses in
the REV, such that contact planes in compression are subject to less and less compression
as dissolution happens. We implemented the micro-macro model of healing in the FEM
for simulating CO2 storage in a salt cavern. Lastly, a generalized thermodynamic thermo-
hydro-chemo-mechanical framework is proposed to model multiple processes of damage
and healing in the same, thermodynamically consistent, model.
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8.2 Plans for Future Research
The work presented in this thesis can be further improved and applied to other fields. Sev-
eral topics for future research are listed below.
1. Proposed fabric descriptors can well capture the heterogeneity and anisotropy of
salt rock. Despite the correlations made in this thesis, a direct relationship between the
evolution of fabric and the macroscopic deformation of rock is still needed. Two methods
can be explored to do this: (i) Define fabric tensors based on statistical image analysis, use
them as internal variables in a CDM model and establish the evolution laws of these fabric
tensors based on phenomenological observations; (ii) Establish a model to predict the evo-
lution of every flaw or feature in the microstructure and use the theory of homogenization
to understand how this evolution affects the REV properties.
2. The microscale weakening model of bedrock can be upscaled to investigate the evo-
lution of metric scale fracture networks. The current isotropic phenomenological damage
model will have to be updated to simulate the development of anisotropy in bedrock, for
example by adopting a micro-mechanical approach. The microscale weakening model can
be implemented in FEM. As this microscale model does not account for the coalescence
of cracks, cohesive zone element will have to be assigned on the edges of bedrock ele-
ments to simulate the development of macroscopic cracks. This multi-scale weathering
model will need to be calibrated against triaxial tests and compact tension tests to deter-
mine the transition threshold between microscopic damage and macroscopic fracturing.
We are planning to use such a multi-scale weathering model to study two Critical Zone
Observatories (CZOs): the Luquillo CZO in Puerto Rico and the Southern Sierra CZO in
California. Large data sets are available for both of these sites [241, 164]. The model will
be used to simulate the local tectonic conditions and to check whether or not weathering
processes can change the stress distribution in the bedrock, to the point that it would re-
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orient the fractures at the interface with the saprolite layer and influence the evolution of
critical zone.
3. The generalized thermodynamic thermo-hydro-chemo-mechanical framework still
needs to be calibrated and validated against experimental data. The damage and healing
variables will be compared to the evolution of microstructure observed in physical experi-
ments.
4. The weathering model proposed in this thesis is not restricted to granite, and can
easily adapted to diorite. The chemo-mechanical homogenization scheme used for granite
and salt rock can be extended to other minerals, such as quartz and calcite. More broadly, in
addition to its applicability to crystalline media, the modeling approach explained through-
out this thesis will be useful to analyze salt recrystallization in concrete. Micro-macro
models of damage and healing can also be transferrable to other fields, in biomechanics
and biomedical engineering for instance, where the study of hard tissues such as bones and
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[104] P. Castañeda and J. Willis, “The effect of spatial distribution on the effective be-
havior of composite materials and cracked media”, Journal of the Mechanics and
Physics of Solids, vol. 43, no. 12, pp. 1919 –1951, 1995.
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