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Abstract
We analyze the steady-state operation of a generalized reactor model that encompasses
a continuous flow bioreactor and an idealised continuous flow membrane reactor as limiting
cases. The biochemical reaction kinetics is governed by Contois growth model subject to
noncompetitive substrate inhibition with a variable substrate yield coefficient. The steady-
state performance of the reactor is predicted and stability of the steady-state solutions as
a function of dimensionless residence time reported.
Our results identified two cases of practical interest. The first feature corresponds to
the case where solutions to both no-washout and washout conditions are bistable. The
second feature identifies the parameter region in which periodic solutions can occur when
the yield coefficient is not constant. Both these features are often undesirable in practical
applications and must be avoided.
Scaling of the model equations reveals that both the second-bifurcation parameters
are functions of the influent concentration. Our results predict how the reactor behaviour
varies as a function of influent concentration and identify the range of influent concentra-
tion where the reactor displays neither periodic nor bistable behaviour.
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1 Introduction
The functioning of a bioreactor lies principally in understanding the growth rate of the biomass.
Many models proposed in the literature, including those of Tessier (Tessier, 1936), Monod (Monod,
1949), Moser (Moser, 1958) and Contois (Contois, 1959), address the kinetics of the growth of
the cell mass in the bioreactor and most of these models report expressions for specific growth-
rate of cell mass. However many industrial wastes contain chemical species such as ammonia,
nitrates, phenols, thiocyanates, and volatile acids which are known to have inhibitory effects on
the growth of the biomass. Hence a growth rate expression that includes the inhibitory effect of
the substrate concentration on the growth of the biomass is often required to accurately model
the treatment of industrial wastes.
Several empirical models that capture the features of substrate inhibition effects on microbial
growth have been proposed in the literature [Michael & Fikret (2002), page 179]. Andrews
(1968) was the first to propose an equation to model substrate-inhibited microbial growth and
his model provided a good fit to the experimental data and has been widely used particularly
for wastewater treatment systems (Sokol, 1987; Grady & Lim, 1999; Tang & Fan, 1987; Rozich
& Gaudy Jr, 1985; Goudar et al., 2000; Tan et al., 1996). Andrew’s equation was basically
an extension of the Monod model (Monod, 1949) where an additional substrate inhibition
term has been included (S2/KI). However, as described in section (2), there are a number of
industrial processes, in particular wastewater treatment, which use Contois kinetics (Contois,
1959) model for cell-growth rate since Contois model is more accurate than Monod kinetics.
Thus, it is reasonable to assume that the Contois model can be improved by an inclusion of
similar substrate inhibition term (S2/KI).
Several workers also suggest that, the experimentally found oscillatory behaviour of mi-
crobial population can be explained when the yield coefficient is dependent on the substrate
concentration (Dorofeev et al., 1992; Lee et al., 1976) and not when the yield coefficient is
constant. A number of theoretical studies have examined the consequences of this assumption,
these are discussed in section (2.2). Therefore, in order to examine the most general growth
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rate based on the Contois expression kinetics that could be expected to occur in practise, we
extend the Contois expression subject to include both substrate inhibition and variable yield.
In this paper, we investigate the steady-state behaviour of a biological process in a gen-
eralized bioreactor model in which the specific growth-rate is given by a Contois expression
(Contois, 1959) subject to substrate inhibition with a variable yield coefficient. Both the static
and dynamic behaviours are investigated using this generalized growth-rate expression. We
determine the stability of steady-state solutions, report asymptotic solutions in the limit of
high residence times and discuss conditions where the bioreactor shows bistable (i.e. where
the no washout solution and the washout solution are both stable at the same value of the
residence time) and periodic behaviours. When the reactor is bistable, care must be taken
to ensure that random perturbations do not move the system from the basin of attraction of
the no-washout solution to the basin of attraction of the washout solution. Similarly periodic
behaviour is not desirable in many applications. Thus we believe, the main contribution of this
study is identifying the parametric space where such undesirable behaviours occur during static
and dynamic operations of a bioreactor and offering recommendations on suitable parametric
space where bioreactor could successfully operate in.
In this paper we use standard techniques from the theory of non-linear dynamical systems,
including the singularity theory and Hopf bifurcation theory. For the reader who is unfamiliar
with these techniques, we recommend a recently published book (Ajbar & Alhumaizi, 2011)
which uses these theories to analysis the dynamic and static behavior of many chemostat. This
emphasizes the interpretation of mathematical result in terms of the underlining of chemical
engineering problem.
2 Literature review on Contois growth kinetics and model
with variable substrate yield
An overview of recent experimental work using the Contois growth model is provided in sec-
tion (2.1). In section (2.2) we outline some of the investigations that have been carried out into
systems with a variable yield.
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Table 1: Industrial wastewaters described by Contois model
Substrate Other Model Reference
Ice-cream wastewater Monod kinetic Hu et al. (2002)
Textile wastewater Monod kinetic Işik & Sponza (2005)
Synthetic domestic wastewater
(hydrolytic stage, two reaction)






Waste activated sludge [hydroly-
sis]
First order reaction (Monod
kinetic) and Hill function
Ramirez et al. (2009)
Caffeic Acid Monod kinetic Pinna et al. (2009)
Palm oil mill effluent wastewater Monod and Chen and
Hashimoto
Abdurahman et al. (2011a)
Palm oil mill effluent wastewater Monod and Chen and
Hashimoto
Abdurahman et al. (2011)
Palm oil mill effluent wastewater Chen and Hashimoto’s ki-
netic
Poh & Chong (2010)
Synthesised dairy wastewater Monod, Moser, and Chen
and Hashimoto
Emerald et al. (2012)
Paper sludge Monod kinetic Zhang et al. (2009)
The decomposition processes of
mining influenced water, sulfate
The first order model Hemsi et al. (2010)
Pharmaceutical wastewater Tessier and Monod kinetics Sun et al. (2009)
2.1 Processes described by the Contois model
The Contois growth rate expression has been shown experimentally to be applicable to both
anaerobic and aerobic degradation of industrial wastewaters. Table (1) summarizes wastewater
treatment applications in which the Contois model provided a good fit to the experimental
data. Table (2) summarizes investigations in which the Contois model was found to describe
processes other than the treatment of industrial wastewaters. The second column of tables (1
and 2) list other kinetic models that are compared against the Contois kinetic models.
Gawande et al. (2010) presented the development of a generalized biochemical process model.
They modeled the hydrolysis of particulate matter using Contois kinetics, described the micro-
biologically mediated reaction and simulated the anaerobic reduction of municipal solid waste.
They observed that Contois kinetics gave predicted the reduction of solid concentrations very
well. The Contois growth rate has been used as a default growth-rate model in simulations of
the cleaning of wastewater by microorganisms (Czeczot et al., 2000), a further indication that
this model is relevant and appropriate to be used to model industrial wastewater processes.
The Contois model has also been receiving growing attention in ecology (Abrams & Ginzburg,
2000; Cabrera & Maria, 2011; Harmand & Godon, 2007).
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Table 2: Other processes governed by the Contois model
Application Other Model Reference
The lactate fermentation charac-
teristics[hydrolysis], the hydroly-
sis of particulate kitchen garbage
First order reac-
tion (Monod kinetic)
Hidaka et al. (2010)
Rhizopus nigricans fungal on glu-
cose [Fungal growth]
- Zhou et al. (2009)
Inulinase production 19 kinetic models Mazutti et al. (2009)
Extracellular enzyme Monod kinetics Hernalsteens & Maugert (2010)
Algae growth - Ilichev (2008)
Composting Monod kinetics Bongochgetsakul & Ishida (2008)
Penicillium chrysogenum grown
on glucose [Fungal growth]
- Goudar & Strevett (1998)
2.2 Models with a variable yield coefficient
In many models of bioreactors, it is assumed that the yield coefficient is a constant during the
course of the reaction. However, some experimental evidence has shown that the yield coefficient
can be function of substrate concentration. In this section, we provide a brief overview of models
using a variable substrate yield by extending the literature review appearing in (Nelson & Sidhu,
2009).
Ajbar (2010) analysed a continuous bioreactor using a general dependence for the growth
rate and a variable yield coefficient upon the substrate concentration. The author consider a
non-ideal bioreactor in which the bioreactor was divided into two regions, a well-mixed region
and an unreacted region. This study showed that the variability of the substrate yield is a
necessary condition for the existence of periodic behavior and it extends earlier finding of Crooke
et al. (1980), that showed the periodic solutions cannot occur for systems with a constant yield,
from an ideal reactor to a non-ideal reactor.
Zhu (2007) investigated a bioreactor in which the growth rate was assumed to depend only
on the substrate concentration and claimed that limit cycles can occur in a chemostat with
two competitors for a single nutrient when there is a constant substrate yield. However, Sari
(2010a) re-investigated the reactor model of Zhu (2007) and showed that there was an error in
the computation of the eigenvalues in (Zhu, 2007) and that consequently the result in (Zhu,
2007) is false. In this study the growth rate was assumed to depend only on the substrate
concentration.
A number of authors have studied the behavior of a chemostat with two microorganisms
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and a single substrate with variable yields (Song & Li, 1999; Huang & Zhu, 2005, 2009). Song
& Li (1999) assumed that the growth rate follows Monod kinetics with a variable substrate
yield. Huang & Zhu (2005) extended the study (Song & Li, 1999) by considering to quadratic
substrate yield. Huang & Zhu (2009) furthermore generalised the two linear yield functions
to nth and mth order-polynomials and replaced the standard Monod specific growth rate by
a general non deceasing function. Sari (2010b) studied a chemostat model in which n species
compete for a single growth-limiting substrate by extending the results of (Wolkowicz & Lu,
1992) to the case when yields are variable. The growth rate includes both monotone and
non-monotone response functions (which also includes Monod kinetics).
A number of authors have investigated the behavior of reactor in which the specific growth
rate follows the Contois model with a linear yield coefficient (Nelson & Sidhu 2007; Ajbar
2012; Ajbar et al. 2011; Alqahtani et al. 2012; Nelson et al. 2008a). Nelson & Sidhu (2007);
Nelson et al. (2008a) analysed a well-mixed continuously stirred reactor and membrane reactor
respectively. They found the parameter region in which oscillations may be generated in the
reactor and compared the performance of a single reactor against that of a cascade of two
reactors. Ajbar et al. (2011) extended the study (Nelson & Sidhu, 2007) to take into account
oxygen transfer limitations. Alqahtani et al. (2012) also extended the work of (Nelson & Sidhu,
2007) by including the death rate of the microorganisms. Ajbar (2012) considered a chemostat
model in which two microbial populations compete for the same substrate with a two different
variable yield coefficient. In this study, the specific growth rates of both species are assumed to
follow the Contois model. The analysis of this model shows that the assumption of non-constant
yield may lead to complex behavior such as chaotic behavior.
3 Model equations
A system of nonlinear ordinary differential equations model the biodegradation of organic sub-
stances in wastewaters in which cell mass (X) grows through consumption of a substrate
species (S). The specific growth rate, equation (3), is given by a Contois expression subject
to substrate inhibition. The yield coefficient is a function of the substrate, equation (5). The
dependent variables are the concentration of organic substrate (S) and the concentration of the
degrader (X), the independent variable is time (t).
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The dimensional and dimensionless forms of our model are stated in sections (3.1) and (3.2),
respectively.
3.1 The dimensional model
The governing equations for a single reactor arise from a mass balance on the substrate and











= F (X0 − βX) + V Xµ(S,X). (2)









It can be noted that in the limit KI → ∞ we obtain the standard Contois model.





The yield coefficient is
Y (S) =α + γS, (α, γ > 0). (5)
Note that the standard constant yield coefficient corresponds to the case γ = 0. The terms
that appear in equations (1) and (2) are defined in appendix A.
We consider a general reactor model where the choice of value for parameter β determines
the configuration of the reactor. When β = 1 the bioreactor is a continuous flow reactor. When
β = 0 it is an idealized membrane reactor, in which all of the microorganisms is forced to remain
in the reactor vessel. The choice 0 < β < 1 gives a non-idealised membrane reactor which is
equivalent to a reactor with recycle because the parameter β is related to the recycle parameter
as β = 1 − R∗ (Nelson et al. 2008b) where R∗ is the recycle parameter. In this case some of
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the microorganisms leave the reactor vessel and some of them stay at the reactor vessel. For a
non-idealised membrane reactor to be operationally effective we require 0 < β ≪ 1. Since, the
death of microorganisms is not included in the model thus β = 0 cannot be made.
The model (1 and 2) does not include biomass decay and has previously been considered
for the case of a yield coefficient (γ = 0 and e = 0) in (Nelson et al. 2008b). In Nelson
et al. (2008a); Nelson & Sidhu (2007) a variable yield was used but microbial inhibition was
not included in model (γ∗ > 0, KI = ∞). Thus this study both extends previous work and
provides a useful first step towards studying a more complicated model that includes microbial
inhibition.
3.2 The dimensionless model
The system of differential equations (1, 2) can be written in dimensionless form by introducing
dimensionless variables for substrate concentration [S∗ = S/S0], the microorganism concentra-


















(S∗ +X∗ + eS∗2)
. (7)




∗ is the dimensionless yield coefficient (α∗ = Ksα), τ
∗ is dimensionless resident
time (τ ∗ = V µm/F ), e is the dimensionless inhibition constant (e = S0/KI) and γ
∗ is the
dimensionless linear yield coefficient (γ∗ = γKsS0).
This model is investigated with the assumptions that the concentration of microorganisms
flowing into the reactor is zero (X∗0 = X0 = 0) and the concentration of substrate entering into
the reactor is positive (S0 > 0).
We take the dimensionless residence time as the primary bifurcation parameter. The di-
mensionless constant in the yield coefficient (γ∗) and the dimensionless inhibitions term (e)
are the secondary bifurcation parameters. The values for α∗ are determined by the choice of
microbial system and is therefore not a ”tunable” parameter. Note that the scaled kinetics
parameters γ∗ and e, which control the nonlinear terms in the model equation, are functions
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of the influent concentration (S0). Thus varying the influent concentration, changes the signifi-
cance of the nonlinear terms. Since there is a one to one relationship between our dimensionless
variables and their dimensional counterparts, often we refer to either with the same name while
discussing results.
4 Results
In section (4.1) the steady state solutions branches are found. In section (4.2), we study the
stability of the steady state solutions. In section (4.3), we discuss the occurrence of degenerate
Hopf bifurcations along the no-washout state and the steady state diagrams. In section (4.4)
asymptotic solutions for large residence times are stated.
The XPP software package (Ermentrout, 2002) was used to obtain the steady-state dia-
grams. The standard representation is used in these: solid lines are stable steady states; dotted
lines are unstable steady states; filled-in squares are Hopf bifurcation points; open circles are
unstable periodic orbits; filled-in circles are stable periodic solutions. We use the symbol open
triangles to denote a limit point, filled-in triangles for other static bifurcation points and open
squares for a double-zero eigenvalue. For a periodic orbit the average that is used is the integral
over the period of the solution.
4.1 Steady State Solutions Branches
The steady state solutions of the system of equations (6,7) are given by,
The washout branch,
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The values Ŝ∗i (i=1, 2) are the roots of the quadratic equation
F = aŜ∗
2
+ bŜ∗ + c = 0. (10)
The coefficients a, b, and c are defined by
a = eβ − γ∗, b = −(τ ∗ + α∗ − β) + γ∗, c = α∗.
We have the following restriction on parameter values: e > 0, γ∗ > 0, 0 ≤ β ≤ 1, τ ∗ > 0.
Equation (10) defines the substrate concentration (S∗) as an implicit function of the residence
time (τ ∗). We are interested for the positive value of substrate concentration (S∗). Since,
equation (10) is quadratic in S∗, it has one, or more, positive solutions. Note that the coefficient
c strictly positive consequently S∗ = 0 is never to be a solution of equation (10). In order to
analysis the equation (10), we consider three possible cases: a < 0, a = 0 and a > 0.
Case 1: a < 0. This case happens when
γ∗ > e β, (11)
or in the original variables when
(β − γKsKI) < 0. (12)
Inequality (11) is always satisfied for a perfect membrane reactor (β = 0). When a < 0,
equation (10) has two real solutions with Ŝ∗2 < 0 < Ŝ
∗
1 . Restricting our attention to the
physically meaningful situation we see that equation (10) has one positive real solution, Ŝ∗1 and
only physically meaningful solution when τ ∗ > τ ∗BR.
Case 2: a = 0. This case happens when
γ∗ = e β, (13)
or in the original variables when
(β − γKsKI) = 0. (14)
Equality (13) is never satisfied for a perfect membrane reactor (β = 0). When a = 0, equa-
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which is only physically meaningful solution when τ ∗ > β(1 + e).
Case 3: a > 0. This case happens when
γ∗ < e β, (16)
or in the original variables when
(β − γKsKI) > 0. (17)
Inequality (16) is never satisfied for a perfect membrane reactor (β = 0). In the appendix (A)
we show that the solutions of the equation (10) are only of interest when
τ ∗ ≥ τ ∗1 = (β + γ∗ − α∗) + 2
√
α∗ (e β − γ∗). (18)
The solutions of the quadratic equation (10) are both positive (with S∗2 ≥ S∗1) when the condi-
tion (18) holds, but they may not correspond to physically meaningful solutions.
It is instructive to investigate how the effluent concentration on the non-washout state











In equation (19) the choice of the sign +/− corresponds to the choice of S∗2 or S∗1 respectively.
For physically meaningful solutions, equation (19) is negative along the solution branch S∗1
and positive along the solution branch S∗2 . Thus, the solution branch S
∗
1 is an decreasing
function of the residence time while the solution branch S∗2 is an increasing function of the
residence time.
In the following we apply singularity theory to the quadratic equation (10). The only
possible bifurcation point that can occur in the steady state solution is the limit point. We
establish later that for certain parameter values where the limit point can occur, reactor becomes
bistable which is undesirable in many applications. The limit point occurs when (Ajbar &
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Alhumaizi, 2011),
F = FŜ∗ = 0. (20)
The non-denegencay conditions are (Ajbar & Alhumaizi, 2011):
FŜ∗Ŝ∗ ̸= 0 and Fτ∗ ̸= 0. (21)
The condition F = FŜ∗ = 0 implies that
(S∗, τ ∗) =
(√
α∗




This condition is satisfied only if e β − γ∗ > 0. Thus there is no limit point bifurcation when
a ≤ 0 (cases 1,2). The non-denegencay conditions are satisfied at equation (22) as,
FS∗S∗ = 2 a ̸= 0 provided e β − γ∗ ̸= 0,
Fτ∗ = −S∗ ̸= 0.
We conclude that the necessary condition for the existence of the limit point in equation (22)
is a > 0 (Case 3). Henceforth we denote the value of the substrate concentration at the limit
point by S∗LP. Note that the limit point occurs on the washout line (S
∗
LP = 1) and leads to the
simple condition,




This condition defines the transition between two types of static behavior. If the substrate
inhibition parameter (e) is below the critical value (e < ecr,1) then the limit point is physically
unrealistic whereas, if the substrate inhibition parameter (e) is above the critical value (e > ecr,1)
then the limit point is physically realistic. In practical applications it is more useful to turn the
dimensionless critical value, ecr,1 to the critical value of the influent concentration. Returning
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If the influent concentration is below this critical value (S0 < S0,cr) then the limit point, if it is
exists, is physically unrealistic, we are to the left of line B in figure 2(a). On other hand, if the
influent concentration is above this critical value (S0 > S0,cr) then the limit point is physically
realistic, we are to the right of line B in figure 2(a), consequently the bistability occurs in the
steady state diagram. Once should be noted from inequality (17) that the existence of the limit
point requires the following condition, β − γKsKI > 0. If inequality (17) does not hold then
there is no bistabile solution.
A transcritical bifurcation in which the solution of equation (10) intersects the washout
line (S∗ = 1) is given by,
τ ∗ = τ ∗BR = β(1 + e ). (25)
A pitchfork bifurcation on other hand occur when τ ∗BR = τ
∗
1 .
It is useful to draw the location of the possible steady state and bifurcation points that may
occur in the model. Figure 1 shows the steady state solutions, the realistic and unrealistic limit
point in the parameter space (γ∗, e). It can be seen from the figure 1 that the existence of
the realistic limit point and the bistable solution for the cases (1 and 2)(a ≤ 0) are impossible.
Simple analysis of the case 3 (a > 0) reveals three different possible cases depending on the
value of the limit point.
Case 3 A. S∗LP > 1.
This case corresponds to the condition γ
∗
β
< e < α
∗+γ∗
β
. For values of the residence time for
which either S∗2 > S
∗




1 > 1 then, from equation (9), the corresponding value
for the microorganism concentration is negative. Thus, the solution branch S∗2 is not physically
realistic. The range of the residence time at which S∗LP > S
∗
1 > 1 is τ
∗
1 < τ
∗ < τ ∗BR. Over this
parameter range, the solution branch S∗1 is also not physically realistic, but it is a physically
realistic when τ ∗ > τ ∗BR because here S
∗
1 < 1 and hence X
∗
1 > 0. Note that a transcritical
bifurcation and a physically unrealistic limit point bifurcation occur at τ ∗ = τ ∗BR and τ
∗ = τ ∗1
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respectively. Thus the existence of the bistable solution is impossible.
Case 3 B. S∗LP = 1.
This case corresponds to the condition e = α
∗+γ∗
β
. The solution branch S∗2 is not physi-
cally realistic because S∗2 > S
∗
LP > 1. However, the solution branch S
∗
1 is physically realistic
for τ ∗ > τ ∗BR. One notice that transcritical bifurcation is equal to limit point bifurcation con-
sequently a pitchfork singularity occur at τ ∗ = τ ∗BR = τ
∗
1 . Thus the existence of the bistable
solution is impossible.
Case 3 C. S∗LP < 1.
This case corresponds to the condition e > α
∗+γ∗
β
. The solution branch S∗2 is only phys-
ically realistic for the residence time τ ∗ when τ ∗1 < τ
∗ < τ ∗BR. It is not physically realistic
for τ ∗ > τ ∗BR. The solution branch S
∗
1 is a physically realistic when τ
∗ > τ ∗1 . Thus equation (10)
has two physically realistic solutions if τ ∗1 < τ
∗ < τ ∗BR and one if τ
∗ > τ ∗BR. Note that a
transcritical bifurcation and physically realistic limit point bifurcation occur at τ ∗ = τ ∗BR and
τ ∗ = τ ∗1 respectively. Thus the bistable solution corresponds to the range of the residence time
τ ∗1 < τ
∗ < τ ∗BR.
In this case there is a range of the residence time (τ ∗1 < τ
∗ < τ ∗BR) in which the two solutions,
the washout and the no washout, are stable. This implies that a small random perturbation can
cause the reactor operating at the no-washout branch to move and operate and the washout
branch, i.e. the process failure occurs in the reactor. In practices it may be desirable to avoid
the bistable region. This always can be achieved by operating the reactor at large residence
time (τ ∗ > τ ∗BR).
4.2 Stability of the steady state solutions
The study of the stability of the solution is important because only the stable solution maybe
observed experimentally. The stability of the steady state solutions for the system of equa-
tions (6, 7) is determined by the eigenvalues of the Jacobian matrix evaluated at the steady
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                            Case 2                                                                    Case 3B 
                                                                                                                                                         
*       Case 1                                           Case 3A                                                                          Case 3C                     
       No Limit Point                     Limit Point: PU                                                                        Limit Point: PM                                                             
 
 
                                                                                                                                                                           e 
Figure 1: Schematic diagram showing the location of the different type of steady state diagrams
in the parameter space (γ∗, e). PU=physically unmeaningful, PM=physically meaningful.
4.2.1 Stability along the washout branch
Under washout conditions the effluent concentration is equal to the inflow concentration. Thus
this state of operation must be avoided. Evaluating the Jacobian matrix (26) at the washout
steady state solution gives,
J(1, 0) =










< 0, λ2 =
−β(1 + e) + τ ∗
τ ∗ (1 + e)
.
It follows that the washout branch is a stable provided that
τ ∗ < β(1 + e) = τ ∗BR. (28)
Equation (28) established a condition of the residence time at which the process fails occur
in the reactor. When the inequality (28) is hold then due to the process failure the rate of
microorganisms that leaving the reactor is greater than their maximum growth rate. Equa-
tion (28) also shows that a perfect membrane cannot have washout, a good membrane could
only have washout at a very small residence time as τ ∗BR = 0.
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4.2.2 Stability along the no-washout branch
In this section, we investigate the stability of the no-washout state by evaluating the Jacobian
















(γ∗ + α∗ e)− α∗X∗
)
(α∗ + γ∗ S∗)2 (X∗ + S∗ + eS∗2)
2 ,
J12 = −
(1 + e S∗)S∗
2





−X∗ + e S∗2
)




(X∗ + S∗ + e S∗2)
2 ,





(X∗ + S∗ + eS∗2)
. (30)
The case 2 (a=0) is considered in the appendix (C). We evaluate the determinant of matrix (J)



































The expression (∆) is defined by equation (50) and it is always non-negative (∆ ≥ 0). For
case (1) (a < 0), the solution, (Ŝ∗2 , X̂
∗
2 ), is physically unrealistic so we ignore it. However, along
the physically meaningful solution, (Ŝ∗1 , X̂
∗
1 ), the following expression, ∆ + b
√
∆, is positive.
It follows that the determinant of matrix (J) along the physically meaningful solution, (Ŝ∗1 , X̂
∗
1 )
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is positive.
For case 3 (a > 0), the both solutions are considered and a necessary condition for either of
these solutions to be physically realistic is b < 0 (See appendix B). Thus, along the physically
meaningful solution, (Ŝ∗2 , X̂
∗
2 ), the following expression, ∆− b
√
∆, is positive. It follows that
the determinant of matrix (J) along the physically meaningful solution, (Ŝ∗2 , X̂
∗
2 ) is negative.
However, the following expression, ∆ + b
√
∆ is negative for b < 0 (See appendix D). It




Therefore we conclude that for physically meaningful solution, the determinant of the ma-
trix (J) is positive along the branch solution Ŝ∗1 and negative along the branch solution Ŝ
∗
2 except
when ∆ = 0. Note that Hopf bifuraction can not occur along the branch solution Ŝ∗2 (because
det(J) < 0) and the determinant of the matrix (J) is equal to zero, when τ ∗ = τ ∗1 .
4.3 Degenerate Hopf bifurcation Analysis
The conditions of a Hopf bifurcation are that (Gray & Roberts, 1988),
J11J22 − J21J12 > 0, ψ = J11 + J22 = 0, (33)
The conditions for a double-zero eigenvalue degeneracy (DZE) to occur are given by (Gray &
Roberts, 1988),
J11J22 − J12J21 = 0, ψ = J11 + J22 = 0. (34)








+X∗ (γ∗ − e)S∗ +X∗(α∗ − 1)
)
= 0. (35)
Note that S∗ = 0 does not correspond to a steady state solution of the model. The case
X∗ = 0 correspond to the washout solution. We showed in section (4.2.1) that the washout so-
lution always has a negative eigenvalue and consequently not exhibit the double zero eigenvalue
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+X∗ (γ∗ − e)S∗ +X∗(α∗ − 1) = 0. (36)
At a double-Hopf bifurcation, two Hopf points annihilate each other in an unfolding dia-
gram (This is also known as H21 degeneracy). The conditions for the double-Hopf bifurcation
to occur are given by (Gray & Roberts, 1988),




Since it is not simple to analyse the conditions (33, 36 and 37) analytically, they have been
solved numerically.
4.3.1 Results: steady-state diagram
Using a y-axis log scale in Figure (2), important features are displayed in the secondary bifur-
cation plane, i.e. γ∗, e -plane. These features include the loci of the double-zero eigenvalue
degeneracy (curve A), the line that is defined by equation (23) (line B) and two disjoint curves
for the double-Hopf points (curve C). Each one of these features and the 6 regions bounded by
line B and curves A and C will be discussed below. Note these regions are labeled from a to
g and the steady state diagram in region (g) is identical to that in region (a).
The steady state diagram shows Hopf bifurcation points only in regions (b, c, d) and none
in regions (a, g, f). Using various parameter values for e and γ∗, a more detailed characteristic
or behavioral profile of the steady state diagram for each of the 6 regions, are presented in
figure (3).
Above line (B) there may be a limit point, but it is not physically realistic. Conversely, below
line (B), the limit point is realistic and the consequently the reactor exhibits bistability for some
values of the residence time. This suggests that bistable condition of the reactor can be avoided
by either using sufficiently low substrate inhibition (e) or high substrate yield (γ∗) parameters
values. These parameters (e, γ∗) turnout to be a function of the influent concentration (S0)
and consequently the bistability can only be avoided if the influent concentration is sufficiently
small. Thus, we conclude that the influent concentration must be controlled to ensure that the
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the reactor does not exhibit bistable behavior.
Note that the lower curve C in figure (2(b)) does not intersect with curve A and the end
point of the lower curve C is obtained by,
(ecr,2, γ
∗
cr,2) ≈ (0.30364, 0.01711). (38)
If the value of the substrate inhibition parameter (e) is higher than the critical value (ecr,2)
then there is only one H21 degeneracy point. For example, when α
∗ = 0.01 and e = 4 the only
solution satisfying the H21 degeneracy condition (36) is
(γ∗, τ ∗) = (14.88647, 16.10751). (39)
Hence, the natural oscillations cannot occur on the steady state diagram when γ∗ > 14.88647
(region a only) but they may occur in other regions when γ∗ < 14.88647.
If the value of the substrate inhibition (e) is less than the critical value (ecr,2) then there
are two H21 degeneracy points. For example, in figure (2), when α
∗ = 0.01 and e = 0.1 the
H21 points are
(γ∗, τ ∗) = (10.84049, 12.05051), (γ∗, τ ∗) = (0.020926, 1.08110). (40)
Therefore, natural oscillations cannot occur in the regions (0.02092 > γ∗ and γ∗ > 10.84049).
They occur in the region (0.020926 < γ∗ < 10.84049).
An example of region (a) is presented in figure 3(a). The region (a) is above the curves A,C
and line B; thus neither a physically realistic limit point nor Hopf bifurcation points exist along
the no washout solution branch.
On entering the region (b) from region (a), the H21 degeneracy curve is crossed consequently
two Hopf bifurcations appear on the steady state diagram. Between the two Hopf points, the
no washout solution is unstable. An example of this case is shown in figure 3(b).
Moving from region (b) to region (c), by crossing line (B), in figure (2(b)) the limit point
bifurcation becomes physically realistic. The physically meaningful steady state diagram thus
contains two Hopf bifurcations and a limit point. The upper branch of the no-washout solution
is unstable while the lower branch is unstable between the two Hopf bifurcation points. An
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example of this case is shown in figure 3(c).
In figures 3(b) and 3(c), the periodic solution is stable. Between the two Hopf points, the
average of the stable periodic solution is higher than the unstable steady-state solution. For
this small region of operating space, the reactor operates at the stable periodic solution which
increase the average effluent concentration leaving the reactor. We therefore conclude that in
figure 3(b) and 3(c), the Hopf bifurcations have decreased the reactor performance.
When the parameter value moves into region (d) from region (c) by crossing the DZE
locus (Curve A), one Hopf point is destroyed at a double-zero eigenvalue bifurcation and only
one Hopf point remains as shown in figure 3(d). The lower branch is unstable between the
limit point and the Hopf bifurcation point. Furthermore the periodic solution is unstable and
terminated at a homoclinic bifurcation.
Moving from region (c) into region (f), the remaining Hopf bifurcation point is destroyed
and the steady state diagram contains a physically realistic limit point as shown in figure 3(e).
Finally, moving from region (f) into region (g), we cross curve (B) and the limit point ceases to
be physically realistic. The steady-state diagram in this case is identical to that in region (a),
and is therefore not shown.
4.3.2 Unfolding diagram for Hopf bifurcation
Figure 4(a) is an unfolding diagram for the Hopf bifurcation point in Figure 3(c). It shows the
value of the residence time at which a Hopf bifurcation point occurs as a function of γ∗. There
are two Hopf bifurcation points in the region (0.020926 < γ∗ < 10.84049). The end points
correspond to the H21 degeneracy given by equation (40). In the region between the H21 de-
generacies, periodic oscillations occur. For either large or small values of γ∗, including the
constant yield case (γ∗ = 0), there is no periodic behaviour. This example corresponds to the
case e < ecr. (See section (4.3.1))
Figure 4(b) is an unfolding diagram for the Hopf bifurcation points in Figure 3(d) for the
case e > ecr. There is only one Hopf bifurcation point in the region 0.01310 < γ
∗ < 3.89568
and two Hopf bifurcation points in the range 3.89568 < γ∗ < 14.88647. A H21 degeneracy
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occur at the point,
(γ∗, τ ∗) = (14.88647, 16.10751). (41)
and a double zero eigenvalue bifurcation occurs at the point
(γ∗, τ ∗) = (0.01310, 1.40245), (γ∗, τ ∗) = (3.89568, 4.95028), (42)
4.4 Large residence time approximations
It is useful to study the stability of the system at large residence times since in a such system
with a biochemical reaction, the no-washout solution is unstable at large residence time and
the periodic solution may occur. For this purpose, we obtain the asymptotic formula, at large


















To study the stability of the solution at large of the residence time, we substitute equa-
tions (43 and 44) onto the Jacobian matrix. We obtain,
J11 = −
τ ∗ + α− 2( γ∗ + β)
α τ ∗
, J12 = 0,
J21 =
τ ∗ − 2 β
τ ∗




Trace(J) = − 1
α∗
+







At sufficiently large of the residence time the second term in equation (45) is approaches zero.
This shows that the trace is negative and the determinant is positive. Thus the steady state
solution is stable.
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5 Conclusion
We have analysed the behaviour of a bioreactor using a generalized Contois growth model
including substrate inhibition and a variable yield coefficient. We consider a generalized biore-
actor model which includes as special cases the continuous flow and membrane reactors.
The steady-state solutions of the non-dimensional model were found and their stability
determined as a function of the residence time. The residence time, at which the washout is
stable, satisfies the inequality,
τ ∗ < β(1 + e).
This shows that substrate inhibition (e) increases the residence time at washout.
The analysis showed that the system may have up to three steady state solutions and
revealed six physically meaningful regions having five distinct steady state diagrams (a, b, c, d,
f). In regions (c, d and f) of the steady state diagram, a physically meaningful limit point was
observed. In regions (b and c) two Hopf points were observed whilst in the last region (d), one
Hopf point was observed. The existence of Hopf and limit points is not possible in regions (a,
g).
The inclusion of substrate inhibition in the Contois Model equation leads to a critical value
of the influent concentration above which the reactor would exhibit the bistability over a region
of the residence time, i.e. the no washout solution and the washout solution are both stable at
the same value of the residence time. On the other hand if the influent concentration is below
the critical value then no bistability occur on the reactor. Consequently, heavy wastewater is
more likely to cause bistability.
Furthermore, the inclusion of a variable substrate yield allows the prediction of possible
periodic behaviour. Both bistable and periodic behaviour are often undesirable in practice.
Our analysis identifies the regions in parameter space where these undesirable phenomena occur
and explained how it depends upon the influent concentration. Thus by using an appropriate
influent concentration the regions of undesirable behaviour can be avoided in a bioreactor
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A List of Symbols
Symbol Units Description
F dm3day−1 The flow rate through the reactor cascade.
Kd day
−1 The death coefficient.
K∗d The dimensionless death rate [K
∗
d = Kd/µmax].
Ks |X||S|−1 The saturation constant.
S |S| The substrate concentration within the reactor .
S∗ - The dimensionless substrate concentration within the reac-
tor [S∗ = S/S0].
S0 |S| The concentration of substrate flowing into the reactor.
V dm3 The volume of the reactor in the cascade.
X |X| The microorganisms concentration within the reactor .
X∗ - The dimensionless microorganisms concentration within
the reactor [X∗ = KsX/S0].
X0 |X| The concentration of the microorganisms flowing into the
first reactor the cascade.
X∗0 - The dimensionless concentration of the microorganisms
flowing into the reactor [X∗0 = KsX0/S0].
t day The time.
t∗ - The dimensionless time [t∗ = µmaxt].
α |X||S|−1 The yield factor.
α∗ - The dimensionless yield factor [α∗ = Ksα].
µ(S,X) day−1 The specific growth rate model.
µmax day
−1 The maximum specific growth rate.
τ day The residence time.
τ ∗ - The dimensionless residence time [τ ∗ = nV µmax/F ].
β - Reactor parameter model.
KI |S| The inhibition coefficient.
e - The dimensionless inhibition coefficient [e = S0/KI ].
γ |X||S|−2 The constant in the yield coefficient.
γ∗ - The dimensionless constant in the yield coefficient [γ∗ =
γKsS0].
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+ bŜ∗i + c = 0. (47)
The coefficients a, b, and c are given by
a = eβ − γ∗, b = −(τ ∗ + α∗ − β) + γ∗, c = α∗.
We have the following restriction on parameter values: e > 0, γ∗ > 0, 0 ≤ β ≤ 1, τ ∗ > 0. The
coefficient c strictly positive. We consider the case a > 0, which happen when,
γ∗ < e β. (48)
The coefficients a and c, are strictly positive. If b ≥ 0, then the roots of equation (47), should
they are exist, are both non-positive. Conversely, if b < 0, then the roots of equation (47),
should they are exist, are both positive. Thus, a necessary condition for positive solutions of
equation (47) is,
b < 0 ⇒ τ ∗ > (β + γ∗ − α∗) = τ ∗min,1. (49)
We now turn out attention to the discriminant (∆) of equation (47). We have
∆ =b2 − 4ac = (τ ∗ − τ ∗1 )(τ ∗ − τ ∗2 ), (50)
where
τ ∗1 = (β + γ
∗ − α∗) + 2
√
Φ, τ ∗2 = (β + γ
∗ − α∗)− 2
√
Φ, Φ = α∗ (e β − γ∗) > 0.
When ∆ > 0,∆ = 0, and ∆ < 0 then equation (47) has two, one and no real solutions respec-
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For what follows it is useful to note that when the roots of the discriminant are real we have
τ ∗1 > (β + γ
∗ − α∗) = τ ∗min,1, (51)
τ ∗2 < (β + γ
∗ − α∗) = τ ∗min,1. (52)
Recall that the condition b < 0 requires τ ∗ > τ ∗min,1. Hence when τ
∗ > τ ∗1 the solutions of
equation (47) are both positive and may be physically meaningful. There is a limit point
at τ ∗ = τ ∗1 . The solutions corresponding to the case τ
∗ < τ ∗2 are not of interest because they
are negative as b > 0.
C Stability analysis for the case a=0.
Using the particular solution (15) for this case, we obtain,
det(J) =
β (τ ∗BR − τ ∗) (τ ∗BR − τ ∗ − α∗)
α∗ τ ∗3
. (53)
From the condition for the solution (15) to be physically meaningful, it follows that the deter-
minant (53) is positive and as a result a double zero eigenvalue degeneracy does not occur for
case (2).
From equation (53), the first condition of a Hopf bifurcation to occur is satisfied. The
conditions (33, 36 and 37) are solved numerically. Using α∗ = 0.01 and β = 1, the location of
the double-hopf bifurcation is given by,
(γ∗, τ ∗) = (0.02254, 1.06985). (54)
Figure (5) is an unfolding diagram for the Hopf bifurcation points in the γ∗–τ ∗ plane. This figure
shows the values of the residence time at which a Hopf bifurcation point occurs as a function
of γ∗. It can be observed that there are always two Hopf bifurcation points for γ∗ > 0.02254
as there is only one H21 degeneracy given by equation (54).
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D Analysis of ∆+ b
√
∆.
In the case of physically meaningful solution (∆ ≥ 0), we study the behavior of function (G =
∆ + b
√
∆). The function G is equal to zero when ∆ = 0, i.e τ ∗ = τ ∗1 . It is a clearly positive
when b ≥ 0. From now on we assume that b < 0. After some algebra the function G can be
written in the form,
G = ∆+ b
√
∆ =




, ∆ ̸= 0, (55)
=
 negative if (e β − γ
∗) > 0, (Case 3).
positive if (e β − γ∗) < 0, (Case 1).
(56)
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(b) Small area from Figure 2(a)
Figure 2: Bifurcation diagram. Line (A) is the double-zero eigenvalue locus, Line (B) cor-
responds to the case γ∗ = βe − α∗ locus. Line (C) represents the H21 locus. The value of
parameters: β = 1 and α∗ = 0.01.
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(e) Region (f) (e, γ∗) = (4, 0.005)
Figure 3: Diagram showing the different steady state regions of Figure (2). β = 1 and
α∗ = 0.01. All the symbols are explained in section (4).
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(b) e = 4
Figure 4: Unfolding diagram for a single reactor showing the Hopf bifurcation locus. Parameter
values: β=1, α∗ = 0.01. All the symbols are explained in section (4).
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Figure 5: Unfolding diagram for case (2) (a=0) showing the Hopf bifurcation locus. Parameter
values: β=1, α∗ = 0.01. All the symbols are explained in section (4).
