We have developed a new strategy to reduce the storage requirements of a multivariate function in a multiwavelet framework. We propose that alongside the commonly used adaptivity in the grid refinement one can also vary the order of the representation k as a function of the scale n. In particular the order is decreased with increasing refinement scale. The consequences of this choice, in particular with respect to the nesting of scaling spaces, are discussed and the error of the approximation introduced is analyzed. The application of this method to some examples of mono-and multivariate functions shows that our algorithm is able to yield a storage reduction up to almost 60%. In general, values between 30 and 40% can be expected for multivariate functions. Monovariate functions are less affected but are also much less critical in view of the so called "curse of dimensionality".
where the expansion coefficients C iµ are referred to as molecular orbital coef-9 ficients, and where we have indicated that the electronic coordinates are given 10 relatively to the nuclear center K to which the Gaussian basis function is at- atomic basis set should be complete, thus infinite, but for practical reasons it is 13 generally restricted to a few tens of functions for each atom in the molecule.
14 For extended periodic systems, the most convenient approach is the rep-15 resentation in terms of Gaussian plane waves [18, 9] , which easily exploits the 16 periodicity of the system, and allows the fast evaluation of the molecular inte-17 grals:
where k is a three-dimensional wave vector.
19
Both approaches are somewhat inadequate when facing the challenge of mod-
20
eling a large system which can be partitioned into a molecular subsystem and one 
Multiwavelet representation in 1D

70
Alpert was the first to describe the multiwavelet approach for the represen- 
andL i (x) is the i−th shifted Legendre polynomial on the interval [0, 1]:
From the definition ofL i (x) it follows that φ n il is zero outside the interval
78
[2 −n l, 2 −n (l + 1)].
79
Legendre polynomials are chosen as a basis as they are obtained in a recursive 
Moreover, the Legendre polynomial L i (x) has degree i implying that the poly-nomial basis spanning V k (k < k) is a subset of the basis spanning V k . We 83 will largely exploit this in the next section: in order to change the order of the 84 representation, one simply has to add or remove one or more basis functions 85 keeping the other ones as they are.
86
By definition of the scaling spaces, one gets directly that :
and the number of basis functions at scale n is dim V n k = 2 n (k + 1).
88
The wavelet spaces W 
which implies that dim W 
The freedom in the choice of basis functions for the wavelet space can be between the two bases via a matrix transformation, which collects the four filter
where φ recursively adding one function to the previous basis. Consequently, the H filter exploited in the design of our algoritms (see Sec. 4 for details). 
120
Thus we have the following result:
The theorem shows that completeness in the L 2 norm sense can be achieved 124 both by increasing the polynomial order and by refinement of the dyadic sub-
125
divisions along the ladder of scales.
126
For any function f ∈ L 2 , the projected function
be written as:
where
which is the finest-scale representation of f . Alternatively can f be decomposed 129 the ladder of wavelet spaces:
and df
The two representations are equivalent and can be interconverted in one another 131 by recursive application of the two-scale relation: 
For k < k we will also define a residual projector P n k,k as
By definition of the wavelet projectors, and the previous relations the following 143 relations can be easily proven:
As a corollary of the completeness theorem, for any normalized function 145 f ∈ L 2 the following relations can be written for the projection operators: further refinements (larger n), thus increasing drastically the data storage. In 152 order to limit the memory requirement adaptivity is introduced, thereby refining 153 the representation only where the predefined accuracy is not met.
154
We propose an additional way to reduce the data storage. Namely, instead
155
of keeping the same polynomial order k at all scales we will assume that k
156
can be chosen as a function of n with the limitation that k(n) ≤ k(n ) for
The challenging point of this approach is represented by the loss of exact
Let us define V n ∆k implicitly as: 
169
We have the following theorem for any polynomial of order k:
170
Theorem 2. Let V n k be the scaling space of order k, V n k−1 the scaling space of
To put it simply, the theorem states that if f is locally smooth, the norm of
itself, such that their ratio goes exponentially to zero with increasing k.
177
Proof. We assume, without loss of generality that n = 0. The result comes from 
and substituting into Eq. (28) one gets:
The first step follows from the normalization condition of the basis, and the last 
where h (α) ij , (α = 0, 1) is the ij element of the filter matrix H α .
185
By expanding φ 0 k in V 1 k one gets:
(32) where we have made use of the definition of the filter coefficients in terms of 
[2] for details).
191
In order to prove the theorem we need to show that h
from:
we recall that φ j (x) are the (normalized) shifted Legendre polynomials (see
194
Eq. (4)) and we make the substitution y = 2x obtaining:
For the shifted legendre polynomials, the following formulation of the Rodrigues 196 formula holds:
By applying the Rodrigues formula toL i (y/2) we get:
thus we have expandedL i (y/2) in a combination of shifted Legendre polyno- 
we finally obtain: nentially to zero:
In order to show exponential convergence in the limit of k → ∞, one would as:
where true equivalence would hold if the space V 
225
The wavelet component df n k is obtained by noticing that:
For the sake of brevity we have assumed that k = k(n) and k = k(n + 1).
227
In this way we obtain at each scale a scaling part f n k and a wavelet part df n k .
228
We underline here that the two components are not orthogonal as W 
230
The projection down to the finest scale requires only the knowledge of k(n)
231
for each scale n starting from a predefined maximum value k max = k(0) until 232 a minimum value k min = k(n min ). Thereafter the polynomial order is kept
The reconstruction step consists in obtaining the scaling representation at and k = k(n + 1), the reconstruction step at each scale can be achieved by the 239 following procedure.
240
First the polynomial part of f n k from k + 1 to k is projected out:
then the scaling representation f n+1 k is obtained by assembling:
The procedure is repeated iteratively, scale by scale along the tree structure. As
243
there is no overlap between neighboring nodes the iteration is carried on until 244 a local finest scale, which is determined by the precision requirements.
The analysis or compression step is the inverse transformation of the recon- and scaling components at scale n:
The second step consists in "transferring" the component of df 
In the last step we have implicitly defined df
259
In this way the scheme to achieve an approximate representation of f on projector onto the scaling space at each scale is:
whereas the projector onto the wavelet space is obtained as the difference be-267 tween two successive scales:
Similarly, we can define the residual projector as:
As for the monovariate case we can write the approximate relationship (41) 270 which can be derived from the monovariate case by exploiting the tensor product 271 structure:
We further underline that in the multivariate case, when the polynomial 273 order is reduced from k to k the number of components which need to be to the non-orthogonality between high order polynomial and the wavelet basis.
285
In the simplest case where the polynomial order k(n) is lowered by one at each 
290
Increasing the order will, as proved in Theorem 2, lead to better approximations 291 in the L 2 -norm sense. In practice one only needs to "move" one projection co- 
Algorithm 2 Compression algorithm
01 For each scale from n = n max − 1 to n = 0 02 For each node l at the current scale 03
Obtain f n k(n+1) and df
06 next node 07 previous scale If
06 next node 07 previous scale
Numerical results
325
In order to test the effectiveness of our approach we have selected some test given polynomial order k and a given accuracy , and on the other hand with 329 our decreasing order approach.
330
The chosen functions are Gaussian functions and so-called Slater type or-331 bitals (f (x) = Ae (−α|x−x0|) ) which display a cusp-like singularity for x = x 0 .
332
Both examples are mutated from quantum chemistry as the former is the most 333 widespread choice to build a basis set, whereas the latter is nowadays less com-334 mon but has the appropriate behavior: a cusp at the atomic center and expo-335 nential asymptotic decay for large distances.
336
The parameterization employed for k(n) is shown in Fig. 1 . The polynomial 337 order is kept fixed at k max from n = 0 to a given n 0 . It is then decreased by 338 one at each successive scale up to n 1 and finally kept constant for all successive 339 scales at k min = k max − (n 1 − n 0 ). This strategy has been chosen to be able to 340 adjust the range of scales where the order reduction takes place, keeping at the 341 same time the structure as simple as possible.
342 Table 1 and Table 2 collect the results for two one-dimensional Gaussians 
352
The results collected for the two three-dimensional Gaussians are reported
353
in Table 3 and Table 4, in all cases. We have observed that in most cases the best parameterization is 372 achieved when k(n) is chosen such that k min is reached at the finest scale N .
373
The results for the off-centered three-dimensional Slater orbital are presented 374 in Table 6 . The parameters are α = 100 and x 0 = (0, 27; 0, 27; 0, 27). Also in proportional to (k +1) nd , therefore the effect of order reduction is amplified. For 5  180  180  5  0  0  6  210  182  5  0 13  7  176  168  5  2  5  8  126  126  8  0  0  9  140  128  8  0  9  10  154  120  8  0 13  11  168  148  8  0 12  12  182  162  8  0 11  13  84  84  13  0  0  14  90  86  13  0  4  15  96  92  13  0  4   Table 1 : Comparison of standard MW-representation (SR) with the decreasing-order representation (DOR) for a centered one-dimensional Gaussian function with α = 50. The number of coefficients for the two representations (second and third column) is expressed as a function of the initial polynomial order kmax. For SR the initial order kmax is used throughout whereas for the DOR the function k(n) is equal to kmax until n = n 0 and then decreased by one at each successive refinement until k min is reached. The last column (%) is expressing the compression achieved as the percent reduction in the representation size in terms of number of coefficients. Comparison of standard MW-representation (SR) with the decreasing-order representation (DOR) for a centered three-dimensional Gaussian function with α = 50. The number of coefficients for the two representations (second and third column) is expressed as a function of the initial polynomial order kmax. For SR the initial order kmax is used throughout whereas for the DOR the function k(n) is equal to kmax until n = n 0 and then decreased by one at each successive refinement until k min is reached. The last column (%) is expressing the compression achieved as the percent reduction in the representation size in terms of number of coefficients. Table 4 : Comparison of standard MW-representation (SR) with the decreasing-order representation (DOR) for a centered three-dimensional Gaussian function with α = 100. The number of coefficients for the two representations (second and third column) is expressed as a function of the initial polynomial order kmax. For SR the initial order kmax is used throughout whereas for the DOR the function k(n) is equal to kmax until n = n 0 and then decreased by one at each successive refinement until k min is reached. The last column (%) is expressing the compression achieved as the percent reduction in the representation size in terms of number of coefficients. Achieved compression
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Gaussian 3d α=50 fixed Gaussian 3d α=50 adaptive Gaussian 3d α=10000 fixed Gaussian 3d α=10000 adaptive Cusp 3d fixed Cusp 3d adaptive the least-effective case (a monovariate Gaussian with small exponent, α = 50) the representation is however small to start with and the lack of a significant 394 compression is to be expected.
395
Concerning the parameterization of k(n) (the order k employed at each scale 396 n) we observed that within a certain range, for all the examples shown a certain 397 degree of compression can be achieved. In practice, the parameterization k max ∈
398
[8, 12], k min = 5, n 0 = 0 leads to a moderate compression for the monovariate 399 functions and 30% or better in the multivariate case. We also notice that for the cusp and the narrow Gaussian, when k max = 12 or 418 larger, also the decreasing order scheme leads to slightly larger representations,
419
albeit not as large as the standard scheme. We argue that a more pronounced 420 order decrease (e.g. k(n + 1) = k(n) − 2) could help reduce the complexity in 421 such cases but we have not pursued this route yet.
422
Another consideration regards the choice of n 0 , namely the last scale with 423 order k = k max . We have often seen (cf. Table 5 
430
In the future we plan to apply the decreasing order scheme k(n) to the [11] S.
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