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Abstract
This paper illustrates extensively the theoretical properties, the implementation issues, and the
programming style underlying finitary programs. They are a class of normal logic programs whose
consequences under the stable model semantics can be effectively computed, despite the fact that
finitary programs admit function symbols (hence infinite domains) and recursion. From a theoretical
point of view, finitary programs are interesting because they enjoy properties that are extremely
unusual for a nonmonotonic formalism, such as compactness. From the application point of view,
the theory of finitary programs shows how the existing technology for answer set programming
can be extended from problem solving below the second level of the polynomial hierarchy to all
semidecidable problems. Moreover, finitary programs allow a more natural encoding of recursive
data structures and may increase the performance of credulous reasoners.
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1. Introduction
Nonmonotonic reasoning was initially introduced for commonsense reasoning and
reasoning about action and change [36,38,42]. It was later applied to model a variety of
combinatorial problems, where nonmonotonic logics proved to be powerful representation
formalisms [14]. Today, this discipline is finally approaching the technological maturity
needed by applications [28,40].
One of the most promising results in this respect, is a declarative problem solving
framework called answer set programming (ASP for short), with well-engineered and
optimized implementations [22,34,39]. The most popular ASP languages are basically
E-mail address: bonatti@na.infn.it (P.A. Bonatti).
0004-3702/$ – see front matter  2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.artint.2004.02.001
76 P.A. Bonatti / Artificial Intelligence 156 (2004) 75–111
extensions of function-free logic programs (a.k.a. Datalog) where negation as failure is
interpreted according to the stable model semantics [24,25]. From the expressiveness point
of view, ASP languages are able to encode efficiently and uniformly all search problems
within the first two levels of the polynomial hierarchy [11,21,33]. Moreover, answer set
solvers are proving to be competitive with other reasoners on several benchmarks [44].
Still, state-of-the-art answer set solvers have two major limitations. First, they use huge
amounts of memory. In some application domains, the memory requirements for realistic
problem instances exceed the capacity of the answer set solvers. Second, answer set solvers
currently handle only finite domains, typically finite sets of constants. Consequently:
• Problem encodings are less natural, sometimes complicated and sometimes low-
level, especially when recursive data structures come into play (see, for example, list
encoding in [3] and Section 6).
• Therefore, external encoding devices are needed as an interface between the answer
set solver and the embedding context.
• General problem formulations are impossible, in the sense that no single program can
encode all the infinitely many instances of a problem. This turns out to reduce ASP
potential expressiveness. For example, a planning problem instance can be encoded
only if plan length is bounded by a constant (see Section 6 for a deeper discussion of
this issue and its impact on expressiveness).
The above limitations can be overcome by having answer set programming languages
support function symbols, and hence both data constructors and infinite domains. However,
in the absence of some restrictions, inference in such logics is highly undecidable.
Technically speaking, the problem is that there exists a complexity gap between
propositional and first-order nonmonotonic logics. Finite propositional theories are
decidable (as in first-order logic), while the consequences of first-order theories are not
recursively enumerable (r.e.), in general, as observed since the founding papers [36,42].
An intermediate r.e.-complete layer can be obtained only by suitably restricting first-order
nonmonotonic theories. For example, it is well known that in some cases the second-order
circumscription formula is equivalent to a first-order formula [20,30].
However, for a long time, analogous examples have been missing for Default Logic,
Autoepistemic Logic, and the stable model semantics of logic programs. In [1], the stable
model semantics of acyclic programs (that admit function symbols) was proved equivalent
to Clark’s completion, that is, a first-order formula. However, acyclic programs are too
restrictive for answer set programming, where cyclic predicate definitions are massively
used for modeling search spaces. Unfortunately, Clark’s completion fails to capture the
stable model semantics in the presence of cycles, so the approach followed in [1] does not
scale to ASP.
Finding more general fragments of Default Logic and Autoepistemic Logic with r.e.
inferences was difficult enough to restrict ASP implementations to equivalents of finite
ground theories, such as disjunctive Datalog with negation. For a long time, dealing with
function symbols and recursion was deemed so complex that they were explicitly excluded
from the ASP framework [33].
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In this paper, we report a line of research partially outlined in [7,9,10] that led
to identifying a very expressive fragment of normal logic programs whose nonground
credulous and skeptical consequences under the stable model semantics are r.e.-complete,
and where a form of compactness holds (both properties are unusual for a nonmonotonic
logic). These programs, called finitary programs, generalize acyclic programs, and can
effectively deal with function symbols and recursion (hence infinite domains and models),
even in the presence of cyclic definitions. Given the relationships between normal programs
and nonmonotonic logics, we can say that to the best of our knowledge this is the first
nontrivial, computationally complete fragment of Default and Autoepistemic logics that
retains the modeling power of cyclic definitions. Interestingly, even if finitary programs
are computationally complete in the above sense, it turns out that all ground queries are
decidable, which makes it possible to keep complexity under control (cf. Section 6).
A system based on finitary programs is expected to have several advantages. We have
already pointed out that without function symbols and recursion one cannot directly reason
about recursive data structures and infinite domains, such as lists, trees, XML/HTML
documents, time, and so on. This is a strong limitation, both for standard tasks—such as
reasoning about action and change when time is explicitly represented—and for emerging
applications, such as those using XML document bases as knowledge bases. While there
exist ASP approaches that partly tackle these limitations, a computationally complete
approach based on function symbols and recursion is promising in various respects.
• Recursive data structures can be immediately represented, without resorting to indirect
encodings. A related advantage is that no external computational components are
needed to encode problem instances.
• In principle, all data and knowledge preprocessing, as well as the other auxiliary
processing that is not part of the core problem solving activity, can be carried out within
the same declarative language, with obvious simplifications of the interplay between
different computation phases. No data conversion across different programming
languages is needed. Moreover, there need be no sharp separation between auxiliary
processing and problem solving—they can be naturally interleaved.
• A finitary program can encode all of a problem’s instances at once. Then finitary
programs may support general queries over multiple instances, and this feature
increases expressiveness and opens the way to optimizations across related instances,
as sketched in Section 6 and in the conclusions.
Surprisingly, reasoning with finitary programs does not necessarily require any major
changes to the existing inference engines. Some skeptical reasoners need no modification,
and state-of-the-art credulous reasoners such as SMODELS and DLV require only enhanced
front-ends, while their core reasoning mechanisms do not have to be changed (see
Section 8). So finitary programs exhibit further advantages:
• The applicability range of existing implementations can be extended to infinite
domains and programs with recursion. Then the class of problems that can be solved
through these implementations can enormously increase, and include problems whose
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complexity lies well beyond the second level of the polynomial hierarchy, where these
systems were originally confined.
• Since the theory underlying finitary programs shows how to answer queries using only
a strict subset of the program’s ground instantiation, and since program instantiation
is one of the most expensive and memory-intensive computations carried out by
the existing credulous engines, the techniques developed for finitary programs may
increase both performance and the size of solvable problems, even in the absence of
function symbols.
In this paper we extensively illustrate theoretical as well as practical aspects of finitary
programs, including implementation issues and programming style. The paper is organized
as follows. After a few technical preliminaries (Section 2), we introduce the class of finitary
programs and provide numerous examples (Section 3) including finitary programs for
planning, diagnosis, satisfiability checking, and belief modeling. Then, in Section 4, we
study the theoretical properties and the expressiveness of finitary programs. We show also
that the conditions defining finitary programs are minimal, to the extent that if any of them
were dropped, then the characteristic properties of finitary programs would be lost. Local
variables have to be dealt with some care, and Section 5 explains how. Section 6 contains a
discussion of programming techniques appropriate to finitary programs and a comparison
with standard ASP. Perhaps the most delicate issue is recognizing finitary programs. This
problem is dealt with in Section 7. In Section 8 we show how to apply the existing inference
engines to finitary programs. Finally, Section 9 draws some final conclusions, mentions
related work, and points out interesting directions for future research.
2. Preliminaries
We assume the reader to be familiar with the classical theory of logic programming
[32]. Normal logic programs (hereafter called simply “programs”) are sets of rules
A ← L1, . . . ,Ln (n 0)
such that A is a logical atom and each Li (i = 1, . . . , n) is a literal. As usual by “head” and
“body” of such a rule we mean A and {L1, . . . ,Ln}, respectively. A local variable of a rule
R is a variable occurring in body(R) and not in head(R). A program is positive if it contains
no occurrences of ¬. The ground instantiation of a program P is denoted by Ground(P ).
The Gelfond–Lifschitz transformation PI of program P w.r.t. an Herbrand interpretation I
(represented, as usual as a set of ground atoms) is obtained by removing from Ground(P )
all the rules containing a negative literal ¬B such that B ∈ I , and by removing from the
remaining rules all negative literals. An interpretation M is a stable model of P if M is
the least Herbrand model of PM . A formula F is credulously (respectively skeptically)
entailed by P iff F is satisfied by some (respectively each) stable model of P .
The (atom) dependency graph of a program P is a labelled directed graph denoted by
DG(P), whose vertices are the ground atoms of P ’s language. Moreover, (i) there exists
an edge labelled ‘+’ (called positive edge) from A to B iff for some rule R ∈ Ground(P ),
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A ∈ head(R) and B ∈ body(R); (ii) there exists an edge labelled ‘−’ (called negative edge)
from A to B iff for some rule R ∈ Ground(P ), A ∈ head(R) and ¬B ∈ body(R).
An atom A depends positively (respectively negatively) on B if there is a directed
path from A to B in the dependency graph with an even (respectively odd) number of
negative edges. Moreover, each atom depends positively on itself. If A depends positively
(respectively negatively) on B we write A+ B (respectively A− B). We write A B
if either A+ B or A− B . If both A+ B and A− B hold then we write A± B .
By odd-cycle we mean a cycle in the dependency graph with an odd number of negative
edges. A ground atom is odd-cyclic if it occurs in an odd-cycle. A program is order
consistent if there are no infinite chains A1 ± A2 ± · · ·± Ai ± · · · (note that odd-
cycles are a special case of such chains, where each atom occurs infinitely often).
Theorem 1 (Fages [23]). Every order consistent, normal logic program has at least one
stable model.
Locally stratified programs are particular instances of order consistent programs.
A program P is locally stratified if there exist an ordinal α and a function  mapping
each ground atom onto an ordinal β < α, in such a way that for all rules R ∈ Ground(P ),
(i) for all atoms A occurring in body(R), (A) (head(R)), and (ii) if ¬A ∈ body(R),
then (A) < (head(R)). If (A) < (head(R)) is satisfied also by atoms with no negative
occurrences in body(R), then the program is acyclic. It can be shown that for all locally
stratified programs the dependency relation− is well-founded. As a consequence, locally
stratified programs are order consistent.
In the context of normal logic programs, a splitting set for a program P [31] is a set
of ground atoms U closed under the following property: for all rules R ∈ Ground(P ), if
head(R) ∈ U then U contains all the atoms occurring in body(R). We call a literal whose
atom belongs to U an U -literal. The set of rules R ∈ Ground(P ) with head(R) ∈ U—
called the bottom of P w.r.t. U—will be denoted by bU(P ). By eU(P, I), where I is
a Herbrand interpretation, we denote the following partial evaluation of P w.r.t. I ∩ U :
remove from Ground(P ) each rule R such that some U -literal Li ∈ body(R) is false in I ,
and remove from the body of the remaining rules all the U -literals Li .
Theorem 2 (Splitting theorem [31]). Let U be a splitting set for a logic program P . An
interpretation M is a stable model of P iff M = J ∪ I , where
(1) I is a stable model of bU (P ), and
(2) J is a stable model of eU (Ground(P ) \ bU (P ), I).
3. Finitary programs
In this section we introduce a class of normal programs—called finitary programs—
admitting unbounded (possibly infinite) domains and cyclic definitions, and such that
inference is r.e.-complete. To introduce our approach, we recall that the inferences of
normal programs are not recursively enumerable because of two factors. The first factor
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is unrestricted recursion, that makes positive programs Turing equivalent. Consequently,
the answer to a negative goal ¬A is not semidecidable, in general. The second factor
is the role that odd-cycles play in query answering. For example, consider program
P = {p, q ← ¬q}, that has no stable models because of rule q ← ¬q (note that it makes
q odd-cyclic). Then, in order to decide whether this program has a stable model containing
p (credulous inference), we have to consider also q ← ¬q , even if this rule has no explicit
syntactic relationship with p (i.e., there is no path between p and q in the dependency
graph). In other words, a rule involved in an odd-cycle can never be ignored because it may
cause the program to be inconsistent. A similar example applies to skeptical entailment.
In technical words, such examples are a manifestation of a well-known result: the stable
model semantics does not enjoy the property of relevance [18], that is, a goal G cannot be
answered using only the rules which G depends syntactically on.1 Therefore, if a program
has infinitely many odd-cycles, then query answering depends on an infinite set of rules.
Since nonmonotonic logics are not compact, in general, it follows that query answering
may become inherently too complex (as confirmed by Theorems 20 and 21). On the
contrary, we shall prove that if odd-cycles are finitely many and recursion is terminating,
then queries can be answered using a finite fragment of the program instantiation. Such a
fragment suffices to include the definitions of
(i) the atoms occurring in the goal,
(ii) the atoms occurring in some odd-cycle, plus
(iii) the definitions of all the atoms on which the goal and the odd-cyclic atoms depend.
Summarizing, we adopt two ideas to keep complexity under control:
• Recursion is restricted to prevent infinite sequences of recursive calls without repeats.
This makes the classical part of the reasoning process decidable.
• The number of possible sources of inconsistency (i.e., the number of odd-cycles) is
required to be finite.
These two restrictions will be enforced by the two conditions in Definition 4, respectively.
Now we are ready for formal definitions. The first one captures the desired restriction
on recursion.
Definition 3 (Finitely recursive programs). A normal program P is finitely recursive iff
each ground atom A depends on finitely many ground atoms.
In other words, the cardinality of {B | A  B} must be finite for all A. For example,
most classical programs on recursive data structures such as lists and trees (e.g., predicates
member, append, reverse in Fig. 1) are finitely recursive. Typically, these programs
1 On the other hand, it is already known that goals can be evaluated against odd-cycle free programs in a goal-
directed fashion (cf. the restricted split strategy [6]) and hence, non-odd cycles do not affect relevance. Intuitively,
non-odd cycles are harmless because they never cause any inconsistency (by Fages’ theorem).
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member(X, [X | Y])
member(X, [Y | Z])← member(X,Z)
append([ ],L,L)
append([X | Xs],L, [X | Ys])← append(Xs,L,Ys)
reverse(L,R)← reverse(L, [ ],R)
reverse([ ],R,R)
reverse([X | Xs],A,R)← reverse(Xs, [X | A],R)
Fig. 1. List processing, finitely recursive programs.
are finitely recursive because the terms occurring in the body of a rule occur also in the
head, often as strict subterms of the head’s arguments.
The class of finitary programs can now be defined as follows.
Definition 4 (Finitary programs). We say a program P is finitary if the following
conditions hold:
(1) P is finitely recursive.
(2) There are finitely many odd-cyclic atoms in the dependency graph of P .
Positive, finitely recursive programs are some of the simplest finitary programs, and
comprise most of the standard predicates on lists [45], including those in Fig. 1. The second
condition of the definition is trivially satisfied as there are no negative edges.
Clearly, all finitely recursive and locally stratified programs are finitary, too, because
their dependency graph has no negative cycles. A simple example is
even(0)
even(X)← ¬odd(X)
odd(s(X))← ¬odd(X).
A more complex example solving the satisfiability problem for quantified boolean formulas
(QBF) will be illustrated below. Finitely recursive, locally stratified programs are called
recursive domain predicates and play an important role in handling local variables (see
Section 5).
The second condition of Definition 4 is satisfied by most of the programs used for
embedding NP-hard problems into logic programs [14,21,27]. Such programs can be
formulated by using a single odd cycle involving one atom p and defined by simple rules
such as p ← f, ¬p (if p does not occur elsewhere, then f can be used as the logical
constant false in the rest of the program). Moreover, it can be formally proved that odd-
cycles do not enhance the expressiveness of normal programs, as discussed below.
An example of a finitary program without odd-cycles that solves the SAT problem is
illustrated in Fig. 2. It credulously entails a ground goal s(t) iff t encodes a satisfiable
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s(and(X,Y))← s(X),s(Y) s(A)← member(A, [p,q,r]), ¬ns(A)
s(or(X,Y))← s(X)
s(or(X,Y))← s(Y)
s(not(X))← ¬s(X)
ns(A)← member(A, [p,q,r]), ¬s(A)
member(A, [A|L])
member(A, [B|L])← member(A,L)
Fig. 2. A finitary program for SAT.
formula. Strictly speaking, this program handles only the propositional formulas freely
generated by atoms p,q,r. It can be easily generalized to unbounded formulas by
replacing the two subgoals member(A, [p,q,r]) with atomic(A), where atomic is
defined as follows:
atomic([L])← letter(L)
atomic([L|Ls])← letter(L),atomic(Ls)
letter(a)
...
letter(z)
(note that the modified program is still finitary). Under this encoding, a proposition
named “abc” is encoded as [a,b,c] (to improve readability, “abc” can be used as an
abbreviation of [a,b,c], as in Prolog).
By adding rule p← ¬s(f ), ¬p to the program in Fig. 2, we obtain another finitary
program with one odd-cycle, such that s(t) is skeptically entailed iff the formula encoded
by t is a logical consequence of the one encoded by f .
A propositional version of the SAT program can be used to show that credulous
and skeptical inference over odd-cycle-free propositional programs are NP-complete and
coNP-complete, respectively, that is, the complexity of the two reasoning tasks does not
change when the given program has no odd-cycles. This means that in the propositional
fragment odd-cycles do not enhance the formal expressiveness of normal logic programs.
Moreover, we shall see (Theorem 22) that odd-cycle-free finitary programs can solve
all semidecidable problems, that is, the class of problems that we planned to capture.
Therefore, condition (2) in Definition 4 is not restrictive as far as formal expressive power
is concerned.
The SAT program can be easily adapted to check quantified boolean formulas, as shown
in Fig. 3. Atomic QBFs are encoded as discussed for the SAT problem; connectives
and quantifiers are encoded with functions or, and, not, exists, forall. Truth
values are encoded with constants t, f. This program interprets free variables by means
of environments consisting of lists of pairs (X/v) called bindings, where X encodes a
propositional variable and v encodes a truth value. An environment may contain two or
more bindings for the same variable, with different values. The first binding in the list
specifies the current value of the variable. In this way the binding of a variable X in an
environment I can be modified simply by adding a new binding before I (as in [X/t|I]).
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qbf(A,I)← atomic(A), curr_value(A/t,I)
qbf(or(F,G),I)← qbf(F,I)
qbf(or(F,G),I)← qbf(G,I)
qbf(and(F,G),I)← qbf(F,I), qbf(G,I)
qbf(not(F),I)← ¬qbf(F,I)
qbf(exists(X,F),I)← qbf(F, [X/t|I])
qbf(exists(X,F),I)← qbf(F, [X/f|I])
qbf(forall(X,F),I)← qbf(F, [X/t|I]), qbf(F, [X/f|I])
curr_value(B, [B|L])
curr_value(X/V, [Y/W|L])← ¬X= Y, curr_value(X/V,L).
Fig. 3. Satisfiability check for Quantified Boolean formulas.
The interpretation corresponding to an environment I is the propositional interpretation
of the propositional variables occurring in I that assigns to each variable its current
value.
Note that the program is locally stratified (actually acyclic), and hence it has a unique
stable model. Then correctness and completeness can be stated as follows, where PQBF is
the program in Fig. 3 extended with the aforementioned definition of atomic:
Proposition 5. Let M be the unique stable model of PQBF. If environment I defines all free
propositional variables in a QBF F , then the interpretation corresponding to I satisfies F
iff qbf(E, I) ∈ M , where E is the encoding of F .
Proof (Hint). By recursion on the length of environment I , it is easy to show that
curr_value(X/v, I) ∈ M iff v is the current value of X in I . Then, by a second
straightforward recursion on the number of function symbols in E, it can be easily verified
that qbf(E, I) ∈ M iff the interpretation corresponding to I satisfies F . 
This example shows that environments (a common data structure in all kinds of
interpreters) can be handled in a natural way in finitary programs.
Many programs for reasoning about action and planning are finitary. One (incomplete)
example can be found in Fig. 4.2 This encoding is based on a variant of the situation
calculus [35] where the second argument of predicate holds represents time explicitly
via a number, rather than the history of previous actions. A similar convention has been
used for encoding planning problems [17] and checking security protocols with answer set
programming [12]. The encodings adopted in [12,17] and the one adopted for the rules in
2 In those rules, + is simply a function symbol, with no special interpretation. To ensure that T is a correct
representation of a number, one may introduce in the bodies a simple type checking predicate (with a positive,
acyclic definition). However, if all the atoms describing the initial situation have the form holds(F ,0), then
every stable model contains only correct atoms, even in the absence of any type checking predicates.
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/* Frame axiom */
holds(P,T+ 1)← holds(P,T),¬ab(P,T+ 1)
/* Sample deterministic action */
holds(on_top(A,B),T+ 1)←
do(put_on(A,B),T), /* action */
holds(is_clear(B),T), /* preconds */
holds(in_hand(A),T)
/* Sample nondeterministic action */
holds(in_hand(B),T+ 1)←
do(grasp(B),T), /* action */
holds(is_clear(B),T), /* preconds */
¬fails(grasp(B),T)
holds(on_table(B),T+ 1)←
do(grasp(B),T), /* action */
holds(is_clear(B),T), /* preconds */
fails(grasp(B),T)
ab(on_top(B,C),T+ 1) ←
do(grasp(B),T), /* action */
holds(is_clear(B),T) /* preconds */
fails(grasp(B),T)← ¬succeeds(grasp(B),T)
succeeds(grasp(B),T)← ¬fails(grasp(B),T)
/* Generate plan search space */
do(Act,T)← ¬other_act(Act,T)
other_act(Act,T)← ¬do(Act,T)
Fig. 4. Reasoning about actions.
Fig. 4 have in common also the use of cycles for generating the search space.3 Note that
in [12,17] time is represented with constants rather than functions, so the number of time
points must be specified a priori. A discussion of the advantages of the formulation based
on function symbols can be found in Section 6. Here it suffices to note that in the absence
3 The last two rules of Fig. 4 may generate concurrent actions, as required for protocol verification [12]. If
concurrency is not desired, then one can forbid it with a negative constraint, stating that do(a1, t) and do(a2, t)
cannot be simultaneously satisfied, for any pair a1 = a2. Similar constraints can be found in the coloring example
of Section 6.
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/* Some modal axioms *// ∗ T ∗ / p(X)← bel(a,p(X))
/ ∗ 4 ∗ / bel(A,bel(A,P))← bel(A,P)
/ ∗ 5 ∗ / bel(A,not(bel(A,P)))← ¬bel(A,P)
/* Mutual and nested beliefs */
bel(c,P)← bel(b,P) /* c believes everything b believes */
bel(b,P)← bel(c,P)
bel(c,P)← bel(b,P) /* b and c believe the same things */
/* d believes that b believes everything that d believes c believes */
bel(d,bel(b,P))← bel(d,bel(c,P))
bel(d,P)← bel(b,P),bel(c,P) /* d believes what b and c believe */
Fig. 5. Belief modeling.
of function symbols, each expression T+ 1 must be dealt with either by a preprocessor
that instantiates T and then computes T+ 1, as in SMODELS and [12], or by defining
explicitly a binary predicate prevtime satisfied by all pairs (T+ 1,T), as in [17]. In
Fig. 4, most atoms with time argument T+ 1 depend on atoms with time argument T. So
the only source of cycles with negative edges are the rules that determine the behavior
of nondeterministic actions (predicates fails and succeeds) and the rules that select
actions (predicates do and other_act). However, these are not odd-cycles. Another rule
for the abnormality predicate ab will be illustrated in Section 5.
Fig. 5 illustrates how epistemic knowledge can be modeled with finitary programs.
It contains some of the major standard modal axioms, plus a few axioms for modeling
mutual beliefs. Axiom K has to be modeled with some care, due to local variables, and
will be discussed in Section 5. Axioms like those illustrated in the figure are motivated
and contextualized in application scenarios in [47, Chapter 7]. The encoding used there
is somewhat complicated by the need of removing function symbols; this is one of
the examples where finitary programs permit more natural encodings. Clearly, all the
extensions of the program in Fig. 5 with sets of facts of the form bel(a,F ) are finitary.
Finally, Fig. 6 illustrates a finitary program for model-based circuit diagnosis. Each
atom out(G) models the output of gate G. The values of circuit inputs are specified through
the same predicate. For example, the fact out(y2) states that the value of input y2 is 1.
The rules model the behavior of each gate, both under the assumption that the gate is
working properly (¬ab(G)), and under the assumption that a fault exists (ab(G)). This
formalization makes the common assumption that in the absence of observable faults gates
are not faulty. Here the only cycles with negative edges are induced by the rules for ab
and nab, that generate the search space (i.e., all the combinations of working and faulty
gates). There are no odd-cycles.
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out(and(X,Y))← out(X),out(Y),¬ab(and(X,Y))
out(and(X,Y))← ab(and(X,Y)),¬out(X)
out(and(X,Y))← ab(and(X,Y)),¬out(Y)
out(or(X,Y))← out(X),¬ab(or(X,Y))
out(or(X,Y))← out(Y),¬ab(or(X,Y))
out(or(X,Y))← ab(or(X,Y)),¬out(X),¬out(Y)
out(not(X))← ¬out(X),¬ab(not(X))
out(not(X))← ab(not(X)),out(X)
ab(G)← ¬nab(G)
nab(G)← ¬ab(G)
out(y2) /* other inputs implicitly negated */
Fig. 6. Model based diagnosis.
4. Properties of finitary programs
4.1. Relevant subprograms
This section is devoted to proving a major property of finitary programs, namely, that
all queries can be correctly answered by reasoning with a finite portion of Ground(P ),
called the relevant subprogram. This result is the key to the main positive results of this
paper, concerning decidability and semidecidability of query answering. Intuitively, we
shall prove that inference needs nothing more than the definitions of the predicates on
which odd-cyclic atoms and the given query F depend.
Definition 6 (Kernel atoms, relevant universe and subprogram). A kernel atom for a
normal program P and a ground formula F is either an odd-cyclic atom or an atom
occurring in F (note that kernel atoms are ground by definition). The set of kernel atoms
for P and F is denoted by K(P,F ).
The relevant universe for P and F , denoted by U(P,F ), is the set of all ground atoms
B such that some kernel atom for P and F depends on B . In symbols:
U(P,F ) = {B | for some A ∈ K(P,F ), A B}.
The relevant subprogram for a ground formula F (w.r.t. program P ), denoted by
R(P,F ), is the set of all rules in Ground(P ) whose head belongs to U(P,F ):
R(P,F ) = {R | R ∈ Ground(P ) and head(R) ∈ U(P,F )}.
Example 7. Consider the program P consisting of the rules:
p(f (X)) ← p(X), q(X),
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q(X)← s(X),
u(a)← ¬u(a),
z(X) ← p(X)
and let F = p(f (a)). There exists one odd-cyclic atom, u(a), so
K(P,F ) = {u(a), p(f (a))},
U(P,F ) = {p(f (a)), p(a), q(a), s(a), u(a)},
R(P,F ) = {(p(f (a))← p(a), q(a)), (q(a)← s(a)), (u(a)← ¬u(a))}.
If P is a finitary program, then K(P,F ) must be finite, by the second condition of
Definition 4. Moreover, by the first condition, P must be finitely recursive, and hence
U(P,F ) must be finite, as well. Then the following proposition follows immediately. It
confirms that the relevant subprogram of a finitary program is always finite.
Proposition 8. If P is finitary then, for all ground formulas F , U(P,F ) and R(P,F ) are
finite.
Note that for all rules r ∈ Ground(P ), if the head of r belongs to U(P,F ) then also all
the other atoms in r belong to U(P,F ). The next proposition follows easily.
Proposition 9. For all programs P and all ground formulas F , U(P,F ) is a splitting set
for P , and R(P,F )= bU(P ,F )(P ).
Now the basic technical results of this section can be proved. They show that the finite,
relevant subprogram suffices for query answering.
Lemma 10. For all ground formulas F and all finitely recursive programs P , R(P,F ) has
a stable model MF iff P has a stable model M such that M ∩ U(P,F ) = MF .
Proof. (“If” part) Suppose M is a stable model of P . By Proposition 9, U(P,F ) is a
splitting set for P and R(P,F ) = bU(P ,F )(P ). Then, by the Splitting Theorem, there exist
a stable model I of R(P,F ), and a stable model J of eU(P ,F )(P \ R(P,F ), I), such that
M = I ∪J . By definition, no atom in U(P,F ) occurs in eU(P ,F )(P \R(P,F ), I), therefore
J ∩U(P,F ) = ∅. It follows that M∩U(P,F ) = I , and the “If” part follows with MF = I .
(“Only if” part) Suppose that R(P,F ) has a stable model MF . We claim that
eU(P ,F )(P \ R(P,F ),MF ) is order consistent. Suppose not, then the dependency graph
of eU(P ,F )(P \ R(P,F ),MF ) induces an infinite descending chain
σ = (A1 ± A2 ± · · ·± Ai ± · · ·).
Since P is finitely recursive, the set {Ai | i > 0} is finite and hence σ must contain a
subsequence
Ak ± Ak+1 ± · · ·± Ak+n = Ak,
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that is, an odd-cycle. By definition of U(P,F ), {Ak, . . . ,Ak+n} ⊆ U(P,F ) and, conse-
quently, Ak, . . . ,Ak+n do not occur in eU(P ,F )(P \ R(P,F ),MF ), by definition. But then
the dependency graph of eU(P ,F )(P \ R(P,F ),MF ) does not contain nodes Ak, . . . ,Ak+n
and hence σ cannot exist—a contradiction. This proves the claim that eU(P ,F )(P \
R(P,F ),MF ) is order-consistent.
Then, by Theorem 1, eU(P ,F )(P \R(P,F ),MF ) has a stable model J . Let M = J ∪MF .
By the splitting theorem, M is a stable model of P . Moreover, since J ∩ U(P,F ) = ∅
(cf. “If” part), M ∩ U(P,F )= MF . 
Theorem 11. For all finitely recursive programs P and all ground formulas F ,
(1) P credulously entails F iff R(P,F ) does.
(2) P skeptically entails F iff R(P,F ) does.
Proof. If P credulously entails F , then there exists a stable model M of P such that
M |= F . By Lemma 10, M ∩ U(P,F ) is a stable model of R(P,F ). Moreover, since by
definition U(P,F ) contains all the atoms occurring in F , F must have the same truth
value in M and M ∩ U(P,F ), and hence M ∩ U(P,F ) |= F . As a consequence R(P,F )
credulously entails F .
Conversely, suppose that R(P,F ) credulously entails F . Then there exists a stable
model MF of R(P,F ) such that MF |= F . By Lemma 10, P has a stable model M such
that M ∩ U(P,F ) = MF . Then the models M and MF must agree on the valuation of F
(cf. the “only if” part of the proof) and hence M |= F , which means that P credulously
entails F . This completes the proof of (1).
To prove (2), we demonstrate the equivalent statement:
P does not skeptically entail F iff R(P,F ) does not skeptically entail F .
This statement is equivalent to: P credulously entails ¬F iff R(P,F ) credulously entails
¬F , which follows immediately from (1). 
Note that in the absence of odd-cycles, U(P,F ) contains only the atoms on which
F syntactically depends. Then the above theorem provides an alternative proof that odd-
cycle free finitary programs have the relevance property (that in general is not enjoyed by
the stable model semantics).
4.2. Compactness and consistency checks
In classical first-order logic, an infinite set of formulas is inconsistent iff it has an
inconsistent finite subset. This property, called compactness, is the key to a number of
standard semi-decidability results. A similar property—that in general is not enjoyed by
nonmonotonic logics—holds for finitary normal programs. The analogues of inconsistent
finite subsets of a theory are what we call unstable kernels.
Definition 12. An unstable kernel for a program P is a set K ⊆ Ground(P ) with the
following properties:
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(1) K is downward closed, that is, for each atom A occurring in K’s rules, K contains all
the rules r ∈ Ground(P ) such that head(r)= A.
(2) K has no stable models.
Theorem 13 (Compactness). A finitary program P has no stable models iff it has a finite
unstable kernel.
Proof. Let G be any ground atom in the language of P . From Lemma 10, it follows that
P has no stable models iff R(P,G) has no stable models. Clearly, R(P,G) is downward
closed by definition. Moreover, by Proposition 8, R(P,G) is finite. Therefore P has no
stable models iff R(P,G) is a finite unstable kernel of P . 
Note that normal default theories [42] are vacuously compact, in the sense that they
and their subtheories (that are normal, too) always have an extension, that is, the direct
counterpart of a stable model.
It is also interesting to note that a finitary program P has no stable models iff the subset
of Ground(P ) involving only odd-cyclic atoms and their definitions has no stable models,
either. Technically, such fragment of Ground(P ) can be defined as
R0(P ) =
{
R | R ∈ Ground(P ) and head(R) ∈ U0(P )
}
,
where
U0(P ) =
{
B | for some A ∈ K0(P ), A B
}
and K0(P ) denotes the set of all odd-cyclic atoms of P . Then the above claim can be
formalized as follows.
Corollary 14. A finitely recursive program P has no stable models iff R0(P ) has no stable
model. Moreover, if P is finitary, then R0(P ) is finite.
Proof. To prove the first part of the corollary, extend the language of P with a new
propositional symbol q , and note that R(P, q) = R0(P ), because q does not occur in P .
Then the corollary follows immediately from Lemma 10 by setting F = q . The second part
follows from Proposition 8. 
Remark 15. If P is not finitely recursive, then the above corollary is not valid. For example,
the following program P is odd-cycle free, and R0(P ) = ∅, however P has no stable
models [23]:
p(X) ← p(f (X)),
p(X) ← ¬p(f (X)).
An analogue of Corollary 14 holds for all normal programs P . The modified corollary
makes use of a slightly different definition of R0(P ), where K0(P ) is the set of all atoms
occurring in some infinite ±-chain. The proof of the generalized corollary is a simple
adaptation of the proof of Lemma 10.
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4.3. Decidability and semi-decidability of inferenceHereafter we focus on the complexity of inference within the class of finitary programs.
This subsection deals with upper bounds. We start with the proof that, for all ground goals,
both credulous and skeptical inference are decidable.
Theorem 16. For all finitary programs P and ground goals G, both the problem of
deciding whether G is a credulous consequence of P and the problem of deciding whether
G is a skeptical consequence of P are decidable.
Proof. By Theorem 11, G is a credulous (respectively skeptical) consequence of P iff G is
a credulous (respectively skeptical) consequence of R(P,G). Moreover, by Proposition 8,
R(P,G) is finite, so the set of its stable models can be computed in finite time. It follows
that the inference problems for P and G are both decidable. 
It follows easily that existentially quantified goals are semidecidable. In the following,
by ∃G we denote the existential closure of G.
Theorem 17. For all finitary programs P and all goals G, both the problem of deciding
whether ∃G is a credulous consequence of P and the problem of deciding whether ∃G is
a skeptical consequence of P are semidecidable.
Proof. The formula ∃G is credulously (respectively skeptically) entailed by P iff there
exists a grounding substitution θ such that Gθ is credulously (respectively skeptically)
entailed by P . The latter problem is decidable (by Theorem 16), and all grounding
substitutions θ for G can be recursively enumerated, so existential entailment can be
reduced to a potentially infinite recursive sequence of decidable tests, that terminates if
and only if some Gθ is entailed. 
We shall see in the following section that this is a strict bound, i.e., existential entailment
can be undecidable (cf. Corollary 23).
4.4. Minimality and expressiveness
Next we focus on lower bounds to the complexity of inference for the class of finitary
programs and relaxations thereof. The next two results show that both of the conditions in
Definition 4 are necessary for semi-decidability, i.e., Definition 4 is in some sense minimal.
Proposition 18. Credulous and skeptical inference are not semidecidable for the class of
all programs satisfying condition (2) of Definition 4.
Proof. Note that locally stratified programs trivially satisfy condition (2) of Definition 4
while some of them may violate condition (1). For locally stratified programs, credulous
and skeptical inference coincide and are not semidecidable [4], so the proposition
immediately follows. 
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t(s,L, v, [V | R]) ← t(s′, [v′ | L],V,R) for all instr. 〈s, v, v′, s′,right〉
t(s, [V | L], v,R) ← t(s′,L,V, [v′ | R]) for all instr. 〈s, v, v′, s′,left〉
t(s,L, v,R) for all final states s.
Fig. 7. A program deciding termination of a Turing machine with bounded tape.
The other lower-bounds are based on positive programs that encode a bounded
simulation of a given Turing machine. The Turing machine encodings in the literature
(such as those reported in [15,33]) are not appropriate here because they are not finitary
when the domain is infinite, so we have to adopt a different approach.4
LetM be an arbitrary deterministic Turing machine with semi-infinite tape; let S and
V beM’s set of states and tape alphabet, respectively. Recall that the instructions ofM
are 5-tuples 〈s, v, v′, s′,m〉 ∈ S × V × V × S × {left,right}, where s and v are the
current state and symbol, respectively, v′ is the symbol to be overwritten on v, s′ is the
next state, and m specifiesM’s head movement.
We say that a computation uses at most k cells if each configuration in the computation
satisfies the following property: if the machine’s head is on the ith cell of the tape, then
i  k.
Each configuration ofM can be finitely encoded by an atom t(s,L, v,R) where s is the
current state, v is the current symbol, L is the list of symbols on the left of the machine’s
head in reverse order, and R is the list of symbols on the right of the machine’s head,
truncated after the last non-blank symbol (but not necessarily immediately after it).
Now consider the positive program PM illustrated in Fig. 7. By construction, PM
enjoys the following property.
Proposition 19. If a goal G0 = t(s,L, v,R) has an SLD-derivation G0, . . . ,Gn from PM
thenM has a computation C0, . . . ,Cn such that each configuration Ci is encoded by Gi
(0 i  n). Conversely, given any computation C0, . . . ,Cn forM, there exist a goal G0
and an SLD-derivation G0, . . . ,Gn from PM such that each configuration Ci is encoded
by Gi (0 i  n).
Note also that in each SLD-derivation from PM, the length of the portion of tape
explicitly represented by L,v,R is constant. Then an SLD-derivation G0, . . . ,Gn exists
iff the corresponding computation C0, . . . ,Cn uses at most k cells, where k is the length of
the tape encoding of G0. In other words, PM encodes all the bounded simulations ofM
where the bound is on tape length.
Program PM satisfies condition (1) of Definition 4. To prove this, note that the paths in
the dependency graph of PM are in one-to-one correspondence with the SLD-derivations
from PM, because all rules have exactly one atom in the body. Then, in any given path π ,
4 More precisely, some of the aforementioned encodings are Datalog programs that perform a bounded
simulation of a given Turing machine. To capture unbounded runs—as required by our theorems—the domain
must be infinite. However, if the old encodings are extended with function symbols, then the resulting programs
are not finitely recursive, and sometimes have infinitely many odd-cycles.
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the length of the tape encoding is a constant k. It follows that the number of distinct atoms
in π is bounded by |S| · k|V |k . This proves that PM is finitely recursive.
The next two results are based on PM and prove that if condition (2) in Definition 4
were dropped, then inference would not be semidecidable anymore. More precisely, the
theorems say that some inferences would be as complex as deciding the termination of an
arbitrary Turing machine.
Theorem 20. For each deterministic Turing machine M with semi-infinite tape, initial
state s and input v = 〈v0, v1, . . . , vn〉, a program P 1M and a goal G can be recursively
constructed, such that P 1M satisfies only condition (1) in Definition 4, and P 1M skeptically
entails G iffM terminates on v.
Proof (Sketch). Let P 1M consist of the program defined in Fig. 7 plus the rules
u(R)← blank_list(R), t(s, [ ], v0, [v1, . . . , vn | R]), ¬u(R),
blank_list([ ]),
blank_list([b | L])← blank_list(L),
where b represents the blank symbol. P 1M satisfies condition (1) of Definition 4 (cf. the
argument for PM). Condition (2) of Definition 4 is violated, as there exist infinitely many
odd-cycles, one for each ground atom u(x). Clearly, for any grounding substitution θ , the
goal
(blank_list(R), t(s, [ ], v0, [v1, . . . , vn | R]))θ
can be derived from the subprogram PM and the clauses for blank_list iff M
terminates using k cells, where k is the length of the encoding
[ ], v0, [v1, . . . , vn | Rθ ].
At the same time, P 1M has a stable model iff none of the above goals can be derived from
PM, because of the odd-cycles containing u(R)θ . It follows that for all G consisting of
a propositional symbol not occurring in P 1M, P
1
M skeptically entails G iff M termin-
ates. 
Theorem 21. For each deterministic Turing machine M with semi-infinite tape, initial
state s and input v = 〈v0, v1, . . . , vn〉, a program P 2M and a goal G can be recursively
constructed, such that P 2M satisfies only condition (1) in Definition 4, and P 2M credulously
entails G iffM terminates on v.
Proof. Let P 2M = P 1M∪{p}, where p is a new propositional symbol not occurring in P 1M,
and let G = p. Clearly P 2M credulously entails G iff P 2M has a stable model. Since P 2M
has a stable model iffM terminates (see the previous proof), the theorem immediately
follows. 
The next result is based on a modification of PM that keeps track of the result of the
computation. The modified program P 3M, illustrated in Fig. 8, has one extra argument to
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t(s,L, v, [V | R],T)← t(s′, [v′ | L],V,R,T) for all instr. 〈s, v, v′, s′,right〉
t(s, [V | L], v,R,T)← t(s′,L,V, [v′ | R],T) for all instr. 〈s, v, v′, s′,left〉
t(s,L, v,R, [L, v,R]) for all final states s.
Fig. 8. A program for bounded simulation of a Turing machine.
return the final state of the tape. The theorem proves that the class of finitary programs is
computationally complete by showing how any Turing machineM can be simulated by a
suitable finitary program that returns the output ofM.
Theorem 22. For each deterministic Turing machine M with semi-infinite tape, initial
state s and input v = 〈v0, v1, . . . , vn〉, a (positive) finitary program P 3M and a goal p(R,X)
can be recursively constructed, in such a way that for all grounding substitutions θ ,
P 3M |= p(R,X)θ iffM terminates on v and Xθ encodes the final tape of the computation.
Proof (Sketch). Let P 3M consist of the program defined in Fig. 8 plus the rules
p(R,X)← blank_list(R), t(s, [ ], v0, [v1, . . . , vn | R],X),
blank_list([ ]),
blank_list([b | L])← blank_list(L),
where b represents the blank symbol. Note that P 3M satisfies condition (1) of Definition 4.
Moreover, P 3M has no odd-cycles, so P
3
M is finitary. Clearly, for any given grounding
substitution θ , the subgoal
(blank_list(R), t(s, [ ], v0, [v1, . . . , vn | R],X))θ
is entailed by P 3M iff M terminates using the finite portion of the tape encoded by[ ], v0, [v1, . . . , vn | Rθ ], and leaving the tape as described by Xθ . The theorem immediately
follows. 
Corollary 23. Both the problems of deciding whether a finitary program P credu-
lously/skeptically entails an existentially quantified goal ∃G are r.e.-complete.
5. Handling local variables
Local variables are common and useful in logic programs. Unfortunately, when the
Herbrand domain is infinite, one local variable suffices to make the program not finitely
recursive, thereby violating the first condition in the definition of finitary programs. For
example, given the rule p(f(X,a))← q(X,Y) with local variable Y, each atom p(f(t,a))
depends on infinitely many atoms q(t,a),q(t,f(a)),q(t,f(f(a))), . . . , that is, local
variables make the dependency graph infinitely branching.
Local variables can be supported if their range can be restricted in such a way that the
given logic program is equivalent to a finitely recursive logic program. For example, if the
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program contains the usual definition of member, then a rule p(f(X))← member(Y, [a,
b,c]),q(X,Y) with local variable Y is equivalent to the three finitely recursive rules
p(f(X))← q(X,a),
p(f(X))← q(X,b),
p(f(X))← q(X,c)
in the sense that replacing the original rule with the above three rules yields a program with
the same set of stable models. In general, each instance of a given rule with local variables
may be equivalent to a different number of finitely recursive rules. One example is
p([X | Z])← member(Y,Z),q(X,Y).
Here the number of possible values of Y grows linearly with the length of the list Z
occurring in the head. Still, this number is finite for each ground instance of the head,
so this program is equivalent to a finitely recursive one.
With this approach we can handle a number of interesting rules with local variables.
It suffices to replace the (infinite) relevant subprogram R(P,F ) with a finite, partially
evaluated version of it, where the predicates defined by finitely recursive, locally stratified
programs, called recursive domain predicates, are evaluated during the subprogram
construction to instantiate local variables (see also the algorithm in Section 8).
For instance, the first rule of Fig. 9 binds the local variable B with the subgoal
block(B). The predicate block must be a recursive domain predicate. For example, it
may be defined either by a list of ground facts block(bi) or by a more compact definition
such as
block(B)← member(B, [b1, . . . , bn]).
The second rule models a version of the modal axiom K. Here we assume beliefs are
specified via logic programs, as in [47]. The local variable P here is bounded by the
recursive domain predicate basic_bel, that specifies which rules P→ Q define agent
A’s beliefs. The recursive domain predicate may be defined like in the previous example.
ab(on_top(A,C),T+ 1)←
block(B),
do(put_on(A,B),T), /* action */
t(is_clear(B),T) /* preconds */
bel(A,Q)← bel(A,P),basic_bel(A, (P→ Q))
reverse([X|Xs],Y)←
reverse(Xs,RX),
append(RX, [X],Y)
reverse([ ], [ ])
Fig. 9. Rules with local variables.
P.A. Bonatti / Artificial Intelligence 156 (2004) 75–111 95
The remaining rules define a predicate for reversing a list. This program makes use of
a local variable RX, bounded by the recursive domain predicate append. It may be easily
verified that the call to append may either fail or bind RX to exactly one value, that is, Y
without the last element.
A program with admissible local variables for solving the graph coloring problem
(Fig. 10) will be illustrated in the next section. Moreover the standard bubble sort, quicksort
and mergesort programs [45] have admissible local variables.
Now we give a more formal account of admissible local variables. In the rest of this
section, let P be a given program, and let Π = {r1, . . . , rn} be a distinguished subset of
its predicates (the recursive domain predicates). Let a Π -atom be an atom whose predicate
belongs to Π . We assume that the set U of all Π -atoms belonging to P ’s Herbrand base
satisfies the following properties:
(1) U is a splitting set for P (that is, each predicate in Π is defined in terms of other
predicates in Π ),
(2) bU(P ) is locally stratified, and hence it has a unique stable model MU .
Let θ and γ range over grounding substitutions, and let A be a Π -atom. A bounding
partition for A is a partition V ∪ W of its variables such that for each θ , MU contains
only finitely many instances Aγ such that V γ = V θ . Roughly speaking, this means that
for each fixed assignment θ to variables V , a call to A returns finitely many ground answer
substitutions γ (and hence finitely many values for the variables in W ).
Next consider R ∈ P . The set of U -bounded variables of R is the least subset of R’s
variables satisfying the following closure conditions:
(1) the variables occurring in head(R) are U -bounded,
(2) if A ∈ body(R) is a positive U -literal, and if V ∪W is a bounding partition for A such
that all variables in V are U -bounded, then all variables in W are U -bounded.
When all the variables of all R ∈ P are U -bounded, we say that P is U -bounded.
The following proposition is a straightforward consequence of the above definitions.
Proposition 24. If P is U -bounded, then every ground atom A in the dependency graph of
eU (Ground(P ) \ bU(P ),MU ) has finitely many outgoing edges.
This proposition states formally that the restriction to U -bounded rules solves the
problem caused by local variables, in the sense that by partially evaluating P w.r.t. recursive
domain predicates, all infinite branching caused by local variables is removed. Of course,
for the partially evaluated program to be finitely recursive, the absence of infinite paths
must be verified, too, like in the standard case. Then we adopt the following relativized
definition:
Definition 25. A program is finitary with respect to U if eU (Ground(P ) \ bU(P ),MU ) is
finitary. Sometimes, to stress the relationships between U and Π , we will equivalently say
that P is finitary with respect to Π .
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The current prototype implementation described in Section 7 requires recursive domain
predicates to be acyclic, in order to enable a standard top-down derivation, if desired.
Moreover, the prototype is adopting a simplified algorithm that computes only a subset
of U -bounded variables, by using the following ideas:
• Omega-restricted programs [46] have always finite stable models; it follows easily that
if A’s predicate is defined in an omega-restricted subprogram, then all of A’s variables
are U -bounded;
• Interargument analysis (see Section 7) can be used to prove that every successful call
to certain atoms binds a local variable to a term smaller than some other bounded term
t occurring in the rule; since multiple terms t are not simultaneously considered, this
mechanism, in general, fails to find all possible bounding partitions. For example,
under the usual definition of append, the bounding partition {X,Y} ∪ {Z} for
append(X,Y,Z) is not recognized by the prototype because the size of Z is bounded
by the overall size of two terms. The prototype can only find the bounding partition
{Z} ∪ {X,Y} where both the size of X and the size of Y are bounded by the size of the
single argument Z.
6. Programming techniques—A comparison with ASP
Standard Answer Set Programming (ASP) is based on Datalog programs with negation,
that are basically abbreviations of finite, ground normal programs [3]. Finitary programs
obviously generalize standard ASP, as all finite ground normal programs are finitary.
Nonetheless, standard ASP and finitary programs sometimes induce different programming
styles.
First consider the encoding of recursive data structures such as lists. In finitary
programs, list encoding is trivial; we can freely use list constructors, as shown in many
of the examples of this paper. In standard ASP, a list [a, b, c, d] can be encoded with a set
of atoms like:
info(l1, a),
next(l1, l2),
info(l2, b),
next(l2, l3),
info(l3, c),
next(l3, l4),
info(l4, d)
(cf. [3]). Note the low level of this representation. The reification of lists via constants
l1, . . . , l4 exposes the pointer-based implementation of the list data structure. Similar
considerations hold for any recursive data structure. The advantages of function symbols
as a data encapsulation mechanism is further discussed in [45].
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/* Graph Coloring - all graphs in 1 program *//* instance encoding: G = list of edges, Cs = list of colors */
edge(X,Y,G)← member((X,Y),G)
node(X,G)← edge(X,_,G)
node(X,G)← edge(_,X,G)
/* generate coloring */
col(X,C,Cs)← member(C,Cs),¬other(X,C,Cs)
other(X,C,Cs)← ¬col(X,C,Cs)
/* constraints on coloring */
bad(G,Cs)← node(X,G),¬has_a_col(X,Cs)
has_a_col(X,Cs)← member(C,Cs),col(X,C,Cs)
bad(G,Cs)←
edge(X,Y,G),
member(C,Cs),
col(X,C,Cs),
col(Y,C,Cs)
Fig. 10. Graph coloring.
The second source of differences is the restriction on the number of odd-cyclic atoms
(Definition 4(2)), that may affect programming style to some extent. We illustrate this
aspect with two normal programs that solve the n-coloring problem in different ways.
The first program is a standard ASP program taken from [14]. It is built from a given
graph G and consists of all rules
col(v, ci)← ¬col(v, c1), . . . ,¬col(v, ci−1),¬col(v, ci+1), . . . ,¬col(v, cn),
¬col(v1, ci), . . . ,¬col(vk, ci)
such that v is a vertex of G, {c1, . . . , cn} is the set of colors, and v1, . . . , vk are the neighbors
of v. It is not hard to see that each stable model M of this program corresponds to a possible
coloring of G and viceversa (v has color c iff col(v, c) ∈M).
The second program, illustrated in Fig. 10, has an interesting feature: it encodes all
problem instances at once (while the first program encodes only one particular instance).
To solve the n-coloring problem for a given graph G it suffices to check whether the goal
¬bad(G, [1, . . . , n]) is credulously entailed by this program. For example, to solve the
3-coloring problem for the graph with edges (a,b), (b,c), (c,a) it suffices to submit the
credulous query ¬bad([(a,b), (b,c), (c,a)], [1,2,3]). The stable models M that satisfy
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this query are in one-to-one correspondence with the desired colorings (v has color c iff
col(v, c, [1,2,3]) ∈M).
This program generates all color assignments with an even-cycle over predicates col
and other, and then checks whether the desired constraints are met. If not, atom
bad(G, [1, . . . , n]) is derived. One advantage of such a generate-and-test technique is
that it is very general and applies to all the problems at the first level of the polynomial
hierarchy. Actually, most problem encodings in the literature have this form.
Note that arguments G and Cs, that encode (part of) a problem instance, play two
distinct roles. First, they are needed to distinguish different problem instances in a program
that models all instances. Second, the two arguments are used to restrict the range of local
variables (see the definition of predicates bad and has_a_col).
The second programming style may look more complex than the first one. On the other
hand, the ability of encoding all problem instances in one program has several potential
advantages.
First, there is no need for an external encoding procedure to build the ground
program corresponding to the given problem instance. More generally, Turing equivalence
guarantees that all necessary preprocessing and the actual problem solving process can be
expressed within one declarative language. As a consequence, data encoding and sharing
between the different processing components is greatly simplified.
Second, it is possible to formulate queries across multiple problem instances. To see
why this may be attractive, consider a bounded planning problem, that is, a planning
problem where the plan length is bounded by a given constant k, which is part of the input.
(Note that no single standard ASP program can encode any unbounded planning problem,
because the program domain must be finite.) Suppose that if no plan exists for k = n, then a
new instance with k = n+ 1 must be tried. In a standard ASP framework, the new instance
should be encoded in ASP and then fed to the ASP solver. Note that such a search procedure
is not entirely controlled by the ASP solver; it is not clear if and how the information
acquired while reasoning on the first instance can be transferred to the new instance.
With finitary programs, all instances of the bounded planning problem can be encoded
in one program. In fact, this is what the problem representation adopted in Fig. 4 does; note
that for each (encoding of an) integer N , the relevant subprogram R(P,holds(Goal,N))
is an encoding of the bounded planning problem for k = N . Then, the aforementioned
search over multiple instances can be captured by a single query, such as holds(Goal,T)
where T is a free variable. In this framework, the search for a solution is completely
under the engine’s control, and the engine may try to optimize search across different
problem instances (however, this may interfere with the attempt of reusing standard
credulous reasoners sketched in Section 8.1). Even if an upper bound k for T is specified
(as in the query less_than(T, k), holds(Goal,T), where predicate less_than has
the obvious meaning), the engine may try to optimize memory usage by increasing T
incrementally until either a solution is found or k is reached. This idea is based on the
observation that under typical recursion patterns—such as those recognized by the tool
described in the next section— as the recursion arguments of an atom A become larger, so
does the number of atoms on which A depends, and the size of the relevant subprogram for
query A grows accordingly. A detailed study of such nonground query optimizations lies
beyond the scope of this paper, and is an interesting subject for further research.
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The enhanced expressive power of finitary programs is closely related to the ability
of querying an unbounded number of problem instances. For example, the above
discussion shows that an unbounded planning problem can be expressed by a nonground
query holds(Goal,T) over the infinite set of bounded planning problems encoded
by the programs R(P,holds(Goal,N)) (N  0). Similarly, the proof of Theorem 22
clearly shows that arbitrary computations can be simulated by searching over an infinite
number of bounded Turing machine simulations (each corresponding to an individual
decidable problem instance). To keep complexity under control, the set of instances
to be solved can be restricted with suitable predicates, for example, using queries like
(choose(T), holds(Goal,T)), where predicate choose encodes the search strategy.
We close this section by mentioning that every search problem in NP can be encoded
with normal Datalog programs in a substantially uniform way, via a single, nonground
Datalog program P ′ (common to all problem instances) plus a set of ground facts P ′′ for
each specific problem instance [33]. However, there is currently no real analysis of the
impact of such program structure on the programming style for P ′ and P ′′, especially as
auxiliary constants and low-level details are concerned (cf. the list example at the beginning
of this section). In particular, P ′′ might be complex enough to require input encoding
mechanisms besides the ASP solver.
7. Recognizing finitary programs
The class of finitary programs is undecidable. Actually, none of the two conditions in
Definition 4 is decidable, in general. However, after proving these negative results we shall
explain how they can be circumvented in practice.
Let us start with condition (1). A variant of the halting problem can be reduced to
checking that a program is finitely recursive by adapting program PM (Fig. 7). The
approach followed in Fig. 7 is appealing for this purpose because each rule has at most
one subgoal, and hence SLD derivations are in one-to-one correspondence with paths in
the dependency graph. The revised program is illustrated in Fig. 11; note that predicate
t has been extended with a step counter (last argument), and that new rules have been
introduced to extend the tape encoding and add more blanks (represented by b) whenever
the head moves beyond tape boundaries (second and fourth rules). We are going to prove
that condition (1) is undecidable by showing that this program is finitely recursive iffM
terminates from every configuration.
t(s,L, v, [V | R],C)← t(s′, [v′ | L],V,R,C+ 1) for all instr. 〈s, v, v′, s′,right〉
t(s,L, v, [ ],C)← t(s′, [v′ | L], b, [],C+ 1) for all instr. 〈s, v, v′, s′,right〉
t(s, [V | L], v,R)← t(s′,L,V, [v′ | R],C+ 1) for all instr. 〈s, v, v′, s′,left〉
t(s, [ ], v,R,C)← t(s′, [ ], b, [v′ | R],C+ 1) for all instr. 〈s, v, v′, s′,left〉
t(s,L, v,R) for all final states s.
Fig. 11. An uncheckable program class.
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It is not hard to see that, by the program’s construction, (i) the computations ofM on
tape x , (ii) the SLD derivations starting from t(s,L,V,R, c) where s is a state, terms
L,V,R encode correctly x , and c is any fixed term, and (iii) the corresponding paths in the
dependency graph, are in one-to-one correspondence. More precisely, the nth configuration
in M’s computation is encoded by the unique atom belonging to the nth goal in the
SLD derivation, and such atom equals the nth element in the path. The step counter (last
argument of t) ensures that the dependency graph is acyclic. Then, wheneverM falls into
a cycle, the dependency graph contains an infinite acyclic path and hence the program is
not finitely recursive. By contraposition, this proves that if the program is finitely recursive,
then all the computations ofM terminate, no matter what is the initial configuration.
Conversely, suppose that the program is not finitely recursive. Then, there must be an
infinite acyclic path in its dependency graph. Now there are two possibilities. In the first
case, the initial element of the path is an atom t(s,L,V,R, t) where s is a state and
L,V,R is a correct tape encoding. In this case,M has a corresponding non-terminating
computation by the program’s construction. The second possibility is that either s is not a
state or L,V,R is not a correct tape encoding. If s were not a state or the head moved over
a symbol that does not belong toM’s alphabet, then the SLD derivation corresponding
to the path would finitely fail, by the program’s definition, and hence the path would be
finite (a contradiction). Therefore, s must be a state and the head must never move over a
cell with illegal content. In this case, it can be easily verified that by uniformly substituting
illegal tape values with any legal values in all of the path’s elements, we obtain another
path of the dependency graph, where the initial element correctly encodes a configuration
ofM. Therefore,M has a corresponding non-terminating computation. This proves that
if the program is not finitely recursive thenM has an infinite computation.
We conclude that the program is finitely recursive iff all the computations starting from
any configuration ofM terminate. The following theorem immediately follows.
Theorem 26. Checking whether a program is finitely recursive is not decidable.
Next, let us consider condition (2) of Definition 4, concerning the number of odd-cycles.
The halting problem for Turing machinesM with a semi-infinite tape can be reduced to
checking that a program satisfies condition (2) by means of another variant of the program
PM of Fig. 7. We exploit again the property that the paths in the dependency graph are
in one-to-one correspondence with SLD derivations. Therefore, (given the correspondence
between PM’s derivations andM’s computations) there is a path from t(s,L, v,R) to
t(s′,L′, v′,R′) if and only if the underlying Turing machine M has a corresponding
computation using at most k cells, where k is the length of the tape encoding L,v,R. Now
all we have to do for each k is introducing a negative edge from each final configuration to
the initial one, so that an odd cycle exists if and only ifM halts.
The resulting program is illustrated in Fig. 12. Predicate t has been given one more
parameter B to reconstruct the initial (bounded) tape, under the convention that “legal”
initial goals should look like t(s0, [ ], v0, [v1, . . . , vn | B],B) where s0 is the initial state,
v0, . . . , vn encode the input, and B is a list of blanks.
Of course the atom dependency graph contains also atoms that violate the above
convention. For this reason halting configurations (head of the third rule) are not directly
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t(s,L, v, [V | R],B)← t(s′, [v′ | L],V,R,B) for all instr. 〈s, v, v′, s′,right〉
t(s, [V | L], v,R,B)← t(s′,L,V, [v′ | R],B) for all instr. 〈s, v, v′, s′,left〉
t(s,L, v,R,B)← check_blank(B,B) for all final states s.
check_blank([b | B1],B)← check_blank(B1,B)
check_blank([ ],B)← ¬t(s0, [ ], v0, [v1, . . . , vn | B],B)
Fig. 12. An uncheckable program class.
connected to the initial configuration by a negative edge. First check_blank verifies
whether B is actually a list of blanks. This check ensures that in each path containing two
or more negative edges, the second negative edge is followed by a legal call to t (cf. last
rule in Fig. 12). This suffices to prevent spurious odd cycles arising from illegal calls.
Now the reader may easily verify that the dependency graph of the program illustrated in
Fig. 12 contains an odd-cycle for some list of blanks B if and only ifM terminates on
input v0, . . . , vn using n+m cells, where m is the length of B . Clearly, if such a B exists,
then there exist infinitely many analogous odd-cycles, one for each list of blanks B ′ longer
than B . Therefore,M terminates on v0, . . . , vn iff there exist infinitely many odd-cycles,
and hence the following theorem holds.
Theorem 27. The problem of checking condition (2) in Definition 4 is not semidecidable.
This does not mean that finitary programs cannot be used in practice. The logic
programming community has developed sophisticated program analysis techniques that
help in checking both of the conditions defining finitary programs. A prototype recognizer
implemented in XSB Prolog has been demonstrated at the LPNMR’01 conference in
Vienna. In the following we briefly illustrate this prototype. A complete description of the
recognizer, however, (that strictly speaking pertains to the area of static program analysis)
is complex enough to deserve a paper of its own.
Remark 28. The prototype is sound but incomplete (accepted programs are finitary;
rejected programs might be finitary). However, the recognizer can deal correctly with all
the examples mentioned in this paper, with only two exceptions: (i) the finitary members of
the uncheckable classes of programs illustrated in Figs. 11 and 12, that are often rejected,
and (ii) the negative example illustrated at the end of this section.
To check whether a given program is finitely recursive (condition (1) of Definition 4),
the recursion patterns of the input program are analyzed, looking for arguments whose
norm (a measure of term size [16]) does not increase indefinitely. In this respect, the finitary
program recognition techniques differ from the techniques for verifying termination. The
latter require some arguments to decrease at each recursive call, while in our case some
infinite loops are allowed. The finitary program recognizer consists of four stages:
(1) Interargument analysis. During this phase, the mutual relationships between the size of
each predicate’s arguments is evaluated. For example, the analysis would discover that
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for each successful call append(A,B,C), both |A| |C| and |B| |C| hold, where |t|
denotes the size (norm) of t . Interargument information yields bounds on the size
of local variables—this is essential for proving the generalization of condition (1)
discussed in Section 5.
(2) Recursion analysis. At this stage, the recognizer looks for cyclic atom dependencies,
then refines them by identifying suitable recursion patterns, i.e., sets of predicate
arguments that either strictly decrease or almost never get larger at each recursion.
After this analysis each predicate is labelled as acyclic or potentially cyclic. The
underlying data structure is a graph whose size is linear in the input (nonground)
program.
(3) Recursive domain predicate identification. During this phase, the analyzer identifies
acyclic predicates that can be evaluated at program instantiation time to instantiate
all local variables in finitely many ways (thereby avoiding infinite branching in the
dependency graph, see Section 5). These predicates play the same role as Lparse’s
domain predicates [46]. One important difference is that recursive domain predicates
can be locally stratified, while Lparse’s domain predicates can only be stratified.
(4) Cycle analysis. Condition (2) of Definition 4 is checked at this stage. The recognizer
looks for potential odd-cycles (i.e., cycles through an odd number of negations).
Cycle identification takes into account recursion information (derived during the
second stage) so that the analysis is sharper than a simple inspection of the predicate
dependency graph. For instance, the following program would be accepted and
recognized as acyclic, because the argument of even becomes strictly smaller at each
recursive call:
even(0)
even(s(X))← ¬even(X).
If a (potential) odd-cycle is identified, then it is required either to be ground, or
to belong to an omega-restricted subprogram [46]. Both conditions ensure that the
number of odd-cyclic atoms is finite, as required. For example, program {p(a) ←
¬p(a)} is accepted because this odd-cycle is ground, while {p(f (X)) ← ¬p(f (X))}
is rejected.
The finitary program recognizer analyzes each group of (nonground) mutually recursive
rules separately, and this helps in reducing the computational cost of the analysis phase.
All the examples reported in this paper are processed in less than 0.5 seconds on a Pentium
III at 400 MHz, with 256 KB cache and 128 MB RAM. The largest test we run (66 rules,
groups of mutually recursive rules with up to 6 members) took approximately 0.8 seconds
(average over 10 runs).
The size of mutually recursive rule groups is typically small in well-crafted programs
(otherwise the intricacies of recursion yield unmanageable programs). Under the realistic
assumption that the size of such groups and predicate arity are bounded, the finitary
program recognizer running time is linear in the size of the (nonground) input program.
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7.1. Limitations and possible enhancementsCurrently the recognizer computes only relative estimates of term size. For example, it
can detect that a predicate argument t1 is smaller than an argument t2 when t1 is a subterm
of t2, as in the simple program:
double(X,X+ X).
The recognizer can also realize that the norms of two terms are linearly related. For
example, given the program
transl(s(X),f(Y,a))← transl(X,Y)
transl(1,f(0,a))
the recognizer detects that for all atoms transl(X,Y ) derivable from the above rules,
|X| = c|Y | + d , where c and d are suitable constants. Actually, c and d are not estimated
and the formula |X| = c|Y |+ d is not used for arithmetic reasoning; the recognizer detects
simply that every bottom-up evaluation step increases each argument’s size by a constant,
and thereby concludes that both {X} ∪ {Y } and {Y } ∪ {X} are bounding partitions for
transl(X,Y ).
The recognizer can also detect that a term is almost always larger than another term.
For example, f (X,X) is larger than g(X,a, b, c) whenever X is larger than a, b, c. Such
observations can be used to identify bounding partitions.
All the above comparisons are evaluated by comparing the multisets of variables
occurring in the two terms. The number of occurrences in each term is relevant to
discriminate between strict disequalities, linear relationships, and disequalities that hold
almost always. In turn, these classifications let the recognizer distinguish terminating
recursion from admissible cyclic recursion and forbidden recursion. The same techniques
are the building blocks of recursive domain predicate identification.
The recognizer has basically no arithmetic abilities. For example, it is not able to detect
and use the fact that |X+ X| = 2|X| + 1. As a consequence, the program
double(X,X+ X)
p(Y)← double(Y,Z),q(Z)
q(X+ X)
is erroneously rejected because the recognizer cannot prove that the size of the local
variable Z is bounded by a function of |Y|.
A sharper analysis can be carried out by means of abstract interpretations. For example,
the abstract domain may consist of polyhedra [2] and describe interargument size relations
as linear equations. In order to use such information, the recognizer should be extended
with symbolic calculation capabilities. The norms used in the current prototype are not the
only possible norms. Existing work on automatic norm selection [26] can be considered in
future implementations.
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8. Reasoning with finitary programsA nice property of finitary programs is that the existing reasoning methods and inference
engines for reasoning with stable models can be adapted to finitary programs with minor
changes, and sometimes can be applied with no modification at all.
8.1. Credulous automated reasoners
For function-free programs, there exist powerful automated reasoners based upon stable
model generation, such as SMODELS [39] and DLV [22]. Internally, these engines operate
on ground programs; for this reason they embody smart program instantiation routines.
Such routines are applied before any other form of reasoning. It is not difficult to extend
the instantiation routines to deal with all finitary programs, so that given a ground goal
G,5 only the relevant (ground and finite) subprogram R(P,G) (or an equivalent subset
thereof)6 is generated. The rest of the engine needs no modification, it can be directly
applied to the ground program R(P,G). By Theorem 11, soundness and completeness are
preserved. In this way, our results can be used to extend the applicability range of this
class of automated reasoners to programs with function symbols and recursion, with no
modification to the core reasoning mechanisms.
Part of the construction of R(P,G) is common to all goals G and can be factorized. In
particular the part of the program on which odd cycles depend (that is, R0(P )) is always
contained in R(P,G) and can be pre-computed once and for all (moreover, by Corollary 14,
R0(P ) can be used to check whether P is consistent). Recursive domain predicates should
be evaluated at instantiation time to bind local variables.
In the current prototype, instantiation proceeds top-down, starting from the input goal
G. Since the input program P must be finitely recursive and U -bounded, the procedure
is guaranteed to terminate. The instantiation algorithm is sketched in Fig. 13 and briefly
illustrated below. The input program P must have been accepted by the recognizer to
ensure that P is finitary w.r.t. recursive domain predicates. The recognizer identifies also
a set of potentially odd-cyclic atoms OC ⊇ K0(P ). Variable Q collects the atoms that
still have to be processed. Atom start should differ from all the ground atoms in the
language of P , so that start holds in a given stable model of P ∪{start← ∃G} iff the
query ∃G holds in a corresponding stable model of P . Basically, Q is initialized with an
approximation of the set of kernel atoms. Variable U collects the relevant universe with the
exception of the atoms with a recursive domain predicate (that are evaluated immediately).
U is also used to process each atom only once; if an atom is already in U , then it is not
inserted in Q (see the assignment to ∆). For each rule matching the selected literal A, the
algorithm partitions its body G0 into G1 (positive calls to recursive domain predicates),
G2 (negative calls to recursive domain predicates), and G3 (all other literals). Then G1
is evaluated; the boundedness check on local variables ensures that the evaluation returns
a finite number of answer substitutions σ1, . . . , σn. For each such σi , the negative calls
5 These engines can only deal with ground queries.
6 The smart instantiation routines remove some non-applicable rule instances and partially evaluate some
predicates.
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Input: a normal program P accepted by the recognizer, a goal G, and a set OC
of potentially odd-cyclic atoms of P
Output: a partially evaluated version of R(P,G)
begin
P := P ∪ {start← G};
Q := {start} ∪ OC;
U := ∅; R := ∅;
while Q = ∅ do
Remove one atom A from Q;
U :=U ∪ {A};
for all (H ←G0) ∈ P such that A and H are unifiable with
most general unifier θ ;
Let G1 (respectively G2) be the set of all positive (respectively negative) calls
to recursive domain predicates in G0θ ;
Let G3 = G0θ \ (G1 ∪G2);
Let σ1, . . . , σn be the answer substitutions for G1 such that
G2σi is true (1 i  n);
R := R ∪ {A ←G3σi | 1 i  n};
∆ := {B | atom B occurs in G3σi for some i, 1 i  n} \U ;
Q := Q∪∆;
end for
end while
return R without the instances of start← G
end
Fig. 13. Computing R(P,G).
G2σi are evaluated (U -boundedness guarantees that G2σi is ground, so this phase can
only discard some answers). Finally, the partially evaluated rules A ← G3σi are included
in R. Therefore, R collects the rules of R(P,G) partially evaluated w.r.t. recursive domain
predicates. Another consequence of U -boundedness is that G3σi is ground. Then ∆ (the
set of atoms occurring in the new rule that still have to be processed) is ground, and U is
guaranteed to be ground at each step. Due to the approximation of K0(P ), the output of the
algorithm may be a superset of the relevant subprogram.
8.2. Resolution calculus
Here the results of the previous sections are applied to the resolution calculus for
skeptical stable model semantics introduced in [6]. In the original paper, the resolution
calculus was proved complete w.r.t. function-free programs (soundness holds for all
programs). In this section, we extend the completeness result to all finitary programs. The
calculus is based on skeptical goals of the form (G | H) where G and H are sequences of
literals. A ground such goal is a consequence of a given program P if every stable model
of P satisfying H is also a model of G.
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Theorem 29. Let P be a finitary program, and let (∧H →∧G)γ be a ground skeptical
consequence of P , where H and G are sequences of literals. Then the skeptical goal
(G | H) has a successful skeptical derivation from P with answer substitution θ more
general than γ .
Proof. Let F = (∧H →∧G)γ . Since F is a ground skeptical consequence of P , then
F is also a skeptical consequence of R(P,F ) (by Theorem 11). Moreover, R(P,F ) is
finite (by Proposition 8). Then, by the original completeness result [6], (G | H)γ has a
ground skeptical derivation from R(P,F ) ⊆ Ground(P ). By standard lifting techniques
(cf. [32]), a corresponding (nonground) skeptical derivation of (G | H) from P with answer
substitution θ more general than γ can easily be obtained. 
Example 30. Consider again the program P of Example 7:
p(f (X)) ← p(X), q(X),
q(X)← s(X),
u(a)← ¬u(a),
z(X) ← p(X).
This finitary program has no stable model, because of its third rule. Fig. 14 shows a
successful skeptical derivation for the skeptical conclusion p(X), with empty answer
substitution (which means that ∀X.p(X) is a skeptical consequence of P ). The details
of the calculus are not recalled here. We are simply giving the reader some hints on the
nature of the proof. On line 2, an inference rule called restricted split of type II introduces
two complementary hypotheses, u(a) and ¬u(a), to explore different, disjoint classes of
stable models. In [6], it is proved that the atom in the hypotheses, u(a), can be selected
from odd-cyclic literals only, without affecting completeness. On line 3, the contradiction
rule replaces the left-hand side of the skeptical goal (p(X) | u(a)) with the negation of
the hypothesis. Intuitively, in case of success, this skeptical goal is proved to be vacuously
valid by showing that the hypotheses on the right-hand side cannot be satisfied. Then the
failure rule rewrites ¬u(a) with one of the counter-supports of u(a). The counter-supports
of an atom A are sets of positive atoms that negate all the supports of A. In this example
(p(X) | ) (Initial goal)
(p(X) | u(a)) (p(X) | ¬u(a)) Restricted Split of type II
(¬u(a) | u(a)) (p(X) | ¬u(a)) Contradiction rule
(u(a) | u(a)) (p(X) | ¬u(a)) Failure rule
( | u(a)) (p(X) | ¬u(a)) Resolution with hypothesis
(p(X) | ¬u(a)) Success rule
(u(a) | ¬u(a)) Contradiction rule
(¬u(a) | ¬u(a)) Resolution with u(a) ← ¬u(a)
( | ¬u(a)) Resolution with hypothesis Success rule
Fig. 14. A skeptical derivation.
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the counter-support of u(a) is u(a) itself (obtained by negating the unique support {¬u(a)}
of u(a)). The rest of the derivation involves only resolution steps and structural rules. An
atom in the left-hand side of a skeptical goal can be resolved either with a program rule or
with one of the hypotheses (treated as facts). Finally, the success rule removes goals where
there is nothing left to prove. As usual, the empty goal sequence is denoted by .
A prototype skeptical reasoner based on the skeptical resolution calculus has been
implemented in XSB. The prototype is a semi-naive meta-interpreter, in the sense that
a naive meta-interpreter for the skeptical calculus has been optimized for XSB’s tabling
mechanism. A brief description can be found in [6]. By Theorem 29, the prototype can
be used to find the (nonground, existentially quantified) skeptical consequences of finitary
programs with no modification to the existing code, although it had been designed for
function-free programs.
Here the ground relevant subprogram has only a theoretical role (in proving complete-
ness). It need not be constructed because resolution instantiates program rules as needed,
without necessarily grounding them. Thus, in some cases, the resolution method can be
significantly more efficient than credulous methods, because the grounding phase of the
latter is often extremely expensive.
The program recognizer is still needed to accept admissible programs. Moreover, as a
by-product, the recognizer (approximately) identifies cyclic and odd-cyclic atoms; such
information is needed by—and fed to—the Restricted Split rules.
9. Conclusions and related work
Finitary programs constitute a very expressive fragment of Default Logic, Autoepis-
temic Logic, and normal logic programs under the stable model semantics. In theory, non-
ground query answering is computationally complete, and in practice many classical AI
applications and problems such as diagnosis, reasoning about actions and change, proposi-
tional satisfiability, epistemic reasoning, and more, can be naturally modeled with finitary
programs. Still, complexity can be kept under control, as ground queries are decidable.
The restrictions on recursion are compatible with a number of standard Prolog
programs, as well as positive programs that can simulate arbitrary Turing machines. Then
we can say that finitary programs can handle in principle all auxiliary processing beyond
proper problem solving activity. The advantage is that one language is enough, and that
in such a framework problem solving and auxiliary computations can be interleaved more
naturally.
Surprisingly, the existing inference engines for the stable model semantics need no
major changes to be adapted to finitary programs. In principle, the applicability range of
state-of-the-art ASP technology can be extended from the first two levels of the polynomial
hierarchy to all semidecidable problems. Ground queries are decidable, instead. Their exact
complexity (and expressiveness) is not yet known; a conservative guess is EXPTIME-hard.
The program for QBF satisfiability shows how simple it is to capture PSPACE and all the
levels of the polynomial hierarchy.
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The proposed extension of credulous reasoners with the top-down construction of
R(P,G) sketched in Fig. 13 is a simple, seamless integration of logic programming and
ASP, with some of the advantages of both approaches. To achieve full integration, this
approach should be extended to handle more general nonground queries (in the current
version, the new rule start← G must be U -bounded), and more sophisticated forms of
interleaving of the two paradigms (currently, resolution-like computations always precede
ASP problem solving).
Our results show how queries can be answered by using only a strict subset of the
ground instantiation of the program, that is, the relevant subprogram. This technique is
interesting and may have practical advantages also in the absence of function symbols.7
The instantiation process is perhaps the most expensive computation phase of state-of-
the-art engines. Small, apparently harmless programs may easily yield several megabytes
large ground instantiations, despite all smart optimization techniques. A smaller ground
program instance may significantly reduce memory requirements and drastically shrink the
search space. Goal directed and hierarchic planning are promising application areas for this
idea. Currently, ASP engines can handle only very short plans, because planning problems
typically have extremely large ground instantiations. The top-down relevant subprogram
construction is weakly goal-directed and may spontaneously reduce the size of ground
instances by discarding some of the action sequences (more precisely, the rules that define
them) that do not lead to the desired goal. This idea has some analogies with GRAPHPLAN’s
planning strategy [5]; a study of the relationships between the two frameworks is an
interesting topic for further research.
A further chance of optimization concerns sets of queries evaluated against the same
program (as in the incremental bounded planning problem mentioned in Section 6).
Multiple queries may be optimized by caching their relevant subprograms, that can be
merged later, to build new relevant subprograms incrementally.
The class of finitary programs is not semidecidable. However, relatively simple
automated program analysis techniques proved to be precise enough to deal properly with
a number of interesting programs, including all the programs mentioned in this paper but
those explicitly crafted to be uncheckable. So, despite negative theoretical results, finitary
programs are already at reach, and there is space for improvement as many advanced
analysis techniques have not yet been exploited.
We conclude that function symbols and recursion need not be excluded a priori from
ASP. Indeed, when the first paper on finitary programs was published in the proceedings
of IJCAI-01, the ASP engine SMODELS was being extended to handle function symbols
[46]. In [46] function symbols are only syntactic sugar because acceptable programs must
always be equivalent to finite ground programs. While that approach does not increase the
expressiveness of the language, it witnesses shared interest in a direct way of representing
and handling structured data.
Finitary programs are very interesting from a theoretical perspective, too. Their proper-
ties are unusual among nonmonotonic formalisms. For example, first-order nonmonotonic
reasoning over infinite domains is typically not semidecidable. The property that non-
7 This observation is due to an anonymous referee.
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ground queries are semidecidable while ground queries are decidable is unusual also
among monotonic logics. Moreover, unrestricted first-order nonmonotonic logics do not
enjoy any compactness theorem, while finitary programs do.
The work on finitary programs contributes to providing nonmonotonic logics with clas-
sical proof-theoretic and model-theoretic tools and results. Work in a similar direction
comprises—besides the paper on acyclic programs [1]—some pretty standard axiomati-
zations based on Hilbert-style systems [29]8 and sequent calculi [8,41]. These axioma-
tizations for Default and Autoepistemic logic should be extended to first-order theories,
perhaps by adapting the techniques introduced in this paper. An infinitary proof-theory can
be found in [37]. In [43], issues related to decidable nonmonotonic reasoning in MKNF
are investigated, and in particular restrictions on quantification. Clearly, such fragments of
MKNF are computationally less powerful than finitary programs. In [13], sufficient condi-
tions for the existence of recursively enumerable stable models are identified. They do not
imply that all stable models are r.e., so skeptical and credulous reasoning are not guaran-
teed to be semidecidable.
The theory of normal finitary programs can be generalized to capture larger classes of
programs. Minimality results on the definition of finitary programs tell us that none of
the two conditions in Definition 4 can simply be dropped; perhaps they can be refined,
or replaced with other conditions. What we already know is that the theory of finitary
programs can be extended to disjunctive logic programs. A preliminary report on this
line of research has been published in [7]. The main obstacle there is that one of the two
technical ingredients needed for proving our results, namely, Fage’s consistency theorem,
is not valid for disjunctive programs and must be refined.
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