Abstract. A necessary and sufficient condition is given for the existence of an embedding of an irreducible subshift of finite type into the Fibonacci-Dyck shift
Introduction
Let Σ be a finite alphabet, and let S be the shift on the shift space Σ Z ,
An S-invariant closed subset X of Σ Z is called a subshift. For an introduction to the theory of subshifts see [Ki] or [LM] . A word is called admissible for the subshift X ⊂ Σ
Z if it appears in a point of X. A subshift is uniquely determined by its language of admisible word.
Among the first examples of subshifts are the subshifts of finite type. A subshift of finite type is constructed from a finite set F of words in the alphabet Σ as the subshift that contains the points in Σ Z , in which no word in F appears. Other prototypical examples of subshifts are the Dyck shifts. To recall the construction of the Dyck shifts [Kr1] , let N > 1, and let α − (n), α + (n), 0 ≤ n < N, be the generators of the Dyck inverse monoid [NP] In [HI] a necessary and sufficient condition was given for the existence of an embedding of an irreducible subshift of finite type into a Dyck shift. In [HIK] this result was extended to a wider class of target shifts that contains the D N -presentations. With the semigroup D − N (D + N ) that is generated by {α − (n) : 0 ≤ n < N } ({α + (n) : 0 ≤ n < N }), D N -presentations can be described as arising from a finite irreducible directed labelled graph with vertex set V and edge set Σ and a label map For Dyck shifts the notion of a multiplier was introduced in [HI] . A multiplier of the Dyck shift D N , N ∈ N, or more generally of a D N -presentation [HIK] , is an equivalence class of primitive words in the symbols α(n), 0 ≤ n ≤ N . Here a word is called primitive if it is not the power of another word, and two primitive words are equivalent, if one is a cyclic permutation of the other. The multipliers are the primitive necklaces of combinatorics [BP, Section 4] . As a notation for a multiplier we use one of its representatives.
We denote the period of a periodic point p of a D N -presentation X(V, Σ, λ) by Π(p). A periodic point p = (p i ) i∈Z of a D N -presentation X(V, Σ, λ), and its orbit, are said to be neutral if there exists an i ∈ Z such that λ((p j ) i≤j<i+Π(p) ) = 1, and they are said to have negative (positive) multplier, if there exists an i ∈ Z such that λ((p j ) i≤j<i+Π(p) ) ∈ D − N (D + N ). More precisely, given a multiplier µ, a periodic point p = (p i ) i∈Z of a D N -presentation X(V, Σ, λ), and its orbit, are said to have multiplier µ − (µ + ), if there exists an i ∈ Z and a representatve (α(n j )) 1≤j≤J of µ such that λ((p j ) i≤j<i+Π(p) ) is equal to 1≤j≤J α − (n j ) ( J≥j≥1 α + (n j )). We denote the set of periodic orbits of length n with negative (positive) multiplier of the
, and we denote its set of periodic orbits of length n with multiplier
The notion of an exceptional multiplier was introduced in [HI] . A multiplier µ of a D N -presentation X(V, Σ, λ) is said to be exceptional at period n ∈ N if
The invariants, that determine the existence of an embedding of a given irreducible subshift of finite type into a D N -presentation, are periodic point counts and entropies that are associated to the periodic points of the target shift with non-positive or non-negative multipliers and its exceptional multipliers [HI, HIK] .
The Fibonacci-Dyck shift F is the Markov-Dyck shift [M] of the directed graph with vertices 0 and 1, and with a loop β − (0) from vertex 0 to vertex 0, an edge β − (1) from vertex 1 to vertex 0, and an edge β − from vertex 0 to vertex 1. With the reversed graph ({0, 1}, {β
and the label map
that is given by
The Fibonacci-Dyck shift has the exceptional multipliers α(0) and α(1). After introducing notation and terminology in section 2, we show in section 3 that the multiplier α(0)α(1) is not exceptional for the Fibonacci-Dyck shift. In section 4, we prove that the remaining multipliers are not exceptional for the Fibonacci-Dyck shift. Based on these results, and on the results of [HIK] , we give in section 5 a necessary and sufficient condition for the existence of an embedding of an irreducible subshift of finite type into the Fibonacci-Dyck shift. Moreover, we show in section 6 for the Fibonacci-Dyck shift, that the multiplier α(0) is exceptional only at periods one, three, and five, and in section 7, that the multiplier α(1) is exceptional only at period two.
We denote the set of multipliers of F by M(F ). Due to the symmetry of F a multiplier µ ∈ M(F ) is exceptional at period n ∈ N if and only if
We denote the set of periodic points p ∈ F with smallest period n ∈ N by P • n (F ), and we denote the set of points p ∈ P • n (F ) with negative multiplier µ ∈ M(F ) by P
• n (µ − ). In the proofs of Sections 3, 4, and 6, 7 we construct for the multiplier µ in question, and for a suitably chosen period k ∈ N, shift commuting injections
This we do by first constructing a partition of P • n (µ), n > k, (some sets of which may be empty), together with a shift commuting injection of each set of the partition into μ∈M(F )\{µ} P
• n (μ − ), where we show injectivity on each set by describing how a point can be reconstructed from its image under η n . Then we show that the images under η n of the sets of the partition are disjoint.
Preliminaries
We denote the set of admissible words of the Fibonacci-Dyck shift by L(F ). The empty word we denote by ǫ, and the length of a word we denote by ℓ.
We denote by C(0) the circular code of words c = (c i ) 1≤i≤I ∈ L(F ), I > 1, that begin with the symbol β − (0) and that are such that λ(c) = 1, and such that for no index J, 1 < J < I, one has that 1≤j≤J λ(c j ) = 1.
Also we denote by C(1) the circular code of words c = (c i ) 1≤i≤I ∈ L(F ), I > 3, that begin with the symbol β − and end with the word β + (1)β + , and that are such that λ(c) = 1, and such that for no index J, 1 < J < I, one has that c J = β + , and 1≤j≤J λ(c j ) = 1.
We also have the circular codes
and
Note that
We set
and we define a bijection Ξ :
We also set
and we define a bijection
and we define an bijection Φ 1 : C(1) → B(1, 1), by
and we define an injection
and define an injection
We put a linear order on the alphabet of F . The resulting lexicgraphic order on L(F ) will be instrumental in constructing shift commuting maps. If a word appears in a point p ∈ P • n (F ) with its last symbol at index i ∈ Z then we say that the word appears at index i. For p ∈ F we denote by I (0) (p) (I (1) (p)) the set of indices i ∈ Z such that p i = β − (0)(β − (1)) and
We say that a word appears openly in p ∈ F if it appears at an index i ∈ I (0) (p) ∪ I
(1) (p).
For an element γ of the free monoid that is generated by α(0) and α(1) (or by α − (0) and α − (1)), e.g. for
we use the notation
and, choosing for γ any representative of the multiplier µ ∈ M(F ), we set
and for
and a subset
that appear openly in p, and we denote by
(1,0) (p)) the set of indices, at which there appears in p openly a word
and we further denote by
is lexicographically the smallest one among the words
3. The multiplier α(0)α (1) Lemma 1. The multiplier α(0)α (1) is not exceptional for the Fibonacci-Dyck shift.
Proof. The multiplier α(0)α (1) is not exceptional for the Fibonacci-Dyck shift for periods three and five. We construct shift commuting injections
, such that κ p = 1, which means that
and for p ∈ P
2m+1 let the words
be given by writing
We set P
The shift commuting map η 2m+1 is to map a point p ∈ P
and with the words
that are given by
2m+1 can be reconstructed from its image q under η 2m+1 as the point in P (0) 2m+1 that is given by
We note that
The shift commuting map η 2m+1 is to map a point p ∈ P [0] 2m+1 to the point q ∈ P • 2m+1 (F ) that is given by
2m+1 ) one has
2m+1 ). The shift commuting map η 2m+1 is to map a point p ∈ P [β] 2m+1 to the point q ∈ P • 2m+1 (F ) that is given by
With words
2m+1 can be reconstructed from its image q under η 2m+1 as the point
, that is given by
2m+1 . We set P
2m = ∅, m > 3, and for n > 5 we set
The shift commuting map η n is to map a point p ∈ P
(1) n to the point q ∈ P n (F ) that is obtained by replacing in the point p each of the words b ∈ B(1) that appear at the indices in J • (p) by the word Ξ(b). A point p ∈ P (1) n can be reconstructed from its image q under η n by replacing in q the word c(q) ∈ C(0), that is identified as the unique word in C * of maximal length that appears in q, by the word Ξ −1 (c(q)). We note that
The shift commuting map η n is to map a point p ∈ P (0,1) n to the point q ∈ P n (F ) that is obtained by replacing in the point p the words b ∈ B(1) that appear in p at the indices in J (0,1) • (p) by the word Φ 0 (Ξ(b) ). A point p ∈ P (0,1) n can be reconstructed from its image q under η n by replacing in q the word
is identified as the unique word in B(0, 0) of maximal length, that appears openly in q, by the word
With the words b(p) ∈ B(1), f (p) ∈ C * that are given by writing the word in
ing map η n is to map a point p ∈ P
(1,0) n to the point q ∈ P n (F ) that is obtained by replacing in the point p the words in D (1, 0) , that appear at the indices in J
A point p ∈ P
(1,0) n can be reconstructed from its image q under η n by replacing in q the word )) is identified as the unique word of maximal length in B(0, 0), that appears openly in q, by the word
We have produced a partition
In points q ∈ η n (P (0,1) n ) the unique word in β − (0)C * β − (0) of maximal length that appears openly in q is followed by a word in C * β − (0), whereas in points 
We have shown that
The remaining multipliers
Lemma 2. Besides the multipliers α(0) and α(1) the Fibonacci-Dyck shift has no exceptional multipliers.
Proof. Consider a multiplier µ ∈ {α(0), α(1), α(0)α(1)}, of F . We construct shift commuting injections The point p can be reconstructed from its image q under η n by replacing in q the word c(q), that is identified as the unique word in C(0) of maximal length, that appears in q, by the word Φ 0 (c(q)).
With the words
that are given by writing the word in D(1, 1), that appears in p at the indices in J
the shift commuting map η n is to map a point p ∈ P
(1,1) n to the point q ∈ P n (F ), that is obtained by replacing in p the words in D (1, 1) , that appear in p at the indices in J (1,1) • (p), by the word
(1,1) n can be reconstructed from its image q under η n by replacing in q the word
that is identified as the word with the uniquely determined word β − (0)h(q)β + (0) ∈ C(0) of maximal length, that appears in q, as infix, a uniquely determined, openly in q appearing word h + (q)β − (0) ∈ C(0) * β − (0), as suffix, and a uniquely determined word β − (0)h − (q) ∈ β − (0)C(0) * as prefix, by the word
We denote by P (0,1,0) n the set of points in
such that J (1) (p) = ∅, and such that the word in B (1), that appears at the indices in J
(1)
• (p), is preceded in p by a word in β − (0)C * , and followed in p by a word in
With the word f (p) ∈ C * , that is given by writing the openly appearing word in C * β − (0), that follows the word b(p) ∈ B(1) that appears in p at the indices in
• (p), as f (p)β − (0), the shift commuting map η n is to map a point p ∈ P (0,1,0) n to the point q ∈ P n (F ) that is obtained by replacing in the point p the words in B(1) that appear in p at the indices in J
• (p), together with the openly appearing words in C * β − (0), that follow them, by the word Ξ(b(p))f (p)β + (0).
Denoting for a point p ∈ P (0,1,1) n by q ′ ∈ F the point, that is obtained from its image q under η n by replacing in q the unique word c(q) ∈ C(0) of maximal length, that appears in q, by the word Φ(c(q)), one sees, that the point p can be reconstructed from q by replacing in the point q ′ the unique word c(q ′ ) ∈ C(0) of maximal length, that appears in q ′ , by the word Ξ −1 (c(q ′ )). We note that
We denote by P (•,1,1) n the set of points p in
(1) (p) = ∅, and such that the words in B(1) that appear at the indices in J
• (p) are followed in p by a word in
The shift commuting map η n is to map a point p ∈ P (•,1,1) n to the point q ∈ P n (F ) that is obtained by replacing in p the words b(p) ∈ B(1), that appear in p at the indices in J
• (p), by the word Φ 0 (Ξ(b(p)). A point p ∈ P (•,1,1) n can be reconstructed from its image q under η n by replacing in q the word h(q) that is identified as the unique word in B(0, 0) of maximal length that appears in q, by the word Ξ −1 (Φ −1 0 (h(q))). We note that
We denote by P (1,1,•) n the set of points in
(1) (p) = ∅, and such that the word in B(1) that appears at indices in
(1,1,•) n to the point q ∈ P n (F ) that is obtained by replacing in p the words b(p) ∈ B(1), that appear in p at the indices in J
• (p), by the word Ξ(b(p)). A point p ∈ P (1,1,•) n can be reconstructed from its image q under η n by replacing in q the word c(q) that is identified as the unique word in C(0) of maximal length, that appears in q, by the word Ξ −1 (c(q)). We note that
The shift commuting map η n is to map a point p ∈ P (0,1) n to the point q ∈ P n (F ), that is obtained by replacing in p the words b(p) ∈ B(1) that appear at the indices in J (0,1) • (p), by the word Φ 0 (Ξ(b(p)) ). The point p ∈ P (0,1) n can be reconstructed from its image q under η n by replacing in q the word β − (0)g(q)β − (0) that is identified as the unique word in B(0, 0) of maximal length, that appears in q, by the word β − (0)g(q)β − , and the open appearances h(q)β − (0) of a word in C(0) * β − (0), that follow in q the word β − (0)g(q)β − (0), by the word Ψ −1 (h(q))β − (1). We note that
that are given by writing the word in D(1, 0), that appears at the indices in J
the shift commuting map η n is to map a point p ∈ P 
The point p ∈ P
(1,0) n can be reconstructed from its image q under η n by replacing in q the word β − (0)g(q)β + (0), that is identified as the unique word in C(0) of maximal length, that appears in q, by the word β − (1)g(q)β − (0), and the word β − (0)h(q) ∈ β − (0)C * that precedes the word β − (0)g(q)β + (0) in q, by the word
In a point q ∈ η n (P (•,1,1 ) n ) the word in B(0, 0) of maximal length, that appears in q, is followed by an open appearance of a word in C * B(1), whereas in the points q ∈ η n (P (0,1) n ) this word is followed by an open appearance of a word in
Also, in a point q ∈ η n (P (1,1,•) n ) the word in C(0) of maximal length, that appears in q, is preceded by a word in B(1)C * , whereas in a point q ∈ η n (P (1,0) n ) this word is preceded by a word in β − (0)C * . It follows from these observations and from (00), (0,1,0), (•,1,1), (1,1,•), (0,1), (1, 0) , that the images under η n of the elements of the partition (P) are disjoint. From (0,0), (0,1,0), (•,1,1), (1,1,•), (0,1), (1,0) , it follows also, that
The lemma follows now from Lemma 1.
An embedding theorem
For a subshift X we denote its set of points of period k by P k (X) and its set of periodic orbits of lenght k by O k (X), k ∈ N. Let O + k (F )) denote the set of periodic orbits of length k of F with positive multiplier, let O k (α(0))(F )) denote the set of periodic orbits of length k of F with multiplier (α(0), and let O k (α(0))(F )) denote the set of periodic orbits of length k of F with multiplier α(0)α(1). Let O k (1) denote the set of neutral periodic orbits of length k of F , k ∈ N. Set
Theorem. An irreducible subshift of finite type Y embeds into the Fibonacci-Dyck shift if and only if at least one of the following conditions is satisfied:
Proof. By symmetry of the Fibonacci-Dyck shift
Theorem 5.8 of [HIK] applies. Apply Lemma 1, Lemma 2 and Lemma 3.
For a subshift X one obtains the numbers card(O k (X)), k ∈ N, by Möbius inversion from the numbers card(P k (X)), k ∈ N, that enter into the zeta function ζ X of X, ζ X (z) = e n∈N card(Pn (F ))z n n . The same applies to the sequences
, k ∈ N, and the corresponding zeta functions, which we denote by ζ 1,α(0) , ζ 1,α(1) , and ζ 1,+ , Set
From [KM] we have that the generating function of the circular code
which implies that
From [KM] we have also that the generating function of the circular code
z 2 which implies that
By [KM] ζ 1,+ is also known. The entropies h F (α(0)), 1) and h F (α(1), 1) can be obtained from (1) and (2).
Estimates of the number of periodic points of the Fibonacci-Dyck shift, that would make the Theorem an effective criterion, do not seem to be available at the present time. Proof. The multiplier α(0) is exceptional at periods one, three and five, and is not exceptional at periods two, four and six. Let
We construct a shift commuting injection
Let P
(1) n be the set of points p ∈ P
• n (α − (0)) such that the set I 1 of indices i 0 ∈ I (0) , such that p (I(i),i) ∈ Q 1 , is not empty.
For p ∈ P
n we denote by I 1
• (p) the set of indices i
is lexicographically the smallest among the words
With the word f (p) ∈ Q 1 , that is given by writing
• ),i
• ∈ I 1
• (p), the shift commuting map η n is to map a point p ∈ P
(1) n to the point p ∈ P
• n (F ) that is obtained by replacing in the point p the words f (p)β − (0), that appear at the indices in I 1
n ) there is a unique word b(q) ∈ B(1, 1), that appears openly in q, and a point p ∈ P (1) n can be reconstructed from from its image q under η n by replacing in q the word b(q), when it appears openly in q, by the word Φ −1
be the set of points
n ) such that the set I β (p) of indices i (β) ∈ I (0) (p) at which there appears a word in
With the word f (p) ∈ C(0) * , that is given by writing
the shift commuting map η n is to map a point p ∈ P (β) n to the point p ∈ P
• n (F ) that is obtained by replacing in the point p the word
For a point q ∈ η n (P (β) n ) there is a unique word b(q) ∈ B(1), that appears openly in q, and a point p ∈ P (β) n can be reconstructed from its image q under η n by replacing in q the word b(q), when it appears openly in q, by the word
Let P (β,0) n be the set of points
n ) such that the set I β,0 (p) of indices i (β,0) ∈ I (0) (p) at which there appears openly the word β − β + β − (0) is not empty.
The shift commuting map η n is to map a point p ∈ P (β,0) n to the point p ∈ P
• n (F ) that is obtained by replacing in the point p the word β − β + , that appears in p at the indices in I
In a point of η n (P (β,0) n ) the word β − β − (1) appears openly, and a point p ∈ P (β,0) n can be reconstructed from its image q under η n by replacing in q the word β − β − (1), when it appears openly in q, by the word β − β + . We note that
For p ∈ P (0,2) n we denote by I 0,2 • (p) the set of indices i ∈ I (0) (p), such that
the shift commuting map η n is to map a point p ∈ P (0,2) n to the point p ∈ P
• n (F ) that is obtained by replacing in the point p the words β
For a point q ∈ η n (P (0,2) n ) there is a unique word b(q) ∈ B(1), that appears openly in q, and a point p ∈ P (0,2) n can be reconstructed from its image q under η n by replacing in q the word b(q), when it appears openly in q, by the word
With the word f (p) ∈ β
, that is given by writing
the shift commuting map η n is to map a point p ∈ P (0,1,l) n to the point q ∈ P
• n (F ) that is given by
For a point q ∈ η n (P (0,1,l) n ) one has
and with the word a(q) ∈ C(0) * that is given by writing q (i−n,i] = β − β − (1)a(q)β − (0), i ∈ I (0) (q), a point p ∈ P (0,1,l) n can be reconstructed from its image q under η n as the point in P
• n (F ) that is given by p (i−n,i] = β − (0)β + (0)a(q))β − (0), i ∈ I (0) (q).
We note that (ν 0 (λ(η(p) [0,n) )), ν 1 (λ(η(p) [0,n) ))) = (1, 1), p ∈ P The points of η n (P
n ) are the only ones in η n (P • n (α − (0)), in which there appears openly a word in B(1.1). In the points of η n (P ) are the only ones in η n (P −1 (Φ −1 0 (b(q)))Ψ −1 (g(q)), i ∈ I (1) (q).
n . (P.1)
In the points in η n (P (1) n ) there appears openly the word β − (0)β − (0), and the word β − β − (1) does not appear openly, and in the points in η n (P
n ) neither the word β − (0)β − (0) nor the word β − β − (1) appears openly. In the points in η n (P
n ) and η n (P (4) n ) there appears the word β − β − (1) openly. Also (I (1) (q) + 1) ∩ I (0) (q) = ∅, q ∈ η n (P
n ), I
(1) (q) + 1 ⊂ I (0) , q ∈ η n (P
n ). From these observations it follows that the images under η n of the sets of the partition (P.1) are disjoint.
