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Abstract
Splitting methods like Douglas–Rachford (DR), ADMM, and FISTA solve
problems whose objectives are sums of functions that may be evaluated separately,
and all frequently show signs of spiraling. Circumcentering reflection methods
(CRMs) have been shown to obviate spiraling for DR for certain feasibility prob-
lems. Under conditions thought to typify local convergence for splitting methods,
we first show that Lyapunov functions generically exist. We then show for pro-
totypical feasibility problems that CRMs, subgradient projections, and Newton–
Raphson are all describable as gradient-based methods for minimizing Lyapunov
functions constructed for DR operators, with the former returning the minimizers
of quadratic surrogates for the Lyapunov function. Motivated thereby, we intro-
duce a centering method that shares these properties but with the added advantages
that it: 1) does not rely on subproblems (e.g. reflections) and so may be applied
for any operator whose iterates spiral; 2) provably has the aforementioned Lya-
punov properties with few structural assumptions and so is generically suitable for
primal/dual implementation; and 3) maps spaces of reduced dimension into them-
selves whenever the original operator does. We then introduce a general approach
to primal/dual implementation of a centering method and provide a computed ex-
ample (basis pursuit), the first such application of centering. The new centering
operator we introduce works well, while a similar primal/dual adaptation of CRM
fails to solve the problem, for reasons we explain.
2010 Mathematics Subject Classification: Primary 90C26, 65Q30; secondary 47H99, 49M30.
Keywords: ADMM, Douglas–Rachford, feasibility, projection methods, reflection methods,
iterative methods, discrete dynamical systems, circumcentering, centering, KL-stability, Lya-
punov functions, primal/dual centering, LT centering
1 Introduction
Algorithms like the fast iterative shrinkage-thresholding algorithm (FISTA), alternat-
ing direction method of multipliers (ADMM), and Douglas–Rachford method (DR)
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seek to solve problems of the form
minimize
x∈E
f (x)+g(z) such that Mx = z. (1)
wher E,Y are Euclidean spaces and M : E→Y is a linear map. For a common example,
when M = Id is the identity map and f = ιA,g = ιB with
ιS : E→ R∪{∞} by ιS : x 7→
{
0 if x ∈ S
∞ otherwise
(2)
for closed constraint sets A,B with A∩B 6= /0, (1) becomes the feasibility problem:
Find x ∈ A∩B, (3)
For many problems of interest, ADMM, DR, and FISTA elicit seemingly regular pat-
terns in their error plots that have been variously described as oscillating or resembling
tombstones or aqueducts [30, 39, 32], such as those shown at right in Figure 1.
1.1 Background
Borwein and Sims provided the first local convergence result for DR applied to solving
the nonconvex feasibility problem (3) when A is a sphere and B a line [15]. Aragón
Artacho and Borwein later provided a conditional global proof [1] for starting points
outside of the hyperplane perpendicular to the line and containing the center of the cir-
cle. This axis of symmetry is called the singular set, because points in this set do not
converge under the dynamical system, although Bauschke, Dao, and Lindstrom have
recently explicitly described their behaviour [5]. Borwein, Lindstrom, Sims, Skerrit,
and Schneider adapted Borwein and Sims’ approach to show local convergence for
lines and more general plane curves [14], a setting wherein the singular sets are gener-
ically more complicated. Importantly, in each of these settings, the local convergence
pattern resembles the spiral shown at left in Figure 1, and Poon and Liang have docu-
mented this spiraling in the context of the more general problem (1) as well [39].
Benoist showed global convergence for DR outside of the singular set for Borwein
and Sims’ circle and line problem [11] by constructing the Lyapunov function whose
level curves are shown in Figure 2. Dao and Tam extended Benoist’s approach to
function graphs more generally [18]. Most recently, Giladi and Rüffer broadly demon-
strated the power of this approach by using local Lyapunov functions to construct a
global Lyapunov function in order to show robust KL-stability of DR for solving (3)
when one set is a line and the other set is the union of two lines [23]. Altogether,
Lyapunov functions have become the definitive approach to describing the basins of
attraction for DR in the setting of nonconvex feasibility problems.
At the same time, a parallel branch of research has grown from the Douglas–
Rachford feasibility problem tree. Behling, Bello Cruz, and Santos introduced what
has since become known as circumcentered reflection method (CRM) [6, 9]. As is
locally true of the work of Giladi and Rüffer, the prototypical setting of investigation
was the convex feasibility problem of finding intersections of affine subspaces. More
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Figure 1: A plot of change from iterate to iterate for shadow sequence for an ellipse
and line (right) when governing Douglas–Rachford sequence is spiraling (left).
recently, Dizon, Lindstrom, and Hogan have introduced the generalized circumcenter-
ing reflections method, which is generically proper (the associated operator has full
domain), along with heuristics for when to implement it [19]. They also introduced
a 2-stage search method that combines the observed robustness of DR globally with
the apparently faster convergence of circumcentering reflections locally. In addition to
experimentally demonstrating the effectiveness of the 2-stage search method by using
it to solve wavelet feasibility problems, they proved local convergence for prototypical
nonconvex problems involving plane curves and lines. In so doing, they illuminated
a connection between the circumcentering reflections method and Newton–Raphson
method, exploiting the fact that the CRM sequence started within the axis remains
therein. Behling, Bello Cruz, and Santos have used a similar geometric argument to
show that circumcentering reflection methods outperform alternating projections and
Douglas–Rachford method for Pierra’s product space formulation of the convex feasi-
bility problem [8].
1.2 Contributions and outline
The present work unifies three branches of research: circumcentering reflection meth-
ods, Lyapunov functions, and primal/dual splitting algorithms. We show that the first
may be motivated by the second, and then exploit this motivation in the design of new
algorithms that are broadly implementable for the third. First we show that, under very
mild conditions, Lyapunov functions exist that describe asymptotic stability for iterated
methods like ADMM and DR (Theorem 3.2). Similar results are well known in control
theory, but under-utilized for operator splitting. While exact Lyapunov functions are
difficult to find, the knowledge that one usually exists is a compelling reason to study
algorithms that are related to the Lyapunov functions that we do know, and to use that
relationship as motivation for designing new algorithms.
Thereby motivated, we show that for many prototypical feasibility problems when
the Lyapunov functions are actually known, circumcentering reflection methods may be
characterized as gradient descent methods applied to the underlying Lyapunov function
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Figure 2: CRM for TA,B (left) vs CRM for TB,A (right) for circle B and line A, together
with level curves for Benoist’s Lyapunov function.
with a special step size (Theorem 4.4, Corollary 4.5). We also show that special step
size returns the minimizer of a quadratic surrogate for the Lyapunov function (Theo-
rem 5.3). We also uncover Lyapunov function gradient relationships for subgradient
descent methods and Newton–Raphson method (Proposition 4.6). These discoveries
are important for two reasons. Firstly, Theorem 4.4 is an explicit bridge between CRM
and the state-of-the-art approach to analysis of DR for nonconvex problems, and so
future works can now study CRM methods by using Lyapunov functions for DR oper-
ators. Secondly, the proximity operator of a function returns a step of gradient descent
applied to its Moreau envelope (see [4, Proposition 12.26]), and proximal splitting al-
gorithms like Douglas–Rachford method have been variously shown to be describable
as gradient descent methods applied to envelope functions; in turn, these envelopes
have served as the basis for designing new algorithms. For example, see the works
of Bemporad, Patrinos, Stella, and Themelis [42, 37]. Theorem 4.4 and Theorem 5.3
allow us to design new operators that share this kind of relationship to Lyapunov func-
tions.
We introduce such a new operator (Definition 5.4) that also satisfies the property
that it may be viewed in many cases as gradient descent applied to a Lyapunov function
(Theorem 5.5) that minimizes a quadratic surrogate, but with the additional advantage
that it depends only on the governing sequence. This means it may be implemented for
a general algorithm when signs of spiraling are apparent, and not merely for feasibility
problems with reflection substeps. This includes black box applications when only
the governing sequence is known and subproblem solutions (e.g. proximal points,
reflections) are not available.
We then introduce a framework for primal/dual implementation, and we use our
new operator to center the dual of ADMM for the basis pursuit problem. This is the first
primal/dual framework and implementation for a centering method, and it opens many
new avenues of investigation. A similar primal/dual approach based on a generalization
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of CRM does not appear to work, and we explain why we would not expect it to work.
This showcases the value of our Lyapunov function approach and the advantages of the
new operator we have obtained through it.
Primal/dual centering methods are likely to be of importance for on-line optimiza-
tion problems. For many warm-started applications, one might expect the starting point
of iteration to lie near or within the local basin of attraction to a fixed point, so that steps
obtained by centering may be the preferred updates from early on in the computation.
In contradistinction with the feasibility problem (3), for continuous optimization prob-
lems of form (1), one may check for objective function improvement when deciding
whether to update using the candidate obtained through dual centering or to reject it
in favor of a normal update step. Consequently, such algorithms may be computed in
a highly parallel manner, with no additional time costs beyond that of evaluating the
objective function one extra time: simply compute the centering step while computing
the next normal update, evaluate the two objective function values in parallel, and then
compare. Additionally, our centering method provides not only an update candidate,
but also a natural trajectory along which one may instead perform a line search.
Outline
This paper is organized as follows. In Section 2, we introduce preliminaries on the
three topics we unify: circumcentering methods, Lyapunov functions, and splitting
algorithms. In Section 3, we show that Lyapunov functions generically exist under
circumstances thought to typify local convergence of DR and related algorithms. In
Section 4, we describe the relationship between the CRM and the gradients of the
known Lyapunov constructions for DR in Rn. In Section 5, we introduce our new
centering method that shares the aforementioned Lyapunov function properties without
using substeps. In Section 6, we introduce primal/dual implementation and provide
basis pursuit as the first computed example. Our discoveries make possible many new
avenues of investigation, which we describe in Section 7.
2 Preliminaries
The following introduction to the Douglas–Rachford method is quite standard. We
closely follow [19], which is an abbreviated version of that found in the survey of
Lindstrom and Sims [34]. The definitive introduction to the monotone operator theory
here employed is the book of Bauschke and Combettes [4].
2.1 The Douglas–Rachford Operator and Method
The problem (1) is frequently presented in the slightly different form
Find x such that 0 ∈ (A+B)x, (4)
where A and B are maximally monotone operators. When the operators are subdiffer-
ential operators ∂ f and ∂ (g◦A) for the convex functions f and g◦A, one recovers (1).
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Whenever a set S is closed and convex, its indicator function ιS, defined in (2), is lower
semicontinuous and convex, while its subdifferential operator
∂ ιS = NS : E→ E : x 7→
{
{y : 〈y,s− x〉 ≤ 0 (∀s ∈ S)} if x ∈ S
/0 if x /∈ S
is the normal cone operator of set S. The resolvent for a set-valued mapping F ,
JγF := (Id+ γF)
−1 with γ > 0, (5)
generalizes the proximity operator
proxγ f (x) = argmin
z∈Rn
(
f (x)+
1
2γ
‖x− z‖2
)
= Jγ∂ f (x) (6)
In particular, the resolvent JNS of the normal cone operator NS for a closed, convex set
S is simply the projection operator given by
PS(x) :=
{
z ∈ S : ‖x− z‖= inf
z′∈S
‖x− z′‖
}
= proxιS(x).
When S is nonconvex, PS is generically a set-valued map whose images may contain
more than one point or be empty. For the prototypical problems we discuss, PS is
always nonempty, and we work with a selector
PS : E→ S : x 7→ PS(x) ∈ PS(x).
The classical convergence result for the Douglas–Rachford method is as follows.
Theorem 2.1 (Lions & Mercier [35]). Assume that A,B are maximal monotone oper-
ators with A+B also maximal monotone. For some λ > 0 let
TA,B : X → X : x 7→ 12R
λ
BR
λ
Ax+
1
2
Idx, (7)
where RλC := 2J
λ
C− Id (8)
is the reflected resolvent operator (the resolvent is given in (5)). Then the sequence
given by xn+1 = TA,Bxn converges weakly to some v ∈ H as n→ ∞ such that JλAv is a
zero of A+B and so solves the monotone inclusion problem (4).
When the operators A and B are the normal cone operators NA = ∂ ιA and NB =
∂ ιA, the associated resolvent operators JNA and JNB are the proximity operators proxιA
and proxιB , which may be seen from (6) to just be the projection operators PA and PB
respectively. In this case, (7) becomes
TA,B : x→ 12RBRAx+
1
2
Idx, where RS := 2PS− Id, (9)
is the reflection operator for the set S. The operator described in (9) for solving (3) is
a special case of the Douglas–Rachford operator described in (7) for solving (1). One
application of the operators TA,B and TB,A is shown in Figure 2, where B is a circle and
A is a line. From this picture and from (9), one may understand why DR is also known
as reflect-reflect-average. For other names under which it has appeared in the literature,
see [34].
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Definition 2.2 (Douglas–Rachford Method). Let A,B⊂ H be closed sets, and let x0 ∈
E. The Douglas–Rachford method (DR) generates a sequence (xn)∞n=1 as follows:
xn+1 ∈ TA,B(xn) where TA,B is as given in (7). (10)
The final averaging step apparent in the form of (7) serves to make the operator T
firmly nonexpansive in the convex setting [4], but Eckstein actually notes that this final
averaging step of blending the identity with the nonexpansive operator RBRA serves
the important geometric task of ensuring that the dynamical system admitted by re-
peated application of TA,B does not merely orbit the fixed point at a constant distance
without approaching it [20]. In this sense, the tendency of splitting methods to spiral
actually motivates the final step of their construction: averaging may be viewed as a
centering method. It is a safe centering method in the variational sense that it adds the-
oretically advantageous nonexpansivity properties to the operator T rather than risking
those properties in the way that a more bold centering step, like circumcentering, does.
While fixed points may not be feasible, they allow quick recovery of feasible points
by Theorem 2.1 in the convex setting and in the nonconvex setting by the fact that
(x ∈ FixTA,B) =⇒ PAx ∈ A∩B. (11)
Because of this, the sequence PAxn is sometimes referred to as the shadow sequence
of xn (on A). To see why (11) holds, set x = TA,Bx and obtain from (9) that x = x+
PB(2PAx− x)−PAx and thus PB(2PAx− x)−PAx = 0, and so PAx ∈ B.
While the convergence of DR for convex problems is well known, the method also
solves many nonconvex problems. In addition to the survey of Lindstrom and Sims
[34], we refer the interested reader to the excellent survey of Aragón Artacho, Campoy,
and Tam [2]. Li and Pong have also provided some local convergence guarantees for
the more general optimization problem (1) in [31].
2.2 Lyapunov functions and robust KL-stability
We will use robust KL-stability, together with results of Kellett and Teel [29], to
show the existence of Lyapunov functions that describe the behaviour of the Douglas–
Rachford method in many settings. The following introduction to Lyapunov functions
and KL-stability is quite standard and closely follows those in the works of Giladi and
Rüffer [23] and of Kellett and Teel [29].
Let U ⊂ E where E is a Euclidean space, T : U ⇒U be a set-valued operator, and
xn+1 ∈ T xn, n ∈ N. (12)
We say that ϕ(x0, ·) : N→ E is a solution to the difference inclusion (12) with initial
condition x0 ∈U if it satisfies
ϕ(x0,0) = x0 and (∀n ∈ N) ϕ(x0,n+1) ∈ T (ϕ(x0,n)).
We denote the set of all such solutions ϕ by S(x0,T ). A function α : R≥0 → R≥0
is of class-K if it is zero at zero, continuous, and strictly increasing. If, in addition
to being of class-K, α is unbounded, then it is said to be of class-K∞. A function
β :R≥0×R≥0→R≥0 is of class-KL if, for each t ≥ 0, β (·, t) is of class-K and β (s, ·)
is nonincreasing for each s≥ 0 with limt→∞β (s, t) = 0.
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Definition 2.3 (KL-stability). Let ω1,ω2 : E → R+ be continuous functions and T :
U⇒U . We say that the difference inclusion (12) isKL-stable with respect to (ω1,ω2)
on U if and only if there exists β ∈ KL such that for every initial condition x ∈U , all
solutions ϕ ∈ S(x,T ) and every n ∈ N,
ω1(ϕ(x,n))≤ β (ω2(x),n).
For example, if T =TA,B is the Douglas–Rachford operator andω1 =ω2 = d(·,FixTA,B),
then KL-stability of (10) means that for any x0 ∈ U , the solutions ϕ(x0,n+ 1) =
TA,Bxn+1 will converge to FixTA,B with a uniform rate of convergence encoded in β .
We quote the following result from [29, Proposition 2.2], the details of which may
be found in Kellett’s PhD thesis [28].
Proposition 2.4 (Equivalent characterization of KL-stability [29, Proposition 2.2]).
Let ω1,ω2,U, and T be as in Definition 2.3. The following are equivalent:
(i) The difference inclusion x+ ∈ T x is KL-stable with respect to ω1,ω2 on U.
(ii) The following hold:
(a) (Uniform stability and global boundedness): There exists a function γ ∈K∞
such that, for each x ∈U, all solutions ϕ ∈ S(x,T ) satisfy
ω1(ϕ(k,x))≤ γ(ω2(x)) ∀k ∈ N.
(b) (Uniform global attractivity): For each r,ε > 0, there exists K(r,ε) > 0
such that, for each x ∈U, all solutions ϕ ∈ S(x,T ) satisfy
(ω2(x)≤ r) and (k ∈ N≥K) =⇒ ω1(ϕ(k,x))≤ ε.
Conditional equivalence of robust KL-stability, Lyapunov function existence
The existence of Lyapunov functions is of importance to us, because their relationship
to circumcentering reflection methods motivates the new centering steps we will define.
Definition 2.5 (Lyapunov function [29, Definition 2.4]). Let e be the exponential func-
tion. A function V : U→R≥0 is said to be a Lyapunov function with respect to (ω1,ω2)
on U for the difference inclusion x+ ∈ T x if there exist α1,α2 ∈ K∞ such that for all
x ∈U ,
α1(ω1(x))≤V (x)≤ α2(ω2(x)),
sup
x+∈T x
V (x+)≤V (x)e−1, and
V (x) = 0 ⇐⇒ x ∈ A :=
{
ξ ∈U : sup
k∈N,ϕ∈S(k,ξ )
ω1(ϕ(k,ξ )) = 0
}
.
When ω1 = ω2 = ω is continuous on U , A is closed and
A := {x ∈U : ω(x) = 0}.
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We forego the usual definition of robustKL-stability (see, for example, [29, Defini-
tion 2.3] or [23, Definition 3.2]) in favor of a characterization from the work of Kellett
and Teel [29, Theorem 2.10] that robust stability is equivalent to KL-stability when T
satisfies the set of basic conditions on U . We will need the following two definitions.
Definition 2.6 (Upper semicontinuity of a set valued map [29, Definition 2.5]). The
map T :⇒U is said to be upper semicontinuous on the open set O if for each x ∈ O
and ε > 0 there exists δ > 0 such that, for all ξ ∈ O satisfying ‖x− ξ‖ < δ we have
Tξ ⊂ T x+ εB, where B is the unit ball.
Note that the definition of upper semicontinuity for a set valued map differs from
the notion of upper semicontinuity for an extended real-valued function [29].
Definition 2.7 (Basic conditions [29, Definition 2.6]). We say that the set-valued map
T satisfies the basic conditions on U if T is upper semicontinuous on U and, for each
x ∈U , T (x) is nonempty and compact.
Kellett and Teel note that these basic conditions omit the convexity of T x for each
x ∈U , a requirement in the continuous-time setting. Now we are ready to introduce the
conditionally equivalent characterization of KL-stability.
Theorem 2.8 (A conditionally equivalent characterization of robust KL-stability [29,
Theorem 2.7]). Let T be a set-valued map from U to subsets of U satisfying the basic
conditions on U from Definition 2.7, and continuous on an open set containing U \A.
Under these conditions, if x+ ∈ T x isKL-stable with respect to (ω1,ω2) on U, then the
inclusion is robustly KL-stable with respect to (ω1,ω2) on U.
Lyapunov functions are, in general, not easy to find explicitly. The following result
of Kellett and Teel provides necessary and sufficient conditions for their existence when
an operator satisfies the basic conditions on U .
Theorem 2.9 (Existence of a Lyapunov function [29, Theorem 2.7]). Let T : U ⇒U
satisfy the basic conditions on U from Definition 2.7. Then, for the difference inclusion
x+ ∈ T x, there exists a smooth Lyapunov function with respect to (ω1,ω2) on U if and
only if the inclusion is robustly KL-stable with respect to (ω1,ω2) on U.
Kellett and Teel also provided the following result, whose sufficient conditions for
robust KL-stability do not include the full set of basic conditions.
Theorem 2.10 (Sufficient conditions forKL-stability [29, Theorem 2.8]). Let T : U⇒
U be compact and have nonempty images, and suppose we have a condinuous Lya-
punov function. Then x+ ∈ T x is robustly KL-stable with respect to (ω1,ω2) on U.
Giladi and Rüffer used this result to guarantee robust KL-stability for their setting,
by means of constructing the prerequisite Lyapunov function [23].
2.3 Circumcentering reflections and associated operators
Behling, Bello Cruz, and Santos introduced the circumcentering reflections method
(CRM) for feasibility problems involving affine sets [10]. The idea is to update by
CT (x) :=C(RBRA(x),RA(x),x)
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where C(x,y,z) denotes the point equidistant to x,y,z and lying on the affine subspace
defined by them: aff{x,y,z}. If x,y,z are not colinear (so their affine hull aff{x,y,z}
has dimension 2) then C(x,y,z) is the center of the circle containing all three points.
If {x,y,z} has cardinality 2, C(x,y,z) is the average (the midpoint) of the two distinct
points. If {x,y,z} has cardinality 1, C(x,y,z) = x = y = z.
When RBRA(x),RA(x),x are distinct and colinear, then (RBRA(x),RA(x),x) /∈ domC
and so x /∈ domCT . When domCT = E, we say CT is proper; this is the case in Behling,
Bello Cruz, and Santos’ prototypical setting of affine sets [10, 9]. Bauschke, Ouyang,
and Wang have provided sufficient conditions to ensure that CT is proper [6, 7].
Because CT is not generically proper, Dizon, Hogan, and Lindstrom [40] have sug-
gested the modest piecewise remedy of iterating
CTA,B : E→ E : x 7→
{
TA,Bx if x, RAx, and RBRAx are colinear
CT x otherwise
. (13)
Because CTA,B specifies to CT when CT is proper—except in the uninteresting case
RBRAx = x 6= RAx, in which case x ∈ FixTA,B solves (3)—they named this the gen-
eralized circumcentered reflections operator. It has the following fixed point property.
Theorem 2.11 (Fixed points of CA,B Theorem 3.1[40]). If x∈FixCTA,B then PAx∈A∩B.
Relationship with Newton–Raphson Method
PAPBxk
PB(xk)
xk+1 xkN (xk,1) xk
PB(xk)
xk+1 N (xk,1) PAPBxk
Figure 3: Image from [19] illustrates how Newton–Raphson and CRM are related.
Much of the power of CRM for feasibility problems may be understood from the
following characterization. If RARB(x),RB(x),x are not colinear, then CTB,A(x) lies at
the intersection of the affine hull of the triangle defined by (RARB(x),RB(x),x), together
with the hyperplanes that are the perpendicular bisectors of its sides. In the convex case,
two of these hyperplanes are then supporting hyperplanes for the constraint sets B and
A at PB(x) and PARB(x) respectively.
Behling, Bello Cruz, and Santos used this characterization in Rn to show conver-
gence of CRM with Pierra’s product space method for feasibilitiy problems [8], and
Dizon, Hogan, and Lindstrom used this geometry in R2 to prove local convergence for
CB,A applied to the prototypical setting when B is an plane curve with mild assumptions
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and A is a line [19]. As shown at right in Figure 2, whenever xn,RB(xk),RARB(xk) are
not colinear, A is the perpendicular bisector of the line segment adjoining RB(xk) and
RARB(xk), and so CTB,A(xk) ∈ A. Associating A with the horizontal axis and B with the
graph of a function f , thereafter, xk+1 may be obtained by applying a step of alternating
projections PAPB to xk, and then applying a step of Newton–Raphson iteration
N : t→ t− f (t)
f ′(t)
(14)
to the first coordinate of PAPB(xk). This construction is illustrated in Figure 3, where
N (xk,1) represents the point (N (xk,1),0).
In this article, we depart from the tangent hyperplane framework used to study
CRM for feasibility problems, and we introduce an entirely new characterization of
CRM. This approach is necessary in order to obtain our new operator in Section 5 that
can be used for the more general problem (1).
3 Why suspect a Lyapunov function exists?
Other works that use Lyapunov functions for studying DR iteration have constructed
them explicitly, in order to guarantee robust KL-stability on an explicit region U by
using Theorem 2.10. This was true of the works of Benoist [11], Dao and Tam [18],
and Giladi and Rüffer [23]. The goal of this section is the converse of this approach.
We want to motivate the rest of our investigation by showing that Lyapunov functions
generically exist under mild conditions that, though sometimes difficult to check in
practice for nonconvex problems (A2,A3), are thought to broadly typify the local con-
vergence behaviour of DR. Naturally, in terms of Definition 2.5, we let
A1. ω1 = ω2 = dA(·) where A= FixT .
Local linear convergence rate results for solving the monotone inclusion problem (4)
with DR and ADMM are well known; see, for example, [25, 24, 36]. Many linear
convergence results have also been established in the nonconvex setting [26, 27, 38],
including by means of finding the Lyapunov function (and region U) explicitly as in the
work of Dao and Tam [18, Corollary 4.7]. In particular, we draw the reader’s attention
to the work of Bauschke, Bello Cruz, Nghia, Phan, and Wang, who showed that the
rate of linear convergence of DR for subspaces is the cosine of the Friedrichs angle [3].
Such a result is prototypical locally for plane curve feasibility problems whose explicit
Lyapunov functions motivate the sequel, because one may think of the curve as being
locally approximated by its tangent, as in the Perron theorem construction of the local
convergence proof from [15, 14]. Consequently, we will assume that:
A2. U ⊂ E, T : U ⇒U , and (∀x ∈U) dA(x+)≤ λdA(x) for some λ ∈ ]0,1[.
The following is also well known.
Lemma 3.1. If A,B : X → 2E are maximally monotone in the sense of [4, 20.2]—as
holds in particular when A,B are subdifferential operators for proper lower semicon-
tinuous convex functions on E [4, Theorem 20.25 (Moreau)] —then the resolvent oper-
ators JγA,J
γ
B are firmly nonexpansive [4, Corollary 23.11], and so their corresponding
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reflections (8) are nonexpansive while TA,B (7) is firmly nonexpansive and therefore
nonexpansive (1-Lipschitz continuous) [4, Chapter 4].
The continuity and single-valuedness of T locally is also assured for many non-
convex problems [18, Corollary 4.4], such as the sphere and line feasibility problem
shown in Figures 1 and 2. For this reason, we will also assume that:
A3. T is τ-Lipschitz continuous on U ⊂ domT with single-valued images.
This brings us to the principle result of this section.
Theorem 3.2 (Robust KL-stability and existence of a Lyapunov function). Let T sat-
isfy A1–A3. Then the following hold.
(I) T satisfies the basic conditions on U from Definition 2.7;
(II) The inclusion x+ ∈ T x is robustly KL-stable on U;
(III) There exists a Lyapunov function V : U → R≥0 with respect to (dFixT ,dFixT ) on
U for the difference inclusion x+ ∈ T x.
Proof. Because we are assuming that T has single-valued images on U (A3), we may
forego the use of the selection operator ϕ(k,x) in favor of T kx, which is more concise.
(I): Using A3, T x is nonempty and compact for all x ∈U , so we need only show
upper semicontinuity. Let ε > 0 and x,ξ ∈U with ‖x− ξ‖ < ε . Set δ = τε . By the
τ-Lipschitz continuity of T on U ,
‖T x−Tξ‖ ≤ τ‖x−ξ‖,
and so Tξ ∈ T x+ τ‖x−ξ‖B ⊂ T x+δB,
where the set inclusion follows from the fact that τ‖x−ξ‖ ≤ τε = δ . This shows the
upper semicontinuity of T , concluding the proof of (I).
(II): We will first show that Proposition 2.4(ii) holds. For each x ∈U and k ∈N, the
modulus of linear convergence λ < 1 from A2 satisfies
dFixT (T k(x))≤ λ kdFixT (T k(x))≤ λdFixT (x) = γ(dFixT (x)),
where γ : t→ λ t satisfies γ ∈ K∞.
This shows that 2.4(ii)(a) applies. Now let r,ε > 0 and define
K(r,ε) =
log(ε/r)
log(λ )
.
Let dFixT (x)≤ r and k≥ K(r,ε). Then, because λ < 1, it holds that λ k ≤ λK(r,ε). Thus
dFixT (xk)≤ λ kdFixT (x0)≤ λ kr ≤ λK(r,ε)r = λ
log(ε/r)
log(λ ) r = (ε/r)r = ε.
This shows that (ii)(b) applies. Altogether, Proposition 2.4(ii) holds, and so x+ ∈ T x
is KL-stable with respect to (dFixT ,dFixT ) on U . Combining this fact with (I) and the
Lipschitz continuity of T from A3, we conclude by Theorem 2.8 that (II) holds.
(III): This follows from (I), (II), and Theorem 2.9.
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While Theorem 3.2 is proven for a general operator T , it shows the existence of
Lyapunov functions that describe the convergence of DR in many of the prototypical
settings in which DR is frequently employed. Giladi and Rüffer [23] remarked that
one of the main reasons for the success of Lyapunov functions for studying DR is that
asymptotic stability, in essence, implies existence of a Lyapunov function. Theorem 3.2
formalizes this observation for a general operator T .
4 Lyapunov Functions and CRM
Having motivated in Section 3 why we should expect that a Lyapunov function exists,
we turn our attention to the cases that are known, starting with the earliest construction.
4.1 Known Lyapunov constructions
For the sphere and line, Benoist remarked that the spiraling apparent at left in Figure 1
suggests the possibility of finding a suitable Lyapunov function that satisfies
A4 (∀x ∈U) 〈∇V (x+),x− x+〉= 0.
The condition A4 is visible in Figure 2, where the level curves of the Benoist’s Lya-
punov function are tangent to the line segments connecting x and x+. In order to refor-
mulate A4 as an explicit differential equation that may be solved for V , one must invert
the operator T locally.
Dao and Tam’s results are broad, but we are most interested in a lemma they pro-
vided while outlining a generic process for building a Lyapunov function V that satis-
fies A4 for x+ ∈ TA,Bx. Specifically, we consider the case when f : X → ]−∞,∞] is a
proper function on a Euclidean space X with closed graph
B = gra f = {(y, f (y))|y ∈ dom f ⊂ X} and A = X×{0}. (15)
In what follows, ∂ f is the limiting subdifferential of f , and ∂ 0 f denotes the symmetric
subdifferential of f , while E = X×R.
Lemma 4.1 ([18, Lemma 5.2]). Suppose that D⊂ dom f is convex and nonempty, and
that F : D→ ]−∞,+∞] is convex and satisfies
(∀y ∈ D) ∂F(y)⊃
{{
f (y)
‖y∗‖2 y
∗ | y∗ ∈ ∂ 0 f (y)
}
if 0 /∈ ∂ 0 f (y)
{0} if f (y) = 0
(16)
and V : D×R→ [−∞,∞] : (y,ρ) 7→ F(y)+ 1
2
ρ2. (17)
Let x = (y,ρ) ∈ dom f ×R and x+ = (y+,ρ+) ∈ TA,B(y,ρ). Then the following hold.
(a) V is a proper convex function on D×R whose subdifferential is given by
(∀y ∈ dom∂F) ∂V (y,ρ) = ∂F(y)×{ρ}. (18)
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Figure 4: Construction of LTB,A for Example 1 (left), and for the circle B and line A
(right), together with level curves for Lyapunov functions.
(b) Suppose either y+ ∈ D \ (∂ 0 f )−1(0) and f is Lipschitz continuous around y+,
or that y+ ∈ D∩ f−1(0). Then there exists x¯+ = (y¯+,ρ+) ∈ ∂V (x+) with y¯+ ∈
∂F(y+) such that
〈x¯+,x− x+〉= 〈(y¯+,ρ+),(y,ρ)− (y+,ρ+)〉= 0. (19)
The next example is a special case of [18, Example 6.1] and illustrates Lemma 4.1.
Example 1 (Constructing V for TA,B when A,B are lines [18, Example 6.1]). Let f :
R→R be the linear function f : y→ arctan(θ)y for some θ ∈ ]−pi/2,pi/2[. Then (16)
amounts to ∇F(y) = f (y)/∇ f (y) = y, and so F : y→ y2/2 and V (y,ρ) = (y2+ρ2)/2.
Example 1, for which the modulus of linear convergence of TA,B is known to be
cos(θ) [3] (see also [23, Figure 2]), is shown in Figure 4 (left), where we abbreviate
gra f by f . In the case when A is the union of two lines and B is a third line, Giladi
and Rüffer used two local quadratic Lyapunov functions of this type Vk(x) = ‖x−
pk‖2 [23, Proposition 5.1] for the two respective feasible points p1, p2 ∈ A∩B in their
construction of a global Lyapunov function [23, Theorem 5.3].
4.2 Circumcentering Reflections and Gradients of V
Now we will explore the relationship between circumcentering methods and the un-
derlying Lyapunov functions that describe local convergence of the operator T . The
following definition will simplify the exposition.
Definition 4.2. For y,z ∈ E we define
H(y,z) :=
y+ z
2
+{y− z}⊥
to be the perpendicular bisector of the line segment adjoining y and z.
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We will also make use of the following properties.
Proposition 4.3. Let A,B be as considered by Dao and Tam in (15), and let D,V,F be
as in Lemma 4.1. Then the following hold.
(i) RA is an indirect motion in the sense that it preserves pairwise distances and
angles. In other words:
(∀x1,x2 ∈ X×R) 〈x1,x2〉= 〈RAx1,RAx2〉.
(ii) V is symmetric about A on D×R in the sense that
(∀(y,ρ) ∈ D×R) V (y,ρ) =V (y,−ρ), and so V =V ◦RA (20a)
and (y∗,ρ∗) ∈ ∂V (y,ρ) ⇐⇒ (y∗,−ρ∗) ∈ ∂V (y,−ρ), (20b)
which allows us to write RA∂V = ∂V ◦RA. (20c)
(iii) TB,A and TA,B are equivalent across the axis of symmetry A in the sense that
TB,A = RATA,BRA and TA,B = RATB,ARA
Proof. (i): Let x1 = (y1,ρ1),x2 = (y2,ρ2) ∈ X×R. Then
〈x1,x2〉= 〈y1,y2〉+ρ1ρ2 = 〈y1,y2〉+(−ρ1)(−ρ2) = 〈RAx1,RAx2〉.
(ii): We have (20a) as an immediate consequence of (17), and (20b) as an immediate
consequence of (18).
(iii): Using the linearity of RA and the fact that RA is self-inverse,
RATA,BRA = RA
(
1
2
RBRA+
1
2
Id
)
RA =
1
2
RARBRARA+
1
2
RARA =
1
2
RARB+
1
2
Id = TB,A.
Having established that TB,A = RATA,BRA, we have that
RATB,ARA = RARATA,BRARA = TA,B.
This shows (iii).
A motivating example
We next prove a theorem that establishes a relationship between subgradients of V and
circumcentering reflections method (CRM). Let us first explain a prototypical example
of this relationship, before proving it formally. At left in Figure 2, we see that
(∃µ1,µ2,µ3 ∈ R) such that (21)
C(x,RAx,RBRAx) = PAx−µ1∇V (PAx) = PBRAx−µ2∇V (PBRAx) = TA,Bx−µ3∇V (TA,Bx),
where V is Benoist’s Lyapunov function. Likewise, at right in Figure 2, we see that
(∃µ1,µ2,µ3 ∈ R) such that (22)
C(x,RBx,RARBx) = PBx−µ1∇V (PBx) = PARBx−µ2∇V (PARBx) = TB,Ax−µ3∇V (TB,Ax).
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In other words, the CRM updates for the chosen point x in both cases may be char-
acterized as gradient descent applied to Benoist’s Lyapunov function with the special
step sizes determined by (21) and (22) for the two operators TA,B and TB,A respectively.
The next theorem shows that a weaker version of this holds in higher dimensional
Euclidean spaces for a broader class of problems covered by the framework of Dao and
Tam. Specifically, we show that, under mild conditions, the perpendicular bisector
of any given side of the triangle (x,RAx,RBRAx) or the triangle (x,RBx,RARBx) with
midpoint p contains p+Rp∗ := {p+µ p∗ | µ ∈ R} for some p∗ ∈ ∂V (p).
The general case in Euclidean space
Theorem 4.4. Let A,B be as specified in (15), and considered by Dao and Tam in
[18]. Let f be Lipschitz continuous on D, and let D,V,F be as in Lemma 4.1. Suppose
further that
(∀y ∈ D)(0 ∈ ∂ 0 f (y)) =⇒ f (y) = 0. (23)
Let x ∈ D×R. Then the following hold:
(i) There exists x¯+ ∈ ∂V (TA,Bx) such that
(∀µ ∈ R) TA,Bx−µ x¯+ ∈ H(x,RBRAx).
In the differentiable case, this condition becomes
(∀µ ∈ R) TA,Bx−µ∇V (TA,Bx) ∈ H(x,RBRAx).
(ii) ∂V (PAx) 6= /0 and
(∀µ ∈ R)(∀x¯ ∈ ∂V (PAx)) PAx−µ x¯ ∈ H(x,RAx). (24)
In the differentiable case, this condition becomes
(∀µ ∈ R) PAx−µ∇V (PAx) ∈ H(x,RAx).
(iii) There exists x∗ ∈ ∂V (PBx) such that
(∀µ ∈ R) PBx−µx∗ ∈ H(x,RBx). (25)
In the differentiable case, this condition becomes
(∀µ ∈ R) PBx−µ∇V (PBx) ∈ H(x,RBx).
(iv) There exists x¯∗ ∈ ∂V (TB,Ax) such that
(∀µ ∈ R) TB,Ax−µ x¯+ ∈ H(x,RARBx).
In the differentiable case, this condition becomes
(∀µ ∈ R) TB,Ax−µ∇V (TB,Ax) ∈ H(x,RARBx).
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Proof. (i): Because the conditions of Lemma 4.1(b) are satisfied, we have that there
exists x¯+ ∈ ∂V (TA,Bx) that satisfies (19), and so x¯+ ∈ {x−TA,Bx}⊥ = {x−RBRAx}⊥.
Using the fact that {x−RBRAx}⊥ is a subspace and TA,Bx ∈ H(x,RBRAx), we obtain
that
(∀µ ∈ R) TA,Bx−µ x¯+ ∈ H(x,RBRAx).
This shows (i).
(ii): Because x ∈ D×R, we have that x = (y,ρ) for some y ∈ D, and so PAx =
(y,0) ∈ D×{0}. We will consider two cases: f (y) = 0 and f (y) 6= 0.
Case 1: Let f (y) = 0. Combining ( f (y) = 0) together with the fact that y ∈ D, we
obtain
∂V (PAx) = ∂V (y,0)
(a)
= ∂F(y)×{0} (b)= {0}X ×{0}R ⊂ H(x,RAx). (26)
Here (a) is from (18) while (b) uses (16) together with the fact that f (y) = 0. Now,
combining (26) with the fact that A = H(x,RAx) is a subspace and PA(x) ∈ A, we have
(∀µ ∈ R) PAx−µ x¯ = PAx ∈ H(x,RAx),
which shows (ii) in the case when f (y) = 0, and consequently for all cases when 0 ∈
∂ f 0(y).
Case 2: Now suppose f (y) 6= 0. Then, by our assumption (23), we have that
0 /∈ ∂ 0 f (y). Consequently, we have from (16) and the Lipschitz continuity of f that
∂F(y) 6= /0. Applying Lemma 4.1(a), we have from (18) that
∂V (PA(x)) = ∂V (y,0) = ∂F(y)×{0} ⊂ H(x,RAx) (27)
Combining (27) with the fact that ∂F(y) 6= /0, we have that ∂V (PAx) is nonempty. Again
combining with the fact that H(x,RAx) = A is a subspace and PAx ∈ A, we obtain (24).
(iii): Because x ∈ D×R, set x = (y,ρ) with y ∈ D,ρ ∈ R. Since PBx ∈ B = gra f ,
we have that PBx= (q, f (q)) for some q∈ X . We will show that q∈D. First notice that
x′ = (y,−ρ) ∈ D×R and that PBx = PBRAx′, because x = (y,ρ) = RA(y,−ρ) = RAx′.
Then notice that we may use the linearity of RA to write
PBx− (0,ρ) = PBRAx′− (0,ρ) = PBRAx′− 12 (y,ρ)+
1
2
(y,−ρ)
= PBRAx′− 12RAx
′+
1
2
x′
=
1
2
(2PBRAx′)− 12RAx
′+
1
2
x′
=
1
2
RBRAx′+
1
2
x′
= TA,Bx′ ∈ D×R.
which shows that PBx ∈ D×R, and so q ∈ D. We will consider two cases: 0 ∈ ∂ 0 f (q)
and 0 /∈ ∂ 0 f (q).
Case 1: Let 0 ∈ ∂ 0 f (q). Then we have by assumption that f (q) = 0, and so from
(16) that {0} ⊂ ∂F(q). Using this fact together with (18), we have that
∂V (q, f (q)) = ∂F(q)×{ f (q)} 3 (0, f (q)) = (0,0) = 0 =: x∗.
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Clearly x∗= 0∈ {x−RBx}⊥. Using this, together with the fact that PBx∈H(x−RBx)⊥,
we have that (25) holds.
Case 2: Let 0 /∈ ∂ 0 f (q). We have from [18, Lemma 3.4] that the relationship
(q, f (q)) = PB(y,ρ) is characterized by the existence of q∗ ∈ ∂ 0 f (q) such that
y = q+( f (q)−ρ)q∗. (28)
Because 0 /∈ ∂ 0 f (q), we have from (16) that
∂F(q) 3 f (q)‖q∗‖2 q
∗. (29)
Using (29) together with (18), we have that
∂V (PBx) = ∂V (q, f (q)) = ∂F(q)×{ f (q)} 3
(
f (q)
‖q∗‖2 q
∗, f (q)
)
=: x∗. (30)
Thus we have that
〈x−PBx,x∗〉X×R = 〈(y−q,ρ− f (q)),x∗〉X×R (31a)
= 〈(( f (q)−ρ)q∗,ρ− f (q)) ,x∗〉X×R (31b)
=
〈(
( f (q)−ρ)q∗,ρ− f (q)
)
,
(
f (q)
‖q∗‖2 q
∗, f (q)
)〉
X×R
(31c)
=
〈
( f (q)−ρ)q∗, f (q)‖q∗‖2 q
∗
〉
X
+ 〈ρ− f (q), f (q)〉R (31d)
=
(
( f (q)−ρ) f (q)‖q
∗‖2
‖q∗‖2
)
+
(
(ρ− f (q)) f (q))
=
(
( f (q)−ρ) f (q))+ ((ρ− f (q)) f (q))
= 0.
Here (31a) is true from the definitions x = (y,ρ) and PBx = (q, f (q)), (31b) uses the
equality (28), (31c) uses the identity (30), (31d) splits the single dot product term on
X ×R into a sum of two dot product terms on X and R, and what remains is linear
algebra.
Altogether, (31) shows that x∗ ∈ {x−PBx}⊥ = {x−RBx}⊥. Combining this with
the fact that {x−RBx}⊥ is a subspace and that PBx ∈ H(x,RBx), we obtain (25). This
concludes the proof of (iii).
(iv): Let x = (y,ρ) ∈ D×R. We know from (i) of this Theorem that
(∃x∗ ∈ ∂V (TA,B(y,−ρ))) such that 〈x∗,(y,−ρ)−TA,B(y,−ρ)〉= 0. (32)
Consequently, we obtain that
0 = 〈x∗,(y,−ρ)−TA,B(y,−ρ)〉 (33a)
= 〈RAx∗,RA(y,−ρ)−RATA,B(y,−ρ) (33b)
= 〈RAx∗,(y,ρ)−RATA,BRA(y,ρ)〉
= 〈RAx∗,x−TB,Ax〉, (33c)
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where (33a) is true from (32), (33b) follows from Proposition 4.3(i), and (33c) uses
Proposition 4.3(iii). We also have that
RA∂V (TA,B(y,−ρ)) (a)= ∂V (RATA,B(y,−ρ)) = ∂V (RATA,BRA(y,ρ)) (b)= ∂V (TB,Ax),
(34)
where (a) uses (20c) from Proposition 4.3(ii) and (b) uses Proposition 4.3(iii). Now
combining (34) with the fact that x∗ ∈ ∂V (TA,B(y,−ρ) from (32), we have that
RAx∗ ∈ ∂V (TB,Ax). (35)
Combining (33) and (35), we have that
x¯∗ := RAx∗ ∈ {x−TB,Ax}⊥ = {x−RARBx}⊥ and x¯∗ ∈ ∂V (TB,Ax). (36)
Combining (36) with the fact that {x−RARBx}⊥ is a subspace and TA,Bx∈H(x,RARBx),
we have that x¯∗ satisfies (iv). This concludes the proof of (iv), completing the proof of
the theorem.
Theorem 4.4 makes the following result on R2 easy to show.
Corollary 4.5. Let f : R→ R be continuous and differentiable with D,A,B,V,F as
in Theorem 4.4. Suppose further that (∀y ∈ D) f ′(y) 6= 0. Let x ∈ D×R. Then the
following hold.
(a) If x,PAx,PBRAx /∈ A∩B are not colinear, then (21) holds.
(b) If x,PBx,PARBx /∈ A∩B are not colinear, then (22) holds.
Proof. (a): The conditions that x,PAx,PBRAx /∈ A∩B and f ′(y) 6= 0 for all y ∈ D to-
gether imply that
∇V (TA,Bx),∇V (PBRAx),∇V (PAx) 6= 0. (37)
From (37), it is clear that
dim(TA,Bx−R∇V (TA,Bx)) = dim(PAx−R∇V (PAx)) = dim(PBRAx−R∇V (PBRAx)) = 1.
(38)
Because x,PAx,PBRAx are distinct and not colinear, x,RAx,PRRBx are distinct and not
colinear. Combining this with the fact that X×R= R2, we have
dim(H(x,RAx)) = dim(H(RAx,RBRAx)) = dim(H(RBRAx,x)) = 1. (39)
Applying Theorem 4.4 together with (38) and (39), we have that
(TA,Bx−R∇V (TA,Bx)) = H(x,RBRAx),
and (PAx−R∇V (PAx)) = H(x,RAx),
and (PBRAx−R∇V (PBRAx)) = H(RBRAx,RAx). (40)
From the definition of the circumcenter and the fact that x,RAx,RBRAx∈R2 are distinct
and not colinear, together with (39) we have
C(x,RAx,RBRAx) = H(x,RBRAx)∩H(x,RAx)∩H(RBRAx,RAx). (41)
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Combining the three equalities (40) together with (41), we have that (21) holds, show-
ing (a).
(b): similar to (a).
Recall the aforementioned results of Dizon, Hogan, and Lindstrom [40] that guar-
antee quadratic convergence of CRM for many choices of f . Corollary 4.5 may be seen
as showing that the specific gradient descent method for V that corresponds to CRM in
R2 actually has quadratic rate of convergence for choices of f covered by their results.
Interestingly, connections with Newton–Raphson in R2 do not end there.
4.3 Newton–Raphson method and subgradient descent on f as gra-
dient descent on V
The following proposition shows that Newton–Raphson and subgradient projections
method for f : X → R may also be characterized as gradient descent on V with step
size 1.
Proposition 4.6. Let f : X → R be continuous with D,A,B,V,F as in Theorem 4.4.
Let x = (y,0) ∈D×R and 0 /∈ ∂ 0 f (y). Let N be the Newton–Raphson method given in
(14). The following hold.
(i) If X = R and f is differentiable, then
(N(y),0) = x−∇V (x).
(ii) Otherwise, let y∗ ∈ ∂ 0 f (y), and we have(
y− f (y)‖y∗‖2 y
∗,0
)
= x− x∗, for some x∗ ∈ ∂V (x). (42)
Proof. (i): Simply notice that, by (16) and (17),
(N(y),0) =
(
y− f (y)
f ′(y)
,0
)
= (y−∇F(y),0) = (y,0)− (∇F(y),0) = x−∇V (x).
(ii): Again by (16) and (17),
x∗ :=
(
f (y)
‖y∗‖2 y
∗,0
)
∈ ∂F(y)×{0}= ∂V (y,0) = ∂V (x).
This choice of x∗ clearly satisfies the requirements of (42), showing (ii).
For many choices of f , the explicit equivalence with Newton–Raphson method
given by Proposition 4.6(i) actually guarantees quadratic convergence of gradient de-
scent on V with step size 1 for x started in A. Altogether, we have shown that CRM
on R2, Newton–Raphson on R, and subgradient projection methods on Rn may all be
characterized as gradient descent applied to Lyapunov functions constructed to describe
the Douglas–Rachford method for many prototypical problems. More importantly, we
have Theorem 4.4, which relates the subgradients of V to the perpendicular bisectors
of the triangles that are the basis of CRM in n-dimensional Euclidean space more gen-
erally.
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5 Computable centering for a general operator T
From now on, we assume T,U,V together satisfy A1–A4, and we are interested in
operators of the following form, which will be illustrated by Corollary 5.2.
Definition 5.1. Let V be a smooth Lyapunov function with respect to (dFixT ,dFixT ) on
U for the difference inclusion x+ ∈ T x. Let ΩT ,Λ,ψ : E→ E satisfy
ΩT : x 7→
{
C(x,2x+− x,Λx), if x,2x+− x,Λx are not colinear;
T x+ or T x++ otherwise,
, (43)
ψx ∈ H (x+,Λx)∩ aff{x,2x+− x,Λx}, and (44)
x++R∇V (x+)⊂ H(x,2x+− x) and ψ(x)+R∇V (ψx)⊂ H(Λx,x).
Then we say ΩT ∈ SL(V ) is a spiraling Lyapunov-motivated centering operator for V .
The following corollary is an immediate consequence of Theorem 4.4.
Corollary 5.2. Let A1–A4 hold and D,TA,B,TB,A as in Theorem 4.4, with U = D×R,
and CTA,B as defined in (13). Then
CTA,B ∈ SL(V ) with Λx = RAx and ψx = PAx,
and CTB,A ∈ SL(V ) with Λx = RBx and ψx = PBx.
The following theorem shows that a centering operator in SL(V ) may be charac-
terized as returning the minimizer of a quadratic surrogate for the Lyapunov function
V . Figure 5 illustrates this for CT , and for the new operator LT that we will introduce,
when T is the Douglas–Rachford operator.
Theorem 5.3. Let ΩT ∈ SL(V ), fix x, and let Q : u 7→ d(u,ΩT x)2/2. Then whenever
x,2x+− x,Λx are not colinear, the following hold:
(i) Paff{x,2x+−x,Λx}(∇V (x+)) ∈ span{(∇Q)(x+)}; and
(ii) Paff{x,2x+−x,Λx}(∇V (ψx)) ∈ span{(∇Q)(ψx)}.
Proof. We can handle both cases (i) and (ii) with the same argument by letting (a,b,c) :=
(x,2x+− x,x+) in the former case or (a,b,c) := (x,Λx,ψx) in the latter. Let x,2x+−
x,Λx be not colinear. Then ΩT x =C(x,2x+− x,Λx) exists and so satisfies
ΩT x ∈Cab where Cab := H(a,b)∩ aff{x,2x+− x,Λx}
is a subspace of dimension one. By a suitable translation and with no loss of generality,
we may let ΩT x= 0 so that Cab, H(a,b), and aff{x,2x+−x,Λx} are all subspaces. The
astute reader will notice that this merely simplifies our notation. Since H(a,b) is a
subspace, it is invariant under translation by any of its members; in particular we have
all the equalities:
H(a,b) = H(a,b)− c = H(a,b)− (a+b)/2 = {a−b}⊥. (45)
Furthermore, because ΩT ∈ SL(V ), we have c+R∇V (c)⊂ H(a,b), and so
∇V (c) ∈ H(a,b)− c = {a−b}⊥, (46)
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Figure 5: When V is Benoist’s Lyapunov function, CTA,B ,CTB,A ,LTA,B ∈ SL(V ) (respec-
tively from left to right) and so they minimize quadratic surrogates as described in
Theorem 5.3.
where the equality is from (45). From (46), we may write
∇V (c) = u+ v where
u ∈ aff{x,2x+− x,Λx}∩{a−b}⊥ =Ca,b and v ∈ aff{x,2x+− x,Λx}⊥∩{a−b}⊥.
Consequently, we have that
Paff{x,2x+−x,Λx} (∇V (c)) = Paff{x,2x+−x,Λx}(u+ v) = u ∈Ca,b. (47)
Now since ΩT x = 0, we have Q = ‖ · ‖2/2, and so ∇Q(w) = w for all w. In particular,
∇Q(c) = c where c 6= ΩT x = 0. From the definition of ΩT , it is clear that c ∈ Ca,b.
Altogether,
Paff{x,2x+−x,Λx} (∇V (c))
(i)∈ Ca,b ( j)= span{c} (k)= span{∇Q(c)}.
Here (i) is true from (47), (j) holds because c 6= 0 and c ∈Ca,b where Ca,b is a subspace
of dimension 1, and (k) holds because ∇Q(c) = c. This shows the result.
Now we will introduce a new operator in SL(V ) that has the additional property that
it is defined for a general operator T and does not depend on substeps (e.g. reflections).
Definition 5.4. Denote x+ = T x and x++ = T 2x. Let LT ,piT be as follows:
piT : E→ E : x 7→2(x++− x+)+2Pspan(x++−x+)(x+− x)+ x,
= 2(x++− x+)+2
( 〈x+− x,x++− x+〉
‖x++− x+‖2 (x
++− x+)
)
+ x,
and LT : E→E : x 7→
{
C(x,2x+− x,piT x), if x,2x+− x,piT x are not colinear;
T x++ otherwise
The operator LT may be thought of as a centering operator whose construction is prin-
cipally motivated by the underlying Lyapunov function.
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One step of LTB,A is shown for Example 1 in Figure 4 (left), together with reflection
substeps. In Figure 4 (right), where B is a circle and A a line, we omit the reflections in
order to highlight that the construction of LT for a general operator T depends only on
(x,x+,x++). Now we have the main result of this section.
Theorem 5.5. Let A1–A4 hold. Then LT ∈ SL(V ).
Proof. Let, ψx = x++ and Λx = piT x and let x,2x+− x,piT x be not colinear. Then we
need only show that
x+−R∇V (x+)⊂ H(x,2x+− x), (48a)
and x++−R∇V (x++)⊂ H(x,piT x) (48b)
The first inclusion (48a) is a straightforward consequence of A4, and so also is
x++−R∇(x++)⊂ H(2x++− x+,x+).
Thus we may show (48b) by showing
H(2x++− x+,x+)⊂ H(piT x,x), (49)
which is what we now do. Because piT x− x ∈ span(x++− x+), we have that
{x++− x+}⊥⊂{piT x− x}⊥. (50)
Now, for simplicity, set
z := Pspan(x++−x+)(x+− x) and y = (x+− x)− z ∈ {x++− x+}⊥. (51)
Then we have that
2
(
piT x+ x
2
− x++
)
= piT x+ x−2x++
=
(
2(x++− x+)+2z+ x)+ x−2x++ (52a)
=−2x++2z+2x
=−2(x+ z+ y)+2z+2x (52b)
=−2y ∈ {x++− x+}⊥. (52c)
Here (52a) uses the definition of piT together with the simplified notation from (51),
(52b) substitutes for x+ using (51), and the inclusion in (52c) is true from the definition
of y in (51). Altogether, we have
{x++− x+}⊥− piT x+ x
2
+ x++ = {x++− x+}⊥ (53a)
⊂ {piT x− x}⊥ (53b)
and so {x++− x+}⊥+ x++ ⊂ {piT x− x}⊥+ piT x+ x2 . (53c)
Here (53a) applies (52), (53b) uses (50), and (53c) shows (49), completing the result.
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5.1 Additional properties of LT
One of DR’s advantageous qualities is thought to be that it often searches in a subspace
of reduced dimension; for example, it solves the feasibility problem of two lines in E
by searching within a subspace of dimension 2. The following proposition shows that
LT maps spaces of reduced dimension into themselves whenever T does.
Proposition 5.6. The following hold.
(i) LT x ∈
{
aff{x,x+,x++} if x,x+,x++ are not colinear;
T x++ otherwise.
(ii) If U is an affine subspace and T (U)⊂U, then LT (U)⊂U.
Proof. Here (i) follows from the definition of LT , and (ii) follows from (i).
As Figure 4 (left) would suggest, Proposition 5.6 makes it straightforward to prove
the following.
Proposition 5.7. Let A,B be lines in E. Then for any x ∈ E, LTA,B x ∈ FixTA,B.
Proof. For this problem, the Douglas–Rachford sequence converges in a subspace U of
reduced dimension 2 and is equivalent to the problem for two lines in U . Therefore, by
a suitable translation and without loss of generality, we may reduce to considering the
problem in R2 from Example 1. If the two lines are perpendicular, x+ = x++ ∈ FixTA,B
and so LT x= T x++ ∈ FixTA,B. If the two lines are not perpendicular, the result follows
from Theorem 5.5 and the fact that the Lyapunov function on the subspace of reduced
dimension 2 is simply the quadratic in Example 1 whose gradient descent trajectories
all intersect only in FixTA,B.
Another characterization of Proposition 5.7 is that, for two lines, the quadratic sur-
rogate Q constructed by LTA,B as described in Theorem 5.3 is equal (up to rescaling)
to the Lyapunov function V for the Douglas–Rachford operator. Proposition 5.7 high-
lights another difference between LT and CT , because CRM may generate an infinite
sequence for this same problem [10, Corollary 2.11]. Other known results in the liter-
ature may also be easily proven via this explicit connection with Lyapunov functions,
including results about CRM (e.g. [8, Lemma 2]).
Of course, it should be noted that CRM sometimes also converges in lower di-
mensional subspaces, as in Figure 2 where CRM converges within the set B. This
invariance was exploited in [40] and [8], as described in Section 2.3. By contrast, LT
does not converge within B, which highlights yet another difference between the two
methods.
However, the most important advantage of LT is that it does not depend on the sub-
steps involved in computing T x from x (e.g. reflections). This makes it suitable for
centering spiraling algorithms admitted by any operator T satisfying A1–A3, where-
fore we know a Lyapunov function exists by Theorem 3.2 and suspect that this Lya-
punov function may satisfy A4 in the spiraling case. The inclusion CT ∈ SL(V ) from
Corollary 5.2 uses additional assumptions on the structure of TA,B that may not be
satisfied for the more general operator in (7). In fact, in Section 6, we will actu-
ally show that CRM’s dependence on the subproblems renders it useless for the ba-
sis pursuit problem, even though the iterates generated by TA,B spiral. On the other
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hand, LT ∈ SL(v) whenever A1–A4 are satisfied, and LT shows very promising perfor-
mance for the basis pursuit problem. Trajectories like x+++µ(LT x− x++), µ ∈ R or
(1/2)(x+++ x+)+µ(LT x− (1/2)(x+++ x+)) may also be suitable for a line search.
6 Primal/Dual Implementation
In Section 3, we described why we expect that Lyapunov functions exist not only for
DR with the feasibility problem (3) but for more general optimization problems of form
(1), and in Section 5 we introduced the centering operator LT , which has the properties
we would want for centering a general operator T . In this section, we describe how
one may use a centering method for the general optimization problem (1) by exploiting
a duality relationship and using LT . The basic strategy is to reconstruct the spiraling
dual iterates from their primal counterparts, and then to apply a centering step; one
then obtains a multiplier update candidate from the shadow of the center, propagates
this update back to the primal variables insofar as is practical, and then can compare
this candidate against a regular update before returning to primal iteration.
We illustrate, in particular, with ADMM, which solves the augmented Lagrangian
system associated with (1) where E = Rn and Y = Rm via the iterated process
xk+1 ∈ argmin
x∈Rn
{
f (x)+g(zk)+ 〈λk,Mx− zk〉+ c2‖Mx− z‖
2
}
(54a)
zk+1 ∈ argmin
z∈Rm
{
f (xk+1)+g(z)+ 〈λk,Mxk+1− z〉+ c2‖Mxk+1− z‖
2
}
(54b)
λk+1 = λk + c(Mxk+1− zk+1). (54c)
When f ,g are convex, ADMM is dual to DR for solving the associated problem:
minimize
λ∈Rm
d1(λ )+d2(λ ) where d1 := f ∗ ◦ (−MT ) and d2 := g∗.
Here f ∗,g∗ denote the Fenchel–Moreau conjugates of f and g. For brevity, we state
only how to recover the dual updates from the primal ones; for a detailed explanation,
we refer the reader to the works of Eckstein and Yao [20, 21], whose notation we
closely follow, and also to Gabay’s early book chapter [22], and to the references in
[34]. For strong duality and attainment conditions, see, for example, [13, Theorem
3.3.5]. For a broader introduction to Langrangian duality, see, for example, [41, 12].
The dual (DR) updates (yk)k∈N may be computed from the primal (ADMM) thusly:
primal dual
cMxk+1 = proxcd1(Rcd2yk)−Rc∂d2(yk)
czk = yk−proxcd2 yk
λk = proxcd2 yk
yk = λk + czk
Rcd2yk = λk− czk
Rcd1Rcd2yk = λk− czk +2cMxk+1
Here the reflected resolvents (8),
Rcd j = 2Jc∂d j − Id = 2proxcd j−Id ( j = 1,2),
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Figure 6: LT -centered ADMM vs regular ADMM for the basis pursuit problem.
are the reflected proximity operators for d1,d2 (6). They are denoted by Ncd1 ,Ncd2 in
[20, 21]. The sequence of multipliers for ADMM corresponds to what is frequently
called the “shadow” sequence for DR: (λk)k∈N = (proxcd2 yk)k∈N. The difference
of subsequent iterates thereof, ‖λk+1 − λk‖, is ‖PAx− PAx+‖ in Figure 1(right) for
d2 = ιA where A is the line in Figure 1(left). For feasibility problems (3), the visi-
ble shadow oscillations have been consistently associated with the spiraling observed
in Figure 1(left). This suggests that primal problems eliciting such multiplier update
oscillations—whereby we suspect that the dual sequence (yk)k∈N ⊂ Rm is spiraling—
are natural candidates for primal/dual centering methods. One may apply
yLT ← LT∂d2 ,∂d1 (yk) =
{
C(yk,2yk+1− yk,piT∂d2 ,∂d1 yk)
if yk,yk+1,yk+2 are not colinear.
; (55)
or yCT ←CT∂d2 ,∂d1 (yk) =
{
C(yk,Rcd2yk,Rcd1Rcd2yk)
if yk,Rcd2yk,Rcd1Rcd2yk are not colinear.
(56)
The former is the LT -centering method associated to the Douglas–Rachford operator
T∂d2,∂d1 as described in (7) for the maximal monotone operators ∂d2 and ∂d1. The
latter may be seen as a generalization of the circumcentering reflection method that uses
reflected proximity operator substeps in place of reflected projections. The shadow of
the centered dual—proxcd2 y ∈ Rm—is a candidate for the updated multiplier λ+. One
may evaluate the objective function in order to decide whether to accept it or reject it
in favor of a regular multiplier update. Naturally, in the case when the components are
colinear, one would proceed with a regular update.
6.1 Example: Basis Pursuit
The basis pursuit problem,
minimize ‖x‖1 subject to Ax = b, x ∈ Rn, A ∈ Rν×n, b ∈ Rν , ν < n,
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Figure 7: The failure of CT for the basis pursuit problem.
may be tackled by ADMM (54) via the reformulation:
f := ιS, S := {x ∈ Rn | Ax = b} , M := Id, g : z→‖z‖1, E,Y := Rn.
The first update (54a) is given by xk+1 := PS(zk−λk), and the second (54b) by zk+1 :=
Shrinkage1/c(xk+1 + λk). They may be computed efficiently; see the work of Boyd,
Parikh, Chu, Peleato, and Eckstein [17, Section 6.2]. We also have that
d2 = ‖ · ‖∗1 = ιB∞ where B∞ := {x | ‖x‖∞ ≤ 1}, and so proxcd2 = projB∞ ,
is computable. After computing three updates of the dual (DR) sequence, (yk,yk+1,yk+2),
we center the DR sequence by using LT as in (55). Our multiplier update candidate is
then λLT = projB∞ yLT , and we propagate this centering-based update to the second
variable (54b) by zLT = yLT −λLT . We compare these with the regular update candi-
dates by comparing their resultant objective function values,
‖xLT ‖1 = ‖PS(zLT −λLT )‖1 and ‖xREGULAR‖1 = ‖PS(zk+2−λk+2)‖1,
and updating λk+2,xk+3 to match the winning candidate.
Figure 6 shows the LT -centering primal/dual approach together with vanilla ADMM
for comparison. This juxtaposition of LT -centering primal/dual method with vanilla
ADMM resembles what has already been observed with CRM and Douglas–Rachford
for nonconvex feasibility problems [40]. The problem used was a randomly generated
instance with seed= 0,n= 30,ν = 10,c= 1, and the horizontal axis reports the number
of passes through (54). This is the example problem from Boyd, Parikh, Chu, Peleato,
and Eckstein’s ADMM code, available at [16]. Our Matlab code is a modified version
of theirs, and it is available at [33], together with the Cindrella scripts used to produce
the other images in this paper. For 1,000 similar problems with a “solve” criterion of
‖zk− xk‖< 10−8(
√
n+max{‖xk‖,‖zk‖}) and ‖zk− zk−1‖< 10−8(
√
n+‖λk‖),
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LT -centered and vanilla ADMM solved all problems and performed as follows:
wins min Q1 median Q3 max
vanilla ADMM 1 278 995 1582 2932 761,282
LT -centering 999 87 165 221 324 94,591
.
The performance in Figure 6 is typical of what we observed. Attempts to center the
dual by using CT as in (56) yielded an algorithm that consistently failed to solve the
problem. Figure 7 shows why we would not expect CT to work. For yk among the
spiraling DR iterates (yk)k≥4, which we observe to the right, H(yk,Rcd2yk) is the ver-
tical line containing the right side of the unit box. Consequently, the CRM update yCT
should be nowhere near the spiraling DR iterates, nor would we expect proxcd2 yCT to
closely approximate the limit of the dual shadow (multiplier) sequence (λk)k∈N. In
contradistinction, the operator LT depends only on the governing DR sequence, and so
it is immune to this problem.
7 Conclusion
The ubiquity of Lyapunov functions for splitting methods, as we described in Section 3,
suggests that future works should consider centering methods for other general opti-
mization problems of form (1) via the duality framework we introduced in Section 6.
We have shown how such an extension is made broadly possible by the new generically
computable operator LT , and already demonstrated its success for one such adaptation.
Convergence results for nonconvex problems are generally more challenging than
for convex ones, and Lyapunov functions have already played an important role for the
understanding of nonconvex DR. The Lyapunov function surrogate characterization of
CRM in Rn from Theorems 4.4 and 5.3 illuminates the geometry of CRM well beyond
the limited analysis provided in [40], and it provides an explicit bridge to state-of-
the-art theoretical results for nonconvex DR. Future works may now use Lyapunov
functions to study not only the broadly usable method LT , but the feasibility method
CRM as well.
Convergence guarantees for a class of problems as broad as those considered here
do not exist for any algorithm. Even for the special case of nonconvex feasibility
problems and the Douglas–Rachford operator, such results are few, require significant
structure on the objective [1, 11, 14, 18], and are quite complicated to prove. For
the more general nonconvex optimization problem, the broadest is the work of Li and
Pong [31]. The centering operator LT is defined for a general operator T , uses multiple
steps of T in its construction, and may take bolder steps than T does. For all of these
reasons, convergence guarantees that involve LT will almost certainly have to consider
the specific structure not only of the objective, but of the chosen operator T as well.
We already have the finite convergence of LT when T is the Douglas–Rachford op-
erator for the feasibility problem of two lines inRn. This, together with the outstanding
performance of LT centering for ADMM with the basis pursuit problem, suggests that
this analysis should be extended for DR for more general convex feasibility problems.
We recommend this as the next natural step of investigation.
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