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ABSTRACT
Over the years, the academic researchers have contribut-
ed various visual concept classifiers. Nevertheless, given a
new dataset, most researchers still prefer to develop large
number of classifiers from scratch despite expensive labeling
efforts and limited computing resources. A valid question
is why not multimedia community “embrace the green” and
recycle off-the-shelf classifiers for new dataset. The diffi-
culty originates from the domain gap that there are many
different factors that govern the development of a classifi-
er and eventually drive its performance to emphasize cer-
tain aspects of dataset. Reapplying a classifier to an unseen
dataset may end up GIGO (garbage in, garbage out) and
the performance could be much worse than re-developing a
new classifier with very few training examples. In this pa-
per, we explore different parameters, including shift of data
distribution, visual and context diversities, that may hinder
or otherwise encourage the recycling of old classifiers for new
dataset. Particularly, we give empirical insights of when to
recycle available resources, and when to redo from scratch
by completely forgetting the past and train a brand new
classifier. Based on these analysis, we further propose an
approach for predicting the negative transfer of a concept
classifier to a different domain given the observed parame-
ters. Experimental results show that the prediction accuracy
of over 75% can be achieved when transferring concept clas-
sifiers learnt from LSCOM (news video domain), ImageNet
(Web image domain) and Flickr-SF (weakly tagged Web im-
age domain), respectively, to TRECVID 2011 dataset (Web
video domain).
Categories and Subject Descriptors
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Figure 1: Mean InfAP of different classifiers on
TRECVID 2011 test set.
1. INTRODUCTION
Visual concept detection has received intensive research
attention since the early of year 2000 [9], and is probably the
“hottest” topic with the most number of published papers in
the area of multimedia. To date in the literature, there are
various datasets (e.g., ImageNet) that include expert labeled
training data freely available for developing concept classi-
fiers. Some datasets (e.g., VIREO-374 [6]) even give away
classifiers for free that could be directly employed for mul-
timedia tasks. On the other hand, the popularity of social
media has also generated massive amount of weakly tagged
images and videos which could be leveraged for concept clas-
sifier learning. Nevertheless, despite the community generos-
ity in sharing and contributing either the expert or weakly
labeled data, given a new dataset most researchers will still
perform “intensive manual labeling” and then train classi-
fiers based on the examples collected from the dataset only.
Many previous experiences have also shown that by doing
so can generate satisfactory MAP (mean average precision)
performance, though the learnt knowledge (classifiers) may
not be useful at all when being applied in another dataset.
Figure 1 shows the result of TRECVID 2011 SIN (Semantic
Indexing) task [8] by using the training data from (TV11)
and outside (VIREO-374 [6], ImageNet [2] and Flickr-SF
[12]) of the dataset itself. VIREO-374 are classifiers learnt
from expert labeled examples in LSCOM [7], ImageNet in-
cludes classifiers trained from Web images which are labeled
through Amazon MTurk, while Flickr-SF includes classifier-
s learnt directly from loosely-tagged images. As shown in
the figure, there is a huge performance difference in terms
of MAP between re-training new classifiers and re-cycling
off-the-shelf classifiers.
In the literature, there have been several techniques, in-
cluding Adaptive SVMs (A-SVMs) [10] and Domain Trans-
fer SVM (DTSVM) [3], being proposed for addressing the
challenge of cross-domain learning (or transfer learning).
The problem is defined as, given very few training exam-
ples from a target domain (new dataset), adapting a source
classifier so that the decision boundary is adjusted to fit the
target domain. These techniques nevertheless mostly show
marginal performance improvement after domain adapta-
tion, due to a mixed of positive and negative transfers a-
mong different types of concepts, resulting in difficulty in
interpreting the merit of transfer learning. After all, there is
no clear picture of when a classifier should be re-developed
(because of negative transfer) or adapted from a different
domain (because of positive transfer).
This paper explores different workable parameters, in a
quantitative way, which might impact the necessity of apply-
ing transfer learning. These parameters include the degree
of shift between the data distributions of source and target
domains, number of positive examples available in the tar-
get domain, concept category, visual diversity of a concept,
and context variation between domains. Some of these pa-
rameters are partially utilized for transfer learning in the
literature, for example in [3] by aligning data distributions
through multi-kernel learning, and in [4] by visual similarity
for sampling suitable training examples from source domain
to enrich the limited examples in target domain for training
classifiers. However, to the best of our knowledge, there are
no rigorous studies yet on how the joint exploration of these
parameters for either transfer learning or predicting domain
adaptivity.
The main contribution of this paper is offering of a through-
out analysis for different factors that could lead to domain
gap with evidential support from empirical findings of sever-
al large video (VIREO-374 and TRECVID 20111) and image
datasets (ImageNet and Flickr-SF). Especially, the analysis
results in joint leveraging of various parameters for develop-
ing an effective technique for predicting negative (and posi-
tive) transfer of concept classifiers.
2. THE ORIGIN OF DOMAIN GAP?
We first briefly describe the following five parameters which
could possibly be the factors that affect the effectiveness of
transfer learning.
Data distribution mismatch (DM) is generally re-
garded as a crucial factor. When the training and testing
data share similar data distribution, the performances of
classifiers are expected to be high. Thus, the approach such
as DTSVM [3] aims to narrow the distribution mismatch by
learning multiple kernels. Maximum Mean Discrepancy (M-
MD) is a measure [1] that often employed for estimating data
distribution between two domains based on the distance be-
tween sample means in a Reproducing Kernel Hilbert Space.
Number of positive training samples (TS) in the
target domain gives a clue of whether a classifier should be
re-developed. When very few training examples are avail-
able, a learnt classifier will have larger variance and thus
higher prediction error. By incorporating the data from
source domain, the variance could be reduced but at the
risk of increasing bias, especially when the source domain
data is drawn from a different distribution. Does the bias-
variance tradeoff make the performance of classifier recycling
unpredictable? Is there a threshold that when the number
of training examples exceed a limit, one can give up recycle
and redo from scratch?
Sample diversity (SD) of a concept is characterized by
the coverage of visual appearance. A source classifier trained
from diverse visual samples that cover different aspects of
the concept is expected to be more easily transferred to a
new domain than a classifier that is trained with narrow
coverage of appearance.
Concept category (CC) could range from object, per-
son, scene to event, and so on. Generally speaking, certain
category of concepts (e.g., scene) have a relatively homo-
geneous visual representation, while appearance of certain
category (e.g., event) is domain dependent and thus likely
to produce larger gap.
The use of category to speculate transfer capability of
a concept is however complicated by semantic context
(SC). For example, the concept desert in LSCOM often ap-
pears under the context of Iraq war. When training desert
classifier, contextually related concepts such as smoke and
military vehicles are also learnt. Applying such context de-
pendent concepts to a new domain (e.g., Web video) where
the learnt context does not exist is likely to result in negative
transfer.
3. EMPIRICAL INSIGHTS
In this section, we provide empirical insights on the im-
pact of these five parameters towards domain gap. We use
A-SVM [10] for the experiments due to its simplicity and ca-
pability of generating compatible performance as more com-
putationally expensive approach such as DTSVM [3]. Given
few training examples from target domain, A-SVM basical-
ly seeks for additional support vectors from the new data to
adjust the original decision boundary of a classifier. It op-
timizes the tradeoff that the new boundary should be close
to the original one while being able to correctly classify the
new training examples.
All the source classifiers are learnt with SVMs using five
visual features: grid-based color moment and wavelet tex-
ture, three version of bag-of-visual-words (BoW) based on
1 × 1, 2 × 2 and 3 × 1 spatial layout. BoW is generated
from SIFT of local interest points extracted by Difference-
of-Gaussian (DoG) and Hessian Affine detectors. Late fusion
is used to combine the five classifier scores.
3.1 Dataset
We use TRECVID 2011 (TV11) as the target (Web video)
domain, while classifiers from VIREO-374 [6] (news video),
ImageNet [2] (Web images with clean labels) and Flickr-SF
[12] (Web images with loosely-tagged labels) as the source
domain classifiers. TV11 contains 137,327 video shots as
testing samples. Among the four datasets, there are 21 con-
cepts which share common definition and each of them has a
minimum of 100 positive training examples. These concepts
are used in the experiments.
3.2 Cross-over Point Analysis
We first perform “cross-over point” analysis on the three
parameters: TS, SD and CC. The analysis aims to reveal
the trend on how many positive examples are required from
target domain such that re-training of classifier is prefer-
able than recycling. The cross-over point refers to a break
even point where “redo” starts to surplus the performance



























Figure 2: Comparison between recycling existing classi-
fiers (VIREO-374, ImageNet, Flickr-SF) and redevelop-
ing a new classifier (TV11) with the increase of positive
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Figure 3: Comparison between concepts with high and
low diversity.
considered − the cross-over points are observed on all three
source domains. For the transfer from VIREO-374 to TV11,
the cross-over point on average is happened around when
there are 100 positive samples. This value ranges from 50 to
200 dependent on concepts. For image-to-video transfer, the
cross-over points happen as earlier as before 10 positive ex-
amples, and there is no apparent difference between whether
the classifiers are trained from clean (ImageNet) or noisy la-
bels (Flickr-SF). The results give a clue that transferring
from image-to-video is much harder than video-to-video.
We further experiment the fluctuation of cross-over points
for concepts with high and low visual diversity. We estimate
the SD of a concept directly from the training samples that
are used for learning the source classifier. We employ the
method in [2] by averaging the training samples and then
measuring the diversity based on the size of lossless JPG
file size on the average image. Figure 3 shows the results
for five most diverse and homogeneous concepts on VIREO-
374. Basically cross-over point for diverse concepts (130)
are observed much later than of less diverse (50). We repeat
the same experiment for CC on concept categories scene
and event using VIREO-374. As observed, event concepts
introduced a larger gap where cross-over point is observed
at 60 earlier than scene at 100.
3.3 Correlation Analysis
In this section, we further conduct experiment to measure
the correlation of DM, SD and SC with cross-over point.
For DM, we use MMD to estimate the data distribution
mismatch on the late fusion of five visual features. For SC,
two context graphs are constructed for source and target do-
Table 1: Correlation of Data distribution mismatch (D-
M), Sample Diversity (SD), Semantic Context (SC) with
cross-over point.
factor Flickr-SF ImageNet VIREO-374
DM -0.127 -0.182 -0.183
SD -0.173 -0.198 -0.177
SC 0.162 0.147 0.138
mains respectively. The graph is composed of 283 concepts
as nodes and pairwise concept correlation as edge weight-
s. For VIREO-374 and TV11, the concept correlation is
derived from the ground-truth of training dataset. For Im-
ageNet, the concept correlation is measured by WordNet
semantic similarity based on WUP [11], while for Flickr-SF
the correlation is calculated by using Flickr Context Simi-
larity (FCS) [5]. With the context graph, each concept in
a domain is represented as a vector of 283 dimension, indi-
cating the relationship of this concept to 283 concepts. An
entry in the vector is set as the correlation value between
two concepts, and zero otherwise if there is no edge directly
connecting them in the graph. In our implementation, only
top-5 concepts with the highest correlation are considered.
Cosine similarity is then employed to measure SC related-
ness between two concepts.
Table 1 summaries the result. DM and SD are consistent-
ly observed as having negative correlation with cross-over
point for the three source domains. In other words, when
the degree of mismatch (diversity) is wider (smaller), small
amount of training examples from target domain is already
enough to re-train a new classifier that bypasses the perfor-
mance of recycling old classifier. Similar observation is also
for SC, where there is a consistent positive correlation with
cross-over point for all three domains. This implies that the
more contextually related two concepts, the more likely that
one can benefit from recycling a classifier.
4. PREDICTING NEGATIVE TRANSFER
The empirical insights from the previous section basically
hint that the correlation between the five parameters and
the domain gap is not random. This gives rise to the pos-
sibility that the prediction of negative transfer is possible if
any of the parameters are available for use. Here, we per-
form the prediction by joint utilization of DM, TS, SD and
SC. Specifically, we train a SVM with these parameters as
input and a binary decision as output. The input feature is
a vector of nine dimensions, where the first six dimension-
s correspond to the normalized MMD values of five visual
features and their average fusion, and the next three dimen-
sions are the values for diversity, context relatedness and the
number of given positive examples from target domain.
4.1 Experiment Settings
Similar to Section 3, we use TV11 dataset as target do-
main and the remaining datasets as source domain. We gen-
erate the training data for prediction directly from source
domains. For example, the performance of classifiers from
source A is simulated on source B. Based on the simulation
similar to Section 3, we manually label whether applying a
classifier from A to B will result in negative transfer, by each
time varying the number of provided positive training exam-
ples given by B in the range of 0, 1, 3, 5, 10, 20, 50, 100,
200, 500 and 1000. The learnt prediction classifier is then
Table 2: Prediction accuracy on testing data. The row
indicates source domain (A), and the column indicates
the simulated domain (B). See main text for experiment
setting.
Flickr-SF ImageNet VIREO-374
Flickr-SF - 0.694 0.804
ImageNet 0.740 - 0.802
VIREO-374 0.777 0.773 -















Figure 4: Comparison of category-specific models
(Event-Model and Scene-Model) and a model learned
using training examples from all categories (General-
Model).
experimented against the testing data from TV11. Similar
to training data generation, the testing data is generated as-
suming the given number of positive examples is in the range
from 0 to 1000. In total, there are 693 samples being gen-
erated from TV11 for testing. The ground-truth of testing
samples is based on the simulation result in Section 3.
Note that when applying the prediction classifier to TV11,
we basically do not assume any prior knowledge in target do-
main. For example, the MMD of a concept is measured on
the training data (with labels) of source domain and test
data (without labels) of target domain. Basically, we ran-
domly sample 100 examples from target domain for the es-
timation of MMD. For SD, the diversity value are obtained
from the source domain. For SC, the context graphs are con-
structed from training set (for VIREO-374), WordNet (for
ImageNet), and FCS (for Flickr-SF).
4.2 Results
Table 2 shows the results of predicting negative trans-
fer on TV11. The results are encouraging in the way that,
even when using the training data from Web image domain,
the prediction can reach an accuracy of approximately 75%.
To verify the performance, we use a rule-based classifier as
baseline. The classifier naively predicts negative transfer if
the number of training samples (TS) is more than a giv-
en threshold. By repeating the experiment with different
thresholds (from 0 to 1000), on average our approach shows
28% (VIREO-374), 19% (ImageNet) and 22% (Flickr-SF) of
improvement compared to baseline. Figure 4 further shows
the performance for category-specific prediction. Basically
models that are learnt specifically for concepts from event
and scene categories offer higher prediction accuracy.
With the prediction of negative transfer, adaptive trans-
ferring of source classifiers become possible. Table 3 com-
pares the performance of adaptive transfer to directly us-
ing source classifiers (Do-Nothing), re-training all classifiers
(All-Redo) and recycling all classifiers with A-SVMs (All-
Recycle). The performances of All-Redo and All-Recycle
are both better than that of Do-Nothing on all three source
Table 3: Comparison of fixed and adaptive transferring
of source classifiers. The performance is averaged over d-
ifferent numbers of positive examples provided by target
domain.
Flickr-SF ImageNet VIREO-374
Do-Nothing 0.021 0.027 0.048
All-Redo 0.054 0.054 0.054
All-Recycle 0.054 0.043 0.074
Adaptive-Transfer 0.057 0.056 0.076
datasets. The performance of All-Recycle is better than
All-Redo when transferring from video-to-video. While for
image-to-video transfer, All-Redo is superior to All-Recycle
due to the domain gap. For all the three source domains,
adaptive transfer shows the best performance.
5. CONCLUSION
Basing on the speculation of five parameters, this paper
provides empirical analysis to verify the “contribution” of
these parameters towards domain gap based on cross-over
point and correlation analysis. The analysis eventually lead-
s to the development of a prediction classifier that attains
encouraging performance when transferring classifiers from
news video (VIREO-374) and Web image (ImageNet and
Flickr-SF) domain to Web video (TRECVID 2011) domain.
By jointly applying the prediction technique with transfer
learning technique (A-SVMs in our case), improvements are
consistently observed compared to blind re-developing and
blind recycling of classifiers.
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