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Abstract
Prevalent approaches in cross-lingual relation
and event extraction use graph convolutional
networks (GCNs) with universal dependency
parses to learn language-agnostic representa-
tions such that models trained on one language
can be applied to other languages. However,
GCNs lack in modeling long-range dependen-
cies or disconnected words in the dependency
tree. To address this challenge, we propose to
utilize the self-attention mechanism where we
explicitly fuse structural information to learn
the dependencies between words at different
syntactic distances. We introduce GATE, a
Graph Attention Transformer Encoder, and
test its cross-lingual transferability on relation
and event extraction tasks. We perform rigor-
ous experiments on the widely used ACE05
dataset that includes three typologically dif-
ferent languages: English, Chinese, and Ara-
bic. The evaluation results show that GATE
outperforms three recently proposed methods
by a large margin. Our detailed analysis re-
veals that due to the reliance on syntactic de-
pendencies, GATE produces robust representa-
tions that facilitate transfer across languages.
1 Introduction
Relation and event extraction are two challenging
information extraction (IE) tasks, wherein a model
learns to identify semantic relationships between
entities and events in narratives. They provide use-
ful information for many natural language process-
ing (NLP) applications such as knowledge graph
completion (Lin et al., 2015) and question answer-
ing (Chen et al., 2019). Figure 1 gives an example
of relation and event extraction tasks. Prevailing
approaches in cross-lingual learning for relation
and event extraction requires learning a universal
encoder that embeds relation and event mentions
in a sentence into contextualized representations.
Recent works (Huang et al., 2018; Subburathinam
Figure 1: A relation (red dashed) between two entities
and an event of type Attack (triggered by “firing”) in-
cluding two arguments (blue) are highlighted.
et al., 2019) suggested embedding universal depen-
dency structure into contextual representations to
improve cross-lingual transfer for IE.
There are a couple of advantages of utilizing
the dependency structure. First, the syntactic dis-
tance between two words1 in a sentence is typically
smaller than the sequential distance. For example,
in the sentence, A fire in a Bangladeshi garment
factory has left at least 37 people dead and 100
hospitalized, the sequential and syntactic distance
between “fire” and “hospitalized” is 15 and 2, re-
spectively. Therefore, encoding syntax structure
helps in capturing long-range dependencies (Liu
et al., 2018b). Second, languages have different
word order, e.g., adjective precedes noun (“green
apple”) in English but follows in French (“pomme
rouge”). As a result, processing sentences sequen-
tially may suffer from the word order difference
issue (Ahmad et al., 2019). However, modeling sen-
tence structure can mitigate the problem and thus
improves cross-lingual transfer (Liu et al., 2019).
A common way to derive structured representa-
tions for cross-lingual NLP tasks is the use of uni-
versal dependency parses2. A large pool of recent
works in IE (Liu et al., 2018b; Zhang et al., 2018b;
Subburathinam et al., 2019; Fu et al., 2019; Sun
et al., 2019; Liu et al., 2019) employed Graph Con-
volutional Networks (GCNs) (Kipf and Welling,
1The shortest path distance in the dependency graph.
2https://universaldependencies.org/
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2017) to learn sentence representations based on
their universal dependency parses. A k-layers GCN
aggregates information of words that are k hop
away. Such a way of embedding structure may
hinder cross-lingual transfer when the source and
target languages have different path length distri-
butions among words (see Table 8). Presumably,
a two-layer GCN would work well on English but
may not transfer well to Arabic.
Moreover, GCNs have shown to perform poorly
in modeling long-distance dependencies or discon-
nected words in the dependency tree (Zhang et al.,
2019a; Tang et al., 2020). In contrast, the self-
attention mechanism (Vaswani et al., 2017) is capa-
ble of capturing long-range dependencies. Conse-
quently, a few recent studies proposed dependency-
aware self-attention and found effective for ma-
chine translation (Deguchi et al., 2019; Bugliarello
and Okazaki, 2020). The key idea is to allow at-
tention between connected words as in the depen-
dency tree and gradually aggregate information
across layers. However, IE tasks are relatively low-
resourced and thus stacking more layers is not feasi-
ble. Hence, we propose to allow attention between
all words but use the pairwise syntactic distances
as a parameter to retrofit the attention weights. Be-
sides, our preliminary analysis indicates that syn-
tactic distance between entities could characterize
certain relation and event types.3 This further mo-
tivates us to model the pairwise distance between
words in the self-attention mechanism.
In this work, we introduce a Graph Attention
Transformer Encoder (GATE) that utilizes self-
attention (Vaswani et al., 2017) to learn structured
contextual representations. On one hand GATE en-
joys the capability of capturing long-range depen-
dencies, which is crucial for languages with longer
sentences, e.g., Arabic.4 On the other hand, GATE
is agnostic to language word order as it uses syntac-
tic distance to model pairwise relationship between
words. This characteristic makes GATE suitable
to transfer across typologically diverse languages,
e.g., English to Arabic. One crucial property of
GATE is that it allows information propagation at
different heads in the multi-head attention structure
3In ACE 2005 dataset, the relation type PHYS:Located
exists among {PER, ORG, LOC, FAC, GPE} entities.
The average syntactic distance in English and Arabic sentences
among PER and any of the {LOC, FAC, GPE} entities are
approx. 2.8 and 4.2, while the distance between PER and ORG
is 3.3 and 1.5.
4After tokenization, on average, ACE 2005 English and
Arabic sentences have approx. 30 and 210 words, respectively.
based on syntactic distances, which allows to learn
the correlation between different mention types and
the target label space.
We conduct experiments on cross-lingual trans-
fer among English, Chinese, and Arabic languages
using ACE 2005 benchmark (Walker et al., 2006).
The experimental results demonstrate that GATE
outperforms three recently proposed relation and
event extraction methods by a notable margin. We
perform a thorough ablation and analysis, and our
findings show that GATE is less sensitive towards
source language characteristics (e.g., word order,
sentence structure) and thus excels in the cross-
lingual transfer.
2 Task Description
In this paper, we focus on sentence-level relation
extraction (Subburathinam et al., 2019; Ni and Flo-
rian, 2019) and event extraction (Subburathinam
et al., 2019; Liu et al., 2019) tasks. Below, we first
introduce the basic concepts, their notations, and
define the problem as well as the scope of the work.
Relation Extraction is the task of identifying the
relation type of an ordered pair of entity mentions.
Formally, given a pair of entity mentions from a
sentence s - (es, eo; s) where es and eo denoted as
the subject and object entities respectively, the re-
lation extraction (RE) task is defined as predicting
the relation r ∈ R ∪ {None} between the entity
mentions, where R is a pre-defined set of relation
types. In the example provided in Figure 1, there
is a PHYS:Located relation between the entity
mentions “Terrorists” and “hotel”.
Event Extraction can be decomposed into two
sub-tasks, Event Detection and Event Argument
Role Labeling. Event detection refers to the task
of identifying event triggers (the words or phrases
that express event occurrences) and their types. In
the example shown in Figure 1, the word “firing”
triggers an Attack event.
Event argument role labeling (EARL) is defined
as predicting whether words or phrases participate
in events (arguments) and their roles. Formally,
given an event trigger et and a mention ea (an en-
tity, time expression, or value) from a sentence
s, the argument role labeling refers to predicting
the mention’s role r ∈ R ∪ {None}, where R is a
pre-defined set of role labels. In Figure 1, the “Ter-
rorists” and “hotel” entities are the arguments of
the Attack event and they have the Attacker
and Place role labels, respectively.
In this work, we focus on the EARL task; we
assume event mentions (triggers) of the input sen-
tence are provided.
Zero-Short Cross-Lingual Transfer refers to the
setting, where there is no labeled examples avail-
able for the target language. We train neural re-
lation extraction and event argument role labeling
models on one (single-source) or multiple (multi-
source) source languages and then deploy the mod-
els in target languages. The overall cross-lingual
transfer approach consists of four steps:
1. Convert the input sentence (in any language)
into a language-universal tree structure using
an off-the-shelf universal dependency parser,
e.g., UDPipe (Straka and Strakova´, 2017).
2. Embed the words in the sentence into a shared
multilingual space. We use off-the-shelf mul-
tilingual contextual encoders (Devlin et al.,
2019; Conneau et al., 2020) to form the word
representations. To enrich the word represen-
tations, we concatenate them with universal
part-of-speech (POS) tag, dependency rela-
tion, and entity type embeddings (Subburathi-
nam et al., 2019). We collectively refer them
as language-universal features.
3. Based on the word representations, we encode
the input sentence using the proposed GATE
architecture that leverages the syntactic depth
and distance information. Note that this step
is the main focus of this work.
4. A pair of classifier predicts the target relation
and argument role labels based on the encoded
representations produced by GATE.
3 Approach
Our proposed approach GATE revises the multi-
head attention architecture in Transformer Encoder
(Vaswani et al., 2017) to model syntactic informa-
tion while encoding a sequence of input vectors
(represent the words in a sentence) into contextual-
ized representations. We first review the standard
multi-head attention mechanism and introduce the
notations (§ 3.1). Then, we introduce our proposed
method GATE (§ 3.2). Finally, we describe how
we perform relation extraction (§ 3.3) and event
argument role labeling (§ 3.4) tasks.
3.1 Transformer Encoder
Unlike recent works (Zhang et al., 2018b; Sub-
burathinam et al., 2019) that use GCNs (Kipf
Figure 2: Distance matrix showing the shortest path
distances between all pairs of words. The dependency
arc direction is ignored while computing pairwise dis-
tances. The diagonal value is set to 1, indicating a self-
loop. If we set the values in white cells (with value> 1)
to 0, the distance matrix becomes an adjacency matrix.
and Welling, 2017) to encode the input sequences
into contextualized representations, we propose
to employ Transformer encoder as it excels in
capturing long-range dependencies. First, the se-
quence of input word vectors, x = [x1, . . . , x|x|]
where xi ∈ Rd are packed into a matrix H0 =
[x1, . . . , x|x|]. Then an L-layer Transformer En-
coder H l = Transformerl(H l−1), l ∈ [1, L]
takes H0 as input and generates different levels
of latent representations H l = [hl1, . . . , h
l
|x|]. Typ-
ically the latent representations generated by the
last layer (L-th layer) are used as the contextual
representations of the input words.
To aggregate the output vectors of the previ-
ous layer, multiple (nh) self-attention heads are
employed in each Transformer layer. For the l-
th Transformer layer, the output of the previous
layer H l−1 ∈ R|x|×dmodel is first linearly pro-
jected to queries Q, keys K, and values V using
parameter matrices WQl ,W
K
l ∈ Rdmodel×dk and
W Vl ∈ Rdmodel×dv , respectively.
Q = H l−1WQl ,K = H
l−1WKl , V = H
l−1W Vl .
Finally, the output of a self-attention head Al is
computed as follows.
Al = softmax
(
QKT√
dk
+M
)
Vl, (1)
where the matrixM ∈ R|x|×|x| determines whether
a pair of tokens can attend each other. The matrix
M is deduced as a mask.
Mij =
{
0, allow to attend
−∞, prevent from attending (2)
By default, the matrix M is a zero-matrix. In
the next section, we discuss how we manipulate
the mask matrix M to model syntactic depth and
distance information when encoding a sentence.
3.2 Graph Attention Transformer Encoder
The self-attention as described in § 3.1 learns how
much attention to put on words in a text sequence
when encoding a word at a given position. In this
work, we revise the self-attention mechanism such
that it takes into account the syntactic structure
and distances when a token attends to all the other
tokens. The key idea is to manipulate the mask
matrix to impose the graph structure and retrofit
the attention weights based on pairwise syntactic
distances. We use the universal dependency parse
of a sentence and compute the syntactic (shortest
path) distances between every pair of words. We
illustrate an example in Figure 2.
We denote distance matrix D ∈ R|x|×|x| where
Dij represents the syntactic distance between
words at position i and j in the input sequence.
If we want to allow tokens to attend their adjacent
tokens (that are 1 hop away) at each layer, then we
can set the mask matrix as follows.
Mij =
{
0, Dij = 1
−∞, otherwise
We generalize this notion to model a distance based
attention; allowing tokens to attend tokens that are
within distance δ (hyper-parameter).
Mij =
{
0, Dij ≤ δ
−∞, otherwise (3)
During our preliminary analysis, we observed
that syntactic distances between entity mentions or
event mentions often correlate with the target label.
For example, if an ORG entity mention appears
closer to a PER entity than a LOC entity, then the
{PER, ORG} entity pair is more likely to have the
PHYS:Located relation. We hypothesize that
modeling syntactic distance between words can
help to identify complex semantic structure such
as events and entity relations. Hence we revise the
attention head Al (defined in Eq. (1)) computation
as follows.
Al = F
(
softmax
(
QKT√
dk
+M
))
Vl. (4)
Here, softmax produces an attention matrix P ∈
R|x|×|x| where Pi denotes the attentions that i-th to-
ken pays to the all the tokens in the sentence, and F
is a function that modifies those attention weights.
We can treat F as a parameterized function that
can be learned based on distances. However, we
adopt a simple formulation of F such that GATE
pays more attention to tokens that are closer and
less attention to tokens that are faraway in the parse
tree. We define the (i, j)-th element of the attention
matrix produced by F as follows.
F (P )ij =
Pij
ZiDij
, (5)
where Zi =
∑
j
Pij
Dij
is the normalization factor and
Dij is the distance between i-th and j-th token. We
found this formulation of F effective for IE tasks.
3.3 Relation Extractor
Relation Extractor predicts the relationship label
(or None) for each mention pair in a sentence.
For an input sentence s, GATE produces contex-
tualized word representations hl1, . . . , h
l
|x| where
hli ∈ Rdmodel . As different sentences and entity
mentions may have different lengths, we perform
max-pooling over their contextual representations
to obtain fixed-length vectors.
Suppose for a pair of entity mentions es =
[hlbs, . . . , h
l
es] and eo = [h
l
bo, . . . , h
l
eo], we obtain
single vector representations eˆs and eˆo by perform-
ing max-pooling. Following Zhang et al. (2018b);
Subburathinam et al. (2019), we also obtain a vec-
tor representation for the sentence, sˆ by applying
max-pooling over [hl1, . . . , h
l
|x|] and concatenate
the three vectors. Then the concatenation of the
three vectors [eˆs; eˆo; sˆ] are fed to a linear classifier
followed by a Softmax layer to predict the relation
type between entity mentions es and eo. During
training, we optimize the relation extractor on the
following objective function.
Lr = −
N∑
s=1
N∑
o=1
∑
r∈R
yrso log(σ(U
r · [eˆs; eˆo; sˆ])),
where N is the number of entity mentions, R is
a pre-defined set of relation types, yrso is a binary
indicator of whether es and eo holds a relation in
the ground truth,, U r is a weight matrix, and σ is
the Sigmoid function.
3.4 Event Argument Role Labeler
Event argument role labeler predicts the argument
mentions (or None for non-argument mentions)
of an event mention and assigns a role label to
each argument from a pre-defined set of labels. To
label an argument candidate ea = [hlba, . . . , h
l
ea]
for an event trigger et = [hlbt, . . . , h
l
et] in sentence
s = [hl1, . . . , h
l
|x|], we apply max-pooling to form
vectors eˆa, eˆt, and sˆ respectively, which is same
as that for relation extraction. Then we concate-
nate the vectors ([eˆt; eˆa; sˆ]) and pass it through a
linear classifier and Softmax layer to output the ar-
gument role label. The event argument role labeler
is trained on the following objective function.
La =
N∑
t=1
Ct∑
a=1
∑
r∈R
yrta log(σ(U
a · [eˆt; eˆa; sˆ])),
where Ct is the number of argument candidates
for the t-th event mention, and other notations are
similar as that for relation extractor’s objective.
4 Experiment
In this section, we detail our experiment on cross-
lingual relation extraction and event argument role
labeling to evaluate our proposed approach.
4.1 Setup
Dataset and Evaluation Criteria We conduct
experiments using the Automatic Content Extrac-
tion (ACE) 2005 corpus (Walker et al., 2006) that
includes manual annotation of relation and event
mentions (with their arguments) in three languages:
English (En), Chinese (Zh), and Arabic (Ar). We
present the data statistics in Appendix. ACE de-
fines an ontology that includes 7 entity types, 18
relation subtypes, and 33 event subtypes. We add
a class label None to denote that two entity men-
tions or a pair of an event mention and an argument
candidate under consideration do not have a rela-
tionship belong to the target ontology. We use the
same dataset split as Subburathinam et al. (2019)
and followed their preprocessing steps. We refer
the readers to Subburathinam et al. (2019) for the
dataset preprocessing details.
Following the previous works (Ji and Grishman,
2008; Li et al., 2013; Li and Ji, 2014; Subburathi-
nam et al., 2019), we set the evaluation criteria as,
(1) a relation mention is correct if its predicted type
and the head offsets of the two associated entity
mentions are correct, and (2) an event argument
role label is correct if the event type, offsets, and la-
bel match any of the reference argument mentions.
Baseline Models To compare GATE on relation
and event argument role labeling tasks, we chose
three recently proposed approaches as baselines.
The source code of the baselines is not publicly
available at the time this research is conducted.
Therefore, we implemented them.
• CL Trans GCN (Liu et al., 2019) is a context-
dependent lexical mapping approach where each
word in a source language sentence is mapped to
its best-suited translation in the target language.
In this baseline, Graph Convolutional Networks
(GCNs) (Kipf and Welling, 2017) is used as the
contextual encoder to cope with syntactic differ-
ences between source and target languages. We
use multilingual word embeddings (Joulin et al.,
2018) as the continuous representations of tokens
and do not use any additional language-universal
features.5 Since this baseline specifically depends
on the target language, we train this baseline for
each combination of source and target languages.
•CL GCN (Subburathinam et al., 2019) uses GCN
to learn structured common space representation.
To embed the tokens in an input sentence, we
use multilingual contextual representations (De-
vlin et al., 2019; Conneau et al., 2020) along with
language-universal feature embeddings including
part-of-speech (POS) tag embedding, dependency
relation label embedding, and entity type embed-
ding. We train this baseline on the source languages
and directly evaluate on the target languages.
• CL RNN (Ni and Florian, 2019) uses a bidirec-
tional Long Short-Term Memory (LSTM) type re-
currnet neural networks (Hochreiter and Schmidhu-
ber, 1997) to learn contextual representation. We
feed language-universal features for words in a
sentence, constructed in the same way as Subbu-
rathinam et al. (2019). We train and evaluate this
baseline in the same way as CL GCN.
Implementation Details To embed words into
vector representations, we use multilingual BERT
(M-BERT) (Devlin et al., 2019). We do not fine-
tune M-BERT, only use it as a feature extrac-
tor.6 We use the universal part-of-speech (POS)
5Due to the design principle of Liu et al. (2019), we cannot
use multilingual contextual encoders in CL Trans GCN.
6We could not fine-tune M-BERT because it was com-
putationally infeasible to perform for Chinese and Arabic
languages. After performing tokenization for M-BERT, the
Model
Event Argument Role Labeling Relation Extraction
En En Zh Zh Ar Ar En En Zh Zh Ar Ar
⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓ ⇓
Zh Ar En Ar En Zh Zh Ar En Ar En Zh
CL Trans GCN 41.8 55.6 41.2 52.9 39.6 40.8 56.7 65.3 65.9 59.7 59.6 46.3
CL GCN 51.9 50.4 53.7 51.5 50.3 51.9 49.4 58.3 65.0 55.0 56.7 42.4
CL RNN 60.4 53.9 55.7 52.5 50.7 50.9 53.7 63.9 70.9 57.6 67.1 55.7
GATE 63.2 68.5 59.3 69.2 53.9 57.8 55.1 66.8 71.5 61.2 69.0 54.3
Table 1: Single-source transfer results (F-score % on the test set) using perfect event triggers and entity mentions.
The language on top and bottom of ⇓ denotes the source and target languages, respectively.
Model
{En, Zh} {En, Ar} {Zh, Ar}
⇓ ⇓ ⇓
Ar Zh En
Event Argument Role Labeling
CL Trans GCN 57.0 44.5 44.8
CL GCN 58.9 56.2 57.9
CL RNN 53.5 62.5 60.8
GATE 73.9 65.3 61.3
Relation Extraction
CL Trans GCN 66.8 54.4 69.5
CL GCN 64.0 46.6 65.8
CL RNN 66.5 60.5 73.0
GATE 67.0 57.9 74.1
Table 2: Multi-source transfer results (F-score % on
the test set) using perfect event triggers and entity men-
tions. The language on top and bottom of ⇓ denotes the
source and target languages, respectively.
tags7, dependency relation labels8, and seven entity
types defined by ACE: person, organization, geo-
Political entity, location, facility, weapon, and ve-
hicle. We embed these language-universal features
into fixed-length vectors and concatenate them with
M-BERT vectors to form the input word represen-
tations. We set the model size (dmodel), number
of encoder layers (L), and attention heads (nh)
in multi-head to 512, 1, and 8 respectively. We
tune the distance threshold δ (as shown in Eq. (3))
in [1, 2, 4, 8,∞] for each attention head on each
source language (more details are provided in Ap-
pendix C). We provide details of the dataset, hyper-
parameters, and training in Appendix A and B.
We implement all the baselines and our ap-
proach based on publicly available implementation
of Zhang et al. (2018b)9 and OpenNMT (Klein
et al., 2017). We used transformers10 to ex-
tract M-BERT and XLM-RoBERTa features. We
length of the longest Chinese and Arabic example was 1097
and 2261, respectively.
7https://universaldependencies.org/u/pos/
8https://universaldependencies.org/u/dep/
9https://github.com/qipeng/gcn-over-pruned-trees
10https://github.com/huggingface/transformers
trained all the models three times with different
initialization and reported average scores.
4.2 Main Results
We compare our proposed model, GATE with three
baseline approaches on event argument role label-
ing (EARL) and relation extraction (RE) tasks, and
the results are presented in Table 1 and 2.
Single-source transfer In the single-source
transfer setting, all the models are individually
trained on one language (source), e.g., English and
then directly evaluated on the other two languages
(target), e.g., Chinese and Arabic. Table 1 shows
that GATE outperforms all the three baselines by a
large margin on EARL. On RE, GATE is competi-
tive to CL RNN if not surpassing its result. To our
surprise, CL RNN performs better than CL GCN
in most settings, although CL RNN uses a BiL-
STM that is not suitable to transfer across syntac-
tically different languages (Ahmad et al., 2019).
However, we noted that GCNs lack in capturing
long-range dependencies, which is crucial for the
tasks at hand. As a result, CL RNN outperforms
CL GCN in most settings. In comparison, due
to modeling distance-based pairwise relationships
among words, GATE excels in cross-lingual trans-
fer in both the tasks.
Multi-source transfer In multi-source transfer
setting, the models are trained on a pair of lan-
guages: {English, Chinese}, {English, Arabic},
and {Chinese, Arabic}. Hence, the models observe
more examples during training, and as a result,
the cross-lingual transfer performance improves in
comparison to the single-source transfer setting. In
Table 2, we see GATE outperforms the baselines
in multi-source transfer settings too, except on RE
for the source:{English, Arabic} and target: Chi-
nese language setting. The overall result indicates
that GATE learns better transferable representa-
tions than the baseline approaches.
Model
EARL RE
Chinese Arabic Chinese Arabic
Wang et al. (2019)
Absolute 61.2 53.5 57.8 65.2
Relative 55.3 47.1 58.1 66.4
GATE 63.2 68.5 55.1 66.8
Table 3: GATE vs. Wang et al. (2019) results (F-score
%) on event argument role labeling (EARL) and rela-
tion extraction (RE); using English as source and Chi-
nese, Arabic as the target languages, respectively. To
limit the maximum relative position, the clipping dis-
tance is set to 10 (in EARL) and 5 (in RE).
4.3 Analysis and Discussion
Encoding dependency structure GATE en-
codes the dependency structure of sentences by
guiding the attention mechanism in self-attention
networks (SANs). However, an alternative way to
encode the sentence structure is through positional
encoding for SANs. Conceptually, the key differ-
ence is the modeling of syntactic distances to cap-
ture fine-grained relations among tokens. Hence,
we compare these two notion of encoding the de-
pendency structure to emphasize the promise of
modeling syntactic distances.
To this end, we compare GATE with Wang et al.
(2019) that proposed structural position encoding
using the dependency structure of sentences. Re-
sults are presented in Table 3. We see that Wang
et al. (2019) performs well on RE but poorly on
EARL, especially on the Arabic language. While
GATE directly uses syntactic distances between to-
kens to guide the self attention mechanism, Wang
et al. (2019) learns parameters to encode structural
positions that can become sensitive to the source
language. For example, the average shortest path
distance between event mentions and their candi-
date arguments in English and Arabic is 3.1 and
12.3, respectively (see Table 8 in Appendix). As a
result, a model trained on English may learn only
to attend closer tokens, thus fails on Arabic.
Moreover, we anticipate that different order of
subject and verb in English and Arabic11 causes
Wang et al. (2019) to transfer poorly on the EARL
(as event triggers are mostly verbs) task. To verify
our anticipation, we modify the relative structural
position encoding (Wang et al., 2019) by dropping
the directional information (Ahmad et al., 2019),
11According to WALS (Dryer and Haspelmath, 2013), the
order of subject (S), object (O), and verb (V) for English,
Chinese and Arabic is SVO, SVO, and VSO.
Model EARL REEnglish Chinese∗ English Chinese∗
CL GCN 51.5 56.3 46.9 50.7
CL RNN 55.6 59.3 56.8 62.0
GATE 63.8 64.2 58.8 57.0
Table 4: Event argument role labeling (EARL) and rela-
tion extraction (RE) results (F-score %); using Chinese
as the source and English as the target language. ∗ indi-
cates the English examples are translated into Chinese
using Google Cloud Translate.
Figure 3: Models trained on the Chinese language
perform on event argument role labeling task in En-
glish and their parallel Chinese sentences. The parallel
sentences have the same meaning but different syntax
structure. To quantify the structural difference between
the two parallel sentences, we compute the tree edit dis-
tances. The language-universal features are not used in
this experiments, so the models only rely on multilin-
gual word representations.
and observed a performance increase from 47.1 to
52.2 for English to Arabic language transfer. In
comparison, GATE is order agnostic as it models
syntactic distance; hence, it has a better transfer-
ability across typologically diverse languages.
Sensitivity towards source language Intu-
itively, an RE or EARL model would transfer well
on target languages if the model is less sensitive
towards the source language characteristics (e.g.,
word order, grammar structure). To measure
sensitivity towards the source language, we
evaluate a model on the target language and their
parallel (translated) source language sentences. We
hypothesize that if a model performs significantly
well on the translated source language sentences,
then the model is more sensitive towards the source
language and may not be ideal for cross-lingual
transfer. To test the models on this hypothesis,
we translate all the ACE05 Chinese test set
examples into English using Google Cloud
Translate. We detail the process in Appendix
E. We train GATE and two baselines on the
Chinese and evaluate them on both English (test
set) examples and their Chinese translations. To
quantify the difference between the dependency
structure of an English and its Chinese translation
sentences, we compute edit distance between two
dependency tree structures using the APTED12
algorithm (Pawlik and Augsten, 2015, 2016).
The results are presented in Table 4. We can
see that CL GCN and CL RNN predicts the target
label correctly for more examples if translated (Chi-
nese) sentences are provided, instead of the target
language (English) sentences. On the other hand,
GATE makes a roughly similar number of cor-
rect predictions when the target and translated sen-
tences are given as input. In Figure 3, we illustrate
how do the models perform when the structural dis-
tance between target sentences and their translation
increases. The results suggest that GATE performs
substantially better than the baselines when the tar-
get language sentences are structurally different
than in source language. The overall findings from
this experiment signal that GATE is less sensitive
towards source language characteristics, and we
credit this to the modeling of distance-based syn-
tactic relationships between words. We acknowl-
edge that there might be other factors associated
with a model’s language sensitivity. However, we
leave the detailed analysis for measuring a model’s
sensitivity towards languages as future work.
Ablation study We perform a detailed ablation
on language-universal features and sources of word
features to examine their individual impact on
cross-lingual transfer. The results are presented
in Table 5 and 6. Overall, we found that M-BERT
and XLM-RoBERTa produced word features per-
formed better in Chinese and Arabic, respectively,
while they are comparable in English. On average
M-BERT performs better, and thus we chose it as
the word feature extractor in all our experiments.
Table 6 shows that part-of-speech and dependency
relation embedding has a limited contribution. This
is perhaps due to the tokenization errors, as pointed
out by Subburathinam et al. (2019). However, the
use of language-universal features is useful, partic-
ularly when we have minimal training data.
To study the impact of syntax-based self-
attention, we compare GATE with the standard
self-attention mechanism (Vaswani et al., 2017),
12https://pypi.org/project/apted/
Source of word features Chinese Arabic
Event Argument Role Labeling
Multilingual Word Embedding 35.9 43.7
M-BERT 57.1 54.8
XLM-RoBERTa 51.8 61.7
Relation Extraction
Multilingual Word Embedding 41.0 54.9
M-BERT 55.1 66.8
XLM-RoBERTa 51.4 68.1
Table 5: Contribution of multilingual word embeddings
(Joulin et al., 2018), M-BERT (Devlin et al., 2019), and
XLM-RoBERTa (Conneau et al., 2020) as a source of
word features; using English as source and Chinese,
Arabic as the target languages, respectively.
Input features Chinese Arabic
Event Argument Role Labeling
Multilingual BERT 52.5 47.4
+ Part-of-speech embedding 49.3 47.5
+ Dep. relation embedding 49.7 51.0
+ Entity embedding 57.8 60.2
Relation Extraction
Multilingual BERT 44.0 49.7
+ Part-of-speech embedding 44.1 47.0
+ Dep. relation embedding 48.6 47.0
+ Entity embedding 56.3 63.0
Table 6: Ablation on the language-universal features in
GATE (F-score (%); using English as source and Chi-
nese, Arabic as the target languages, respectively.
and the results are presented in Appendix D. The
significant improvements in most transfer direc-
tions validates the conjecture that use of universal
syntax structure helps in cross-lingual transfer. We
further perform ablation on GATE to examine how
much distance based attention benefits the IE tasks
(paying more attention to tokens that are closer
and less attention to tokens that are faraway in the
parse tree). We observed consistent improvements
(notably on the event argument role labeling) re-
gardless of transfer directions. This finding corrob-
orates our hypothesis that distance based attention
modeling helps IE tasks.
5 Related Work
Relation and event extraction has drawn signifi-
cant attention from the natural language processing
(NLP) community. Most of the approaches devel-
oped in past several years are based on supervised
machine learning, using either symbolic features
(Ahn, 2006; Ji and Grishman, 2008; Liao and Gr-
ishman, 2010, 2011; Hong et al., 2011; Li et al.,
2013; Li and Ji, 2014) or distributional features
(Nguyen et al., 2016; Miwa and Bansal, 2016; Liu
et al., 2018a; Zhang et al., 2018a; Lu and Nguyen,
2018; Chen et al., 2015; Nguyen and Grishman,
2015a,b; Zeng et al., 2014; Nguyen and Grishman,
2018; Zhang et al., 2018b; Subburathinam et al.,
2019; Liu et al., 2019) from a large number of anno-
tations. Joint learning or inference (Bekoulis et al.,
2018; Li et al., 2014; Zhang et al., 2019b; Liu et al.,
2018b; Nguyen et al., 2016; Yang and Mitchell,
2016) are also among the noteworthy techniques.
Most previous works on cross-lingual transfer
for relation and event extraction are based on an-
notation projection (Kim et al., 2010a; Kim and
Lee, 2012), bilingual dictionaries (Hsi et al., 2016;
Ni and Florian, 2019), parallel data (Chen and Ji,
2009; Kim et al., 2010b; Qian et al., 2014) or ma-
chine translation (Zhu et al., 2014; Faruqui and
Kumar, 2015; Zou et al., 2018). Learning common
patterns across languages to improve information
extraction is also explored in prior works (Lin et al.,
2017; Wang et al., 2018; Liu et al., 2018a).
In contrast to these approaches, Subburathinam
et al. (2019); Liu et al. (2019) proposed to learn
multi-lingual structural representations and em-
ployed graph convolutional networks (GCNs) (Kipf
and Welling, 2017) to learn such representations. In
NLP literature, GCN has been successfully used for
many tasks, including sentence classification (Yao
et al., 2019), semantic role labeling (Marcheggiani
and Titov, 2017), named entity recognition (Cetoli
et al., 2017), dependency parsing (Ji et al., 2019),
event detection (Nguyen and Grishman, 2018), and
relation extraction (Zhang et al., 2018b; Subburathi-
nam et al., 2019; Liu et al., 2019).
However, GCN does not embed finer-grained
syntactic information of sentences. To overcome
the limitation, we use the multi-head attention
mechanism (Vaswani et al., 2017), where we use
the syntactic structure to control which sentence
words should be attended while encoding the sen-
tence into contextualized representations.
6 Conclusion
In this paper, we proposed to model fine-grained
syntactic structural information based on the depen-
dency parse of a sentence. We developed a Graph
Attention Transformer Encoder (GATE) to gener-
ate structured contextual representations. Extensive
experiments on three languages demonstrates the
effectiveness of GATE in cross-lingual relation and
event extraction. In the future, we want to explore
other sources of language-universal information to
improve structured representation learning.
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A Dataset Details
We conduct experiments on the ACE 2005 dataset, which can be downloaded from here. We list the
dataset statistics in Table 7. In Table 8, we present the statistics of sequential and shortest path distances
between relations mentions and event mentions and their arguments in ACE05.
English Chinese Arabic
Relations Mentions 8,738 9,317 4,731
Event Mentions 5,349 3,333 2,270
Event Arguments 9,793 8,032 4,975
Table 7: Statistics of the ACE 2005 dataset.
Language Sequential Distance Structural Distance
English Chinese Arabic English Chinese Arabic
Relation mentions 4.8 3.9 25.8 2.2 2.6 5.1
Event mentions and arguments 9.8 21.7 58.1 3.1 4.6 12.3
Table 8: Average sequential and structural (shortest path) distance between relation mentions and event mentions
and their candidate arguments in ACE05 dataset. Distances are computed by ignoring the order of mentions.
B Hyper-parameter Details
We detail the hyper-parameters for all the baselines and our approach in Table 9.
Hyper-parameter CL Trans GCN CL GCN CL RNN GATE
word embedding size 300 768 768 768
part-of-speech embedding size 30 30 30 30
entity type embedding size 30 30 30 30
dependency relation embedding size 30 30 30 30
encoder type GCN GCN BiLSTM Self-Attention
encoder layers 2 2 1 1
encoder hidden size 200 200 300 512
pooling function max-pool max-pool max-pool max-pool
mlp layers 2 2 2 2
dropout 0.5 0.5 0.5 0.5
optimizer Adam SGD Adam SGD
learning rate 0.001 0.1 0.001 0.1
learning rate decay 0.9 0.9 0.9 0.9
decay start epoch 5 5 5 5
batch size 50 50 50 50
maximum gradient norm 5.0 5.0 5.0 5.0
Table 9: Hyper-parameters of CL Trans GCN (Liu et al., 2019), CL GCN (Subburathinam et al., 2019), CL RNN
(Ni and Florian, 2019), and our approach, GATE.
C Tuning δ (shown in Eq. (3))
During our initial experiments, we observed that setting δ =∞ in four attention heads provide consistently
better performances. We tune δ in the range [1, 2, 4, 8] on the validation set based on the statistics of the
shortest path distances between relations mentions and event mentions and their arguments in ACE05
(shown in Table 8). we set δ = [2, 2, 4, 4,∞,∞,∞,∞] and δ = [1, 1, 2, 2,∞,∞,∞,∞] for the event
argument role labeling and relation extraction tasks, respectively, in all our experiments. This hyper-
parameter choice provides us comparably better performances (on test sets), as shown in Table 10.
δ for Attention Heads En⇒ Zh En⇒ Ar Zh⇒ En Zh⇒ Ar Ar⇒ En Ar⇒ Zh Avg.
Event Argument Role Labeling
[1, 1, 1, 1,∞,∞,∞,∞] 63.1 65.9 57.3 67.1 53.5 57.2 60.7
[2, 2, 2, 2,∞,∞,∞,∞] 64.3 69.6 58.9 69.4 52.7 56.2 61.9
[4, 4, 4, 4,∞,∞,∞,∞] 62.1 69.8 58.9 70.5 53.0 56.1 61.7
[8, 8, 8, 8,∞,∞,∞,∞] 63.6 69.4 57.9 71.4 54.0 54.9 61.9
[1, 1, 2, 2,∞,∞,∞,∞] 63.2 68.5 58.7 69.5 52.7 53.7 61.1
[2, 2, 4, 4,∞,∞,∞,∞] 65.0 69.6 60.2 69.2 53.9 57.8 62.6
[4, 4, 8, 8,∞,∞,∞,∞] 63.6 70.5 58.3 70.8 53.4 57.6 62.4
[1, 2, 4, 8,∞,∞,∞,∞] 64.3 69.6 57.8 69.7 52.5 55.5 61.6
Relation Extraction
[1, 1, 1, 1,∞,∞,∞,∞] 54.8 63.7 70.7 62.3 69.8 50.6 62.0
[2, 2, 2, 2,∞,∞,∞,∞] 55.1 64.1 70.4 59.4 68.7 50.2 61.3
[4, 4, 4, 4,∞,∞,∞,∞] 55.5 64.5 71.6 61.2 68.7 51.5 62.2
[8, 8, 8, 8,∞,∞,∞,∞] 55.5 65.5 71.1 61.7 67.5 53.4 62.5
[1, 1, 2, 2,∞,∞,∞,∞] 56.4 63.5 70.4 63.1 69.4 51.9 62.5
[2, 2, 4, 4,∞,∞,∞,∞] 55.6 62.0 70.6 61.6 67.2 51.2 61.4
[4, 4, 8, 8,∞,∞,∞,∞] 55.8 63.9 71.5 63.0 68.5 50.6 62.2
[1, 2, 4, 8,∞,∞,∞,∞] 55.4 65.0 70.3 61.1 69.6 50.7 62.0
Table 10: Event Argument Role Labeling (EARL) and Relation Extraction (RE) single-source transfer results
(F-score %) of our proposed approach GATE with different distance threshold δ using perfect event triggers and
entity mentions. En, Zh, and Ar denotes English, Chinese, and Arabic languages, respectively. In “X⇒ Y”, X and
Y denotes the source and target language, respectively.
D GATE vs. Self-Attention
Our proposed approach GATE is a revision of the self-attention mechanism (Vaswani et al., 2017) and
close to the concept of relation-aware self-attention (Shaw et al., 2018), so we compare them on both
event argument role labeling and relation extraction tasks in single-source transfer setting. The results are
presented in Table 11.
Model En⇒ Zh En⇒ Ar Zh⇒ En Zh⇒ Ar Ar⇒ En Ar⇒ Zh
Event Argument Role Labeling
Self-Attention 61.5 55.0 58.0 57.7 54.3 57.0
Shaw et al. (2018) 62.3 60.8 57.3 66.3 57.5 59.8
GATE 63.2 68.5 59.3 69.2 53.9 57.8
Relation Extraction
Self-Attention 57.1 63.4 69.6 60.6 67.0 52.6
Shaw et al. (2018) 58.0 59.9 70.0 55.6 66.5 56.5
GATE 55.1 66.8 71.5 61.2 69.0 54.3
Table 11: Event Argument Role Labeling (EARL) and Relation Extraction (RE) single-source transfer results (F-
score %) of our proposed approach GATE and the Self-Attention mechanism (Transformer Encoder) using perfect
event triggers and entity mentions. En, Zh, and Ar denotes English, Chinese, and Arabic languages, respectively.
In “X⇒ Y”, X and Y denotes the source and target languages, respectively.
E Translation Experiment
We perform English to Arabic and Chinese translations using Google Cloud Translate.13 During
translation, we use special symbols to identify relation mentions and event mentions and their argument
candidates in the sentences, as shown in Figure 4. We drop the examples (≈ 10%) in which we cannot
identify the mentions after translation.
13https://cloud.google.com/translate/docs/basic/setup-basic
Figure 4: Translation of an English sentence in Chinese and Arabic with an event trigger (surrounded by
<b></b>) and a candidate argument (surrounded by <i></i>).
F Error Analysis
We compare our proposed approach GATE and the self-attention mechanism (Vaswani et al., 2017) by
analyzing their predictions on the event argument role labeling (EARL) and relation extraction (RE) tasks.
We consider the models trained on English language and evaluate them on Chinese language. We do not
use the event trigger type as features while training models for the EARL task. We present the confusion
matrices of these two models in Figure 5, 6, 7, and 8. In general, GATE makes more correct predictions.
We noticed that in transferring from English to Chinese on the EARL task, GATE improves notably
on Destination, Entity, Person, Place relation types. The syntactic distance between event triggers
and their argument mentions that share those types corroborates with our hypothesis that distance-based
dependency relations help in cross-lingual transfer.
However, we observed that GATE makes more false positive and less false negative predictions than
the self-attention mechanism. We summarize the prediction rates on EARL in Table 12. There are several
factors that may be associated with these wrong predictions. To shed light on those factors, we manually
inspect 50 examples and our findings suggests that wrong predictions are due to three primary reasons.
First, there are errors in the ground truth annotations in the ACE dataset. Second, the knowledge required
for prediction is not available in the input sentence. Third, there are entity mentions, event triggers, and
contextual phrases in the test data that rarely appear in the training data.
Model True Positive True Negative False Positive False Negative
Self-Attention 386 563 179 300
GATE 585 493 249 157
Table 12: Comparing GATE and Self-Attention on the EARL task using English and Chinese as the source and
target languages, respectively. The rates are aggregated from confusion matrices shown in Figure 5 and 6.
G Reproducibility Checklist
We provide a few details related to our experiments below.
1. Number of parameters
• CL Trans GCN (Liu et al., 2019) 3.73M
• CL GCN (Subburathinam et al., 2019) 382k
• CL RNN (Ni and Florian, 2019) 1.59M
• GATE (this work) 4.65M
2. Average training time
• CL Trans GCN (Liu et al., 2019) 15 mins
• CL GCN (Subburathinam et al., 2019) 12 mins
• CL RNN (Ni and Florian, 2019) 12 mins
• GATE (this work) 15 mins
3. Computing infrastructure: two GeForce GTX 1080 GPU.
4. We manually tune the hyper-parameters on the validation set of each source language(s).
5. We will release the source code on Github upon acecptance.
6. We adopt the evaluation metric (F-score %) implementation from here.
7. We adopt the GCN implementation from here for the baseline methods.
Figure 5: Event argument role labeling confusion matrix (on test set) based on our proposed approach GATE using
English and Chinese as the source and target languages, respectively. The diagonal values indicate the number of
correct predictions, while the other values denote the incorrect prediction counts.
Figure 6: Event argument role labeling confusion matrix (on test set) based on the Self-Attention (Transformer
Encoder) using English and Chinese as the source and target languages, respectively. The diagonal values indicate
the number of correct predictions, while the other values denote the incorrect prediction counts.
Figure 7: Relation extraction labeling confusion matrix (on test set) based on our proposed approach GATE using
English and Chinese as the source and target languages, respectively. The diagonal values indicate the number of
correct predictions, while the other values denote the incorrect prediction counts.
Figure 8: Relation extraction confusion matrix (on test set) based on the Self-Attention (Transformer Encoder)
using English and Chinese as the source and target languages, respectively. The diagonal values indicate the
number of correct predictions, while the other values denote the incorrect prediction counts.
