Let X be a smooth projective variety, and D(X) be a bounded derived category of coherent sheaves. In this paper we establish the relation between D(X) and canonical divisors of X. As its application, we describe the Fourier-Mukai partners of X, when its dimension is three and Kodaira dimension is positive.
Introduction 2 Preliminary
Thoughout this paper, all varieties are defined over C.
Derived category
Let X be a smooth projective variety. We denote by D(X) the derived category of bounded complexes of coherent sheaves. It is well known that D(X) has a structure of triangulated category. The translation functor is written [1] , and the symbol E[m] means the object E shifted to the left by m places. Let Y be another smooth projective variety. In the following of this paper, we denote by f, g, projections f : X × Y → X, g : X × Y → Y . 
The object P is called the kernel of Φ P X→Y .
Φ P X→Y is an exact functor. Here a functor between triangulated categories is exact if it commutes with [1] and takes distinguished triangles to distinguished triangles. We will use the following proposition. 
Proposition-Definition 2.2 For objects P ∈ D(X ×
Y
If Φ P
X→Y is an equivalence, it is called a Fourier-Mukai transform. The following theorem is fundamental in this paper. 
Moduli spaces of stable sheaves
Let X be a projective scheme and H be its polarization. For E ∈ Coh(X), its Hilbelt polynomial has the following form:
We define a rank of E by rk(E) = α d (E)/α d (O X ) and its reduced Hilbert polynomial by p(E, H) = χ(E ⊗ H ⊗m )/α d (E). We define the order on Q[m] as follows: if p, p ′ ∈ Q[m], then p ≤ p ′ if and only if p(m) ≤ p ′ (m) for sufficently large m. We denote p < p ′ if p(m) < p ′ (m) for sufficently large m.
Definition 2.5 E ∈ Coh(X) is said to be H-semistable if E is pure, i.e. there exists no subsheaf of dimension lower than d, and for all subsheaves F E, we have p(F, H) ≤ p(E, H). E is said to be H-stable if E is H-semistable and for all subsheaves F E, we have p(F, H) < p(E, H).
Let f : X → S be a projective morphism between algebraic schemes and H be a f -ample divisor. Let T be a S-scheme, and p X : X × S T → X and p T : X × S T → T be projections. We define a contravariant functorM ′ H (X/S) : (Sch/S)
• → (Sets) as follows: For E, E ′ ∈M ′ H (X/S)(T ), we define the following equivalence relation:
T L for some L ∈ Pic(T ).
LetM H (X/S) be a functor defined byM ′ H (X/S)/∼. Then there exists a coarse moduli schemē M H (X/S) → S which corepresentsM H (X/S). Let M H (X/S) ⊂M H (X/S) be a subset which corresponds to stable sheaves. It is known thatM H (X/S) → S is projective and M H (X/S) is an open subscheme ofM H (X/S). Let M ⊂ M H (X/S) be an irreducible component. M is called fine if it is projective over S and there exists a universal sheaf on X × S M . The following theorem is due to Mukai [17] Theorem 2.6 (Mukai [17] ) For x ∈ M , we denote by E x the corresponding stable sheaf. Then there exists a universal family on X × S M if GCD{χ(E x ⊗ N ) | N is a vector bundle on X} = 1 holds.
Remark 2.7 If GCD{χ(E x ⊗ H
⊗n ) | n ∈ Z} = 1, then M is projective over S i.e. there exists no properly semistable boundary. Indeed if there exists some x ∈M \ M , then there exists a subsheaf F E x such that p(F, H) = p(E x , H). If we take n i , ω i ∈ Z such that ω i · χ(E x ⊗ H ⊗ni ) = 1, then
Since the left hand side is an integer and 0 < α d (F )/α d (E x ) < 1, we have a contradiction. So by the above theorem M is fine.
Quick review of Orlov's theorem
In this section, we recall Orlov's construction of the kernel of a Fourier-Mukai transform. We use this construction in proving Theorem ??. 
Definition 3.2 A is said to be k-Koszul if the following complex is exact:
As in [19] , for all k ∈ N, we can choose a very ample line bundle L such that A is k-Koszul.
we get a canonical morphismf m : R m → R m−1 ⊗ A 1 . We have the following isomorphisms:
Furthermore this P gives a kernel of Φ.
Correspondence of canonical divisors
In this section we explain the relation between canonical divisors. Let X, Y be smooth projective varieties and Φ : D(X) → D(Y ) be an exact equivalence. Then by [14] 
Firstly there is a following theorem due to Caldararu: Theorem 4.1 (Caldararu [9] ) In the above situation, there is an isomorphism of canonical rings as graded C-algebras
We give another interpretation of this theorem. Since Serre functor is categorical, there exists an isomorphisms of functors
Here Nat( * , * ′ ) means natural transforms from * to
is given by the following composition:
On the other hand since
there exists an isomorphism by Theorem 2.3,
We may assume that τ m is induced by ρ m .
, where ∆ X ⊂ X × X is a diagonal, and there exists an injection
Therefore H 0 (X, mK X ) is identified with natural transforms id X → S m X [−dm] which are induced by some morphism of their kernels
is induced by the following morphism:
Here • is defined in Proposition-Definition 2.2. This implies that
Therefore we obtain the above theorem.
Next we observe that Φ preserves supports of canonical divisors. Take σ ∈ H 0 (X, mK X ) and
For Z ֒→ X closed subscheme, we define D Z (X) as follows:
We have the following lemma:
are zero-maps for sufficiently large N . Then
are also zero-maps. This implies Supp Φ(a) ⊂ E † , and since D E (X) is generated by Coh(X) ∩ D E (X), the lemma follows.
We consider intersections of these divisors. Take E i ∈ |m i K X | and their corresponding divisors
Here n is an arbitrary natural number. The above lemma shows that Φ takes
We assume the following conditions:
• C and C † are complete intersections.
• T or
(These conditions are satisfied, for example, |m i K X | are free and E i are generic members.) Main theorem of this section is the following: 
† into X and Y respectively.
By applying L ⊗ P, we get distinguished triangles
We show the next lemma.
Lemma 4.4
The following diagram is commutative:
(Proof ) Consider the following induced diagram of functors
This diagram equals to the diagram:
This diagram is commutative since the correspondence σ → σ † can be given via τ −m . (We gave the correspondence of canonical divisors via τ m . But we can give the same correspondence by using τ −m similarly. We identified these correspondences. )
Let u := h • ρ 
e e G ⊕ P,
where,
Because of the definition of ω, the following diagram is commutative for both u and v
Consider the following diagram:
where the top and bottom rows are distinguished triangles. If we show that Hom(Z [1] , P) = 0, then u = v follows. For i ≥ 0, j < 0, we have
Applying Hom( * , P) to the following distinguished triangle
we have the exact sequence
Hence it follows that for all j < 0, Hom
Applying Hom( * , P) to the Postnikov system ( † ′ ) inductively, we obtain Hom j (Ȳ i , P) = 0 for i, j < 0. In particular, Hom(Ȳ −1 [1] , P) = 0 · · · (1). On the other hand, there exists a following diagram:
Therefore there exists a following distinguished triangle by the octahedron axiom (2) and (3), we obtain Hom(Z [1] , P) = 0.
By the above lemma, we get the commutative diagram,
Therefore there exists a (not necessary unique) isomorphism P
We can write
where
, and π 0 means connected component. So
By applying
And all the differentials in the above complex are zero-maps. So we get
Therefore it follows that
We prove the following two lemmas.
Lemma 4.5 Let X be a smooth variety and
E i be a connected component of codimension n and i : Y ֒→ X be an inclusion. Take E, F ∈ D(Y ) and assume that there exists an object
(Proof )There exists a following commutative diagram:
where vertical arrows are natural injections. So it suffices to show that the map
is injective. We have the following isomorphisms:
By taking Koszul resolution of i * O Y , we can see that the canonical morphism Li
also has a section.
Remark 4.6
The above lemma is not true in general. For example, let f : X → Y be a 3-dimensional flopping contraction, which contracts a (−1, −1) curve C to a point p ∈ Y . Take a general hyperplane p ∈ H and letH ⊂ X be its strict transform. Then Ext
is not injective.
Lemma 4.7 In the situation of Lemma 4.5, let A, B ∈ D(X) and there exists some
(Proof ) We may assume that C is concentrated on [0, l] and we show the lemma by induction on l. If l = 0, then this lemma is trivial. Assume that the lemma is true for l − 1. By assumption,
and taking direct sum, we get a distinguished triangle
On the other hand, take a distinguished triangle
If we apply i * to the above distinguished triangle, we get the triangle
It is clear that i * τ ≤l−1 C ∼ = τ ≤l−1 (A ⊕ B) and the above triangle is identical to the triangle (1). By induction there exists
The left hand side is isomorphic to
and the right hand side is isomorphic to
,
are injectives by the previous lemma. So there exists
There exists a following spectral sequence:
By assumption the above spectral sequence degenerates at E 2 terms, and
By ( ‡) and Lemma 4.7 , we have
We show that Φ C gives a desired equivalence.
Lemma 4.8 In the diagram of Theorem 4.3 we have the following isomorphisms of functors
C by using Proposition-Definition 2.2. The rest formulas follows similarly. Let q 12 :
X→C , where ∆ C is a graph of i C , we can compute the kernel of
here third isomorphism follows from
By the lemma above, to prove the commutativity of the diagram of Theorem 4.3 we only have to check that
There exists a following morphism
* P similarly. Finally, we prove that Φ C gives an equivalence. Let Ψ be a quasi-inverse of Φ. We define
in the same way as Φ C . Then the following diagram commutes:
Therefore Φ C is an equivalence and the proof of Theorem 4.3 is completed.
Applications
Here we give an important situation to which Theorem 4.3 can be applied. Let X be a smooth good minimal model. (i.e. K X is semi-ample). Then there is a following algebraic fiber space structure
The above morphism is called Iitaka fibration. Kodaira dimension of its geometric generic fiber Xη is 0. The following lemma follows from Lemma 5.2 below.
Recall that Φ induces an isomorphism between m≥0 H 0 (X, mK X ) and m≥0 H 0 (X,
such that the following diagram commutes:
5 F M(X) of smooth 3-folds of κ(X) = 2
In this section, we study F M (X) in the case κ(X) = 2. Main theorem of this section is the following. [5] . We prove "only if" direction. Let Y ∈ F M (X) and Φ and Ψ be as in the previous sections. If dim Supp Φ(O x ) = 0 for some x ∈ X, then X and Y are K-equivalent by the argument of [14] . So X and Y are connected by finite number of flops. We may assume dim Supp Φ(O x ) ≥ 1 for all x ∈ X. Run minimal model program to obtain minimal models X min and Y min :
Then for sufficiently large m, we obtain isomorphisms,
Therefore for general elements E i ∈ H 0 (X, mK X ), with i = 1, 2, and corresponding elements
Therefore we have
where E † i is as in Section 4, and E 
Therefore there exists an effective divisor E on Y such that E · C Φ = 1. There exist following birational maps:
where ψ 1 (x) = Φ(O x ) and ψ 2 (y) = O Cy (E ∩ C y − y) for general points x ∈ X and y ∈ Y . Here C y is a compact fiber of Y Z which contains y. Composing these we obtain a birational map φ = ψ
for general x ∈ X. Therefore Γ φ ⊂ Supp P, where Γ φ is a graph of φ. Since f * K X ≡ g * K Y on Supp P, it is also true on Γ φ . Therefore X and Y are K-equivalent under birational map φ.
This implies that M is a fine moduli scheme. We show the following lemma. 
Take open subsets
We have the following claim.
and f * t ∈ m p O X×Y,p . But this contradicts to p ∈ Ass((h M × id) * U).
By the above claim we have
Therefore for allx ∈ X, we have
Secondly we show that the set This implies that l = Supp U p1 and therefore Supp U p2 = Supp U p1 since Supp U p2 is connected. Therefore U p2 is a stable sheaf on Supp U p1 , so p 2 ∈ ψ 1 (X 0 ).
Consider the following composition:
This is an equivalence and for general points p ∈ M , we have
Therefore X and M are connected by finite number of flops. Since Supp U ⊂ Y × M is irreducible and all the fiber of Supp U → M are one-dimensional, this is a well-defined family of proper algebraic cycles in the sense of [12] . Therefore there exists a morphism M → Chow(Y ) which takes p ∈ M to an algebraic cycle whose support is equal to Supp U p . Let
be a stein factorization. We show that ω M ≡ π 0. Take p, p
is a stable sheaf on general fiber of π. Let its rank and degree be c and d. Let H ∈ Pic(M ) be a polarization, and take an irreducible component 
Since the composition
takes general points to general points, Y and M + are connected by finite number of flops. By [1, Theorem 6], there exists a following birational map over S:
Since they are both minimal over S, M and J H (d) are connected by finite number of flops. We obtained the following diagram:
If X is minimal we have a better result. By the abundance theorem of dimension three, K X is semi-ample. Let π X : X → Z be its Iitaka fibration. We define λ X > 0 as follows:
where f X is a cohomology class of a general fiber of π X . For a polarization H on X, let J H (b) ⊂ M H (X/Z) be as in the Theorem 5.1. The proof of the following theorem is almost same as in the previous theorem and left it to the reader. 
, birational classes of F M (X) are finite in the above case. By [13] , the number of 3-dimensional minimal model in a fixed birational class is finite. So we obtain the next corollary.
Corollary 5.6 Let X be a smooth minimal 3-fold of κ(X) = 2. Then ♯F M (X) < ∞.
F M(X) of minimal 3-folds of κ(X) = 1
In this section we assume the following conditions:
• dim X = 3, X is minimal and κ(X) = 1.
• Xη is a K3 surface or an Abelian surface.
• If Xη is an Abelian surface, all the fiber of π X are irreducible and reduced.
Here Xη is a geometric generic fiber of its Iitaka fibration π X : X → Z. Main result of this section is the following. Let Y ∈ F M (X) and Ψ be as in the previous sections. (From this section we use mainly Ψ = Φ −1 instead of Φ.) Let E be a kernel of Ψ. We define ψ
We denote ψ = ψ E Y →X . Then, by Grothendieck's Riemann-Roch theorem, the following diagram is commutative:
The correspondence Ψ → ψ is functorial in the following sense. If Z is another smooth projective variety and
Z→X . So if P is a kernel of Φ and φ = ψ P X→Y , then ψ is an isomorphism and φ gives a inverse. Moreover the diagram (♠) of Section 4 induces a following diagram:
Here ψ p = ψ
Ep
Yp→Xp and E p is a kernel of Ψ p which satisfies E
Note that ψ p is uniquely determined in this sense. Also note that because i * Xp
Xp→X , where ∆ p is a graph of X p ֒→ X, the diagram (♠ ′ ) is commutative by the above remark.
Following Mukai [17] , we introduce the inner product on H even (X p , Z) by the formula
and taking the following Hodge decomposition on H even (X p , Z) 
The existence of fine moduli schemes Before proving Proposition 6.2, we give some definitions.
Xη is an Abelian surface, ε = 0. We may assume r p ≥ 0 by composing [1] if necessary. Note that if (r p , l p , s p ) = (0, 0, ±1), then the proposition is trivial because (after composing [1] if necessary) the moduli space is X itself. We assume (r p , l p , s p ) = (0, 0, ±1).
(Proof of Proposition 6.2)
Step
The definition of ψ 0 and the commutativity of the above diagram is explained as follows:
We use the Grothendieck-Riemann-Roch for g 0 to check the commutativity of the above diagram.
Restricting to X p , we obtain
By
Step 2 By replacing Ψ if necessary, we may assume r p ≥ 2, GCD(d X r p , s p + εr p ) = 1. Moreover we may assume that the line bundle L we took in Step 1 is ample.
(Proof ) Let L be an ample line bundle. If we replace Ψ by ⊗L • Ψ, then (r p , l p , s p ) becomes
In this case for L sufficiently ample, we have
, where ∆ ⊂ X × Z X is a diagonal and I ∆ is an ideal sheaf of ∆. Then by [8, Example 7 
is an equivalence and takes (r p , l p , s p ) to (s p , l p , r p ). So we may assume r p ≥ 2.
We assumed that (r p , l p , s p ) = (0, 0, ±1), so l p = 0.
In this case, replace Ψ by L ⊗m • Ψ for m ≫ 0 and compose Ψ with Φ
In this case, we have l Therefore we may assume r p ≥ 2. In the following, we replace Ψ by only ⊗L • Ψ for some line bundle L. Note that this operation does not change r p . For y ∈ Y , we have
Because c 1 is a rational multiple of F X , we obtain
Note that
Then ( ) does not divided by u i ( = 2) and v i . Assume that for some i, u i = 2 and
. On the other hand, by the definition of u i , we have s p + εr p ≡ 0 (mod 2) and d X r p ≡ 0 (mod 2). Combining these, we have Because r p > 0, we have H 0 X > 0. So, by taking m ≫ 0, we may assume L of Step 1 is ample.
Step 1, we have
Step 2. Hence, P (d
Step 4 Assume ε = 1. 
The fourth equality comes from GCD(d Y r p , s p +r p ) = 1. Therefore if GCD{χ(E ⊗L ⊗n ) | n ∈ Z} > 1, then s p + r p ≡ 0 (mod 2) and d Y r p ≡ 0 (mod 2). But this contradicts to GCD(d Y r p , s p + r p ) = 1.
Step 5 Assume all the fibers of π X are irreducible and reduced (but ε may be 0). Then the moduli space of Step 4 is non-empty and fine. process stops. Assume H X | Xp / ∈ A p . Then, because ψ p is a Hodge isometry, there exists a (−2)-curve C ⊂ X p such that H X | Xp · C < 0. Take s ∈ N such that sH X is integral. Take a line bundle H on X which satisfies c 1 (H) = sH X . By Riemann-Roch theorem, we have h 0 (X p , H| Xp ) > 0 for p ∈ Z 0 , so we obtain rk(π X * H) > 0. By shrinking Z 0 if necessary, we may assume H 0 (X 0 , H) = 0. Take a non-zero element σ ∈ H 0 (X 0 , H). Let div(σ) = a i D i where a i ∈ N and D i are irreducible divisors. Because H X | Xp · C < 0, we have C · D i < 0 for some i. We may assume that i = 1. Then
Claim 2 C j is deformation equivalent to C in X, and {C j } k j=1 is the orbit of the monodromy action on C. 
Because fibers of Univ • → Hilb
•
[C] (X) are one-dimensional, and generic fiber is irreducible, dimension of Univ
• is two and irreducible. Let E = im(Univ → X). E is an irreducible divisor which contains C. If E = D 1 , then dim(E ∩ D 1 ) = 1. But C ⊂ E ∩ D 1 and E ∩ D 1 contains a small deformation of C, so this is a contradiction. Therefore, E = D 1 and C j is deformation equivalent to C. Let [C γ ] ∈ NS(X p ) be the image of the monodromy action of γ ∈ π 1 (Z 0 , p) on C. Because C γ is deformation equivalent to C in X, D 1 · C γ < 0. Therefore C γ = C j for some j.
Let us decompose D 1 | Xp into connected components as follows:
So, we obtain ( C l ) 2 = −2. If C i · C j = 0, then C i,γ · C j,γ = 0, where C i,γ is the image of the monodromy action of γ ∈ π 1 (Z 0 , p) on C i . By claim 2, this implies that the number of irreducible component in C l is independent of l, say k
/m ∈ Z and we define ψ 1 as follows:
Then, it is easy to check that the following diagram is commutative:
We may assume that Z is connected. By Torelli theorem of K3 surfaces, for p ∈ Z, there exists uniquely an isomorphism h p : X p → Y p which satisfies F p = h * p . We show that the map
gives a section of π : Isom Z (X, Y ) → Z. Let C ⊂ Isom Z (X, Y ) be a connected component. There are two cases.
• π| C : C → Z is dominant. In this case, for p ∈ Z, Zariski tangent space of scheme theoretic fiber of π| C is H 0 (X p , T Xp ) = 0. Since Z is a smooth curve, π| C is flat. Therefore, π| C iś etale.
• π| C : C → Z is not dominant. In this case, C is an isolated point.
Take p ∈ Z and a small neighborhood in classical topology p ∈ ∆ ⊂ Z. Then by the above remark, π −1 (∆) is written as
where ∆
• i = ∆\{finite points} and λ is a countable set. Choose homeomorphisms
be effective Hodge isometries. We give O(Λ) a discrete topology and give a induced topology on
There exists a following commutative diagram:
The above morphism φ is a homeomorphism.
(Proof ) Note that, because of Tolleli theorem, φ is bijective. We first show that φ is continuous. Let ′ } × ∆ and h * n converges to h * . Let t n = π(h n ), t = π(h). We may assume t n = t. Then, by [2, Theorem 10.6] , there exists a subsequence h n k which converges to h, and h n k = h because t n k = t. This contradicts to the assumption that h is an isolated point.
By the above claim, the following morphism is continuous:
Here, * an means * considered in analytic category. Take p ∈ Z arbitrarily and take a connected component ψ(p) ∈ C ⊂ Isom Z (X, Y ) in Zariski topology. Then, C an is also a connected component in Isom Z (X, Y ) an . Therefore, ψ an (Z an ) ⊂ C an and ψ an (Z an ) is open and closed. So it follows that C an = ψ(Z an ) and this implies that π| C : C → Z isétale surjective of degree one. Therefore π| C is an isomorphism and ψ gives a section of π.
Appendix
By the same method, we can study F M (X) when Xη is an Enriques surface or a bielliptic surface. Let X be a good minimal model and π X : X → Z be its Iitaka fibration. Let m = min{i | ω By combining the method of [6] and our method, we can easily show the following theorem. The proof can be omitted. Assume the following:
• dim X = 3 and κ(X) = 1.
• Xη is an Enriques surface or a bielliptic surface.
• If Xη is a bielliptic surface, all the fibers of π X are irreducible and reduced.
Under this condition, we can study F M (X) by using the above theorem. In fact we have the following theorem: • For all x ∈ M , corresponding stable sheaf E x satisfies E x ⊗ ω X ∼ = E x .
such that Y and M are connected by finite number of flops.
The proof is almost same as in the previous section, so can be omitted.
Problem 7.4 By the classification of F M (X) in the surface case, F M (X p ) = {X p } in this case.
Are there any member in F M (X) which is not birational to X?
