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Abstract
This thesis proposes a high-resolution instance segmentation method based on metric learn-
ing approaches for floorplan images with intricate details called blueprints. Our approach
first divides an input blueprint image into an overlapping array of crops. Second, we use a
metric-learning based instance segmentation technique followed by a clustering algorithm
to extract instances. Finally, the segmentation results from overlapping crops are merged
using boundary extraction. This approach is simple and achieves performance that is both
qualitatively and quantitatively more accurate than the competing methods by a large
margin.
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Instance segmentation is the process of partitioning an image into meaningful components
and generating their pixel-wise masks [16, 17]. Over the past few years, with the growing
quantity of data, the advent of deep learning models, and their remarkable performance
improvements in a wide range of vision applications, many image segmentation approaches
have been proposed using deep learning models. Image segmentation is a fundamental task
in computer vision, leading to many applications and impacts in the real world such as self-
driving vehicles (e.g. pedestrian detection), satellite images, medical image analysis (e.g.,
tumor boundary extraction), robotic perception, and virtual and augmented reality [24].
This work focuses on instance segmentation for building blueprints as a fundamental
step for automated vectorization. Blueprints are technical drawings of buildings that provide
fine-grained architectural information for building maintenance, designing, understanding,
and remodeling indoor spaces. However, blueprints are often stored as scanned raster im-
ages, where a professional architect should manually convert them into a vector format for
downstream applications. Automated blueprint vectorization will have a substantial influ-
ence on the real estate and construction industries. It can drastically decrease the amount of
human resources required to converting many blueprints that have previously been scanned
and stored as raster images.
Despite the rapid growth of deep learning methods for instance segmentation tasks,
blueprint instance segmentation with intricate architectural details would pose new chal-
lenges to existing techniques. First, The resolution of the input image would be limited
by the GPU memory. This would make it practically impossible to directly train on high-
resolution images [4]. Second, instance segmentation and object detection for small objects
is challenging. Convolutional Neural Networks (CNNs) compute feature maps in a layer
by layer hierarchy, and tiny objects with less detailed information may disappear in higher
layer of a deep network [16, 23]. Various methods have been proposed to handle this prob-
lem [16, 30, 7, 3] and increase the resolution of features. However, these techniques result
in higher computational cost. Third, limited data is another issue. A major weakness of
the most supervised learning techniques and instance segmentation models based on state-
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of-the-art convolutional networks [8, 27, 32] is that they require a large amount of labeled
data to train the model [12]. Otherwise, the performance would be decreased. This aspect
is particularly important when dealing with small datasets that are costly to collect and
annotate. Lastly, Mask R-CNN [17], the most popular instance segmentation technique,
detects bounding boxes containing instance segmentations [25, 22] and does not perform
well for extremely thin and elongated instances, which are abundant in our data such as
interior walls.
To overcome some of these limitations, we propose a new approach to segment a noisy
high-resolution floorplan dataset based on metric learning techniques that is impossible to
train directly on full-resolution images. A deep neural network is trained on smaller image
patches to assign an embedding vector to each pixel. Pixels of the same objects are forced
to be closer in the embedding space, while the pixels that belong to different objects are
far apart in the embedding space. This similarity metric is forced by a discriminative loss
function [1], which is inspired by prior work on distance metric learning [2, 5, 19, 15, 28]. To
obtain the segmentation, a clustering method (Mean-shift clustering) is used to group these
embedding vectors. In the next step, during the inference, a fusion method is suggested
to merge the segmented patches to obtain the full image segmentation using boundary
extraction. More details will be provided in chapter 3. The other contribution that we have
made is annotating 200 blueprint images to create a vectorized blueprint dataset.
Our approach is superior for several reasons. First, as our method performs pixel-level
grouping, different object shapes and sizes of the objects are unaffected, and it can handle
intricate details like thin structures without any restriction on the number of instances.
Second, because each pixel is grouped using a clustering technique and is assigned to only
one instance, it does not suffer from overlapping segments. Moreover, it does not have the
false suppression problem because it is not a proposal-based method like Mask R-CNN.
Furthermore, since we train the network on crops rather than full-size images, it is easily
trained without memory issues. Finally, cropping acts as a great data augmentation during
training for our limited size dataset.
Qualitative and quantitative evaluations in chapter 4 illustrate the effectiveness of this
approach, resulting in a considerable improvement in pixel and instance level metrics par-
ticularly for intricate details over the existing state-of-the-art and baseline methods. Also,
connectivity metrics is suggested to measure the correctness of the segment connectivity
which is important for the task of vectorization.
The next chapters are structured as follows: First, we introduce existing works on this
topic in chapter 2. Then our main work is explained in chapter 3. Chapter 4 consists of
experiments and qualitative and quantitative evaluations. Finally, in chapter 5 we have a
discussion about limitations, possible future directions, and conclusion.
The research in the thesis contributed to the submission of the paper "Vectorizing Build-
ing Blueprints" by Weilian Song, Mahsa Maleki Abyaneh, Amin Shabani, Yasutaka Fu-
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rukawa to the International Conference on 3D Vision 2021. Weilian Song is the first and
lead author of the submission. This submission vectorizes a raster building blueprint im-
age. I am the second author and I am responsible for the first step of the pipeline, which
initializes the blueprint vectorization by instance segmentation. This instance segmentation




Image segmentation is one of the key problems in computer vision with a broad range of
applications in visual understanding systems. In recent years, significant progress has been
made for image segmentation thanks to the development of deep neural networks.
Image segmentation problems have two forms: instance segmentation and semantic seg-
mentation. Semantic segmentation assign a class label to each pixel of an image. It considers
multiple objects of the same class as a single entity. Instance segmentation, on the other
hand, considers multiple objects of the same class as different individual instances.
In this chapter, some of the deep learning-based papers on instance segmentation are
discussed which are the most relevant to our work. We classified these approaches into two
categories based on their main technical contributions:
2.1 Proposal-Based (R-CNN Based)
A series of works focusing on object detection led to the Mask R-CNN model, which is one
of the state-of-the-art and notable models for instance segmentation task. The development
of this series of works is summarized in this section.
R-CNN [14]: For the object detection task, Girshick et al. integrated region proposals
with CNNs. First, they used the selective search method to extract around 2000 region pro-
posals from each image. Then, it extracts CNN features for each proposal for classification
using linear SVMs.
However, this approach has a number of disadvantages. First, the training process has
multiple stages. Second, this approach is not fast during the testing time which makes it
unsuitable for real-time applications. Lastly, training R-CNN is time-consuming and expen-
sive. For instance, it needs to generate the CNN feature vector for every image region which
is about N × 2000 CNN features for N images [13].
Fast R-CNN [13]: The same author of the previous work addressed some of the draw-
backs of R-CNN to create a quicker object detection system called Fast R-CNN. This
method offers a number of improvements. First, instead of extracting CNN feature vectors
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separately for each region proposal, this model aggregates them into a single CNN forward
pass over the entire image once. As a result, computation sharing speeds up R-CNN since
the CNN forward propagation is only performed on the entire image. Furthermore, instead
of the SVM used in R-CNN, Fast R-CNN utilises softmax for object classification which
performs slightly better. Finally, the architecture is trained end-to-end with a multi-task
loss which sums up the cost of classification and bounding box prediction.
Faster R-CNN [25]: Both of the R-CNN and Fast R-CNN employ selective search to
find the region proposals. However, selective search is a time-consuming process. There-
fore, Shaoqing et al. developed an object detection method called Faster R-CNN [25] that
eliminates the selective search algorithm and used the neural network to learn the region
proposals. Faster R-CNN is a single, unified network for object detection and it consists of
two modules. The first module is a deep fully convolutional network that proposes regions
called Region Proposal Network (RPN). RPN module tells the Fast R-CNN where to look.
The second module is the Fast R-CNN detector that extracts features using RoIPool from
each proposed region and performs classification and bounding-box regression [17].
Mask R-CNN [17]: This work is called Mask R-CNN extends Faster R-CNN to pixel-
level Instance Segmentation by adding a third branch for predicting a high-quality segmen-
tation mask in parallel with the existing branches for classification and localization. The
mask branch is a fully convolutional network (FCN) that is applied to each RoI, predicting
a segmentation mask in a pixel-to-pixel manner. The Mask R-CNN loss function combines
the losses of the bounding box coordinates, the predicted class, and the segmentation mask,
and trains them all at the same time [24].
However, there are fundamental flaws in a proposal-based instance segmentation archi-
tecture that make them unsuitable for our task. First, two objects may share very similar
bounding boxes. In this case, these methods use non-maximum suppression to remove du-
plicate predictions. This is a major issue for thin and elongated regions like walls. Second,
there is nothing in the architecture preventing a pixel to be shared between two instances or
forcing the segments to share their boundaries. These can be challenging for the subsequent
steps in the vectorization process to generate topologically and geometrically consistent
results particularly for our dataset with intricate details.
2.2 Deep Metric Learning
Deep metric learning has gained a lot of interest in recent years by combining distance metric
learning and deep neural networks. Distance metric learning aims to learn an embedding
space where similar instances are encouraged to be closer than dissimilar ones [28]. Thanks
to the advent of deep learning and the use of a neural network as the embedding mapping,
deep metric learning demonstrates significant advancements in recent years.
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With a proper distance metric, it is possible to handle many visual understanding tasks
[31], such as image segmentation. For this task, pixels that belong to the same object are
close in the embedding space, whereas pixels that belong to different objects are far away.
Then the embedding can be clustered with a clustering algorithm. In this section, some of
the relevant works in this field are presented.
Semantic Instance Segmentation with a Discriminative Loss Function [1]:
This paper propose a novel discriminative loss function for semantic instance segmentation
task based on metric learning. The loss consists of three terms: Variance term to reduce
the variance of the embedding per instance by pulling all pixel embeddings of the same
instance toward the center of the cluster. Distance term to push cluster centers apart, and
regularization to keep all centers not too far from the origin. During the post-processing
step, a mean-shift algorithm is used to cluster the emebeddings and get the segmentations.
Semantic Instance Segmentation via Deep Metric Learning [10]: This work also
focuses on semantic instance segmentation on images by grouping similar pixels together.
The similarity metric is based on Convolutional Neural Networks to predict an embedding
representation for each pixel by regressing how likely two pixels are to belong to the same
object. The grouping method is based on selecting all points that are sufficiently similar to
a set of “seed points". To find these seed points, they learn a separate model that predicts
the “seediness” score of each pixel which is how likely a pixel is to make a good seed.
Recurrent Pixel Embedding for Instance Grouping [20]: This paper proposes to
have the embedding on a n-dimensional sphere and to measure the proximity of pixels using
the cosine distance. Despite the previous models, the clustering method which is a recurrent
grouping model is part of the model and is differentiable.
However, For all of the distance metric approaches that are discussed, the resolution
of the input image would be limited by the GPU memory. This would make it practically
impossible to directly train on high-resolution images. Furthermore, many details are missed
as a result of scaling. Also, our experiments show that learning embeddings from a small
training set with fine-grained details is difficult for the network. To address these issues,
we divide an input image into smaller crops, perform instance segmentation using metric





We propose a novel method for high-resolution image segmentation by a two-stage process:
Crop Segmentation and Crop Fusion. In the crop segmentation step, a convolutional neural
network (CNN) is trained to compute a latent vector for each pixel given an image crop. The
distances in the latent space reflect the segmentation structure (e.g., distances are smaller
for pixels at the same segment).
Then, the Crop Fusion method is suggested to merge these segmentations and obtain
the full-size image segmentation using boundary extraction. In this chapter, the details are
provided for each step. The overview of the method is illustrated in Figure 3.1.
3.2 Crop Segmentation
During the training, we randomly choose crops of size 256× 256 from the full-size image as
inputs of embedding model and train the network by a metric learning based loss which is
described in the following sections.
During the inference, we choose crops with the size of 256 × 256 and use the sliding
window algorithm with a stride of 32 to choose crops to cover the full-size image with
overlap. This overlap could be helpful to handle inconsistent predictions. Then we predict
the embedding for these crops using the trained embedding model.
Then the result can be clustered into instances with a clustering method like mean-shift
to get the segmentations from the embedding. You can see this module in Figure 3.2.
The rest of the section explains the neural architecture and loss function for learning
the embedding space, and the implementation details of the mean-shift algorithm.
3.2.1 Embedder Model
The task is pixel embedding, which maps each pixel in an input image to a point in n-
























Figure 3.1: Method overview. Given an input blueprint, first, the Crop Segmentation module
predicts the segmentations for the crops using embedder followed by mean-shift clustering.
Then, the crop fusion module will merge the segmented crops to get the full-size segmenta-
tion.
pixels belonging to the same instance are close together, while pushing points with different
labels apart. The similarity metric is based on a deep learning model and the loss, which
are discussed further down.
3.2.1.1 Embedder Network Architecture
Since the U-Net architecture [26] has the same input and output size, we used a similar
architecture for the task of embedding at the pixel level. Here, a customized implementation
of the U-Net architecture was used to map each pixel of the input image to n-dimensional
feature space.
The network architecture is illustrated in Figure 3.3. Similar to the original U-Net,
this architecture contains two paths. The first path is the contracting path (also called the
encoder) consists of two repeated blocks of 3 × 3 convolutions with the "same" padding,
batch normalization layer, and rectified linear unit (ReLU). Then it is followed by a 2 × 2
max pooling operation with stride 2 for each downsampling step. The second path is the
expanding path (also called the decoder) which consists of upsampling of the feature map by
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Figure 3.2: Crop Segmentation module during inference. First, the input image is divided
into overlapping crops using the sliding window algorithm. Then, the embeddings for each
crop are computed. Finally, the mean-shift clustering algorithm extracts instances from the
embeddings. Note that random crops are used for the training.
bilinear interpolation with scale factor 2 and concatenation with the corresponding feature
map in the contracting path. Then it is followed two repeated blocks of 3× 3 convolutions
with the "same" padding, batch normalization layer, and ReLU. At the final layer, a 1× 1
convolution is used to map the feature vector with 64 channels to the desired dimension for
the embedding size which is 8 in our experiments.
Note that instead of using deconvolution layer in the original paper, bilinear interpola-
tion is used for the upsampling part, which is less memory intensive and has almost similar
performance for our task. Also, the "same" padding means apply padding to the input, so
the input image gets fully covered by the filter. Therefore, for stride 1 and padding size 1,
the output would be the same as the input for 3× 3 convolutions.
3.2.1.2 Discriminative Loss Function
The loss function is borrowed from a prior work on semantic instance segmentation [1]. The
loss function forces the network to map each pixel to a point in feature space (n-dimension),
so points with the same label are in proximity, whereas different instances are separated.
In order to achieve this goal, Weinberger et al. [28] suggest a loss function consisting
of two terms: one to penalize large distances between embeddings with the same label in
order to pull the same label points closer together, and another to penalize small distances






































































64 64 8 
Figure 3.3: Network architecture for embedding. Given an image, the model predicts the
embedding vector of each pixel using the discriminative loss function. This diagram is
inspired by a similar one in [26].
Because the main task is instance segmentation where the number of instances is much
smaller than the number of pixels in an image, for the second term, penalizing small dis-
tances between the mean embeddings of different labels rather than every pair of differently-
labeled embeddings would be computationally less expensive.
The discriminative loss can be formulated by three terms including variance term, dis-
tance term, and regularization term. In terms of the notation, the loss function can be
written as follows:
L = α · Lvar + β · Ldist + γ · Lreg (3.1)
α, β, and γ are hyperparameters that we can tune.
Each term is discussed in further detail below. Note that a cluster is defined as a set of
pixel embeddings with the same label (same instance).
• Variance term: A term to penalize large distances between embeddings with the











max(‖µc − xi‖ − δv, 0)2 (3.2)
Where C is the number of clusters in the ground truth, Nc is the number of points in
a cluster c, xi is the pixel embedding, µc is the mean embedding of the cluster c or
the cluster center, and ||.|| is the L2 distance. δv is the margin for the variance term.
• Distance term: A term to penalize small distances between cluster centers that push








max(2δd − ‖µcA − µcB‖ , 0)2 (3.3)
Where δd is the margin for the distance term.
• Regularization term: This term draws all clusters towards the origin. So centers







Note that the variance and distance terms are hinged: they are only active up to a
specific distance determined by the margins δv and δd for variance term and distance term
respectively. It means that only the embedding further apart than δv from their respective
cluster center are attracted to it. Similarly, only cluster centers within a distance of 2δd are
repelled. See Figure 3.4 for more detail. Hinging allows the network to relax the constraints
and give the freedom to have more representational power [1].
3.2.2 Mean-shift Clustering
In this phase, mean-shift clustering algorithm extracts instances from the embedding [11, 6].
It operates by shifting data points to centroids to be the mean of other points in the region.
Mean-shift is based on the concept of Kernel Density Estimation (KDE), which is a method
to estimate the probability density function given a set of data. KDE works by providing
weights to each data point. The weight function is called a kernel. When you add all of
those kernels, you can obtain a density function. If we consider kernel function K(xi − x),
the weighted mean of the density in the neighborhood of x or N(x) is given by
m(x) =
∑
xi∈N(x)K (xi − x)xi∑
xi∈N(x)K (xi − x)
(3.5)
Given a candidate centroid xi, each iteration updates the candidate to m(x) until it
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(b) inter-cluster push force in distance term.
Figure 3.4: Visualization for hinged pulling and pushing forces. This diagram is inspired by
a similar one in [1].
The reason for using mean-shift is that it does not require specifying the number of
clusters in advance. The number of clusters is determined by the algorithm based on the
data. Mean shift clustering algorithm is used from scikit-learn library with bin-seeding set
to true and bandwidth parameter set to 2.0.
3.3 Crop Fusion
In this step, during the inference, we merged the segmented crops with our fusion algorithm
to get the segmentation for the full-size image. In more detail, segmentation boundaries for
the full-size image are extracted using the neighborhood of each pixel. Then, post-processing
is used to produce the final segmentation results. Figure 3.5 has provided a sample result
after boundary extraction and post-processing which are described below in more detail.
3.3.1 Boundary Extractor
In this step, we merge segmentation crops from the previous step to get the full-size bound-
ary image. The idea behind the merging is that we want to find how likely a pixel in the
full-size image can be a boundary of a segment. Since we only use the 3×3 neighbor pixels,
the implementation would be computationally more tractable.
We consider a pixel as a non-boundary pixel if all pixels in the 3×3 window centered at
this pixel have the same values as the center pixel. So we can obtain the segment boundaries
for each crop by placing 1 for non-boundary pixels and 0 otherwise (see Figure 3.6 for more
details). In this way, all boundary pixels of each segment in a crop are set to zero (see Figure
3.7). Then we can find the corresponding coordinates for each crop in the full floorplan
image. Since a pixel appears in multiple crops, we can take the average for each pixel to
get the full-size boundary image. So, with this algorithm, we have somehow the probability
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Figure 3.5: From left to right: input image, ground truth segmentation, boundary predic-
tion, segmentation prediction. The third column from the left is the result after boundary
extraction and the fourth column from the left is the result after the post-processing step.
of being a non-boundary for each pixel in the full-size image. Non-boundary pixels are
represented by values near one, whereas boundary pixels are represented by values around
zero.
Here is the algorithm implementation in more details:
Algorithm 1: Fusion Algorithm for Boundary Extraction
Input: segmentation for each crop
Output: full-size non-boundary probability (matrix P)
initialize matrix A and B with 0 and the same dimension of full image
for C in crops do
pad crop C with the edge values
for P in pixels of crop C do
x, y = the corresponding coordinates of pixel P belonging to crop C in the
full image
if pixel P is non-boundary pixel then
A(x, y) += 1
end
B(x, y) += 1
end
end










Figure 3.6: Boundary pixel definition: the center pixel of the left figure is a non-boundary
pixel because all neighbor pixels have the same value as the center pixel so we place 1 for the
center pixel. But the right figure shows the non-boundary pixel since some of the neighbor
pixels are different from the center one, so the center pixel is set to 0.
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 (b) Boundary pixels visualization.
Figure 3.7: The left figure shows the segmentations and the right figure indicates the pixel
values after applying 3 × 3 window to find the boundaries of the segments. For better
visibility, the boundary pixels are visualized by a darker color. Note that 0 means boundary
and 1 mean non-boundary.
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(a) Original image. (b) Image after dilation.
Figure 3.8: The right figure shows the image after applying 3 × 3 morphological dilation.
The red region in the left figure is enlarged and the yellow region in the right figure is added
to it after dilation.
Note that the purpose of B is normalizing the values from 0 to 1 range and handling
different number of crops containing a pixel. The lower values for a pixel means that the
pixel is more likely a boundary pixel.
The main challenge for merging is that the segmentation results could be inconsistent
and the segmentation prediction may be sensitive to where they are cropped. For example,
the prediction near the borders of crops especially when the boundary pixels are near the
borders is more likely to be inaccurate. Our approach can address missing segments or
wrongly segmented if they are predicted correctly in the most of the crops containing that
segment. So the final results would rely on the majority of the predictions and it would be
robust to minor inconsistencies.
3.3.2 Post-processing
To get the final instance segmentation from boundary prediction, a post-processing step is
required which is explained below.
First, we use a threshold to binarize the boundary prediction. Second, we find the con-
nected components with 8-connectivity. Two pixels are connected when they are neighbors
and have the same value. Pixels are neighbors to every pixel that touches one of their edges
or corners.
Then, we apply morphological dilation with 3× 3 kernel to get rid of boundary pixels.
Morphological dilation sets a pixel at (i, j) to the maximum over all pixels in the neigh-
borhood centered at (i, j). Dilation enlarges bright regions while shrinks dark regions. Note
that we use 8-neighbor for dilation. See Figure 3.8 for more details.
Note that for a perfect boundary prediction, the thickness of the boundary line should
be equal to 2 pixels since each segment has 1 pixel boundary and each segment touches
another segment, resulting in a total thickness of 2 pixels. The original boundary would
pass between these two pixels in the vector space. However, this dilation may not remove
all boundary pixels since the prediction accuracy is not perfect. So we change the remaining
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boundary pixels to the most repetitive neighbor segment. We may also repeat this process




This chapter demonstrates the experimental setup, qualitative and quantitative evaluations,
ablation study, and failure cases.
4.1 Experimental Setup
4.1.1 Implementation Details
For embedding network, we use batch size of 16 and initial learning rate of 0.0003 and ADAM
optimizer by decay rate 0.96 at each step on a GeForce GTX 1080 Ti GPU. The training
typically converges after 40 epochs and takes around 2 days. For the loss parameters, we
train the network with δd = 2.5, δv = 0, α = 1, β = 1, γ = 0.005, and embedding dimension
equal to 8. For training, we use 90% of the dataset. We select 600 random crops of 256×256
from each full image with padding. We use the following data augmentation techniques
during training: (1. Random Rotation) We rotate the training images randomly by 0,
90, 180, or 270 degrees. (2. Random Resize) We resize the input image during the training
with a random ratio in the range of 0.9 to 1.1. (3. Random Flip) We randomly flip our
training images horizontally.
During the inference, we choose patches with the size of 256 × 256 and use the sliding
window algorithm with a stride of 32 to cover the full-size image and 256-32=224 pixels
padding to have each pixel in the same number of crops even for border pixels. Then
we predict the embedding and segmentations for these crops using the trained embedding
model and mean shift clustering algorithm. Then, using the Crop Fusion module, we get the
segmentation for the full-size image. In the post-processing step, the threshold to binarize
the boundary image is set to 0.85 and we merge segments smaller than 25 pixels with the
most repetitive neighbor segment.
The inference time is about 1hr for each floorplan. According to our experiments, al-
though such a high overlap in the sliding window algorithm can cause a longer inference
time, it can alleviate the wrong predictions and inconsistencies due to the limited access to
context for each crop.
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4.1.2 Mask R-CNN Implementation
We use the official implementation of Mask R-CNN from Detectron2 [29] using the prede-
fined configuration of ResNet50+FPN [18, 21] backbone. We use the pre-trained model on
the MS COCO dataset since the size of our dataset is not large and fine-tuned the model for
8k iterations. Also, the learning rate is 0.00025 and the score threshold for mask prediction
is 0.6.
4.1.3 Dataset
We annotate planar graphs and architectural component type of each region for 200 building
blueprints from a production pipeline with an average dimension of 1520× 1075. For anno-
tation, we use the VGG Image Annotator (VIA) [9]. Blueprints consist of eight architectural
component types including background, windows, doors, open-portals, rooms, frames, and
walls which are inner or outer. Figure 4.1 is provided a picture of annotation process. The
average number of instances per image is 91 which is very detailed. Figure 4.2 visualize
the semantic and instance segmentations for a sample image based on the annotation. Note
that I have annotated approximately 40% of the data, while Weilian Song has annotated
the rest.
←  →  ◂






All files  regular expression
Add Files  Add URL  Remove
➖
Attributes
Region Attributes  File Attributes


































Figure 4.1: Annotation Process.
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Figure 4.2: From left to right: ground truth semantic and instance segmentation masks.
4.2 Evaluation
4.2.1 Quantitative Evaluation
For quantitative metrics, first, we compute the intersection-over-union (IOU) score between
each pair of segments (prediction and ground truth) and then use a greedy algorithm to
choose each corresponding instance from the highest IOU to the lowest IOU.
Then we compute recall, precision, and F1 score for instances and pixels, where an
instance is considered correctly predicted if it has a corresponding ground-truth instance
with an IOU score higher than 0.5. Figure 4.3 shows the instance recall under different IOU
thresholds.
In addition, Figure 4.4 shows the recall per category and Figure 4.5 illustrates log average
pixel size per category. Pixel size is measured as the number of pixels in the segmentation
mask. Our method performs better for all categories especially for small objects like doors
and frames. One reason could be the resizing part for Mask R-CNN which loses the details.
Mask R-CNN even has a problem for larger objects like inner and outer walls due to the
complexity of their shapes. Mask R-CNN does not perform well for thin and elongated
regions.
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Note that #gt is the total number of instances in the ground truth and #pred is the total
number of predicted instances.
Furthermore, we compute new metrics that measure the correctness of the segment
connectivity which is important for the task of blueprint vectorization. For each segment,
we compute the "ratio connectivity" score by computing the ratio of correctly connected
segments to this one by comparing it to the corresponding ground-truth segment. For the
"binary connectivity" score, we consider segment connectivity is correct if it is exactly equal
to the connectivity of the corresponding ground-truth segment. We only evaluate the con-
nectivity for the segments that are matched with ground-truth segments during the greedy
algorithm.
Note that we ignore background instances and pixels during the evaluation. As shown
in Table 4.1, our method significantly outperforms Mask R-CNN in terms of all metrics.
It is worth mentioning that our network architecture is much simpler and easier to debug
compared to the proposal-based approaches like Mask R-CNN.
Figure 4.3: Instance recall under different IOU thresholds.
4.2.2 Qualitative Evaluation
Qualitative comparisons against Mask R-CNN are provided in Figure 4.7, 4.8, and 4.9. Note
that predicted object instances and ground truth object instances are given the same color if
they chose during the greedy algorithm. Our method clearly outperforms the Mask R-CNN
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Figure 4.4: Instance recall per category. Figure 4.5: Log average size per category.
Instance Pixel Connectivity
Method Recall Precision F1 Recall Precision F1 Ratio Binary IOUmean
Mask R-CNN 0.25 0.52 0.34 0.83 0.88 0.86 0.00 0.00 0.35
Ours 0.76 0.64 0.69 0.90 0.97 0.93 0.77 0.34 0.59
Table 4.1: Quantitative evaluation. Instance and pixel recall, precision, and F1 score is
computed for IOU threshold 0.5.
particularly, for small regions and it has better connectivity for regions and more accurate
boundaries for each segment.
4.3 Ablation Study
Table 4.2 shows the ablation study on the dataset, demonstrating the effectiveness of our
Crop Fusion module.
We first evaluate the result by removing the Crop Fusion module and using the full-size
image for the segmentation. Due to the limited memory, we need to resize the original image
which causes losing a lot of the details. So the result would not be acceptable at all for our
dataset with intricate details.
Then we replace the Crop Fusion module with two simple merging modules called gluing.
First, we get the predictions for the crops using the sliding window algorithm with a stride
of 128 to cover the full image. We start by 256 × 256 crop prediction from upper left and
then concatenate the prediction from the next 256 × 256 crop in the same row with 128
pixels overlap from the middle of the overlap pixels (concatenate column 1 until column
256-64=192 from the first crop to column 64 until column 256 or the last column from the
second crop). Then we repeat this process row by row. Then concatenate rows vertically by
the same method respectively to get the full-size segmentation.
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(a) Gluing64. In order to concatenate two
crops in a row, we consider column 256-
64=192 from the first crop and column 64
from the second crop or green pixels in this
figure.
(b) Gluing48−80. In order to concatenate two
crops in a row, we consider column 256-
80=176 to column 256-840=208 from the first
crop and column 48 to column 80 from the
second crop or green pixels in the figure.
Figure 4.6: Gluing method. In order to concatenate red and blue crops from the middle of
the overlap or dashed line, we use a greedy approach to match the colors in the blue crop
with the red crop based on the most repetitive corresponding colors in this two crops. Note
that we only consider the green pixels in both crops for this matching.
Instance Pixel
Method Recall Precision F1 Recall Precision F1 IOUmean
Ours 0.76 0.64 0.69 0.90 0.97 0.93 0.59
w/o Crop Fusion 0.01 0.09 0.01 0.15 0.09 0.11 0.10
w gluing64 0.67 0.25 0.37 0.90 0.87 0.88 0.44
w gluing48−80 0.67 0.28 0.39 0.90 0.87 0.88 0.47
Table 4.2: Ablation studies on Crop Fusion module.
Since the segments are inconsistent in two neighbor crops, in order to concatenate them,
we need to change the segments of the second crop to match with the first one. In gluing64,
we consider the middle pixels in the overlap (column 64 in the second crop for gluing crops
in each row and row 64 in the second row for gluing each row vertically) and based on
a greedy approach, we find the most repetitive segment pairs between these two crops by
using this middle row or column in the overlap. Then, we change the segments in the second
crop based on this information. Since this segment matching only depends on one row or
one column, in gluing48−80, we use more pixels in the middle of overlap with 32 thickness
to match the corresponding segments (See Figure 4.6).
The drawback of this method is that the result depends only on the prediction of one
crop and if it is predicted wrongly, there is no way to recover it. Also the order of merging
can lead to different results. Note that the numbers in the table are computed after applying
post-processing steps for the background pixels.
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4.4 Failure Cases
We demonstrate some failure cases in Figure 4.10. In the first example, some parts of
boundaries are missed resulting in the loss of entire regions (red outer wall and green room)
even the boundary predictions are perfect in other parts. This may be because of the limited
context of the input image which leads to the incorrect prediction for some crops. This may
be solved if we employ different post-processing steps or incorporate global information to
obtain the full-size segmentation.
In the next one, part A is different since the annotation is ambiguous or perhaps it is
not completely correct. The prediction divides this room probably because of the difference
in their textures. In part B, the right door frame is missed because of the post-processing
step to eliminate the tiny segments for noise reduction. In C the over-segmentation occurs
because of the noisy prediction. Forcing some topological restrictions may help B and C to
be solved.
In the third sample, the narrow inner wall is missed because of the post-processing step
for removing boundary pixels. This can be a problem for almost all narrow segments with
only a few pixels in width.
In the last sample, the prediction may look even better than the ground truth since
the extra segment is near the border of the full floorplan and it may not be necessary to
annotate.
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Input image Ground truth Ours Mask R-CNN
Figure 4.7: Qualitative results. From left to right: input image, ground truth , ours, and
Mask R-CNN results.
24
Input image Ground truth Ours Mask R-CNN
Figure 4.8: Qualitative results. From left to right: input image, ground truth , ours, and
Mask R-CNN results.
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Input image Ground truth Ours Mask R-CNN














Figure 4.10: Failure cases. From left to right: input image, ground truth segmentation,




This work presents a method for high-resolution instance segmentation for blueprints. This
technique is simple and can find intricate segments where the current methods would fail. A
blueprint image is divided into an overlapping set of smaller crops. Then we run an instance
segmentation for each crop using a metric learning based method. Finally, we merge the
segmentation using the fusion method that we suggested to get the full-size segmentation
result. Our qualitative and quantitative evaluations demonstrate our method significantly
outperforms all baselines in terms of different metrics. The segmentation results could be
beneficial for the detailed vectorization of building blueprints which could have a significant
impact on the real estate and construction industries.
5.1 Limitations
One of the limitations of this approach is that it is quite slow during the inference time
(about 1 hour per floorplan). The reason is that the network and mean-shift must be
run separately for each crop. Secondly, there is a trade-off between accuracy and the use
of context. Larger crops require downsampling to fit in GPU memory which reduces the
accuracy and loses the details, while small crops allow the network to see only a little
context. This can be more important for pixels near the border of the image when the
network unable to differentiate border pixels using limited context and has seen fewer pixels
belonging near the border during the training which causes noisier prediction around the
border. Furthermore, it may not work well for very thin segments due to the post-processing
step.
5.2 Future Work
Possible future directions include i) preserving both global and local information rather
than just using the local information during the segmentation, ii) incorporating semantic
information or joint training of instance and semantic segmentation, iii) replacing Crop
Fusion with a learning-based module and train the pipeline end-to-end, and iv) forcing
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topology constraints and connectivity information (e.g. Manhattan assumption or having
frames connected to the doors or windows) for automated floorplan vectorization.
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Figure A.1, A.2, and A.3 show more boundary predictions and segmentation results using
our method.
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Input image Ground truth Boundary Prediction Segmentation Prediction
Figure A.1: More qualitative results. From left to right: input image, ground truth segmen-
tation, boundary prediction, and segmentation prediction using our method.
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Input image Ground truth Boundary Prediction Segmentation Prediction
Figure A.2: More qualitative results. From left to right: input image, ground truth segmen-
tation, boundary prediction, and segmentation prediction using our method.
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Input image Ground truth Boundary Prediction Segmentation Prediction
Figure A.3: More qualitative results. From left to right: input image, ground truth segmen-
tation, boundary prediction, and segmentation prediction using our method.
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