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Abstract
We apply an arbitrary number of dressing transformations to a static min-
imal surface in AdS4. Interestingly, a single dressing transformation, with the
simplest dressing factor, interrelates the latter to solutions of the Euclidean
non linear sigma model in dS3. We present an expression for the area element
of the dressed minimal surface in terms of that of the initial one and comment
on the boundary region of the dressed surface. Finally, we apply the above
formalism to the elliptic minimal surfaces and obtain new ones.
Keywords: Minimal Surfaces, Integrable Systems, Dressing Method, Holo-
graphic Entanglement Entropy
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2
1 Introduction
The gauge/gravity duality is a broad framework that relates the non-perturbative
regime of a gauge theory to the weak coupling regime of a gravitational theory and
vice versa. A concrete realization of the duality is provided by the AdS/CFT corre-
spondence [1–3], which states that N = 4 super Yang-Mills theory with SU(N) gauge
group is equivalent to type-IIB superstring theory on AdS5×S5 with N units of flux
through S5. This setup has been studied extensively and a dictionary that imprints
the identification of various quantities of the dual theories has been established (see
for example [4]).
At the infinite t’Hooft coupling limit, the gravitational theory reduces to a clas-
sical one. At this limit, a prescription for the calculation of the holographic entan-
glement entropy was put forward by Ryu and Takayanagi [7, 8] and subsequently
derived in the context of AdS/CFT in [9]. The entanglement entropy is given by
the von Neumann entropy associated with the reduced density matrix that describes
the degrees of freedom of a given subsystem. This subsystem is defined to contain
the degrees of freedom in a given region of space, defined by a particular entan-
gling surface. The calculation of entanglement entropy in quantum field theory is
a formidable task, even for free field theories [10–14]. The prescription of Ryu and
Takayanagi states that the holographic entanglement entropy is proportional to the
area of the co-dimension two minimal surface, which is anchored on the entangling
surface at the boundary and extends towards the interior of the bulk. While this is
a very well posed and clear prescription, in practise, its implementation is far from
trivial, since one has to know the exact expression of the minimal surface in order
to calculate its area. Even in the case of pure AdS geometries, very few minimal
surfaces are known for an arbitrary number of dimensions, namely, minimal surfaces
that correspond to spherical entangling surfaces or strip regions.
In AdS4 there are extra tools that can be used compared to the general case.
In this case, the co-dimension two minimal surfaces are two-dimensional Euclidean
world-sheets. This implies that the minimal surface is a solution to the equations of
motion derived from a Non-Linear Sigma Model (NLSM) action. In particular, the
static co-dimension two minimal surfaces in AdS4, which are the main subject of this
work, are equivalent to co-dimension one minimal surfaces in the hyperbolic space H3.
Such two-dimensional Euclidean world-sheets, embedded in Hd, are of great interest,
since they are the holographic duals of Wilson loops at strong coupling [15,16]. The
general solution of the NLSM on H3 was obtained in [17] in terms of hyper-elliptic
functions, while further aspects of it were studied in [18, 19]. Key element of this
solution, is the reducibility of the NLSMs defined on symmetric spaces, through the
so called Pohlmeyer reduction [20, 21], to integrable equations of the family of the
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sine-Gordon equation. For a review on the subject see [22]. Given a solution of
the Pohlmeyer reduced theory, the equations of motion of the NLSM become linear.
The general solution was constructed by a clever incorporation of basic properties
of hyper-elliptic functions. Yet, the practical use and qualitative understanding of
this formal solution is very limited due to the high complexity of the hyper-elliptic
functions. On a complementary approach in [23], the whole class of solutions, whose
Pohlmeyer field is expressed in terms of elliptic functions of only one of the two world-
sheet coordinate, was derived through the “inversion” of the Pohlmeyer reduction
and subsequently it was studied extensively.
Integrability has been extensively used in the context of AdS/CFT correspon-
dance. For example, a basic aspect of the gauge/gravity duality concerns the relation
of the spectra of the dual theories. At the limit N →∞ and α′ → 0, with the t’Hooft
coupling held fixed at a large value, the gauge theory is dual to non-interacting clas-
sical string theory. Exploiting the integrability properties of the theories on both
sides of the duality, it was found that single trace operators of the gauge theory in
the thermodynamic limit and classical string configurations were described by the
same spectral curve. Thus, a formal matching of the spectra was achieved [5, 6]. It
is interesting to investigate whether integrability can be used in a similar fashion
in order to establish a direct relation between quantities relevant to entanglement
entropy on the field theory side and its gravitational dual. The present study is a
first attempt towards this direction.
Expressing this kind of questions more concretely in field theory is beyond our
understanding. The spectral curve, that corresponds to the solution [17], was con-
structed in [24]. Yet, we lack any clue on how to relate entanglement entropy with a
spectral curve. In this work we study some aspects of the dressing method [25–28]
on hyperbolic spaces and apply it on the elliptic minimal surfaces of [23] in order to
construct new minimal surfaces. The dressing transformation can be perceived as
an operation that changes the entangling surface and consequently the correspond-
ing minimal surface. Obviously, this affects both the entanglement entropy in field
theory, as well as the holographic entanglement entropy.
The dressing method is a technique that allows the construction of new NLSM
solutions, once a solution is known, the so-called seed solution, by solving the aux-
iliary system, which is a system of first order partial differential equations. The
implementation of the dressing method relies on the mapping of the solution of the
NLSM to an element of an appropriate coset. There exist previous works that discuss
the dressing of Wilson loops in AdS3 and AdS5 or AdS4×S2 1, using mappings on
complex groups [29, 30]. The fact that the world-sheet metric is Euclidean causes
1As a matter of fact, in the latter the pseudoholomorphicity equations, which describe the Wilson
loops as a result of supersymmetry, can effectively be described as a NLSM on S3.
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complications to the construction of new real solutions. In these works, the problem
is sidestepped, but this cannot be the case for arbitrary space-time dimensions. We
apply the dressing method via the mapping of H3 to the real coset SO(1, 3)/SO(3).
We set up the problem from scratch and discuss in detail the constraints that have
to be imposed on the solution of the auxiliary system.
Contrary to most applications of the dressing method in the context of classical
string solutions, such as [31, 32], in the case of minimal surfaces, the Pohlmeyer
reduced theory lacks a vacuum (either stable or unstable), and, thus, the simplest
possible seeds are the elliptic minimal surfaces of [23]. As these seeds are highly non-
trivial, more efficient techniques, such as the ones introduced in [33], are incorporated.
Surprisingly, studying the dressing transformation of a general seed, we find that a
single dressing transformation, with the simplest dressing factor, interrelates a real
solution of the NLSM to a purely imaginary one. The imaginary solution of the
Euclidean NLSM on hyperbolic space corresponds to a real solution of the Euclidean
NLSM on de-Sitter space. This drawback leads us to study abstractly the dressing
transformation for an arbitrary seed and to develop an iterative procedure that can be
employed in order to construct new NLSM solutions once a solution of the auxiliary
system is known. We discuss general quantitative aspects of the tower of solutions
and present an algebraic addition formula for the surface element. Subsequently, we
perform a double dressing transformation to the elliptic minimal surfaces.
The rest of the paper is organised as follows: In section 2 we discuss the dressing
method for the Euclidean NLSM in H3 for a general seed and an arbitrary number
of dressing transformations, a relation between solutions of the NLSM on H3 and
solutions of the NLSM on dS3 is established. In section 3 we study some basic
properties of the dressed surfaces, focusing on the transformation of the surface
element and the entangling surface. In section 4 we present the twice dressed elliptic
minimal surfaces. Finally, in section 5 we discuss our results and possible future
extensions.
2 Dressed Static Minimal Surfaces in AdS4
In view of the Ryu-Takayanagi prescription for the calculation of holographic entan-
glement entropy, the construction of a minimal surface for a given entangling surface
presents interest not only from a mathematical point of view, but from a physical
one as well. The main obstacle in finding minimal surfaces in an explicit form is the
high complexity of the non-linear equations that govern them.
In AdS4, co-dimension two minimal surfaces are two-dimensional, and, thus, they
correspond to the special configurations, which extremize the Nambu-Gotto action,
or equivalently a NLSM action, supplemented by the Virasoro constraints. We are
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interested in static minimal surfaces in AdS4, which are equivalent to solutions of a
Euclidean NLSM on the hyperbolic space H3.
We consider the embedding of H3 in the enhanced flat space R(1,3), with coordi-
nates Y 0, Y 1, Y 2 and Y 3. The H3 submanifold is defined by the equation
Y TJY ≡ − (Y 0)2 + (Y 1)2 + (Y 2)2 + (Y 3)2 = −Λ2, (2.1)
where J = diag {−1,+1,+1,+1}. In the following we set the scale of the hyper-
bolic space Λ equal to one. Two-dimensional surfaces are parametrized by two real
spacelike parameters u and v. In corfomal gauge, the area of such a two-dimensional
surface is given by the functional
A =
∫
dzdz¯
(
(∂+Y )
T J (∂−Y ) + λ
(
Y TJY + 1
))
, (2.2)
where z = (u+ iv)/2. We denote the associated derivatives as 2
∂+ ≡ ∂z ∂− ≡ ∂z¯. (2.3)
The coefficient λ is a Lagrange multiplier, which enforces the geometric constraint
(2.1). The equations of motion assume the form
∂+∂−Y =
(
(∂+Y )
T J (∂−Y )
)
Y, (2.4)
while the Virasoro constraint reads
(∂+Y )
T J (∂+Y ) = 0. (2.5)
The above equations can be reduced a` la Pohlmeyer to the Euclidean cosh-Gordon
equation. Defining the Pohlmeyer field a as
eα := (∂+Y )
T J (∂−Y ) , (2.6)
it can be shown that it obeys
∂+∂−α = 2 coshα. (2.7)
The surface element is simply the exponential of the Pohlmeyer field, i.e.
A =
∫
dzdz¯eα. (2.8)
2We use the notation ∂± instead of the usual ∂ and ∂¯ in order to have more compact expressions
in what follows.
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2.1 The Dressing Method
In a nutshell, the dressing method is a technique that enables one to construct a new
solution of a NLSM given a known solution, the seed solution. The seed solution of
the NLSM is mapped to an element g of an appropriate coset, which is isomorphic
to the symmetric target space of the NLSM. Then, instead of solving directly the
second order non-linear equations of motion of the NLSM, one has to solve a pair of
linear first order equations, the so called auxiliary system,
∂±Ψ(λ) =
1
1± λ (∂±g) g
−1Ψ(λ), (2.9)
where Ψ(λ) is the auxiliary field, normilized as Ψ(0) = g, and λ is the spectral
parameter. The equation of motion of the NLSM is the compatibility condition that
must be obeyed, so that the auxiliary system (2.9) has a solution.
A trivial gauge transformation of the auxiliary system Ψ′(λ) = χ(λ)Ψ(λ), which
is associated to a new solution of the NLSM. More details on the dressing method
are provided in [28, 31]. As the NLSM that will occupy our interest, is defined with
Euclidean world-sheet signature, there are a few, crucial, alterations with respect to
the usual treatment of Lorentzian string world-sheets.
2.1.1 The Mapping between H3 and SO(1, 3)/SO(3)
In order to proceed with the dressing method, we need to establish the mapping
between points of H3 and elements of some appropriate coset, as was mentioned
earlier. The hyperbolic space H3 is isomorphic with the connected subspace of
SO(1, 3)/SO(3), which contains the identity. The mapping of a vector of the en-
hanced space of H3, namely R(1,3), to an element g of the coset SO(1, 3)/SO(3),
which we use in the following is
g =
(
I + 2Y0Y
T
0 J
) (
I + 2Y Y TJ
)
, (2.10)
where I is the identity matrix, J = diag{−1, 1, 1, 1} is the metric of the enhanced
space and Y0 is a constant vector of H
3, i.e. Y T0 JY0 = −1. We denote
θ := I + 2Y0Y
T
0 J. (2.11)
The special choice
Y T0 =
(
1 0 0 0
)
(2.12)
corresponds to θ = J .
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It can be easily shown that the element g, given by (2.10), possesses the following
properties
g¯ = g, (2.13)
θgθg = I, (2.14)
gTJg = J, (2.15)
which state that g is an element of the coset SO(1, 3)/SO(3).
2.1.2 Constraints
In the following, we derive the appropriate constraints, which ensure that the dressed
solution g′ = χ(0)g is also an element of the coset SO(1, 3)/SO(3), as consistency
conditions of the solution of the auxiliary system. In doing so, we consider a general
constant matrix θ and not the special choice (2.12). The analysis draws heavily
on [34]. Since we work with a Euclidean NLSM, the main difference to the case of
dressed string solutions is related to the constraint imposed by complex conjugation.
We set λ→ λ¯ in the auxiliarry system (2.9) and consider the complex conjugate
of these equations
∂∓Ψ¯(z, z¯; λ¯) =
1
1± λ (∂∓g) g
−1Ψ¯(z, z¯; λ¯). (2.16)
Clearly, the two pairs of equations (2.9) and (2.16) are compatible only if
Ψ¯(λ¯) = Ψ(−λ)m1(λ), (2.17)
where m1(λ) is an arbitrary constant matrix which obeys m1(λ)m¯1(−λ¯) = I 3. The
constraint (2.17) is general, in the sense, that any auxiliary system, defined on a real
coset, with Euclidean world-sheet coordinates must obey it.
Next, we set λ→ 1/λ into (2.9). Furthermore, equation (2.14) implies (∂±g)θg+
gθ(∂±g) = 0, and, thus,
∂± [gθΨ(1/λ)θ] =
1
1± λ (∂±g) g
−1 [gθΨ(1/λ)θ] . (2.18)
Consequently,
gθΨ(1/λ)θ = Ψ(λ)m2(λ), (2.19)
where m2(λ) is an arbitrary constant matrix which obeys m2(λ)θm2(1/λ)θ = I
4.
3This is required, since acting twice with complex conjugation should result in Ψ.
4This constraint ensures that performing the transformation λ → 1/λ twice results the in the
initial matrix Ψ.
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Finally, from (2.15), it follows that J [(∂±g) g−1]
T
J = − (∂±g) g−1. Thus,
∂±
[
JΨ(λ)TJ
]−1
=
1
1± λ (∂±g) g
−1 [JΨ(λ)TJ]−1 , (2.20)
which implies that [
JΨ(λ)TJ
]−1
= Ψ(λ)m3(λ), (2.21)
where the matrix m3(λ) must obey Jm
T
3 (λ)J = m3(λ).
To sum up, the fact that the element g belongs to the coset SO(1, 3)/SO(3) implies
the constraints (2.17), (2.19) and (2.21) on the solution of the auxiliary system.
2.1.3 The Dressing Factor
In this section we will construct the simplest dressing factor χ (λ), following [28].
More general ones can be constructed using the results of [27]. We will discuss them
subsequently.
Demanding that the dressed auxiliary field solution, Ψ′ obeys the constraints
(2.17), (2.19) and (2.21), as Ψ does, so that the dressed element g′ also belongs to
the coset SO(1, 3)/SO(3), implies that the dressing factor must obey the following
constraints:
χ¯
(
λ¯
)
= χ (−λ) , (2.22)
χ (1/λ) = g′Jχ (λ) gJ, (2.23)
χ−1(λ) = JχT (λ)J. (2.24)
We have assumed that the matrices m1, m2 and m3 are the same for the seed and
dressed solutions. Without loss of generality, we choose m1 = I, m2 = −J and
m3 = I in what follows.
In general, the dressing factor is a meromorphic function of λ, and, thus, has an
expansion of the form
χ (λ) = I +
∑
i
Qi
λ− λi . (2.25)
The constraints (2.22), (2.23) and (2.24) enforce the poles in this expression to come
in quadruplets of the form
{
λi,−λ¯i, λ−1i ,−λ¯−1i
}
. Naively, it follows that the simplest
dressing factor has the following structure
χ (λ) = I +
Q
λ− λ1 −
Q¯
λ+ λ¯1
+
Q˜
λ− λ−11
−
¯˜Q
λ+ λ¯1
−1 , (2.26)
while the inverse of the dressing factor can be obtained by (2.24). In addition, this
form of χ ensures that the constraint (2.22) is satisfied. Then, equating the residues
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of the left-hand-side and the right-hand-side of (2.23) we obtain
Q˜ = − 1
λ21
g′JQgJ, (2.27)
while the analytic part of (2.23) implies that
χ(0)gJχ(0) = gJ. (2.28)
Finally, the equations of motion of the dressing factor read
(1± λ) (∂±χ)χ−1 + χ (∂±g) g−1χ−1 = (∂±g′) g′−1. (2.29)
For λ = 0 these equations are satisfied trivially, thus one needs only to ensure that
the residues of the various poles cancel.
The most economical way to satisfy the constraints is by choosing the poles to
lie on the imaginary axis, i.e. demanding
λ1 = iµ1, (2.30)
where µ1 ∈ R. This implies that the locations of the poles at λ1 and −λ¯1 coincide.
After appropriate redefinitions, the dressing factor is expressed as
χ = I + i
µ1 + µ
−1
1
λ− iµ1 Q− i
µ1 + µ
−1
1
λ+ iµ−11
Q˜, (2.31)
where Q¯ = Q and ¯˜Q = Q˜. The inverse of the dressing factor can be obtained
using (2.24). Moreover, the above expression satisfies the constraint (2.22). For
convenience, we will specify the appropriate relation between Q and Q˜, which is
necessary for the satisfaction of the constraint (2.23), later. Next, we impose the
relation χχ−1 = I. The cancellation of the residues of the first order poles at iµ1 and
−iµ−11 implies that
Q
(
I − JQ˜TJ
)
+
(
I − Q˜
)
JQTJ = 0, (2.32)
Q˜
(
I − JQTJ)+ (I −Q) JQ˜TJ = 0. (2.33)
Clearly, both relations are satisfied if
Q˜ = JQTJ (2.34)
and Q is a projection matrix, i.e. it satisfies Q2 = Q. The cancellation of the residues
of the second order poles at the same locations requires that
QTJQ = QJQT = 0, (2.35)
Q˜TJQ˜ = Q˜JQ˜T = 0. (2.36)
10
The equation (2.36) is redundant, as it follows from equations (2.34) and (2.35).
Furthermore, these two equations imply that
QQ˜ = Q˜Q = 0. (2.37)
We parametrize the matrix Q as
Q =
JHF T
F TJH
, (2.38)
where F and H are real vectors. Then, equation (2.34) implies that
Q˜ =
JFHT
F TJH
. (2.39)
The constraints (2.35) suggest that
HTJH = F TJF = 0. (2.40)
Returning now to the equations of motion, the right-hand-side of (2.29) does not
depend on λ, thus, the same must hold for the left-hand-side. The cancellation of
the residues of the second order poles at iµ1 and −iµ−11 suggests
(1± iµ1)∂±F T + F T (∂±g) g−1 = 0, (2.41)(
1∓ iµ−11
)
∂±HT +HT (∂±g) g−1 = 0. (2.42)
These equations imply that
F T = pTJΨ−1(iµ1), (2.43)
HT = pTJΨ−1(−iµ−11 ), (2.44)
where p is a constant vector. We remind the reader that Ψ(λ) is real whenever λ is
purely imaginary as a consequence of equation (2.17). Moreover, the vectors F and
H obey that
gH = −JF, (2.45)
in virtue of (2.19). This relation implies
Q˜ = gJQgJ. (2.46)
We have not yet enforced that the dressing factor with only two poles (2.31) sat-
isfies the constraint (2.23). For the generic four-pole dressing factor, this constraint
results in equations (2.27) and (2.28). In the case of the two-pole dressing factor
(2.31), the first one reads
Q˜ = − 1
µ21
g′JQgJ, (2.47)
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It is simple to show that this relation, as well as (2.28), are indeed satisfied, as a
consequence of equations (2.37), (2.46) and the fact that Q is a projective operator.
Equation (2.35) holds if the vector p obeys
pTJp = 0. (2.48)
In addition, both Q and Q˜ are real, as required, provided that p = p¯. Finally, it is a
matter of algebra to show that the residues of the first order poles of the equations
of motion cancel as long as (2.43) and (2.44) hold, thus the equations of motion are
satisfied.
To sum up, the simplest dressing factor reads
χ(λ) = I + i
µ1 + µ
−1
1
λ− iµ1 g
JWW TJ
W Tg−1W
− iµ1 + µ
−1
1
λ+ iµ−11
WW T
W Tg−1W
g−1, (2.49)
where
W = Ψ(iµ1)p. (2.50)
The vector W is null, i.e. W TJW = 0.
Using (2.10), it is straightforward to show that the dressed element of the coset
reads
g′ = J − 2J
(
Y
µ1
+
µ1 + µ
−1
1
2
JW
W TY
)(
Y
µ1
+
µ1 + µ
−1
1
2
JW
W TY
)T
J, (2.51)
which implies that the dressed solution of the NLSM, expressed as a vector in the
enhanced space of H3, is
Y ′ = i
(
Y
µ1
+
µ1 + µ
−1
1
2
JW
W TY
)
. (2.52)
The vector Y ′ satisfies the equations of motion and the Virasoro constraints, never-
theless it is purely imaginary. The imaginary part of this vector satisfies the equations
of motion of the Euclidean NLSM defined on dS3 and not in H
3. Expecting that the
converse is also true, we apply an arbitrary number of dressing transformations in
an iterative fashion in order to obtain new real solutions, whenever this number is
even.
2.2 Multiple Dressing
Let g0 be the original seed solution. Via a single dressing transformation we construct
a dressed solution g1. This in turn may play the role of the seed solution for another
transformation. Pictorially,
g0
χ1(0)−−−→ g1 χ2(0)−−−→ g2 . . . gk−1 χk(0)−−−→ gk. (2.53)
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Let Ψk(λ) denotes the solution of the auxiliary system which incorporates the solution
gk−1 as the seed solution, namely
∂±Ψk(λ) =
1
1± λ (∂±gk−1) g
−1
k−1Ψk(λ), gk−1 = Ψk (0) . (2.54)
Then, in an obvious manner,
Ψk(λ) = χk−1(λ)Ψk−1(λ). (2.55)
In this section, we always consider the simplest dressing factor, which contains only
a pair of poles on the imaginary axis, i.e.
χk(λ) = I + i
µk + µ
−1
k
λ− iµk gk−1
JWkW
T
k J
W Tk g
−1
k−1Wk
− iµk + µ
−1
k
λ+ iµ−1k
WkW
T
k
W Tk g
−1
k−1Wk
g−1k−1, (2.56)
where
Wk = Ψk(iµk)pk. (2.57)
This expression generalizes the dressing factor (2.49). The subscript k is used as
index for the location of the poles, as well as the corresponding constant vector p,
which appear in the dressing factor χk. We remind the reader that these constant
vectors should be real and null, i.e. pTk Jpk = 0. The element of the coset that
corresponds to the new NLSM solution is
gk = Ψk+1(0) = χk(0)gk−1. (2.58)
Putting everything together, the new element of the coset is
gk = gk−1 − µk + µ
−1
k
µk
gk−1
JWkW
T
k J
W Tk g
−1
k−1Wk
gk−1 − µk + µ
−1
k
µ−1k
WkW
T
k
W Tk g
−1
k−1Wk
. (2.59)
This new element of the coset corresponds to a vector in the enhanced space of H3
through the relation
gk = J + 2JYkY
T
k J. (2.60)
Using this mapping, combined with the fact that W Tk JWk = 0, it is trivial to show
that
gk = J − 2J
(
Yk−1
µk
+
µk + µ
−1
k
2
JWk
W Tk Yk−1
)(
Yk−1
µk
+
µk + µ
−1
k
2
JWk
W Tk Yk−1
)T
J. (2.61)
Finally, in view of (2.60), the new solution of the NLSM is
Yk = i
(
Yk−1
µk
+
µk + µ
−1
k
2
JWk
W Tk Yk−1
)
, (2.62)
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where Wk = Ψk(iµk)pk. It is evident that successive dressing transformations indeed
lead to an interchange of real and imaginary solutions of the NLSM.
The imaginary vector Yk, normalized as Y
T
k JYk = −1 is a solution of the equations
of motion
∂+∂−Yk −
(
∂+Y
T
k J∂−Yk
)
Yk = 0, (2.63)
which in addition satisfies the Virasoro constraints
∂±Y Tk J∂±Yk = 0. (2.64)
Its imaginary part Y˜k is normalized as Y˜
T
k JY˜k = 1, solves the equations of motion
∂+∂−Y˜k +
(
∂+Y˜
T
k J∂−Y˜k
)
Y˜k = 0 (2.65)
and it satisfies the Virasoro constraints
∂±Y˜ Tk J∂±Y˜k = 0. (2.66)
Clearly, the imaginary part of the solution is a bona fide real solution of the NLSM
defined on de Sitter space. The above analysis does not rely on the dimensionality of
the enhanced space. Thus, a single dressing transformation with the simplest dress-
ing factor in the coset SO(1, d)/SO(d) interrelates solutions of the Euclidean NLSM
on Hyperbolic space Hd and of the Euclidean NLSM on de Sitter space dSd. This
calculation reveals that in the case of Euclidean world-sheet coordinates, the dress-
ing method may interrelate real solutions of different equations in general. This is
analogous to Ba¨cklund transformations that connect solutions of different equations.
By decomposing to the temporal and spatial components of the vectors Yk and
Wk, we obtain
Y 0k = i
(
Y 0k−1
µk
− µk + µ
−1
k
2
1
Y 0k−1 + ~nk · ~Yk−1
)
, (2.67)
~Yk = i
(
~Yk−1
µk
+
µk + µ
−1
k
2
~nk
Y 0k−1 + ~nk · ~Yk−1
)
, (2.68)
where
~nk =
~Wk
W 0k
. (2.69)
is a unit norm 3-vector. It is worth noticing that the solutions depend only on this
vector and Yk−1. Using equations (2.67) and (2.68), along with (2.55) and (2.56),
one can construct iteratively a whole tower of solutions without solving any equation
or imposing any constraint.
It can be shown that the dressed solution obeys the equations of motion, as well
as the Virassoro constraints, see appendix A.
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2.3 The Tower of Real Solutions
As already discussed, an even number of dressing transformations is needed, in order
to obtain real solutions of the NLSM out of a real seed solution. Using (2.62) twice
it is straightforward to show that the vector Yk reads
Yk =
(
1− 1 + µ
−1
k−1µ
−1
k
X
)
Yk−2
+
1
2X
1 + µk−1µk
µk − µk−1
[(
µk + µ
−1
k
) JVk
V Tk Yk−2
− (µk−1 + µ−1k−1) JVk−1V Tk−1Yk−2
]
, (2.70)
where
X = 1 +
1
2
(1 + µ2k)
(
1 + µ2k−1
)
(µk − µk−1)2
V Tk JVk−1
(V Tk Yk−2)
(
V Tk−1Yk−2
) (2.71)
and
Vk = Ψk−1(iµk)pk, Vk−1 = Ψk−1(iµk−1)pk−1. (2.72)
The null vectors V are expressed in terms of Ψk−1 solely5. They should not be
confused with the vectors W , but they are related to them via
Wk−1 = Vk−1, Wk = χk−1 (iµk)Vk. (2.73)
The equation (2.70) is symmetric under the transformation (µk−1, pk−1) ↔ (µk, pk)
in accordance with the expected permutability of the dressing transformations.
3 Properties of the Dressed Static Minimal Surfaces
In this section, we study some basic properties of the dressed minimal surfaces. For
this purpose, we follow the approach introduced in [33], expressing the vector Y
as a matrix acting on a constant vector. Furthermore, in order to facilitate the
solution of the auxiliary system for the specific example of the elliptic solutions, it
is advantageous to write the equations of the auxiliary system in terms of the real
coordinates u and v, instead of the complex coordinates z and z¯.
The auxiliary system assumes the form
∂iΨ(λ) =
(
∂˜ig
)
g−1Ψ(λ), (3.1)
where i = u, v and
∂˜u =
1
1− λ2∂u + i
λ
1− λ2∂v, ∂˜v = −i
λ
1− λ2∂u +
1
1− λ2∂v. (3.2)
5The indices of the vectors V are associated to the indices of the poles and the constant vectors.
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We express the seed solution Y as a matrix U(u, v) acting on a constant vector Yˆ ,
i.e.
Y := UYˆ . (3.3)
The seed solution can be expressed as
g = θUθgˆJUTJ, (3.4)
where the matrix U must obey the property U−1 = JUTJ so that
gˆ = θ
(
I + 2Yˆ Yˆ TJ
)
(3.5)
is an element of the coset SO(1, 3)/SO(3). This also implies that Yˆ belongs in H3.
In a similar manner, we define Ψˆ as
Ψ := θUθΨˆ. (3.6)
The auxiliary system assumes the form
∂iΨˆ =
{
θJUTJ
[(
∂˜i − ∂i
)
U
]
θ − gˆJUTJ
[
∂˜iU
]
gˆ−1 +
[
∂˜igˆ
]
gˆ−1
}
Ψˆ (3.7)
in terms of the hatted quantities. Notice that, as JUTJ = U−1, the form of the
equations is identical to the ones derived in [33]. As we already discussed, the choice
(2.12) for Y0 implies that θ = J . In addition, one can select the matrix U so that
Yˆ = Y0. These choices set gˆ = I. Then, the equation of the auxiliary system
simplifies to
∂iΨˆ =
{
UTJ
[(
∂˜i − ∂i
)
U
]
J − JUTJ
[
∂˜iU
]}
Ψˆ, (3.8)
while the condition Ψ(0) = g, reduces to
Ψˆ(0) = JUTJ. (3.9)
3.1 Geometric Depiction of the Dressing
Expressing the solution (2.62) in terms of hatted quantities yields
Yˆk = i
(
Yˆk−1
µk
+
µk + µ
−1
k
2
JWˆk
Wˆ Tk Yˆk−1
)
, Wˆk = Ψˆk (iµk) pk. (3.10)
In order to shed some light on the effect of the dressing transformation on the seed
solution, we consider a single dressing transformation. For k = 1, decomposing this
vector to it’s temporal and spatial components yields
Yˆ 01 = −i
µ1 − µ−11
2
(3.11)
~ˆ
Y1 = i
µ1 + µ
−1
1
2
nˆ1, (3.12)
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where nˆ1 =
~ˆ
W1/Wˆ
0
1 is a unit vector. Without loss of generality, we assume that µ1
is positive and we identify the quantity
~ζ (u, v) = −
(
lnµ1 − ipi
2
)
nˆ1 (u, v) , (3.13)
as the rapidity of the Lorentz transformation
Λ(~ζ) =
(
cosh ζ sinh ζnˆT1
sinh ζnˆ1 I + (cosh ζ − 1) nˆ1nˆT1
)
, (3.14)
which relates Yˆ0 with Yˆ1.
The physical reason for the interrelation between solutions of the NLSM in Hd
and solutions of the NLSM in dSd is the fact that the particular dressing factor (2.49)
acts as a boost on Y0 along the direction −nˆ1 with superluminal velocity of constant
magnitude equal to
vboost = tanh ζ = coth (lnµ1) . (3.15)
This also implies that the dressed solution Y1 is connected to the seed solution Y0 via
a Lorentz transformation, which depends on the world-sheet coordinates, however its
trace is constant. The hatted “frame” is a frame, where this Lorentz transformation
can be expressed as a boost solely, and, thus, its constant trace can be identified as
2 (1 + cosh ζ), where ζ is the rapidity of the boost.
The fact that the magnitude of the boost velocity does not depend on the world-
sheet coordinates is the analogue of a similar property that appears in dressed clas-
sical string solutions on R × S2 [33]. In this case the dressed solution is connected
to its seed via a rotation, whose direction depends on the world-sheet coordinates,
nevertheless the angle of the rotation is constant.
3.2 On the Entangling Curve of the Dressed Minimal Surface
The most basic property of the dressed minimal surface in the context of entangle-
ment, is the form of the corresponding entangling surface and the relation of the
latter with the one of the seed. In order to specify the entangling surface that cor-
responds to the dressed minimal surface, one needs to specify where the dressed
solution Yk (2.70) diverges. According to (2.70), a naive guess is that Yk may diverge
due to a divergence of Yk−2. The specific example of the dressed elliptic minimal
surfaces, which is presented in section 4.4, indicates that the divergences of Yk−2 are
not inherited to Yk. It is unclear whether this is always the case. This behavior
is similar to the action of the dressing transformation on the elliptic strings. The
dressed strings have spikes, as their precursors, but the spikes do not appear at the
same locations as in the seeds [35].
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A divergence of Yk may emerge where X vanishes. Since Yk−2 is timelike, one
can always select a matrix U ∈ SO(1, 3), so that Yk−2 = UY0, where Y0 is given by
(2.12). Similarly we define
V˜k = JUTJVk. (3.16)
Then, equation (2.71) assumes the form
X = 1 +
1
2
(1 + µ2k)
(
1 + µ2k−1
)
(µk − µk−1)2
(−1 + nˆk · nˆk−1) , (3.17)
where
nˆk =
~˜Vk
V˜ 0k
, nˆk−1 =
~˜Vk−1
V˜ 0k−1
(3.18)
are unit vectors since Vk and Vk−1 are null. Furthermore, because
(1 + µ2k)
(
1 + µ2k−1
)
(µk − µk−1)2
≥ 1, (3.19)
it is possible for X to vanish, thus (at least part of) the boundary region may be
specified by the equation X = 0.
Finally, Yk could diverge when the term Vk/
(
V Tk Yk−2
)
or the similar term with
Vk → Vk−1 diverges. Since Vk is null we obtain
Vk
V Tk Yk−2
=
1
−Y 0k−2 +
~Vk
V 0k
· ~Yk−2
(
1
~Vk
V 0k
)
, (3.20)
where ~Vk/V
0
k is a unit vector. As Yk−2 is timelike |Y 0k−2| ≥ |~Yk−2|, this term is
regular unless Yk−2 diverges. Thus, the boundary of the dressed minimal surface
Yk is potentially obtained for the same subset of the world-sheet coordinates that
correspond to the boundary of Yk−2 or to the solutions of the equation X = 0.
3.3 The Surface Element of the Dressed Minimal Surface
In view of the Ryu and Takayanagi prescription for the computation of the holo-
graphic entanglement entropy, the calculation of the area of the dressed minimal
surface presents a certain interest. The surface element of the dressed minimal sur-
face, which is provided by equation (A.7), can be re-expressed through the use of the
identity
∂+f∂−f
f 2
=
∂+∂−f
f
− ∂+∂− ln f (3.21)
along with (A.8), in the form
(∂+Yk)
T J (∂−Yk) = (∂+Yk−1)
T J (∂−Yk−1)− ∂+∂− ln
[(
W Tk Yk−1
)2]
. (3.22)
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The latter provides an algebraic addition formula that relates the surface element
of the dressed minimal surface with the surface element of its seed. Since we are
interested in a relation between real solutions of the NLSM, we can express this
addition formula as
(∂+Yk)
T J∂−Yk = (∂+Yk−2)
T J∂−Yk−2 − ∂+∂− ln
[((
V Tk Yk−2
) (
V Tk−1Yk−2
)
X
)2]
,
(3.23)
where X is given by (2.71). As already discussed, unless Yk−2 diverges, V Tk−1Yk−2 and
V Tk Yk−2 do not vanish, since these terms are the inner product of a null vector with
as timelike one. Let us denote Dk the domain of the world-sheet coordinates of the
dressed minimal surface Yk. Assuming that the boundary of this surface corresponds
only to the solutions of the equations X = 0 and Dk does not contain divergences of
Yk−2. Then, the area of the dressed minimal surface is
Ak =
∫
Dk
dudv (∂+Yk−2)
T J∂−Yk−2 −
∫
Dk
dudv∇2 ln
[((
V Tk Yk−2
) (
V Tk−1Yk−2
)
X
)2]
(3.24)
or using Green’s identity
Ak =
∫
Dk
dudv (∂+Yk−2)
T J∂−Yk−2 −
∫
∂Dk
d`nˆ · ~∇ ln
[((
V Tk Yk−2
) (
V Tk−1Yk−2
)
X
)2]
.
(3.25)
4 Dressed Static Elliptic Minimal Surfaces in AdS4
In this section, we apply the dressing method, considering the elliptic minimal sur-
faces [23] as the seed solution, in order to construct new static minimal surfaces in
AdS4.
4.1 Elliptic Minimal Surfaces
Very few minimal surfaces are known in a form that can be used for the computation
of their area. This picture changes drastically in the case of static minimal surfaces in
AdS4, where the whole class of elliptic minimal surfaces has been constructed in [23].
Therein, the author exploits the fact that co-dimension two minimal surfaces in
AdS4 extremize a NLSM action, to relate the static minimal surfaces via Pohlmeyer
reduction to solutions of the Euclidean cosh-Gordon equation. In particular, the
author considers the elliptic solutions of the cosh-Gordon equation, which possess
the property that they depend solely on one out of the two isothermal, world-sheet
coordinates, which parametrize the surface. Subsequently, the Pohlmeyer mapping
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is inverted, which leads to the construction of the static elliptic minimal surfaces in
a simple handy form. The aforementioned inversion is in general non-trivial due to
the fact that Pohlmeyer reduction constitutes a many to one, non-local mapping.
Moreover, it is shown that the Pohlmeyer field is related to the area of the minimal
surface, which renders the computation of the area straightforward.
The solutions of the Euclidean cosh-Gordon equation that depend only on u read
α = ln [2 (℘ (u; g2, g3)− e2)] , (4.1)
where ℘ (u; g2, g3) is the Weierstrass elliptic function with moduli g2 and g3. The
moduli are expressed in terms of a real integration constant E through the relations.
g2 =
E2
3
+ 1 and g3 = −E
3
(
E2
9
+
1
2
)
. (4.2)
The roots of the associated cubic polynomial assume the form
e1 = −E
12
+
√(
E
4
)2
+
1
4
, e2 =
E
6
, e3 = −E
12
−
√(
E
4
)2
+
1
4
(4.3)
and they obey e1 > e2 > e3.
The static minimal surfaces in AdS4, that correspond to the above solutions of
the Euclidean cosh-Gordon equation, are parametrized as follows:
Y =

F1(u) cosh (ϕ1(u, v))
F1(u) sinh (ϕ1(u, v))
F2(u) cos (ϕ2(u, v))
F2(u) sin (ϕ2(u, v))
 , (4.4)
where
F1(u) =
√
℘(u)− ℘(a1)√
℘(a2)− ℘(a1)
, F2(u) =
√
℘(u)− ℘(a2)√
℘(a2)− ℘(a1)
(4.5)
and
ϕ1(u, v) = `1v + φ1(u), ϕ2(u, v) = `2v − φ2(u), (4.6)
where
`1 =
√
℘(a2)− e2, φ1(u) = 1
2
ln
(
−σ(u+ a1)
σ(u− a1)
)
− ζ (a1)u, (4.7)
`2 =
√
e2 − ℘(a1), φ2(u) = − i
2
ln
(
−σ(u+ a2)
σ(u− a2)
)
+ iζ (a2)u. (4.8)
The functions ζ(u) and σ(u) are the Weierstrass zeta and sigma functions.
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The parameters ℘(a1) and ℘(a2) are not both free, but they are subject to the
constraint
℘(a1) + ℘(a2) = −e2, (4.9)
whereas their relative sign is determined by the equation
℘′(a1)`1 + i℘′(a2)`2 = 0. (4.10)
Their range obeys the inequalities
e1 > ℘(a2) > e2, e2 > ℘(a1) > e3. (4.11)
The range of the coordinates, which corresponds to a single minimal surface with
a connected boundary, u and v is
u ∈ (2nω1, 2(n+ 1)ω1) , v ∈ R, where n ∈ Z (4.12)
and ω1 is the real half-period of the Weierstrass elliptic function, given the moduli
(4.2). The boundary region of the minimal surface (4.4) lies at u = 2nω1, with n ∈ Z,
while the area of the minimal surface, which is of great interest for the computation
of the holographic entanglement entropy, is given by the expression
A =
∫ +∞
−∞
dv
∫ 2(n+1)ω1
2nω1
du (℘(u)− e2) . (4.13)
Some interesting limits of the minimal surface (4.4) are the helicoid, the catenoid
and the cusp limit. The helicoid minimal surface is obtained when the quantities
℘(α1) and ℘(α2) assume the values e3 and e1 respectively, independently of the sign
of E. When ℘(α1) = e2 and E > 0 the minimal surface reduces to the catenoid.
Finally, the cusp limit corresponds to ℘(α1) = e2 and E < 0. For further details on
the construction of the static elliptic minimal surfaces in AdS4, the reader is referred
to [23].
4.2 The Auxiliary System
The elliptic minimal surfaces have a particular dependence on the real world-sheet
coordinates u and v. More specifically, the dependence on the coordinate v is very
simple, due to the fact that the Pohlmeyer counterpart does not depend on v at all.
Therefore, it is advantageous to express the auxiliary system in terms of the real
coordinates u and v in the form (3.8), instead of the original formulation in terms of
the complex coordinates z and z¯ (2.9).
The form of the static elliptic minimal surfaces (4.4) implies that the matrix U ,
which connects Y to Yˆ , through the equation (3.3) can be written as
U = U2U1, (4.14)
21
where
U1 =

F1 0 F2 0
0 1 0 0
F2 0 F1 0
0 0 0 1
 , (4.15)
U2 =

cosh (ϕ1(u, v)) sinh (ϕ1(u, v)) 0 0
sinh (ϕ1(u, v)) cosh (ϕ1(u, v)) 0 0
0 0 cos (ϕ2(u, v)) − sin (ϕ2(u, v))
0 0 sin (ϕ2(u, v)) cos (ϕ2(u, v))
 . (4.16)
In order to proceed we must obtain specific expressions for the derivatives that
appear in (3.8) using the explicit form of the static elliptic minimal surfaces (4.4).
Following equations (4.5) and (4.6), the derivatives of the various functions that
appear in (4.4) obey the following relations
∂vFi = 0, ∂uFi =
F3
Fi
, where F3 =
℘′(u)
2 (℘(a2)− ℘(a1)) (4.17)
and
∂vϕi = `i, ∂uϕ1 = φ
′
1 = −
1
2
℘′(a1)
℘(u)− ℘(a1) , ∂uϕ2 = −φ
′
2 = −
i
2
℘′(a2)
℘(u)− ℘(a2) .
(4.18)
We introduce the generators of the SO(1, 3) group
K1 =

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0
 , K2 =

0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0
 , K3 =

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0
 , (4.19)
T1 =

0 0 0 0
0 0 0 0
0 0 0 −1
0 0 1 0
 , T2 =

0 0 0 0
0 0 0 1
0 0 0 0
0 −1 0 0
 , T3 =

0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0
 , (4.20)
in order to express the auxiliary system in the form
∂iΨˆ =
(
κjiKj + τ
j
i Tj
)
Ψˆ. (4.21)
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Using the equations (4.17) and (4.18), it is a matter of algebra to show that
κ1u = −F1
(
1 + λ2
1− λ2φ
′
1 + i
2λ
1− λ2 `1
)
, (4.22)
κ2u = −
1 + λ2
1− λ2
F3
F1F2
, (4.23)
κ3u = −F2
(
−1 + λ
2
1− λ2φ
′
2 + i
2λ
1− λ2 `2
)
(4.24)
and
τ 1u = F1φ
′
2, τ
2
u = 0, τ
3
u = F2φ
′
1, (4.25)
as well as,
κ1v = −F1
(
1 + λ2
1− λ2 `1 − i
2λ
1− λ2φ
′
1
)
, (4.26)
κ2v = i
2λ
1− λ2
F3
F1F2
, (4.27)
κ3v = −F2
(
1 + λ2
1− λ2 `2 + i
2λ
1− λ2φ
′
2
)
(4.28)
and
τ 1v = −`2F1, τ 2v = 0, τ 3v = `1F2. (4.29)
The vectors ~κu, ~κv, ~τu and ~τv do not depend on the coordinate v. Under the inversion
of λ these quantities have the following parity properties
κji (1/λ) = −κji (λ), τ ji (1/λ) = τ ji (λ). (4.30)
Under complex conjugation, they also obey
κ¯ij(λ¯) = κ
i
j(−λ), τ¯ ji (λ¯) = τ ji (−λ). (4.31)
The vectors ~κu, ~κv, ~τu and ~τv obey a set of properties that will be handy in
what follows. The first one is the fact that the inner product ~κv · ~τv := δ1 does
not depend on the world-sheet coordinates. Using the equations (4.5), (4.18) and
equations (4.22) to (4.29), as well as the property F 21 − F 22 = 1, it is straightforward
to calculate that
δ1 =
1 + λ2
1− λ2 `1`2 +
2iλ
1− λ2
℘′(a1)
2`2
. (4.32)
Similarly, the quantity |~κv|2 − |~τv|2 := δ2 is also constant. It is a matter of tedious
algebra to show that
δ2 = −3e2. (4.33)
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In a similar manner, the inner product ~κv ·~τv := δ3 does not depend on the world-sheet
coordinates,
δ3 =
2iλ
1− λ2 `1`2 −
1 + λ2
1− λ2
℘′(a1)
2`2
. (4.34)
Finally, the vectors ~κu and ~κv obey,
~κu · ~κv = 0. (4.35)
The fact that ~κv and ~κu are perpendicular is not accidental: it can be shown that
the above inner product vanishes as a direct consequence of the Virasoro constraints.
The constants δ1 and δ3 also satisfy
δ21 + δ
2
3 = (e1 − e2)(e2 − e3) =
1
4
. (4.36)
This relation will become important in what follows.
4.3 The Solution of the Auxiliary System
The auxiliary system (3.8) for the matrix Ψˆ can be decomposed into four independent,
identical equations for its columns Ψˆi. Since κ
i
v and τ
i
v do not depend on the variable
v, one can solve the set of equations
∂vΨˆi =
(
κjvKj + τ
j
vTj
)
Ψˆi, (4.37)
as a system of ordinary differential equations with constant coefficients and promote
the integration constants to arbitrary functions of the variable u. These functions
will be specified using the remaining equations of the auxiliary system, i.e. those
that involve κiu and τ
i
u.
The matrix on the right-hand-side of (4.37), i.e. (κjvKj + τ
j
vTj), has four distinct
eigenvalues, namely the solutions of the equation
Λ4 − Λ2δ2 − δ21 = 0. (4.38)
We will denote these eigenvalues as Λ±1 and Λ±2. They are equal to
Λ±1 = ±L1, where L1(λ) = 1√
2
√√
4δ21 + δ
2
2 + δ2, (4.39)
Λ±2 = ±iL2, where L2(λ) = 1√
2
√√
4δ21 + δ
2
2 − δ2. (4.40)
The quantities δ1 and δ2 are given by (4.32) and (4.33) respectively. We should
mention that (
4δ21 + δ
2
2
)∣∣
λ=0
= (℘(a2) + 2e2)
2 , (4.41)
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and furthermore the quantity ℘(a2) + 2e2 is always positive
6. Since
Li(0) = `i, (4.42)
these quantities are a natural generalization of the parameters `1 and `2 for the
dressed solutions. In addition, under the inversion λ→ λ−1, the eigenvalues obey
Li(1/λ) = Li(λ). (4.43)
The solution of the system of equations (4.37) assumes the form
Ψˆi =
∑
k
Cki (u)Vke
Λkv, (4.44)
where k takes the values ±1 and ±2. The vector Vk is the eigenvector of the matrix
(κjvKj + τ
j
vTj) corresponding to the eigenvalue Λk; it is given by
Vk =

Λk (|~τv|2 + Λ2k)
τ 1v δ1 + (τ
2
vκ
3
v − τ 3vκ2v) Λk + κ1vΛ2k
τ 2v δ1 + (τ
3
vκ
1
v − τ 1vκ3v) Λk + κ2vΛ2k
τ 3v δ1 + (τ
1
vκ
2
v − τ 2vκ1v) Λk + κ3vΛ2k
 . (4.45)
It will be convenient to express the spatial components of Vk as
~Vk = ~τvδ1 + ~τv × ~κvΛk + ~κvΛ2k, (4.46)
in order to keep a more compact notation. Doing so, the eigenvectors read
Vk ≡
(
V 0k
~Vk
)
=
(
Λk (|~τv|2 + Λ2k)
δ1~τv + Λk~τv × ~κv + Λ2k~κv
)
. (4.47)
With the aid of (4.38), it is easy to verify that the eigenvectors obey the properties,
V T±iJV±j = 0, V
T
±iJV∓j ∝ δij. (4.48)
These relations imply that the four eigenvectors Vk are linearly independent.
Substituting the equation (4.44) into the yet unsolved equations of the auxiliary
system
∂uΨˆi =
(
κjuKj + τ
j
uTj
)
Ψˆi (4.49)
yields
∂u
[
Cki
(
V 0k
~Vk
)]
=
(
κjuKj + τ
j
uTj
) [
Cki
(
V 0k
~Vk
)]
, (4.50)
6For positive E the range of ℘(a2) is e1 > ℘(a2) > e2, while for negative E the range is
e1 > ℘(a2) > −2e2. Thus, in any case 2℘(a2) + e2 > 3|e2|.
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since the four eigenvectors are linearly independent. In the following, we omit the
subscripts k and i on V 0, ~V , C and Λ for simplicity. It is straightforward that this
system of equations is equivalent to
[∂u lnC]
(
V 0
~V
)
+
(
∂uV
0 − ~κu · ~V
(∂u − ~τu×) ~V − ~κuV 0
)
= 0. (4.51)
In order to solve the above, the derivatives of the coefficients κiv and τ
i
v with
respect to the coordinate u, are required. It can be shown that they obey the
following relations
∂u~κv = ~κu × ~τv − ~κv × ~τu, (4.52)
∂u~τv = ~κv × ~κu − ~τv × ~τu, (4.53)
∂u~κu = −~κu × ~τu − ~κv × ~τv. (4.54)
These relations demonstrate why the quantities δi are constants, as well as the fact
that the vectors ~κu and ~κv are perpendicular.
The temporal component of equation (4.51) assumes the form
∂u lnC = − 2~τv · ∂u~τv|~τv|2 + Λ2 +
δ1
Λ
~κu · ~τv + ~κu · (~τv × ~κv)
|~τv|2 + Λ2 . (4.55)
Taking into account (4.52), which implies that ~κu · (~τv × ~κv) = ~τv · ∂u~τv, along with
(4.34) we obtain that
∂u lnC = − ~τv · ∂u~τv|~τv|2 + Λ2 +
δ1δ3
Λ
1
|~τv|2 + Λ2 . (4.56)
Before solving this equation, we will show that the spatial components of equation
(4.51) are redundant. Equations (4.52) and (4.53) imply that
∂u~V = δ1 [~κv × ~κu − ~τv × ~τu] + Λ2 [~κu × ~τv − ~κv × ~τu]
+ Λ [(~κv × ~κu)× ~κv − (~τv × ~τu)× ~κv + ~τv × (~κu × ~τv)− ~τv × (~κv × ~τu)] . (4.57)
Using the Jacobi identity on the triple cross products involving ~τu, it is straightfor-
ward to obtain that
(∂u − ~τu×) ~V = δ1~κv × ~κu + Λ [(~κv × ~κu)× ~κv + ~τv × (~κu × ~τv)] + Λ2~κu × ~τv. (4.58)
Then, its a matter of algebra to show that
(∂u − ~τu×) ~V − V 0~κu = Λ
(|~κu|2 − Λ2)~κu − Λδ3~τv + δ1~κv × ~κu + Λ2~κu × ~τv. (4.59)
26
We decompose the vectors ~κu, ~κv × ~κu and ~κu × ~τv into the basis formed out of the
vectors ~κv, ~τv and ~τv × ~κv as follows:
~κu =
δ3
|~τv|2|~κv|2 − δ21
(|~κv|2~τv − δ1~κv)+ ~τv · (~κv × ~κu)|~τv|2|~κv|2 − δ21 ~τv × ~κv, (4.60)
~κv × ~κu = ~τv · (~κv × ~κu)|~τv|2|~κv|2 − δ21
(|~κv|2~τv − δ1~κv)− δ3|~κv|2|~τv|2|~κv|2 − δ21 ~τv × ~κv, (4.61)
~κu × ~τv = ~τv · (~κv × ~κu)|~τv|2|~κv|2 − δ21
(|~τv|2~κv − δ1~τv)+ δ1δ3|~τv|2|~κv|2 − δ21 ~τv × ~κv. (4.62)
By substituting equation (4.56), as well as (4.59), alongside with equations (4.60),
(4.61) and (4.62), into the spatial component of equation (4.51), it is a matter of
algebra to show that it is indeed satisfied.
We return to the solution of equation (4.56). Upon substituting (4.29), we obtain
∂u lnC = −1
2
∂u ln
(|~τv|2 + Λ2)+ δ1δ3
Λ
1
℘(u) + 2e2 + Λ2
. (4.63)
We define the quantities A1/2 so that
℘ (A1) = −2e2 − Λ21, ℘ (A2) = −2e2 − Λ22, (4.64)
℘′(A1) = −2δ1δ3
Λ1
, ℘′(A2) = 2
δ1δ3
Λ2
. (4.65)
These equations are compatible, since
4
(
δ1δ3
Λ1/2
)2
= 4℘
(
A1/2
)3 − g2℘ (A1/2)− g3, (4.66)
which is the usual form of the Weierstrass equation, where the moduli g2 and g3 are
given by (4.2). Using (4.64) and (4.65), equation (4.63) assumes the form
∂u lnC
±1 = −1
2
∂u ln (℘(u)− ℘(A1))∓ 1
2
℘′(A1)
℘(u)− ℘(A1) , (4.67)
∂u lnC
±2 = −1
2
∂u ln (℘(u)− ℘(A2))± 1
2
℘′(A2)
℘(u)− ℘(A2) . (4.68)
Thus, the second equation of the auxiliary system is solved by
C±1i (u) = c
±1
i (℘(u)− ℘(A1))−
1
2 exp (±Φ1(u)) , (4.69)
C±2i (u) = c
±2
i (℘(u)− ℘(A2))−
1
2 exp (∓iΦ2(u)) , (4.70)
where c±1i and c
±2
i are constants and
Φ′1(u) = −
1
2
℘′(A1)
℘(u)− ℘(A1) , (4.71)
Φ′2(u) =
i
2
℘′(A2)
℘(u)− ℘(A2) . (4.72)
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Equations (4.64) and (4.65) are defined so that A1/2 possess the property
A1/2|λ=0 = a1/2 (4.73)
which implies that
Φ1/2(u)|λ=0 = φ1/2(u). (4.74)
The above imply that the quantities A1/2 are a natural generalization of the quantities
a1/2 for the dressed solution, as well as the functions Φ1/2 that appear in the dressed
solution are a natural generalization of the functions φ1/2 that appear in the seed
solution. Moreover, Φi obey
Φ¯′1/2
(
u; λ¯
)
= Φ′1/2 (u;−λ) , (4.75)
upon complex conjugation.
In order to write the solution in a manifestly real form, we introduce the vectors
E1 =
1
2
1√
L21 + L
2
2
(
V +1 − V −1) , E2 = 1
2
1√
L21 + L
2
2
(
V +1 + V −1
)
, (4.76)
E3 =
1
2i
1√
L21 + L
2
2
(
V +2 − V −2) , E4 = 1
2
1√
L21 + L
2
2
(
V +2 + V −2
)
. (4.77)
Their explicit expressions are
E1 =
1√
L21 + L
2
2
(√
℘(u)− ℘(A1)
~τv×~κv√
℘(u)−℘(A1)
)
, E2 =
1√
L21 + L
2
2
 0δ1
L1
~τv+L1~κv√
℘(u)−℘(A1)
 , (4.78)
E3 =
1√
L21 + L
2
2
(√
℘(u)− ℘(A2)
~τv×~κv√
℘(u)−℘(A2)
)
, E4 =
1√
L21 + L
2
2
 0δ1
L2
~τv−L2~κv√
℘(u)−℘(A2)
 . (4.79)
Then, defining
V1 = E1 cosh (L1v + Φ1(u)) + E2 sinh (L1v + Φ1(u)) , (4.80)
V2 = E1 sinh (L1v + Φ1(u)) + E2 cosh (L1v + Φ1(u)) , (4.81)
V3 = E3 cos (L2v − Φ2(u)) + E4 sin (L2v − Φ2(u)) , (4.82)
V4 = E3 sin (L2v − Φ2(u))− E4 cos (L2v − Φ2(u)) , (4.83)
the solution of the auxiliary system reads
Ψˆ = VC, (4.84)
where V is a matrix, whose columns are Vi and C is a constant matrix.
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The relation (3.6) implies that the constraints (2.17), (2.19) and (2.21) for the
matrix Ψ translate to
¯ˆ
Ψ(λ¯) = Ψˆ(−λ), (4.85)
JΨˆT (λ)J = Ψˆ−1(λ), (4.86)
JΨˆ(1/λ)J = Ψˆ(λ)m2(λ), (4.87)
for the matrix Ψˆ7. Moreover, we remind the reader that the matrix Ψˆ must obey
the normalization condition (3.9). We recall that for the special choice of Y0 that we
have made, m2 should satisfy
m2(λ)Jm2(1/λ)J = I. (4.88)
We let the matrix m2 in the constraints unspecified, since this freedom will be re-
quired in order to satisfy them. The matrix V obeys the following relations:
V(0) = −JUT , (4.89)
V¯(λ¯) = V(−λ), (4.90)
V−1(λ) = JVT (λ)J, (4.91)
V(λ) = −JV(1/λ). (4.92)
The last one implies that (4.87) is satisfied for any C(λ), since we can always select
m2(λ) = −C−1(λ)JC(1/λ)J, (4.93)
so that both (4.87) and (4.88) hold true. This means that the non-trivial constraints
for the constant matrix C are
C(0) = −J, (4.94)
C¯(λ¯) = C(−λ), (4.95)
C−1(λ) = JCT (λ)J. (4.96)
These are trivially satisfied by choosing
C(λ) = C(0) = −J. (4.97)
This choice implies that m2(λ) = −I. Putting everything together, the solution of
the auxiliary system, that satisfies all appropriate constraints, reads
Ψˆ = −VJ. (4.98)
7In general two more constant matrices m1 and m3 should appear in the constraints (4.85) and
(4.86) (see Section 2.1.2). For simplicity, we set them equal to the identity matrix, without loss of
generality.
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4.4 Doubly Dressed Elliptic Minimal Surfaces
In this section we construct the simplest real dressed elliptic minimal surfaces, using
the machinery developed in Sections 2 and 3. These are obviously the doubly dressed
elliptic minimal surfaces, dressed with the simplest dressing factor, i.e. the one with
just a pair of poles lying on the imaginary axis. In everything that follows we drop
the indices on Ψˆ that were introduced in the section 2.2. In this section, the symbol Ψˆ
always refers to the solution of the auxiliary system that corresponds to the elliptic
minimal surfaces, which was derived in Section 4.3. In this case the matrix U of
(3.16) coincides with U , thus
V˜k = Vˆk = Ψˆ (iµk) pk (4.99)
Equation (2.70) implies that the temporal and spatial components of Yˆ2 are
Yˆ 02 =
(
1−
(
1 + µ−11 µ
−1
2
)
(1 + µ1µ2)
2X
)
(4.100)
~ˆ
Y2 =
1
2X
1 + µ1µ2
µ2 − µ1
[(
µ2 + µ
−1
2
)
nˆ2 −
(
µ1 + µ
−1
1
)
nˆ1
]
, (4.101)
where nˆ1 and nˆ2 are unit norm vectors, which are given by (3.18) and X is given by
(3.17).
The constant vectors pk can be parametrized as
pk =

cosh θ0k
sinh θ0k
cosφ0k
sinφ0k
 , (4.102)
so that they are manifestly null8. Then, the temporal component of Vk is
Vˆ 0k =
1√
L21,k + L
2
2,k
(√
℘(u)− ℘(A1,k) cosh (Ω1,k)−
√
℘(u)− ℘(A2,k) cos (Ω2,k)
)
,
(4.103)
8Since pk is null it can be parametrized as p
T
k = a (1, cos θ, sin θ cosφ, sin θ sinφ), or p
T
k =
a sin θ
(
1
sin θ , tan θ, cosφ, sinφ
)
. Taking into account the fact that equation (2.70) is homogeneous
in pk we can drop the overall factor and define coshu =
1
sin θ and sinhu = tan θ. Thus, (4.102) is
the most general form of pk.
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while the spatial components are
~ˆ
Vk =
1√
L21,k + L
2
2,k
[
~τv × ~κv,k
(
cosh (Ω1,k)√
℘(u)− ℘(A1,k)
− cos (Ω2,k)√
℘(u)− ℘(A2,k)
)
+
(
δ1,k
L1,k
~τv + L1,k~κv,k
)
sinh (Ω1,k)√
℘(u)− ℘(A1,k)
−
(
δ1,k
L2,k
~τv − L2,k~κv,k
)
sin (Ω2,k)√
℘(u)− ℘(A2,k)
]
. (4.104)
We use the shorthand notation
Ω1,k = L1,kv + Φ1(u;A1,k)− θ0k, (4.105)
Ω2,k = L2,kv − Φ2(u;A2,k)− φ0k. (4.106)
The parameters of the solution of the auxiliary system satisfy the equations
℘(A1,k) = − 1
12
E − 1
4
√
E2 + 16 (δ1,k)
2, (4.107)
℘(A2,k) = − 1
12
E +
1
4
√
E2 + 16 (δ1,k)
2. (4.108)
Since (δ1,k)
2 ≤ 1/4, in view of (4.36), we obtain e3 ≤ ℘(A1,k) ≤ e2 and e2 ≤ ℘(A2,k) ≤
e1, similarly to the inequalities (4.11) obeyed by the analogous quantities a1,2 of the
seed solution. This is expected from the band structure of the n = 1 Lame´ potential.
These constraints ensure that the Lame´ phases defined in (4.71) and (4.72) are real.
Finally, we rotate the vector Yˆ2 back to the unhatted coordinate system of the
enhanced space Y , through equation (4.14), and we obtain the following expression
for the dressed solution
Y =

(
F1Yˆ
0
2 + F2Yˆ
2
2
)
cosh (`1v + φ1(u)) + Yˆ
1
2 sinh (`1v + φ1(u))(
F1Yˆ
0
2 + F2Yˆ
2
2
)
sinh (`1v + φ1(u)) + Yˆ
1
2 cosh (`1v + φ1(u))(
F2Yˆ
0
2 + F1Yˆ
2
2
)
cos (`2v − φ2(u))− Yˆ 32 sin (`2v − φ2(u))(
F2Yˆ
0
2 + F1Yˆ
2
2
)
sin (`2v − φ2(u)) + Yˆ 32 cos (`2v − φ2(u))
 . (4.109)
After a tedious calculation one can show that u = 2nω1, where n ∈ N, does not
correspond to the AdS boundary, unlike the elliptic precursor of the dressed solution.
The boundary of the dressed minimal surface is determined by the equation
X = 0. (4.110)
In order to visualize the effect of the dressing transformation on an elliptic mini-
mal surface, we present two indicative examples in figure 1. These examples employ
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Catenoid Dressed Catenoid
Cusp Dressed Cusp
Figure 1 – Two representative dressed elliptic minimal surfaces and their seeds in global
coordinates. In the plot the radial coordinate corresponds to the tortoise coordinate r∗ =
arctan r, so that the surface r∗ = pi/2 is the AdS boundary.
a catenoid and a cusp as seed minimal surfaces. It is evident that the boundary,
which is the corresponding entangling curve, is altered in a non-trivial manner. The
effect of the dressing transformation on the minimal surfaces is similar to the one on
string solutions [35]. The deformation of the surfaces is localized in a specific region,
whereas asymptotically the dressed solution recovers the form of its seed. Intuitively,
the deformed region corresponds to the location of the solitons inserted by the dress-
ing transformation in the Pohlmeyer counterpart. It appears that the dressed elliptic
minimal surfaces have self-intersections in the aforementioned region, which are anal-
ogous to the loops that appear in dressed elliptic strings. The self-intersections imply
that these surfaces are not the globally preferred ones that correspond to the specific
boundary conditions. Nevertheless, one can restrict the world-sheet parameters in
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appropriate regions, so that the surface is still anchored at the boundary and does
not have any self-intersections, see figure 2.
Dressed Catenoid Dressed Cusp
Figure 2 – The dressed catenoid and cusp, plotted in an appropriate subset of the world-sheet
parameters of their seeds, so that they are anchored at the boundary, yet the do not possess
self-intersections.
5 Discussion
We presented the construction of the dressed static elliptic minimal surfaces in AdS4.
The auxiliary system for a general elliptic seed solution was solved, and, subsequently,
an arbitrary number of dressing transformations was applied. This led to a recursive
construction of NLSM solutions out of the initial elliptic solutions. For this, the
simplest possible dressing factor was used, namely, the one containing two poles on
the imaginary axis. We showed, that this particular type of dressing factor acts as a
boost with superluminal velocity on the seed solution.
It turned out that only an even number of dressing transformations results in
new real solutions of the NLSM in H3, that correspond to static minimal surfaces in
AdS4. The application of an odd number of dressing transformations leads to purely
imaginary solutions in H3, which correspond to real solutions of the NLSM on dS3.
The fact that the dressing method connects solutions of the Euclidean NLSM on H3
to solutions of the Euclidean NLSM on dS3 and vice versa is analogous to Ba¨cklund
transformations, which connect solutions of different differential equations.
Furthermore, we obtained a recursive relation between the surface element on
the seed minimal surface and the one on the dressed minimal surface, which emerges
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after a double dressing transformation. Unfortunately, we could not do more than
that in the direction of computing the area of the dressed minimal surface. Since we
were not able to determine the boundary region of the minimal surface, we do not
know the domain of integration of the surface element. These difficulties originate
from the inherent complexity of the static elliptic minimal surfaces, which are ex-
pressed in terms of Weierstrass elliptic functions. Clearly, in view of the AdS/CFT
correspondence, it would be interesting to overcome the aforementioned difficulties
and to compute the area of the dressed minimal surfaces and how this is altered by
the dressing.
Naively, it seems that the existence of self-intersections is an inherent characteris-
tic of the dressed elliptic minimal surfaces. The strong sub-additivity of holographic
entanglement entropy suggests that these minimal surfaces do not correspond to the
globally minimal ones. However, by restricting the world-sheet parameters in ap-
propriate regions, this problem can be resolved. Therefore, the presented minimal
surfaces can find applications in the context of holographic entanglement entropy.
The alteration of the entangling curve by the dressing transformation is compli-
cated. It would be interesting to investigate whether one could perform a dressing
transformation that leaves the boundary region intact. In such a case the dressing
transformation could probe directly the stability of the seed minimal surface in the
same fashion as it does for elliptic string solutions [36].
A possible future extension of this work is to find the Pohlmeyer counterpart of
the dressed solution and relate it to the Pohlmeyer counterpart of the seed solution.
The NLSM on H3 can be mapped via Pohlmeyer reduction to the cosh-Gordon equa-
tion. A parallel construction of the elliptic solutions on both sides of this mapping
was presented in [23]. The establishment of an analogous correspondence for the
dressed minimal surfaces presents a certain interest. According to a similar analysis
that was performed for the NLSM on S2 in [33], it is expected that the Pohlmeyer
counterpart of the dressed solution will be connected through a finite number of
Ba¨cklund transformations with the Pohlmeyer counterpart of the seed solution. The
cosh-Gordon equation lacks a vacuum, and, thus, the simplest solutions to be used
as seed for the application of Ba¨cklund transformations, are the elliptic ones. Conse-
quently, the Pohlmeyer counterparts of the dressed solutions should be some of the
simplest kink-like solutions of the cosh-Gordon equation.
An alternative approach for the construction of dressed minimal surfaces is the
application of a single dressing transformation with the simplest dressing factor on
imaginary seeds corresponding to elliptic solutions of the Euclidean NLSM defined
on dS3. For this purpose, the latter should be first constructed via methods similar
to those in [23].
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A The Equations of Motion and the Virasoro Constraints
In order to verify that the dressed minimal surface Yk, which is given by (2.62),
satisfies the Virasoro constraints, we use the auxiliary system (2.54). Projecting it
in the direction of the vector pk yields
∂±Wk =
1
1± iµk (∂±gk−1) g
−1
k−1Wk. (A.1)
Taking into account the mapping (2.60), after some algebra we obtain
∂±Wk =
2
1± iµkJ
[(
W Tk ∂±Yk−1
)
Yk−1 −
(
W Tk Yk−1
)
∂±Yk−1
]
. (A.2)
In addition, since Y Tk−1JYk−1 = −1, we obtain
∂±
(
W Tk Yk−1
)
= −1∓ iµk
1± iµkW
T
k ∂±Yk−1. (A.3)
Putting everything together, the derivatives of Yk assume the form
∂±Yk = i
[
±i∂±Yk−1 + 1∓ iµk
µk
W Tk ∂±Yk−1
W Tk Yk−1
Yk−1 +
(1∓ iµk)2
2µk
W Tk ∂±Yk−1
(W Tk Yk−1)
2JWk
]
.
(A.4)
Then, it is a matter of algebra to show that
(∂±Yk)
T J (∂±Yk) = (∂±Yk−1)
T J (∂±Yk−1) , (A.5)
thus, the solution Yk satisfies the Virasoro constraints, as long as its seed Yk−1 does
so.
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Similarly, one can show that the surface element transforms as
(∂+Yk)
T J (∂−Yk) = − (∂+Yk−1)T J (∂−Yk−1) + 2
(
W Tk ∂+Yk−1
) (
W Tk ∂−Yk−1
)
(W Tk Yk−1)
2 . (A.6)
Taking into account (A.3), we obtain
(∂+Yk)
T J (∂−Yk) = − (∂+Yk−1)T J (∂−Yk−1) + 2
∂+
(
W Tk Yk−1
)
∂−
(
W Tk Yk−1
)
(W Tk Yk−1)
2 . (A.7)
Using (A.2) and (A.3) it is easy to show that
∂+∂−
(
W Tk Yk−1
)
=
(
W Tk Yk−1
)
(∂+Yk−1)
T J (∂−Yk−1) . (A.8)
In order to show that the equations of motion of Yk are satisfied, we substitute
(A.4) into (A.3), so that the latter assumes the form
∂±Yk = ∓
(
∂±Yk−1 −
∂±
(
W Tk Yk−1
)
W Tk Yk−1
Yk−1
)
− ∂±
(
W Tk Yk−1
)
W Tk Yk−1
Yk. (A.9)
Then, with the aid of (A.8) it is a matter of algebra to show that
∂+∂−Yk +
[
(∂+Yk−1)
T J (∂−Yk−1)− 2
∂+
(
W Tk Yk−1
)
∂−
(
W Tk Yk−1
)
(W Tk Yk−1)
2
]
Yk
= −∂+∂−Yk−1 +
[
(∂+Yk−1)
T J (∂−Yk−1)
]
Yk−1, (A.10)
which in view of (A.7), proves that the vector Yk satisfies the equations of motion,
as long as the vector Yk−1 does so.
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