Quantitative structure-property relationship (QSPR) modeling of the auto-ignition temperature was performed using ensemble multiple linear regression analysis and substructural molecular fragments method implemented in ISIDA software. In this paper, molecular fragments were used as molecular descriptors and we chose the length of sequences respectively from two to eight and twelve. Afterwards, the model was developed between the auto-ignition temperature and molecular descriptors and evaluated by the internal and external validations. Meanwhile, a new metric 
Introduction
The Auto-ignition temperature (AIT), which is also referred to as autogenous ignition temperature, spontaneous ignition temperature, and self-ignition temperature, is one of the most important safety specifications used to characterize the hazard potential of a chemical substance. In terms of the safety theory research and the production safety of enterprise, the study on AIT is of great importance. At present, the measurement of AIT of compounds has knowledge of the authors, QSPR is one of the most widely used theoretical methods for predicting AIT [1] [2] [3] [4] [5] . Quantitative Structure Property Relationship (QSPR) models are obtained by analyzing and calculating the correlation between the property and a variety of structural information and physicochemical parameters [6] . John Tetteh et al. [5] applied two types of feed forward neural modeling networks, radial basis function (RBF) and back propagation function(BPF), to predict AIT of 233 compounds (a training set of 85 compounds and the validation set of 148 compounds). Albahri et al. [1] used artificial neural network to investigate several structural group contribution for predicting pure components AIT. Recently, the substructural molecular fragments (SMF) method has been widely performed to predict many properties [7] [8] [9] . Solov'ev V.P. et al. [7] applied the SMF method to model the relationships between the structure of organic molecules and their thermodynamic parameters of complexationor extraction. In 2003, they assessed anti-HIV activity for large data sets for three families of compounds:1-[2-hydroxyethoxymethyl]-6-(phenylthio)-thymine (HEPT) derivatives, tetrahydroimidazobenzodiazepinone (TIBO) derivatives, and cyclic urea (CU) derivatives by using the SMF method. What's more, their group obtained very satisfactory results. So far, no one uses the SMF method to build the quantitative relationship between AIT and molecular structures. Thus in this paper, we describe QSPR modeling of AIT using SMF method implemented in the ISIDA (In Silico design and Data Analysis) software.
Materials and methodology

Data set
The initial dataset is composed of 265 compounds which are taken from The Chemical Database, which is one of the most reliable databases at present. In order to obtain and validate a QSPR model, the dataset was randomly divided into two subsets, training set consisting of 212 compounds and test set consisting of 53 compounds. The 2D sketcher EdChemS and the Structure Data File (SDF) manager EDiSDF were used to prepare the 2D structures of the compounds expressed with explicit hydrogen atoms. Distributions of AIT are given in Fig. 1 . The values of AIT vary in the range of 171-680 . 
Descriptors
The subgraphs of the molecular graph in Substructural Molecular Fragments (SMF) method are used as descriptors [10] . It uses two types of topological descriptors (fragments) (Fig. 2) : atom/bond sequences, and "augmented atoms" (atoms with their nearest neighbors). Three sub-types of molecular fragments of AB, A and B are defined for each class. For the fragments I, they represent sequences of atoms and bonds (AB), of atoms only (A), or of bonds only (B). Shortest or all paths from one atom to the other are used. For each type of sequences, the minimal (n min ) and maximal (n max ) number of constituted atoms must be defined. Thus, for the partitioning I (AB, n min -n max ), I(A, n min -n max ) and I(B, n min -n max ), the program generates "intermediate" sequences involving n atoms (n min n n max ). In the current version of ISIDA, n min 2 and n max 15. An "augmented atom" represents a selected atom with its environment including either neighboring atoms or bonds (AB), or atoms only (A) (taking into account atom hybridization, additional Hy type), or bonds only (B). The key problem of any QSPR study is related to selection of pertinent descriptors to model. In ISIDA software, screening descriptors mainly follows three steps, namely filtering stage, forward stepwise pre-selection stage and backward stepwise selection stage. In the first stage, the program eliminates variables which have small correlation coefficient with the property, and those highly correlated with other variables, which were already selected for the model. In the second stage, the suite of forward and backward stepwise algorithms has been used for variable preselection in ISIDA studies by the Variable Selection Suite (VSS) program. The final selection is performed to use backward stepwise variable selection procedure based on the t statistic criterion.
QSPR models
The ISIDA program realizes the SMF method for QSPR and QSAR modeling. The SMF method is based on the splitting of a molecular graph into fragments, and on the calculations of their contributions to a given property. When a compound is split into constitutive fragments, the fragments contributions to AIT or to any other physical or chemical property are calculated using the linear fitting equation.
where, Y is the modelling property (Y=ATI), a i is the fragment contributions, N i is the number of fragments of i type, has been used. Thus, for the test set, the property as an arithmetic mean of values is obtained by those models. Those leading to outlying values were excluded according to Grubbs's statistics. To our knowledge, such an ensemble model can improve the quality of property predictions due to smoothing inaccuracies of individual models.
Model validation
The regulatory use of QSPRs requires validation to ensure that they have acceptable predictive power. So internal validation (Q 2 loo ) and external validation (Q 2 ext ) should be applied for evaluating the model in this paper. The internal validation for the model is necessary for robustness and possible high predictive power. In this research, we have applied the leave-one-out (LOO) for the internal validation, which is calculated according to the formula [11] . However, recent studies of Tropsha et al. [12] have systematically indicated that the 2 loo Q is a necessary, but not sufficient measure of a model's true predictive power. Roy [13] and Pinheiro [14] et al. pointed out that the real predictive capability of each model developed on the training set is verified on an external validation set. The predictive ability of a model on external validation set can be expressed by the following equation(3) [11] . The other useful parameters named squared correlation coefficient (R 2 ) and root mean-squared error (RMSE) were also employed to evaluate the performance of developed models, which are important indicators for linear correlation between predicted and experimental data. They characterize an ability of the model to reproduce quantitatively the experimental data. R 2 is an indicator that measures the linear correlation degree between one variable and another. RMSE indicates dispersion degree of the random error, which summarizes the overall error of the model.
In addition to the classic validation, the Roy group proposed a novel metric 2 m r as an additional validation parameter, which is based on the correlations between the observed and predicted values with and without intercept for the least squares regression lines. The mentioned equations are as follows. r should preferably be lower than 0.2. Model AD is an active area of modern QSAR research. In this study, the applicability domain (AD) of models was defined by the software. In the software, two AD approaches have been simultaneously used: bounding box, considering AD as a multidimension descriptor space confined by minimal and maximal values of counts of SMF descriptors, and fragment control rejecting test compounds fragments non-occurring in the initial SMF descriptors pool. That is to say that: (1) it does not predict if fragment count outside the min/max values of the model; (2) it does not predict if compound includes fragments outside the model.
Results and discussion
Based on the length of sequences from 2 to 15, the models are respectively established in this study. After that, the developed models are analyzed by the leave-one-out (LOO) method. The Q Afterwards, the applicability domain (AD) of this model is deeply analyzed. At the training stage, TRAIL excluded 24compounds containing unique fragments (occurs only in one compound), thus reducing the training set to 188 compounds. Among 53 compounds of the test set, 14 compounds found outside of the model's applicability domain and, therefore, have not been predicted. The following statistical parameters of predictions have been obtained for the remaining 188 compounds for the training set and 39 compounds for the test set.
From Table 1 , we can see that an ensemble model has improved the quality of property predictions due to smoothing inaccuracies of individual models which are based on the length of sequences from 2 to 8 and from 2 to 12. The performance parameters of the ensemble model are better than the individual model. Hence, this research is only in-depth discussion about the ensemble model. For the ensemble model, a reasonable performance of prediction of AIT has been achieved: the squared determination coefficient is high. The Fig. 4 shows that the predicted values are in good agreement with experimental values, which manifests the linear relation between AIT and the molecular structure. Compared with the predicted result of the training and test set, the squared determination coefficient (R 2 ) is very high and the prediction error is quite low. In addition, r is lower than 0.2. All of analysis demonstrates that the developed model has not only stronger prediction ability, but also better generalization performance than the previous one. In order to further analyze this model, the prediction error is calculated for the whole sample set. The formula of the relative error is expressed by the equation (7). 
In terms of the relative error, the mean relative error is 6.456% and the maximum relative error is 33.82%. The relative errors of 180 compounds are smaller than 10%, whose number accounts for almost 80% of the whole samples. As shown in Fig. 5 , the relative errors of compounds are mainly concentrated in the range of from 0 to 5, which reveals that this model has strong predictive ability for the most compounds.
Although prediction effect of the developed model in this study is satisfying, the outlier still exists, such as N-nbutyldiethanolamine, dibutylamine, and so on. The outlier is screened based on the standard that the absolute error is more than twice the standard error, and the screened outliers are listed in Table 2 .The outliers severely influence the prediction performance of the models. If abnormal values are screened, the performance of the models is greatly improved. For the training and test set, the squared correlation coefficient is 0.9413 and 0.9043, the corresponding Q 
Modeling of AIT: SMF method vs other QSPR techniques
As we known, the various models had been built based on different dataset and different methods, and each model possesses its own advantages and disadvantages. So it is suggested that not only the prediction results but also more other important characteristics of models should be taken into account and analyzed. Therefore, detailed comparison between the present model and previous ones are presented as follows.
Chen Xi-jin et al. [2] modeled the AIT using a dataset of 52 compounds only including alkanes. They used atomtype electrotopological state indices as molecular structure descriptors, and applied trial-and-error method to determine the optimal parameters. They built Multiple Linear Regression (MLR) model and Artificial Neural Network (ANN) model, and ANN model is superior to MLR model. Compared with the work of Chen Xi-jin et al., this model has some advantages. (1) Only atom-type electrotopological state indices were used as molecular structure descriptors in their model. Although this kind of descriptors can combine together both electronic and topological characteristics of the analyzed molecules, they fail to fully characterize the molecules. In this study, the Dragon 2.1 program is used to calculate the molecular descriptors, which is a sophisticated program for the calculation of molecular descriptors. A wide variety of descriptors have been calculated for each compound in the dataset, such as topological descriptors, geometrical descriptors, electrostatic descriptors and quantum chemical descriptors and so on. ( 2) The experimental data have been derived from different database, and the data of the same compound are not the same provided by different researchers. The error of the experimental data will directly influence the reliability of the QSPR model. In this paper, the data are all from The Chemical Database, which can provide a large number of experimental values for organic compounds. As the work of Yong et al. [3] , a general comparison is presented. Pan Yong applied Multiple Linear Regression (MLR), BP neural network (BPNN) and Support Vector Machine (SVM) to build models for 90 hydrocarbon compounds. Both internal and external validations were performed to validate the performance of the resulting models. The results showed that the prediction results of SVM were in good agreement with the experimental values, and were the most satisfactory among the three methods. SVM has some advantages of converging to the global optimum but not to the a local optimum. However, the models of Pan Yong still have some disadvantages. Regarding the diversity of compounds, Pan only uses the 90 hydrocarbon compounds as the sample set, and the set is too small to indicate the quantitative relationship between the auto-ignition temperature (AIT) and molecular structures. The number of the compounds in this paper is almost three times as much as the one of the compounds in Pan's work. Regarding operational complexity, SVM needs programming in MATLAB software, choosing the appropriate kernel function and determining the parameters of the kernel function. The above process is very complicated, while this operation is simple and easy to apply. The whole process is accomplished only by ISIDA software.
Conclusions
In the present work, an accurate QSPR model has been developed for predicting the AIT values of a diverse of organic compounds by using SMF method. Internal validation, external validation and a new 2 m r metric were performed to validate the performance of the built model. What's more, the application domain was also analyzed by the ISIDA software. The results showed that the satisfactory model was obtained, and the prediction errors were comparatively small and within the accepted error range. Thus, it can be concluded that the proposed method would be expected to predict AIT for new organic compounds or for other organic compounds for which experimental values are unknown.
