Abstract. We consider a class of countably generated Hilbert modules in which the generators are multipliers of the module, and prove a version of the Kasparov Stabilisation Theorem for these modules. We then extend recent work of Frank and Larson on frames in Hilbert modules.
The Kasparov Stabilisation Theorem says that every countably generated Hilbert module over a C * -algebra A is isomorphic to a direct summand of l 2 (A) = A A ⊗ l 2 C . In applications, one often has to assume that the C * -algebra A is σ-unital, otherwise modules such as A A and l 2 (A) A and their submodules are not countably generated. Here we propose a more general notion of countably generated module in which the generators can be multipliers of the module, and prove a version of Kasparov's theorem for these modules. With our definition, A A and l 2 (A) are countably generated for any A, and hence applications of our theorem should not require hypotheses on A.
We became interested in these ideas while studying recent work of Frank and Larson on frames in Hilbert modules, which are, loosely speaking, sequences for which one has a Parseval Identity and a reconstruction formula (see [5, 6] ). The Kasparov Stabilisation Theorem is used in [5] to prove that every countably generated Hilbert module over a unital C * -algebra admits frames; with our version of Kasparov's theorem, we can see that every countably generated Hilbert module admits a frame of multipliers. We can then extend many of Frank and Larson's results to frames of multipliers in countably generated modules over arbitrary C * -algebras. Multipliers of Hilbert modules have been used implicitly for many years (in [1] , for example), and multiplier bimodules of imprimitivity bimodules were explicitly studied in [4] . We review their properties in §1. In §2, we prove our version of Kasparov's theorem, following the argument of Mingo and Phillips ( [9] , see also [8, 10] ); the properties of multipliers considered in §1 turn out to be exactly what is needed to make their proof work. We discuss frames in §3. We consider only the standard normalised frames which generalise orthonormal bases, and prove the reconstruction formula for such frames (Theorem 3.4); again, with appropriate interpretation to accommodate multipliers, we can adapt arguments from [5] . The main tool is the frame transform (Theorem 3.5), which shows how a frame for a Hilbert module H A gives an embedding of H A as a submodule of l 2 (A). We close by briefly discussing other implications of our theorem, which include a new version of the Brown-Green-Rieffel Theorem for non-σ-unital C * -algebras.
Conventions.
We use the theory of Hilbert modules as discussed in [8] and [10] , and in particular we use right modules throughout. If H and K are Hilbert modules over the same C * -algebra A, we denote by L(H A , K A ) or L(H, K) the Banach space of adjointable operators from H to K. We denote by Θ k,h the rank-one operator g → k · h, g A , and by K(H A , K A ) the closed span of these operators in L(H A , K A ). We write l 2 (A) for the Hilbert A-module of sequences (a n ) in A such that a * n a n converges in A, with inner product given by (a n ), (b n ) A := a * n b n ; this module is discussed in [10, §2.1] , for example.
Multiplier modules
To motivate the next definition, recall that we can identify the multiplier algebra M (A) with the algebra L(A A ) of adjointable operators on the trivial module A A . For those used to the double-centraliser definition of M (A), the identification takes m ∈ M (A) to the left centraliser L m : a → ma; the existence of the adjoint is equivalent to the existence of the right centraliser. Now for a Hilbert A-module H,
Remark 1.1. It is crucial in defining M (H) that we know which algebra A is the coefficient algebra: given H A , we can view H as a Hilbert module over any C * -subalgebra of M (A) containing the range of the inner product, but the multiplier bimodule will change. For example, 
is complete in the operator norm, and the lemma says that this agrees with the norm induced by the inner product. Thus
The calculation
is an M (A)-module homomorphism, it suffices to show that it is an A-module homomorphism. But then for h ∈ H and a, b ∈ A we have
Another routine calculation shows that ι H respects the inner products; this implies that ι H is isometric and hence has closed range. Proof. Strictly speaking, these statements involve the map ι H . For example, the first statement says
Just as we usually identify
, as required. Similar arguments give the second statement.
The Kasparov Stabilisation Theorem
; then e i is adjointable with adjoint e * i : (a n ) → a i , and
in the sense that the infinite sum converges in l 2 (A) to h; in particular, because we know from Proposition 1.4 that e i , h M(A) ∈ A, this implies that the {e i } generate l 2 (A). Suppose h = (a n ). By Proposition 1.4, we have
which converges to 0 as n → ∞ because h = (a n ) ∈ l 2 (A).
Theorem 2.3 (The Kasparov Stabilisation Theorem). Suppose that H is a Hilbert A-module which is countably generated in M (H). Then l 2 (A) is isomorphic as a Hilbert
Following the argument in [10, §5.5], we let {m i } ⊆ M (H) be a generating sequence for H, normalised so that m i = 1 for each i. Let {x i } ⊆ M (H) be a sequence obtained by listing the generators m i in such a way that each appears infinitely often. Let {e i } be the generating set for l 2 (A) described in Example 2.2. We identify H and l 2 (A) with their images in H ⊕ l 2 (A). The next claim in [10] is that (2.1)
There is a potential problem here, since Θ xn,en , for example, is defined to be an operator from M (l 2 (A)) to M (H). However, the multiplier-like properties described in Proposition 1. 
so Θ m,n is an adjoint for Θ n,m . The estimate for Θ n,m is easy.
Proof of Theorem 2.3. We now set
which converges to 0 as m, n → ∞. So the series
) is now an adjointable operator rather than a compact one.
Since
But there are infinitely many n ∈ N with x n = x m , so (2.3) holds for infinitely many n ∈ N. Since 2 
Frames in Hilbert modules
Definition 3.1. Let A be a C * -algebra and H a Hilbert A-module. A sequence 
this series converges in A because h = (a n ) belongs to l 2 (A), and the limit is h, h A by definition of the inner product on l 2 (A).
Every orthonormal basis for a Hilbert space is a standard normalised frame; a main point of frame theory is that there are many more, including the image of any orthonormal basis under an orthogonal projection. Hilbert modules, on the other hand, do not usually have orthonormal bases. So it is quite remarkable that they always admit frames:
Corollary 3.3. If A is a C * -algebra and H is a Hilbert A-module which is countably generated in M (H), then H has a standard normalised frame.
Before the proof, we make some general comments. Suppose M is a closed submodule of a Hilbert module H. We say that M is a complemented submodule of H if the map Σ M : (m, n) → m + n is a Hilbert module isomorphism of M ⊕ M ⊥ onto H. If so, there is an orthogonal projection P : H → M characterised by the property that for h ∈ H, P h is the unique element of M such that h − P h is in M ⊥ . Just as for Hilbert spaces, and by essentially the same proof, the orthogonal projections onto complemented submodules can be characterised as the adjointable operators P ∈ L(H) satisfying P 2 = P = P * . If {e i } is a standard normalised frame in the usual sense, then {P (e i )} is a standard normalised frame in P H. Here we note that P • e i belongs to M (P H) = L(A A , P H) for each i, and {P • e i } is then a standard normalised frame for P H in M (P H).
Proof of Corollary 3.3. Theorem 2.3 says there is an isomorphism
T of H onto a complemented submodule M of l 2 (A). Let P : l 2 (A) → M be the orthogonal projection of l 2 (A) onto M. Then {T −1 • P • e i } is a standard normalised frame for H in M (H).
Theorem 3.4 (The reconstruction formula). Let H be a Hilbert A-module which is countably generated in M (H). Suppose {h i } is a sequence in M (H). A sequence {h i } in M (H) is a standard normalised frame for H in M (H) if and only if for each h ∈ H we have
in the sense that this sum converges in norm to h.
Suppose first that {h i } ⊆ M (H) satisfies the reconstruction formula (3.2). Then
so that {h i } is a standard normalised frame for H.
For the converse, we use the following theorem which is of interest in its own right.
Theorem 3.5 (The frame transform). Let H be a Hilbert A-module which is countably generated in M (H), and let {h i } be a standard normalised frame for
The frame transform preserves the inner product, and is adjointable with adjoint θ * :
Proof. Notice that each h i , h M(A) belongs to
A because h i is a multiplier, and the sequence θ(h) belongs to l 2 (A) because {h i } is a standard normalised frame; the frame identity (3.1) and the usual polarisation identity show that θ preserves the inner product. As a first step in constructing θ * , we claim that there is a well-defined bounded linear map S :
which implies that m = n and that
To see that S is bounded, let x = n i=1 e i · a i . Then, because θ preserves the inner product and hence the norm, we deduce from (3.3) that
Now, because span{e i · a} is dense in l 2 (A), there is a unique extension of S to a bounded linear map T :
A) by continuity of T , and letting n → ∞ in (3.3) shows that T is an adjoint for θ.
To finish the proof of Theorem 3.4, let {h i } ⊆ M (H) be a standard normalised frame for H, and let θ : H → l 2 (A) be the frame transform. Since θ preserves the inner product, we have θ
which converges to zero by (2.2). This gives the reconstruction formula (3.2). . In Blackadar's short proof of this theorem [2] , the σ-unital hypothesis is only used to ensure that every A-B imprimitivity bimodule module X is countably generated over both A and B (this follows from [10, Proposition 5.50] because K(X B ) ∼ = A and K( A X) ∼ = B) and that l 2 (B) is countably generated, so that he can apply the Kasparov Stabilisation Theorem. By following Blackadar's proof and using Theorem 2.3 in place of Kasparov's theorem, we can deduce that two C * -algebras A and B are stably isomorphic if and only if there is an A-B imprimitivity bimodule X which is countably generated in M (X) both as an A-module and as a B-module. (We can see by considering a non-separable Hilbert space that the hypothesis has to be imposed on both sides.) This version of the Brown-Green-Rieffel Theorem makes it clear that the countability hypotheses are intrinsic to the equivalence relations under consideration rather than the underlying C * -algebras.
K-theory.
Kasparov originally proved his stabilisation theorem as a tool for the construction of KK-theory, and it is often assumed in KK-theory that the C * -algebras are σ-unital. At this stage, it does not seem likely that our version will allow all these hypotheses to be removed: they are also being used, for example, in the proof of Kasparov's Technical Theorem [7, Theorem 2.2.1].
4.3. Finitely generated modules. By saying that a Hilbert A-module H is finitely generated, one usually means that there are elements {h i : 1 ≤ i ≤ n} such that H = { n i=1 h i · a i : a i ∈ A} -in other words, no closure is taken. We can now say that H is finitely generated in M (H) if we can find h i ∈ M (H) which do the same thing; the property M (H) · A ⊂ H ensures that the finite sums are in H. With this definition, A A is always singly generated by 1 M(A) , and A n is n-generated; this gives further evidence that we have hit on the right notion of generator.
If a Hilbert A-module H is finitely generated in M (H), we can follow the arguments of Frank and Larson to see that H is a complemented submodule of some A n (see [5, Theorem 5.9] ).
