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Abstract
We compute the limits of higher-order Besov norms and derive the sharp constants for certain
forms of the Sobolev embedding theorem. Our results extend to higher-order spaces the recent
work by Brézis–Bourgain–Mironescu and Maz’ya–Shaposhnikova. The interpolation methods we
develop are of interest on their own and could have applications to related inequalities.
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1. Introduction
Motivated by their work on nonlinear PDEs, Bourgain–Brézis–Mironescu obtained
interesting new results on the structure of Sobolev spaces (cf. [3–5], and the references
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therein). In particular, these authors obtained quantitative information on the equivalence
of different Besov norms. In [5] one ﬁnds a new integral condition that implies that
a given function is a constant (cf. [5]): Let  ⊂ Rn be an open connected set, let
p ∈ [1,∞) then
(∫

∫

|f (x)− f (y)|p
|x − y|n+p dx dy
)1/p
<∞⇒ f is a constant. (1.1)
The integral condition that appears in (1.1) is formally the limit of Besov quasi-norms,
indeed if we let
‖f ‖Ws,po () =
(∫

∫

|f (x)− f (y)|p
|x − y|n+sp dx dy
)1/p
, (1.2)
then
lim
s→1 ‖f ‖Ws,p0 () =
(∫

∫

|f (x)− f (y)|p
|x − y|n+p dx dy
)1/p
.
On the other hand, Bourgain–Brézis–Mironescu observed in [4] that
lim
s→1
(
(1− s)
∫
Rn
∫
Rn
|f (x)− f (y)|p
|x − y|n+sp dx dy
)1/p
= c1‖∇f ‖Lp(Rn),
f ∈ C∞0 (Rn). (1.3)
The corresponding result when s → 0 was achieved by Maz’ya–Shaposhnikova
(cf. [11,12]), who showed that if p ∈ [1,∞) then
lim
s→0
(
s
∫
Rn
∫
Rn
|f (x)− f (y)|p
|x − y|n+sp dx dy
)1/p
= c2‖f ‖Lp(Rn), f ∈ C∞0 (Rn). (1.4)
The limits (1.4) and (1.3) quantify the rate of blow up of the Besov (or frac-
tional Sobolev) quasi-norms (1.2) at the left and right end points of the Besov scale
{Ws,p0 }0<s<1. Bourgain–Brézis–Mironescu [3] also proved the following sharp form of
the Sobolev embedding theorem: Let Q be a cube in Rn and suppose that p ∈ [1,∞),
s ∈ [1/2, 1) and sp < n, then
∣∣∣∣
∣∣∣∣f −−
∫
Q
f
∣∣∣∣
∣∣∣∣
Lpn/(n−sp)(Q)
 c((1− s)(n− sp)1−p)1/p ||f ||Ws,p(Q) . (1.5)
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Maz’ya–Shaposhnikova [11] extended this result as follows: Suppose that p ∈ [1,∞),
s ∈ (0, 1) and sp < n, then
‖f ‖Lpn/(n−sp)(Rn) c
(
s(1− s)(n− sp)1−p
)1/p ‖f ‖Ws,p0 (Rn). (1.6)
The proof of (1.5) given in [3] is complicated and based on harmonic analysis while
the proof of (1.6) in [11] is simpler and based on a sharp form of Hardy’s inequality.
Still a different approach to (1.6) was given later in [10].
It is natural to ask if these results can be extended to other scales of Sobolev spaces.
In this paper, we shall consider higher-order Besov spaces. It turns out to be fruitful
to formulate these questions in the general context of interpolation theory. In fact, it
was shown in [13] that (1.4) and (1.3) are simple consequences of the continuity of
real interpolation scales and, moreover, that (1.1) is a consequence of the fact that
interpolation spaces in the Lions–Peetre scale are trivial when  = 1 and q <∞.
The main purpose of this note is to derive analogs of (1.4), (1.3) and (1.6) for
higher-order Besov spaces. While it is easy to adapt the analysis of [13] to derive
versions of (1.4) and (1.3) 2 for higher-order Besov spaces (cf. Section 2), our method
of proof of the higher-order version of (1.6) is new. We observed that, in view of (1.4),
(1.3) and the sharp constants of the Sobolev embedding theorem (cf. [16]), one can
view (1.6) as an interpolation inequality; our proof then consists of showing that we
can interpolate keeping the constants of interpolation under control (cf. Section 4). We
control the constants via sharp forms of the reiteration theorem for real interpolation
scales. In the context of the spaces, we deal with in this paper (Lp,q spaces or Besov
spaces) the reiteration results that we need admit a direct simple proof. However, in
Appendix B we prove general forms of sharp reiteration for real interpolation scales
since we believe they could be useful to treat-related inequalities.
In the context of higher-order Besov spaces it is also of interest to consider the
limiting behavior of several different quasi-norms (cf. [7]). In Section 3 of this paper
we approach results of the type (1.4) and (1.3) using a streamlined extended version
of results in [10,13].
2. Limits of higher-order Besov norms
The purpose of this section is to prove higher-order versions of (1.4) and (1.3). All
the spaces we work with are based on Rn.
For a vector v = (v1, v2, . . . , vn) of non-negative integers, let
|v| = v1 + v2 + · · · + vn
2 In this connection it is important to note that, away from the critical index p = 1, the extension of
(1.4) and (1.3) to higher-order Besov spaces is routine.
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be the length of v. Furthermore, let
Dvf (x) = 
|v|
f (x)
x11 · · · xnn
, x = (x1, x2, . . . , xn) ∈ Rn.
Deﬁne the (homogeneous) Sobolev spaces Wkp, 1p < ∞, as the completion of
C∞0 (R
n) in the norm 3
‖f ‖Wkp =
∑
||=k
‖Df ‖p.
The (homogeneous) Besov spaces Bskp,q , 1p < ∞, 0 < q∞, 0 < s < 1, k ∈ N, are
then deﬁned by real interpolation
Bskp,q := (Lp,Wkp)s,q . (2.1)
It will be convenient to recall brieﬂy the construction of real interpolation spaces. Given
a pair 4 of quasi-Banach spaces X = (X0, X1), the K-functional for X is deﬁned for
t > 0, f ∈ X0 +X1, by
K(t, f ; X) = inf
f=f0+f1
{‖f0‖X0 + t‖f1‖X1}.
For 0 < s < 1, 0 < q∞, the real interpolation space Xs,q = (X0, X1)s,q , consist of
all f ∈ X0 +X1 such that
‖f ‖ Xs,q =
(∫ ∞
0
(t−sK(t, f ; X))q dt
t
)1/q
<∞.
It is well known (cf. [1, p. 341]) that
K(tk, f ;Lp,Wkp) ≈ kp(t, f ) := sup|h| t ‖
k
hf ‖p, p ∈ [1,∞], (2.2)
where kh denotes the kth difference operator deﬁned recursively by
hf (x) = 1hf (x) = f (x + h)− f (x), kh = 1hk−1h .
3 From now on we shall write ||.||p rather than ||.||Lp .
4 This means that both X0 and X1 are continuously embedded in some common quasi-Banach space.
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Therefore, from (2.2) and (2.1), we see that
‖f ‖Bskp,q ≈
(∫ ∞
0
(
t−sk sup
|h| t
‖khf ‖p
)q
dt
t
)1/q
. (2.3)
We also have (cf. [10,13,14], see Appendix A for the case k > 1)
K(tk, f ;Lp,Wkp) ≈
{
t−n
∫
|h| t
‖khf ‖pp dh
}1/p
. (2.4)
Therefore
‖f ‖Bskp,q ≈
(∫ ∞
0
t−skq{t−n
∫
|h| t
‖khf ‖pp dh}q/p
dt
t
)1/q
. (2.5)
In particular, when k = 1, p = q, (2.5) combined with Fubini gives a norm equivalent
to the one used in [3,4,10,13], namely
‖f ‖Bsp,p ≈
(∫
Rn
∫
Rn
|f (x)− f (y)|p
|x − y|n+sp dx dy
)1/p
with constants of equivalence independent of s.
The Lorentz Lp,q spaces will play an important role in our development, they are
deﬁned by the quasi-norms
‖f ‖Lp,q =
{∫ ∞
0
[t1/pf ∗(t)]q dt
t
}1/q
, 1 < p <∞, 0 < q∞.
It is well known that for rq we have (cf. [15, p. 192])
(
q
p
)1/q
‖f ‖Lp,q 
(
r
p
)1/r
‖f ‖Lp,r . (2.6)
We recall the following result from [13].
Theorem 1. Let X = (X0, X1) be an interpolation pair such that: (i) for all f ∈ X0,
limt→∞K(t, f ; X) exists and (ii) for all f ∈ X1, limt→0 K(t,f ; X)t exists. Then
(i)
lim
→0
(
(1− )q)1/q ||f || X,q = limt→∞K(t, f ; X) f or f ∈ X0 ∩X1.
(ii)
lim
→1
(
(1− )q)1/q ||f || X,q = limt→0 K(t, f ;
X)
t
f or f ∈ X0 ∩X1.
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The previous discussion readily yields the following
Theorem 2. Let k ∈ N, s ∈ (0, 1), and p, q ∈ [1,∞). Then
(i)
lim
s→0(s(1− s))
1/q‖f ‖Bskp,q ≈ ‖f ‖Lp , f ∈ C∞0 (Rn).
(ii)
lim
s→1(s(1− s))
1/q‖f ‖Bskp,q ≈ ‖f ‖Wkp , f ∈ C∞0 (Rn).
Remark 1. It is perhaps worth mentioning that the spaces on the right-hand side of
(i) and (ii) above do not depend on the second parameter q.
Proof. We just need to verify the validity of conditions (i) and (ii) of Theorem 1. We
omit the details since in the next section we shall prove a more general result, with
equality rather than equivalence. 
3. Equivalent higher-order Besov norms
A slight defect of Theorem 2 is that the limits are obtained up to equivalence. More-
over, when dealing with higher-order Besov norms we have several different alternative
deﬁnitions. We are thus led to state and prove a version of Theorem 1 that avoids the
use of the K-functional.
Let 0 < q <∞, s ∈ (0, 1). For a positive function g let
‖g‖s,q =
(
[s(1− s)q]
∫ ∞
0
[t−sg(t)]q dt
t
)1/q
with the usual conventions if q = ∞. The following elementary lemma, which gives
the asymptotic behavior of these norms, extends Theorem 1.
Lemma 1. Suppose that g is such that for some 0 < s0 < 1 we have ‖g‖s0,q <∞.
(i) If L := limt→∞ g(t) exists, then
lim
s→0 ‖g‖s,q = limt→∞ g(t), 0 < q <∞. (3.1)
(ii) If the limit limt→0 g(t)t exists, then
lim
s→1 ‖g‖s,q = limt→0
g(t)
t
, 0 < q <∞. (3.2)
Under additional monotonicity conditions we can also handle the case q = ∞. Namely,
(i′) If the limit L := limt→∞ g(t) exists and g is non-increasing, then
lim
s→0 ‖g‖s,∞ = limt→∞ g(t). (3.3)
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(ii′) If the limit limt→0 g(t)t exists and g(t)t is non-decreasing, then
lim
s→1 ‖g‖s,∞ = limt→0
g(t)
t
. (3.4)
Remark 2. Note that (i′) and (ii′) cannot be true without some additional conditions
on g. For example, if g(t) = min{t, 1/t} then ‖g‖s,∞ = 1 but limt→∞ g(t) = 0.
Proof. We consider in detail the limit s → 0, the analysis of the limit s → 1 is
analogous and will be left to the reader.
(3.1). Given ε > 0 we can ﬁnd  > 0 such that |g(t)− L| < ε for all t > . Write
‖g‖qs,q = I + II, where
I = s(1− s)q
∫ 
0
[t−sg(t)]q dt
t
,
I I = s(1− s)q
∫ ∞

[t−sg(t)]q dt
t
.
Then
I = s(1− s)q−sq
∫ 
0
[( t

)−sg(t)]q dt
t
s(1− s)q(s0−s)q
∫ ∞
0
[t−s0g(t)]q dt
t
.
Thus
lim
s→0 I = 0.
On the other hand, from
(L− ε)q(1− s)−sqII(L+ ε)q(1− s)−sq ,
we get
(L− ε)q lim inf
s→0 II lim sups→0
II(L+ ε)q .
(3.3). First, since t−sg(t)‖g‖s,∞, it follows that L lim infs→0 ‖g‖s,∞. Con-
versely notice that g(t)L and g(t)cts0 . Hence for any ε > 0, we have
‖g‖s,∞cεs0−s + ε−sL.
Therefore
lim sup
s→0
‖g‖s,∞cεs0 + L.
The lemma is proved. 
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Besides the Besov norm given in (2.3) let us also consider the following Besov
(quasi-)norms for 0 < s < 1, k = 1, 2, . . . , 1p <∞, 0 < q∞:
‖f ‖(1)p,q,s,k =
∑
||=k
(∫
Rn
|h|−n−skq‖hf ‖qp dh
)1/q
, (3.5)
‖f ‖(1a)p,q,s,k =
∑
||=k
(∫ ∞
0
t−1−skq sup
|h| t
‖hf ‖qp dt
)1/q
, (3.6)
‖f ‖(2)p,q,s,k =
(∫
Rn
|h|−n−skq‖khf ‖qp dh
)1/q
, (3.7)
‖f ‖(2a)p,q,s,k =
(∫ ∞
0
t−1−skq sup
|h| t
‖khf ‖qp dt
)1/q
, (3.8)
‖f ‖(3)p,q,s,k =
(∫ ∞
0
h−1−skq‖ki (h)f ‖qp dh
)1/q
, (3.9)
‖f ‖(3a)p,q,s,k =
(∫ ∞
0
t−1−skq sup
|h| t
‖ki (h)f ‖qp dt
)1/q
, (3.10)
where
1i (h)f (x) = f (x1, . . . , xi + h, . . . , xn)− f (x),ki (h) = 1i (h)k−1i (h).
Although these Besov norms are equivalent, the norm equivalence is not necessarily
uniform with respect to s. Moreover, note that
‖f ‖(2a)p,q,s,k ≈ ‖f ‖Bskp,q .
We can take limits of these norms using Lemma 1. For example, let 1p < ∞, 0 <
q <∞, 0 < s < 1, let f ∈ C∞0 (Rn) and consider ‖.‖(1)p,q,s,k. To apply Lemma 1 let
h = 11 (h1) . . .nn (hn), h = (h1, . . . , hn),  = (1, . . . ,n)
and
g(t) =

∑
||=k
∫
||=1
‖
t1/kf ‖qp d/k


1/q
.
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Then
‖g‖s,q = [s(1− s)q]1/q‖f ‖(1)p,q,s,k. (3.11)
It is easy to see that
∑
||=k
∫
||=1
‖
t1/kf ‖qp d/k = tq(1+ o(1))
∑
||=k
c‖Df ‖qp, (3.12)
where
c =
∫
||=1
||q d/k. (3.13)
Therefore by Lemma 1 we obtain
lim
s→1[s(1− s)q]
1/q‖f ‖(1)p,q,s,k =

∑
||=k
c‖Df ‖qp


1/q
, 0 < q <∞, (3.14)
where the c are given by (3.13). Analogously,
lim
s→0[s(1− s)q]
1/q‖f ‖(1)p,q,s,k = C1‖f ‖p, (3.15)
where C1 = (k−1|Sn−1|∑||=k 1)1/q .
Likewise if f ∈ C∞0 (Rn), then
lim
s→1[s(1− s)q]
1/q‖f ‖(1a)p,q,s,k =

∑
||=k
c‖Df ‖qp


1/q
, 0 < q <∞,
c = k−1 sup
|h|1
|h|q . (3.16)
lim
s→0[s(1− s)q]
1/q‖f ‖(1a)p,q,s,k =

∑
||=k
sup
h∈Rn
‖hf ‖qp


1/q
, 0 < q <∞. (3.17)
Analogous results are valid for the other Besov norms listed above. Note that for
the norms ‖f ‖(2)p,q,s,k and ‖f ‖(2a)p,q,s,k , k > 1, the corresponding results as s → 1 are
complicated by the special nature of the differences kh, and involve the directional
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derivatives of f. Then we have that for f ∈ C∞0 (Rn),
lim
s→1[s(1− s)q]
1/q‖f ‖(2)p,q,s,k =
(
k−1
∫
||=1
∥∥∥kf
k
∥∥∥q
p
d
)1/q
, 0 < q <∞.
lim
s→1[s(1− s)q]
1/q‖f ‖(2a)p,q,s,k = k−1/q sup||1
∥∥∥kf
k
∥∥∥
p
, 0 < q <∞.
In particular, for k = 1, if we let s → 1 we recover the result of [3]: If f ∈ C∞0 (Rn)
then
lim
s→1[s(1− s)q]
1/q‖f ‖(2)p,q,s,1 =
(∫
||=1
|〈, e〉|q d
)1/q
‖∇f ‖p, 0 < q <∞,
where e is an arbitrary unit vector. In a similar fashion, when s → 0, we obtain the
corresponding result of [11].
4. Uniform embedding estimates for higher-order Besov norms
In this section we extend (1.6) to higher-order Besov norms. Let k1, 1p <∞,
0 < s < 1, and suppose that skp < n. Recall the well-known Sobolev embedding:
Bskp,q ⊂ Lrs,q , where 1/rs = 1/p − sk/n. (4.1)
Our goal is to give a sharp estimate of the blow-up constant of this embedding as
a function of s. The blow-ups occur when sk → n/p, s → 0 or s → 1. The tools
we use in our analysis are Talenti’s sharp form of the Sobolev embedding theorem
(cf. [16, Theorem 4.A]) and a sharp reiteration theorem.
Talenti’s result states that if k1, 1 < p < n
k
, 1/r1 = 1/p − k/n, q1, we have
(cf. [16] formula (4.6) for k = 1 and iterating 5 for k > 1)
WkLp,q ⊂ r−11 Lr1,q . (4.2)
Similarly for p = 1 < n we have (cf. [16] formula (4.5) for the case k = 1)
Wk1 ⊂ r−11 Lr1,1, n > k, 1/r1 = 1− k/n. (4.3)
5 Note that p < n
k
< n
k−1 < .. < n, so that the constants from the kth step of the iteration, namely
1
rk
= 1p − kn , are bounded in the range of p for the (k+1)th iteration step and therefore can be discarded.
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The following sharp reiteration theorem, whose proof is provided in Appendix B,
plays an important role in this section.
Theorem 3. Let (A0, A1) be a quasi-Banach pair. Let ,	 ∈ (0, 1), p, q > 0. Then,
the norm inequalities underlying the following containments hold uniformly with respect
to the parameters ,	:
1/q−1/p[(1− )−1/p + (1− 	)−b](A0, A1)	,q
⊂ (A0, (A0, A1),p)	,q
⊂ 1/q(1− 	)−a(A0, A1)	,q , (4.4)
where
a := min{1/p, 1/q}, b := max{1/p, 1/q}. (4.5)
We shall analyze the constants of the embedding (4.1) in terms of the parameter s.
We consider three cases: (i) s → 1, (then kpn); (ii) sk → n/p, (then only the case
kp > n is left); (iii) s → 0.
Case s → 1, kp < n.
Theorem 4. Let k1, s → 1, 1p <∞, kp < n and q > 0. Then
Bskp,q ⊂ (1− s)−aLrs,q , 1/rs = 1/p − sk/n, (4.6)
where a = min{1/p, 1/q}. In particular,
Bskp,p ⊂ (1− s)−1/pLrs . (4.7)
Proof. Interpolating the embeddings
Wkp =WkLp,p ⊂ r1(k)−1Lr1(k),p and Lp ⊂ Lp,
where r1 = r1(k) := 1/p − k/n, we ﬁnd
Bksp,q ⊂ (Lp, r−11 Lr1,p)s,q .
To characterize the interpolation space on the right-hand side we use the reiteration
Theorem 3 (cf. Appendix B) to get
(Lp, r−11 L
r1,p)s,q = r−s1 (Lp, (Lp, L∞)kp/n,p)s,q
⊂ r−s1 (1− s)−a(Lp, L∞)skp/n,q .
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Now, using the formula for the K functional for the pair (Lp, L∞) (cf. [2, p. 109]),
Minkowski’s inequality and integration by parts, we see that
	−bLr,q ⊂ (Lp, L∞)	,q ⊂ 	−aLr,q , q > 0, 1/r = (1− 	)/p, (4.8)
where a, b are given by (4.5).
Combining these results (4.6) follows. 
Case s → 1, kp = n, k2 and p > 1.
Theorem 5. Let k2, s → 1, kp = n, p > 1, 1/rs = 1/p − ks/n and q > 0. Then
Bskp,q ⊂ (1− s)−a+1Lrs,q , a = min{1/p, 1/q}. (4.9)
In particular,
Bskp,p ⊂ (1− s)−2/p+1Lrs . (4.10)
Proof. Let k2. Then
Bskp,q ⊂ (Wk−1p ,Wkp)	,q , 1− 	 = (1− s)k. (4.11)
Indeed, using the embedding
(Lp,Wkp),1 ⊂Wk−1p ,  = 1− 1/k,
we get (4.11) by the reiteration Theorem 3
Bskp,q ⊂ ((Lp,Wkp),1,Wkp)	,q ⊂ (Wk−1p ,Wkp)	,q , 1− 	 = (1− s)k.
Further, since p < n we can apply Theorem 4 and get the embedding
B	p,q ⊂ (1− 	)−aLr	,q , 1/r	 = 1/p − 	/n. (4.12)
Hence (4.11) and (4.12) imply
Bskp,q ⊂ (1− s)−aWk−1Lr	,q ,
which together with Talenti’s embedding (4.2) give (4.9). 
Case s → 1, p = 1, k = n.
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Theorem 6. Let s → 1, 1/rs = 1− s, k = n. Then
Bsn1,q ⊂ Lrs,q . (4.13)
In particular,
Bsn1,1 ⊂ [s(1− s)]−1Lrs . (4.14)
Proof. We interpolate between the trivial limiting embedding 6
Wn1 ⊂ L∞
and L1 ⊂ L1. It follows that for q > 0,
Bns1,q = (L1,Wn1 )s,q ⊂ (L1, L∞)s,q ⊂ Lrs,q . 
Case sk → n/p, kp > n.
Theorem 7. Let k1, sk → n/p, kp > n, 1/rs = 1/p − ks/n and q > 0. Then
Bskp,q ⊂ r−cs Lrs ,q , c = max{1, 1/q}. (4.15)
In particular,
Bskp,p ⊂ r1/p−1s Lrs . (4.16)
Proof. We interpolate between the limiting embedding (cf. [6, p. 45])
Bn/pp,1 ⊂ L∞
and the trivial embedding Lp ⊂ Lp. We have to characterize the interpolation space
(Lp,Bn/pp,1 )	,q = (Lp, (Lp,Wkp)n/kp,1)	,q .
Using (4.4), we get
(Lp,Bn/pp,1 )	,q = (Lp, (Lp,Wkp)n/kp,1)	,q
⊃ (1− 	)−c(Lp,Wkp)	n/kp,q
= (1− 	)−cB	n/pp,q .
6Which follows from the fundamental theorem of Calculus: f (x) = ∫ xn−∞ . . . . ∫ x1−∞ nf (y)xn....x1 dy.
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Letting sk = 	n/p, we get (4.15), taking into account (4.8). 
Case s → 0.
Theorem 8. Let k1, s → 0, 1p <∞, sk < n/p, q > 0. Then
Bskp,P ⊂ s−aLrs,q , 1/rs = 1/p − sk/n, a = min{1/p, 1/q}. (4.17)
In particular,
Bskp ⊂ s−1/pLrs . (4.18)
Proof. We repeat the proof of Theorem 7 and use (4.8). 
Appendix A
To see (2.4) for k > 1, it will be convenient to set

q(t, f ) =
{
t−n
∫
|h| t
‖khf ‖qp dh
}1/q
.
See also the right-hand side of (2.4). Then by deﬁnition, 
∞(t, f ) = kp(t, f ), and by
Hölder’s inequality

q(t, f )
( ∫
||1
d
)1/q−1/r

r (t, f ), q < r.
Hence, it sufﬁces to prove that there is a positive constant ck,q (depending on k and
q) such that

∞(t, f )ck,q
q(t, f ), 0 < q < 1.
To this end, we apply Lp norms to the following identity (cf. [8]):
khf (x) =
k∑
i=1
(−1)iCki [ki(−h)/kf (x + ih)− kh+i(−h)/kf (x)]
to get
‖khf ‖p
k∑
i=1
Cki [‖ki(−h)/kf ‖p + ‖kh+i(−h)/kf ‖p].
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Moreover, since
‖khf ‖pck‖kh/2f ‖p
for some constant ck , we can replace ‖ki(−h)/kf ‖p by ‖ki(−h)/(2k)f ‖p.
Let |h| t and || t . Since 0 < q < 1 we can successively take the power q under
the sum, integrate over the ball || t and then change variables, noticing that
|i(− h)/2k| t, |h+ i(− h)/k| t.
Thus
‖khf ‖pck,q
q(t, f ), 0 < q < 1, |h| t,
Thus (2.4) is proved.
Appendix B. Uniform reiteration formulae
In this section we prove the reiteration Theorem 3.
Proof. Step 1: Using the standart Holmstedt’s argument we show the following uniform
estimates for the K-functional (see also [9, Lemma 2.3]):
c1/pt
{∫ ∞
t1/
[u−K(u, f ;A0, A1)]p du
u
}1/p
K(t, f ;A0, (A0, A1),p)
ct
{∫ ∞
t1/
[u−K(u, f ;A0, A1)]p du
u
}1/p
+[(1− )]−1/pK(t1/, f ;A0, A1), (4.19)
where K(u, f ) := K(u, f ;A0, A1). Indeed if f = f0 + f1, then
I := t
{∫ ∞
t1/
[u−K(u, f )]p du
u
}1/p
(p)−1/p‖f0‖A0 + t‖f1‖(A0,A1),p
and the left-hand side of (4.19) follows. For the reverse inequality, choose a representa-
tion f = f0 + f1 such that K(t1/, f ) ≈ ‖f0‖A0 + t1/‖f1‖A1 , then K(s, f0)‖f0‖A0
cK(t1/, f ) and K(s, f1)cst−1/K(t1/, f ). It follows that
ct‖f1‖(A0,A1),pct
{∫ t1/
0
u(1−)p du
u
}1/p
t−1/K(t1/, f )
+ct
{∫ ∞
t1/
u−p[Kp(u, f )+Kp(t1/, f )] du
u
}1/p
,
whence the right-hand side of (4.19) follows readily.
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Step 2: Proof of (4.4) assuming that qp. By (4.19) We have
II :=
∫ ∞
0
t−	qKq(t, f ;A0, (A0, A1),p)dt
t
c
∫ ∞
0
t−	qI q dt
t
+c[(1− )]−q/p
∫ ∞
0
t−	qKq(t1/, f )dt
t
and the left-hand side of (4.4) follows by Minkowski’s inequality. For the reverse
estimate, we have
IIcq/p
∫ ∞
0
t−	qI q dt
t
= c1+q/p
∫ ∞
0
t(1−	)qhq/p dt
t
,
where h(t) := ∫∞
t
u−pKp(u, f )du
u
. Integrating by parts and using
h′(t) = −t−p−1Kp(t, f ), h(t) t
−pKp(t, f )

,
we ﬁnd
IIc(1− 	)−1
∫ ∞
0
t−	qKq(t, f )dt
t
,
concluding proof of (4.4) when qp.
Step 3: Proof of (4.4) if q < p. Starting with
∫ ∞
0
t−	qI q dt
t
=
∫ ∞
0
t (1−	)q
(∫ ∞
t1/
u−pKp(u, f )du
u
)q/p
dt
t
and integrating by parts, we get
∫ ∞
0
t−	qI q dt
t
c1−q/p(1− 	)−1
∫ ∞
0
t−	qKq(t, f )dt
t
.
Combining the last inequality with (4.19) gives the left-hand side of (4.4). Finally,
using Minkowski’s inequality, we get
∫ ∞
0
t−	qI q dt
t
c1−q/p(1− 	)−q/p
∫ ∞
0
t−	qKq(t, f )dt
t
,
and the result follows. 
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