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R E S U M O
Neste trabalho apresentamos um estudo das classes de funções ultradiferenciáveis dos 
tipos Roumieu e Beurling definidas sobre variedades compactas e suas respectivas classes 
de ultradistribuicoes. Como aplicacão, e analisada a hipoeliticidade global de operadores 
fortemente invariantes em variedades.
P a lav ras-ch av e : Funcoes ultradiferenciaveis e ultradistribuicães, classes de Roumieu e 
Beurling, hipoeliticidade global, operadores invariantes, variedades fechadas.
A B S T R A C T
In this work we present the study of classes of ultradifferentiable functions of Roumieu 
and Beurling types defined on compact manifolds and its respectives ultradistributions 
classes. As an application, we analyze the global hipoellipticity of strongly invariant 
operators on manifolds.
K eyw ords: Ultradifferentiable functions and ultradistributions, Roumieu and Beurling 
classes, global hypoellipticity, invariant operators, closed manifolds.
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IN T R O D U Ç Ã O
Neste trabalho apresentamos um estudo das classes de funcães ultradiferenciaveis dos tipo 
Roumieu e Beurling definidas sobre variedades compactas e suas respectivas classes de ultradistribuiçoes, 
conforme a caracterizaçao apresentada por A. Dasgupta e M. Ruzhansky em [3]. Como aplicacao deste 
estudo apresentamos uma analise sobre a hipoeliticidade global de operadores fortemente invariantes em 
variedades, estendendo entao alguns resultados obtidos por A. Kirilov e W. A. A. de Moraes em [10].
Para apresentar uma visao geral dos estudos realizados, considere X  uma variedade fechada, 
isto e, suave, compacta e sem bordo. Seja E  um operador pseudodiferencial elítico, positivo, de ordem 
v G N. Fixada uma sequencia M  =  { M k}keNo, satisfazendo certas condicães (conforme Secao 2.1), 
define-se por r m  (X ) o espaco das funçães $ G C TO(X ) para as quais existem constantes h > 0 e C > 0 
satisfazendo
\\Ek$\ \l2(x) < C hvkM v t , Vk G No. (1)
Observamos que a caracterizacao de r ^  (X ) nos dá a vantagem de não precisarmos nos referir
as coordenadas locais para introduzir tais classes. Isto permite apresentar definicoes analogas para 
funcães analíticas e Gevrey, mesmo se a variedade X  for apenas suave. Por exemplo, tomando M k =  k!, 
obtemos a classe r { kp (X ) das funçães suaves $  tais que
\\Ek$\\L2(x) < C hvk(vk)!, Vk G No. (2)
No caso em que X  e E  são analíticos, ao tomarmos M k =  (k!)s, ve-se que r{ (ki)S}(X ) coincide
com o espaco das funcães Gevrey em X , para s > 1, e analíticas quando s =  1.
Veremos ainda que (1) nos permite estudar diversas propriedades destes espacos em termos 
da análise de Fourier gerada pelo operador elítico, isto e, analisando-se os coeficientes de Fourier das 
expansães em series determinadas pelas autofuncoes de E. Por outro lado, ao considerarmos um re­
ferencial de campos vetoriais suaves d\ , . . . ,dN em X , prova-se no Teorema 2.1 que $ G r ^ ( X ) se, e 
somente se, existem h > 0 e C > 0 tais que
\\da$\ \L-(x)  < C h 1 a 1 M\a | ,
sendo da =  d a  • • • dK , com j r G {1,..., N }, para cada r = 1 , . . . ,  K , e |a | =  a\  +  ••• +  a K , recuperando 
assim a caracterizacao classica de espacos presentes na literatura como, por exemplo, nos trabalhos de
H. Komatsu [11, 12, 13].
Após uma detalhada caracterizacao dos espacos acima, apresentamos resultados obtidos acerca 
da hipoeliticidade global para uma classe de operadores em X . Para introduzir uma descriçcãao desta 
nossa contribuicão, citamos duas referencias:
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(i) o artigo Remarks on global hypoellipticity [7] de S. J Greenfield e N. R. Wallach, no qual é inves­
tigada a hipoeliticidade global de operadores definidos em variedades e invariantes com respeito a 
um operador elítico:
(ii) o artigo Global hypoellipticity for strongly invariant operators [10] de A. Kirilov e W. A. A. de 
Moraes, onde os autores estudaram a hipoeliticidade global de operadores definidos em variedades 
e fortemente invariantes com respeito a um operador elítico.
Em ambas as referencias, tem-se como objetivo estudar a hipoeliticidade, no sentido C TO, de 
operadores lineares que comutam com um operador elítico E  fixado. Um operador linear P  que satisfaz 
tais condicoes pode ser estudado atraves da expressao
TO
P f ( x )  = ^  ( o p (£)/(£), efix)^  ,
í=\
sendo o p (£) G c deXde os símbolos matriciais de P , f(£) os coeficientes de Fourier de f  e e^(x) =  
^ e j ( x ) , e d (x)j G Cde, com { e f }  uma base de autofunçoes para o autoespaco H  do operador elítico 
E .
Tendo como inspiracão estes dois trabalhos, considerando um operador linear P  que comuta 
com E  e satisfaz certas condicoes, analisamos a validade da implicacao
u g D ( X ) e P u  g Tm  (X ) = ^  u g Tm (X )
atraves de um estudo do comportamento dos símbolos matriciais o P (£) G CdeXde.
Este trabalho está organizado da seguinte forma:
No Capítulo 1, sao estabelecidos conceitos, notacoes e resultados fundamentais para o desen­
volvimento do trabalho, dando enfase a Secão 1.4 onde e apresentada a analise de Fourier em que toda 
a teoria se baseia. Em particular, destacam-se a decomposição dos espacos L2 (X ) em funçao dos auto- 
espacos de um operador elítico e tambem a construção dos coeficientes de Fourier, conforme a Definicão 
1.9.
No Capítulo 2 sao apresentadas as classes de funcoes ultradiferenciaveis T m (X ) e T(m )(X ). 
A princípio, são fixadas condicoes sobre a sequencia M  =  { M k}keN0 e estudadas diversas propriedades 
da funcao
r vk
M (r) =  suplog ——, > 0 .
k£N M vk
Por fim, apresentamos o Teorema 2.2, no qual os elementos de T m (X ) são caracterizados atraves de 
estimativas sobre seus coeficientes de Fourier. Um resultado analogo ao Teorema 2.2 para a classe 
r (m )(X ) e dado no Teorema 2.4.
No terceiro capítulo, serào estudados os espacos de ultradistribuicoes. Primeiramente, sao 
construídos os a-duais, conforme Definicoes 3.1 e 3.6. A pís este passo, sao entao fixadas as classes das
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ultradistribuicoes TM (X ) e r'(M)(X ). Nos Teoremas 3.3 e 3.4, as distribuicoes sao entao caracterizadas 
em virtude da analise de seus coeficientes de Fourier.
Finalmente, no Capítulo 4, fazemos o estudo da hipoeliticidade global de operadores forte­
mente invariantes (veja Definicao 4.1). Os Teoremas 4.1 e 4.3 exibem condicoes necessarias e suficientes 
para a hipoeliticidade em termos do comportamento dos símbolos matriciais de tais operadores.
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Capítulo 1
P R E L IM IN A R E S
Neste capítulo fixamos algumas notaçoes, conceitos e resultados utilizados no desenvolvimento 
do trabalho.
1.1 F orm ulas b inom iais e m ulti-ín d ices
Denotamos por N o conjunto dos números naturais e por N0 os inteiros nao negativos, isto e,
No := N U {0}. Qualquer n-upla a  := ( a i , ..., a n ) G NQ serí denominada multi-indice. O comprimento
do multi-índice a , denotado por |a |, e o numero
|a | := a i  +  ••• +  an.
Dado x  =  (x 1, . . . ,xn ) G Rn , definimos, para qualquer a  =  ( a 1, ..., a n ) G NQ, o n ím ero real x a pondo
Xa :=  • • • x °n
Em Rn define-se o operador j -esima derivada parcial dXj , j  =  1, ...,n. Quando não houver 
dívidas sobre a variavel utilizada, escrevemos dj := d x . Para cada j  =  1,.. .,n,  temos Dj  =  —idj , com 
i =  %/ —1. Dado a  =  ( a 1, ..., a n) G NQ, define-se
da := 3 ^ da  •••d** e D a := D a D ^  •••D ^ .
As notacoes acima ainda podem ser vistas como da =  dxX  d a  e
D a =  D a  ••• D** =  (—id i)ai • • • (—idn)an =  (—i) 'a ld 1 • • • d**) =  (—i)\a\3a .
Se a  =  ( a 1, . . . , a n) e 3  =  (3 1 , . . . ,3n ) são multi-índices, dizemos que a é menor do que ou 
igual a 3  se, e somente se, as todas as componentes de a  são menores do que ou iguais as componentes 
correspondentes de (3, isto e,
a  3  3  a.j 3  3 j , Vj  =  1, ..., n.
O fatorial de a  =  ( a 1, ..., a n ) G NQ e definido por
a! := a i! ••• a n !.
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Também podemos estender o conceito de número binomial para multi-índices:
“ A  í  (a—py.pi , se a  ^  P
P )  y 0 , se a < P
com a — P := (a i — P i , ..., a n — Pn).
Dados — € N e x i, . . . ,xn € R temos a formula de Newton generalizada
— !
(xi +-------+ Xn)N =  V  —! Xa , (1.1)a !lal =N
tambem conhecida por Teorema multinomial. Tomando Xj =  1, para todo j  =  1, ...,n, obtem-se de (1.1) 
a identidade
n N =  E  NT. (1 -2 )
| a | =N
Por fim, considerando a expansao de Taylor da funçao exponencial
k! :k=0
segue imediatamente que
t k p  k !et , yt  € R, yk  € N0.
1.2 V ariedades suaves e espaços de funções sobre variedades
Ao longo deste trabalho, a menos de mençao contrária, vamos considerar X  uma variedade 
C fechada (compacta e sem bordo) de dimensão n  equipada com um elemento de volume fixo dx. 
Seguindo a teoria desenvolvida na Secao 5.2 de [17], relembramos que um atlas suave sobre X  e uma
família H  =  {(Ua, t a )}a ^A, sendo Ua Ç X  um aberto e t a : Ua ^  í la e um homeomorfismo sobre o
subconjunto aberto í la Ç Rn, para cada a € A, tal que:
1. Para quaisquer Ua ,Up com Ua n  Up =  0, as aplicaçães de transicão
Tp ◦  T -  : Ta(Ua n  Up) ^  Tp(Ua n  Up)
sao difeomorfismos suaves entre abertos de Rn .
2. A família {Ua }aeA e uma cobertura de X , isto e,
Ua =  X.
aeA
O par (U, t ) € H  e chamado de carta de coordenada local suave em X .
Na sequencia sao listados alguns espaços que serào frequentemente utilizados neste trabalho.
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• C TO(X ) e o espaço das funções definidas na variedade X  que sao infinitamente diferenciaveis. 
Frequentemente nos referimos a C TO( X ) simplesmente como o espaço das funções suaves sobre X .
• Denotamos por D ' ( X ) o espaco das distribuiçães em X . E possível m ostrar que D ' ( X ) pode ser 
identificado com o dual topolígico de C TO( X ), sob certas condições (veja a Secao 6.3 de [9] para 
mais detalhes).
• L2 (X ) e o espaco das funcoes f : X  ^  C que sao mensuráveis e satisfazem
/  \ f (x)\2dx < TO.
J x
Em particular, recordamos que L 2(X ) e um espaco de Hilbert quando munido do produto interno
{ f ,g)h 2 := í  f  (x)g(x)dx, f , g  G L2(X ). 
x
• L TO( X ) e o espaco das funçães f : X  ^  C que são mensuráveis e satisfazem
llf IL~(X) < TO,
sendo l l f ||l~ (x ) := esssupKex \ f (x)\.
D efin ição  1.1. Seja U Ç X  um subconjunto aberto e f : U ^  C. Definimos o s u p o r te  de  f  por 
suppf := {x G U ; f  (x) =  0}. Quando suppf for compacto, dizemos que f  te m  s u p o r te  com pacto . 
Denotamos o conjunto de todas as funçães suaves com suporte compacto em U por Cq°(U).
P ro p o s ição  1.1. Seja (X , F , g )  um espaco de medida tal que g ( X ) < to . Então L TO( X ) Ç L2 (X ) e
l l f IIl 2(x ) < l f IIl~(x)M(X )i .
Demonstração. Veja referencia [6], Proposiçao 6.12. q
1.3 O peradores p seu dod iferen cia is em  variedades
Nesta seçcaão fixaremos algumas notaçcoães e resultados referentes a teoria dos operadores pseudo- 
diferenciais em variedades. Para tanto, fazemos um breve resumo sobre operadores diferenciais em R". 
Novamente, nãao apresentamos as demonstracçoães dos resultados aqui exibidos, sendo que estes podem 
ser encontrados na Seçao 5.2 de [17].
D efin ição  1.2 (A Classe de Símbolos 5 m(R" x R ")). Dizemos que uma funcão suave o  definida sobre 
R" x R" pertence ao espaço S m(R" x R") se satisfaz a estimativa
\dídao(x,õ,)\ < (1 +  | £ i r - H
para quaisquer a, /3 G N" e quaisquer x  G R" e £ G R", sendo A a^  uma constante que pode depender 
de a  e (3, mas não depende de x  e £. Neste caso, dizemos que o  e um sím bolo  d e  o rd e m  m  G R.
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D efin ição  1.3. Dado um símbolo a G Sm(Rn x Rn), definimos o o p e ra d o r  p seu d o -d ife ren c ia l com 
símbolo a, denotado Ta , pondo
Ta f  (x) := /  e2ni^ a ( x , O m d t ,  x  G Rn , f  G Co°(Rn ), (1.3)
com /(£ ) =  JRQ e- ‘2ni,'yT> f  (y)dy denotando a transformada de Fourier de f . A classe dos operadores da 
forma (1.3) com símbolos em S m (Rn x Rn ) e denotada por ^ m(Rn x Rn). Ainda podemos nos referir 
ao operador Ta como o p e ra d o r  p seu d o d ife ren c ia l d e  o rd e m  m  e ^ m(Rn x Rn) como a c lasse dos 
o p e ra d o re s  p seu d o d ife ren c ia is  d e  o rd e m  m.
Por definição, a classe de símbolos Sm(Rn x Rn) e localmente invariante por mudanças de 
variaveis suaves, isto e, se tomarmos uma mudança local da variavel x  num símbolo pertencente a classe 
S m (Rn x R), este ainda pertencerí a mesma classe Sm(Rn x R n ). Na Seçao 2.5.2 de [17] sao encontrados 
mais detalhes sobre este fato.
D efin ição  1.4. Um símbolo a G S m(Rn x Rn) e elático se existem constantes C > 0 e n 0 > 0 tais que
|a(x, £)| ^  C |£|m, sempre que |£| ^  n 0, 
para todo x  G Rn . Dizemos que o operador pseudodiferencial Ta e e lítico  se seu símbolo a  for elítico.
D efin icao  1.5. Sejam A : C 0 ( X ) ^  C 0 ( X ) um operador linear e $ , r̂  G C 0 ( X ). Definimos o 
operador $ A ^ : C 0  ( X ) ^  C 0 ( X ) pondo
(^A^ )u (x )  := ^ ( x ) A ( ^  • u)(x), x  G X , u  G C 0 ( X ).
D efin icão  1.6. Se (U, p) e uma carta em X , então para um operador A : C 0 (U) ^  C 0 (U) definimos
A v : C 0 (p(U )) ^  C 0 (p(U)) pondo
A v u := A(u o p) o p - 1 , u G C 0 (p(U)).
D efin icão  1.7. Dizemos que um operador linear A : C 0 ( X ) ^  C 0 ( X ) e um o p e ra d o r p seu d o d i- 
fe ren c ia l d e  o rd e m  m  G R em X  se, para toda carta (U, p) em X  e para quaisquer $ , r̂  G C 0 ( U ), 
o operador (4>A'^)V e um operador pseudodiferencial de ordem m  em Rn . Como a classe de operadores 
pseudodiferenciais de ordem m  em Rn e difeo-invariante, segue que a classe correspondente em X  e bem 
definida. Denotamos a classe dos operadores pseudodiferenciais de ordem m  em X  por ^ m(X ).
Ainda no contexto da Definicão 1.7, note que, se u G C 0 (p(U )), então
( ^ A ^ ) v u =  ($A^) (u  o p) o p - 1 .
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Portanto, se x  G y>(U) e, denotando x  := <p 1(x) G U , temos
($A^>)v u(x)  =  ((^A ^)(u  o y>) o >̂-1 ) (x)
=  (^ A ^ ) (u o p )(p -1(x))
=  ($A ^) (u  o y>)(x)
=  4>(x)A(^ • (u o p))(x).
D efin içao  1.8. Um operador A  G ^ m ( X ) e e lítico  se ( ^ A ^ ) v for elítico em R", para toda carta 
(U, y>) e para quaisquer $ , r̂  G Cjj°(U). Denotamos a classe dos operadores pseudodiferenciais elíticos 
de ordem m  G R sobre X  por ^ m (X ).
Note que, dados Ta G ^ m(X ) e Tt G ^ p( X ), entao Ta o Tt G ^ m+p( X ). Em particular, se Ta 
for elítico, isto e, Ta G ^ m (X ), existe Tp G ^ -m (X ) tal que
Ta o Tp =  I  +  R  e Tp o Ta =  I  +  S,
sendo R  e S  termos regularizantes tais que R , S  G p |m£R ^ m(X ).
Dizemos que Tp e uma parametriz de Ta . Em particular, segue que
Ta o Tp, Tp o Ta G * 0(X ).
1.4 A n álise  de Fourier gerada por operadores e líticos
Seja X  uma variedade fechada de dimensao n  equipada com um elemento de volume dx. 
Considere um operador pseudodiferencial E  elítico e positivo definido de ordem v G N, isto e, E  G 
^ + e(X ). Nestas condiçoes, mostra-se que os autovalores de E  formam uma sequencia de ním eros reais, 
digamos {Aj}j£N, a qual podemos reordenar de modo que
0 < Ai < A2 < ------> + to .
Para cada Aj , denota-se o autoespaco correspondente por H j  := ker(E — A j I ) Ç L2(X ), o 
qual consiste de funcoes suaves devido a eliticidade de E. Denotamos ainda
H 0 := ker E .
A0 := 0.
• dj := dim H j , para todo j  G N0 .
Como E  e elitico, E  e Fredholm, logo d0 < to. Ainda sobre os autovalores de E  e as dimensães 
dos autoespacos H j , temos o seguinte resultado:
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P ro p o s ição  1.2. Sejam X  uma variedade fechada de dimensão n  e E  € T + e(X ), com v € N. Então 
existe uma constante C  > 0 tal que
dj p  C (1 +  \ j ) V, y j  g N. (1.4)
00
n




Y ^ d j (1 +  Xj)-q < 
j=i
Demonstração. Veja referencia [4], Proposição 2.3.
Para cada j  € N0, como dj =  d im H j  < to, podemos considerar uma base ortonormal {ek}k= 1 
para H j , com respeito ao produto interno (• , • )L2 , aplicando o processo de Gram-Schmidt se necessário. 
Pode ser mostrado (ver [19]) que L2(X ) decompoe-se como a soma direta hilbertiana (completamento 
da soma direta algáebrica)
OO
L 2 ( X ) =  0  H j ,
j =0
logo o conjunto B := {ekj; j  € N0 , 1 p  k p  d j } e uma base ortonormal para L2(X ). Entao, qualquer 
f  € L 2 (X ) pode ser expressa por
co dj
f  =  £  E ( í A ) L 2ek:
j =0 k=i
devido a ortonormalidade da base B.
D efin ição  1.9. Para cada j  € N0 e 1 p  k p  d j , definimos o coefic ien te  de F o u rie r de f  € L 2 ( X ), 
denotado por f ( j ,  k), pondo
f ( j , k )  := ( f , j  )L2 .
O bservação  1.1. Em particular, podemos reescrever
co dj
f  =  E £  E M .
j =0 k=i
D efin ição  1.10. Definimos, para cada j  € N0, o coefic ien te  to tã l  de  F o u rie r de f  € L 2 (X ) 
correspondente a H j , denotado por f ( j ), como sendo o vetor coluna
!  f ( j ,  1) ^
f ( j ) := € Cdj.
V f ( j , d j ) /
Para cada j  G N0, definimos a norma de Hilbert-Schmidt de f ( j )  G Cdj, a qual representamos 
Por | | / ( j ) | |Hs, como sendo a norma euclidiana ciassica de f ( j ) em Cdj, isto e,
. 1/ 2
H f m HS := ||/ ( j- ) | |c j  =  ^ ( f ( j ) , f ( j ) ) cdi =  ( E  \ f ( j , k ) \ 2
<k=1
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A formula de Plancherel, frequentemente utilizada, e dada por
00 dj
\l 2(x  ) =
j =0 k= 1  j =0
Uma consequencia imediata e a desigualdade
f  )IIhs 3  \\f | | l 2(x ), Vj G N0 .
Utilizando a formula de Plancherel e a eliticidade do operador E,  obtem-se a seguinte carac- 
terizacão para funcoes suaves em termos de seus coeficientes de Fourier e dos autovalores de E  (para 
mais detalhes, ver referencias [4, 5]):
f  G C 0 ( X ) ^  VN, 3Cn  t.q. |f ( j , 3  C n A - n , Vj 3  1, 1 3  k 3  d j .
Se alem de todas as hipíteses sobre X  e E , estes tambem forem analíticos, podemos reformular 
o resultado de Seeley [18] como
f  e analítica 3L > 0, 3C  t.q. | f ( j ,k )|  3  C exp(—LA1̂ " ), Vj ^  1, 1 3  k 3  d j . (1.6)
Nas demonstraçoes dos príximos capítulos serí bastante util a estimativa dada abaixo, cuja
demonstracao e dada na referencia [5], Lema 8.5.
L em a 1.1. Sejam X  uma variedade fechada e E  G ^ + e(X ) um operador elítico. Então
1 n~1
\\ek| |l~ (x ) 3  CA,-  , W G N. (1.7)
Sera necessario determinar os coeficientes de Fourier da açao de potencias de E  numa funcao 
de L2(X ), isto e, E m3(j,  k), j  G N0 e 1 3  k 3  dj , para 3 G L2(X ) e m  G N0, bem como relacionar os 
coeficientes de Fourier de combinacçoães lineares de duas (ou mais) funcçãoes em L 2(X ) com os coeficientes 
das mesmas. O resultado que supre essas necessidades íe dado em seguida.
L em a 1.2. Sejam 3 , 3  G L2(X ) e m  G N0 . Entao:
(i) vale a igualdade
E (j, k) =  Am3(j, k), Vj G N0, 1 3  k 3  d j ;
(ii) para quaisquer z ,w  G C, vale
(z3 + w3)(£ , j)  =  z$ ( t , j )  +  w 3 ( í , j ), V£ G N0, 1 3  j  3  de.
Demonstração. (i) Sejam m  G N0 e 3 G L2(X ). Lembrando que B =  {ek; j  G N0, 1 3  k 3  d j } e uma 
base ortonormal de L2(X ), 3  pode ser expressa por
OO di




oo d* to d*
E mt  =  £  £  $(£, r ) E mer =  £  £  t(£, r)Af
£=0r =1 £=0 r=1
Então, para cada j  G N0 e k G { 1 , ..., d j}, segue que
(to d* \J 2 J 2 t ( £ , r ) A T e re j£=0 r=1 / j7mj. ek) ' L2
to d*
J 2 J 2 t ( £ , r ) A T { e l  ,ek j
=0 r = 1
m 
j=  A f t ( j , k ) ,
sendo que a íltim a  igualdade ocorre pelo fato de que {ej, ek) L2 nao se anula somente quando £ =  j  e 
r =  k e {ekj, ek) L 2 =  ||ek I j 2(x ) =  1, pela ortonormalidade de B.
(ii) Utilizando a linearidade do produto interno {■, -)L2 , temos
( z t  + w£)(£, j )  =  {z t  +  w t , e j ) l 2
=  z{t ,e£ ) l 2 +  w{£,e£ j  
=  zf(£, j )  +  w£(£, j) ,
quaisquer que sejam t , £  G L2(X ), z,w  G C e £ G N0, j  G {1, ...,d£}.
□
Vamos precisar de algumas relaçcãoes entre normas e produto interno, as quais sãao apresentadas 
nos próximos resultados (Proposicães 1.3 e 1.4), cujas demonstracoes sao facilmente encontradas em [8] 
ou [14]. Fixado m  G N, denotamos o produto interno usual em Cm por {■, •) := {■, -)c™ .
P ro p o s ição  1.3. Para quaisquer x , y  G Cm, m  G N, vale a desigualdade de Cauchy-Schwarz
\{x,y ) \ < IIx IIhsIIyIIhs.
P ro p o s ição  1.4. Para todo x  G Cm vale
m




F U N Ç O E S  U L T R A D IF E R E N C IA V E IS  E M  V A R IE D A D E S
Neste capítulo exibimos a construcao das classes de funcoes ultradiferenciáveis conforme de­
finido na referencia [3]. A construçao e a caracterização destes espacos e dada em termos da expansao 
em autofuncoes de um operador elítico em X .
2.1 A  seq u en cia  M
Estamos interessados em sequencias de números reais postivos { M k} k^No que satisfacam: exis­
tem  constantes H  > 0 e A  ^  1 tais que
(M.0) M 0 =  M 1 =  1.
(M.1) M k+1 p  A H kM k, para todo k € N0.
(M.2) M 2k p  A H 2kM l ,  para todo k € N0.
(C.L) Mk2 p  M k-1M k+1, para todo k € N.
A condicao (M.2), chamada de estabilidade, será útil na caracterizacão de espacos funcionais. 
Note ainda que (M.1) e (M.2) sao uma versao mais fraca da condicao
M k p  A H k min M q M k „, y k  € N0
O^q^k H H
assumida por Komatsu, a qual garante estabilidade sob aplicacao de operadores ultradiferenciais. Na 
verdade, em [16] Lema 5.3, mostra-se que a condicao acima e equivalente a (M.2). A condiçao (C.L) í
chamada de convexidade logarítmica, a qual juntam ente com (M.0) nos garante que {Mk}keNo í  uma
sequencia não-decrescente.
E x em p lo  2.1. A sequencia { M k} k^No dada por M k := k! satisfaz as propriedades (M.0), (M.1), (M.2) 
e (C.L), tomando A  =  1 e H  =  2.
(M.0) M 0 =  0! =  1! =  1.
(M.1) Para todo k € N0, tem-se
(k +  1)! =  (k + 1)k! =  k +  1 p  2k = ^  (k + 1 )! p  2kk!. 
k! k!
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(M.2) Provemos por inducão em k G N0. Para k =  0 e  k =  1, a desigualdade e imediata. Suponha que
(M.2) vale para k 3  2, ou seja, nossa hipítese de inducão e (k p  3  22k. Entao
(2 (k +  1))! (2k +  2 )! (2 k +  2 )(2 k +  1)(2k)! 2 (k +  1)(2 k +  1) (2k)!
((k +  1)!)2 =  (k +  1)!(k +  1)! =  (k + 1)k!(k + 1)k! =  (k +  1)(k +  1) (k !)2
0 3  2 (2 k + 1) 2 2k =  2k + 1 22k+1 3  2 22k+1   22(k+1)
3  k +  1 =  k +  1 3   ̂ =  ,
sendo que a íltim a  desigualdade decorre de (2k +  1)/(k  +  1) 3  2, para todo k G N. Portanto, 
temos que (2 k)! 3  2 2k (k!)2.
(C.L) Para todo k G N, temos
(k — 1)!(k +  1)! (k — 1)!(k +  1)k! k +  1
(k !)2 =  k(k — 1)!k! =  k 3  1 = ^  (k -  1)!(k +  1)! 3  (k!)2
O bservaçao  2.1. Com o objetivo de nao mencionar a todo momento que a sequencia { M k} k^No 
satisfaz as propriedades (M.0), (M.1), (M.2) e (C.L), faremos o uso da notação M  := { M k} k^No para 
indicar tal fato.
Temos ainda a seguinte propriedade:
L em a 2.1. Seja { M k}keN0 uma sequência de numeros reais positivos satisfazendo a propriedade (M.1).
Então, dado k G N0, sendo A  3  1 e H  > 0 as constantes de (M.1), vale
o o 1 i( i-1)
M k+e 3  A e(He)kH ^ 2  M k, VI G N.
Demonstraçao. Fixado k G N0, procedemos por indução em £ G N. Se £ = 1 ,  utilizando a propriedade
(M.1), temos
M k+1 3  A H kM k =  A 1(H  1)kH M k.
Suponha agora que a propriedade vale para £ 3  1 (hipotese de inducao), e mostremos que a mesma vale 
para £ +  1. De fato, utilizando (M.1) e a hipítese de induçao (H.I.), temos
M k+{e+í) =  M(k+e)+i " 3 ' A H  k+íM k+ r  3  A H  ̂ A ^ H ^ H ^  M k 
=  A e+1H k H eH ek H  Mk  =  A e+1(He+1)k H e+ Mk
=  A e+1(He+1)k H  Mk =  A£+ 1 (H £+ 1 )k H  ̂  Mk
aP+UttP+U k tt (l+l)((l + l)-l) , .A £+1(H£+1)k H  2 M k ,
e segue o desejado.
□
e i(i-1) e
Decorre deste resultado que existem constantes C  := A eH  2 e h := H e tais que
Mk+e 3  C h k M k .
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O bservaçao  2.2. Poderíamos ainda obter esta estimativa aplicando a propriedade (M.1) sucessiva­
mente, isto e,
Mk+£ < A H k+£- 1Mk+£-1 < A H k+£-1A H k+£-2Mk+£-2
=  A2H 2(k+£)-1- 2M k+£-2 < ••• < A £H £(k+£)-(1+ +£)M k+£_£
=  A £(H£)kH £2- (1 + "+£)M k =  A £(H£)k H  M k,
sendo que na ultima igualdade utilizamos a identidade (1 +  ••• +  £) =  £(£+ 1).
Observaçãao 2.3. Antes de iniciarmos o estudo de classes de funçcãoes definidas em variedades, vamos 
citar trabalhos e ideias que foram desenvolvidos para funçoes definidas em R". Em [11], [12] e [13], foram 
estudadas classes de funcoes ultradiferenciíveis em R" associadas a sequencia M , mais especificamente, 
o espaco das funcães £  G C TO(R") tais que para todo subconjunto compacto K  Ç R" existem constantes 
h > 0 e C > 0 satisfazendo
TOn M ' * ’ ^  " r\a \ , a  fcsup \da£(x)\  < C h lalM lal, a  G N". (2.1)
xeK
Dado um espaco de funcães ultradiferenciaveis satisfazendo (2.1), podemos definir um espaço 
de ultradistribuiçoes como sendo seu dual topolígico. Em [12], mostra-se que sob as condicoes (M.0), 
(C.L), (M.1) e a condição adicional TO=1 HFT < to, u e uma ultradistribuição suportada em K  Ç R" 
se, e somente se, existe constantes L  e C  tais que
\u(0\  < Cexp(M(L£)), £ G R",
e, alem disso, para cada e > 0 existe uma constante Ce > 0 tal que
\Ü(Ç)\ < Ce exp(H k(Z) +  e\Z\), Z G C",
onde
u(Z) := {e-iZ x ,u(x))
e a transformada de Fourier-Laplace de u,
r k
M(r) := suplog —  e H k (Z) :=  sup Im{x, Z).
keN M k xeK
2.2 A  funçao associad a  M
A fim de introduzir os espacos alvo de nosso trabalho, considere um operador elítico E  G (X )
e uma sequencia M  := { M k}keNo (sequencia de ním eros reais positivos { M k} keNo satisfazendo (M.0), 
(M.1). (M.2) e (C.L).
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D efin içao  2.1. Fixada uma sequencia M  := {Mk}keNo, define-se a funçao  a sso c iad a  M : [0, to) ^  R, 
pondo M(0) := 0 e
r vk
M (r) := suplog ——, yr  > 0.
keN M vk
O bservaçao  2.4. M í  uma função nao-decrescente.
Destacamos algumas propriedades da funcao M : [0, to) ^  R nos prúximos Lemas.
L em a 2.2. Se \# e um autovalor de E , então para quaisquer q, L  > 0 e ô € (0,1), existe C  > 0 tal que
\ q ) p  C uniformemente em l  ^  1. (2.2)
Demonstração. Da definição da função M, temos que
;_
’ L VPS\P6
x qe- SM(LX1e/v) ^  Xq _ MvP__, yp  e  N, (2 .3 )
pois, para cada p G N, tem-se
Mvp & Mvp
donde segue que, para ô > 0 ,
- ô M ( L \ l / v ) p  - ô l o g ^  =  lo g ( S = l o g ^ Vp- s 
( £ ) ^  g Mvp g V Mvp )  g L v p ^ x f
e, aplicando exp nesta desigualdade e multiplicando por \ q , obtemos (2.3). Em particular, usando a 
desigualdade obtida logo acima com p  satisfazendo pô ^  q +  1 se L vX£ ^  1 e p  =  1 se L vX£ < 1, segue 
que
Xqe-SM(Lxl/v) p  xq MvP =  MvP p  c
£ p  £ Lv(q+1)Xq+ 1  L v(q+1)X£ p
uniformemente em l  ^  1 , o que implica em (2 .2 ). q
L em a 2.3. Se infkeN =  0, para todo r > 0, entao
rvk ( .  t Mvk X - 1sup —— =  inf — t
keN Mvk \ k eN r vk
Demonstraçao. Por um lado, para todo p € N, temos
1 1
inf keN M p  M
e, como a desigualdade acima ú valida para todo p € N, segue que
1 r vp 
--------- M— > sup -----
infkeN peN M vp
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Por outro lado, para todo k G N, e verdade que
3  _ ^  = Mvk
sup p rvk rVk 1
suppGN MvP MVk
o que implica em
1 ^  . , M v k  r vP 1
------------vp  3  inf — p  sup —— 3 --------- ir?— .
supP£N MZP keN r p^N M vp infk£N M k
Das duas desigualdades obtidas, segue o resultado.
L em a 2.4. Para todo r > 0 valem as igualdades
r vk M  k
exp (M (r)) =  sup —  e exp (—M (r)) =  mf —A r .
keN Mvk keN r
Demonstraçao. Da definiçao de M (r), r > 0, temos
/  r^k \  f  r pk \  r b
exp(M (r)) =  exp ( suplog —— ) =  sup ( explog —— )
VkeN M vk J  keN V M vk J  keN M vk
Segue disto que
exp (—M (r)) =  Len= 2'3 mf ^  =  mf r - v k M vk,
supkeN M k  kelN M n  kelN
isto e,
inf r - v k M vk =  exp(—M (r)), r > 0.
keN
L em a 2.5. Para quaisquer £ G N e L  > 0, se L 2 := ^ L h , sendo A  e H  como em (M.2), então
e- 1 M(L^ /v) 3  e-M(L2^1/v).
Demonstracâo. De fato, temos
exp ( —W ' ) i  =  exp ( —3 ^ 3 3  )  =  exp (  f  ( —
□
□
2 J V 2 peN Mvp J  \p eN y 2 Mvp J  J
M i / 2 Mvp2 M l í l=  inf ex p lo g  ----=  i n f ------------ p  3  inf - — q , (2.4)
peN ( L A j v ) peN L 3P Ap/2 e  L vqAqe ' y 1
com a íltim a  desigualdade vindo do fato de que inf A  3  inf B,  quando B  Ç A. Agora, utilizando a 
propriedade (M.2), existem constantes positivas A  e H  tais que
M2vq 3  A H 2 VqM2q.
1
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Da desiguadade acima e de (2.4), para todo q G N segue que
1 M 7 - u / to  A < M V L  < (AH 2vqM 2vq)£/2 _  A 1H  vqM uq
e x ^  — 2  M(LA.1/V )2 v £ ' j  L v'A '  L v'A '  L v'A '
< A -2  H VqMvq _  MvqLvqAq _ lvi----- Aq
£ (VÃ)viHvi £
Mvq _  Mvq
'  iM '  Af  ̂
para L2 := ^ IjH . Por fim, como a desigualdade acima vale para todo q G N, tomando o ínfimo, tem-se 
e x^ —1  M (la 1 /v ^  < qnf =  exp ( —m ( l 2a1/v^  .1 (T.\ / ^   i f M v '
2 £
□
2.3 O espaco  Tm (X )
Estamos agora em condiçoes de introduzir uma classe analoga a definicao de H. Komatsu para 
uma variedade compacta C TO. Para tanto, considere fixados um operador elítico E  G ^V (X ) e uma 
sequencia M  := { M k }keNo. Durante todo o trabalho, sempre vamos assumir algum dos casos:
• Caso Roumieu: Existem constantes £ > 0 e C£ > 0 tais que
k! < C££kM k, Vk G N0 .
• Caso Beurling: Para todo £ > 0 existe C£ > 0 tal que
k! < C££kM k, Vk G N0 .
D efin içao  2.2. A classe d as  fu n çães  u ltrad ife ren c ia v e is  em  X  do t ip o  R o u m ieu , denotada por 
r ^  (X ), e o espaco das funçães t  G C TO(X ) tais que existem constantes h > 0 e C > 0 satisfazendo
IIEkt | |L 2(x) < ChvkMvk, Vk G N0 . (2.5)
O bservaçao  2.5. Podemos fazer algumas observaçoes sobre a Definicao 2.2.
(1) A princípio, a notaçao (X ) pode parecer equivocada, uma vez que precisamos de um operador 
E  G ^V (X ) para definirmos tal classe. Então deveríamos denotar
rE,M ( X ) := { t  G C TO( X ); 3 h >  0, 3C > 0 t.q. ||E k t l ^ x )  < C hvkMvk, Vk G N0 } .
Entretanto, veremos que r e ,m  (X ) não dependera da escolha de E .
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(2) Em (2.5), tomamos L2-normas por motivos que ficarão mais claros no decorrer de nosso estudo. 
Entretanto, o Teorema 2.1 estabelece que podemos utilizar LTO-normas em vez de L2-normas, 
obtendo um resultado equivalente; alem disso, no lugar de utilizar apenas potencias de um único 
operador agindo em funçcãoes, podemos avaliar a açcãao de um referencial de campos vetoriais suave 
em funcoes de r m  (X ).
(3) As classes da Defincao 2.2 são equivalentes as classes de funçoes que pertencem aos correspondentes 
espaços de funçoes em cartas de coordenadas locais (veja o item (v) do Teorema 2.1). Ademais, a 
fim de cobrir os casos analítico e Gevrey, pode-se supor X  e E  analíticos.
(4) A Definicão 2.2 nos dú a vantagem de que nao precisamos nos referir as coordenadas locais para 
introduzir a classe r m  (X ). Isso nos permite apresentar definições anúlogas para funçoes analíticas 
e Gevrey, mesmo se a variedade X  ú apenas suave. Por exemplo, tomando M k =  k !, obtemos a 
classe r {k!}(X ) das funcães f  tais que
I |E V ||l 2(x) p  C hvk(vk)! y k  € No. (2.6)
Se X  e E  forem analíticos, mostraremos no Corolúrio 2.3 que tal espaco ú precisamente o espaco 
das funçoes analíticas em X .
O bservaçao  2.6. O caso Beurling ú apresentado na Secão 2.3.
O Teorema a seguir resume algumas propriedades essenciais do espaço de funcoes do tipo
Roumieu r m (X ). Tais propriedades formalizam a discussão iniciada na Observação 2.5.
T eo rem a 2.1. Sâo válidas as seguintes propriedades:
(i) O espaço r ^ ( X ) indepedende da escolha do operador E  € T ve (X ), isto e, f  € r ^ ( X ) se, e 
somente se, (2.5) vale para algum (e consequentemente para todo) operador pseudodiferencial elático
E  € TV(X).
(ii) Tem-se f  € r ^ ( X ) se, e somente se, existem constantes h > 0 e C  > 0 tais que
IIEkf h - ( x )  p  C h vkMvk, y k  € No. (2.7)
(iii) Seja d 1 , . . . ,dN um referencial de campos vetoriais suave em X  (logo ̂ ^ =1 d2 e elático). Então
f  € r m  (X ) se, e somente se, existem h > 0 e C  > 0 tais ejue
lldaf h ~ ( x )  p  C h 1 a 1 M,a | , (2.8)
para todo multi-índãces a, sendo da =  dO) • • • d^K), com 1 p  j 1, . . . , j x  p  N  e |a | =  a 1 +  • • • +  a.K.
29
(iv) Tem-se t  G r m (X ) se, e somente se, existem h > 0 e C  > 0 tais que
l | d“ t l l L2(x) < C h lalMlal, (2.9)
para todo multi-ándices a  como em (iii).
(v) Assuma que X  e E  sáo analíticos. Entáo a classe r ^  (X ) e preservada por mudanças de variáveis 
analíticas, e consequentemente á bem definida em X . Além disso, em toda carta de coordenada 
local, esta consiste de funcoes pertencendo localmente à classe r ^ ( R " ) .
Demonstracão. (i) Considere um operador elítico E  G TV(X) e seja t  G C TO( X ) tal que
IIEk11 j2(x) < ChvkMvk, Vk G N0. (2.10)
Mostraremos que se P  e outro operador elítico em TV(X), então podemos substituir E  por P  em (2.10). 
Para tanto, para cada k G N0, denote por E -k  uma parametriz de E k . Neste caso, temos
E -k  o E k =  I  +  R k, (2.11)
sendo Rk um operador pseudodiferencial regularizante. Segue de (2.11) que
P kt  =  (P k o E - k) (E kt )  — ( P k o Rk )( t ) .  (2.12)
Note que os operadores P k o E -k  e Pk o R k tem ordem zero, para cada k G N0, logo sao 
contínuos em L2(X ). Pelo Teorema de Calderon-Vaillancourt, apos fazermos algumas adaptacoes (veja
[1] e o Teorema 5.2.23 de [17]), podemos encontrar constantes positivas A  e B,  que nao dependem de k 
e nem de t ,  mas somente de um numero finito de derivadas dos símbolos de E  e P , tais que
II(Pk o E - k ) (E kt)IIL2(x) < A k | |E kt||L2(x)
e
ll(P k o Rk) ( t )  II L2(x ) < B  k || t | j 2(x ).
Assim, utilizando a desigualdade triangular e o fato de que M  := { M k} keNo e nao-decrescente, 
segue de (2.12) e das estimativas acima que
I P kt llL2(x) < A kIIEk11|L2(x) +  B k | | t | j 2(x)
< A kC h vkM vk +  B kC M vk 
=  C (Ak hvk +  B k)Mvk
< C ( (A 1/ v h 1 )vk +  (B 1/vh 1 )vk)Mvk
< 2ChvkM vk 
=  C 1 ~hvkMvk,
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sendo h 1 := max{h, 1}, C 1 := 2C e h  := max{A1/v h 1, B 1/v h1, 1}.
(ii) Queremos m ostrar que (2.5)^(2.7).
(2 .7 )= ^ (2 .5 ) .  Por hipotese, existem R >  0 e h > 0 tais que \\Ek3 ||L~(X) 3  R h vkM vk, para 
todo k G N0. Pela Proposicão 1.1, existe c > 0 tal que \\Ek3 ||L2(X) 3  c\\Ek3 ||L~(X). Combinando estas 
desigualdades, segue que
\\Ek3 \\l 2(x ) 3  c\\Ek3 \\l - ( x ) 3  RchvkMvk =  ChvkM vk,
para todo k G N0, sendo C  := cR, e isto implica em (2.5).
(2 .5 )= ^ (2 .7 ) .  Seja 3 G T m (X ), logo vale (2.5), ou seja, existem R  > 0 e s > 0 tais 
que \\Ek3 ||L2(x) 3  R s vkM vk, para todo k G N0. Se 3  =  ^2j° = 0 Ykfc=1 3 ( j , k )e k , utilizando (1.7), as 
Proposicões 1.3 e 1.4, a desigualdade triangular, o Lema 1.2 e a formula de Plancherel, segue que
00 dj
ii3 iil~ (x  ) =  11EE 3>(j,k)ekj iil~ (x  )
j=0 k=1 
oo dj
3  E  Y . 3 (j , k )\\ek ||l~ (x )
j =0 k=i
do o  dj
]T|> ( 0 ,k ) |\e kk\L ~ (x ) + E E  |> ( j,k Hl“ (x)
k=1 j=1k=1
(1 7) do / \ o  dj 1
3  E |3 ( 0 ,k )| ( 1mí^d lekkWl - x ) )  +  E E |>(j,k ) | ( C "AY )
k = 1 A ^ ^ 0 j = 1 k=1
: = C"
do o  dj
C |>( 0 ,k )| +  C | > ( j , k ) | A
k=1 j =1 k=1
n — 1 
2v
j
Pro. 1.4 . ,---------------- ..  ̂ r A . A  . e+ n—1dj
3  "  C y %  II 3(0) W hs +  C  "EE |>(j,k)|A j
j = 1 k=1
d \  1 /2  /  d \  1/ 2P i 3 / o  dj \ I o  dj _ , 2
ro3  . C ||> (0 )||hs +  c  " 3  £ ( | f e  v A  )2 ) ( £  £  j 1-A
^j = 1 k=1 J  \j= 0  k=1
3 dj \  1/2 (  o  dj _ 1 0 1/2
cõW>(0 )Whs +  c " ( £ £  A j > (j,k ) |2 ) ( £ £ A j ^ -2e
\ j  = 1 k=1 J  \j= 0  k=1
3 dj \  1/2 (  o  1 dj \  1/2
Lem- 1.2 C ||> (0 )||hs +  C" ( ^ Y  |E ^ ( j , k ) |2 ) ( J 2  A j ^ -2eJ 2  1
Q = 1 k=1 J  \ j =0 k = 1
\  1/2 (  \  1/2 
D _ 1
^W>(0)Whs +  C"  ( £  | |E ^ ( j ) \ 2 s ) ( E  dj aY - 2e
j =1 j =0
converge por (1.5)
3  P |I3 IIl2(x ) +  c *We ,3Wl 2(x  ),
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n — 1 _2£ \ 1/2
com C* := C " í 'f2j=0 djXj v j e a última desigualdade decorrendo da formula de Plancherel e do
fato de que a súerie no uúltimo termo converge ao tomarmos l  suficientemente grande (devido a (1.5)).
Portanto, obtemos
llf llL“ (X) p  IIl2(X) +  C *IE£f llL2(X). (2.13)
Usando (2.13) e a propriedade (M.1) da sequencia M  =  { M k} k^No repetidamente, tem-se,
para todo m  € N0,
llEmf h ~ ( x )  p  C  llEmfllL2 X )  +  C*llEm+£fllL2(x) 
p  C R s VmMvm +  C*Rsv(m+£) Mv(m+£)
p  C  R s vmMvm +  C*Rsvmsv£A r v(m+£)- 1M v(m+£)-1
p  C  R s vmMvm +  C*Rsvmsv£A r v(m+£)- 1A r v(m+£)- 2M v{m+£)_2
=  C R s vmMvm +  C*Rsvmsv£A 2r 2v(m+£)- 1- 2M Vçm+£)_ 2
p  C R s vmMvm +  C*Rsvmsv£A v£r v£v(m+£)- 1  v£Mvm
=  C R s vmM vm +  C*Rsvmsv£A v£(rv£)vmr v£2- (1 + ’+v£)M V 
=  C R s vmM vm +  C*R(srv£)vm(sA)v£r v£2- (1 + ’+v£)M vm 
( C R  +  C*(sA)v£r v£2- (1+'"+v£))  hvmMvmp
C h vmM V
com C  := C R  +  C*(sÁ)v£r v£2-(1+ e h := max{s, srv£}, e isto implica na validade de (2.7).
De maneira totalmente analoga a demonstracão feita em (ii), prova-se que são equivalentes
(2.8) e (2.9), o que será útil para demonstrarmos os demais itens.
(iii) Aqui, precisamos m ostrar que (2.5)^(2.8).
(2 .8 )= ^ (2 .5 ) .  Se mostrarmos que (2.8)^(2.7), por (ii) terem os(2.8)^(2.5). Seja f  € C TO(X ) 
e suponha que vale (2.8), ou seja, existem C > 0 e s > 0 tais que ||da f l L^ ( X ) p  C s lalMiai, para todo 
a .
Considere o operador elítico L  := ^ N=1 d2 , o qual pertence ao espaço T ‘2e( X ). Entao, com
Yj € {di}N=1, para j  =  1,..., |a |, para todo x  € X  e todo k € N0, utilizando o Teorema multinomial
adaptado a nao comutatividade de campos vetoriais, podemos fazer a estimativa
N
k> O „0  , , ,, (2'8) ^  k!
lLk f(x ) | =  | ( £  d2)k f(x ) | p ^  a  Y  • • • Y(al f (x) l  p  E  a  C s2lalM 2 la
j=1 \a\ = k \a\ = k
=  C s2kM 2k y  x  (1=  C s2kM 2k N k =  C ( s N N ) 2kM 2k =  C h 2kM 2k,a !k
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sendo h := s \ ÍN .  Da desigualdade obtida acima, segue que
\\Lk$ ||l~ (x )  =  sup \Lk$(x)\ < C h 2kM 2k ,
xEX
para todo k G No, donde vale (2.7), implicando, por (ii), em (2.5). Portanto, segue do item (i) que (2.5) 
vale para todo operador pseudodiferencial elítico em T 2e( X ).
Finalmente, mostremos que $ G ( X ). Para tanto, note que L v/2 G T ve ( X ), entao segue 
pelo item (i) que L v/2 tambem define a classe (X ). Ainda pelos itens anteriores, sabe-se que (X )
independe da norma tom ada (em L 2 ou ). Observe que
ll(Lv/2)kt \ \ h ( x )  =  l|Lvk/VllL2(x ) =  (Lvk/2E  L vk/2$)
=  $  L vk$)
< \\$\\L2(X)\\LVk$\\L2(X)
< C A 2vkM.2vk •
Pela propriedade (M.2), temos que
M2vk <  Â H 2vkM X
e portanto, concluímos que existem C ' > 0 e h >  0 tais que
||(Lv/2) k $ | | l 2(x) < C 'hvkM k
o que implica em $ G r ^  (X ).
(2 .5 )= ^ (2 .8). Como (2.8) ^  (2.9), basta m ostrar que (2.5) ^ (2.9). Seja $ G C TO(X ) e 
suponha que vale (2.5), isto e, existem C > 0 e s > 0 tais que \\Ek$ || L 2 ( X )  ^  C s vkM vk, para todo k G N0. 
Denotando por E -k  uma parametriz de E k e por R k o termo regularizante tal que E -k  o E k =  I  +  R k, 
podemos escrever
d a =  Pa O E k +  Qa,k,
sendo Pa := da o E -k  e Qa,k := da o R k .
Por um argumento analogo ao que utilizamos na demonstracao de (i), existem H k > 0 e H 2 > 0 
tais que \\Pa$\\L2(x) < H\\ \$ \\ l2(x) e \\Qa,k$ | | l 2(x) < H \\$\\l2(x), sempre que \a\ < vk.  Portanto, 
temos
l l d “ $ l l L 2 ( x )  ^  I I (P a  O  E k )$\\l 2(x )  +  \\Qa,k $\\l 2(X )
< H k ||E k $ || L 2(x ) +  H k\\$\\l 2(x )
<  C 'hvkM uk
com C'  e h independentes de k e de a, donde segue a validez de (2.9) e, consequentemente, a de (2.8).
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(iv) Queremos m ostrar que (2.5)^(2.9). Como (2 .5 )(4ii)(2 .8 ) e (2 .8)^(2.9), segue imediata­
mente o resultado desejado.
(v) Dada t  G r ^ ( X ), representemos por £  alguma localizaçao de t  em R", isto e, existe 
uma carta de coordenadas (U, y>) tal que £  =  t  o £ - 1  em y>(U). Uma vez que vale (2.8), o resultado 
segue diretamente ao utilizarmos a desigualdade M k £  Ck! e a regra da cadeia (Não vamos nos ater 
aos detalhes dos caílculos, pois nãao temos o objetivo de revisitar todas as propriedades e resultados 
estabelecidos para localizacães em variedades; isso pode ser encontrado nas referencias [15] e [17]).
□
E x em p lo  2.2. Este exemplo diz respeito a parte (v) do Teorema 2.1. Note que a classe Gevrey de ordem 
s £  1, 7 S(X ), de funçães ultradiferenciaveis pode ser vista como 7 s (X ) =  r ^ ( X ) com M  =  { M k}keNo 
tal que M k =  (k!)s, para s £  1. Pelo Teorema 2.1, parte (v), este e o espaço das funçoes Gevrey t  em 
X , isto e, funçoes que pertencem as classes Gevrey 7 s(U) em toda carta de coordenada local, ou ainda, 
tais que existem constantes h > 0 e C > 0 satisfazendo
lld°-£Hl ~ ( u) < Chha l(\a\!)s,
para toda localizaçao £  de t  em X  e para todo multi-índices a . Se s = 1 ,  este e o espaco das funcoes 
analíticas.
Nosso proximo passo e caracterizar a classe de funcães ultradiferenciíveis do tipo Roumieu 
r ^ ( X ) em termos dos autovalores do operador E  G T + e(X ) atraves de estimativas sobre os coeficientes 
de Fourier. Aqui estamos supondo que E  íe positivo definido a fim de utilizar a teoria desenvolvida na 
secão 1.4. Assumimos que E  e X  sao apenas suaves e nao necessariamente analíticos (deixaremos 
explícito quando se fizer necessario assumir analiticidade).
T eo rem a 2.2. Tem-se t  G r ^  (X ) se, e somente se, existem constantes C  > 0 e L  > 0 tais que
||f(£)l|Hs < C exp [ —M(LA1/v )) , V£ £  1.
Demonstracao. Lembremos que, dada t  G C TO(X ), tem-se
t  G rM (X ) ^ 3 C > 0, 3 h >  0 t.q. ||E mt||L 2(x) < C h vmMvm, Vm G N0 .
Suficiencia: Seja t  G r ^ ( X ). Queremos provar que, para todo £ G N, existem C > 0 e 
L > 0 tais que ||t(£ ) ||HS < C exp ^—M(LA1/v )^j. Dado m  G N0, pela formula de Plancherel, temos que
TO
IIEmtllL2(x) ^  l|Emt ( £ ) | 2s.
£=0
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Do Lema 1.2, temos que E m3(£) =  Áp >(£); logo,
o o
WEm3\\2L2(x) =  E  WAm>(£)W2s =  E  A,2
e=0 e=1
Como 3 G r m (X ), existem C > 0 e h > 0 tais que ||E m3||L2(x) 3  C hvmMvm,  o que nos dá
o
E A2m|l>(£)ll2s =  I E m3W2L2(X) 3  (ChvmMvm)2 
V£ 3  1, (A,m W>(£)WHs)2 3  (ChvmMvm )2 ,
1
donde obtemos
3  ^ Á ^ ^ , V£ 3  1. (2.14)
Defina r := Â /v / h  e note que de (2.14) podemos fazer
HS 3  M vm
e utilizando o Lema 2.4
C
“  3  “ N ^  Lem̂ 2 4 exp (—M (r)) =  exp ( —M (h ))C keN r
o que implica, tomando L  := h -1 , que
HS 3  C  exp (— M(LA,1/v))
para todo £ 3  1 .
N ecessid ad e : Seja 3 G C o ( X ), de modo que existam C > 0 e L > 0 tais que
3  C  exp (— M(LA,1/v)) , V£ G N.
Precisamos m ostrar 3 G Tm ( X ), ou seja, que existem constantes R  > 0 e h > 0 tais que 
l|Em3 ||L2(X) 3  R h vmM vm, para todo m  G N0. Pela fírm ula de Plancherel e por hipotese, temos
o o
WEm3wh(x )  =  E  wEm3 (j )w2s =  E  Á - r w m w 2j  ^wv hs
j =0 j =0
o
M l E  )W2s
j =1 j =1
=  E  A2mW>(j)  3  E  A2m [Cexp ( —M(LA1/v )) '
o
=  C A 2m exp ( —M(LA1/v)) exp ( —M(LA1/v)) , (2.15)









Para cada j  € N, note que
/ \ \2m
X2m exp ( - M ( L X 1 / v )) = -j— r .  p  j  =  —i- p M v p ,j v j V ( l \ 1 /v )vk ( l \ 1 /v )vp L VPXP vp
supkeN Mvk Mvp
para todo p € N. Em particular, tomando p  =  2m +  1 na desigualdade acima e usando a propriedade
(M.2) da sequencia M  =  { M k}k^No, segue que
/ i \  X • (M.2)
i  exp ( - M (LX]/V )) p  L v(2m-+1 ) X2m+ 1  M v(2m+1) p  j  M 2vm
para A , h  > 0. Voltando em (2.15),
TO
llEmf \ H 2(X) p  c y  X j 1 A h 2vmM 2vm exp ( - M(LX)/ v ))
j  = 1
TO
=  C 'A h 2vmM 2vm y  X- 1  exp ( - M ( L X ] / v )) . (2.16)
j = 1
Para cada j  € N,
X- 1 exp / - M L j  ) \ p  X L P  =  MPP N -
para todo p € N. De (1.5), sabemos que V) X-t (-<+l{ )q < t o ^  q > —; entao, tome p  grande o suficiente,j 1 (1 + Aj ) v
de modo que para cada j  € N, tenhamos
XP + 1  > (1 + Xj)q ^  p  J
j "  dj XP+1 "  (1 +  Xj)q '
Logo, pelo teste de comparaçao, a serie Y)TO= 1  f p õ  converge.
Voltando em (2.16) e usando a propriedade (M.2) da sequencia M  =  { M k}k^No, obtemos
TO M  1um i\\2 ^  r *1 A u2vm m  \  A MvP 1llEm f l \Í2(X) p  C ’Ah2VmM2vm £  M P  XP+V 1
j=1 j
M T O 1 




C C  "AMvPh 2vm
L VP
p  Rã h2vmM 2
h2vmM2v
o que implica em \ E mf \ L2(X ) p  R h vmM vm, ou seja, f  € r ^ ( X ).
2.3.1 A  classe Ys(X )
A partir do Teorema 2.2 podemos obter a caracterizacçãao para a classe Gevrey
7 S(X ) =  r(k!)s ( X ), s € [1, to),
□
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em que M  =  {(k!)s}kefo. Para verificar isto, mostremos primeiramente que
M (r) ~  r 1/s.
De fato, usando a desigualdade N  < e4, para N  G N0 e t G R, que decorre da expansao de 
Taylor da funçcãao exponencial, temos
rvk / (rVk)1/°' s
M (r) =  sup log =  sup log
keN ((vk)!)s keN V (vk)!
( ( r 1/s)r \  s i/s
£  s u p l o g — - —  £  sup log(er )s
reN V v- J i&i
=  s r1/s (2.17)
Por outro lado, temos a desigualdade (veja a fírm ula (3.20) de [2])
inf (2p)2psr - 2p < exp ^— 8- r 1/s j  .
Analogamente, para quaisquer v G N e k £  v , usando a desigualdade (k +  v )k+v < (4v)kk k, obtemos a 
desigualdade (basta seguir a mesma ideia da deducao de (3.20) em [2])
inf (vp)vpsr -vp < exp (  —r 1/s )  .
p e f  1 J 4v e J
Por fim, utilizando a desigualdade acima e p! < pp, segue que
/  rvk \  f  rvk \
exp(M (r)) =  exp suplog ) =  supexp log „  . ,
kef ((v k )!)s kef ((v k )!)s
1 Lem. 2.3 1
e  ((r1/ s)-lJk(vk)\)s infkeN((r1/s)-v k (vfc)l)s
1 1
£
inf keN(( r1/s )- v k (vk)vk)s inf keN (r-vk (vk)vks)
1 (  s 1 f-£  ---------------------- =  exp ---- r 1'
exp ( - 4V7 r 1/s) U ve
e segue pela monotonicidade da função exponencial que
— r 1/s £  M (r). (2.18)
4v e
Combinando (2.17) e (2.18), obtemos
 r 1/s < M (r) < s r l / s . (2.19)
4ve
Podemos entãao formular uma caracterizacçaão para os espacços Gevrey:
T eo rem a 2.3. Suponha que X  e E  são analíticos e seja s G [1, to). Então, temos que t  G £ s (X ) se, e 
somente se, existem constantes C  > 0 e L  > 0 tais que
< C exp(—L A ^  ), V£ £  1.
Em particular, para s =  1, recuperamos a caracterizacão de funcães analíticas dada em (1.6).
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Demonstração. A primeira parte da demonstração segue imediatamente do Teorema 2.2 juntamente 
com o fato de que M (r) — r 1/s (ver (2.19)) para a classe 7 s(X ), s ^  1. Portanto, basta provar (1.6). 
Sejam X  uma variedade compacta fechada e E  um operador diferencial analítico, elítico, positivo e de 
ordem v. Considere {&k} e {Ak} as respectivas autofuncoes e autovalores de E , isto e,
E &k — Ak &k , y k .
De acordo com [18], uma funcão suave f  — ^ 7=0 f j &j e analítica se, e somente se, existe uma 
constante C > 0 tal que, para todo k ^  0, temos
Y , A f  f j |2 < ((vk)!)2C 2k+2,
j=0
que pode ser vista como a foírmula de Plancherel
WEkf W U x ) — £ A2kI f j |2 < ((vk)!)2C 2k+ 2
j=0
pois f  — J2 j fj&j  implica em
E  kf  — £  f j  E kh  — £  f j  Ak&  —=* WEk f  W2l Hx ) — £  A j  Ifj 12 .
j j j
Em virtude da Definiçao 2.2, para a classe de funcoes analíticas, podemos tom ar M k — k! e, 
pelo Teorema 2.2, f  e analítica se, e somente se,
Wf(j )Whs < C  exp(-L A 1/v ) ou Ifj | < C ' e x p ( - L '  A1/ " ),
com M (r) — supp log (p y  — r, considerando (2.19).
□
O bservação  2.7. No Teorema 2.3 assumimos X  e E  analíticos com o objetivo de interpretar o espaco 
Ys( X ) localmente como um espaço Gevrey, baseando-se na ideia do item (v) do Teorema 2.1.
2.4  O espaço  ) (X )
Finalizamos este capítulo introduzindo as classes de funcoes do tipo Beurling.
D efin ição  2.3. A classe d as  funções u ltrad ife ren c iá v e is  em  X  do t ip o  B eu rlin g , denotada por 
r ^ ) ( X ), e o espaço das funçães & G C 7 ( X ) tais que para cada h > 0 existe uma constante Ch > 0 
satisfazendo
\\Ek&\\L2(x) < ChhvkMvk, y k  G No.
O Teorema a seguir caracteriza os espaços de funcães do tipo Beurling de modo semelhante 
ao que íe feito no Teorema 2.2.
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T eo rem a 2.4. Tem-se f  € r m ) ( X ) se, e somente se, para todo L > 0 existe Cl > 0 tal que
||f(l)||Hs p  Cl exp ( - M ^ X ^ )) , y i  L  1. (2.20)
Demonstraçao. A demonstracao deste resultado segue as mesmas ideias apresentadas para a prova do 
Teorema 2.2, fazendo-se as devidas modificaçcoães. Sendo assim, mostramos apenas que a estimativa 
(2.20) ú necessária. Para tanto, seja L > 0 qualquer. Fixado m  € N0, pela fúrmula de Plancherel, dada 
f  € r {M ) ( X ) temos que
oo
llEmf l l l 2{X) =  £  l|Emf( j) || 2s =  £  X^m\ f ( j ) \ i s ,
j=0 j=1
donde segue que, para todo j  € N,
X2m r n ) \ 2s p  i\Emfi i 2L2(X) = ^  m )Hhs p  X y w e ^ X ) .
Como f  € r ( m ) ( X ), existe CL > 0 tal que
l\Ekf llL2(X) p  CLLvkMvk, y k  € N0,
logo
||f(j)llHs p  CLLvmMvmX- m  =  C \ L 2vm _  M Vm p  CL- Mvm
(LX1/ v )vm ^  (LX1/v )vmo > v 3
o que implica em
||<Mj  )||hS p  M vm
CL ^  (LX]/v )v m '
com CL := CL • max{1, L 2vm}. Portanto, segue que
ll<Mj ) | hs p  inf M l
e assim
^  p  inf Mvk =  exp ( - M ( L X 1/v)) 
CL keN (LX /v )vk V ( j )




U L T R A D IS T R IB U IÇ O E S
Neste capítulo estudamos os espacos de ultradistribuicães, ou seja, dos funcionais lineares
contínuos sobre r ^ /(X ), no caso Roumieu, e sobre C m )(X ), no caso Beurling. O principal objetivo 
e caracterizar tais espacos atraves dos coeficientes de Fourier (Teoremas 3.3 e 3.4). Para tanto, se faz 
necessaíria a construcçãao dos espaçcos a -duais, apresentados a seguir.
3.1 a -du ais
Em primeiro lugar, sera apresentada a definicao formal do a-dual do espaco Tm  (X ) e, em 
seguida, estabelecemos um resultado que nos d í  caracterizacoes alternativas de elementos do a-dual.
D efin içao  3.1. O a -d u a l do espaco rM (X ) de funçães ultradiferenciaveis, denotado por \T M ( X )]A, 
íe definido como
v =  {v#}#efo; E E  \(ve)j\ \ t(£,j)\  < to, v# G Cde, V t  G rM (X )
Podemos ainda usar a notacao v(£,j)  := (v#)j (a j-esim a coordenada do vetor v# G Cde) e
O bservaçao  3.1. Cada elemento v G [rM (X )]A e uma sequencia de vetores da forma v =  {v#}#^  
tal que, para cada £ G N0, v# G Cde. Por exemplo,
v0 =  ((v0)1, (v0)2,..., (v0)do) =  (v(0,1),v(0, 2),..., v(0, ^ 0 )) G Cdo
v1 =  ((v1)1, (v1)2 , ..., (v1)di) =  (v(1,1),v(1, 2),..., v(1, d1 )) G Cdl
v2 =  ((v2)1, (v2)2,..., (v2)d2) =  (v(2,1),v(2, 2), ...,v(2, d ) )  G Cd2
Definimos o segundo dual de r M (X ), denotado por ([rM (X )]A)A, como o espaço das sequencias
w =  {w#}#eNo, com w# G Cdt, tais que
Y . Y . \ ( w#)j \\(v#)j\ < TO, Vv G [rM (X )]A.
#=0 j =1
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O bservaçao  3.2. Uma discussão acerca do a-dual para o caso Beurling é apresentada na Seção 3.2.1.
O próximo resultado, e o mais im portante desta secao, nos fornece caracterizacoes alternativas 
para |T m ( X )]A.
T eo rem a 3.1. As afirmações a seguir são equivalentes.
(i) « € \Tm ( X )]A.
(ii) Para todo L > 0 tem-se
TO
^ e x p  ( - M , ( L \ 1/ U)j Wv í Whs <
£ = 1
(iii) Para todo L > 0, existe K  =  K l > 0 tal que
IMIhs < K exp (m (L a£ ) j
vale para todo t  € N.
Demonstração. ( i )= ^ ( i i ) .  Dados v € |Tm (X )]A e L > 0, seja $  uma fummo em C TO( X ) satisfazendo
$ ( t , j )  =  exp ( - M ( L a £ )) , y t  € No, 1 < j  < de.
• Afirmacao: $ € r ^  (X ). De fato, por (1.4), existem q € N e C > 0 tais que f~dê ^  CAq, y t  ^  1, 
entao
1/ 2 (  d  f 1/2
£ l$ > ( t , j ) l2 1 =  I £  ( exp ( - m ( l a £  ) ) )
\j=i / \ j= i
d  ' 1/ 2
— exp ( - M ( L A £ ) j  | £  1 j  — exp ^ - M ( L a £ ) j  \/d~e
( }  CAq£ exp ^ - 1  M ( L a £ ) ^  exp ^ -  2 M ( L a £ )
para todo l  ^  1 . Pela estimativa (2 .2 ), temos que Aj exp ^— 1 M ( L a £ ) j  ^  C  uniformemente em 
l  > 1; logo,
W &(l) W HS ^  C ' exp ^ — ̂ M(LAJ  ) ĵ
vale para todo l  ^  1. Pelo Lema 2.5, para L 2 — £ H , temos que
exp ( - 1  M (L A £ )^  < exp ( - M ( L 2A £ ) j
donde obtemos
||^(l) Whs < C'  exp ( - M ( L 2 A1/ " )) , y i  > 1, 
o que nos dá & G r ^ ( X ) pelo Teorema 2.2, e isto prova a afirmacão.
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Usando a desigualdade (1.8) e o fato de que t  G r M ( X ), segue que
TO





exp ( - M(LA 1 / v ) ^ J 2 \v(£, j)
j =1
dz
^ e x p  Ç—M ( L A y v)) \v(£, j)
j=1
to dz
=  E  J 2 \ t ( £ , j ) \\v(£,j  ) \ < TO,
#=1 j=1
com < to  vindo da hipítese (i), uma vez que t  G r M ( X ) e v G [rm ( X )]A, donde segue a validez de
(ii).
( i i )= ^ ( i ) .  Seja v =  (v#)#eNo, com v# G Cdz, de modo que
TO
E exp ( —m ( l a 1/v )) v#||hs < TO,
para todo L > 0. Devemos m ostrar que v G [rm ( X )]A, ou seja, que XTO=o 5 ^ =  1 \(v#)j\\t(£,j)\ < to, 
para toda t  G r M ( X ). Para tanto, seja t  G r M ( X ). Pelo Teorema 2.2, existem C > 0 e L > 0 tais que
< C exp ( - M(LA1/v )) , V£ £  1.
Então, podemos fazer a seguinte estimativa utilizando a hipotese e a desigualdade de Cauchy- 
Schwarz (C.S.),
TO dz
J 2 J 2 \ (v#)j \\^(£ , j )
#=0 j=1
(C.S.)
< 2 _/ IMIhS^WIIHS
0
iv0 iiHsiit(0)iiHs + E |v#I|hs
1
< II v0 ||HS|| t(°)||HS +  C 2_^ llv#llHS
#=1
TO




donde segue que v G [rM (X )]A.
( i i )= ^ ( i i i ) .  Esta implicacao e imediata devido a convergencia da serie, que e nossa hipotese.
De fato, se
TO
J ^ e x p  ( - 'M(LA1/ v)) 
#=1
v# ||HS < TO,
para todo L > 0, entao existe K  =  K l > 0 tal que, para todo £ £  1





o que implica em
IMIhs p  K  exp ( m (LX]/ v)) , y i  € N,
donde segue (iii).
( i i i )= ^ ( i i ) .  Seja v € Cdi, l  L  1. Dado L > 0, tomando L 2 := JL_h como no Lema 2.5, temos
que
e x ^ - 2 M ( l X J 1' )^ p  exp (— M ( L 2 X)/v )) , (3.1)
e para tal L 2 , segue da hipótese que existe K  =  K L2 > 0 tal que
M h s  p  K exp ( M ( L 2 X1 / v )) ^  exp ( - M L X ^ )) |M |hs p  K.  (3.2)
Alúem disso, por (2.4), temos
exp f - 1  M(LX1/V) )  p - V - n , yp € N.. 2 v * P L ?  x f  
Por fim, da desigualdade acima, (3.1) e (3.2), segue que
TO
5 3 exp ( - M ( L ^ y u)) \\v* iihs
*=1
= £ ex̂ -  2 m (l x i / ‘'  ̂ ex̂  -  2 M ( L xi/ ‘' )2
(3 1) l'TO í  1 \
Y £ e x p  í -  2 M (LX 1e/v ) j exp ( ^ - ' M ^ X 1/ 1' )) |
c—j \J
T  t f  £  e x p f - 2 M ( L X y ) )  Y K  £  - V p / 2
1 L-2 X
t o  i
K  L Pp £  xp/2 < X= 1
sendo que a súrie TOTO= 1 _P72 converge ao tomarmos p  grande o suficiente, utilizando (1.5) e o critúrio de
xe
comparacao. q
3.2 O espaço  r ^ ( X )
Finalmente, introduzimos o espaço das ultradistribuiçoes sobre ( X ).
D efin ição  3.2. A classe d as  u ltra d is tr ib u iç õ e s  so b re  (X ), denotada por rM (X ), e o conjunto 
de todos os funcionais lineares u : rM  (X ) ^  C tais que para todo e > 0 existe Ce > 0 satisfazendo
\u(f)\ Y Ce sup elaM - \  sup \E laN(x)\,  e  r M ( X ).
aeNj xex
O bservaçao  3.3. Podemos usar a notaçao alternativa (u , 4>) := u(f>).
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D efin içao  3.3 (Convergencia em r ^ ( X )). Considere uma sequencia {&m}meN Q r ^ ( X ) e uma 
funcao & G r m (X ). Entao, &m ^  &, quando m  ^ to, se existe e > 0 tal que
sup elalM —a sup IElal(&m — &)(x)| ^  0, quando m  ^ to.
aeNj 1 xex
O bservaçao  3.4. Temos ainda que u G TM (X ) se, e somente se, u(&m ) ^  0 quando m  ^  to, para 
toda sequencia {&m}meN Q r m  (X ) convergindo para zero em rM  (X ).
D efiniçõo 3.4. Definimos os coefic ien tes de  F o u rie r de u G r M (X) pondo
u(i, k) :— u(ek
(
u(l) :— u(ee) :—
u(l,  1) \
\  u(l,dz) /
para l  G N0 e 1 ^  k ^  dz. Define-se ainda
(  dí \  1/ 2
hs :— í £  |u (l,k ) |M  , y i  G No.
D efinicõo 3.5. Sejam {uz}ZeN uma sequencia em rM (X ) e u G rM (X ). Dizemos que uz converge
p a ra  u em  rM (X ) se u j (&) converge para u(&) em C, para toda & G r M ( X ).
No que segue, vamos provar que o espaco de ultradistribuiçoes rM  (X ) coincide com o a-dual 
[rM (X )]A, no sentido de identificacão de elementos em cada um dos espaços. Em outras palavras, a 
partir de qualquer v G [Tm ( X )]A e possível determinar um elemento de rM (X ) e, reciprocamente, a 
partir de qualquer elemento v G rM (X ) e possível determinar um elemento de [rM (X )]A.
T eo rem a 3.2. v G rM (X ) se, e somente se, v G [Tm ( X )]A.
Demonstração. ( ^ —). Seja v G [ rm ( X )]A arbitrario. Dada uma funcao & G r M ( X ), vamos definir
7  7  di
v(&) :— £ u(l) • vz — £ £ &>(l,j)(vz)j .
z=0 z=0 j  = 1
Pelo Teorema 2.2, como & G r M ( X ), existem constantes C > 0 e L > 0 tais que




Alem disso, pelo Teorema 3.1, tem-se
\v(t)\ =
oo dz
E E  í d J ) ( v£);
£=0j=l
o  dz
< E E  )ii(v£)j i
£=0 j  = l
^  E i i k k IhsIkiihs — i i k c i IhsIkiihs +  E  i ic c iU s i k i k
£=0 £=1
o
^  IIK0)I|hs||v0 ||hS + C exp M ( L \ J  ^  IKHhS < ^
< o
<to, pelo Teorema 3.1
o que nos diz que v ( t)  e bem definido.
Para verificar que v e contínuo, seja t j  ^  t  em rM (X ) quando j  ^  to, isto e,
su p e a 1 M  , sup IEl a ( ( j (x) — ((x))|  ^  0 quando j  ^  x>.
a v'a ' xEX
Segue que
sup ela M - 1a | sup IEla ( (  (x) — ( ( x ) )  — sup el a M -1a ̂ E  |a |( (  — ()IIl~ (x ) < Cj ,
xEX
com Cj ^  0 quando j  ^ to. Isto implica que para todo a
eI “ I M -1aI E 1 “ ' ( t j  — t ) I lL -(x )  < Cj
=M IIE1 a' ( t j  — t ) h - ( x )  < C j A v 1 a 1 M v | a | ,
com Cj ^  0 quando j  ^  to e A  := e- 1/ v . Segue da prova do Teorema 2.2 e do Lema 1.2 que
ll( j T  — C K Ihs — ||(C  — ( ) KIIhs < Cj exp ( —M (LA1/v)
com Cj ^  0. Logo
H ( j ) — v (() | — K C  — () |
o  dz
E  E (k — L)( i ,k )(v£ )k
£=0 k=1 
o  dz
< E  E |(k — c c k c c k |
£=0 k = 1
(C.S.) o  -____-
^  5 3  ll((̂ j — ( ( ^) II HS || v£ || HS
£=0
o
^  Cj ^ j  eXp (— M(LA/  ^  1 v£ 1 HS ^  0j
quando j  ^ to, o que implica em v G rM (X ).
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(—̂ ) .  Seja v G rM (X ). Por definição, para todo e > 0 existe Ce > 0 tal que 
|v(&)| < Ce sup e ^ M - a  sup y  G r M  ( X ).
aeN% 1 1xex
Em particular, tomando & — ej e usando a desigualdade (1.7), segue que
f e )| < C\ sup e ^ M - a  sup E lalejz (x)|
a e N  1 1xex
=  Ce sup sup \\[aleje(x)|
aeN% 1 1
=  C  sup elaM - l sup e (x)\
aeN^ 1 1 xex
, l i  1 |a | n- 1
< C" sup e I a I M - a  | Ai“ 1 A, -
aeNJ 1
e I a | A 1 “ 1 + k
=  C'e sup — A  , (3.3)
aeNJ M v | a|
para k := n- 1 . Usando a propriedade (M.1) da sequência M  =  { M k}keNo, podemos fazer a estimativa 
(utilizando o Lema 2.1)
M v (| a | +k) < A H V(| a | + k )-1Mv( | a | + k )-1
< • •
< A vkH vk v(|a|+k)-(1+— +v k) M v |a |
=  a v kH vk v|a|+v2k2 H -(1+ -+ v k)M v |a|
=  H f(v’k)Mv\a\,
com h := H v e f  (v, k) := —(1 +  ••• +  vk) independente de a. Logo a desiguadade acima implica em
1 A u k H  f  (v,k)hvk|a|+v k2
<
M  v | a | M  v (|a|+k)
Esta desigualdade e (3.3) implicam em
   e|a| + k — k A|a|+k A  v k H  f  ( v,k) h v k|a| + vk2
\v(4  ) \ ^  C  sup
M v (|a|+k)
Aa^k (hk ) v(|a| + k ) \ |a| + k
C'ee - kAvkH f (v,k) sup -  (h ) A
M
: = C'J (|a|+k)
C"  sup (e* hk)v(|a|+k)Aí 1—  ^  c "  exp (m(LA£1/v
" a e p  Mv(a+k) " p v ( 7
com L  :— e1/vhk. Ao mesmo tempo, segue pelo Lema 2.5 que




tomando L  =  £3 .V AH
Por fim, dado L 3 > 0, tome e > 0 tal que L 3 =  \ Á H e 1 / vhk, entao a desigualdade acima, (1.4)
para algum q, e (2 .2 ) implicam que existe CL3 =  C f  > 0 satisfazendo
\  1 / 2 / \  1/ 2dè t   2 \  j  d£ 2
\ V(e£ ) \hS =  ^ £ ^ (e£) j  < C 'e' exp (M(LXlj/V ))
=  C d1/ 2 exp (M(LXjl/v)) < CXq exp Q M ( L 3Xlj/v^
p  C exp Q M L X 1 ' )^ exp Q M ^ X 1 ' )
=  C exp ( m L sX1/ ' )) , 
ou seja, v € [Tm(X)]A pelo Teorema 3.1.
□
Finalmente, podemos caracterizar uma ultradistribuicão u € rM (X ) em termos de seus coe­
ficientes de Fourier e dos autovalores do operador E  € T + e(X ).
T eo rem a 3.3. Temos que u € rM (X ) se, e somente se, para todo L > 0 existe K  =  K l > 0 tal que
p  K  exp (M(LX1/ v )) , y i  € N.W(í)||HS
Demonstracão. Basta combinar os Teoremas 3.1 e 3.2. De fato, se por um lado u G rM (X ), segue pelo 
Teorema 3.2 que u G \Tm (X)]A; logo, pelo Teorema 3.1 (iii), dado qualquer L y  0 existe K  =  K L y  0 
tal que ||w(í)||HS < K exp [M(LXlj/v) j ,  para todo í  L  1.
Reciprocamente, se para todo L y  0 existe K  =  K L y  0 tal que ||w(í)||HS < K exp ^M(LXlj/v) j ,  
para todo í  L  1, segue novamente pelo Teorema 3.1 (iii), que u G [rM (X )]A, o que implica pelo Teorema
3.2 que u G r M (X ). □
3.2.1 O espaco r /M)(X )
De modo anaúlogo ao que foi feito para as classes do tipo Roumieu, o primeiro passo para 
o estudo do espaco r y )(X ), das ultradistribuiçães do tipo Beurling, ú introduzir o espaço a-dual 
correspondente,
D efin içao  3.6. O a -d u a l do espaco Mm )(X ) de funcoes ultradiferenciáveis, denotado por [r(M )(X )]A, 
úe definido como
TO d̂  I
v =  {v£}££No ; £ £  \(v£)jM í , j ) \  < to, v£ G c d , y f  G r ( M ) ( X ) \ .
£= 0 j=l
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Definimos o segundo dual de r ( m )(X ), denotado por ([T(m)(X)]a ) A, como o espaço das 
sequencias w =  {w#}#ENo, com w# G Cdz, tais que
TO dz
E E \ ( w#)j\\(v#)j\ < TO, Vv G [ r (M)(X)]A.
#=0 j =1
D efin ição  3.7. A c lasse d as  u ltra d is tr ib u iç õ e s  so b re  C m )(X ), denotada por r'(M )(X ), e o 
conjunto de todos os funcionais lineares u : C m )(X ) ^  C tais que existem e > 0 e C > 0 satisfazendo
\u(t)\ < C su p eIaIM sup \EIaIt (x) \ ,  V t  G C m )(X ).
a xEX
T eo rem a 3.4. Temos que u G C m )(X ) se, e somente se, existem K  > 0 e L  > 0 tais que
R £ )||h s  < K exp (m (LA ]/v )) , V£ G N.
T eo rem a 3.5. As afirmações a seguir são equivalentes.
(i) v G C m )(X ).
(ii) v g [r(M )(X )]a .
(iii) Existe L  > 0 tal que
TO
E exp ( —m (l a 1/v ))
#=1
(iv) Existem L > 0 e K  > 0 tais que
11v#|HS < K exp (M(LA1/v))




H IP O E L IT IC ID A D E  G L O BA L
Neste capítulo apresentamos um estudo para a hipoeliticidade global de certos operadores 
lineares sobre as classes de funcoes ultradiferenciaveis estudadas nos capítulos anteriores.
4.1 O peradores invariantes
Analisamos aqui a classe dos operadores invariantes com respeito ao operador elítico E  e 
^ + e(X ), como introduzido por J. Delgado e M. Ruzhansky em [5].
Sejam X  uma variedade compacta suave e E  e  ^ + e(X ) um operador elítico. Como visto em
[5], os espacos C TO(X ) e D ' ( X ) sao caracterizados em termos de seus coeficientes de Fourier da seguinte 
forma:
f  e  C ^ ( X ) ^ V N  e  N, 3Cn  > 0 t.q. ||JT( )̂Hhs < Cn (1 +  Xr)- N , Vt e  N (4.1)
e
u e  D ' ( X ) ^ 3 N  e  N, 3C > 0 t.q. ||w(t)||HS < C (1 +  \ e)N , Vt e  N. (4.2)
P ro p o s ição  4.1. Seja P : C TO(X ) ^  C TO(X ) um operador linear. Se o domínio do operador adjunto 
P * contém C TO(X ), então as seguintes condições são equivalentes:
(i) Para cada j  e  No, temos P ( H j ) Ç H j .
(ii) Para cada j  e  No e 1 ^  k ^  dj , tem-se P E e Ik =  E P e Ik.
(iii) Para cada t  e  No, existe uma matriz a(t)  e  CdeXde tal que, para todo ekj, tem-se
Pek(t ,  m)  =  a( t )mkSj£, 1 < m  < de. (4.3)
(iv) Para cada t  e  No, existe uma matriz a(t)  e  CdeXde tal que
P j ( t ) =  v ( t ) í ( t ) ,  t  e  C ° ° ( X ). (4.4)
As matrizes a(t)  em (4.3) e (4.4) coincidem, logo podemos usar a notaçao a p (t) := a ( t) . Atém disso, se 
P  pode ser estendido a um operador linear contínuo P : D '( X ) ^  D '(X ), entao as propriedades acima 
também são equivalentes a:
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(v) P E  =  E P  em L2 (X ).
Demonstração. Veja o Teorema 4.1 em [5].
□
Introduzimos agora as classes de operadores fortemente invariantes, conforme definidas em
[10].
D efin ição  4.1. Ainda no contexto da Proposicao 4.1, diremos que:
• P  e in v a ria n te  com  re lação  ã  E  (ou simplesmente E -in v a rian te ) se alguma das propriedades
(i)-(iv) for satisfeita.
• A sequencia de matrizes a p (í) £ c dçXdç, que aparece nas propriedades (iii) e (iv), e o sím bolo  
m a tr ic ia l d e  P .
• P  e fo r te m e n te  in v a ria n te  com  re lação  a  E  quando P  puder ser estendido a um operador 
linear contínuo P : D ' ( X ) ^  D ' ( X ) e satisfaz qualquer uma das propriedades (i)-(v).
Para manter nossas notacoes organizadas, observe que podemos reformular (4.4) como
P $ (í)  =  ap(í )$( í) ,  $ £ C 0 ( X ) í  £ No, (4.5)
donde, em termos de coordenadas do vetor P$(í) ,  í  £ N0, para cada m  £ {1 ,..., de], temos
P$(í ,  m)  =  (a p (í)£ (í))m, $ £ C 00( X ).
Com estas notacoes, note que a acao de qualquer operador E-invariante P  numa funçao 
$ £ C 0 (X ) pode ser escrita como
oo dç oo dç
( ,*„( 0\X( 0 cP $  =  E E  P$(í ,  m)ém =  £ £ ( a p  (í)í(f)).„em
e=0 m=1 e=0 m=1
o que implica em
o  dç
P$(x )  =  E E  (ap( í )$( í ))meT(x)  =  E [aP(í)? (í)] ee(x), x  £ X,
e=o m=i e=o
sendo ee(x) := ( e j ( x ) , ..., ed  (x )j £ Cdç e a P (í)</>(í) ee(x) pode ser visto como o produto interno usual 
em Cdç entre os vetores a P (í)</>(í) e ee(x), isto e,
a p (í)<£(í) ee(x) := ( a p (í)<P(í),e£( x ) ^ ^  .
Em particular, para cada ekj,





j )  — £ £  (*P ( j )  m e?(x)
=0 m=1
7  di /  di ^  \
£ £  ( £ a P (l)miej  ( l , i ) ) eT (x)
Z=0 m=1 \i=1 )
7  di di
Y . Y . Y . a p ( l ) m M  , e  )l 2 em x
0k ^i\ (ej ,
Z=0 m=1 i=1
7  di di
— J 2 a p (l)miSjeSkie'mí(x)
Z=0 m=1 i=1
dj
— E  a P (j)mkem(x).
m=1
Na Proposicão 4.1, foi visto que (após reformularmos em (4.5)), para cada l  G N0 existe uma 
matriz a P (l) G CdiXdi tal que
P&(l) — a P (l)U(l), y& G C 7 ( X ). (4.6)
Pode ser provado que (4.6) se mantem valida para elementos de D ' ( X ), isto e, se P : D ' ( X ) ^  D ' ( X ) 
e um operador fortemente invariante, entãao
Pu(l)  — a P(l)u(l),  yu  G D ' ( X ), y l  G N0, (4.7)
o que pode ser consultado em [10].
A classe de todos os símbolos matriciais sera denotada por E, isto e,
E :— {a; N0 3 l  ^  a(l)  G CdiXdi} .
Para o estudo da hipoeliticidade de um operador, vamos usar as definicçoães dadas em [7] e 
algumas propriedades sobre námeros associados a símbolos matriciais.
D efinicõo 4.2. Seja a G E um símbolo matricial. Para cada l  G N0 , definimos
m(a( l))  :— inf {Wa(l)vWHs; v G Cdi e ||vWhs — 1}
e
M(a(l ) )  :— sup {||a(l)v||Hs; v G Cdi e ||v||hs — 1} .
O bservaçao  4.1. Sobre a definicao acima, destacamos que:
• M  (a(l)) — |a(l)W^  (Cdi ).
• a(l)  e invertível m(a( l))  — 0.
• Se a ( l)  e invertível, então M (a ( l) - 1) — m (a ( l) )- 1.
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4.2 M -h ip o e litic id a d e  global
Estabelecemos a seguir a nocçao de hipoeliticidade global considerada neste trabalho e, em 
seguida, exibimos o resultado que a caracteriza em termos dos símbolos matriciais.
D efin ição  4.3. Um operador P : D ' ( X ) ^  D ' ( X ) e dito g lo b a lm en te  M -h ip o e lítico  em  X  quando 
u G D ' ( X ) e P u  G rM (X ) implicarem em u G rM (X ).
T eo rem a 4.1. Seja P : D '(X ) ^  D ' (X ) um operador fortemente invariante çom relação a E.  Entao, 
P  e globalmente M-hipoelítico se, e somente se, para todo e > 0 existe Ce > 0 tal que
m ( a p ( j )) £  exp ^—M(eA1/v )^ , sempre que j  £  Ce.
Demonstraçao. N ecessid ad e : Considere u G D ' (X ) tal que P u  =  t  G rM (X ). Como precisamos
m ostrar que P  e globalmente M -hipoelítico, precisamos concluir que u G rM (X ). Para tanto, vamos
recorrer a caracterizacao dada no Teorema 2.2. Por (4.7), temos que
4>(£) =  ap(£)u(£), £ G N0 .
Por hipotese, para cada e > 0 existe Ce > 0 tal que m ( a P(j)) =  0, sempre que j  £  Ce ou, 
equivalentemente, para cada e > 0 existe Ce > 0 tal que a P (j) e invertível sempre que j  £  Ce; logo, 
podemos escrever
u( j  ) =  a P ( j ) - 1 í (j), j  £  Ce.
Como t  G r M ( X ), segue pelo Teorema 2.2 que existem C > 0 e L^ > 0 tais que
II?(£)Hhs < C exp [ —M (L 0 A]/v )) , V£ G N.
Da desigualdade acima e utilizando o Lema 2.5 com L^  , para cada £ G N, temos
< C  exp ( - M ( L 0A]/v ))
=  C  exp ^ - 2 M(L^A],/lJ)^ exp ^ - 2 M (L0 ) j
< C  exp (-M (L '0a ] /v ) j  exp (-M(L~0a ] /v )) . (4.8) 
Entao, tomando e0 := L $, existe Ceo > 0 tal que, sempre que j  ^  Ceo vale
i(j)|HS =  l lap(j ) - 1  f ( j )||hs < | |a p ( j )- L  (Cdj )
=  m ( a p ( j )) 1| f ( j )  |hs =2 exp (M (L 0 A1/v )J ||<^(j) |hs
( <8) C exp (m (L '0a ! /v )) exp (-M(L~0 A)/ v)) exp ( - M ( L 4>A)/ v) 
=  C  exp ( - M ( L  ̂ A)/v
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1 HS
e segue pelo Teorema 2.2 que u G rM  (X ); logo, P  e globalmente M -hipoelítico.
Suficiencia: Vamos proceder por contrapositiva, isto e, negando a tese e construindo um 
elemento u G D ' ( X ) \ r M ( X ) para o qual P u  G rM (X ), contrariando a hipítese de que P  e globalmente 
M -hipoelítico. Suponha que existe e0 Y O tal que, para todo C Y  O existe j  Y  C  de modo que
m (a p (j)) < exp ( - M(-oAj/v )) .
Em particular, tomando C  — 1, existe j 1 Y 1 tal que m (a P(j1)) < exp ^—M(e0Aj/v ) j ;  logo, 
existe Vj1 G Cdji tal que \\vj1 ||HS — 1 e \\aP ( j1)vj1 ||HS < exp ^—M(e0Aj i/v ) j . Em seguida, tomando 
C  — j 1, existe j 2 Y j 1 tal que m (a P (j2)) < exp ^—M (e0A v)) e, consequentemente, existe Vj2 G C dj2 
com \\vj2 ||HS — 1 e \\aP (j2)vj2 ||HS < exp ^—M(e0Alj/v) j . Indutivamente, obtemos uma sequencia {vj / }keN 
com vj/  G Cdj/, \\vj/  IIhs — 1 e
\\aP(jk)vj/ ||hs < exp ( - M(-qAVv)) , fik G N. (4.9)
Defina
to d.
u :— E  u ( l ,m )eT ,
i =0 m=1
de modo que
^  vjk, se l  — j k para algum k G N
3 u(l)  —
0, se l  — jk  para todo k G N
Por construção, temos que ||U(l)||HS ^  1 ^  (1 +  Az), para todo l  G N0, o que implica por (4.2) 
que u G D ' ( X ). Claramente u G rM (X ) (uma vez que rM (X ) Q C 7 ( X )), pois ||u(jk)WHs — Wvjk Whs — 1, 
para todo k G N, ou seja, não e satisfeita a condicão (4.1), logo u G C 7 ( X ).
Notemos que, como u(l)  — 0 sempre que l  — j k , podemos escrever
7  djk
u — E I 3  u ( jk , r)ej .
k=1 r=1
Por fim, vamos m ostrar que P u  G rM  (X ). De fato, sendo P  fortemente invariante, segue da 
igualdade logo acima que
7  djk 7  djk
P u  — P u ( j k,r)erjk — E I 3 (aP ( jk )u ( jk))r j  .
k=1 r=1 k=1 r=1
Segue de (4.9) que
  (4-9) / / \
WPu(jk)Whs — WaP(jk)u(jk)Whs — WWp (jk )v jk Whs <4 exp (—M (e0A / v)j  , y k  G N,
logo tomando C  — 1 e L  — e0 , concluímos pelo Teorema 2.2 que P u  G rM (X ), isto e, P  nao e 
globalmente M -hipoelítico, o que contradiz a hipátese. q
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4.2.1 O caso G evrey  Ys(X)
A partir dos resultados obtidos ate o momento, vamos construir um exemplo para uma classe 
de funcoes ja  conhecida, a saber, a classe das funcões Gevrey sobre a variedade X . Relembremos que a 
classe de funçoes Gevrey em X  pode ser compreendida como
7 S( X ) = r (fc!y (X ), S £ [1, &),
ao considerarmos a sequencia M  := {Mk] keNo com M k =  (k!)s, yk  £ N0. Por (2.19), temos que para 
7 S(X ) a funcõo associada fica M (r) ~  r 1/s e que
$ £ y s(X ) ^ 3 C > 0, 3 L >  0 t.q. ||^»(í)Hhs 7  C e x p ( - L A f  ), y í  £ N.
Portanto, segue do Teorema 4.1 que, a hipoeliticidade global para a classe y s ( X ) e obtida atraves do 
seguinte resultado:
T eo rem a 4.2. Seja P : D ' (X ) ^  D '(X ) um operador fortemente invariante em relação a E . Então P  
e globalmente y s-hipoelítiço se, e somente se, para todo e > 0 existe Ce > 0 tal que
1
m ( a p (j)) 7  e x p ( -eAj1' ), sempre que j  7  Ce.
4.3  ( M )-h ip oelitic id ad e  global
Podemos obter um resultado analogo ao da seçao aterior para a classe de funcoes do tipo 
Beurling, com as adaptações naturais. Vejamos.
D efin ição  4.4. Um operador P : D ' ( X ) ^  D ' ( X ) e g lo b a lm en te  (M )-h ip o e lítico  em  X  quando 
u £ D ' ( X ) e P u  £ r {M )(X ) implicarem em u £ r(M )(X ).
Podemos caracterizar a (M )-hipoeliticidade global de um operador fortemente invariante P  
atraves de seu símbolo utilizando o Teorema a seguir.
T eo rem a 4.3. Seja P : D '(X ) ^  D ' (X ) um operador fortemente invariante com relação a E.  Então, 
P  e globalmente ( M )-hipoelítiço se, e somente se, existem K  > 0, r > 0 e C  > 0 tais que
m ( a p (j)) 7  K exp ^—M(rA1/v)^ , sempre que j  7  C.
Demonstração. N ecessid ad e : Queremos provar que, se u £ D ' ( X ) com Pu  =  $ £ r ^ )(X ), isto 
implica que u £ r ^ )(X ). Para tanto, vamos recorrer a caracterizaçao dada pelo Teorema 2.4, ou seja,
mostremos que, dado L > 0, existe CL > 0 tal que ||U(í)||HS 7  CL exp ^—M ( L A ^ ) j ,  para todo í  7  1.
Por (4.7), segue que
U(í) =  a p (í)u(í),  y í  £ N0.
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Por hipíotese, para todo j  £  C
m (a P (j)) =  0 a P( j ) e invertível,
entao, para j  £  C , podemos escrever
« (j) =  a P ( j ) - 1
o que implica em
ll«(j)NHS =  IIaP( j ) - 1  ?Ü)IIhs < ||aP ( j )- 11|^ ( C, 3)I& /)||hs
=  m ( a P ( j ))- 1 ||$ ( j )|hs <  K^exp (M (rA 1/v )) ||<£(j)llHs, j  £  C. (4.10)
Como t  G r(M )(X ), dado L' > 0, existe CL  > 0 tal que
I &£)||hs < Cl - exp ( —M (L'A]/v )) , V£ £  1;
logo, de (4.10) segue que
||«(j)||Hs < ' K  exp (M (rA 1/v )) exp ( - M (L'A1/v )) . (4.11)
Seja L > 0 dado. Entao, podemos ter r < L  ou r > L. Vamos analisar cada um dos casos.
• r < L: Como exp e M sao funçães nao-decrescentes, segue que
exp ^M(rA1/v )j < exp ^M(LA1/v )j , Vj.
Entao, de (4.11),
I R j ) ||hs < K  exp (M (rA 1/v )) exp ( - M (L'A1/v ))
< —L-  exp (M(LA1/v ) j  exp ( —M (L'A1/v ) j  .
Escolha L'  := L \ A H . Pelo Lema 2.5, temos que
exp ( —M ( L V A H a1/v )) < exp (—2M(LA1/v )) , Vj.
Portanto, para todo j  £  C ,
||w(j)||Hs < K  exp (M(LA1/v )) exp ( —M (LVAHA1/v )j
< K  exp (M(LA1/v )j exp ( —2M(LA1/v )j
=  K  exp ( —m ( l a 1/v )) ,
e segue o desejado.
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r Y  L: Escolha agora L'  :— r \ [ A H . Novamente, pelo Lema 2.5,
exp ^—M(r%/ÃHAj / v)j fi exp ^—2M(rAj/v )j , fij.
De (4.11) tem-se, para todo j  fi C
( j ) ||hs fi K  exp (M (rA 1/v )) exp ( - M (rV X H A 1/v ))K
CLfi "KL exp ^M(rAj/v ) j  exp ^-2M (rA j/v ) jK
CLfi - L  exp ( - M (rA1/v))
K
fi K  exp ( —M(LAj/v ))
donde, novamente, a ultima desigualdade veio do fato de que exp e M sao funcoes não-decrescentes.
Portanto, para todo L > 0, existe CL > 0 tal que ||ü (j) ||HS ^  CL exp ^—M(LA1/v ) j ,  sempre 
que j  ^  C , o que implica pelo Teorema 2.4 que u G p M )(X ).
Suficiencia: Procederemos por contrapositiva, isto e, negando a tese e construindo um ele­
mento u G D ' ( X ) \  r (M )(X ) tal que P u  G r (M )(X ), contradizendo a hipítese de que P  e globalmente 
)-hipoelítico. Suponha que para quaisquer K  > 0, r > 0 e C > 0, pode-se encontrar j  > C  tal que
m (a P ( j )) < K exp M(rAj/n “ )j .
Em particular, tomando K  — C  — r — 1, existe j 1 Y  1 tal que m (a P(j1)) < exp ^—M(Aj/v ) j . 
Logo, existe Vj1 G Cdj1 com \\vj1 ||hs — 1 e \ \aP(jj)vj1 ||hs < exp ^—M ^ V " ) j .  Agora, tome K  — 1, 
C  — j 1 e r — 2, entao existe j 2 Y j 1 tal que m (a P(j2)) < exp ^—M(2Aj/v )j e, consequentemente, existe 
Vj2 G Cdj2 com 11vj 2 ||hs — 1 e \\aP j ) v j 2 ||hs < exp (—  M(2Aj 2/v )).
Procedendo de forma indutiva, obtemos uma sequencia {vj/ } keN, com Vj/ G Cdj/ , \v j / ||HS — 1
\\aP(jk)vj/ 11hs < exp ( - M(kAj /v )j , para todo k G N. 
A seguir, vamos definir
(4.12)





vj / , se l  — jk para algum k G N 
O, se l  — j k para todo k G N
Temos que ||U(l)||HS ^  1 ^  (1 +  Az), para todo l  G N0, o que implica por (4.2) que u G D ' ( X ). 
Alem disso, a condicão do Teorema 2.4 nao e satisfeita, pois Wu(jk)||HS — ||vjk ||HS — 1, o que implica que 
u G r(M )(X ). Desconsiderando os coeficientes de Fourier que se anulam, reescrevemos
7  djk




Mostremos agora que P u  £ r(M )(X ). Como P  e fortemente E-invariante, temos que
o  djl o  djk
P u  =  E E  P u ( j k , m)em =  E E (ap ( jk )U( j k ))memm .
k=1 m=1 k=1 m=1
Segue por (4.12) que
||Pu(jk)||hs =  l lap(jk)u(jk) ||hs =  l lap(jk)vjk ||hs < exp (-M (k A 1/v)) , yk  £ N.
Dado qualquer L > 0, sempre que k 7  L, como as funcoes exp e M sao nao-decrescentes, 
temos que
exp (M( L A 1 fc/v ^ 7  exp (M(kAE ^  ^  exp ( -M (kA 1/v^ 7  exp ( - m ( l a 1/ v^ ,
donde segue que
IIPu(jk) ||hs < exp (—M(kA1/v)) 7  exp (—M(LA1/v)) , yk  7  L.
Portanto, dado L > 0, existe CL := 1 tal que ||P u ( jk)||HS 7  exp ^—M(LA1/v ) j ,  para todo
k 7  L. Por outro lado, quando k < L, existe CL,k > 0 tal que
exp ( - M ( k A 1/kv)) 7  CL,k exp (-M (L A 1/ V)) .
Logo, escolhendo CL := max j CL k; exp ^—M(kA1/v )j 7  CL,k exp ^—M(LA1/v ) j  , 1 7  k < l |  , temos
IIPu(jk) IIhs 7  Cl exp ^-M (L A 1/ v ) j ,  sempre que k < L.
Pelo Teorema 2.4, concluímos que P u  £ r ^ ) ( X), o que prova que P  nõo e globalmente 
-hipoelítico, donde segue o resultado. q
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