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Аннотация. Междупериодное когерентное накопление принятого сигнала обеспечивает рост отношения 
сигнал / помеха и просто реализуется при фиксированном периоде повторения зондирующих сигналов. 
На практике в импульсных радиолокационных станциях используют переменный период повторения для 
защиты от «слепых» скоростей. Разработаны алгоритмы междупериодного когерентного накопления при 
переменном периоде повторения и выявлены их особенности, которые целесообразно учитывать при 
практической реализации в радиолокационных станциях. Эти особенности определяют сложность 
алгоритма междупериодного когерентного накопления, интервал обзора по радиальной скорости 
(доплеровской частоте) и особенности спектра. Разработан алгоритм с одновременно реализуемыми 
междупериодным когерентным накоплением принятого сигнала и однократной череспериодной 
компенсацией мешающих отражений в спектральной области при переменном периоде повторения 
зондирующих сигналов. Представлены количественные показатели, полученные путем моделирования, 
и проведен сопоставительный анализ.  
Ключевые слова: прореживание по времени, амплитудно-скоростная характеристика, быстрое 
преобразование Фурье. 
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Abstract. Interperiod coherent integration of the received signal provides an increase in the signal-to-noise ratio 
and is simply implemented with a fixed repetition period of the probing signals. In practice, pulsed radars use a 
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variable repetition period to protect against blind speeds. The algorithms of the interperiod coherent integration 
with a variable repetition period have been developed and their features have been revealed, which are advisable 
to take into account in the practical implementation in the radars. These features determine the complexity of the 
interperiod coherent integration algorithm, the radial velocity (Doppler frequency) survey interval and the 
spectrum features. An algorithm is developed with simultaneous interperiod coherent integration of the received 
signal and a single-delay clutter cancelation in the spectral domain in the case of variable repetition period of the 
probing signals. The quantitative indicators obtained by modeling are presented and a comparative analysis 
is carried out. 
Keywords: time decimation, MTI frequency response, fast Fourier transform. 
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Введение 
Необходимость однозначного измерения дальности удовлетворяется использованием 
импульсного зондирующего сигнала (ЗС) с периодом повторения rT , соответствующим 






 . Это 
требование, как правило, входит в противоречие с требованием отсутствия «слепых» скоростей 
в интервале от минимальной minV  до максимальной maxV  скоростей объектов. «Слепые» 
скорости появляются при работе устройств когерентной компенсации (КК) мешающих 
отражений (МО) и следуют с интервалом 
λ
2Sl r




  – частота повторения ЗС. 
Для устранения «слепых» скоростей [1–4] в диапазоне до значения maxV  при 
импульсном ЗС используют переменный период повторения зондирующих импульсов 
(например, 1rT  и 2rT , 1rT , 2rT  и 3rT  и т. д.). При использовании двух периодов повторения 






  . Если это условие 
выполняется, то устройство ККМО будет иметь такую амплитудно-скоростную 








Окончание когерентной обработки на этапе когерентной компенсации МО было 
логично в 60–70-х годах прошлого века, так как на том этапе отсутствовали дешевые и 
малогабаритные аппаратно-программные средства, обеспечивающие междупериодное 
когерентное накопление (МПКН) в наборе элементов разрешения по дальности с образованием 
матрицы «дальность – скорость». Кроме того, МПКН при некогерентном передатчике 
с фазированием когерентного гетеродина считалось нелогичным. В конце 90-х годов прошлого 
века осмыслена логичность когерентного накопления при некогерентном передатчике,  
а в последующие десятилетия появились требуемые программно-аппаратные средства. 
Поэтому существует реальная возможность модернизации имеющихся радиолокационных 
станций (РЛС) старого парка с целью повышения их помехозащищенности.  
В связи с этим целесообразна разработка и использование алгоритмов МПКН при 
переменном периоде повторения ЗС, а также поиск вариантов алгоритмов, требующих 
минимальное количество вычислительных процедур и оперативной памяти. 
Важно отметить, что в процессе обзора по дальности устройство МПКН в импульсных 
РЛС может использоваться как совместно с устройством ККМО в интервалах радиальной 
дальности с МО, так и без него (устройство ККМО выключается) в остальных интервалах, где 
МО отсутствуют. В последнем случае это позволит избежать потерь в мощности отраженного 
сигнала в соответствии с амплитудно-скоростной характеристикой устройства ККМО. 
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Междупериодное когерентное накопление при постоянном периоде повторения ЗС 
Алгоритм МПКН в одном элементе разрешения по дальности (для заданного времени 
запаздывания zt ) соответствует алгоритму прямого дискретного преобразования Фурье (ДПФ): 
     
1
0
exp 2π , 0, 1
FTN
ps z r g r FT
n
g U t nT i f nT g N


     , (1) 
где  ps z rU t nT  – временной отсчет принятого сигнала в n-м периоде повторения ЗС для 
элемента дальности с задержкой zt ; gf  – резонансная частота g-го цифрового фильтра, 
на выходе которого формируется комплексная амплитуда g  накопленного сигнала; FTN  – 
количество периодов зондирований в интервале когерентного накопления KN FT rT N T .  
В общем случае количество фильтров FTN  и интервал их расстановки могут быть 
произвольными. Если принять , 0, 1rg FT
FT
F
f g g N
N
   , то выражение (1) преобразуется 
к простому виду    
1
0
exp 2π , 0, 1
FTN
ps z r FT
n FT
ng





     
 
 , а при количестве 
фильтров FTN , равном числу 2
k  (k – целое число), может быть использовано быстрое 
преобразование Фурье (БПФ). 
Междупериодное когерентное накопление при двух чередующихся  
периодах повторения ЗС 
В этом случае зондирующий сигнал представляет собой когерентную 
последовательность одиночных зондирующих радиоимпульсов, следующих с чередующимися 








u t E U t t i f t


  , где 0E , 0f  – 
амплитуда и несущая частота ЗС;  0U t  – комплексный закон модуляции одиночного ЗС;  







 , где r jT  – интервал времени между j-м и  1j  -м зондирующими импульсами 
(период повторения j-го зондирующего импульса), однако при 0j   значение  0r jT  . 
Для определенности знаков компенсации фазы полагаем, что  2  1r rT T . 
Наиболее простой вариант (вариант 1) междупериодного когерентного накопления  
в g-м фильтре имеет вид 
     
1
0
exp 2π , 0, 1
FTN
ps z n g n FT
n
g U t t i f t g N


     . (2) 
Рациональным вариантом расстановки узкополосных фильтров когерентного 
накопления является интервал, близкий к ширине зубца междупериодного спектра сигнала: 










   – длительность интервала когерентного накопления. 
С учетом этого выражение (2) преобразуется к виду 
     
1
0
ξ exp 2π , 0, 1
FTN
ps z n II n FT
n
g U t t i F g t g N


      . (4) 
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Интервал обзора по частоте в данном случае описывается выражением 
obz II FTF F N  . (5) 














KN KN FT r mid
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  к величине 1 2
2
r rT T  в произвольном случае увеличивается по мере увеличения 
FTN  и является абсолютно точным при значениях FTN , кратных числу 2. 
Основной сложностью в практическом использовании (4) является необходимость 
хранения с точностью, исключающей критическое накопление ошибки, значений задержек ЗС 
, 0, 1n FTt n N  .  
Существенное упрощение достигается при когерентном накоплении с использованием 
двух когерентных сумм четных и нечетных временных отсчетов сигналов, следующих через 
2 периода повторения (вариант 2), с использованием фильтров когерентного накопления, для 
которых интервал расстановки фильтров, их количество и интервал обзора по частоте 
описываются выражениями (3), (5) и (6). Затем две полученные суммы когерентно 
складываются.  
Четные и нечетные временные отсчеты в последовательности из FTN  отсчетов 
определяются следующим образом: 




U n U t t n    ; 




U n U t t n    . 
В варианте 2 алгоритмы когерентного накопления при условии, что FTN  является 
четным числом, имеют вид: 
– для четных отсчетов сигнала в последовательности из FTN  отсчетов формируется 
первая сумма       
1
2
1 1 1 2
0
ξ exp 2π , 0, 1
FTN
II r r FT
n
g U n i F g T T n g N


      , которая с учетом (3) 
преобразуется к виду  
















    
 
 ;  (7) 
– для нечетных отсчетов сигнала в последовательности из FTN  отсчетов формируется 
вторая сумма  
      
1 1
2 2
2 2 1 2 2
0 0
2
ξ ( ) exp 2π exp 2π , 0, 1.
FT FTN N
II r r FT
n n FT
n





        
 
   (8) 
Комплексные амплитуды  1ξ g  и  2ξ g  принадлежат одному и тому же g-му фильтру 
ДПФ (или БПФ), а их взаимный сдвиг по фазе  1 2φ g  определяется временем задержки 
нечетной последовательности отсчетов относительно четной, который равен  1rT .  
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С учетом этого   1 11 2 1 1
1 2
2
φ 2π 2π 2π 2πr rg r II r
FT r mid FT r r
gT Tg
g f T F gT
N T N T T
     

.  
Итоговой процедурой варианта 2 когерентного накопления сигнала для каждого 
элемента дальности, характеризующегося задержкой zt , является формирование суммы 
        1 2 1 2ξ ξ ξ exp φ , 0, 1FTg g g i g g N      . 
При этом обзор по частоте выполняется в интервале [0, ]obzF , причем obzF  описывается 
выражением (6). Заметим, что число формируемых сумм как (7), так и (8) равно FTN . Однако 
использование БПФ в данном варианте проблематично или нерационально (дополнение 
нулями), так как число слагаемых 
2
FTN  в суммах не соответствует числу FTN  фильтров. 
Развитием варианта 2 является вариант 3, который является более простым благодаря 
уменьшению числа точек БПФ в 2 раза, но при этом сохраняет разрешающую способность и 
интервал однозначности по частоте. В варианте 3, в основе которого лежит ДПФ 
с прореживанием во времени при постоянном периоде дискретизации [6], алгоритм 
когерентного накопления включает следующие процедуры: 
– для последовательности  1U n , состоящей из 2
FTN  четных отсчетов, выполняется 
ДПФ (БПФ) с числом точек 
2
FTN  вида 
















    
 
 ;  (9) 
– для последовательности  2U n , состоящей из 2
FTN  нечетных отсчетов, выполняется 
ДПФ (БПФ) с числом точек 
2
FTN  вида 
















    
 
 ;  (10) 
– выполняется дублирование спектров (9) и (10), полученных в интервале частот 
[0, ]
2





ξ для 0, 1 ,
2
ξ



















ξ для 0, 1 ,
2
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       
 
– выполняется итоговая процедура объединения путем формирования сумм: 
        1 2 1 2ξ ξ ξ exp φ , 0, 1DD DD FTg g g i g g N      ,  (11) 
где фазовый сдвиг  1 2φ g  определяется частотой g-го фильтра и задержкой  1rT  второй 
последовательности относительно первой:  
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Междупериодное когерентное накопление сигнала и реализация однократной 
череспериодной компенсации мешающих отражений при двух чередующихся 
периодах повторения ЗС 
В РЛС, разработанных в 50-х годах прошлого столетия, сигналы междупериодных 
разностей, принадлежащих одному элементу разрешения по дальности и сформированных на 








Междупериодные разности описываются выражением 
     1, , 0, 1z ps z n ps z n FTU t n U t t U t t n N       ,  (12) 
причем используемые в (12) значения  1 0ps zU t t   и   0FTps z NU t t  . 
Целесообразно и рационально в спектральной области одновременно выполнить две 
процедуры: когерентное накопление принятого сигнала и когерентную компенсацию МО. 
Когерентное накопление  , , 0, 1z FTU t n n N    представляет собой формирование 
дискретного спектра путем ДПФ или БПФ. При разработке алгоритма целесообразно 
воспользоваться свойством сигнала [5], задержанного во времени. В соответствии с этим 
свойством прямое преобразование Фурье от разности сигнала и его копии, смещенной во 
времени на величину 0t , представляется в следующем виде: 
          
           
0
0 0
exp ω exp ω
exp ω exp ω ω exp ω ω .
s s s
s s s
U t U t t i t dt U t i t dt





     




С учетом этого прямое ДПФ от разности (12) имеет вид 
       1
 1  2
2
ξ ξ ξ exp 2π , 0, 1r FT
FT r r
Tg
g g g i g N
N T T
 
      
,  (13) 
где комплексные амплитуды  ξ , 0, 1FTg g N   наиболее рационально с точки зрения 
простоты вычислений описать выражением (11). 
В итоге выражения (11) и (13) описывают алгоритм одновременной реализации 
в спектральной области междупериодного когерентного накопления принятого сигнала 
и однократной череспериодной компенсации мешающих отражений при переменном периоде 
повторения ЗС. Этот алгоритм использует прореживание по времени в процессе формирования 
четной и нечетной последовательностей принятых сигналов с удвоенным средним периодом, 
что обеспечивает существенное сокращение вычислительных процедур.  
Сопоставление описанных алгоритмов выполнено на основе моделирования. 
Анализ результатов моделирования 
Общие исходные данные для моделирования: 
– периоды повторения зондирующих сигналов 1 265 мксrT   (величина 
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– количество периодов повторения, укладывающихся в интервале МПКН, принято 
равным 256FTN  . Соответственно, интервал МПКН  1 2128 69,76 мсKN r rT T T   ; 
– принятый сигнал является совокупностью отсчетов сигнала    exp 2π dsU t i f t   
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   . Переменная dsf  является доплеровской частотой. 
Моделирование обработки по описанным выше вариантам алгоритмов показало, что 
результаты, получаемые с использованием вариантов 1 и 2, являются абсолютно одинаковыми, 
а вариант 3 дает схожие результаты. Поэтому далее рассмотрим лишь наиболее важные 
особенности, порождаемые переменным периодом повторения. 
На рис. 1, a, b представлены амплитудно-частотные спектры (АЧС) нефлуктуирующего 
сигнала с амплитудой 0 1о.е.A   при 0dsf   и 500 Гцdsf  , где о.е. – относительная единица.  
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Рис. 1. АЧС принятого сигнала при 0dsf   (a) и 500 Гцdsf   (b) 
Fig. 1. Spectrum of the received signal with 0dsf   (a) and 500 Hzdsf   (b) 










. Для рассматриваемых условий моделирования 
3669,72477 ГцobzF  . Первая «слепая» скорость при переменном периоде повторения 








 и для рассматриваемых алгоритмов 
точно равна 1 18,5ds Sl obzf F  (см. рис. 3). В спектре сигнала имеются две спектральные 
составляющие – основная ξosn  и дополнительная ξdop . Соотношение уровней основной и 
дополнительной составляющих зависит от соотношения величин obzF  и dsf .  
На рис. 2 представлены АЧС сигналов до когерентной компенсации МО (результат 
работы алгоритма (11)) и после ККМО (результат работы алгоритма (13)) для случая, когда 
принятый сигнал содержит мешающие отражения с амплитудой 0 1 10 о.е.A   (без флуктуаций 
с 0dsf  ) и полезный отраженный сигнал с амплитудой + и частотой 500 Гцdsf  .  
Видно, что когерентная компенсация МО и когерентное накопление успешно 
реализуется на основе алгоритмов (11) и (13). Эффективность когерентной компенсации МО 
для случая отсутствия флуктуаций является идеальной – мешающие отражения 
компенсируются полностью.  
На рис. 3 представлена амплитудно-частотная характеристика (АЧХ) ( ) ( )I IIK f K f  
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последовательно включенных устройств ККМО c АЧХ ( )IK f  и МПКН с АЧХ ( )IIK f , 
реализованных на основе алгоритмов (11) и (13). АЧХ получена с использованием суммы 
22
osn dop   основной и дополнительной составляющих. Этой АЧХ соответствует 
амплитудно-скоростная характеристика. 
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Рис. 2. АЧС суммы мешающих отражений с 0dsf   и отраженного сигнала с 500 Гцdsf    
до ККМО (a) и после ККМО (b) 
Fig. 2. Spectrum of the sum of clutter with 0dsf   and received signal with 500 Hzdsf                            






Рис. 3. АЧХ последовательно включенных устройств ККМО и МПКН,  
реализованных на основе алгоритмов (11) и (13) 
Fig. 3. Frequency response of series-connected clutter canceler and interperiod coherent integrator,   
implemented according to algorithms (11) и (13) 
Заключение 
Разработанные алгоритмы МПКН обеспечивают полноценное когерентное накопление 
принятого сигнала в интервале обзора по доплеровской частоте, равном среднему значению 
частоты повторения.  
Алгоритм МПКН в варианте 3 обеспечивает переход к сокращению вычислительных 
процедур благодаря переходу от последовательности с переменным периодом повторения 
к двум последовательностям с постоянным периодом повторения со взаимным смещением во 
времени на величину, равную первому периоду повторения. Такой переход обеспечивает 
максимально полное использование преимуществ алгоритмов с прореживанием по времени. 
Выражения (11) и (13) описывают алгоритм одновременной реализации в спектральной 
области междупериодного когерентного накопления принятого сигнала и однократной 
череспериодной компенсации мешающих отражений при переменном периоде повторения ЗС. 
Этот алгоритм также использует прореживание по времени, что обеспечивает существенное 
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сокращение вычислительных процедур. Алгоритм ККМО (13) в сочетании с (11) обеспечивает 
устранение эффекта «кромки» при компенсации МО, возникающего в традиционном 
устройстве череспериодного вычитания из-за невозможности обеспечить попарное вычитание 
для первого и последнего импульсов в пачке принятого сигнала с мешающими отражениями. 
В итоге разработанные алгоритмы междупериодного когерентного накопления сигнала 
и междупериодной когерентной компенсации мешающих отражений при переменном периоде 
повторения позволяют реализовать полноценную междупериодную обработку принятого 
сигнала в импульсной РЛС с переменным периодом повторения. 
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