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pOKAZANA PROCEDURA OCENKI SWOJSTW NEJRONNYH SETEJ DLQ KLASSIFIKACII 3γ-SOBYTIJ. pRODE-
MONSTRIROWANA KLASSIFICIRU@]AQ SPOSOBNOSTX ISSLEDOWANNYH NEJRONNYH SETEJ.
Abstract
Minaev N.G., Samoylenko V.D., Slobodyuk E.A. Possibility Estimation for Neural Net Use in Electro-
magnetic Calorimeter Trigger: IHEP Preprint 2000-64. – Protvino, 2000. – p. 6, ﬁgs. 3, refs.: 5.
The estimation procedure of neural net property for 3γ event classiﬁcation is shown. The classiﬁcation
capability of neural nets is demonstrated.
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wWEDENIE
sOZDANIE CIFROWOGO TRIGGERA DLQ L@BOGO DETEKTORA, I W ˆASTNOSTI DLQ “LEKTRO-
MAGNITNOGO KALORIMETRA (—k), NAˆINAETSQ S WYBORA ALGORITMA KLASSIFIKACII SOBYTIJ,
ZAREGISTRIROWANNYH DETEKTOROM. dLQ MNOGIH TIPOW SOBYTIJ SU]ESTWU@T MNOGOKRATNO
OPROBOWANNYE SPECIFIˆESKIE ALGORITMY KLASSIFIKACII. nO, W TO VE WREMQ, W FIZIKE
WYSOKIH “NERGIJ UVE DLITELXNOE WREMQ PRIMENQ@TSQ WESXMA OB]IE, LEGKO PERESTRAIWA-
EMYE I POˆTI NEZAWISIMYE OT TIPA DANNYH, KLASSIFIKATORY SOBYTIJ, OSNOWANNYE NA
NEJRONNYH SETQH (ns) [1]. pREVDE ˆEM PROWODITX DETALXNOE ISSLEDOWANIE SWOJSTW KON-
KRETNOGO ALGORITMA NA DANNYH, BLIZKIH K “KSPERIMENTALXNYM, ˆTO SWQZANO S BOLX[IMI
ZATRATAMI WREMENI I WYˆISLITELXNOJ MO]NOSTI, NEOBHODIMO NA KAˆESTWENNOM (GRUBOM)
UROWNE PONQTX SWOJSTWA ALGORITMA, ˆTOBY IZBEVATX BESSMYSLENNOJ RABOTY S TUPIKOWYMI
WARIANTAMI.
w NASTOQ]EJ RABOTE PREDPRINQTA POPYTKA KAˆESTWENNO OCENITX PRINCIPIALXNYE WOZ-
MOVNOSTI KLASSIFIKATORA 3γ-SOBYTIJ NA OSNOWE ISKUSSTWENNYH NEJRONNYH SETEJ.
mODELIROWANIE 3γ-SOBYTIJ DLQ KLASSIFIKACII NEJRONNOJ SETX@
pREDPOLAGALOSX, ˆTO SOBYTIQ S 3γ-KWANTAMI, POPAW[IMI W “LEKTROMAGNITNYJ KALO-
RIMETR, OBRAZU@TSQ W π−p-WZAIMODEJSTWIQH PRI 15 g“w/c I DOLVNY KLASSIFICIROWATXSQ
PO PRISUTSTWI@ ILI OTSUTSTWI@ π0. rASSTOQNIE OT TOˆKI WZAIMODEJSTWIQ DO “LEKTRO-
MAGNITNOGO KALORIMETRA RAZMEROM 2H2 M2 BYLO PRINQTO 5 M. rAZRE[ENIE PO “NERGII I
KOORDINATNAQ TOˆNOSTX —k BYLI PRINQTY KAK U TIPIˆNYH —k IZ SWINCOWOGO STEKLA[2]:
(σE/E)
2 = A/E + (A2/E)
2 + A3; σx, σy = σE/E ∗K (1)
PRI a = 0.1, A2 = 0.01, A3 = 0.02 I k = 38.4 MM.
sOBYTIQ c pt PREWY[A@]IM 1.8 g“w/S MODELIROWALISX PROGRAMMOJ PYTHIA [3]. oT-
BIRALISX SOBYTIQ S 3γ, POPAW[IMI W “LEKTROMAGNITNYJ KALORIMETR, S “NERGIEJ KAVDOGO
γ-KWANTA BOLX[EJ 0.3 g“w. oKONˆATELXNYE ZNAˆENIQ “NERGIJ I KOORDINAT γ-KWANTOW RA-
ZYGRYWALISX PO NORMALXNOMU RASPREDELENI@ SOGLASNO DISPERSIQM IZ (1).
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kLASSIFIKACIQ 3γ-SOBYTIJ NEJRONNOJ SETX@
dLQ RE[ENIQ ZADAˆI KLASSIFIKACII ISPOLXZOWALASX ARHITEKTURA NEJRONNOJ SETI, NAI-
BOLEE ˆASTO PRIMENQEMAQ W FIZIKE WYSOKIH “NERGIJ. —TO MNOGOSLOJNYJ PERCEPTRON [4,5]
S ODNIM WHODNYM, ODNIM SKRYTYM SLOQMI NEJRONOW I ODNIM WYHODNYM NEJRONOM. wYHOD
KAVDOGO NEJRONA SKRYTOGO SLOQ OPREDELEN DEJSTWIEM SIGMOIDNOJ FUNKCII NA WZWE[ENNU@
SUMMU EGO WHODOW inpj I POROGA thi:
hi = f(
∑
gijinpj + thi), f(x) = 0.5(tanh(x) + 1). (2)
wYHODNOJ SLOJ SOSTOQL IZ ODNOGO NEJRONA S WYHODOM
out = f(
∑
wihi + thout). (3)
˜ISLO NEJRONOW WHODNOGO SLOQ ZADAWALOSX RAZMERNOSTX@ WHODNOGO WEKTORA, KOTORYJ
OPREDELQLSQ SLEDU@]IM OBRAZOM:
IN = (E1, x1, y1, E2, x2, y2, E3, x3, y3), (4)
GDE Ei — “NERGIQ, a xi I yi — KOORDINATY i-GO γ-KWANTA. tAKOJ WYBOR WHODNOGO WEKTORA
SWQZAN S ESTESTWENNYM I NAIBOLEE PROSTYM PREDSTAWLENIEM DANNYH, POLUˆAEMYH S —k.
˜ISLO NEJRONOW SKRYTOGO SLOQ Nh, KOTOROE SOWMESTNO S RAZMERNOSTX@ WHODNOGO WEKTORA
ZADAET ARHITEKTURU ns, WARXIROWALOSX OT 1 DO 19.
oBUˆENNAQ SETX KLASSIFICIRUET SOBYTIQ SLEDU@]IM OBRAZOM: NA WHOD PODAETSQ WEKTOR
(4) I SMOTRITSQ WYHOD Out, ESLI
A) out > thNN (POROGA) — KLASS 1;
B) out ≤ thNN (POROGA) — KLASS 0.
w NASTOQ]EJ RABOTE ISPOLXZOWALOSX TOLXKO ODNO ZNAˆENIE POROGA thNN = 0.5.
oBUˆENIE SETI PROWODILOSX METODOM OBRATNOGO RASPROSTRANENIQ O[IBOK. wO WREMQ
OBUˆENIQ NA WHOD SETI PODAWALISX ZNAˆENIQ WEKTORA (4), A NA WYHOD:
A) 0, ESLI W SOBYTII NET π0 (KLASS 0);
B) 1, ESLI W SOBYTII ESTX π0 (KLASS 1).
wYBORKI DLQ OBUˆENIQ I TESTOW SOSTOQLI IZ 104 SOBYTIJ KAVDOGO KLASSA. dLQ RABOTY
S NEJRONNYMI SETQMI PRIMENQLSQ PAKET PROGRAMM JETNET3.0 [4].
tIPIˆNOE RASPREDELENIE WYHODA OBUˆENNOJ SETI NA OBUˆA@]IH I TESTOWYH WYBORKAH
DEMONSTRIRUETSQ NA RIS. 1.
kAˆESTWO RABOTY SETI OPREDELQETSQ PO KLASSIFICIRU@]EJ SPOSOBNOSTI. dLQ UDOBSTWA
INTERPRETACII OPREDELIM KLASSIFICIRU@]U@ SPOSOBNOSTX SETI KAK  = N0/N1, GDE N0 —
ˆISLO SOBYTIJ, OPOZNANNYH SETX@ KAK KLASS 0, A N1 — ˆISLO SOBYTIJ, OPOZNANNYH SETX@
KAK KLASS 1, PRI USLOWII, ˆTO WYBORKI SOBYTIJ KAVDOGO KLASSA, PODANNYH NA WHOD SETI,
RAWNOMO]NY.
rABOTA OBUˆENNYH ns S RAZLIˆNYM ˆISLOM NEJRONOW SKRYTOGO SLOQ TESTIROWALASX NA
NEZAWISIMYH WYBORKAH SOBYTIJ S RAZNOJ TOˆNOSTX@ PREDSTAWLENIQ DANNYH PUTEM IZME-
NENIQ PARAMETRA a OT 0.0 DO 0.5 I POKAZANA NA RIS.2. nA WSEH GRAFIKAH RISUNKA WIDNO
SLABOE UMENX[ENIE KLASSIFICIRU@]EJ SPOSOBNOSTI NEJRONNYH SETEJ PRI UHUD[ENII TOˆ-
NOSTI PREDSTAWLENIQ WHODNOGO WEKTORA, ZADAWAEMOGO PARAMETROM a. sRAWNIWAQ GRAFIKI,
POLUˆENNYE PRI ISPOLXZOWANII DLQ OBUˆENIQ ns WYBOROK SOBYTIJ S RAZNYM ZNAˆENIEM
PARAMETRA a (0.0 I 0.1), WIDIM, ˆTO KLASSIFICIRU@]AQ SPOSOBNOSTX LUˆ[E DLQ ns, OBU-
ˆENNYH NA DANNYH, BLIZKIH PO TOˆNOSTI K IDEALXNOJ (A = 0.0), ˆEM K “KSPERIMENTALXNOJ
(A = 0.1). tAKOE POWEDENIE ns, SKOREE WSEGO, SWQZANO S NEWYSOKOJ KLASSIFICIRU@]EJ
SPOSOBNOSTX@ PREDSTAWLENNYH SETEJ.
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rIS. 1. rASPREDELENIE ZNAˆENIJ WYHODA NEJRONNYH SETEJ S Nh = 4 PRI PODAˆE NA WHOD WEKTOROW IZ
OBUˆA@]IH (a) I TESTOWYH (b) WYBOROK: NEPRERYWNAQ LINIQ — NA WHOD PODAWALISX WEKTORY
KLASSA 1; PUNKTIRNAQ LINIQ — NA WHOD PODAWALISX WEKTORY KLASSA 0.
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rIS. 2. kLASSIFICIRU@]AQ SPOSOBNOSTX OBUˆENNYH NEJRONNYH SETEJ NA TESTOWYH WYBORKAH W ZAWI-
SIMOSTI OT PARAMETRA A: NEPRERYWNAQ LINIQ — OBUˆENIE SETI PROIZWODILOSX NA SOBYTIQH,
POLUˆENNYH PRI a = 0.0; PUNKTIRNAQ LINIQ — OBUˆENIE SETI PROIZWODILOSX NA SOBYTIQH,
POLUˆENNYH PRI a = 0.1. ns S ˆISLOM NEJRONOW SKRYTOGO SLOQ 1 (a), 4 (b), 8 (c), 19 (d).
pOWEDENIE KLASSIFICIRU@]EJ SPOSOBNOSTI SETEJ W ZAWISIMOSTI OT ˆISLA NEJRONOW
SKRYTOGO SLOQ POKAZANO NA RIS. 3. lEGKO WIDETX, ˆTO PRI ˆISLE NEJRONOW SKRYTOGO SLOQ
BOLX[E ˆEM 8 PRAKTIˆESKI NE PROISHODIT UWELIˆENIQ KLASSIFICIRU@]EJ SPOSOBNOSTI.
nESKOLXKO NEOVIDANNOJ OKAZALASX OTNOSITELXNO NIZKAQ KLASSIFICIRU@]AQ SPOSOBNOSTX
ns DAVE PRI BOLX[OM ˆISLE NEJRONOW SKRYTOGO SLOQ, ˆTO UKAZYWAET NA VELATELXNOSTX
POISKA DRUGOGO PREDSTAWLENIQ WHODNOGO WEKTORA.
wREMQ WYRABOTKI RE[ENIQ NEJRONNOJ SETX@ PRQMO PROPORCIONALXNO ˆISLU NEJRONOW
SKRYTOGO SLOQ, A SKOROSTX WYˆISLENIQ KOMPONENT WHODNOGO WEKTORA ZAWISIT OT TOˆNOSTI
IH WYˆISLENIQ. pO“TOMU GRAFIKI RIS.3 UKAZYWA@T NA WOZMOVNOSTX OPTIMIZACII POLNOGO
WREMENI PRINQTIQ RE[ENIQ TRIGGEROM PUTEM PODBORA ALGORITMA WYˆISLENIQ WHODNOGO
WEKTORA I ˆISLA NEJRONOW SKRYTOGO SLOQ ns.
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rIS. 3. kLASSIFICIRU@]AQ SPOSOBNOSTX OBUˆENNYH NEJRONNYH SETEJ NA TESTOWYH WYBORKAH W ZA-
WISIMOSTI OT Nh — ˆISLA NEJRONOW SKRYTOGO SLOQ (KRESTIKOM POMEˆENY ZNAˆENIQ, POLU-
ˆENNYE NA TESTOWYH SOBYTIQH S A = 0.1; ZWEZDOˆKOJ POMEˆENY ZNAˆENIQ, POLUˆENNYE NA
TESTOWYH SOBYTIQH S A = 0.3; TREUGOLXNIKOM POMEˆENY ZNAˆENIQ, POLUˆENNYE NA TESTOWYH
SOBYTIQH S A = 0.5). oBUˆENIE ns PROIZWODILOSX NA SOBYTIQH S A = 0.0.
zAKL@ˆENIE
nA ˆASTNOM SLUˆAE PROSTOGO PREDSTAWLENIQ DANNYH DLQ 3γ-SOBYTIJ, REGISTRIRUEMYH
W TIPIˆNOM “LEKTROMAGNITNOM KALORIMETRE I REGULQRNOJ ARHITEKTURE NEJRONNYH SETEJ,
POKAZANA PROCEDURA KAˆESTWENNOJ OCENKI WOZMOVNOSTI ISPOLXZOWANIQ NEJRONNYH SETEJ
DLQ RASPOZNAWANIQ TAKIH SOBYTIJ.
w REZULXTATE PROWEDENNOGO ISSLEDOWANIQ OKAZALOSX, ˆTO KLASSIFICIRU@]AQ SPOSOB-
NOSTX ns PRI PREDSTAWLENII DANNYH W WIDE WHODNOGO WEKTORA (4) DOWOLXNO NIZKAQ. dLQ
POWY[ENIQ KLASSIFICIRU@]EJ SPOSOBNOSTI VELATELEN POISK BOLEE ADEKWATNOGO PREDSTA-
WLENIQ DANNYH PRI POMO]I PREDLOVENNOJ PROCEDURY OCENKI SWOJSTW NEJRONNYH SETEJ.
wYQWLENA OTNOSITELXNAQ USTOJˆIWOSTX KLASSIFICIRU@]EJ SPOSOBNOSTI NEJRONNYH SE-
TEJ PRI L@BOM ˆISLE NEJRONOW SKRYTOGO SLOQ PRI UHUD[ENII TOˆNOSTI PREDSTAWLENIQ
DANNYH (WHODNOGO WEKTORA). tAKAQ USTOJˆIWOSTX OBESPEˆIWAET MANEWR PRI WYBORE ALGO-
RITMA PREDWARITELXNOJ OBRABOTKI SIGNALOW S —k, TO ESTX MOVNO ISPOLXZOWATX BOLEE
BYSTRYE I MENEE TOˆNYE PROCEDURY PREDWARITELXNOJ OBRABOTKI.
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tAKVE BYLA OBNARUVENA POWY[ENNAQ KLASSIFICIRU@]AQ SPOSOBNOSTX ISSLEDOWANNYH
ns PRI IH OBUˆENII NA WYBORKAH S TOˆNOSTX@ PREDSTAWLENIQ DANNYH LUˆ[EJ (BLIZKOJ
K IDEALXNOJ), ˆEM MOVNO OVIDATX DLQ TIPIˆNOGO —k.
aWTORY BLAGODARQT s.a.sADOWSKOGO ZA POLEZNYE ZAMEˆANIQ.
rABOTA PODDERVANA rffi (GRANT 00-01-00607).
sPISOK LITERATURY
[1] Lonnblad L., Peterson C., Rognvaldsson T. // Comp. Phys. Comm. 70, 167 (1992).
[2] bINON f. I DR. — w KN.: ˜ERENKOWSKIE DETEKTORY I IH PRIMENENIE W NAUKE I TEHNIKE.
— M.: nAUKA, 1990, S. 149; NIM, 1986, v. A248, p. 86.
[3] CERN-TH.6488/92, 1992.
[4] Lonnblad L., Peterson C., Rognvaldsson T. LU TP 93-29.
[5] Bortolotto C. et al. // Intern. J. Mod. Phys. C3 (1992) 733.
rUKOPISX POSTUPILA 26 DEKABRQ 2000 G.
6
n.g. mINAEW, w.d. sAMOJLENKO, e.a. sLOBOD@K
oCENKA WOZMOVNOSTI ISPOLXZOWANIQ NEJRONNOJ SETI W TRIGGERE
“LEKTROMAGNITNOGO KALORIMETRA.
oRIGINAL-MAKET PODGOTOWLEN S POMO]X@ SISTEMY LaTEX.
rEDAKTOR l.f. wASILXEWA. tEHNIˆESKIJ REDAKTOR n.w. oRLOWA.
pODPISANO K PEˆATI 28.12.2000. fORMAT 60× 84/8. oFSETNAQ PEˆATX.
pEˆ.L. 0,75. uˆ.-IZD.L. 0,6. tIRAV 130. zAKAZ 255. iNDEKS 3649.
lr ß020498 17.04.97.
gnc rf iNSTITUT FIZIKI WYSOKIH “NERGIJ
142284, pROTWINO mOSKOWSKOJ OBL.
iNDEKS 3649
p r e p r i n t 2000-64, i f w —, 2000
