We present an unexpected application of tropical convexity to the determination of invariants for linear systems of differential equations. We show that the classical Gérard-Levelt lattice saturation procedure can be geometrically understood in terms of a projection on the tropical linear space attached to a subset of the local affine Bruhat-Tits building, that we call the Gérard-Levelt membrane. This provides a way to compute the true Poincaré rank, but also the Katz rank of a meromorphic connection without having to perform gauge transforms nor ramifications of the variable. We finally present an efficient algorithm to compute this tropical projection map, generalising Ardila's method for the case of the Bergman fan to the case of the tight-span of a valuated matroid.
Introduction
Given a meromorphic linear differential system on the Riemann sphere,
it is important to determine whether a singularity of A is a regular singular point for the system (1). Unlike with scalar linear differential equations, for which there is a purely algebraic condition on the orders of the poles of the coefficients due to L. Fuchs [Fu] , a system (1) can display arbitrarily high pole orders at a regular singularity. Consider the differential system, expanded in the neighbourhood of the singular point (assumed for simplicity to be z = 0) as follows, where we put θ = z 
Gaubert, held at the Tropical Geometry Workshop at the CIEM in Castro Urdiales (Spain) in December 2011.
Meromorphic connections
A meromorphic connection is a map ∇ : V ≃ K n −→ Ω(V ) = V ⊗ K Ω 1 C (K) which is C-linear and satisfies the Leibniz rule ∇(f v) = v ⊗ df + f ∇v for f ∈ K and v ∈ V.
The matrix Mat(∇, (e)) is given by ∇e j = − n i=1 e i ⊗ Ω ij for a basis (e). A basis change P ∈ GL n (K) gauge-transforms the matrix of ∇ by
Contracting with z k+1 d dz yields a differential operator ∇ k , and system (1) is the expression of ∇ −1 (v) = 0 in the basis (e).
A lattice Λ in V is a free sub-O-module of rank n, that is a module of the form
Oe i for some basis (e) of V.
The Poincaré rank of ∇ on the lattice Λ is defined as the integer
The true Poincaré rank m(∇) = min Λ p Λ (∇) characterises the nature of the singularity of (1), in the sense that z = 0 is regular if and only if m(∇) = 0.
Gérard-Levelt's saturated lattices
For any vector e ∈ V and any derivation τ ∈ Der(K/C), define for ℓ ∈ N the family Z ℓ τ (e) = (e, ∇ τ e, . . . , ∇ ℓ τ e).
The module O ℓ τ (e) induced over O by Z ℓ τ (e) only depends on the valuation v(τ ) of the derivation τ . We can therefore restrict ourselves to the particular derivations
In this case, we put ∇ τ k = ∇ k , and note Z ℓ k (e) and O ℓ k (e) the corresponding objects. For k 1, Gérard and Levelt define the lattices
for any basis (e 1 , . . . , e n ) of Λ.
Theorem 1 (Gérard, Levelt) . The true Poincaré rank m(∇) of ∇ is
This means that k m(∇) if and only if
for some (equivalently, any) lattice Λ in V , that is, that the Poincaré rank on F n−1 k (Λ) is at most k. Stated otherwise, finding the true Poincaré rank is finding the largest lattice whose Poincaré rank is bounded by its index in the following sequence
Let us extend this notation to multi-indices. Let ℓ 0, and let α = (α 1 , . . . , α ℓ ) ∈ Z ℓ be an integer multi-index of length |α| = ℓ and weight w(α) = α 1 + · · · + α ℓ . Let us define also the partial multi-indices α |j = (α 1 , . . . , α j ) and
Let by convention α |0 = ǫ and ∇ ǫ = id V for the empty sequence ǫ. Let finally O α (e) be the O-module spanned by the sequence
Proof. The proof goes by induction on the length of the multi-index α. Let D = ∇ 0 . The claim obviously holds for a multi-index of length 0, with P ǫ = 1, so assume that there exists
. Then by definition, we have
Indeed, P β |ℓ (D) commutes with D since it has by assumption constant coefficients. The result follows, since we have then P β (X) = P β |ℓ (X)(X + w(β |ℓ )).
Lemma 2. Let Λ be a lattice in V . For any ℓ ∈ N and α ∈ N ℓ , the O-module O α (e) is spanned over O by the family
Proof. According to lemma 1, the family Z (e) by the matrix P = Az Wα where
and A is an upper triangular integer matrix with diagonal entries equal to 1, therefore
(e) and Z ℓ−1 α (e) are related by the matrixP
Since A is upper triangular, and the partial sums α i + · · · + α j are non-negative, the matrixP is in GL n (O), and therefore both families span the same O-module.
2 Tropical convexity and lattices 
Membranes spanned by m lines in the Bruhat-Tits building have a faithful representation as tropical linear spaces in m-dimensional space.
Let (R ∞ = R ∪ {∞}, ⊕, ⊙) be the tropical semialgebra, where the operations are
An affine membrane M and a basis (e) of V determine a valuated matroid
where
attached as follows
Depending on the authors, L p is said to be a tropical convex cone
where the minimum is taken coordinate-wise, (9) defines the nearest point projection map
There are at least two other known ways to characterise or compute π Lp (x).
Blue Rule. Adapting [Ar] , the authors of [J-S-Y] show that π Lp (x) = (w 1 , . . . , w m ) with
n+1 such that α = min 1 i n+1 p(τ \{τ i })+x τi is only attained once, say at τ i , compute γ = β−α where β is the second smallest number in that collection, and put v τi := max(v τi , γ).
k Λ}. Accordingly, we have z −wi v i ∈ z −α Λ, and thus α 0. By formula (9), we get α = 0 and thus
By construction, if u
The converse follows directly from (10).
3 The Gérard-Levelt membranes 
Proof. For the considered basis (e), the lattice
Reordering terms as (e 1 , . . . , e n , ∇ 0 e 1 , . . . ∇ 0 e n , . . . , ∇ ℓ ′ 0 e n ), formula (7) and lemma 2 imply that L can be represented in the membrane [M ℓ ′ ] by the lattice point
Since by definition, z −vΛ(v) v ∈ Λ holds for any v ∈ V , the module L can also be represented as an element of the membrane [M ℓ 
The lattices F If Mat(∇ 0 , (e)) = A for an basis (e) of Λ, then M Λ is described in (e) by the n × n(n + 1) matrix
The tropical projection π Λ onto the tropical linear space L Λ attached to the Gérard-Levelt membrane M Λ maps a point u to a unique representative. Checking if k m(∇) requires to know if the lattice points u n−1 k and u n k represent the same lattice, that is
Tropical computation of the Katz rank
The tropical setting is compatible with the ramification of the variable. This implies the following result. 
Proof. The Katz rank is the minimum Poincaré rank of the connection ∇ H induced on the pure algebraic extension
. . , n) (see e.g. [Cor] ). If we put ζ for the class of T , then Mat(
Let q be the valuated matroid defined by q(ω) = w(detM (ζ) ω ), for any n-subset ω of indices of the columns ofM (ζ) with respect to the ζ-adic valuation w. By construction we have 
This formula holds for any extension H ′ of degree divisible by the denominator s of κ(∇), hence the result also holds in the limit, yielding the claimed result. 
One gets π(u
, therefore m(∇) = 2 but actually κ(∇) = 3 2 .
A projection algorithm on a tropical linear space
The Blue and Red rules from [J-S-Y] recalled in section 3.1 have unfortunately a high computational complexity, since it involves loops over cardinality m n sets. In our case, it is especially impractical since for the Gérard-Levelt membrane, we have m ∼ n 2 . In this section, we present an efficient algorithm, inspired by Ardila's work on ordinary matroids [Ar] , to compute the projection of a point x ∈ R m onto the tropical linear space L p attached to a valuated matroid p.
Valuated matroids
Let us recall the setup of valuated matroids, and fix the notations that we will use. For the results listed in this section, we refer to [Mu-Ta] , although their definition, following [D-T] , comes with the opposite sign. Let E be a finite set, and a map
A subset B ∈ B is called a basis of p. In particular, B is the set of bases of an ordinary matroid P on E, that we call the matroid underlying p. Any vector of the form
for some basis B and v ∈ E\B is a circuit of p. If X is a circuit of p, its support
is a circuit of the matroid P . More precisely, it is the fundamental circuit of B and v, that is the unique circuit of P included in B ∪ {v}. Similarly, any vector of the form
for some basis B and v ∈ B is thus a cocircuit of p. Some important features of circuits and cocircuits of p are in fact encoded in the underlying matroid P . For any circuit C of P , the set of circuits of p that have C as support is of the form X + α(1, . . . , 1) for α ∈ R.
Conversely, for any circuit X of p, X + α(1, . . . , 1) for α ∈ R is a circuit of p. The same result applies to cocircuits. Recall the following result.
Lemma 3. Any circuit (resp. cocircuit) of P containing v ∈ E can be represented as the fundamental circuit (resp. cocircuit) of a basis B such that v / ∈ B (resp. v ∈ B).
Proof. Let C be a circuit of P . By definition, for any v ∈ C, the set C\{v} is contained in some basis B. Therefore C ⊂ B ∪{v} holds. But there is a unique circuit satisfying this condition. Since the cocircuits are the circuits of the dual matroid, the same result holds.
In what follows, we will speak by abuse of notation of the fundamental (co-)circuit of B and v for a valuated matroid p. This is harmless as long as the results that we state are invariant up to the addition of a constant. If we need to specify a representative, we will often use the only one with non-negative coordinates and with minimum coordinate equal to 0, or with some fixed value at some element of E.
For any x ∈ R m , the map
Lemma 4. If X is any circuit of p, then X + x is a circuit of p x , and if X * is a cocircuit of p, then X * − x is a cocircuit of p x .
Proof. By the definition of a circuit of p, circuits of p x have coordinates
. By the projectivity property of circuits and cocircuits, the result is established. Since the sets of bases for p and p x coincide, these are indeed the only (co)circuits of p x .
An algorithm for the projection on the tight-span
A valuated matroid p : Proposition 2. Let p be a valuated matroid of rank n on [m], and let u ∈ E. The following conditions are equivalent.
i) u belongs to at least one minimal basis of p.
ii) u is never the unique minimum in a circuit of p.
iii) u is minimal in some cocircuit of p.
Proof. i) ⇒ iii): Assume that B is a minimal basis containing u. Let C * = X * (B, u) be the fundamental cocircuit of B and u. By definition, we have
That is, u is minimal in the cocircuit of B and u.
iii) ⇒ ii): suppose that u in the unique minimum for p on a circuit C. Assume that C * is a cocircuit of p where u is minimal. By assumption, we have
Accordingly, C + C * has a unique minimum at u. By orthogonality of circuits and cocircuits th. 3.11, p. 204) , the set of indices that minimise C + C * cannot have cardinality one. Therefore, the contradiction is established.
Let us finally prove ii) ⇒ i): consider a minimum basis B. If u / ∈ B, let C = X(B, u) be the circuit generated by B and u. By assumption, the minimum in C is attained at v = u. The support of C is equal to the fundamental circuit of B and u for the ordinary matroid underlying p. Therefore, B ∪ {u}\{v} is a basis of p and
Putting v = u ′ we get p(B ∪{u}\{v}) p(B). Since we assumed that B was minimal, we get i).
Therefore we get the following characterisation of the (finite part of the) tropical linear space L p .
Proposition 3. Let x ∈ R m , and let p be a valuated matroid of rank n on [m]. The following are equivalent.
ii) Every element of E belongs at least to one x-minimal basis of p.
iii) Every circuit of p contains at least 2 x-minimal elements. iv) Every element of E is x-minimal in at least one cocircuit of p. Note that the previous characterisation does not apply when x has an infinite coordinate, since p x is then no longer a valuated matroid. However, x u = ∞ happens only when u does not belong to any basis.
The computation of π Lp (x) can be performed independently for every element of the vector x. For a given u ∈ E, there is a (unique) normalisation of a circuit C of p containing u such that C x u = x u . Proposition 4. If u ∈ E violates any one of the three conditions of proposition 2 for the matroid p x , then u satisfies them for the modified vector
where all the circuits are normalised so that C x u = x u . Moreover, the conditions of proposition 2 are not satisfied at u for x ′′ = (x 1 , . . . , x ′ u − ε, . . . , x m ) with ε > 0.
Proof. By assumption, u is the unique x-minimum over some circuit C containing u. The support of such a circuit C can be defined as C = X(B, u) the fundamental circuit of u and a basis B ∋ u. The x-value at e ∈ C of the circuit C is of the form C x e = p(B ∪ {u}\{e}) − p(B) + x e + α for some constant α ∈ R, so we may choose as representative of any circuit C containing u the only one such that C x u = x u , namely the one defined by C x e = p(B ∪ {u}\{e}) − p(B) + x e . Then by assumption
and for any circuit C ∋ u, we have
so u cannot be the unique x ′ -minimum of any circuit containing u. On the other hand, there exists a circuit C containing u such that min e∈C\{u} C Proof. If i ∈ B holds, then i is x-minimal in the fundamental cocircuit X * (B, i). Therefore all conditions of proposition 2 apply to i. Otherwise, let X(B, i) be the fundamental circuit of B and i, normalised so that X(B, i) i = x i . We have to prove that min By construction, holds. Actually, it is sufficient to prove that min e =i (X(B, i) e ) min e∈C\{i} C e for any circuit C containing i. Say that min e =i X(B, i) e = X(B, i) u . For any circuit C containing i, there exists v ∈ C\{i} such that B ∪ {v}\{u} is a basis. Since i / ∈ B ∪ {v}\{u}, the circuit C = X(B ∪ {v}\{u}, i) containing i is well defined, and C v min e∈ C\{i} C e holds. By definition, we have Accordingly, we get X(B, i) u C v min e∈ C\{i} C e .
This result implies the following efficient method to compute the tropical projection π Lp (x) for x ∈ R m .
1. Compute a minimal basis B of p x . This can be performed by the greedy algorithm described in [D-W] .
2. For i ∈ E\B, compute C = X(B, i). To do this, it suffices to compute the fundamental circuit of B and i for the underlying matroid P .
3. Find the minimum element of C + x outside i; note that there are at most n non infinite elements to consider.
