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Abstract
We consider a model selection problem for additive partial linear models that pro-
vide a flexible framework allowing both linear and nonlinear additive components. In
practice, it is challenging to determine which additive components should be excluded
from the model and simultaneously determine whether nonzero nonlinear components
can be further simplified to linear components in the final model. In this paper, we
propose a new Bayesian framework for data-driven model selection by conducting care-
ful model specification, including the choice of prior distribution and of nonparametric
model for the nonlinear additive components, and propose new sophisticated compu-
tational strategies. Our models, methods, and algorithms are deployed on a suite
of numerical studies and applied to a nutritional epidemiology study. The numerical
results show that the proposed methodology outperforms previously available method-
ologies in terms of effective sample sizes of the Markov chain samplers and the overall
misclassification rates, especially in high-dimensional and large-sample cases.
Keywords: Bayesian adaptive regression; knot-selection; function estimation; mixtures of
g-priors; nonparametric regression.
1 Introduction
An additive partial linear model (APLM) generalizes both a standard linear model and
a nonparametric additive model in that it combines both linear and nonlinear additive
components in the framework of an additive regression model. Let Y ∈ R be a response
variable, let X = (X1, . . . ,Xp)
⊤ ∈ Rp be a p-dimensional quantitative predictor vector,
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and let Z = (Z1, . . . , Zq)
⊤ ∈ Rq be a q-dimensional predictor vector that may be either
quantitative or categorical. An APLM is written as
Y = α+
p∑
j=1
fj(Xj) +
q∑
k=1
βkZk + ǫ, (1)
where α is an intercept term, f1, . . . , fp are unknown functions corresponding toX1, . . . ,Xp,
β1, . . . , βq are coefficients corresponding to Z1, . . . , Zq, and ǫ is a Gaussian random error
independent of the predictors (X ,Z) with mean zero and finite variance σ2. The iden-
tifiability of f1, . . . , fp in (1) is assured by the restriction E[fj(Xj)] = 0 for j = 1, . . . , p
(Xue, 2009; Huang et al., 2010). The APLM in (1) is a useful compromise between the sim-
plicity of a linear model and the flexibility of a nonparametric additive model, especially
when the model involves categorical predictors. (A fully nonparametric additive structure
for dummy variables associated with the categorical predictors reduces to a linear model.)
Suppose that some additive components, fj , are zero, linear, or nonlinear, while some coef-
ficients, βk, are zero or not. In this paper, we consider model selection for the APLM in (1),
where nonzero additive components are distinguished from zero components, the nonzero
nonlinear additive components, fj, are data-adaptively estimated to account for the locally
varying curvature of the functions, and it is simultaneously determined whether each fj
can be further simplified as a strictly linear function to avoid overfitting.
There is a rich literature on both frequentist and Bayesian model selection meth-
ods that focus on distinguishing nonzero additive components from zero components in
nonparametric additive models (Lin and Zhang, 2006; Ravikumar et al., 2009; Xue, 2009;
Huang et al., 2010; Raskutti et al., 2012; Curtis et al., 2014; Banerjee and Ghosal, 2014).
Frequentist approaches to model selection problems typically involve many tuning param-
eters and/or multi-stage tuning procedures, which is challenging in practice (Lian et al.,
2015; Wu and Stefanski, 2015). On the other hand, Bayesian approaches provide a more
natural solution that involves the comparison of posterior probabilities between compet-
ing models, but the problem of controlling the smoothness of unknown functions in the
nonlinear additive components remains.
Commonly used Bayesian methods for estimating unknown functions are two-fold.
First, Bayesian penalized splines can be used to estimate unknown functions with fixed
knot locations and a prior distribution on smoothing parameters (Ruppert et al., 2003;
Lang and Brezger, 2004). For model selection in an APLM, Scheipl et al. (2012) and
Sabane´s Bove´ et al. (2015) adopted the Bayesian penalized splines to estimate unknown
functions in nonlinear additive components. Unfortunately, however, this approach can-
not capture the locally varying curvature of smooth functions without significant modi-
fications (Ruppert et al., 2003). Although a number of extensions to Bayesian penalized
splines have been proposed (Baladandayuthapani et al., 2005; Jullion and Lambert, 2007;
Scheipl and Kneib, 2009), they are not readily available for model selection in an APLM
because tey require additional tuning parameters that complicate the calculations needed
for model comparison. Second, Bayesian regression splines can be used to estimate un-
known functions with basis (or knot) selection (Smith and Kohn, 1996; Denison et al., 1998;
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Kohn et al., 2001; DiMatteo et al., 2001). By considering candidates of possible basis func-
tions (depending on knot locations) and selecting optimal ones based on data, unknown
functions can be estimated with locally adaptive smoothing and without overfitting, thereby
overcoming the primary challenge of the Bayesian penalized splines.
An even more important advantage of the basis-selection approach is that model selec-
tion is accomplished as an automatic byproduct of the estimation of the nonlinear additive
components in the APLM. Specifically, if no basis functions are selected in the regression
spline, the corresponding nonlinear additive component is zero, whereas if only a linear basis
function is selected, then it is linear. Despite this apparent advantage, the basis-selection
approach has not been widely used for identifying function classes and selecting the set of
nonlinear additive components to include in an APLM in this way. Doing so would re-
quire simultaneously selecting basis functions for each regression spline of a possibly large
number of nonlinear additive components, leading to time-consuming computational chal-
lenges (Scheipl et al., 2012). The primary contribution of this paper is to show how a
careful choice of prior distributions combined with an efficient Markov chain Monte Carlo
(MCMC) posterior sampling technique allows us to deploy the basis-selection approach for
model selection.
We refer to our proposed method as Model Selection via Basis Selection (MSBS) in
APLMs. MSBS allows the user to specify which variables should be considered only as linear
predictors and which should be considered as linear or non-linear. It then automatically
identifies predictors with zero or linear effects in the former and automatically identifies
zero, linear, and nonlinear effects among the latter group. This, for example, allows dummy
variables to be introduced without being confused as possible non-linear predictors. We
adopt a data-driven strategy to control both the number of basis functions and to select
which basis functions from a large set to include. This allows us to flexibly and adaptively
estimate the smooth predictor functions that additively enter the response function of the
APLM.
To improve computational efficiency, we introduce a set of latent indicator variables
that identify which predictor variable has no effect, which has a linear effect, and which
has a nonlinear effect. We introduce an extension of the so-called hierarchical uniform dis-
tribution as the prior for these latent variables to reduce overfitting and provide effective
multiplicity adjustment. Another set of latent variables allows for locally adaptive smooth-
ness of the predictor functions via their basis selection. The proposed model employs semi-
conjugate prior distributions such as Zellner’s g-prior distribution (Zellner, 1986), which
allows us to analytically compute the marginal posterior distributions of certain subsets
of the parameters. By iteratively sampling from the conditional distributions of either the
joint posterior distribution or its marginal posterior distribution, we construct an efficient
partially-collapsed Gibbs sampler (van Dyk and Park, 2008). Convergence of the sampler
is further improved via the “pseudo-prior” method developed by Carlin and Chib (1995).
Finally, we introduce efficient MCMC samplers to fit the model chosen by the model selec-
tion procedure. Using a suite of simulations and applied examples, we illustrate how our
proposed method outperforms existing Bayesian methods in terms of both computational
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efficiency and model selection performance.
This paper is organized as follows. Section 2 introduces our formulation of the APLM,
including the nonparametric models that we use for the predictor functions and the latent
variables that we use to control model selection and smoothness of the predictor functions.
For model selection and estimation, appropriate prior distributions are devised in Section 3
and computational methods for posterior inference in Section 4. Section 5 validates the
our overall proposed MSBS method through a suite of numerical examples and simulation
studies. Section 6 illustrates the its application to nutritional epidemiology data and Sec-
tion 7 concludes with discussion. The R package for MSBS is currently available at the first
author’s github and described in Appendix A. Proofs of theoretical results are collected in
the Appendices B and C.
2 Fomulation of Additive Partial Linear Models
Under certain smoothness assumptions, the nonlinear additive components, fj, in (1) can be
well approximated by regression splines defined as linear combinations of certain spline basis
functions, although the appropriate choice of basis functions depends on the smoothness
assumptions. Let D = {(yi,xi, zi)}
n
i=1 denote a random sample of size n of (Y,X ,Z) and
let
H
(n)
j =
{
hj : hj(·) = bj(·)
⊤φj , φj ∈ R
Mj ,
n∑
i=1
hj(xij) = 0
}
denote a spline space spanned by the Mj-dimensional set of basis functions bj(·) such
that
∑n
i=1 hj(xij) = 0, where xij is element j of xi. We consider a spline approximation
f∗j ∈ H
(n)
j to the true function fj. The restriction
∑n
i=1 hj(xij) = 0 is imposed on the spline
space H
(n)
j in order to ensure the identifiability restriction E[fj(Xj)] = 0 in an empirical
sense, i.e.,
∑n
i=1 f
∗
j (xij) = 0. This can be achieved by using the centered basis functions
defined by bj(u) = b
∗
j(u) − n
−1
∑n
i=1 b
∗
j (xij), where b
∗
j (u) denotes a set of unrestricted
basis functions.
There are many sets of basis functions available to estimate a nonlinear function rep-
resented by a regression spline, depending on smoothness assumptions, e.g., B-splines,
Bernstein polynomials, Fourier series expansion, and wavelets; refer to Kohn et al. (2001),
Gine´ and Nickl (2016), and Ghosal and Van der Vaart (2017) for details. For fast and nu-
merically stable computation, we use the cubic radial basis functions,
b∗j(u) =
(
u, |u− tj1|
3, . . . , |u− tjLj |
3
)⊤
, (2)
where the abscissae, min1≤i≤n xij < tj1 < · · · < tjLj < max1≤i≤n xij, are candidates for
knot locations, some of which are selected to achieve acceptable smoothness and curvature
of f∗j .
We introduce two sets of latent variables into the APLM, one set for controlling the
smoothness of nonlinear predictor functions and the other for model selection. First, we
let δj = {δjm}
Lj
m=0 denote a set of latent variables for smoothness control, where δjm = 1
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if basis function (m + 1) of the ordered list in (2) is used to approximate the nonlinear
predictor function fj and is 0 otherwise. Let |δj| denote the number of basis functions used
for f∗j , i.e., |δj | =
∑Lj
m=0 δjm, let bδj (·) denote the |δj|×1 vector of basis functions selected
by δj, and let φδj denote the coefficients corresponding to the basis functions in bδj (·).
Given the latent variables δj , fj is approximated by the nonlinear function f
∗
j ,
f∗j (·) = bδj (·)
⊤φδj . (3)
Because there exists φj such that bδj (·)
⊤φδj = bj(·)
⊤φj and
∑n
i=1 f
∗
j (xij) = 0 by the
definition of the centered basis function bj , we know that f
∗
j ∈ H
(n)
j .
Turning to the set of latent variables introduced to facilitate model selection in the
APLM, let γx = {γxj }
p
j=1 and γ
z = {γzk}
q
k=1 be defined by
γxj =


0 if Xj has no effect on a response variable,
1 if Xj has a linear effect on a response variable,
2 if Xj has a nonlinear effect on a response variable,
γzk =
{
0 if Zk has no effect on a response variable,
1 if Zk has a linear effect on a response variable,
for j = 1, . . . , p and k = 1, . . . , q. Whereas the additive structure of Z is directly implied
by γz, determining that of X requires both γx and δ = {δj}
p
j=1. That is, all of the basis
functions selected by δj are included in the model if γ
x
j = 2, only the linear basis function
is included if γxj = 1, and none of the basis functions are included if γ
x
j = 0. Thus, we can
define a set of new latent variables that indicates whether or not each basis function for Xj
is included in a model. Specifically, let
η(γxj , δj) =
{
1(γxj = 1) + δj01(γ
x
j = 2), δj11(γ
x
j = 2), . . . , δjLj1(γ
x
j = 2)
}⊤
, (4)
where 1(·) is the indicator function. That is, element m of η(γxj , δj) is equal to 1 if basis
function m in bj(·) is included in a model and is 0 otherwise, so that η(γ
x
j , δj) corresponds
to a standard inclusion indicator vector for model selection. To ensure identifiability, we
assume that if γxj = 2, at least one δjm = 1 with m ≥ 1. We note that, since γ
x
j and δj are
not model parameters but latent variables, both do not need to be separately identifiable.
Using the latent variables γ = {γx,γz} and δ, the APLM with data D can be written
in matrix form as
y = α1n +Bη(γx,δ)φη(γx,δ) + Zγzβγz + ǫ, (5)
where y = (y1, · · · , yn)
⊤ is a vector of response variables, Bη(γx,δ) is the submatrix of the
matrix
B =


b1(x11)
⊤ · · · bp(x1p)
⊤
...
. . .
...
b1(xn1)
⊤ · · · bp(xnp)
⊤

 ,
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with columns selected according to η(γx, δ) = {η(γxj , δj)}
p
j=1, φη(γx,δ) is the vector of
coefficients corresponding to the columns of Bη(γx,δ), Zγz is the submatrix of the matrix
Z = (z1, . . . , zn)
⊤ with columns selected according to γz, βγz is a vector of coefficients
corresponding to the columns of Zγz , and ǫ ∼ N(0n, σ
2In).
3 Prior specification
Our ultimate goal is to fit model (5) in a Bayesian framework. Doing this in a computa-
tionally efficient manner while maintaining desirable statistical properties requires carefully
devised prior distributions. To facilitate formulation of these prior distributions, we let
W[γ,δ] = (Bη(γx,δ),Zγz) and θ[γ,δ] = (φ
⊤
η(γx,δ),β
⊤
γz)
⊤ be a design matrix and the corre-
sponding regression coefficients, respectively, and let J[γ,δ] =
∑p
j=1{1(γ
x
j = 1)+ |δj|1(γ
x
j =
2)} +
∑q
k=1 γ
z
k be the dimension of θ[γ,δ]. Without loss of generality, we assume that each
column of Z is centered, so that W⊤[γ,δ]1n = 0; recall the columns of B are also centered
by definition.
Given the latent variables, γ and δ, model (5) takes the form of a Gaussian linear re-
gression. Thus, the standard conjugate prior distributions for a Gaussian linear regression
are semi-conjugate priors for our APLM since the latent variables are unknown. For model
selection, the posterior distribution of (γ, δ) is of primary interest. Using semi-conjugate
prior distributions for the regression parameters allows us to compute the marginal likeli-
hood function given (γ, δ) analytically – thus facilitating model selection.
3.1 Prior distributions for α, σ2, and θ[γ,δ]
We consider the intercept, α, separately from the other regression parameters because it
is common to all models. Using an argument based on invariance to scale and location
transformations for orthogonal designs (Berger et al., 1998; Liang et al., 2008), we suggest
the improper prior distribution for (α, σ2) given by
π(α, σ2) ∝ 1/σ2.
To facilitate computation of the marginal likelihood, we use Zellner’s g-prior distribution
(Zellner, 1986; George and Foster, 2000; Fernandez et al., 2001) for θ[γ,δ],
θ[γ,δ]|W,γ, δ, g, σ
2 ∼ N
(
0, gσ2(W⊤[γ,δ]W[γ,δ])
−1
)
,
where g is a dispersion factor and W = (B,Z). This choice of joint prior distribu-
tion on (α,θ, σ2) yields a convenient form for the marginal likelihood L(y|W,γ, δ, g); see
Liang et al. (2008) for details.
While the g-prior guarantees a closed-form expression for the marginal likelihood, a
fixed choice of g can lead to issues such as Bartlet’s paradox or the information para-
dox (Liang et al., 2008). To avoid the parodox, we use a beta-prime prior distribution
(Maruyama et al., 2011) for g, with probability density function given by
π(g; a, b) =
gb(1 + g)−a−b−2
B(a+ 1, b+ 1)
, for g > 0, (6)
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where B(·, ·) is the beta function. As suggested by Maruyama et al. (2011), we set a = −3/4
and b = (n− J[γ,δ] − 5)/2 + 3/4, which provide an easy-to-evaluate closed-form expression
of the marginalized likelihood,
L(y|W,γ, δ) =
∫
L(y|W,γ, δ, g)π(g;−3/4, (n − J[γ,δ] − 5)/2 + 3/4)dg
=
K(n,y)B(J[γ,δ]/2 + 1/4, (n − J[γ,δ] − 3)/2 + 3/4)(
1−R2[γ,δ]
)(n−J[γ,δ]−3)/2+3/4 B(a+ 1, (n − J[γ,δ] − 3)/2 + 3/4) , (7)
where R2[γ,δ] is the coefficient of determination of the regression model determined by (γ, δ),
and K(n,y) = π−(n−1)/2 n1/2 Γ((n− 1)/2) ‖y − y¯1n‖
−(n−1) with y¯ = n−1
∑n
i=1 yi.
3.2 Prior distribution for γ
A popular prior distribution for latent indicator variables in Bayesian variable selection is
the so-called hierarchical uniform prior, a mixture of a uniform distribution and a product
of Bernoulli distributions (Kohn et al., 2001; Cripps et al., 2005). The probability mass
function for a binary vector v = (v1, . . . , vr)
⊤ following the hierarchical uniform distribu-
tion is given by π(v) = B (
∑r
i=1 vi + 1, r −
∑r
i=1 vi + 1). The distribution is considered to
be vaguely informative because it implies
∑r
k=1 vk is uniformly distributed on 0, 1, . . . , r.
In variable selection, the distribution implies a discrete uniform distribution on the number
of variables, provides effective multiplicity adjustment (Scott and Berger, 2010), and out-
performs other prior distributions such as a product of Bernoulli distributions with fixed
probability (Moreno et al., 2015; Wang and Maruyama, 2018).
In our setting, however, the elements of γx are ternary (rather than binary). To ac-
commodate this while preserving the desirable properties of the hierarchical uniform prior
distribution, we propose a prior distribution for γ, given by
π(γ) =
B (|γ|+ 1, p+ q − |γ|+ 1)
2
∑p
j=1 1(γ
x
j>0)
, γ : 0 ≤ |γ| ≤ p+ q, (8)
where |γ| denotes the number of predictors included in the model, i.e., |γ| =
∑p
j=1 1(γ
x
j >
0) +
∑q
k=1 γ
z
k. As with the hierarchical uniform prior distribution, further insight can be
obtained by considering the prior distribution of |γ| induced by (8). This is explored in the
following to propositions.
Proposition 1. The prior distribution in (8) implies Pr(|γ| = k) = 1/(p + q + 1), k =
0, 1, . . . , p + q.
Proposition 1 states that the prior distribution in (8) assigns equal probabilities to the
number of predictors in the model in the same way that the hierarchical uniform prior
distribution does. Thus, the prior in (8) is considered to be weekly informative in the same
sense that the hierarchical uniform prior distribution is. The use of the prior distribution
in (8) can also be supported by examining its marginal prior distributions for γxj and γ
z
k.
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Proposition 2. The marginal prior distributions of γxj and γ
z
k induced by the prior distri-
bution in (8) satisfy Pr(γxj = 0) = 1/2, Pr(γ
x
j = 1) = Pr(γ
x
j = 2) = 1/4 for j = 1, . . . , p,
and Pr(γzk = 0) = Pr(γ
z
k = 1) = 1/2 for k = 1, . . . , q, respectively.
Proposition 2 states that the prior distribution in (8) implies that all of the variables
are equally likely to be excluded or included in the model and when they are included,
the potentially non-linear variables are equally likely to have a linear or non-linear effect.
Proofs for Propositions 1 and 2 are provided in Appendices B and C, respectively.
3.3 Prior distribution for δ
It is sensible to assume independent prior distributions for different predictor functions, and
we do so conditional on the order of the predictor function (no, linear, or non-linear effect)
as recorded by γx. Specifically, we assume π(δ|γx) =
∏p
j=1 π(δj |γ
x
j ). Partitioning δj into
(δj0, δj\0) with δj\0 = {δjm}
Lj
m=1, we assume that δj0 and δj\0 are a priori independent,
i.e., π(δj |γ
x
j ) = π(δj0|γ
x
j )π(δj\0|γ
x
j ).
Because the basis functions for predictor function j only come into the model when
γxj = 2, there is no information for δj if γ
x
j 6= 2. Still we specify both of the prior dis-
tributions π(δj |γ
x
j 6= 2) and π(δj |γ
x
j = 2) to enable efficient sampling of the posterior
distribution; see Section 3.3.2. Of course, regardless of the observed data D, we have
π(δj|γ
x
j 6= 2) = π(δj|γ
x
j 6= 2,D). This type of a prior distribution is often called a “pseudo-
prior distribution” (Carlin and Chib, 1995; Dellaportas et al., 2002). Unless otherwise spec-
ified, when we refer to the prior distribution of δj , we mean π(δj |γ
x
j = 2).
3.3.1 Prior distributions for non-linear predictor functions, π(δj|γ
x
j = 2)
First we specify that each linear basis function has a 50-50 chance of being included for
non-linear predictor functions, i.e., we simply set π(δj0|γ
x
j = 2) = 1/2 for each j. The
situation is more complicated for non-linear basis functions. Because γxj = 2 indicates
that predictor function j is non-linear, its decomposition must include at least one non-
linear basis function; otherwise the model is not identifiable in view of (4). This demands
Pr(|δj\0| > 0 | γ
x
j = 2) = 1, where |δj\0| ≡
∑Lj
m=1 δjm. We achieved this via a zero-truncated
prior distribution formed by restricting a distribution for δj\0 to the set {δj\0 : 1 ≤ |δj\0| ≤
Lj}.
The theory of random series prior distributions suggests that a prior on |δj\0| should de-
cay to zero to ensure optimal posterior contraction (Belitser and Serra, 2014; Shen and Ghosal,
2015). Although we use a different basis, with this in mind, we set a geometric prior dis-
tribution on |δj\0|, renormalized so that 1 ≤ |δj\0| ≤ Lj, and assume that all values of δj\0
resulting in the same value of |δj\0| are equally likely. That is, we assume
π(δj\0|γ
x
j = 2) =
(
Lj
|δj\0|
)−1 (1− pj)|δj\0|−1pj
1− (1− pj)Lj
, for all δj\0 such that 1 ≤ |δj\0| ≤ Lj,
(9)
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where 0 < pj < 1. The prior distribution of |δj\0| induced by (9) approaches a zero-
truncated geometric distribution as Lj increases. Based on our experience, we recommend
using a fixed value of pj between 0.3 and 0.6 so that the prior on |δj\0| is sufficiently
concentrated on values less than 10 to 15. We use a fixed choice pj = 0.4 in all of the
numerical analyses in this article.
3.3.2 Specifying the pseudo-prior distributions π(δj|γ
x
j 6= 2)
Recall that from (4), the marginal likelihood is invariant to δj if γ
x
j 6= 2 and thus the
pseudo-prior distribution, π(δj |γ
x
j 6= 2), is irrelevant to the marginal posterior distribution
of γ, i.e.,
π(γ|D) ∝ π(γ)
∑
δ
L(y|W,γ , δ)π(δ|γx) = π(γ)
∑
δj :γxj =2
{
L(y|W,γ , δ)
∏
j:γx
j
=2
π(δj|γ
x
j = 2)
}
.
Although the choice of a pseudo-prior distribution does not affect the posterior distribu-
tion, it does affect the convergence of our posterior sampling algorithms. In particular, if
π(δj\0|γ
x
j 6= 2) is similar to π(δj\0|γ
x
j = 2,D), then γ
x
j will jump more frequently in our
MCMC sampler. For this reason, it is often recommended that a pilot chain be run to
examine the posterior distribution of model-specific parameters (Dellaportas et al., 2002;
van Dyk et al., 2009). Following this advice, we examine π(δ|γF ,D) by running a pilot
chain, where γF denotes a full model with γ
x
j = 2, j = 1, . . . , p, and γ
z
k = 1, k = 1, . . . , q.
We then set π(δj |γ
x
j 6= 2) = πˆ(δj0|γF ,D) πˆ(δj\0|γF ,D), where πˆ denotes an estimated
probability distribution obtained from the pilot chain. The first factor in the approxima-
tion can easily be computed as the relative frequency of δj0 = 0 and δj0 = 1, for each j,
with the constraint that neither probability may be zero or one.
Due to the dimensionality of δj\0, the pilot chain may not visit all areas of its parame-
ter space, making approximating the joint posterior distribution π(δj\0|γF ,D) challenging.
(We must consider the joint distribution because adjacent nonlinear spline basis functions
are typically highly correlated.) To solve this problem, we smooth the posterior distri-
bution using a normal density function to approximate the posterior distribution of |δj\0|
and putting equal weight on each value of δj\0 that gives the same value of |δj\0|. This
ensures a nonzero density on the entire parameter space. The resulting smoothed posterior
distribution is given by
πˆ(δj\0|γF ,D) =
(
Lj
|δj\0|
)−1 exp{−(|δj\0| − ξj)2/2ν2j }∑Lj
ℓ=1 exp{−(ℓ− ξj)
2/2ν2j }
,
for all δj\0 such that 1 ≤ |δj\0| ≤ Lj,
(10)
where the hyperparameters ξj and ν
2
j are set by solving nonlinear equations to match the
posterior mean and variance of |δj\0| obtained by the pilot chain to those of the distribution
in (10). Smoothing in this way allows us to run a shorter pilot chain that may not have fully
converged. Because |δj\0| is discrete on 1 ≤ |δj\0| ≤ Lj, the hyperparameters ξj and ν
2
j are
not the (approximated) posterior mean and variance of |δj\0|, but values that reproduce
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them using (10). Based on our experience, the density in (10) gives good empirical results
compared with other parametric smoothing alternatives.
4 Monte Carlo sampling algorithms
In this section we present the three Monte Carlo sampling algorithms needed for MSBS:
(i) the algorithm used to obtain the pilot chain needed to set the pseudo-prior distribution
described in Section 3.3.2, (ii) the algorithms used to sample the posterior distribution of
γ for model selection and (iii) the algorithm used to sample the model parameters of the
selected model from the posterior distribution.
4.1 Obtaining the pilot chain needed for the pseudo-prior distribution
To specify the pseudo-prior distribution, π(δj|γ
x
j 6= 2), we require a pilot chain that is a
realization of a Markov chain with stationary distribution p(δ|γF ,D), see Section 3.3.2. We
obtain the Markov chain via a Metropolis within blocked Gibbs sampler (van Dyk and Jiao,
2015). In our experience, a small number of iterations (e.g., 100 to 200) is enough for a
pilot chain to find a reasonable approximation for the pseudo-prior distribution.
Sampler 1: Metropolis within blocked Gibbs sampler for pilot chain
Given starting values δ(0), iterate the following.
For iteration t = 1, 2, . . . :
1. Partition the (p +
∑p
j=1 Lj) components of δ into blocks. First separating each
of δ10, . . . , δp0 into its own block of size one; in this way the sampler updates the
linear and nonlinear basis functions separately. Randomly partition the remaining
Lj elements of each δj\0 into blocks of size 2, 3, or 4. For example, a possible set
of blocks is
{(δ10), (δ11, δ12, δ13, δ14), (δ15, δ16), . . . , (δ1L1−2, δ1L1−1, δ1L1),
...
(δj0), (δj1, δj2), (δj3, δj4, δj5), . . . , (δj,Lj−3, δj,Lj−2, δj,Lj−1, δjLj ),
...
(δp0), (δp1, δp2, δp3), (δp4, δp5, δp6), . . . , (δpLp−2, δpLp−1, δpLp)}.
Assign the current value in δ(t−1) to each of the block to arrive at (δ(t−1))1, . . . (δ
(t−1))B ,
where B is the number of blocks constructed in this way in iteration t.
2. For block b = 1, . . . , B:
(a) Sample a proposal of (δ′)b from its conditional prior distribution induced
by π(δj|γ
x
j = 2) in Section 3.3.1, i.e., sample (δ
′)b ∼ π(δb|(δ
(t))−b, γ
x
j = 2),
where (δ(t))−b = ((δ
(t))1, . . . , (δ
(t))b−1, (δ
(t−1))b+1, . . . , (δ
(t−1))B).
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(b) Compute the acceptance probability
r = min
{
1,
L(y|W,γF , (δ
′)b, (δ
(t))−b)
L(y|W,γF , (δ
(t))b, (δ
(t))−b)
}
.
(c) Set (δ(t))b =
{
(δ′)b with probability r,
(δ(t−1))b otherwise.
Note that the sampling algorithm updates δ in blocks. Since adjacent nonlinear basis
functions are highly correlated, individual updating algorithms such as the standard Gibbs
sampler may not work very well. Our block updating scheme enables adjacent basis func-
tions to be swapped so that the procedure is not stuck in a local mode. On the other hand,
the linear basis term is not directly associated with other nonlinear basis functions. Since
it is not clear how they are correlated, each δj0 is isolated by forming its own block of size
one. The partition changes every iteration for more flexibility.
It is also worth noting that the use of the conditional prior in Section 3.3.1 as a proposal
distribution improves the efficiency of Sampler 1, where efficiency is measure by per float-
ing point operation, rather than by per iteration (Kohn et al., 2001). In a nonparametric
regression with basis selection, only a few basis functions can be often sufficient to estimate
an unknown function; refer to Figures 1 and 3 of Jeong and Park (2016). Thus, we use
the conditional prior with a decaying tail property as a proposal distribution for (δ′)b, so
that a zero (or sparse) vector is likely to be proposed for each block. When the current
value of (δ(t))b is a zero vector, we may circumvent the time-consuming evaluation of the
acceptance probability r. Kohn et al. (2001) shows empirical results on the efficiency per
floating point operation of such a sampling scheme using a proposal with a decaying tail
property.
4.2 Bayesian model selection
For model selection we obtain a Monte Carlo sample from the marginal posterior distribu-
tion π(γ|D). We do so by obtaining a Markov chain with stationary distribution equal to
π(γ, δ|D) and discarding the sample of δ. (Owing to the pseudo-prior distribution the sam-
ple of δ does not have an immediate interpretation and is only introduced as a mechanism
to obtain the sample of γ.)
Sampler 2: Generating a Markov chain with stationary distribution π(γ, δ|D)
Given starting values (γ(0), δ(0)), iterate the following.
For iteration t = 1, 2, . . . :
1. Partition the index set {1, . . . , p} into two disjoint sets, J
(t)
1 = {j : (γ
x
j )
(t−1) 6= 2}
and J
(t)
2 = {j : (γ
x
j )
(t−1) = 2}.
2. Draw {δ
(t)
j : j ∈ J
(t)
1 } from the pseudo-prior π(δj |(γ
x
j )
(t−1) 6= 2) = πˆ(δj0|γF ,D) πˆ(δj\0|γF ,D).
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3. Draw {δ
(t)
j : j ∈ J
(t)
2 } using Sampler 1, but with the current value γ
(t−1) instead
of fixed γF .
4. Draw (γxj )
(t) from the conditional posterior π(γxj |(γ
x
−j)
(t), (γz)(t−1), δ(t),D) for j =
1, . . . , p, which is a discrete distribution with probabilities,
π(γxj = ℓ|γ
x
−j ,γ
z, δ,D)
∝ L(y|W, γxj = ℓ,γ
x
−j,γ
z, δ)π(γxj = ℓ,γ
x
−j,γ
z)π(δj |γ
x
j = ℓ), ℓ = 0, 1, 2,
where (γx−j)
(t) = ((γx1 )
(t), . . . , (γxj−1)
(t), (γxj+1)
(t−1), . . . , (γxp )
(t−1)), and π(δj |γ
x
j =
ℓ) is the prior in Section 3.3.1 if ℓ = 2 and the pseudo-prior in Section 3.3.2
otherwise.
5. Draw (γzk)
(t) from the conditional posterior π(γzk|(γ
x)(t), (γz−k)
(t), δ(t),D) for k =
1, . . . , q, which is a Bernoulli distribution with probabilities,
π(γzk = ℓ|γ
x,γz−k, δ,D) ∝ L(y|W,γ
x, γzk = ℓ,γ
z
−k, δ)π(γ
x, γzk = ℓ,γ
z
−k), ℓ = 0, 1,
where (γz−k)
(t) = ((γz1)
(t), . . . , (γzk−1)
(t), (γzk+1)
(t−1), . . . , (γzp)
(t−1)).
Because some values of γ are ternary, ordinary Bayesian model selection criteria such as
the median probability model (Barbieri and Berger, 2004) is not directly applicable. To
find the most likely model, we thus generalize the median probability model such that γˆ
is determined by the marginal maximum a posteriori estimates: γˆxj = argmaxγxj π(γ
x
j |D),
j = 1 . . . , p, and γˆzk = argmaxγzk
π(γzk|D), k = 1 . . . , q.
4.3 Estimation after model selection
Once we have found the most likely model, as specified by γˆ, we can fit this model by obtain-
ing a Markov chain with stationary distribution π(α,θ[γˆ,δ], σ
2, g, δ|γˆ,D). Here we present
an efficient sampler for APLMs using the data-driven knot-selection technique described
in Section 1. The convergence characteristics of the sampling scheme can be improved by
collapsing the parameters (α,θ[γˆ,δ], σ
2, g) out of the model. The pseudo-prior is ignored
when we fit a given model because δj is redundant and not sampled for j such that γˆ
x
j 6= 2.
Sampler 3: Generating a Markov chain with stationary distribution π(α,θ[γˆ,δ], σ
2, g, δ|γˆ,D)
Given starting values (α(0),θ
(0)
[γˆ,δ(0)]
, (σ2)(0), g(0), δ(0)), iterate the following.
For iteration t = 1, 2, . . . :
1. For j = 1, . . . , p such that γˆxj = 2, update δ
(t)
j using Sampler 1, but using the
estimate γˆ instead of γF .
2. Draw g
(t)
∗ from π(g∗|γˆ, δ
(t),D) which is a beta distribution,
g∗|γˆ, δ,D ∼ Beta
(
J[γˆ,δ]
2
+ a+ 1,
n− J[γˆ,δ] − 3
2
− a
)
,
and let g(t) = ((g
(t)
∗ )
−1 − 1)
/(
1−R2
[γˆ,δ(t)]
)
.
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3. Draw (σ2)(t) from π(σ2|γˆ, δ(t), g(t),D) which is an inverse gamma distribution,
σ2|γˆ, δ, g,D ∼ IG
(
n− 1
2
,
‖y − y¯1n‖
2
[
1 + g
(
1−R2[γˆ,δ]
)]
2(1 + g)
)
.
4. Draw (α(t),θ
(t)
[γˆ,δ(t)]
) from π(α,θ[γˆ,δ(t)]|γˆ, δ
(t), (σ2)(t), g(t),D) which is a product of
two independent normal distributions,
α|γˆ, δ, σ2, g,D ∼ N
(
y¯, n−1σ2
)
,
θ[γˆ,δ]|γˆ, δ, σ
2, g,D ∼ N
(
g
1 + g
θ˜[γˆ,δ],
gσ2
1 + g
(
W⊤[γˆ,δ]W[γˆ,δ]
)−1)
,
where θ˜[γˆ,δ] =
(
W⊤[γˆ,δ]W[γˆ,δ]
)−1
W⊤[γˆ,δ](y − y¯1n).
Sampler 3 consists uses a set of functionally incompatible conditional distributions to im-
prove its convergence characteristics (van Dyk and Park, 2008). By doing so, changing the
order of its sampling steps may upset the target stationary distribution of the corresponding
Markov transition kernel. Thus, care must be taken to maintain the target stationary distri-
bution while implementing the posterior sampling algorithm under the method of (partial)
collapse; see Park and van Dyk (2009) for details.
Sampler 3 enables us to fit the APLM with a given set of covariates while averaging
over the knot indicator variables, δ, which change over the Markov chain iterations (i.e.,
Bayesian model averaging, Raftery et al., 1997). More specifically, model-averaged esti-
mates of smooth functions are obtained by recovering f∗j using (3) with posterior samples
of δj and φδj in each iteration; that is, with T iterations of a Markov chain, we obtain
fˆ∗j (·) =
1
T
T∑
t=1
b
δ
(t)
j
(·)⊤φ
(t)
δ
(t)
j
for j such that γˆxj = 2. This estimate reduces the bias caused by fixing a single basis
functions. We could also average over γ rather than conditioning on the estimate γˆ. This
approach is known to work well for prediction (Raftery et al., 1997), but it is more difficult
to interpret the results since this approach does not produce a set of included covariates.
We do not consider this form of model averaged prediction in this article.
As a final remark, the procedure requires Z to be centered for identifiability. This can
be done by transforming Z to Z − n−11n1
⊤
nZ, which changes an intercept in the model.
The intercept of the original location can be restored by the relation α − 1⊤nZγˆzβγˆz using
the uncentered Z and samples of α and βγˆz in each iteration.
5 Numerical illustration
We conduct a simulation study to evaluate the performance of MSBS. The test data sets
are generated from the model
Y = α+
p∑
j=1
fj(Xj) +
q∑
k=1
βkZk + ǫ, ǫ ∼ N(0, σ
2),
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with parameters α = 1, β1 = 0.25, β2 = 0.5, β3 = 0.75, β4 = · · · = βq = 0, σ
2 = 1, and
smooth functions
f1(x) = 4x
2,
f2(x) = sin(2πx),
f3(x) = 3 exp{−200(x − 0.2)
2}+ 0.5 exp{−50(x − 0.6)2},
f4(x) = x,
f5(x) = 1.5x,
f6(x) = 2x,
fj(x) = 0, j = 7, . . . , p,
where three nonlinear functions and three linear functions are used. (Note that in the
data generating process, we need not consider the identifiability restriction E[fj(Xj)] = 0
since the functions are automatically adjusted by the intercept term.) Thus we have
a p-dimensional vector γx = (2, 2, 2, 1, 1, 1, 0, . . . , 0)⊤ and a q-dimensional vector γz =
(1, 1, 1, 0, . . . , 0)⊤. The predictors {Xj , j = 1, . . . , p} are generated by the Gaussian copula
such that Xj are marginally distributed uniformly on (0, 1) with pairwise correlation coeffi-
cient ρ. The predictors {Zk, k = 1, . . . , q} are generated from a q-dimensional multivariate
normal distribution with zero mean, identity covariance matrix, and pairwise correlation
coefficient ρ. We consider two values for ρ (ρ = 0.5 and ρ = 0.95) and two dimensions for
the covariates (p = q = 10 and p = q = 25); the latter case has more irrelevant variables
since the number of nonzero coefficients are the same in both cases. For each simulation
setting, 100 independent replications with sample size 100, 200, and 500 are generated.
The effects of predictor variables are estimated using the method proposed in Section 4.2,
and the misclassification rates for each possible value of the latent variables, γx and γz, are
computed as
MRxℓ =
∑p
j=1 1(γˆ
x
j 6= γ
x
j = ℓ)∑p
j=1 1(γ
x
j = ℓ)
, ℓ = 0, 1, 2, MRzℓ =
∑q
k=1 1(γˆ
z
k 6= γ
z
k = ℓ)∑q
k=1 1(γ
z
k = ℓ)
, ℓ = 0, 1.
The overall misclassification rates for linear and nonlinear components are defined as
MRx =
∑p
j=1 1(γˆ
x
j 6= γ
x
j )
p
, MRz =
∑q
k=1 1(γˆ
z
k 6= γ
z
k)
q
,
and the total misclassification rate, MRT, is defined as a weighted average of MR
x and
MRz. We compare our proposed Bayesian MSBS method with the Bayesian methods of
Sabane´s Bove´ et al. (2015) and Scheipl et al. (2012), which we refer to as “Sabane´s Bove´”
and “Scheipl”. These methods are implemented by using the R packages, hypergsplines
and spikeSlabGAM, respectively. For all methods, 20 knots (or knot-candidates) are used
to approximate smooth functions. Interestingly, Scheipl is not invariant to the scale of a
response variable, so observations are standardized before the analysis.
The results are presented in Tables 1 and 2, which show the performance measures
averaged over the 100 replications. It is clear that MSBS always outperforms the other
14
Table 1: Simulation results with a smaller model (p = q = 10). The performance measures
are averaged over 100 replications.
Nonlinear components Linear components
ρ n Method MRx2 MR
x
1 MR
x
0 MR
x MRz1 MR
z
0 MR
z MRT
0.5 100 MSBS 0.50 0.47 0.03 0.30 0.27 0.05 0.12 0.21
Sabane´s Bove´ 0.81 0.38 0.09 0.39 0.32 0.07 0.14 0.27
Scheipl 0.66 0.56 0.02 0.37 0.45 0.00 0.14 0.26
200 MSBS 0.05 0.19 0.01 0.08 0.11 0.05 0.07 0.07
Sabane´s Bove´ 0.14 0.15 0.03 0.10 0.14 0.04 0.07 0.08
Scheipl 0.19 0.25 0.01 0.13 0.28 0.00 0.08 0.11
500 MSBS 0.00 0.02 0.02 0.01 0.01 0.02 0.02 0.02
Sabane´s Bove´ 0.00 0.01 0.02 0.02 0.02 0.02 0.02 0.02
Scheipl 0.05 0.05 0.00 0.03 0.15 0.00 0.04 0.04
0.95 100 MSBS 0.78 0.98 0.01 0.53 0.83 0.03 0.27 0.40
Sabane´s Bove´ 0.79 0.97 0.01 0.53 0.81 0.04 0.27 0.40
Scheipl 0.97 1.00 0.00 0.59 0.96 0.01 0.29 0.44
200 MSBS 0.47 0.85 0.02 0.40 0.68 0.02 0.22 0.31
Sabane´s Bove´ 0.52 0.87 0.01 0.42 0.71 0.03 0.23 0.33
Scheipl 0.65 0.96 0.01 0.48 0.81 0.00 0.25 0.37
500 MSBS 0.22 0.56 0.01 0.24 0.39 0.02 0.14 0.18
Sabane´s Bove´ 0.24 0.59 0.00 0.25 0.40 0.02 0.13 0.19
Scheipl 0.39 0.74 0.00 0.34 0.52 0.00 0.16 0.25
methods in terms of MRx2, a misclassification rate showing how well a method finds a true
nonlinear component. This implies that MSBS can better identify complex structure in a
relationship between a predictor and a response. Tables 1 and 2 show that Sabane´s Bove´
and Scheipl tend to be good at identifying a zero or linear component, especially with small
sample size. This is because that these methods generally prefer structure that is simpler
than the true structure for the predictor-response relationship. When it comes to the overall
performance measured by MRx, MRz, and MRT, MSBS clearly outperforms or is at least
comparable to the other two methods. If our interest is primarily in understanding the true
unknown complex structure for the effect of a predictor on a response, MSBS performs very
well.
Besides the misclassification rates, MSBS is compared with two other Bayesian methods
in terms of computational efficiency, via the multivariate effective sample size (mESS) of the
Markov chain (Vats et al., 2019) divided by the runtime required to obtain 10,000 iterations
after 1,000 burn-in iterations. This measure represents the number of independent draws
of a Markov chain Monte Carlo algorithm per time unit. To compute the effective sample
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Table 2: Simulation results with a larger model (p = q = 25). The performance measures
are averaged over 100 replications.
Nonlinear components Linear components
ρ n Method MRx2 MR
x
1 MR
x
0 MR
x MRz1 MR
z
0 MR
z MRT
0.5 100 MSBS 0.55 0.61 0.01 0.15 0.43 0.01 0.06 0.11
Sabane´s Bove´ 0.91 0.44 0.15 0.28 0.41 0.12 0.16 0.22
Scheipl 0.78 0.70 0.00 0.18 0.61 0.00 0.07 0.13
200 MSBS 0.04 0.24 0.00 0.04 0.21 0.01 0.04 0.04
Sabane´s Bove´ 0.32 0.23 0.01 0.08 0.25 0.01 0.04 0.06
Scheipl 0.29 0.32 0.00 0.08 0.35 0.00 0.04 0.06
500 MSBS 0.00 0.03 0.01 0.01 0.06 0.00 0.01 0.01
Sabane´s Bove´ 0.00 0.02 0.01 0.01 0.06 0.00 0.01 0.01
Scheipl 0.19 0.15 0.00 0.04 0.20 0.00 0.02 0.03
0.95 100 MSBS 0.85 0.98 0.01 0.22 0.93 0.01 0.12 0.17
Sabane´s Bove´ 0.88 0.98 0.01 0.23 0.91 0.02 0.13 0.18
Scheipl 0.99 1.00 0.00 0.24 1.00 0.00 0.12 0.18
200 MSBS 0.55 0.95 0.00 0.18 0.80 0.01 0.11 0.14
Sabane´s Bove´ 0.62 0.92 0.00 0.19 0.77 0.02 0.11 0.15
Scheipl 0.82 1.00 0.00 0.22 0.96 0.00 0.12 0.17
500 MSBS 0.22 0.65 0.01 0.11 0.53 0.00 0.07 0.09
Sabane´s Bove´ 0.23 0.65 0.00 0.11 0.52 0.01 0.07 0.09
Scheipl 0.46 0.88 0.00 0.16 0.73 0.00 0.09 0.12
size, the posterior variance of each γxj and of each γ
z
k needs to be sufficiently far away from
zero. To achieve this, instead of using σ2 = 1, here we use σ2 = n/50 and n/100 for
the ρ = 0.5 and 0.95 cases, respectively. Because this procedure is time-consuming, the
values are averaged over only 15 replications. The comparison of computational efficiency
is summarized in Figure 1. In the small sample size case (n = 100), Sabane´s Bove´ tends to
be more efficient than the other two methods, including MSBS. As the sample size becomes
larger (n = 200 and n = 500), however, the computational efficiency of MSBS significantly
improves and outperforms the other two methods.
The aim of the paper is to propose a new model selection strategy for additive partial
linear models, Thus, we do not detail the performance of the functional estimates proposed
in Section 4.3. The advantages of the knot-selection technique in nonparametric regres-
sion, however, have been illustrated elsewhere (Smith and Kohn, 1996; Kohn et al., 2001;
Jeong and Park, 2016; Jeong et al., 2017; Park and Jeong, 2018).
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Figure 1: Boxplots for multivariate effective sample size divided by runtime. The measures
are averaged over 15 replications and show the computational advantage of MSBS, especially
for large sample sizes.
6 Application to nutritional epidemiology study
In this section, we consider the nutritional epidemiology study discussed by Fletcher and Fairfield
(2002) and Liu et al. (2011). There is a close relationship between beta-carotene and certain
types of cancer, such as lung, colon, breast, and prostate. It is known that the antioxidant
properties of beta-carotene help eliminate cancer-causing free radicals and thus can effec-
tively reduce the risk of certain cancers. In addition, a sufficient beta-carotene supply can
strengthen the body’s autoimmune system to fight degenerative diseases such as cancer.
Thus, it is of interest for clinicians and nutritionists to investigate the relationship between
beta-carotene concentrations and other regulatory factors like age, gender, dietary intake,
smoking status, and alcohol consumption. Some studies use simple linear models to ex-
plore the relationship, and the results are diverse and inconsistent (Nierenberg et al., 1989;
Faure et al., 2006). Therefore, there is a need for a more advanced statistical analysis to
closely investigate the relationship between beta-carotene and cancer risk factors.
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Table 3: Results of model selection in the beta-carotene study. The columns show the
posterior probabilities of the latent indicator variables for model selection and the estimates
of the latent indicator variables under the best model.
Posterior probability
Predictor Zero Linear Nonlinear γˆ
AGE 0.034 0.017 0.949 2
SEX 0.316 0.684 - 1
SMOKSTAT 0.154 0.846 - 1
BMI 0.000 0.899 0.101 1
VITUSE 0.053 0.947 - 1
CALORIES 0.765 0.199 0.036 0
FAT 0.757 0.207 0.038 0
FIBER 0.104 0.732 0.164 1
ALCOHOL 0.836 0.119 0.045 0
CHOL 0.622 0.252 0.126 0
BETADIET 0.600 0.358 0.042 0
RETDIET 0.844 0.120 0.036 0
MSBS is thus applied to identify significant linear/nonlinear effects of risk factors on
the logarithm of beta-carotene concentration. The response variable is the plasma con-
centration of beta-carotene from 315 patients and the following risk factors are available:
AGE (years), SEX (1=male, 2=female), SMOKSTAT (smoking status: 1=never, 2=for-
mer, 3=current Smoker), BMI (weight/height2), VITUSE (vitamin use: 1=yes, fairly of-
ten, 2=yes, not often, 3=no), CALORIES (number of calories consumed per day), FAT
(grams of fat consumed per day), FIBER (grams of fiber consumed per day), ALCOHOL
(number of alcoholic drinks consumed per week), CHOL (mg of cholesterol consumed per
day), BETADIET (mcg of dietary beta-carotene consumed per day), and RETDIET (mcg
of dietary retinol consumed per day).
Liu et al. (2011) used an additive partial linear model to examine the relationship be-
tween the logarithm of beta-carotene concentration and some personal characteristics by
selecting significant linear predictors with their variable selection method after determining
predictors having nonlinear effects via a preliminary analysis. Banerjee and Ghosal (2014)
used a similar model with more predictors and chose significant nonlinear predictors as well
as linear predictors. The previous studies treated both AGE and CHOL as predictors with
nonlinear effects. As can be seen in Figure 1 of Liu et al. (2011), however, the significance
of nonlinear effect of CHOL is uncertain. We thus apply MSBS to examine the true effects
of the predictors on the logarithm of beta-carotene concentration.
We include the categorical variables SEX, SMOKSTAT, and VITUSE into the model
as candidates of linear predictors, after centering in advance. The other covariates are con-
tinuous variables and are candidates for nonlinear predictors. Table 3 shows the posterior
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Table 4: Posterior summary statistics for predictors selected to have linear effects.
Parameter Mean Median 95% credible interval
Intercept 5.462 5.462 (4.433, 6.494)
SEX 0.290 0.289 (−0.054, 0.635)
SMOKSTAT −0.141 −0.141 (−0.303, 0.019)
BMI −0.033 −0.033 (−0.052,−0.014)
VITUSE −0.129 −0.129 (−0.262, 0.003)
FIBER 0.024 0.024 (0.002, 0.045)
σ2 0.411 0.410 (0.351, 0.482)
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Figure 2: Posterior estimates of a smooth function for AGE in the beta-carotene study. The
solid line represents the point-wise posterior median of the function and the gray region
represents the point-wise 95% credible interval.
probabilities of the latent indicator variables for model selection and the resulting estimate
γˆ. Our results are that MSBS selects SEX, SMOKSTAT, BMI, VITUSE, and FIBER as
predictors with linear effects, and selects AGE as a predictor with a nonlinear effect. In-
terestingly, CHOL is chosen to have no significant effect on the logarithm of beta-carotene
concentration in our analysis, which is the main difference between our analysis and former
studies analyzing the same data. The posterior summary statistics for predictors selected
to have linear effects are provided in Table 4, and the estimated smooth function for AGE
is given in Figure 2.
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7 Discussion
This paper proposes a new Bayesian model selection strategy and an efficient estimation
method for additive partial linear models, which we call. Besides latent variables for model
selection, we introduce additional latent variables that select basis functions to reduce a
bias by data-adaptively controlling the smoothness of a nonlinear function. New prior dis-
tributions are carefully devised to overcome difficulties arising in the existing knot-selection
methods. The resulting Bayesian model selection method, which we call MSBS, outper-
forms the existing methods in terms of overall model selection accuracy and computational
efficiency.
The main focus of this paper is on additive partial linear models with Gaussian errors,
which can possibly provide a guide towards future research on the models with non-normal
errors. Thus, the proposed MSBS method developed in this paper will be generalized to
analyze non-normal response data within a generalized linear model framework. Such a
generalization can be based on recent studies about mixtures of g-priors for generalized
linear models (Sabane´s Bove´ and Held, 2011; Li and Clyde, 2015).
Appendix
A R package MSBS
Here we show how to use the R package for MSBS. Using the devtools package available
at CRAN, our R package is installed and loaded by running
install_github("s-jeong/MSBS")
library(MSBS)
and then one can reproduce the results in Section 6 by running the examples in the help
pages of the R functions bmsaplm and estaplm.
B Proof of Proposition 1
By writing |γx| =
∑p
j=1 1(γ
x
j > 0) and |γ
z| =
∑q
k=1 γ
z
k, we have
π(|γ| = k) =
p∧k∑
ℓ=0∨(k−q)
π(|γx| = ℓ, |γz| = k − ℓ) =
p∧k∑
ℓ=0∨(k−q)
∑
γ:|γx|=ℓ,|γz|=k−ℓ
π(γ).
Note that the cardinality of the set {γ : |γx| = ℓ, |γz| = k− ℓ} for ℓ ∈ {0∨ (k−q), . . . , p∧k}
is
(p
ℓ
)( q
k−ℓ
)
2ℓ and π(γ) is invariant on this set, where the factor 2ℓ appears because each γxj
has two nonzero values. Hence, the rightmost side of the last equation equals
p∧k∑
ℓ=0∨(k−q)
(
p
ℓ
)(
q
k − ℓ
)
B(k + 1, p + q − k + 1) =
(
p+ q
k
)
B(k + 1, p + q − k + 1) =
1
p+ q + 1
,
which completes the proof.
20
C Proof of Proposition 2
Define γx−j such that γ
x = {γxj ,γ
x
−j} and let |γ
x
−j| = |γ
x| − 1(γxj > 0). Using the same
argument in the proof of Proposition 1,
π(γxj = 0) =
p+q−1∑
k=0
(p−1)∧k∑
ℓ=0∨(k−q)
π(γxj = 0, |γ
x
−j| = ℓ, |γ
z| = k − ℓ)
=
p+q−1∑
k=0
(
p+ q − 1
k
)
B(k + 1, p + q − k + 1)
=
p+q−1∑
k=0
p+ q − k
(p+ q)(p + q + 1)
=
1
2
.
Because π(γxj = 1) and π(γ
x
j = 2) are equal by the definition in (8), it follows that π(γ
x
j =
1) = π(γxj = 2) = 1/4. Similarly, π(γ
z
j = 0) = 1/2 can be verified.
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