Network traffic is a significantly important parameter for network traffic engineering, while it holds highly dynamic nature in the network. Accordingly, it is difficult and impossible to directly predict traffic amount of end-to-end flows. This paper proposes a new prediction algorithm to network traffic using the wavelet analysis. Firstly, network traffic is converted into the time-frequency domain to capture timefrequency feature of network traffic. Secondly, in different frequency components, we model network traffic in the time-frequency domain. Finally, we build the prediction model about network traffic. At the same time, the corresponding prediction algorithm is presented to attain network traffic prediction. Simulation results indicates that our approach is promising.
model the end-to-end network traffic and attain the accurate estimation [10] . Chen et al. studied the shorttime network traffic prediction [11] . The expectation maximization algorithm was used to estimate traffic matrix via the assumption that traffic demands between OD pairs were independent of each other and obeyed Gaussian distribution [12] . Jiang et al. also exploited the compressive sensing theory to propose a joint timefrequency estimation of network traffic [13] . Some of these methods had relatively large estimation errors, while other were very sensitive to prior information [9, 14] . Hence, the above models and methods are difficult to accurately capture network flow traffic, so it is still significantly necessary to find more accurate model to depict network flow traffic, to lower the complexity of algorithms, and to improve the prediction accuracy. Different from the above algorithms, this paper proposes a new Wavelet Analysis-based Prediction Algorithm (WAPA) to predict network traffic in the network. Firstly, the signal analysis theory is exploited to transform network traffic from time domain to timefrequency domain. And then the time-frequency analysis approach is used to characterize the inherent property of network traffic. Secondly, in the time-frequency domain, we decompose network traffic into different frequency components, such as low-, medium-, and high-frequency components. The low-frequency part reflects the change trend of network traffic, medium-frequency one describes their slow change, but the high-frequency one reflects their quick change. Hence, we use the autoregressive model, period signal model, and Gaussian noise model to model the low-, medium-, and high-frequency components, respectively. Thirdly, the corresponding algorithm is proposed to predict network traffic. Simulation results show that our algorithm holds much lower prediction error than previous methods and thus it is promising.
The rest of this paper is organized as follows. Section II is problem statement. Section III is to derive our prediction approach. Section IV is simulation results and analysis. And finally our work in this paper is concluded in Section IV.
Problem Statement
The end-to-end traffic in the communication network can be expressed as x at moment t . To facilitate the processing, network traffic x is normalized as
Accordingly, () zt satisfies the following constraint:
In such a case, the computational complex is reduced effectively. According the wavelet analysis theory, the new network traffic
where H is the high-pass filter, G denotes the low-pass filter, ( 1) high-frequency components as follows:
( , ) ( , ,..., ) According to the inversion transformation of the wavelet, for the low-, medium-, and high-frequency components of z , the loss part is filled with zeros. Then the low-frequency coefficient in the time-frequency domain can be attained:
The medium-frequency coefficient in the timefrequency domain can be expressed as: 12 ( , ) (0, , ,..., ,0,...,0)
Similarly, the high-frequency coefficient in the timefrequency domain can be expressed as: 12 ( , ) (0,0,...,0, , ,..., )
Then we obtain the below equation: 
where p is the order number of the autoregressive model, 
where u and v are the coefficients of the model;  ,  , and  denote the frequency and initial phase of the period signal, and  represents the error of the model.
The model in Equation (10) is decided via the signal analysis theory. (11) where  and  denote the variable and mean value of the Gaussian noise, and  represents the error. Equation (11) is decided via the statistics theory. According to the above discussion, the low-, medium-, and high-frequency signals corresponding to the timefrequency domain, respectively, are modeled as the autoregressive model, period signal, and Gaussian noise signal, as shown in Equations (9)- (11) .
We can attain the time-domain signal as follows:
According to Equation (1), the resulting time-domain signal is obtained as follows:
Accordingly, we can obtain the estimations of the endto-end traffic by equation (13) . The algorithm WAPA proposed can be described as follow:
Step 1: Give the initial data of the end-to-end network traffic data 0 
Simulation Result and analysis
Now we validate our algorithm WAPA. The real traffic data from the real Abilene backbone network in the United States are used to perform the simulation. STKCS [2] , WABR [7] , PCA [5] , and TomoG [9] are reported as good prediction approaches for network traffic. In this paper, we will compare WAPA with them. at the same time, their prediction performance is analyzed in detail. Fig. 1 , we can find that four algorithm can attain the good prediction results. In contrast to other three algorithms, WAPA holds the best prediction value for ODs 45 and 80. TomoG has the larger prediction errors than other algorithm. Fig. 2 shows that four algorithms can also better predict the traffic of ODs 95 and 135. More importantly, when network traffic dynamically changes over time, four algorithms can capture the change trend of network traffic. Moreover, WAPA always can more accurately predict network traffic. This shows that WAPA holds the better prediction performance for network traffic. Figs. 3 and 4 indicate the relative prediction errors of four algorithms for ODs 45, 80, 95, and 135, relative to the real network traffic. Fig. 3 shows that WAPA exhibits the lowest relative prediction errors in four algorithms for network traffic. In contrast to WAPA, TomoG holds the largest prediction errors, while STKCS and WABR illustrate the lower prediction. This demonstrates that WAPA holds the best prediction capacity for network traffic. From Figs. 3 and 4 , it is clear that WAPA exhibits the more stationary prediction errors over the time than other three algorithm. This further indicates that WAPA holds the better prediction ability for network traffic.
Conclusions
This paper uses the wavelet analysis theory to model network traffic. By the wavelet transformation, we can correctly capture the dynamic and time-varying features in the time-frequency domain. Network traffic is converted into the time-frequency domain to capture time-frequency feature of network traffic. For different frequency components, we model network traffic in the time-frequency domain. Then network traffic signals are divided into the low-, medium-, and high-frequency signal. Accordingly we build the prediction model about network traffic. Finally, we propose the corresponding prediction algorithm to attain network traffic prediction. Simulation results indicates that our approach is promising and feasible.
