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There is increasing interest in very resistive geological 
environments, such as ice sheets and the lunar surface. In 
these, radio waves penetrate with little attenuat.ion and any 
reflected waves interfere with direct waves. Theoretical and 
scale-model studies have indicated that the resulting inter­
ference pattern is indicative of both the electrical parameters 
and depth of the surface layer. The first successful field 
tests are described here. 
This technique is planned for use as the Surface Electri­
cal Properties Experiment on Apollo 17. Therefore, the 
published results of dielectric-property measurements of lunar 
samples are summarized. The dielectric constant near 1 MHz is 
about 3 for fines, and about 10 for solid samples� The loss 
tangent is between .03 and .10. These are somewhat higher than 
expected, and evidence is presented here that all the samples 
measured so far.have been slightly water-contaminated. 
Experiments were made in March, 1970, on the Athabasca 
Glacier, Canada, which has been extensively mapped and drilled, 
as reported by various authors. Frequencies between 2 and 24 
MHz were used. A careful comparison has been made between the 
results, many suites of theoretical solutions, and the known 
parameters of the Athabasca Glacier. General agreement is 
found; most of discrepancies are attributed to the simple 
geometry of the theoretical model, i.e., infinite horizontal 
layers. 
Development of an interpretational technique has been 
started. Effects of random scattering are present (especially 
in the higher frequencies), and the data were enhanced by a 
simple filter. The effects are not severe in these data. The 
rate of decay of analytical solutions appears characteristic 
of the dielectric losses of the medium. Ice has a frequency­
dependent loss tangent, and this is clearly shown in the field 
results. The field strengths decay as r(2.2) for the higher 
losses, to r-(O.G) for low losses.
Further development of .interpretational techniques for 
more complex geometries is necessary. However, it is concluded 
that radio-frequency interferometry can usefully sound low-loss 
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CHAPTER ONE: INTRODUCTION AND PURPOSE 
1.1 Background 
1 
One of the most interesting aspects of the Apollo manned 
landings on the surface of the moon is the opportunity to learn 
something about the lunar surface and subsurface. Not only is 
this of interest per se, but it will doubtless yield important 
clues to the nature and history of the earth and the rest of 
the solar system. Since drilling through the subsurface has 
proved impossible below a few tens of centimeters (at the time 
of writing), it has been necessary to develop more subtle means 
of probing through the surface material. 
One technique, using the interference behavior of radio 
waves, is being developed as the Surface Electrical Properties 
(S.E.P.) Experiment planned for Apollo 17. It is hoped that it 
will measure the depth to electrical interfaces, and in situ 
electrical properties of surface material. This method of 
depth-sounding depends on the transparency of the sounded medium 
to radio waves. Although it is being primarily developed for 
the moon, it is hoped that it will also be useful over ice, and 
perhaps over certain highly resistive salt-layers or desert 
regions. These areas are of increasing geophysical importance, 
especially to the oil industry. 
Although the idea of radio-frequency interferometry is 
not new, it has not received much study. Most terrestrial 
2 
environments contain too much moisture to make them amenable 
to this type of depth-sounding. It was, however, suggested 
by Stern as early as 1927 (reported by Evans, 1963) as a glacier­
sounding technique, and El-Said (1956) proposed the method to 
determine the depth to the water-table in the Sahara. He even 
ran a number of field surveys, but his interpretation appears 
to be faulty. In order to develop the technique for a lunar 
experiment, a comprehensive study was undertaken by Annan (1970). 
His work consisted of theoretical studies (including cal­
culated field-strength patterns), an analogue scale-model, and 
field work on the Gerner Glacier, Switzerland. Although his 
theoretical and scale-model studies gave good agreement, the 
glacier was too deep to obtain reflections, and the results 
remained inconclusive. Therefore, the primary purpose of this 
thesis was to show that under realistic field conditions the 
technique could be used to depth-sound. A subsidiary purpose 
was to develop the optimum means·of carrying out the experiment 
for the design of flight hardware. This work is still continu­
ing (see Appendix 1 for a brief description of the S.E.P Experi­
ment). 
1.2 Radio-frequency Interferometry 
The technique, radio-frequency interferometry, can be 
simply described as follows. A transmitting antenna is set 






distance from it (Figure 1-l(a)). There are then several waves 
which reach the receiver. In general, these waves travel 
different distances, at different velocities, and will there­
fore interfere with each other. 
An interference pattern can be generated in one of two 
different ways. Either the separation between the transmitter 
and receiver can be varied, keeping frequency of transmission 
constant (Figure 1-l(b)), or the frequency of the transmitted 
signal can be continuously varied, keeping the separation con­
stant (Figure 1-l(c)). Because it is not at present practically 
feasible to build a sweep-frequency antenna that gives inter­
pretable results (K. G. Balmain, private communication), we 
are concerned only with the former technique. Interpretation 
of the pattern obtained should give information on the depth 
to the reflector. 
Two criteria must be met for this technique of sounding 
to be effective. The medium probed must not be too lossy or 
the amplitude of the reflected waves will be too low to inter­
fere well with the direct wave-i.e., the medium probed must 
be transparent at the frequency used. Secondly, there must 
exist a strong electric�l contrast below the surface in order 
to reflect energy. It is these electrical boundaries that the 
technique is designed to locate. 
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(a) Transmitter Tx and Receiver Rx on earth's surface ( schematic ) 
F 
( b) Field strength F versus Tx - Rx seperation d (schematic)
F 
(C) Field strength F versus frequency f, with d fixed






1.3 The Lunar Environment 
There is increasing evidence that the moon satisfies 
these two conditions. Both earth-based and bistatic radar 
have indicated for some time that the moon's surface had a 
5 
very low loss tangent (Tyler, 1968: Weaver, 1965). This is 
supported by extensive testing of dry, powdered terrestrial 
rocks, which have similar properties (Saint-Amant and.Strang-· 
way, 1970: Strangway, 1969: Campbell and Ulrichs, 1969). 
There is now direct evidence from examination of samples 
returned on Apollo 11 and Apollo 12, summarized in Figure 1-2. 
The attenuation distance 1
a. 
(the distance through which the 
field strength falls to 
1 
e 
= 0.368 of its original value), 
for a non-magnetic material, when tan 5 < < 1, is given by 
(von Hippel, 1954a): 
1 =
---------
a. n f /Jfi" tan 5
where f is the frequency in Hz, 
meters 
K' is the relative dielectric constant, 
and tan 5 is the loss tangent. 
(1-1) 
Figure 1-2 shows that for frequencies around 1 MHz the attenua­
tion distance is in the order of a kilometer for the majority 
of the lunar samples tested so far. The graph also shows that 
































FIGURE 1 - 2 
Attenuation Distance of Lunar 
Surface Material, as Measured 
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large frequency range. The dielectric properties of terres­
trial and lunar rocks are discussed in more detail in Chapter 2. 
The major factor allowing very low lunar loss tangents is 
very low water content: few hydrous minerals were found in 
lunar samples. However, this still leaves unanswered the 
question of whether.or not there is water in the subsurface. 
Many of the surface features have been attributed to past 
erosion by water or ice (e.g., Schubert et. al., 1970r Gold, 
1962). Moreover, igneous processes, as we know them on earth, 
depend on the presence of water to reduce the melting points 
of silicates. Therefore, the absence of water in the moon would 
demonstrate that igneous processes do not operate on the moon 
in analogous fashion to those on the earth. This would imply 
greatly different thermal models for the two bodiesr however, 
there is now independent evidence that they may not be dis­
similar. Magnetic measurements on lunar samples have indicated 
the possibility of a magnetic field on the moon during at least 
some of its history (e.g., Strangway, et. al., 1970a, 1970b). 
Therefore, there is considerable reason for postulating 
a moist or a frozen-water layer in the subsurface. Moreover, 
it is very likely that .there is a boundary between the lunar 
surface dust, .and the bedrock beneath it. It is likely that 
the regolith has been formed by the continuous impact of meteoric 
bodies through geologic time (Shoemaker et. al., 1970a). 
8 
Recent estimates of its depth are from 3 to 6 m. at Tranquillity 
Base (Shoemaker et. al., 1970b), and 5 to 15 m. in Oceanus 
Procellarum (Oberbeck and Quaide, 1967), but no measurement 
of it has been made. (A Russian drilling experiment encountered 
rock at about 30 cm., in Mare Fecunditatis, but it is not clear 
that this was bedrock, and initial results from the Apollo 14 
active seismic experiment indicate a regolith depth of about 
8 m. at Fra Mauro). Therefore, a measurement of the depth to 
bedrock is important .in determining lunar history. 
A further possibility ·remains. If the depth to the water­
ice interface could be determined, it would represent the zero­
degree isotherm. This depth, together with the knowledge of 
thermal conductivity estimated from lunar samples, could give 
an independent estimate of the lunar thermal flux. (A heat 
flow experiment is planned for Apollo 15). This, in turn, would 
provide important clues to the nature of the moon's core. 
Thus there is good reason to believe that the following 
conditions for EM interferometry will be met on the moon: 
(a) that the surface layers will be transparent to
radio-frequency waves,
(b) that there will be sufficient layering to provide
good reflections from the subsurface, and





1.4 Interference Patterns 
The bulk of Annan's work (1970} is a theoretical descrip­
tion of the fields surrounding a vertical magnetic dipole and 
surrounding a horizontal electric dipole above a two-layer 
earth. This theory is very mathematical, and the results are� 
of necessity, only approximate. However, a few basic ideas 
about the behavior of the fields around a dipole on the surface 
of a dielectric can be deduced. These are important in under­
standing the complex nature of the interference p�tterns. 
The basic concept of the interferometry method was stated 
in Section 1.2: a transmitting antenna is set up on the surface 
that is to be probed, and a receiver is moved over the surface 
at some distance from the transmitter (see Figure 1-3}. At 
least two waves reach the receiver: a direct wave along the 
surface (Xa}, and a reflected wave from the subsurface (¾}.
In general, these two waves travel different distances at 
different velocities, and therefore interfere with each other. 
In some cases the interference is destructive, in others, con­
structive. The result is a series of peaks and nulls in the 
received field strength as the separation between the receiver 
and the transmitter is changed. It is this interference pattern 
of peaks and nulls which is indicative of the electrical proper­
ties of the medium and of the depth to the reflector. 
Transmitter Receiver 
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In practice the situation is not quite so simple. There 
are, in fact, a number of different waves generated. As shown 
by Figure 1-4, there are two spherical waves, A and c, travel­
ing directly between the transmitter and the receiver. Wave C 
travels in the upper medium (air or vacuum), and wave A, in 
the earth. Since these two waves have different velocities, 
they will interfere with each other. It is this interference 
which gives a measure of the dielectric constant of the lower 
medium, since the greater the difference in the velocities of 
these two waves, the greater will be their rate of interference. 
Another wave of some importance is the flank, head, or 
lateral wave, B. This wave is responsible for the directionalit� 
of the antenna pattern below the surface. It develops in order 
to satisfy the boundary conditions of wave C at the interface, 
since the phase velocity of some wave in the earth must be the 
same as the phase velocity of wave C, in the upper medium. 
This condition is satisfied if plane wave B propagates downward 
at some tilt angle. This angle is shown as �. the angle of 
total internal reflection between the two media. 
Hence, 
sin ( 1-2) 
where � is the angle between the z-axis and the direction 
of the wave, 
12 
Ko, I.lo 
Air or· vacuum 
----�-------...-..y----.:,;--------p
Earth 
A -:- spherical wave in earth 
8 - flank or head wave in earth 
C - spherical wave in air or vacuum 
D - inhomogeneous wave in air or vacuum 
FIGURE 1-4 
SKETCH OF WAVEFRONTS AT THE AIR-EARTH INTERFACE 





is the ratio of dielectric constants 
across the boundary (assuming non-magnetic media). The impor­
tance of this wave is that it effectively gives the antenna 
radiation pattern a.lobe at angle �-
The spherical wave A, traveling in the lower medium, also 
matches the boundary conditions, but in a different way. An 
inhomogeneous wave, D, is produced at the surface: this wave 
propogates radially with the velocity of A, but decays 
exponentially with height above the surface. This wave is 
significant near the boundary, and its effect depends on the 
distance of the receiver from the surface. 
The geometry used by Annan for calculating the fields 
around a horizontal electric dipole is shown in Figure 1-5. 
He went on to derive the waves produced for h = 0, and to 
compute the interference pattern of the vertical magnetic com­
ponent at the air-earth interface (H ), for a traverse perpen-
z 
dicular to the dipole. Samples of these are shown in Figures 
1-6 to 1-10. In these figures each curve is calculated for a 
given set of parameters, and is scaled so that the largest 
peak is full-scale. This theoretical work has been confirmed 
by Sinha (1971), and he has compiled suites of curves for H ,
z 
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over a 2 layer earth. 
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20 
electric field, E�. The tangential magnetic field, H�, does
not exist in this geometry: however, more complex geometries 
are virtually insoluble theoretically. 
From the given curves the effects of three p·arameters can 
be seen. First, the frequency of the peaks and troughs is a 
rough measure of the dielectric constant of the first layer 
(see Figure 1-6). This is caused by interference between the 
two spherical waves traveling along the boundary. Second, the 
position of the main peak is indicative of the depth to the 
reflector (see Figure 1-7). This is due to the arrival of the 
head wave. Thirdly, the general shape of the pattern is indic­
ative of signal losses to the medium, and therefore of the loss 
tangent of the upper medium (see Figure 1-8). Figures 1-9 and 
1-10 show that both a dielectric or a loss tangent contrast
should give reasonable reflections. These curves indicate how 
sensitive the patterns are to small changes in the various 
parameters. 
Annan also conducted scale-model studies. These compared 
reasonably with the theory, as seen in Figures 1-11 to 1-13. 
Certainly the general features of the theory are present in 
the model, especially the move-out of the major peak as the 
depth is increased. The discrepancies can largely be explained 
by deficiencies in the model, especially since several of the 
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The results of the Gerner Glacier field work were also 
encouraging. They gave very good agreement with the theoretical 
half-space curves (which had the advantage of being exact solu­
tions), and the value for the dielectric constant of ice was 
obtainable from them using the technique outlined above (see 
Figure 1-14). However, the larger question still remained 
could the technique be used successfully to find the depth to 
a subsurface reflector? 
1.5 Thesis Outline 
The remainder of the thesis will be divided into four main 
parts. Chapter 2 will discuss the dielectric properties of 
lunar materials, the problem of choosing a full-scale terres­
trial analogue to the lunar surface, and why ice provides a 
good analogue. Chapter 3 will describe the Athabasca Glacier 
test site, and the experiments performed there. Chapter 4 will 
present the data obtained, their analysis and interpretation. 
In Chapter 5 conclusions will be drawn, and suggestions for 
further work made. 
" 
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COMPARISON OF THEORETICAL 
AND EXPERIMENTAL PROFILES 
GORNER GLACIER 
(after Annan 70) 
. Half space theoretical profiles 
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FIGURE 1-14
CHAPTER TWO: DIELECTRIC PROPERTIES OF 
LUNAR AND TERRESTRIAL MATERIALS 
2.1 The Dielectric Mechanism 
26 
An understanding of the dielectric and loss mechanisms 
in solids is essential to the S.E.P. Experiment, and of course 
to any analogue of it. Therefore, a brief review of these 
mechanisms will follow. It is taken largely from standard 
references, such as Kittel (1968), von Hippe! (1954a: 1954b), 
and Dekker (1957), and from Saint-Amant (1968), Strangway (1968), 
and Parkhomenko (1967). 
The dielectric constant of a material is basically a mea­
sure of how easily the material can be electrically polarized. 
Obviously, if an electric field is applied to a substance, the 
positive and negative charges in the substance will try to 
separate in a direction that tends to cancel the applied field. 
Therefore, the capacitance of a material is proportional to 
the dielectric constant, since its surface charge accumulation 
in a given electric field increases. 
There are four basic ways in which a material can become 
electrically polarized: (i) by the displacement of free charges 
to interfaces: (ii) by the alignment of molecules having a 
permanent dipole moment which are otherwise randomly oriented: 
(iii) by the alteration of the relative positions of ions: and
(iv) by the changing of the electron density within an atom
I, 
27 
(see Figure 2-1). If an alternating field is now applied, 
these mechanisms will react in different ways because they all 
require physical dispacements of some kind, on either a (i) 
granular, (ii) molecular, ( iii) ionic, or (iv)· atomic size 
scale, respectively. Therefore each process will have at least
one resonant frequency associated with it, along with a damping 
mechanism and a restoring force. 
Because the size scale of these mechanisms is different, 
they are in general also related to different frequency bands: 
(i) DC to audio, (ii) audio to radio frequencies, (iii) the
infrared, and ( iv) the ultra-violet, respectively (see Figure 
2-2). Therefore, we are interested primarily in the first two
processes. These are generally associated with small restoring 
forces (usually thermal agitation) and large damping forces, 
especially in solids. In fact, the damping is generally over­
critical, and relaxation dispersion is seen rather than true 
resonance. 
Various different hypotheses result in the Debye relaxa­
tion formula involving a single frequency for the complex 
dielectric constant of a material. For an applied field of 
the form e
iwt
(i = J=f), the complex dielectric constant has
the form: 
K* = K' -iK'' (2-1) 
Polarization 



































FIGURE 2-1: SCHEMATIC VIEW OF DIFFERENT WAYS A MATERIAL 
CAN BECOME ELECTRICALLY POLARIZED; ROUGH 
SIZE SCALE SHOWN. 
.. 
Ion Electron Total Space-charge Dipole Displacement Displacement Po 1 a ri zabi 1 i ty1t-- Displacement �◄4�-0-r-i �nta ti -0-0 �� 4 Resonance • ◄ifi----,,,Rz-e,sonan"""ce--�•(Real Part) Relaxation Relaxation 
0(. 
0< DIPOLAR 



















where K' and K'' are the real and imaginary parts of the 
relative dielectric constant respectively. 
The Debye formula is: 
K* (w) = 1b:> + 




is the real dielectric constant well below the 
relaxation time '!"� 
� is the real dielectric constant well above the 
relaxation time {but below other resonances� therefore, not 
strictly at w = oo ) , 
w is the angular frequency ( 2TT/) , 
and 1" is the relaxation time for the given process. From 
equations 2-1 and 2-2 the K' (w), and the losses, K'' (w), can 
be separated (although they are not independent): 
K'{W) = �+ 
K' I 
2 2 




These functions are shown in Figure 2-3{a) and {b). A useful 
measure of the losses in low-loss materials is the loss tangent, 
given by: 
K' I 
.tan f) = 
K' 
Combining 2-3, 2-4, and 2-5: 
tan 5 = 







Most relaxation process are, as noted above, thermally 
activated, and therefore temperature dependent. Often the 
relaxation time can be described by: 
where 






is the relaxation time at 
1
/T ➔ o, 
E 
k 
is the activation energy, 
is Boltzmann's constant, 
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(a) The real part as a function of log WT according to the 
Debye equations (2-3) for a dielectric with K. = 8, Ks = 2; 







0.02'-.&.-. .... ..._ ___ ..._ ___________ 
0.01 0.1 10 10 100 WT 
(c) The loss tangent for the dielectric illustrated above.
FIGURE 2-3: THE DEBYE EQUATIONS (AFTER ST. AMANT, 1968) 
.. 
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Both ,- and E can vary with frequency. This gives a smear­
o 
ing of relaxation times with temperature (also, there is often 
a distribution of relaxation times at any one temperature). 
A useful representation of Debye relaxations. is a Cole­
Cole plot • . This is a plot of K' vs. K'' at various frequen­
cies, and it can be·shown from equations 2-3 and 2-4 that a true 
Debye relaxation will give a semi-circle with its centre on the 
K' axis. A distribution of relaxation times may also give a 
circular pattern, but with its centre off the K' axis. 
2.2 Electromagnetic Losses 
Various processes give rise to the loss observed at any 
given frequency (see Strangway, 1968). These may not just be 
electrical lossesr magnetic losses will also contribute to the 
observed loss tangent at any given frequency. In fact, any 
energy-absorbing process will produce a loss. Table 2.1 lists 
the major EM losses in materials - it is interesting to note 
the rough parallels between dielectric (b) and magnetic (c) 
losses. 
Usually the most important losses are associated with the 
conductivity of a material. These are due to heating by the 
current passing through the medium. The losses are given by: 
K, ' = cr /we 
S 0 
(2-8) 
Table 2-1: Electromagnetic Loss Mechanisms 
(a) conductivity (electric currents)
(i) bulk conductivity (conduction currents)
(ii) particle conduction (eddy currents)
(b) Dielectric losses (charge displacement)
(i) space-charge displacement loss
(ii) molecular alignment loss
(iii) ionic resonance
(iv) electronic resonance





(iv) nuclear magnetic and electron spin resonance
where 
cr is the D.C. conductivity, and 
s 
€ is the permittivity of free space. 
0 
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Equation 2-8 is often turned around (causing considerable 
confusion in the li �erature) so that the losses, K' ', are 




Since K'' includes losses from various mechanisms, as discussed 
below, has no relation to the D.C. conductivity a ,  excepts 
that K'' (w) may include a conductivity loss given by equation 






e ( 2-10) 




There may also be losses due to eddy currents within con-
ductive grains or between interfacial boundaries. 
on the induction number of the conductive particles 
These depend 
2 :k (crµwR ) 2 
where cr is the conductivity of the particles, µ is their 
permeability, R is their radius, and w is the applied 
36 
frequency. Of course the shape of, and the amount of inter­
action between, the various particles is also important. 
There are losses associated with the displacement currents 
between boundaries of differing dielectric properties (the Max­
well-Wagner effect). Energy is absorbed moving charge carriers 
from one boundary to another. If the boundaries are parallel 
to the applied field, it can be shown that the relaxation pro� 
duced is indistinguishable from that of a single dielectric. 
However, this is not true for other orientations, as the process 
is dependent on the shape and orientation of the boundaries 
concerned in a rather complex way (von Rippel, 1954a). 
There is a loss associated with the relaxation phenomenon 
discussed earlier (equation 2-4). This is due to the energy 
absorbed in rotating molecules. 
Losses due to ionic and electronic resonance are important 
only at high frequency, and will not be discussed here. They 
are caused by energy absorption as the ions or electrons are 
displaced from equilibrium. 
Although a great deal is known about magnetic effects, 
the losses associated with them have not been considered greatly 
in geophysical electromagnetic methods. The most important is 
probably viscous loss, caused by the movement of magnetic domain 
walls. It is known to have a logarithmic time dependence, and 
some studies have indicated that it is important over a wide 
frequency range (Olhoeft, 1970). 
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Hysteresis losses, due to the orientation of magnetic mo­
ments, are probably not of interest because the fields generated 
will be too small. This is true for the magnetic resonances as 
well, which are due to precession of various magn·etic moments 
around an internal field while absorbing energy from an applied 
alternating field. They are also high-frequency effects. 
Therefore, the major loss mechanisms are the bulk conducti­
vity and dielectric relaxation losses, with possible additions 
from space-charge displacements, eddy currents, and magnetic 
viscosity. The first two, given by equations 2-4 and 2-8 are: 
K' I = + 
Ci 
s 
and are shown schematically in Figure 2-4. 
2.3 Dielectric Properties of the Lunar Surface 
( 2-11) 
For a number of years the lunar surface has been under 
intensive study, using various techniques, and frequencies from 
optical to radio. These are reported in Kopal and Mikhailov 
(1962), Aarons (1965), Hess et. al., (1966), and more recently 
interpreted by England et. al., (1968), Ward (1969), and 
Strangway (1969). These results have now been confirmed to a 
large extent by studies on lunar samples returned by Apollo 11 
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FIGURE 2-4: SCHEMATIC DIAGRAM OF THE TWO MAJOR DIELECTRIC 





electrical properties of the lunar surface, these results are 
reviewed here. 
The earlier techniques were two fold: radio and radar 
reflection from earth-based stations, and microwave and infrared 
lunar thermal emission measurements. The former, using frequen­
cies from 15 MHz to·37 GHz, gave virtually uniform radar cross 
sections over the lunar surface of 0.07. This can be easily 
converted to a dielectric constant of 2.5 to 3.0 using reflection 
laws (see Petengill, 1965: Hagfors, 1966). The technique does 
not give an independent estimate of the losses of the surface 
material-although they were assumed to be very low because of 
the low lunar reflectivity and because of its constancy over a 
wide frequency range. The low dielectric constant indicated a 
very porous top layer covering the moon's surface, with the 
possibility of a more compact layer some meters deep. This 
model was encouraged by slightly greater reflections at the 
longer wavelengths. Moreover, an estimate of the roughness of 
the lunar surface was made-indicating a roughness in the order 
of millimeters. 
The values for dielectric constant obtained by measuring 
thermal emissivity at several frequencies or several angles 
of incidence were slightly lower around 2. This was possibly 
due to a lower penetration depth of the higher frequencies used 
(Weaver, 1965), although there is a great deal of scatter in 
the results. However, measurement of thermal emission offered 
40 
the possibility of estimating the attenuation distance of the 
lunar surface, giving loss tangents of 0.02 or less. 
An independent confirmation was made by Tyler (1968) using 
the telemetry carrier frequency of 136 MHz on E�plorer 35. 
By measuring the Brewster angle as the orbiter swung around 
the moon, he obtained a dielectric constant of 3.0 ± 0.2. By 
substituting this value into a two-layer model of the surface, 
he obtained a loss tangent on the order of 0.01. 
Several workers also published measurements of the dielect­
ric properties of well dried terrestrial materials (Parkhomenko, 
1967; Campbell and Ulrichs, 1969; Saint-Amant and Strangway, 
1970). The salients points of these studies are shown in 
Figures 2-5 to 2-8. Both the dielectric constant and the loss 
tan.gent increase with decreasing frequency and with increasing 
temperature. The solids have a very high dispersion at low 
frequencies (probably related to grain boundaries), which seems 
to mask other effects. The powders show Debye-type relaxations 
that appear to be associated specifically with hydrous minerals. 
However, at high frequencies the dielectric constant and loss 
tangent approach a constant of about 3 and 0.01 respectively, 
and depend more on density than composition. 
Three groups of workers have now published dielectric 
measurements on returned lunar samples: Chung et. al., (1970, 
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FIGURE 2-7: DIELECTRIC CONSTANT OF POWDERED BASALT 
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A summary of their results is given in Table 2-2. The measure-
ments are of two major types: (a) the samples have been exposed 
to the earth's atmosphere for long periods (i.e. during trans­
portation and storage): and (b) the samples have been maintained 
in "dry" nitrogen except for short periods (on the order of 
hours). These two-sets of data are summarized in Figures 2-9 
and 2-10, called "wet" and "dry" respectively. Temperature- . 
dependent data measured by Chung et. al., is shown in Figures 
2-11 to 2-14.
The composition of the lunar samples is similar to that of 

















Terrestrial basalts might have a composition similar to Cape 
Neddick basalt (Figures 2-5 to 2-8): 
Plagioclase 55% 
Pyroxene 25% 
Olivine 20% (from Chung et. al., 
The most significant difference is the ilmenite component. 
The results obtained from the different authors agree 
fairly well, especially when they are separated by technique 
1970) . 
into "wets" and "drys". A good calibration point on the accuracy 
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1.2 - 1.75 
2.9 
2.9 
Notes: (1) 10000 series from Apollo 11; 12000 series, Apollo 12. 
(2) Assumed temperature
10 - 15 
9 - 13 
6 - 9 
8 - 10 
7 - 14 




8 - 9 
7 - 9 
3 
1.8 - 2.5 
5. 2 
5.9 
1. 9 - 3.0
1.8 - 2.6 
6.9 
7.3 
(3) Calculated from formula in Campbell & Ulrichs (1969), p. 5873.
tan 6 
0.09 - 0,20 
0.09 - 0.20 
0.05 - 0.09 
0.02 - 0.09 
• 002 - 0. 20
.002 - 0. 20 
0. 20 - 0. 90
0.02 - 0.13 
.009 - 0.10 
.013 - 0,05 
0.01 - 0.04 
.005 - 0.12 
.006 - 0.01 
0.06. 
0.05 
.004 - ,008 (3) 
,005 - .006 
0.08 
0.08 
Table 2 - 2: Sunnnary of Lunar Sample Dielectric Measurements 
Connnents 
All samples except 
12002 exposed to 
atmosphere for 
long periods; some 
baking. 
12002 exposed for 
short period. 
Samples 12002 and 





also has high ilmen­
ite content. 
All samples 
assumed to have 
been exposed to 
atmosphere; 
















FIGURE 2 -9: SUMMARY OF DIELECTRIC 
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FIGURE 2-14: AFTER CHUNG ET AL (1971) 
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two workers, using similar techniques, on sample 12002 (Figure 
2-10). There do not seem to be any systematic differences
between the igneous and the breccia samples (contrary to Chung 
et. al., 1970), although differences might be expected, since 
the densities differ by about 20%. The fines have consistently 
lower K' and tan�. and Gold et. al., have shown that these 
depend in a regular way on density, and that they agree with 
previous radiometric data. 
Comparing Figures 2-5 to 1-8 with Figures 2-9 to 2-14, 
several conclusions can be drawn. First, although there is 
considerable variation among terrestrial basalts, the lunar 
samples have consistently higher dielectric constants and loss 
tangents than terrestrial rocks. Both Chung et. al., and Collett 
and Katsube have suggested that this is caused by the larger 
ilmenite content of the lunar material. Since ilmenite has a 
high dielectric constant (35 to 80, compared with 4 to 11 for 
the other minerals), and since it is fairly conductive, it may 
well account for the higher K' and tan o. Chung et. al., 
have also stated that a Maxwell-Wagner type of effect contrib­
utes to the higher values, but they don't say why it would be 
more important in lunar material. 
The second feature is that the lunar "wets" have consider-
ably higher values for dielectric constant and loss tangent than 
the "drys". It seems clear that this is due to larger amounts 
54 
of residual water in the "wet" samples - by comparing Figures 
2-11 and 2-13 with Figure 2-15, it appears that they could have
absorbed about 0.8% water. The water would also account for 
the drastic change seen at 78
°
K. At this temperature the water 
is presumably frozen, although it is not frozen at 197
°
K because 
of a high dissolved-ion concentration. 
Thirdly, there is a pronounced relaxation loss peak observed 
for all the "dry" samples (seen about 1 .MHz at room temperature). 
It is likely that this is due to very small amounts of residual 
moisture, even in these samples, although none of the authors 
mentions this. However, Chung is now satisfied that none of 
his samples was baked sufficiently to remove all traces of water 
(private communication from A. R. von Rippel). Although great 
care was taken to avoid moisture contamination, the dry nitrogen 
in which the samples were stored passes over open dunk tanks in 
the NASA Lunar Receiving Laboratory (D. w. Carrier, private 
communication). 
The significance of this is that the contamination may 
mask all other effects. Several studies have been made on the 
effects of small amounts of water on the dielectric properties 
of rocks (see St. Amant, 1968; Saint-Amant and Strangway, 1970; 
Parkhomenko, 1967). These studies show that water is absorbed 
very easily by rocks, and is very difficult to remove-often 
requiring baking in a good vacuum, for several days, at tempera­
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FIGURE 2-15: EFFECT OF SMALL AMOUNTS OF WATER ON A 
TERRESTRIAL BASALT (AFTER CHUNG ET AL, 1970) 
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were exposed to the atmosphere (except possibly 10017), none 
of them went through this type of baking. 
The addition of very small amounts of water has the effect 
of raising the dielectric constant and the loss tangent in a 
fairly uniform way if there is enough of it present. In tiny 
amounts it is not clear what it does, but it may give a Debye­
type relaxation with very low activation energy. These two 
phenomena are exactly what is observed in the "dry" lunar samples. 
A typical relaxation peak induced in a powdered basalt by 
the addition of 0.5% water is shown in Figures 2-16 and 2-17, 
which can be compared with Figure 1-14. Although the relaxa­
tion peak of sample 12002 is of the Debye type, with a small 
spread in frequencies as shown by a Cole-Cole plot in Figure 
2-18), it has a very low activation energy of 0.04 ev, compared
to 0.8 ev for the powdered basalt. This is perhaps because 
there is less than 0.5% water in 12002, or because of the smaller 
pore space of the solid sample giving a discontinuous water 
phase. It is worth noting that Saint-Amant and Strangway did 
not see a Debye relaxation at these frequencies in any of their 
solid dry terrestrial samples. 
Therefore, it is very likely that water has masked all 
other effects in the measurements of dielectric properties of 
lunar samples. This gives unrealistically high values for both 




FIGURE 2-16: DIELECTRIC CONSTANT OF POWDERED BASALT, 
(AFTER ST. AMANT, 1968) 
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FIGURE 2-17: TAN b OF POWDERED BASALT -- DRY 
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Cole - Cole Plot for Igneous Sample 12002.58 at 78° K
K' 
FIGURE 2-18: COLE - COLE PLOTS OF SAMPLE 12002 , FROM DATA 
OF CHUNG ET AL (1971) 
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phenomena may have been obscured (although more measurements 
on powders will be necessary to confirm this). Only by more 
fastidious attention to the possibility of water-contamination, 
or by more prolonged baking of the samples, will ·this problem 
be resolved. 
Although it is likely that residual moisture is very 
important in the lunar results, there may be other mechanisms 
at work as well. Certainly the large amounts of ilmenite may 
be important. There might be greater Maxwell-Wagner effects 
at grain boundaries because of imperfections caused by the 
much greater radiation bombardment on the moon (suggested by 
D. w. Strangway). This could be tested by radiating terrestrial
samples before and after dielectric measurements. Also, mag­
netic losses may be important on the moon (Strangway et. al., 
1970c: Olhoeft, 1970). 
Eddy currents are also a possible source of losses and 
would not appear in the dielectric measurements. For ilmenite, 
with a conductivity of about 1 mho/m., a relative permeability 
of about 1, and grain sizes less than 700 µrn. (Cameron, 1970), 
h ' b ' ' 10
12 
h' h t e maximum a sorption is at Hz or ig er. However, 
Cameron also reports small amounts (0.5 - 1.5%) of native iron 
uniformly disseminated throughout a number of lunar samples. 
Although this is not sufficient to raise the bulk conductivity 
significantly, eddy currents may be present. Substituting 
iron's conductivity of 5 x 106 mhos/m., relative permeability
... 
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of 1000, and grain sizes of 30 µm. or smaller into the induc­
tion number (given in Section 2 . 2), eddy current loss could be 
significant at frequencies of 0.5 MHz and greater. 
Therefore, it seems that the available data on the dielect-
ric properties of lunar samples is inconclusive. Work needs to 
be done on very well dried samples, over a wide range of temp­
eratures, in order to fully understand the dielectric mechanisms 
involved. No temperature-dependent measurements have been made 
on powders or finesr these typically would give more informa­
tion than solid samples. Finally, experiments to discover any 
magnetic losses� eddy currents, or radiation effects should be 
undertaken. 
2.4 Dielectric Properties of Ice 
A geological area that would reasonably analogue the lunar 
surface was required in order to test the feasibility of the 
interference method. Although most terrestrial rocks have 




the dielectric properties described in the last section), the 
9 
presence of pore water decreases the resistivity to 10 to 10 0-m. 
(Grant and West, 1965, p. 393). In fact it is difficult to find 
4 5 
large areas with resistivities higher than 10 or 10 0-m. 
From calculations like those shown in Figure 1-8, it was decided 
that a loss tangent of 0.03 or less was needed to test the inter­




to 10 mhos/m. for the frequencies used, even if there were 
no other effective loss mechanisms (see Figure 2-19). 
Four types of geological region have very high resisti­
vities: (i) salt areas, (ii) permafrost regions, (iii) occasional 
areas of fresh volcanics, and (iv) ice sheets. However, even 
the most arid areas do get some rain, and this results in a 
slightly moist, extremely ion-rich, layer near the surface with 
a very high conductivity. Similarly, frozen regions have very 
ion-rich pore water, which does not completely freeze at tempera-
o 
tures as low as -50 C. This again leaves a conductive surface 
layer with highly variable resistivities (Ogilvy, 19 70). Neither 
of these types of regions have been fully studied. Some vol-
4 5 
canic regions have resistivities up to 10 or 10 0-m. (e.g. 
Zohdy and Jackson, 1969), but they are local, poorly mapped, 
and highly variable (A. A. R. Zohdy, private communication to 
D. w. Strangway).
5 
However, ice has a very high resistivity - from 10 to 
10
7 
0-m. (Rothlisberger, 1967 ; Rothlisberger and Vogtli, 1967). 
Moreover, the very pronounced relaxation frequency of water 
10 4 
molecules at 10 Hz is found at about 10 Hz in ice, and EM 
pulse soundings have been made by various groups (e.g., Evans, 
1963; Jiracek, 1967 ; and Harrison, 197 0). Since glaciers are 
fairly homogeneous, and have been mapped by several techniques, 
it was decided to conduct field tests on a glacier. The dielectric 
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in situ, at both low (Watt and Maxwell, 1960) and high (Walford, 
1968) frequencies, and have been well reviewed by Evans (1965). 
The main points will be brought out here in order to compare 
and contrast them with those of lunar material. 
Ice has a high static dielectric constant (about 100), 





Well above this the dielectric constant is 3.15 ± 0.05 (see 
Figure 2-20). The relaxation is thermally activated, and with 
0 
an activation energy of about 0.6r at -20 C the relaxation is 
at 10
3 
Hz. Thus, at radio-frequencies, the high-frequency tail 
of the relaxation spectrum is seen. 
The value of K' between 0.5 and 30 MHz is very close to 
3.20 according to most of the experimental work that has been 
done (including work in the field), but there are a few higher 
estimates in the literature (see Figure 2-2l(a)). rt is not 
clear what these are due to - perhaps residual stresses or 
temperature gradients in the lab samples. Since K' seems 
relatively independent of impurities, frequency, and temperature 
at this distance from the relaxation frequency, it appears that 
the higher values are incorrect. 
The value of the loss tangent is more sensitive. As shown 
by Figure 2-2l(b), / tan 6 is very close to a constant in this 
frequency range, but is very temperature-dependent. At o
0
c, 
/ tan 6 = 0.25 or 0.30, but at -10
°
c this has dropped to about
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FIGURE 2-20 
Cole-Cole Plot For Ice At - 10.8
°
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a. Pure Ice, b. Crack Perpendic ular To Field




















(a) Relative permittivity of ice (ordinates) versus
logarithm of radio-frequency (abscissae).
(after Evans, 1965)
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(b) f tan 6 of ice versus frequency. Ice temperatures
are marked in degrees Celsius below zero. Curve A:
Expected dielectric absorption due to resonance ab­
sorption at infra-red wavelengths, Curves B: Expected
dielectric absorption due to relaxation absorption at
lower radio-frequencies (after Walford, 1968).
Figure 2-21: DIELECTRIC CONSTANT AND LOSS TANGENT 
FOR ICE 
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0.10. Since most glaciers in the temperate latitudes are very 
close to the melting point throughout, this sensitivity should 
not manifest itself. The inverse-frequency dependence implies 
that losses increase proportionally to the distan·ce rather 
than to the number of wavelengths that a wave travels. There­
fore, an expected maximum depth for sounding (by any radio­
frequency means) will apply to whatever wavelength used by that 
technique. 
More troublesome to account for rigorously is the effect 
of impurities, inhomogeneities, cracks, water, and air bubbles 
on the loss tangent. Certainly these will increase the loss 
tangent. Walford (1968) has indicated that / tan 6 is pro­
portional to the logarithm of impurity content. However, watt 
and Maxwell (1960), show that at radio-frequencies the losses 
in glacial ice are not appreciably more than for pure ice. 
water content and cracks probably vary from season to season: 
this has not been well studied to date (W. S. B. Paterson, pri­
vate communication). The presence of water-ice boundaries indi­
cates the possibility of Maxwell-Wagner effects and eddy-current 
losses in ice close to the melting point. These would be 
particular to a certain ice-water configuration, and do not 
appear to have been mentioned in the literature. 
The major differences, then, between ice and expected 
lunar rock are the dielectric constant and the frequency-
68 
dependent loss tangent of ice. Assuming that the relaxation 
peak seen in Figure 2-14 is due to water, and that the lunar 
material is fairly homogeneous, the major relaxation in lunar 
materials is expected at about 10 Hz or less. Therefore the K' 
of the rock at radio-frequency would probably be constant, 
although about four· times higher than that of ice. The fre­
quency-dependent loss tangent of ice limits the sounding depth 
through it. In lunar material this would not be expected, and 
some other factor would limit the effective maximum depth of 
sounding on the moon (e.g., galactic noise, which also increases 
with wave-length). However, in general ice provides a good 
analogue of the dielectric behaviour expected from lunar surface 
material. 
CHAPTER THREE: DESCRIPTION OF THE ATHABASCA GLACIER 
TRAVERSE EXPERIMENT 
3.1 The Athabasca Glacier 
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The Athabasca Glacier in Alberta, Canada, was chosen for 
the experimental work carried out during 1970. It is one of 
the most accessible glaciers in the world, being less than a 
a mile from the Banff-Jasper (or "Glacier") Highway, in Canada's 
Jasper National Park, and it has been extensively studied for 
many years. It is also a relatively safe glacier to work o_n. 
Calgary International Airport is 200 miles away (see Figure 
3-1), and excellent access highways (see Figure 3-2), are main­
tained throughout the year by the National Parks Service. 
Of course, as important as accessibility in the choice of 
a test site was accurate and complete information on the nature 
and depth of the ice. A gravity survey of the Athabasca has 
been conducted by Kanasewich (1963): siesmic and drilling 
studies have been made by Paterson and Savage (1963): and 
electromagnetic and resistivity soundings have been run by 
Keller and Frischknecht (1960, 1961). Their results are shown 
in Figures 3-3 to 3-5 respectively. 
The Athabasca is one of several glaciers flowing from the 
150 square mile Columbia Icefield. It is a valley glacier, 
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are three major icefalls, and all work was done on the 3.8 Km. 
section between the toe and the first icefall. The ice surface 
varies considerably in roughness. In spring the surface is 
covered with wind-packed snow that fills in all c·revasses. 
However, during the summer large crevasses (tens of meters 
across) open up and the surface is covered with hummocks several 
meters high, and a network of water drainage ravines. Work is 
then restricted to the less broken-up areas. The glacier rises 
continuously from the toe to the icefall, with a slope of some 
3° to 5
° 
except near the terminus where it drops off very steeply 
Two·physical properties were especially important for the 
interferometry experiment. The resistivity of the ice had to 
be very high, and the depth had to be 200 meters or less, with 
as simple a geometry as possible. Keller and Frischknecht (1961) 
measured the resistivity to be 0.3 M 0-m. for the first 10 to 
30 meters, and 30 M 0-m. for the bulk of the ice. This was 
confirmed by Watt arid Maxwell (1960), who got high-frequency 
loss tangents in agreement with the estimates given in Section 
2.4. Although watt and Maxwell feel there is some change in 
electrical properties with depth, there is considerable scatter 
in all the published results. Both groups worked during the 
summer, when large amounts of melt-water may have contributed 
to anomolous readings. Ron Goodman has recently measured the 
· 
5 7 
resistivity of the ice, and found it to be between 10 and 10 
0-m. (private communication). It is also a clean glacier, with
76 
very little surface debris. 
The depth was considered to be adequate for this experi-
ment. From Annan's theoretical calculations (see Chapter 
One), it was decided that when the depth became greater than 
0.2/tan 6, there was not enough energy reflected to give inter­
pretable interference patterns. Using the value for tan 6 
given in Section 2.4 for ice at o
0
c, it is found that 200 meters 
0 
is a rough maximum to which ice at O can be sounded by the 
interferometry technique. Since the depth of the-Athabasca 
varies from less than 100 m. near the toe and the edges, to 
over 300 m. near the icefall, this condition was fulfilled. 
The geometry of the ice was not ideal, however. The glacier 
valley is basically parabolic, with high lateral moraines, and 
mountains on either side. Thus, reflections from the sides 
and from unusual angles of the bottom may be a problem. More-
over, there is some indication that the ice is not homogeneous, 
but contains caverns and hollows even at depth (Ron Goodman, 
private communication). 
The reflectivity of the bottom is very good. Watt and 
Maxwell measured the DC resistivity of the surrounding soils 




0-m., in agreement with Keller and 
Frischknecht'svalue. It appears that the underlying rock con­
tains considerable moisture, and thus provides an excellent 
reflector. 
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3.2 Experimental Equipment and Procedure 
Three sets of experiments were run on the Athabasca during 
1970: (1) a test of the feasibility of the interference tech-
nique, from mid-March to mid-April: (ii) an unsuccessful test 
of an azimuth-determining system for the S.E.P. Experiment, 
during September: and (iii) a careful determination of the 
radiation patterns of various transmitting dipole lengths, from 
late October to mid-December. A preliminary report of the first 
experiment was issued on its completion (Johnston-et. al., 1970), 
and the results presented here constitute a final report. Brief 
discussi.ons of the second and third experiments are given by 
Rossiter (1971). 
The basic experiment is shown in Figure 3-6. A multiple­
frequency transmitter fed a ribbon-wire half-wave dipole antenna 
lying on the surface of the ice. The receiving coil was held 
on the snow surface in the appropriate position. A standard 
communications receiver was located a short distance away in 
a small sled, which was.pulled by a skidoo. Traverses were 
made by moving the receiver away from the transmitter, on a 
line orthogonal to the transmitting dipole. Readings were 
taken about every 1/6 of a free-space wavelength of the frequency 
being used. Traverses were continued to 20 wavelengths, or until 
the received signal was too small to detect. 
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FIGURE 3 - 6: SCHEMATIC PLAN VIEW OF THE TRAVERSE EXPERIMENT 




line (000 m. to 1500 m.) is shown on a depth-contour map of 
the glacier (Figure 3-7). The line was chained, and small 
markers left at station intervals. The majority of the traverses 
were made away from the toe: for a few, the transmitter was 
placed at the far end of the line (1500 m.), and the traverses 
run toward the toe. 
The equipment was fairly simple, battery operated, and 
it performed well. The 1-Watt multiple-frequency crystal­
controlled transmitter was built by the Center for Space Research 
at M.I.T. It fed a several-inch long lead to a Merrimack HSM-
110 hybrid feed network. This split the current into the 
ribbon-wire transmitting dipole, consisting of multiple strands 
of No. 22 wire which were spread out on the ice surface (tuning 
is described below). 
The receiver was a standard Galaxy R530 communications 
receiver with phase-lock loop tuning. It was fed by a Singer 
single-turn loop antenna (or in one case by a half-wavelength 
electric dipole antenna). The loops were electrostatically 
shielded: a 1 meter loop was used for the 2, 4, and 8 MHz tra­
verses, and a 1/3 meter loop for the 16 and 24 MHz runs. 
Approximately 3 m. of shielded coaxial cable led from the loop 
to the receiver. The receiver output was read on a Hewlett­
Packard HP427A voltmeter: these units had been calibrated in 
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of the receiver was approximately 1 microvolt, or about 0.1 
microvolt/m. magnetic field strength for the antennas used. 
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The transmitting antenna was a rather unique attempt to 
arrange eight half-wave dipoles in a single, small light-weight 
antenna. It consisted of ten strands of wire bonded together 
to form a ribbon. This was spread out on the ice surface to 
a length of 37 m. on either side of the transmitter, for a 
total length of A/2 for the lowest frequency, 2MHz. Each elerneh· 
was trimmed to about 90% of�the free-space wavelength of one 
of the frequencies, to compensate for the detuning associated 
with the shorter EM wavelength in ice. 
The 2 MHz element was then connected to the feed, and 
trimmed until it radiated maximum power from the transmitter. 
The 4 MHz element was added to the network, and trimmed for 
maximum output power. The tuning of the 2 MHz antenna did not 
appear to change. This process was continued until all the 
elements were connected. The shorter dipoles needed to be 
trimmed to about 75% of their free-space wavelength, indicat­
ing that some detuning was due to the capacitance of the other 
wires. 
Although the ribbon-wire antenna seemed to perform well, 
and the radiated power was much as expected, later experiments 
indicate that there may be significant re-radiation by several 
of the dipoles. Since the antenna lengths are in multiples 
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of two, the longer dipoles are resonant lengths of all higher 
frequencies. The radiation patterns fot dipoles of various 
resonant lengths are radically different (see, for example, 
Kraus, 1950, p. 407). These patterns, some of w hich have major 
lobes off the orthogonal to the dipole, may well decrease the 
observed power along the traverse line. The position of these 
lobes may also contribute to spurious reflections from the bottom 
of the glacier. Evidently, then, the point dipole approximation 
may not be valid for the higher frequencies, which were measured 
in the near-field of the longer dipoles. 
The only problems associated with the equipment were lead 
problems from the loop to the receiver, and fine-tuning of the 
receiver. The amount of pick-up by the shielded lead is un­
known, but later experiments have indicated that the receiving 
loop should be rigidly mounted, and well grounded to the receiver. 
Traverses on which erratic signals were picked up, due to poor 
lead connections, are noted below as dubious. The receiver had 
to be fine-tuned to the transmitter at almost every station, 
and it was originally thought that the 2 KHz bandpass was too 
narrow. However, it appears that there was a small amount of 
oscillation in the transmitter, especially with fluctuations 
in temperature. 
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3.3 Data Reduction 
A summary of the 21 traverses run is presented in Table 
3-1. Frequencies of 2, 4, 8, 16, and 24 MHz were used. The
vertical magnetic field (H) and the radial magnetic field 
z 
(Hp) were measured for each frequency, and in addition, the 
tangential magnetic ·field (H
¢
), and the tangential electric 
field (E
¢
), were measured for a few frequencies. Traverses 
run "forward" had the transmitter set-up at 000 m.: those marked 
"reverse" had it at 1500 m. (see Figure 3-7). The total length 
of the traverse is simply the number of data points times the 
distance between each reading. The output power was slightly 
over one watt for most of the traverses as measured by a power 
meter (individual power readings may be significantly in error, 
due to lead problems with the meter). The antenna calibration 
factor converts volts out of the loop antenna to the equivalent 
received electric field strength in volts/meter. 
Data reduction was straight forward. At each station the 
receiver was fine-tuned, and the output was read from the port­
able voltmeter. This was recorded, and converted, using receiver 
calibration curves, to the equivalent receiver input. These 
values were then punched into computer format. Calibration of 
the data to take into account the antenna calibration factor, 
the conversion to magnetic field strengths, and normalization 
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DIRECTION OF DISTANCE NUMBER OF 
TRAVERSE BETWEEN DATA POINTS 
DATA POINTS 
(m) 
Forward 20 50 
Forward 20 60 
Forward 10 131 
Forward 10 144 
Reverse 10 85 
Reverse 10 85 
Reverse 10 85 
Forward 5 150 
Forward 5 150 
Reverse 5 150 
Reverse 5 150 
Reverse 5 93 ( 1) 
Forward 5 101 
Forward 5 101 
Forward 3.33 117 
Forward 3.33 89 
Forward 2 127 
Forward 2 127 
Forward 2 125 
Forward 2 125 
Forward 2 120 













1. 35 28.0 
1.35 28.0 










NOTES: (1) Traverse Started at Station 58
(2) Dubious data
(3) Receiving loop carried on back, approximately 1 m. from ice surface
(4) This is a rough guide only to output power
TABLE 3-1: Spring Glacier Data - Summary of Traverses made 
CHAPTER FOUR: DATA ANALYSIS AND INTERPRETATION 
4.1 Basis of Interpretation 
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The primary aim of the experiment was not to develop an 
interpretational technique, but to demonstrate that the inter­
ferometry technique could give interpretable results .• To do 
this, it was hoped that three different sets of data would be 
internally c�nsistent, i.e., that the field data, linked with 
the published parameters of the Athabasca Glacier, would agree 
with the theoretical results compiled by Annan (1970) and 
Sinha (1971). 
Although the theory is very complex, and of necessity 
approximate, some confidence has been developed in it. Annan 
got rough agreement between theory and scale-model results (see 
Chapter One). And the solutions by Sinha, for the H component, 
z 
although calculated independently, are in virtually perfect 
agreement with Annan's. Further, the solutions for H computed 
z 
by Sinha contain an extra term (i.e., second-order effects). In 
spite of this, they are virtually identical to Annan's solutions 
indicating that only first-order effects are significant. 
One factor complicates the comparison between the Athabasca 
Glacier data and the theoretical curves. Referring to Figure 
3-7, it can be seen that along the traverse line the depth of
the ice is not constant, but increases fairly steadily. This 
gives perturbations from the theory for two reasons. First, 
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as the traverse progresses, the bulk of the energy reflected 
from the bottom sees a greater and greater depth of ice, and 
therefore a greater path length, and it arrives later. Secondly, 
if the bottom is relatively smooth, the angle of the reflection 
is altered so that the reflected signal is moved-out, as shown 
in Figure 4-1. 
If the slope of the bottom is slight, the latter effect 
is more predominant than the former, and it might be expected 
that the interference pattern would not be greatly distorted, 
but that the peaks and troughs would be moved-out to greater 
distances from the transmitter. Similarly, if the slope were 
to decreasing thickness, the peaks and troughs would be moved­
in. There is some scale-model evidence for this, shown in 
Figure 4-2. The model used was the same one described by 
Annan (1970), using dry sand as a dielectric, and an aluminum 
plate as a reflector. The depth of sand at the transmitter 
was 3 wavelengths, and the slope 1:40. In this case the slope 
is to decreasing thickness, and it can be seen that the resulting 
peaks and troughs do indeed move-in. The comparison with the 
corresponding theoretical curve is interesting as well. Although 
the peaks and troughs align well, the amplitudes are not in 
perfect agreement. This is thought to be caused by a discon­
tinuity in the theoretical solutions which gives unrealistically 
high values for one peak of the theoretical curve (at 5.5 wave­
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FIGURE 4-2: COMPARISON OF THEORETICAL CURVE(A) SCALE - MODEL (B)� 
AND SCALE - MODEL WITH BOTTOM INTERFACE SLOPING 
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the rest of the amplitudes are also incorrect. This is a 
common feature in the theoretical results. 
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The slope of the bottom of the glacier, however, is quite 
a bit greater than 1:40. In fact, a choice of a "depth" becomes 
a moot point, since it varies significantly along the traverse. 
In order to give a more realistic picture to work from, three 
depths are shown in the following comparisons with theoretical 
curves. Also, it is reasonable to allow some move-out for 
forward curves �o inqreasing ice thickness), and some move-in 
for reverse traverses, so that the profiles are not symmetrical 
when reversed. 
There is one additional complication in the Athabasca 
curves: the bottom is not likely to be a smooth reflector. 
This factor might contribute some scatter in the measured results 
In order to remove the effect of small random irregularities in 
the data, a 3-point running-average filter was applied. This 
converted each data point to the simple average of the three 
nearest data points. This type of filter seemed to successfully 
clarify the main points of the curves without introducing dis­
tortion. Scatter will be discussed further in Section 4.3. 
4.2 Comparison to Theoretical curves 
In this section comparisons between theoretical curves 
for the various components and the Athabasca data are presented. 
The comparisons are not intended to show the best possible fits 
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of the measured curves to theoretical curves; however, after 
comparing the field data to many suites of curves as compiled 
by Sinha (1971), consistent fits much better than the ones 
presented here could not be made. 
A summary of the comparisons made is given in Table 4-1. 
The values of the electrical parameters of ice used are those 
presented in Chapter 2, i.e., a dielectric constant of 3.2, 
and a loss tangent near 0.2/f, where f is the frequency in MHz. 
This is a bit lower than the published results, and indicates 
that the glacier ice is no more lossy than expected. The 
depths used are calculated from the model of the glacier shown 
in Figure 4-1, based on seismic and drilling data of Paterson 
and Savage (1963). The first depth given in Table 4-1 is cal­
culated at the transmitter location. The second depth is cal­
culated at the mid-point of the traverse, since, from geometrical 
optics, this is the approximate point from which the largest 
amount of energy is reflected at the end of the traverse. The 
theoretical curves actually shown are for depths that bracket 
the two calculated depths as well as possible. 
The 2 MHz traverses (Figures 4-3 and 4-4), although very 
simple, were deceptively difficult to match perfectly to theory. 
They are reasonably close to something between 1.0 and 1.5 wave­
lengths, with a loss tangent of 0.100 or 0.150 (not shown). 
However, they are also very similar in nature to the half-space 
Athabasca 
Glacier Depth at 
Traverse Beginning of 
Number Traverse (2) 
1 0.9 
2 0.9 










13 ( 1) 3.5 
14 ( 1) 3.5 
15 (1) 6.9 






Notes: (1) Dubious data
Calculated Depths shown in 
Depth at Theoretical curves 
1/2 Traverse ( in wavelengths) 
Distance ( 2) 
1. 2 Half-space 1.0 1.5 
1.3 Half-space 1.0 1.5 
2.6 1.5 2.0 2.5 
2.7 1.5 2.0 2.5 
3.2 4.0 3.5 3.0 
3.2 4.·o 3.5 3.0 
4.5 3,. 5 4.0 4.5 
4.5 3.5 4.0 4.5 
6.5 7.5 7.0 6.5 
6.5 8.0 7.0 6.0 
4.1 3.5 4.0 4.5 
4.1 3.5 4.0 4.5 
8.0 7.0 7.5 8.0 
7.7 7.0 8.0 
11.5 10.5 11.0 11.5 
11.5 10.0 
11. 5 10.5 11.0 11.5 
11.5 10.0 
11.5 10.0 























(3) H� (traverses 7 and 12) does not theoretically exist in this configuration
Table 4-1: Summary of comparisons Between Theoretical 





















F lgure 4-3: COMPARISON of. THEORETICAL to FIELD DATA 
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case, since even for the depth as low as 1 wavelength, the 
losses are sufficient to minimize any reflected energy. The 
match to theoretical half-space curves (which are exact for 
H ) , agrees best for a dielectric constant of 2. 9·. This low 
z 
a dielectric constant for ice is unlikely - almost everything 
that might be expected to alter it (e.g., water, rocks) would 
increase it rather than decrease it. The only exception is 
air-the amount of trapped air would have to be from 5 to 10% 
(using the density vs. dielectric constant diagram in Evans, 
1965). It is unlikely that the bulk of the glacier is this 
porous. It is concluded, therefore, that the curves represent 
an interference pattern for a depth of close to 1.0 wavelengths, 
and that the deviations from theory are due to approximations 
made in the theoretical solutions (which are significant close 
to the transmitter), or due to perturbations from the sloping 
interface. 
The 4 MHz traverse curves show much more character (Figures 
4-5 to 4-8). None of the matches to theoretical curves is
perfect, but a trend can be seen. The general shape of the 
first curve (Figure 4-5) is like that of the D = 1.5 theoreti­
cal curve out to a distance of 10 wavelengths (allowing for 
some move-out). Then, however, the theoretical curve dies out 
almost completely. This is possibly due to the scaling problem 
mentioned earlier. The second curve (4-6) also has this defi­
ciency. The reverse curves (Figures ·4-7 and 4-8), are much 
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Figure 4-6: COMPARISON OF THEORETICAL TO FIELD DATA 
Th eoretical Curves,----
K1 = 3.2 tanb=D.050 
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Figure 4-7: COMPARISON of THEORE'TICAL to FIELD DATA 
Theoretical Curves:----
K 1= 3.2 
Athabasca Traverse 5:---
4 MHz H1 Reverse 
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Figure 4-8: COMPARISON OF THEORETICAL to FIELD DATA 
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better. Allowing for some move-in, the match to the D = 3.5 
and D = 3.0 curves is quite good, in both amplitude and posi­
tion of the peaks. 
The 8 MHz traverses give the best matches to. theory 
(Figures 4-9 to 4-14). A good match of position and amplitude 
of the peaks can be·made following a natural progression from 
top to bottom of the page, as one moves along the curve. 
The 16 MHz curves (Figures 4-15 and 4-16), are not quite 
so clear. The high-frequency peaks seen in the tpeoretical 
curves seem to be obscured in the H curve, and the relatively 
z 
large peak at 10 to 12 wavelengths appears to be too large. 
However, the H curve matches better, and it has a good general 
p 
shape if a fair amount of move-out is allowed. 
The 24 MHz curves show a distinct increase in the frequency 
of the interference peaks (Figures 4-17 and 4-18). In general 
the measured data are not nearly as smooth as the theoretical 
curves. This is not unexpected if any random scattering is 
present, and a greater measurement density should probably have 
been taken. However, there may also be more scattering at this 
frequency than at the others, since the waves, 12.5 meters long, 
are the same order of size as many scattering bodies. The 
experimental curves show a slowly declining amplitude, but not 
the increase towards the end of the traverse shown in the theo-
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Figure 4-11: COMPARISON of THEORETICAL to FIELD DATA 
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Figure 4-12: COMPARISON of THEORETICAL to FIELD DATA 
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Figure 4-13: COMPARISON of THEORETICAL to FIELD DATA 
Theoretical Curves:----
K1 =3.2 tan b = 0,025 
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Figure 4-1 4: COMPARISON of THEORETICAL to FIELD DATA 
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Figure 4-15: COMPARISON of THEORETICAL to FIELD DATA 
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Figure 4- 1&: COMPARISON of THEORETICAL to FIELD DATA. 
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Figure 4-18: COMPARISON of THEORETICAL to FIELD DATA 
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might not occur further than 20 wavelengths from the trans-
mitter, and measurements into this region should have been 
made. The slope of the bottom could easily explain this. 
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The curves shown in Figures 4-19 and 4-20 were measured 
with the receiving loop strapped on someone's back, like a 
knapsack. This raised the loop about a meter from the ice 
surface (A/12). The main features of the curves are the same, 
although the influence of a nearby body has certainly degraded 
the data in the H case (Figure 4-20). This probably indicates 
p 
that although the influence of objects near the antenna is 
important, it does not preclude obtaining useful data. The 
effect of raising the antenna decreases the amplitude of the 
received signal somewhat, but does not seem to have severely 
altered the type of interference pattern received. This also 
needs more study, since there may be quite rapid changes in 
the fields near the boundary. 
The single E� traverse measurement taken is shown in
Figure 4-21. Both the theoretical and experimental results 
have a "blocky" character that is quite different from that of 
the magnetic cases. However, there seems to be no reason why 
electric dipoles would not give interpretable data, and the 
theoretical solutions are somewhat simpler. 
The conclusion is that the character of the curves changes 
from a few well-defined peaks, to complex patterns with several 
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Figure 4-19: COMPARISON of THEORETICAL to FIELD DATA 
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Figure 4-20: COMPARISON of THEORETICAL to FIELD DATA 
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figure 4-21: COMPARISON of THEORETICAL to FIELD DATA 
Theoretical Curve:----
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peaks of irregular amplitudes, to a high-frequency pattern, 
with few large peaks. The theoretical patterns also show this 
type of prosression. Moreover, the two components, although 
different in their fine structure, give independent views of 
the same features. They are often offset by about A/2, and 
although this is not understood well, it is also seen in the 
theory. Therefore, the confidence in the matches is greatly 
increased. 
There seems little doubt that the reflections are coming 
from the bottom of the ice. Half-space curves as shown by Annan 
(1970) have a characteristic monotonic rate of decay. However, 
in the presence of a reflecting interface an increase in the 
amplitude of the interference peaks is common, as shown in the 
data collected. The possibility that the reflections are from 
nearby objects is also very low. The horizontal electric 
dipole couples well to the ice, but poorly to lateral objects 
off the end of the antenna. Since the antenna was placed 
roughly in the centre of the glacier with the ends toward the 
lateral moraines, this type of reflection is probably minimal. 
4.3 Scattering 
One of the major unknowns in the application of the inter­
ferometry method is how deleterious the effects of irregulari-
ties are. It is reasonable to believe that the effects of 
irregular surfaces (both at the top and the bottom of the 
115 
dielectric), inhomogeneities in the dielectric, reflections 
from unusual angles or positions, and the perturbations of the 
fields by objects near the transmitting or receiving antennas, 
could all contribute to extremely scattered data •. In the 
absence of theoretical treatment or of careful scale-model 
evaluation of these·problems, it is worth examining the field 
data for clues to their importance. 
To a first approximation the data presented in Section 
4.2 would indicate that·any scattering present is.not sufficient 
to destroy the general nature, at least, of the measured patterns. 
However, a� mentioned earlier, filtering did enhance the main 
features of the curves. This is a possible method of reducing 
random irregularities, provided a high enough measurement den­
sity is taken. 
After noticing that the maximum signal was not always in 
the z - p plane, two traverses were taken of the HJ component 
as well. These are shown in Figures 4-22 and 4-23. If there 
are no lateral reflections, ·there should be no HJ component. 
Both traverses show significant H�, although they are both low
in signal strength compared to the similar H and H traverses. 
z p 
There are two possible explanations. Either H� is in a true 
null, and therefore gives an indication of the noise present 
in all components, or there are lateral reflections present. 
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low-amplitude peaks. However, traverse 7 has a clear null and 
two well-defined peaks. These may be indications of reflections 
from the parabolic sides of the glacier valley. 
The amount of instrumental or systematic error is not clear. 
Several runs were made over the same traverse, but never iden-
tically: the 8 MHz traverses were repeated because instrumental 
problems were suspected on the first run, and the second 24 MHz 
traverses were run with the receiver on someone's back. Even 
so, the repeatability comparisons (Figures 4-24 to 4-27) give 
an indication of the consistency of the results. As can be 
seen, the main features of the 8 MHz curves are present in both 
sets, although degraded somewhat in traverses 13 and 14, support­
ing the possibility of instrumental error. A good peak-to-peak 
comparison of the 24 MHz curves is not possible, but the general 
features are similar. Traverses 18 and 20 compare poorly, but 
it must be remembered that the data was taken with a body directly 
in front of the receiving loop during traverse 20. 
Therefore, it must be concluded that the presence of ran­
dom scattering bodies could be important, but does not seem to 
have adversely affected these data. Lateral reflections from 
a sloping interface are probably also occurring here. More 
study of both these effects is certainly in order. 
4.4 Rate of Decay with Distance 
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FIGURE 4-25: REPEATABILITY OF DATA-ATHABASCA 
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Experiment, it was necessary to know what rate of decay of 
received signal, with distance, could be expected. It was also 
hoped that a study of this would yield clues to understanding 
and interpreting the interference problem. In geperal the 
-1
field strength from a point-source falls off as r , where
r is the distance from the source, due to geometrical spread­
ing. This is also true for dipoles in free space, in the far­
field. However, it is not clear a priori what the effect of
the dielectric and reflecting boundaries will be. Theoretically
it is necessary to find solutions for the fields at various
distances, i.e •. , the solutions of Annan and Sinha. It was of
interest to determine whether or not the field data agreed with
this, and what dependence there was on the various parameters.
It is reasonable that, to a first approximation, the field 
strength F has the form 
where 
-s
F = ar (4-1) 
a is a constant depending on the output power 
of the source, 
r is the distance from the source, and 
s is the rate of decay constant, a small 
positive number. 
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Taking logarithms of 4-1: 
Log(F) = log(a) - s-log(r) (4.2) 
Therefore a plot of log(F) vs log(r) will have a slope of -s. 
Of course, the interference peaks and troughs will be pertur­
bations on this. 
At the present time only the theoretical H component has 
z 
been analysed in this way. Table 4-2 lists the values of s 
for various depths and loss tangents, for both a perfect and 
a dielectric reflector using theoretical curves. The distance 
(r) has been taken from 0.6 wavelengths to 20 wavelengths from
the source. Unfortunately, the theoretical H component does 
z 
not lend itself to this type of analysis, because of the large 
effect of the discontinuity, mentioned earlier. Therefore, 
the changes of s with depth given in Table 4-2 are probably 
somewhat biased although the changes with loss tangent are 
probably more significant, since the discontinuity varies with 
depth. 
The rate of decay at the boundary of a half-space, with 
a value of approximately 2, is greater than that of free space. 
There is also a slight dependence on loss tangent, which may be 
partly a function of the particular range over which s is 
taken. However, as the depth is decreased, the rate of decay 
decreases to a value ranging from less than 1 to more than 2, 
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Table 4-2 (a) : Theoretical rate of decay, H 
z'
perfectly reflecting bottom, Kl = 3.2 
Depth 
Loss Tangent 
Wavelengths 0.008 0.015 0.025 0.050 0.100 0. 201
2.0 0.7 1.1 1.5 2.6 2.4 2.1 
3.0 0.8 1.1 1.6 2.4 2.2 2.1 
4.0 0.5 0.9 1. 3 2.2 2.2 2.1 
5.0 0.5 0.8 1.2 2.2 2.2 2.1 
6.0 0.4 0.7 1.1 2.2 2.1 2.1 
7.0 0.4 0.7 1.2. 2.2 2.1 2.1 
8.0 0.3 0.7 1.3 2.2 2.1 2.1 
9.0 0.4 0.8 1.4 2.2 2.1 2.1 
10.0 0.5 0.9 1.5 2.2 2.1 2.1 
11.0 0.6 1.0 1.7 2.2 2.1 2.1 
12.0 0.7 1.2 1.9 2.3 2.1 2.1 
15.0 1.1 1.7 2.5 2.3 2.1 2.1 
20.0 1.6 2.2 2.4 2.3 2.1 2.1 
HALF-
SPACE 2.3 2.5 2.4 2.3 2.1 2.1 
Table 4-2 (b) : Theoretical rate of decay, H 
z'
dielectric bottom, Kl = 3.2 




wavelengths 0.008 0.015 0.025 0.050 0.100 0.200 
2.0 1.3 1.5 1.9 2.5 2.2 2.1 
3.0 1.1 1.3 1. 7 2.4 2.2 2.1 
4.0 0.8 1.1 1.5 2.3 2.2 2.1 
5.0 0.7 1.0 1.5 2.3 2.1 2.1 
6.0 0.7 1.0 1.5 2.3 2.1 2.1 
7.0 0.7 1.1 1.6 2.2 2.1 2.1 
8.0 0.8 1�1 1.7 2.2 2.1 2.1 
9.0 0.8 1.2 1.8 2.2 2.1 2.1 
10.0 0.9 1.4 2.0 2.3 2.1 2.1 
11.0 1.1 1.5 2.1 2.3 2.1 2.1 
12.0 1.2 1.7 2.2 2.3 2.1 2.1 
15.0 1.6 2.2 2.5 2.3 2.1 2.1 
20.0 2.1 2.5 2.4 2.3 2.1 2.1 
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depending largely on the loss tangent. This indicates that 
the boundary is guiding the wave to a certain extent, giving 
a loss-dependent rate of decay, which does not seem to change 
greatly with depth. It is interesting to note that when the 
boundary is not a perfect reflector the rates of decay are 
higher (Table 4-2(b)), indicating that losses at a subsurface 
boundary are important. The rate of decay does not change 
significantly with small changes of dielectric constarit. 
These values may now be compared to those of. the Athabasca 
Glacier data, given in Table 4-3. The rates of decay vary from 
larger values at the low frequencies, to lesser ones at the 
higher frequencies. This agrees with the inverse dependence 
of loss tangent on frequency in ice. There also seem to be no 
systematic differences among the various components. If an 
average value of the rate of decay for each depth (from Table 
4-2) is plotted against log(tan o), nearly a straight line
results, over the loss tangents of interest to interferometry 
(0.005 to 0.050). If the rates of decay of the field data are 
plotted in the same way, but plotting -log(frequency) on the 
abscissa, the same type of line results, as shown in Figure 4-28. 
By superimposing the lines, and combining log(tan o) with log(f), 
log(tan o•f) = -0.7 + .3 (4-3) 
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Table 4-3: Rates of Decay of 
Athabasca Glacier Data 
Traverse Frequency Component Direction Rate of Decay Shown ir 
Number (MHz) (s) Figure
1 2 H Forward 2.2 4-29
z 
2 2 H Forward 1.9 
3 4 H Forward 1.5 4-30
z 
4 4 H Forward 1.4 
p 
5 4 H Reverse 1.3 4-31
z 





8 8 H Forward 1.4 4-32
z 
9 8 H Forward 1.3 
10 8 H Reverse 1. 2 4-33
z 






13 ( 1) 8 H Forward 0.7 
z 
14 ( 1) 8 H
p 
Forward 0.8 
15 ( 1) 16 H Forward 1.2 
z 
16 ( 1) 16 H Forward 0.9 
p 





19 24 H Forward 0.7 
z 
20 24 H . 
p 
Forward 1.1 
21 24 E� Forward 0.6 
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Figure 4-28 : RA TES of DECAY
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This becomes, taking antilogs, 
tan 5 = (0.25 + .15)/f (4-4) 
which is in good agreement with the published data on the loss 
tangent of ice. 
Log-log plots of the H Athabasca traverse data are shown 
z 
in Figures 4-29 to 4-34. A representative theoretical curve 
is included with each for comparison. The slope, which gives 
rate of decay, is shown� and is calculated by a least-squares 
fit to all the points. Of course there is a fair amount of 
scatter in· the results due to interference peaks and nulls. 
Although individual comparisons are not in complete agreement, 
the trend is clear: as the loss tangent increases, the decay ra 
increases. It is also evident that the slope will depend 
rather critically on how the points are chosen. The plots 
almost all show a decreasing tail, for example, and it is 
possible that several different slopes should be taken over 
different ranges. However, as a first approximation, the rate 
of decay has been shown to be a useful parameter. 
It appears, then, that the rate of decay of the field 
strengths using the interference technique varies from 0.5 to 
2.5. The measured results agree reasonably well with theory, 
with few exceptions. Therefore, the received power may fall 
-5
off as quickly as r This is critical in the design of
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the interference technique. The rate of decay also increases 
with the loss tangent of the dielectric. This type of analysis 
is one quantitative way in which interference data may be 
significantly manipulated in order to extract useful informa­
tion. 
4.5 Conclusions 
In this chapter data collected in March and April, 1970, 
on the Athabasca Glacier have been analysed and compared to 
theoretical models. Several limitations are important. First, 
the physical model of the glacier is not identical to the theo­
retical models. The theory is for smooth, horizontal, boundaries, 
and a perfectly conducting bottom. The bottom of the glacier 
is probably rough, and slopes both along the traverse path and 
laterally. Moreover, the upper surface of the ice has alter­
nate ridges of snow and ice. Either of these differences could 
account for the presence of the H
� 
component, which theoretically 
should be small, but isn't. Secondly, the multiple dipole trans­
mitting antenna may introduce unknown effects, although none 
were directly attributable to it. Thirdly, the cable from the 
loop antenna to the receiver was long enough to be a possible 
source of spurious signals, and, as noted above, almost certainly 
does on some traverses. Fourthly, the receiver used is not 
sensitive enough for the output power used to allow traverses 
to 20 wavelengths at all frequencies. 
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In spite of these limitations, the data compared favorabl� 
to the theory. A systematic method of interpreting field re­
sults has not yet been developed, but various possibilities arE 
now open. The reduction of scattering in the data has been 
accomplished by a simple filter. An understanding of the rate 
of decay of the signal is now available, and agreement between 
the theoretical and field results is good. This has not been 
presented before. It is concluded, therefore, that while 
improvements to the technique are apparent, the interference 
method will give interpretable data from a geological environ­
ment. 
CHAPTER FIVE: CONCLUSIONS AND 
SUGGESTIONS FOR FURTHER WORK 
5.1 Summary and Conclusions 
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On the basis of the agreement between the theoretical and 
field data presented in Chapter 4, it has been concluded that 
the interferometry technique will give interpretable informa­
tion about the dielectric constant and loss tangent of a di­
electric layer, and about the depth to an underlying reflector. 
Although it is perhaps after the fact, it is interesting to 
see what problems might be encountered in interpreting the data 
if the parameters were not known beforehand. 
As mentioned earlier, the method of fitting field curves 
to suites of theoretical curves is not particularly satisfactory. 
Good peak-to-peak matches were not possible, largely because of 
the more complex geometry of the natural surrounding. However, 
several salient features are beginning to emerge. 
The general nature of the curves does show a gradation 
as the depth to the interface changes. The redundancy of using 
several frequencies over the same traverse allows many ambigui­
ties to be resolved. Probably the depth could have been resolved 
to within a factor of two without other information, assuming 
horizontal layering. 
The changes of the patterns with dielectric constant are 
less clear. Although the details of the patterns change 
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considerably with dielectric constant, the overall changes are 
not very great. There is also some ambiguity with depth-i.e., 
a s�allow depth with a high dielectric constant is similar to 
a deeper depth with a lower dielectric constant. This is not 
unexpected, since the wavelength in a dielectric varies 
inversely with the square root of the dielectric constant. In 
the presence of a half-space, however, the interference patterns 
are very sensitive indications of dielectric constant (see 
Figure 1-14). Therefore, if a considerably higher frequency 
were used, this information could be extracted. However, using 
the 24 MHz data, and taking only the major peaks, an estimate 
of Kl= 4 + 2 could have been made for the dielectric con-
stant, using Annan's technique. 
The loss tangent is the most easily determined parameter 
at present. It has been shown earlier that the rate of decay 
is closely associated with loss tangent, so that a simple 
calculation may be able to give an 'apparent' loss tangent for 
the dielectric layer (if the reflector is considerably less 
than perfect). In the case of ice, the loss tangent appears 
to be inversely proportional to frequency, and has been esti­
mated to be (0.25 ± .15)/f, as in equation 4-4. 
Evidently the most important factor in interpreting the 
data presented here, is the geometry. It is not feasible to 
study complex geometries theoretically, but an analogue scale­
model could. An understanding of the effects of different 
geometries on the various components, especially H�, is
important. Also, the radiation pattern of the source is 
important, and off-orthogonal traverses have not yet been 
used successfully. 
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Considerable progress has been made during the duration 
of this work in the development of the interferometry tech­
nique. Before this period the theory had been only partially 
developed and evaluated. Scale-model results indicated that 
the system should work, but no field results had indicated that 
it would work. And there were still doubts about the nature 
of the lunar surface material. 
At the present time, the theoretical solutions have been 
re-worked and extended. The field results presented here are 
in general agreement with the theory, and suitable field equip-
ment has been developed and evaluated. A number of indepen-
dent measurements of the dielectric properties of lunar samples 
indicate that the surface material is almost certainly highly 
transparent to radio waves. Therefore, the method promises to 
be very useful as a method both to probe the subsurface of the 
moon to a possible depth of a kilometer, and to estimate the 
electrical properties and depth of ice in situ. 
5.2 Suggestions for Further work 
Various continuations of this work are already in progress. 
These include more extensive field tests, development of a 
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systematic interpretive procedure of the interference patterns, 
an analogue scale-model, and examination of other types of 
theoretical solutions. A brief description of how these might 
best be utilized in developing the interference technique is 
given here.· 
Certainly further testing of full-size equipment and S.E.P. 
hardware prototypes must be continued. The optimum configura­
tion for both transmitting and receiving antennas is of prime 
importance, and is still unclear. Ice layers seem to be the 
logical place to do this, although working conditions are not 
often ideal. The Athabasca Glacier has several advantages� 
however, to obtain different geometries, other glaciers must 
be used. These might include the Tasman or Fox Glaciers in 
New Zealand, the ice sheet near Thule, Greenland, or the Gerner 
Glacier, Switzerland, depending on the time of year. Only in 
the field can the problems of realistic data collection, new 
types of equipment, scattering effects, and field patterns near 
a dielectric boundary, be satisfactorily evaluated and solved. 
Along with field testing will come the development of a 
systematic interpretive procedure for evaluating the data and 
for determining the inverse problem, i.e., interpreting the 
structure associated with given data-sets. This is the funda­
mental problem in exploration geophysics, and it rarely has an 
unambiguous solution. Several techniques, admittedly heuristic, 
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already are emerging. For example, the application of filter­
ing to the data may help to unveil some of the pertinent 
features. 
Examination of the theoretical curves indicates that the 
frequency of the interference patterns is related to the various 
parameters. Therefore, a harmonic analysis of the patterns 
might provide another useful diagnostic parameter, similar to 
the rate of decay constant. This type of analysis can be aided 
by the use of large-scale processors. These allow cross-corre­
lation of a large number of parameters with, for example, many 
theoretical curves. 
Scale-model studies will certainly play a key role in 
understanding both the theory and the field results. They 
provide far more complexity than can be hoped for from mathe­
matical solutions, but much more control than is possible in 
the field. In addition, they might lead to an understanding 
of the nature of the source at a dielectric boundary, which 
does not seem to have been well-studied in the past. The 
present model under development will use a liquid dielectric. 
This will allow very good comparisons to be made with the pres­
ent theoretical solutions. It will also provide a flexible 
system to study the effects of various geometries (such as a 
dipping reflector and lateral reflections), of random scatterers, 
and of rough interfaces. 
---, 
M3 
Mathematical models do, however, provide an important 
independent check of experimental data. New solutions are 
being sought, perhaps using integral equations rather than 
differential equations (R. D. Watts, private communication). 
Finally, in planning the experiment for the moon, as much 
information on the expected conditions as possible should be 
gathered. This includes further dielectric properties measure­
ments on lunar samples, with particular emphasis on eleminating 
water contamination. Measurements on lunar fines-over a wide 
temperature range will be necessary to understand the dielectric 
mechanisms. It may also be possible to get a rough in situ 
measure of the loss tangent of lunar material by studying the 
automatic gain control of the communications bands (around 250 
MHz) as the astronauts go behind a crater during moonwalks. 
The seismic results may also give information very pertinent 
to the S.E.P. Experiment. The indication of high scattering, 
for example, has already made that problem of prime importance 
in scale-model work for this experiment. Future analyses of 
the active seismic experiments on Apollo 14, should be particu­
larly interesting. 
The specific immediate problems in the development of the 
interference technique are briefly: 
(1) what are the optimum configurations for both the
source and the receiver?
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( 2) what are the effects of random scattering, and
can they be measured or removed?
( 3) what are the effects of lateral inhomogeneities?
( 4) are there any common features in the data that are
characteristic of the parameters involved, especially
off the orthogonal of the dipole?
The method has been shown to work as expected theoretically� 
now it must be established as a practical geophysical tool. 
APPENDIX ONE: THE SURFACE 
ELECTRICAL PROPERTIES EXPERIMENT. 
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A brief summary of the concept of the Surface Electrical 
Properties Experiment at the time of writing, as planned for 
Apollo 17 (currently scheduled for December, 1972), is given 
here. Since the details are still in a �tate of flux, there 
will certainly be changes in the final design. However, the 
main points are fixed. The following has been updated from 
C.S.R. Report, CSR TR 70-7 (1970).
A schematic diagram of the experiment is shown in Figure 
Al-1. The source is an array of two sets of orthogonal centre­
fed dipoles laid on the surface of the moon, near the Lunar 
Module. Each set of the array will be powered in turn by a 
small transmitter producing continuous waves at discrete fre­
quencies of 1, 2, 4, 8, 16, and 32 MHz successively, and about 
3 watts power. This sequence will be repeated about once per 
second. 
The receiving antenna will consist of three orthogonal 
loops or dipoles, about 1/3 meter in diameter or length, mountec 
on the Lunar Roving Vehicle. These will detect the three 
orthogonal components of the field strength at each successive 
frequency during the Rover traverse. The data will be recorded 
on a small analogue tape recorder, and returned to earth for 
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Position information will be reconstructed from the 
Rover's odometer and navigation system, photographs, tele­
vision coverage, and voice comments by the astronauts. A 
short, well documented traverse may be made while· near the 
transmitting antennas, in order to obtain more accurate 




Aarons, Jules, editor "Solar System Radio Astronomy," Plenum 
Press, New York, 1965. 
Annan, A. P., "Radio Interferometry Depth Sounding," M.Sc. 
Thesis, Dept. of Physics, u. of Toronto, 1970 (reprinted 
as NASA Report, Grant #NGL 22-009-257, 1970). 
Cameron, Eugene N., "Opaque Minerals in Certain Lunar Rocks 
from Apollo 11," Proceedings of the Apollo 11 Lunar 
Science Conference, editor A. A. Levinson, Pergamon Press, 
New York, v. 1, pp. 221-245. 1970. 
Campbell, M. J., & Ulrichs, J., "Electrical Properties of Rocks 
and their Significance for Lunar Radar Observations," J. 
Geophys. Res., v. 74, pp. 5867-5881, 1969. 
Chung, D. H., Westphal, w. B., and Simmons, Gene, "Dielectric 
Properties of Apollo 11 Lunar Samples and their Comparison 
with Earth Materials," J. Geophys. Res., v. 75, pp. 6524-
6531, 1970. 
Chung, D. H.,westphal, w. B., and Simmons, G., "Dielectric 
Behavior of Lunar Samples: Electromagnetic Probing of 
the Lunar Interior," submitted to Second Lunar Science 
Conference, Houston, Texas, January, 1971. 
Collett, L. S., and Katsube, T. J., "Electrical Properties of 
Apollo 11 and Apollo 12 Lunar Samples," submitted to 




Dekker, A. J., "Solid State Physics," Prentice-Hall, 1957. 
El-Said, M.A.H., "Geophysical Prospection Of Underground Water 
in the Desert by Means of Electromagnetic Interference 
Fringes," Proc. I.R.E., v. 44, pp. 24-30 and· 940, 1956. 
England, A. w., Simmons, Gene, and Strangway, D., "Electrical 
Conductivity of the Moon," J. Geophys. Res., v. 73, pp. 
3219-3226, 1968. 
Evans, S., "Radio Techniques for the Measurement of Ice Thick­
ness," Polar Record, v. 11, pp. 406-410 and 795, 1963. 
Evans, S., "Dielectric Properties of Ice and Snow - A Review, 11 
J. Glaciol, v. 5, pp. 773-792, 1965.
Gold, T., "Processes on the Lunar Surface," in The Moon, editors 
Z. Kopal and z. K. Mikhailov, Academic Press, London, pp •
433-439, · 1962.
Gold, T., Campbell, M. J., and O'Leary, B. T., "Optical and 
High-frequency Electrical Properties of the Lunar Sample," 
Science, v. 167, pp. 707-709, 1970 (reprinted in Proceed­
ings of the Apollo 11 Lunar Science conference, 1970). 
Gold, T., O'Leary, B. T., and Campbell, M. J., "Physical Proper­
ties of the Apollo 12 Lunar Fines" (with supplement), sub­
mitted to Second Lunar Science Conference, Houston, Texas, 
January, 1971. 
Grant, F. s., and west, G. F., "Interpretation Theory in Applied 
Geophysics," McGraw-Hill, New York, 1965. 
150 
Hagfors, T., "Review of Radar Observations of the Moon," in 
The Nature of the Lunar Surface, editors, Hess, w. N., 
Menzel, D. H., and O'Keefe, J. A., Johns Hopkins Press, 
Baltimore, pp. 229-239, 1966. 
Harrison, c. H., "Reconstruction of Subglacial Relief from 
Radio Echo Sounding Records," Geophysics, v. 35, pp. 
1099-1115, 1970. 
Hess, w. N., Menzel, D. H., O'Keefe, J. A., editors, "The 
Nature of the Lunar Surface," Johns Hopkins Press, Balti­
more, 1966. 
Jiracek, G. R.,· "Radio Sounding of Antarctic Ice," Research 
Report Number 67-1, Geophysical and Polar Research Center, 
u. of Wisconsin, 1967.
Johnston, E. A., LaTorraca, G. A., Rossiter, J. R., and Strang­
way, D. w., "Preliminary Report on the Athabasca Glacier 
Field Expedition, April, 1970," NASA Report, Grant #NGL 
22-009-257, 1970.
Kanasewich, E. R., "Gravity Measurements of the Athabaska Glacier, 
Alberta, Canada," J. Glacial, v. 4, pp. 617-631, 1963. 
Keller, G. v., and Frischknecht, F. c., "Electrical Resistivity 
Studies on the Athabasca Glacier, Alberta, Canada," J. Res. 
U. S. Nat. Bur. Stan., v. 64D, pp. 439-448, 1960. 
Keller, G. v., and Frischknecht, F. c., "Induction and Galvanic 




Canada," Geology of the Arctic (International Symposium), 
editor G. o. Raasch, v. 2, pp. 809-832, u. of Toronto 
Press, 1961. 
Kittel, Charles, "Introduction to Solid State Phy.sics," Third 
Edition, John Wiley and Sons, New York, 1968. 
Kopal, z., and Mikhailov, z. K., editors, "The Moon," Academic 
Press, London, 1962. 
Kraus, John D., "Antennas," McGraw-Hill, New York, 1950. 
Oberbeck, V. R. , and Quaide, W. L. , "Estimated Thickness of a 
Fragmental Surface Layer of Oceanus Procellarum," J. 
Geophys. Res., v. 72, pp. 4697-4704, 1967. 
Ogilvy, A. A., "Geophysical Studies in Permafrost Regions in 
the U.S.S.R.", in Mining and Groundwater Geophysics/1967, 
editor L. w. Morley, Geological Survey of Canada Economic 
Geology Report No. 26, Ottawa, pp. 641-650, 1970. 
Olhoeft, Gary R., "Pulse Measurement of Magnetic Properties," 
Research Report submitted to Dept. of Electrical Engineer­
ing, M.I.T., 1970. 
Parkhomenko, E. I., "Electrical Properties of Rocks," Plenum 
Press, New York, 1967. 
Paterson, w. S. B., and Savage, J. c., "Geometry and Movement 
of the Athabasca Glacier," J. Geophys. Res., v. 68, pp. 
4513-4520, 1963. 
Pettengill, G., "Lunar Radar Reflections," in Solar System Radio 
Astronomy, editor J. Aarons, Plenum Press, New York, pp. 
152 
355-369, 1965.
Rossiter, James R., "Supplement to Interferometry Depth Sound­
ing on the Athabasca Glacier," NASA Report, Grant #NGL 
22-009-257, 1971.
ROthlisberger, Hans, "Electrical Resistivity Measurements and 
Soundings on Glaciers: Introductory Remarks," J. Glaciol., 
v. 6, pp. 599-606. 1967.
Rothlisberger, Hans and Vogtli, Kurt, "Recent D. c. Resistivity 
Soundings on Swiss Glaciers," J. Glacial., v. 47, pp. 607-
621, 1967. 
Saint-Amant, Marcel, "Frequency and Temperature Dependence of 
Dielectric Properties of Some common Rocks," M.Sc. Thesis, 
Dept. of Geology and Geophysics, M.I.T., 1968, (reprinted 
as NASA Report, Grant #NGR 22-009-257, 1968). 
Saint-Amant, M., and Strangway, David w., "Dielectric Properties 
of Dry, Geologic Materials," Geophysics, v. 35, pp. 624-
645, 1970. 
Schubert, Gerald, Lingenfelter, Richard E., and Peale, Stanton 
J., "The Morphology, Distribution, and Origin of Lunar 
Sinuous Rilles," Rev. Geophys. Space Phys., v. 8, pp. 
199-224, 1970.
Shoemaker, E. M., Hait, M. H., Swann, G. A., Schleicher, D. L., 
Dahlem, D. H., Schaber, G. G., and Sutton, R. L., "Lunar 




Shoemaker, E. M., Hait, M. H., Swann, G. A. Schleicher, D. L., 
Schaber, G. G., Sutton, R. L., Dahlem, D. H., Goddard, E. 
N., and waters, A. c., "Origin of the Lunar Regolith at 
Tranquillity Base," Proceedings of the Apollo 11 Lunar 
Science Conference, editor A. A. Levinson, v. 3, pp. 2399-
2412, Pergamon Press, 1970b. 
Sinha, A. K., "Theoretical Studies on the Radiofrequency Inter­
ferometry Method of Sounding," NASA Report, Grant #NGL 
22-009-257, 1971.
Strangway, David W., "Possible Electrical and Magnetic Proper­
ties ·of Near-Surface Lunar Materials," NASA Report, Grant 
#NGR 22-009-257, 1968. 
Strangway, D. W., "Moon: Electrical Properties of the Upper­
most Layers," Science, v. 165, pp. 1012-1013, 1969. 
Strangway, D. W., Larson, E. E., and Pearce, G. w., "Magnetic 
Properties of Lunar Samples," Science, v. 167, pp. 691-
693, 1970a. 
Strangway, D. w., Larson, E. E., and Pearce, G. w., "Magnetic 
Studies of Lunar Samples - Breccia and Fines," Proceedings 
of the Apollo 11 Lunar Science conference, editor A. A. 
Levinson, Pergamon Press, New York, v. 3, pp. 2435-2451, 
1970b. 
Strangway, D. w., Pearce, G. w., Olhoeft, G., and Larson, E. E., 
"Magnetic Properties of Lunar Samples," Abstract only, EOS, 
v. 51, p. 586, 1970c (presented at Annual Meeting, American
Geophysical Union, April 1970, Washington, D. C.). 
Tyler, G. L., "Oblique-Scattering Radar Reflectivity of the 
Lunar Surface: Preliminary Results from Explorer 35," 
�- Geophys. Res., v. 73, pp. 7609-7620, 1968. 
154 
von Rippel, Arthur R., "Dielectrics and Waves," M.I.T. Press, 
1954a. 
von Rippel, Arthur R., editor "Dielectric Materials and Appli­
cations," M.I.T. Press, 1954b. 
ward, Stanley H., "Gross Estimates of the conductivity, Dielec­
tric Constant, and Magnetic Permeability Distributions in 
the Moon," Radio Science, v. 4, pp. 117-137, 1969. 
Walford, M. E. R., "Field Measurements of Dielectric Absorp­
tion in Artie Ice and Snow at very High Frequencies," 
J. Glaciol., v. 7, pp. 89-94, 1968.
Watt, A. D., and Maxwell, E. L., "Measured Electrical Properties 
of Snow and Glacial Ice," J. Res. u. S. Nat. Bur. Stan., 
v. 64D, pp. 357-363, 1960.
Weaver, Harold, "The Interpretation of Thermal Emissivity from 
the Moon," in Solar System Radio Astronomy, editor J. Aarons, 
Plenum Press, New York, pp. 295-354, 1965. 
Zohdy, Adel A. R., and Jackson, Dallas B., "Application of Deep 
Electrical Soundings for Groundwater Exploration in Hawaii," 
Geophysics, v. 34, pp. 584-600, 1969. 
NASA-MSC 
