It is well-known that a conditional independence statement for discrete variables is equivalent to constraining to zero a suitable set of log-linear interactions. In this paper we show that this is also equivalent to zero constraints on suitable sets of marginal log-linear interactions, that can be formulated within a class of smooth marginal log-linear models. This result allows much more flexibility than known until now in combining several conditional independencies into a smooth marginal model. This result is the basis for a procedure that can search for such a marginal parameterization, so that, if one exists, the model is smooth.
Introduction
The main purpose of the paper is to set up a criterion to verify if a set of conditional independencies, for a set of discrete variables, defines a smooth model. When the collection of conditional independencies of interest can be coded into some type of graphical model, like a DAG, a covariance graph or certain types of chain graph [see 4, 7] , it is known that the resulting model is smooth and its properties are well understood.
However, the smoothness of the model defined by an arbitrary collection of conditional independencies cannot be taken for granted and a general solution is still an open problem. Our approach exploits the properties of the class of marginal link functions introduced by Bergsma and Rudas [3] , which are invertible and differentiable mappings between the joint distribution of a multi-way contingency table and a suitable vector of log-linear interactions defined within certain marginal distributions of interest. We propose a procedure that verifies if the collection of independencies can be defined within a marginal log-linear model; if the procedure ends up with at least one solution, the model is smooth based on general results for this class of models.
The straightforward way of imposing a conditional independence is by constraining to zero a set of log-linear parameters all defined in the same joint distribution of the variables involved. This is somewhat limited, when one needs to combine several independencies defined in different marginal distributions. In fact, a naïve implementation of models defined by two or more conditional independencies may lead to conflicting constraints, like when the same log-linear interaction has to be set to zero in two or more different marginals. To overcome this limitation we use a more flexible rule for defining each independence, by combining constraints on log-linear parameters of different marginal tables. In some sense this rule can be seen as the reverse of collapsibility results. For example, the independence {X 1 , X 2 } ⊥ ⊥ X 3 |X 4 is equivalent to X 1 ⊥ ⊥ X 3 | X 4 and X 2 ⊥ ⊥ X 3 | X 4 plus the zero restrictions on the {X 1 , X 2 , X 3 } and {X 1 , X 2 , X 3 , X 4 } log-linear interactions in the distribution of {X 1 , X 2 , X 3 , X 4 }.
The proposed procedure scans a larger range of possible marginal log-linear models by exploring the structure of all possible collections of non-redundant marginal constraints that are necessary and sufficient for each original statement of conditional independence to hold. The algorithm explores the full collection of alternative equivalent allocations of zero constrained log-linear interactions across marginals and determines whether these are compatible, so that the correct size of the model can also be computed or instead, there are substantially conflicting restrictions leading to possibly non-smooth models.
After highlighting certain fairly unknown features of marginal parameterizations and the issue of compatible marginal constraints in Section 3, in Section 4 we show that certain general collections of non-redundant constraints on marginal interactions are equivalent to the corresponding statement of conditional independence. This property is exploited in Section 5 to develop a procedure which, given a collection of conditional independence statements, searches for a smooth marginal model satisfying exactly such independencies. The procedure is then illustrated by several examples in Section 6.
Notation
Let X 1 , . . . , X d denote d discrete random variables with X j taking values in (1, . . . , r j ). For conciseness, variables will be denoted by their indices, capitals will denote non-empty subsets of V = {1, . . . , d} and determine the variables involved in a marginal distribution or in an interaction term. The collection of all non-empty subsets of a set M ⊆ V will be written P(M ). The distribution of variables in V is determined by the vector of joint probabilities p, of dimension t = d 1 r j , its entries, in lexicographic order, correspond to cell probabilities and are assumed to be strictly positive. For any M ∈ P(V ), let p M denote the vector of probabilities for the marginal distribution of the variables X j for j ∈ M , with entries in lexicographic order.
We shall define a log-linear parameterization for the joint distribution p using adjacent contrasts. Specifically, a log-linear interaction parameter vector λ I , indexed by a nonempty subset of variables I ⊆ V , is defined by
where
where I k , 1 k and 0 k are, respectively, an identity matrix, a column vector of ones and a column vector of zeros, of size k. The whole vector of log-linear parameters is defined by λ = H log p where H is the matrix obtained by stacking the matrices H I for all I ∈ P(V).
Log-linear interaction parameters may also be defined for a marginal distribution p M . In this case they will be denoted by η I (M ) and defined by
where H I,j is given by (2) . Within the exponential family representation of the multinomial distribution, λ defines a vector of variation independent canonical parameters. The inverse mapping from λ to p may be explicitly computed as log p = Gλ−1 log[1 exp(Gλ)], where G is any right inverse of H. Given a random sample of n independent observations from a distribution with probabilities p, with the joint frequencies organized into the vector y, the log-likelihood may be written as
where G y is the vector of sufficient statistics for λ. The vector of mean parameters µ = G p is proportional to the expected value of the vector of sufficient statistics; we recall that the mapping between µ and λ is one-to-one and differentiable [1, p. 121 ]. When λ is based on adjacent contrasts, a convenient choice for the matrix G is the one for which the elements of µ have the simple form, µ = (µ I , I ∈ P(V )), where µ I has elements
where Condition (i) means that the parameterization is complete, that is each interaction is defined in one and only one margin, while (ii) implies that the interactions are assigned to the different margins according to a hierarchical rule and that the last margin in the collection M must be M s = V . Moreover the sets of interactions A m are pairwise disjoint and nonempty and they define a partition of the set P(V ).
Bergsma and Rudas [3] show that if η is HCMP, the mapping between the joint probabilities p (or the mean parameters µ) and the marginal parameters η is a diffeomorphism; they also show that the elements of η are not, in general, variation independent. To understand why variation independence can fail, we recall the recursive algorithm used by Bartolucci, Colombi and Forcina [2] to prove that there is a diffeomorphism between µ and the marginal parameters η. A special case of this has been described also by Qaqish and Ivanova [8] . Within each margin M m , the algorithm is based on the property of the mixed parameterizations, discussed at the end of Section 2, M n which has those mean parameters on the corresponding marginals. We say that a vector of marginal parameters η is compatible if the corresponding mean parameters which can be derived from it are compatible for all m = 3, . . . , s. The simplest instance of incompatible mean parameters arises when we try to combine the marginals {1, 2}, {1, 3} and {2, 3} into {1, 2, 3}, see Bergsma and Rudas [3, p. 140 ] for a numerical example; Wang [11] derived conditions for compatibility with non-decomposable marginals. A different notion is that of weak compatibility which defines a property, holding in this case, according to which, if I ⊆ M m and J ⊆ M m , then µ I∩J is always common to M m and M m .
Bergsma and Rudas [3, Th. 3, p . 149] also show that if a marginal parameterization is not complete, it is not smooth, an important result which we exploit in the following.
Marginal parameterization of a conditional independence
Let CI denote the independence statement A ⊥ ⊥ B | C where A, B, C is a partition of V , and define the collection of interactions
Then the statement CI is equivalent to the constraints λ I = 0, for all I in C, in the overall log-linear parameterization [see 12, p. 207] . In this section we prove that the same statement is equivalent to the constraints η I (M ) = 0 for all I in C imposed within a very large class of HCMP. This class, which we denote by H CI , is the family of HCMP whose elements are generated by a sequence of margins M that is constructed as follows: 
3. order these margins into a non-decreasing sequence M = (M m ) for m = 1, . . . , s. 
The classes K, being disjoint and such that C = s m=1 K m provide a partition of C. The finest amongst these partitions is obtained when we consider all possible subsets of A and B so that in this case s =s, the cardinality of P (A, B) . Example 1. For the independence 1 ⊥ ⊥ {2, 3}|4 we have the set
of constrained interactions. Two possible elements of H CI would be the HCMPs generated by the sequences of margins
For M 1 the sets C m and K m , m = 1, 2, 3 are, respectively:
Then we have the following Theorem. For each interaction that is constrained to 0 by CI, Theorem 1 provides, so to speak, a list of optional margins where the constraint can be allocated.
Example 2. Consider again the margins M 1 in Example 1. Then CI 1 = 1 ⊥ ⊥ 2 | 4 is equivalent to η(K 1 ) = 0, where K 1 = {{1, 2}, {1, 2, 4}}. Let K 2 = {{1, 3}, {1, 3, 4}}, so that η(K 2 ) = 0 is also equivalent to CI 2 = 1 ⊥ ⊥ 3 | 4. Therefore, setting CI 1 and CI 2 as above and K 3 = {{1, 2, 3}, {1, 2, 3, 4}}, then η(K m ) = 0 for m = 1, 2, 3, by Theorem 1, implies CI, a result which is not a straightforward consequence of the usual rules of conditional independence.
Given the conditional independence CI: A ⊥ ⊥ B|C, for each A m ∪ B m ∈ P(A, B), we define the corresponding class of interactions
According to Theorem 1, this is the finest partition allowed for the K m classes in the sense that, for m = 1, . . . , s, the elements of J m must be constrained to 0 in the same margin in order for CI to hold. Let
denote the set of admissible margins for the interactions I ∈ J m ; M(J m ) is an ascending class where the maximal element is V and the minimal element is the maximal element of J m .
Corollary 1. Theorem 1 implies that, within the family H CI , CI holds if and only if, for each
Example 3. For Example 1, the collection of J m classes and the corresponding admissible margins are given in Table 1 below. 
Smoothness of models defined by a set of independencies
The results of Section 4 can be used to verify whether several independencies can be embedded in a smooth marginal log-linear model. Suppose that S = {CI (1) , . . . , CI (K) } is a set of conditional independence statements, possibly involving different sets V 1 , . . . , V K of discrete variables; our aim is to verify that the resulting model for V = K k=1 V k is smooth. We provide an efficient algorithm which can establish whether the intersection of the families H CI (k) , k = 1, . . . , K is not empty; if so, S can be translated into a HCMP and thus is smooth.
In some cases the solution is trivial, for instance when the class S defines a set of nested conditional independencies like {1, 2} ⊥ ⊥ 3|4 and 1 ⊥ ⊥ 3|4, or when the sets V k are pairwise disjoint. In both cases the resulting model for V is obviously smooth. However, there are many examples of non-smooth models of conditional independence; see for instance Drton [4, § § 5, 6] in the graphical modeling context. Apparently, in any known instance of a non-smooth model, it is impossible to find an allocation of the constraints which does not violate completeness. The simplest example of a non-smooth model, discussed in Bergsma and Rudas [3] , is the model defined by CI (1) : 1 ⊥ ⊥ 2 and CI (2) : 1 ⊥ ⊥ 2 | 3.
This model requires both η {1,2} ({1, 2}) = 0 and η {1,2} ({1, 2, 3}) = 0 and it may be verified that there is no HCMP that accommodates both constraints. Now consider the model defined by CI (1) : 4 ⊥ ⊥ {2, 3} | 1 and CI (2) :
A naive implementation of the constraints would violate completeness because CI (1) requires η {2,3,4} ({1, 2, 3, 4}) = 0, whereas CI (2) requires η {2,3,4} ({1, 2, 3, 4, 5}) = 0. However, Theorem 1 implies that CI (2) may be obtained also by constraining η {2,3,4} ({1, 2, 3, 4}) = 0; because there exists a HCMP that accommodates all the independence constraints, the model is smooth.
Given the class S of independence statements, let
denote the set of all interactions to be constrained to zero, where
is defined as in equation (6) for the variables V k under the independence CI (k) and J (k) m , with m nested within k, denotes the collections of interactions defined in (9) . Because interactions belonging to a given J (k) m must be constrained within the same margin, we must combine into an overall union any pair of overlapping collections. These overall collections may be arranged first according to the maximal admissible margins M max (p), p = 1, . . . , P and, within those who share the same M max (p), in a non-increasing order of the minimal admissible margin M min (p, q), q = 1, . . . , Q p ; formally they are defined as followŝ (12) where the set K(p, q) either contains a single element or is such that, for any k ∈ K(p, q),
TheĴ p,q collections have several interesting properties:
• they define a partition of C(S);
is nonempty, then all the interactions belonging toĴ p,q share a common set of admissible margins M(Ĵ p,q );
• each nonempty M(Ĵ p,q ) is an ascending class whose minimal element M min (p, q) is the maximal element ofĴ p,q ;
• while different setsĴ p,q may share a common maximal M max (p), the M min (p, q) is specific to each class and we assume that, for a given p theĴ p,q are arranged in nondecreasing order of their maximal element; this implies that M min (p, 1) = M max (p).
Example 4. Consider the following three conditional independencies:
: 2 ⊥ ⊥ 5 | {1, 3}, CI
This model can be represented by a maximal ancestral graph; see, for details, Drton and Richardson [5, Fig. 2] . Note that the constraints on {1, 4}, {1, 2, 4} are common to CI (1) and CI (3) on different margins while constraints on {1, 2, 5}, {1, 2, 3, 5} are common to CI (2) and CI (3) again in different margins. The full list ofĴ p,q sets is given in Table  2 below. Notice thatĴ 2,1 is the union of interactions coming from different CI (k) and that the collections of admissible margins for eachĴ p,q sets are nonempty. The three independencies in (14) imply CI (4) : 1 ⊥ ⊥ 4 | {2, 5} and the equivalent model, defined by CI (k) , for k = 1, . . . , 4, produces the additionalĴ 4,1 which shares elements withĴ 1,1 and J 3,3 , however the intersection of the corresponding sets of admissible margins is empty. This is to show that, when the independencies are expressed in a redundant formulation, the number of overlapping collections J (k) m increases and so empty sets of admissible margins may occur for the resulting classesĴ p,q of interactions; in this example, due to a redundant formulation, there is not any margin which is admissible forĴ 1,1 ∪Ĵ 3,3 ∪Ĵ 4,1 .
Starting from a class S of independence statements, which we assume to be nonredundant, i.e., such that no statement is implied by the others, we propose a method to verify if there is at least one non-decreasing sequence M(S) of margins of V generating a HCMP such that the independencies are satisfied by the constraints
This provides a sufficient condition for smoothness of the conditional independence model S in the sense that, our algorithm can detect whether S: (i) violates completeness and thus is non-smooth, (ii) satisfies both completeness and hierarchy and thus is smooth or (iii) satisfies completeness but not hierarchy, in which case we are unable to reach a conclusion. The method is based on the following three steps.
Step 1: verify the completeness. We first check whether there exists at least one allocation of the interactions in C(S) to be constrained to 0 which is compatible with the admissible range determined by Theorem 1 so that completeness can be satisfied. This is equivalent to checking whether
This condition is violated when there is at least a class of interactions which is constrained to 0 by two or more elements of S and the corresponding sets of admissible margins are disjoint. If (16) is satisfied, go to Step 2, otherwise the model is not smooth [see 3, Th. 3] and the procedure stops here.
Step Step 3: verify the hierarchy. Given a non-decreasing sequence of margins, sayM 1 , . . .M s = V , which are non-decreasing and are consistent with the partial order defined in Step 2, each element of C(S) must be allocated to the first margin within which it is contained. So, the algorithm checks that, for each
, implying that the allocation is consistent with the set of admissible margins, and the model defined by S is a HCMP.
Remark 3. The condition for the existence of a HCMP that implements the set of conditional independencies in S stated by Rudas et al [9, Theorem 1] , requires that, given a non-decreasing sequence of margins, if I ∈ C(S) is allocated to, say, the margin M I , then M I must belong to all the sets of admissible margins involving I for different elements of S. This condition is obviously equivalent to the one used in this paper, however, without an efficient algorithm, it may be very hard to determine a valid sequence of suitable margins. The following example is intended to clarify some features of the algorithm.
The collection ofĴ sets are given in (1, 2) and M min (3, 2) to the sequence of margins.
Some applications
The procedure of Section 5 is illustrated in few examples. In some of them we are able to prove the smoothness of the model, by providing at the same time a marginal parameterization. Consider the example of a graphical model for which the procedure verifies the smoothness.
Example 6. Consider the following four conditional independencies:
:
This model can be represented by a chain graph model of multivariate regression type; see, for details, Marchetti and Lupparelli [7] . In this set of independencies the constraints on {2, 4, 5} are common to CI (2) and CI (3) . To apply the procedure, start with the set of maximal margins defined at Step 2(i)
Because the only binary relation to be satisfied is {2, 3, 4, 5} ≺ {1, 3, 4, 5}, the hierarchy condition of Step 3 is easily verified.
The next application provides an example where only one ordering of the margins is suitable.
Example 7. For the set of independencies CI (1) : {1, 2} ⊥ ⊥ 3 | 4, CI (2) : {1, 4} ⊥ ⊥ 2 | 5, CI In this case, the only binary relation detected in Step 2 (ii) is {1, 2, 4, 5} ≺ {1, 2, 3, 4}, thus (15) is satisfied and the model is smooth.
The next two examples concern non-smooth models. In both cases the procedure fails to find a HCMP and ends after Step 1. In the first case the model is known to be non-smooth, while in the second we prove the non-smoothness by a simple argument. 
: 1 ⊥ ⊥ {2, 4} | 3 is a type III chain graph model which is known for being non-smooth [see 4, p. 751]. The constraints on I = {1, 2, 4} are common to CI (1) and CI (2) ; this interaction belongs tô J 2,1 = {{2, 4}, {1, 2, 4}, {1, 2, 3, 4}}, but the corresponding set of admissible margins is empty and the procedure ends at Step 1.
Example 9. Suppose that CI (1) : {1, 2} ⊥ ⊥ 3 | 4, CI (2) :
and that the variables are binary. These independencies violate completeness because the interactions {1, 3} and {1, 2, 3} must be constrained in two different margins, i.e. {1, 2, 3} and {1, 2, 3, 4}. Thus, our procedure ends at Step 1 because the set of admissible margins for these interactions is empty. To use a different argument, decompose CI (1) into CI and CI (2) imply that, for any fixed value of 2, 1 and 3 must be both marginally and conditionally independent on 4 which is the simplest instance of a non-smooth model.
The last example shows a case where the procedure ends in Step 3 without an answer, even if the completeness condition (16) of Step 1 is satisfied.
Example 10. The model for four variables defined by the following statements:
: 2 ⊥ ⊥ 3 | 4, CI
: 2 ⊥ ⊥ 4 | 1.
has been studied, among others, byŠimeček [10] . The completeness is clearly satisfied because M(Ĵ p,q ) = ∅ for every pair (p, q). Thus, Step (i) leads to consider the set of maximal margins M(S) = {{1, 2, 3}, {2, 3, 4}, {1, 2, 4}, {1, 2, 3, 4}}
and the procedure in Step 2(ii) indicates that {1, 2, 3} contains elements ofĴ 2,1 , {2, 3, 4} contains elements ofĴ 3,1 and {1, 2, 4} contains elements ofĴ 1,1 ; because these binary relations are circular, there is no ordering that can satisfy them all and no HCMP exists.
