Abstract -The potential of mathematical models is widely acknowledged for examining components and interactions of natural systems, estimating the changes and uncertainties on outcomes, and fostering communication between scientists with different backgrounds and between scientists, managers and the community. For favourable reception of models, a systematic accrual of a good knowledge base is crucial for both science and decision-making. As the roles of models grow in importance, there is an increase in the need for appropriate methods with which to test their quality and performance. For biophysical models, the heterogeneity of data and the range of factors influencing usefulness of their outputs often make it difficult for full analysis and assessment. As a result, modelling studies in the domain of natural sciences often lack elements of good modelling practice related to model validation, that is correspondence of models to its intended purpose. Here we review validation issues and methods currently available for assessing the quality of biophysical models. The review covers issues of validation purpose, the robustness of model results, data quality, model prediction and model complexity. The importance of assessing input data quality and interpretation of phenomena is also addressed. Details are then provided on the range of measures commonly used for validation. Requirements for a methodology for assessment during the entire model-cycle are synthesised. Examples are used from a variety of modelling studies which mainly include agronomic modelling, e.g. crop growth and development, climatic modelling, e.g. climate scenarios, and hydrological modelling, e.g. soil hydrology, but the principles are essentially applicable to any area. It is shown that conducting detailed validation requires multi-faceted knowledge, and poses substantial scientific and technical challenges. Special emphasis is placed on using combined multiple statistics to expand our horizons in validation whilst also tailoring the validation requirements to the specific objectives of the application.
INTRODUCTION
The mathematical modelling of natural processes has undergone a large development during the last decades and, due to the complexity of the processes involved, this development is expected to pursue for a long time. The development of quantitative models to support the description of natural and semi-natural systems and decision-making in natural resource management is indeed considered to be of high priority. This is because models have a multitude of uses for scientists, managers and policy-makers investigating and governing natural processes. A major strength of models is in exploring interactions and feedback (e.g. Wainwright and Mulligan, 2004) , helping to identify uncertainties and areas were we lack knowledge. They are also important supportive tools for the communication of complex issues to stakeholders of a nonscientific background. It is therefore important to demonstrate that a model has been tested using the most appropriate methods in order to achieve credibility with users of the estimates the model makes.
A mathematical model is, by definition, an approximate reconstruction of actual phenomena and an integration of natural processes into mathematical formulae. For agricultural and ecological systems and resource use (climate, land, vegetation. . . ) , a multitude of different theories coexist, not only amongst disciplines (plant physiology, hydrology, climatology. . . ), but also within disciplines (Argent, 2004; Beven, 2007; Arnold et al., 2008) . Ecological, soil, meteorological and hydrological conditions in the actual systems are indeed the product of multiple concurrent processes, where multiple factors interact at different scales, each examined by different disciplines (Parker et al., 2003) . This produces an abundance of theories and alternative explanations and, consequently, alternative models. One of the challenges is the process of bringing data and models together. It is required that numerical models should be preceded by thorough evaluation before use in practical applications, because the approximations used for the synthesis of a model often lead to discrepancies and deviations of the model results from nature.
Model evaluation is an essential step in the modelling process because it indicates if the implementation of the calculations involved reproduces the conceptual model of the system to be simulated (model reliability) and the level of accuracy of the model in reproducing the actual system (model usefulness) . Model evaluation includes any action in which the quality of a mathematical model is established (e.g., Metselaar, 1999; Jakeman et al., 2006) . The topic of model evaluation has long attracted considerable debate amongst members of the scientific community. Much debate Figure 1 . Phases of modelling and simulation and the role of validation and verification (after Schlesinger, 1979). has stressed over the meaning of terms such as "testing", "validation", "verification" and "calibration" as part of the process collectively referred to as "evaluation" (Prisley and Mortimer, 2004) .
The procedures to perform the evaluation task are also not widely accepted (Cheng et al., 1991) and appear in several forms, depending on data availability, system characteristics and researchers' opinion (Hsu et al., 1999) . Biophysical, process-based models (unlike statistical models) are made up of mixtures of rate equations, comprise approaches with different levels of empiricism, aim at simulating systems which show a non-linear behaviour and often require numerical rather than analytical solutions. Figure 1 identifies two types of models: a conceptual model and a computerized model. The conceptual model is composed of information (input data, parameters and equations) that describes the physical system or process of interest. The computer program includes technical issues and possible errors. In practice, the computer program is tested, rather than the mathematical model representing the system (Leffelaar et al., 2003) . Subjects such as system representation (model structure) and program verification play a role besides numerical evaluation (structural assessment and program testing, not discussed in this paper) in assessing model accuracy . Shaeffer (1980) developed a methodological approach to evaluate models that consisted of six tasks: (a) model examination, (b) algorithm examination, (c) data evaluation, (d) sensitivity analysis, (e) validation studies, and (f) code comparison studies. This paper focuses on task (e) of Shaeffer's methodology, where the term validation (Sage, 1987) is used for the process of comparing model outputs with measurements, although terminology is not standardized. A comprehensive list of publications regarding model validation was compiled by Hamilton (1991) but the connotation "valid" is rather controversial. Validation implies that the model is correct, whereas models (in the same way as hypotheses) can only be falsified rather than proven (Bair, 1994; Oreskes, 1998) . This is why the meaning of the terms is not entirely consistent across fields with some eschewing the use of the term validation (e.g., Anderson and Bates, 2001 ), others noting the problems implied by the term while acknowledging it is widespread use (e.g., Oreskes and Belitz, 2001) , and other distinguishing numerous kinds of validation including operational, conceptual, data, and even processes (e.g., Rykiel Jr., 1996) . It is also acknowledged in this paper (and conveniently adopted) that the term validation is widely reported in the literature and generally used as a universal term to denote model assessment.
Definitions of validation in relation to computer software and modelling have changed little over the years. A summary of definitions is reported in Table I , which though not absolute, are becoming more definite over time. It is apparent that the most recent definitions tend to mirror the use of the concept in 1960s-1970s, whereas 1980s' definitions were more computer-oriented. The most recent definitions are by and large adopted by this paper. Whilst such relatively simple definitions of all the issues pertaining to validation can have their problems, they allow model community to communicate adequately enough in order to leave the semantic debate behind. It is worth noting that the understanding of validation is context dependant.
The overall model validation covers different areas, but the essence of it consists in defining criteria that will be taken into consideration in the choice of an "acceptable" model, and then testing the model performance according to those criteria. To assess the agreement between model results and observed data points, graphical plots are often made and judged qualitatively. It is acknowledged (e.g., Kuhnert et al., 2005) that if model output can be presented in appropriate formats, direct visual comparisons of models with data can yield significant insights about model performance. Statistical analysis by indices and test statistics play an important role to make comparisons reproducible, objective and quantitative. In general, however, the methodological basis for the validation of models to find the most suitable for specific applications is rudimentary, due to a lack of standardized terminology and procedures. Whilst statistical tools are easily applied for testing some empirical models, they might be of limited use with mechanistic (process-based) models whose primary aim is to represent system behaviour based on underlying principles (Berk et al., 2002) . As modelling studies become more complex, models are used by parties less familiar with their peculiarities (e.g. structure, assumptions, data requirements and operability), and who may also lack understanding of the complexity of the entity being represented by the model. Some authors (e.g. Robinson and Ek, 2000) take the view that validation is the responsibility of the model user but improved accessibility to models by independent assessors and the ease with which they can be linked may increase their improper use. Hence, validation must not be seen as a one-off event or a "once-and-for-all" activity (Janssen and Heuberger, 1995) , but as an on-going process to check for model compatibility to current evidence and variations (e.g. in spatial, climatic and hydrological conditions). Moreover, according to Sinclair and Seligman (2000) , demonstration that model output more or less fits a set of data is a necessary but not sufficient indication of validity because model validity is rather the capability to analyzing, clarifying, and solving empirical and conceptual problems. Empirical problems in a domain are, in Wallace and Fujii (1989) functions correctly, to ensure that it performs no unintended functions, and to measure its quality and reliability" "The determination of the correctness of a model with respect National Acid Precipitation Assessment Program (1990) to the user's needs and requirements" "The process of testing a computer program and evaluating
Institute of Electrical and Electronics Engineers (1991) the results to ensure compliance with specific requirements" "The process of determining the degree to which a model is American Institute of Aeronautics and Astronautics (1998) an accurate representation of the real world from the perspective of the intended uses of the model" "A process of adding strength to our belief in the Marcus and Elias (1998) predictiveness of a model by repeatedly showing that it is not blatantly wrong in specific applications" "Having a conclusion correctly derived from premises" Sterman (2000) "The process of assessing the prediction ability" Li et al. (2003) "Substantiation that a model within its domain of applicability Refsgaard and Henriksen (2004) possesses a satisfactory range of accuracy consistent with the intended application of the model" "Examining whether the system achieved the project's stated Sojda (2004) purpose related to helping the user(s) reach a decision(s)" "To gauge how well a model performs against observed field Huth and Holzworth (2005) and laboratory measurements" "A procedure consisting in comparing the model output with Dias and Lopes (2006) field or laboratory data to prove the model efficiency" "Substantiating that the behavior of the model "mimics" the Aumann (2008) behaviour of the system with sufficient accuracy so that it is impossible to distinguish the behaviors of both systems in the experimental frames" "A procedure consisting in verifying if the model is able to Cardoso and Lopes (2008) reproduce data, independently of those involved in its calibration" "The assessment of the performance of a model against an independently collected dataset" general, about the observable world in need of explanation because not adequately solved by a model, solved in different ways by rival models, or solved/unsolved depending on the model. Conceptual problems arise when the concepts within a model appear to be logically inconsistent, vague and unclear, or circularly defined, and when the definition of some phenomenon in a model is hard to harmonize with an ordinary language or definition (e.g. Parker, 2001 ). This raises the issue of widening beyond numerical testing by also including stakeholder evaluation and expert interpretation through soft systems approaches . Working all this out would extend much further than the scope of this paper that is principally meant to recognise the limitations of numerical testing in achieving salience, legitimacy and credibility of models. Issues are initially discussed on the difficulties encountered when performing validation tests. Secondly, a review is given on how models are currently evaluated using qualitative and quantitative statistical techniques. Details are 
ISSUES ON MODEL VALIDATION
Before discussing specific approaches to validation, it is important to recognize a number of questions that arise in trying to validate a model. The following is a discussion of the main issues and factors as summarized in Table II .
Validation purpose
There are many purposes for validation, including establishment of overall credibility in the model, assessment of how "right" or "wrong" a model is in a given application, along with production of evidence to support that a specific configuration of input data, parameter sets and model structure are appropriate for a particular application.
A model may be appropriate in one context and not in another. The validation tests employed, therefore, also have to reflect the differing contexts of model application. Similarly, there is a need for model developers to understand the things that would make a model valuable to a model user. Hence, validation purpose is somewhat related to the purpose for which the model was created and used. Feedback from validation should provide valuable information to both the developers on how their model may be improved, but also to end users who need to know how confident they can be in the quality of outputs. The type of validation to be executed depends on the objective for which the model was developed or purpose to which the output is to be used. It cannot be assumed that a model that is valid for one purpose is also valid for another (Sargent, 2001) . This dependence on purpose may explain why common criteria, standard terminology and formalized protocols are missing, and why subjective judgement is included in the validation process (Hamilton, 1991; Landry and Oral, 1993; Rykiel Jr., 1996) . In crop modelling, it emerged out of the work of various scientific research teams that early focus was on providing a simulation capability for scientists to use in distinct agricultural situations. In recent years, however, the models have been increasingly used for informing policy development and even for real-time information support for landmanagers (e.g. Hochman et al., 2005) . This change in model application has led to a change in the focus in model testing. Huth and Holzworth (2005) appeal to how a growing user-base for a model (including users making real-time decisions) can place a greater importance on the need for testing for model reliability (ability of the calculations involved to reproduce the conceptual model) than for model usefulness (ability to reflect the behaviour of actual systems).
Interpretation of phenomena
Different interpretations of the real world (Checkland, 1981 ) may present problems for validation. It is essential that model variables have the same definition as the actual data meant to be represented by the model itself. In simulating the developmental response of photosensitive plants, for instance, the ability to compute day-length is essential, but day-length can be defined in different ways depending upon the angle of the sun with the horizon (Forsythe et al., 1995) . In modelling leaf area expansion it is not always clear if both simulation representation and data collection target the expanded part of a leaf (i.e. lamina expansion and growth) only, or account for the stem-like structure of a leaf that is attached to the stem (i.e. base and petiole expansion and growth) as well (e.g. Cornelissen et al., 2003) . Measurements of plant development present a series of challenges as differences in assessing development can be due to the subjectivity of an observer or to a definition that is not unambiguously applied in the field (Hanft and Wych, 1982) . Similarly, methods of determining kernel number, kernel mass, and yield can vary among researchers, which can add errors to comparisons between experimental results and simulated values (e.g. Anonymous, 2003) . Such examples emphasise the importance of meta-data associated with original observations and development of model parameters (Medlyn and Jarvis, 1999) .
Process-based models are also moving targets: if, for instance, plant model version 1 is considered to be incorrect, even a small change in a sub-model introduced to correct its functionality may produce a different interpretation on simulated processes (similar to the problem of "regression" in software development jargon). The reason for these unwanted changes lies in the lack of independence/wrong dependencies of parts of code, which is not completely avoidable. This aspect might go beyond a simple evaluation by once again comparing against previously acceptable results and poses the need for formal model validation against observed data at each published stage of model development (Van Oijen, 2002) .
Model comparison
Model comparison can be useful as a complement to model validation (Meehl et al., 2005) . When two or more models are constructed for the same system or purpose, it is possible to make comparisons between them in order to select which is the best.
The Global Climate and Terrestrial Ecosystems group (GCTE) recognized in 1992 (GCTE, 1992) that there were at least 14 models of physiological processes that govern wheat growth and development. Landau et al. ( , 1999 Landau et al. ( , 2000 and Jamieson et al. (1999) reported on validation of three of such models against observed grain yields in the United Kingdom. Diekkrüger et al. (1995) illustrated the simulation results from using simple as well as complex models against a common dataset covering the processes of water, nitrogen, plant growth and pesticide dynamics. In general, the models reproduced the measured dynamic only in part, with different response for different models. The study also made it clear that the experience of a scientist applying a model is as important as the difference between various model approaches.
When either field or reference modelled data are not available, attempts can be made to determine the proximity of one model to the other, also known as co-validation (Wright, 2001 ). Co-validation requires the assessment of the difference between models with respect to the values of their common output. The most likely case is that competing models do not share the same form. Typically, dissimilarly structured models not only have different inputs (including both variable and parameter sets), but they also have different levels of aggregation and capabilities in terms of modelling the actual system. In absence of actual data, the fact that several models show the same behaviour does not really give more confidence in each of them but only demonstrates that the models are capable of reproducing similar results for the observed system. This concept is often referred as equifinality (Beven, 1993; Franks et al., 1997; Beven and Freer, 2001; Medlyn et al., 2005) . In general, potential "extra" capabilities of one model compared to another should not be used in co-validation. For example, nitrogen stress effects to plant growth should not be part of the comparison between two models where only one model includes nitrogen processes.
When statistical regression models (e.g. generalized linear models, generalized additive models) are compared, artificial data based on explicit theory can be used as "truth" (Austin et al., 2006) .
Model predictions
In model fitting, the model under investigation is evaluated for its adequacy in describing the observed data (Myung and Pitt, 2003) . This is achieved by determining values for parameters in the model that will best describe the observations. Model fitting in this manner yields valuable estimates of quantities which might be used to differentiate between or explain process/system behaviours. However, papers on modelling often state that they aim to produce an instrument for prediction (Van Oijen, 2002) . The issue of model prediction has been accompanied by some debate on the terminology to be used to describe model validation (see definitions by Marcus and Elias, 1998 and Li et al., 2003 in Tab. I) . In this case, a fundamental issue is to quantify the degree to which a model captures an underlying reality and predicts future cases.
According to Van Oijen (2002) , model-based predictions only contribute to science if the underlying model mechanisms are described, are innovative, are compared to other approaches, and if the predictions can be checked and used as a test of the model. Predictions pose special problems for testing, especially if prediction focuses on events in the far future. Predictive models can be accepted if they explain past events (ex-post validation). However, the probability of making reasonable projections decreases with the length of time looked forward. A continuous exchange of validation data among developers and test teams should either ensure a progressive validation of the models by time, or highlight the need for updated interpretations of the changed system.
The problem of global change has generated much interest in the development of predictive models for crops and ecosystems (e.g. Intergovernmental Panel on Climate Change, http://www.ipcc.ch) because model estimates are increasingly being used for decision support and strategic planning (e.g. Matthews et al., 1999; Rivington et al., 2007; Tingem et al., 2009) . This requires that the quality of model estimates is assessed in advance, or that the decision support outcomes be made insensitive to the estimation uncertainty (Norton, 2003) . Model quality may also show variability over geographical locations. For example, Moberg and Jones (2004) , in testing hindcast estimates produced by the Hadley Centre Regional Climate Model (http://www.metoffice.com/research/ hadleycentre) at 185 sites in Europe, found only some sites well represented. Responses like this restrict the geographical location to which the predicted climate change data could be used in model-based impact studies. Daily forecasts in hydrology largely use the previous week's real-time monitoring data as a training hindcast period, which permits validation and then project ahead for a period of two weeks (Quinn, 2008) . In plant breeding, the issue of model-based prediction is dealt with when models are used as decision support tools to predict yield components of new cultivars and/or over new environments (Barbottin et al., 2006) .
Like models which extrapolate in time, models used to extrapolate from small (e.g. leaf photosynthesis) to large spatial scales, such as regions, continents, or the global biosphere, are difficult to evaluate (e.g. Bolte et al., 2004; Chen and Coughenour, 2004) . The heterogeneities in distributions of processes and non-linearity in their functional responses may make it infeasible to apply models representing these small scale processes over large areas and vice versa. There are several steps in performing spatial predictions where the variography, a well known geostatistical tool to analyse and to model anisotropic spatial correlations, is proposed to be used in the assessment of modelling results in addition to the traditional statistical analysis to demonstrate presence/absence of spatial structures in datasets (Kanevski et al., 2008) .
▬
• Decreased ability to validate inter-component or subprocess relationships and overall complete set of estimates.
• Increased requirement to test individual sub-processes by combined multiple numeric and statistical methods.
• Increased autocorrelation between parameters and probability of equifinality.
• Greater requirement for validation and meta data.
• Harder to calibrate between sub-model components
Simple Complex
Model structure and entity representation trade-offs
• Decreased statistical robustness.
• Greater probability of large difference between observed and estimated values.
• Generalised parameters.
• Increased ability to evaluate more components/estimates • Reduced requirement for validation data.
• 
Model complexity
Process-based models reflect the same complexity as the system being represented (Bolte et al., 2004) and there are authors (e.g. Pilgram et al., 2002) who emphasize the need for models to accurately reflect the dynamics of the actual system. The comparison of model results with measured data is usually done at the system level and is thus the result of both the feedbacks within and between each of the sub-models making up the whole. Since possible counter-interaction between model components may go unnoticed, ideal validation should take place both at the level of sub-models and of the complete model (Leffelaar, 1990) . As modelling projects progress, the model grows and it becomes harder to validate every part of it in detail. However, the independent testing of sub-units increases the possibility of building a complex system model as the assembly of interacting processes, rather than degrading a process-based model into a fitting exercise.
Systems with small timescale, spatial extension and complexity can be isolated, thus models of these systems are more readily accessible to validation. In complex models, specific sub-processes cannot always be tested at the level of the model output (Klepper, 1989) . For systems with increasing time and spatial scales with increasing complexity, validation of system models requires increasingly more effort (Fig. 2) . This increase in effort can be illustrated if one considers, for instance, validation requirements in terms of data, manpower, and organizational continuity for a model of an annual crop, for a model describing a crop rotation experiment, and for a model to analyze sustainable agricultural practices. At some point the effort required to gather validation data may no longer be feasible (De Wit, 1993) .
The scientific literature is full of instances where the behaviour of complex systems is reduced to a set of basic emergent behaviours. The intrinsic complexity typically captured by many biophysical models may suggest a shift in emphasis from rigorous validation to a more exploratory approach characterizing the likelihood of distinct system behaviours rather than estimation of specific outputs (Bolte et al., 2004) . The benefit of more flexible approaches to validation is clearly demonstrated in their ability to highlight model behaviour in extreme circumstances that might not appear in model validation datasets, but that certainly exist in the real world in which the model will be applied. This is the case, for instance, of high-magnitude events such as weather extremes that permit a form of model validation against past events, also called a "mental model" (Favis-Mortlock et al., 2001 ) based on the observer memory of landscape changes, i.e. massive soil degradation (with, possibly, the support of photographic material and annotated texts). Sensibility tests refer to as the comparison of model output against more subjective, local experts feeling for what the model should do. Model responses to various stimuli are evaluated against the regularly observed system responses that are often captured in the notion of "common sense". Examples from local agronomists include, for instance, statements like "under those conditions the model should have an average yield of x t ha −1 with a range of y to z". These tests are a way of making sure the model performs in situations where observed data for validation are not available, and their use in testing the correctness of the underlying model design should not be undervalued. The "hard" data available for model testing is indeed only a small snapshot of system behaviour, and some authors (Seibert and McDonnell, 2002 for a catchment's model; Pastres et al., 2004 for sea grass model) showed that a better process representation can be obtained by using "soft" data. This might protect against being the model "right for the wrong reasons" due to adapting a model to a small set of observations. One might become "less right" but for the right reasons.
Data accuracy and quality
The accuracy of a model is determined on one hand by the authenticity of the algorithms describing the processes of the real world, while on the other hand by the quality of both its input data and data used to evaluate its outputs. Inaccuracies are common in both inputs and measured outputs. Model validation must therefore be accompanied by critical examination of the source and nature of the data used. Random errors may occur when single, individual samples do not take into account temporal variability; when samples taken at different points do not represent the actual area of interest; or when the inputs have been modified by unnoticed factors (environmental or human). Random errors of sample collection and processing may also occur when the sample is contaminated by other environmental media, when the sample is modified during transit and storage, or when the sample data are misrecorded. Systematic errors might occur if instruments are miscalibrated, measurements are taken at inappropriate locations or seasons, no measurements or estimates are made of relevant factors, or the data are not representative of the same output as the modelled one.
Complex models must generally be tested against a broad range of data of varying types, quality, and coverage. In reality, modellers are often confronted with a poor database because data monitoring is normally limited to a few points where samples are collected and analysed at some intermittent frequency. This may also change with the variables analysed, e.g. only scattered field measurements for some variables, more complete time series data or even maps for other variables, only qualitative assessments for others again. In hydrology, for instance, consistent field data of extreme events are poor (Westrich, 2008) . Due to their sparse resolution, the data are frequently subject to large errors and this is en ever-increasing problem in moving from plots or small catchments to watersheds and regions.
Weather and soil variables are key inputs for biophysical models. Common problems encountered with weather inputs are: records taken too far from the experimental site, errors under reporting values, poor maintenance and imperfect sensitivity of sensors. Soil properties are often essential input data, but soil name and classification are commonly reported in the literature for field sites based solely on location and defined soil series from published data, rather than from field measurements. The soil may only marginally meet the classification criteria and therefore have different characteristics (pH, particle size distribution, organic matter content, etc.) than a soil meeting the central trend of the stated soil, illustrating the need for an appropriate sampling strategy to capture the spatial variability (Wright et al., 2003) . Inaccuracies in both weather and soil inputs may turn into combined effects, either able to strengthen or weaken each other's effect during model simulation (Fodor and Kovács, 2003) and being a source of errors in model estimates (Hoogenboom, 2000; Heinmann et al., 2002; Rivington et al., 2003 Rivington et al., , 2006 . This makes it difficult to disentangle the impacts on outputs of the combined effects of error source manifesting themselves as compensating errors. Emphasis must then be to determine the uncertainties that imperfect data introduce to model estimates.
As regards model outputs, comparison of model results with observations is complicated by the fact that biophysical data are affected by errors. It is difficult to appropriately evaluate model performance if the uncertainty in the data is high. Fitting a set of data can therefore only establish legitimacy for a model under the specific circumstances for which it was evaluated (Oreskes et al., 1994) . The data resource is often segregated into two groups: a sample is used to estimate model parameters (model calibration: the adjustment of model parameters to improve the fit); an independent sample is used to assess the fit of the model to the data. Validating the model against data not used to construct the model is probably the best and simplest way to assess uncertainty and derive the reliability of model estimates (e.g. Ljung, 1999; Gardner and Urban, 2003) . However, biophysical data often exhibit a large degree of variability, and it is common that there are important discrepancies between model estimates and actual data despite significant calibration efforts (e.g. Gobas et al., 1998) . Dedicated techniques do exist to generate reduced bodies of data (e.g. Stone, 1974; Efron, 1986; Breiman and Spector, 1992) . Crossvalidation is a random data split into a number (commonly in between 5 and 10) of roughly equal-sized parts; in turn, each part is used as a test set and the other parts for fitting the model. The prediction error is computed each time in the test set, and estimate of prediction error is the average of individual prediction errors. This technique is inappropriate for small sample size because the variance of the error is likely to increase considerably when splitting the data. The bootstrap technique is a valuable alternative (Wallach and Goffinet, 1989) . A bootstrap sample is a sample created from random drawings with replacement from the original dataset (there can be repeats in a sample, and samples that do not contain an original point). It is also common in data-rich situations and for model comparison to generate three datasets: one to fit models, second part for estimating prediction error, third part for assessing prediction error of final selected model. As pointed out by Sinclair and Seligman (2000) , a test of validity by separating data into sets may reflect only the success in splitting the data so that each group represents the same population of data. The same authors remarked: "a test of model performance is better served scientifically when based on all available data covering a wide range of conditions".
Extension of data series is also critical. Pastres et al. (2004) found that whilst traditional testing of their seagrass model gave an adequate description of the available model calibration data, the model failed to capture the known trends in sea grass evolution over a longer time frame.
Measurement uncertainty has important implications in modelling applications. Analysis of uncertainty in measured data which drive model calibration and validation improves model application and enhances decisions based on modelling results. However, the impact of uncertainty in model calibration and validation data is discussed but rarely included in the assessment of model accuracy. In order to change this omission, several goodness-of-fit indicators were modified to incorporate measurement uncertainty into model calibration and validation (Harmel et al., 2007 (Harmel et al., , 2008 .
Robustness of model results
Model robustness is its reliability under different sets of experimental conditions. Lack of robustness in model results may reflect an absence of explicit reference to physical processes in the construction of mathematical relationships. Concern is voiced about the fact that many model assessments are frequently limited to a small number of output variables and sets of conditions (Woodward, 2001) . Well-known validation methods, whilst effective for some things, are not necessarily effective at ensuring that a model faithfully captures the underlying process driving the system in question and thus will be applicable in any new situations where a model may be employed. Simple comparisons can be misleading, for example, when only the final "end of growing season" results from a crop model are compared, because reasonable estimations of overall growth can be achieved by different pathways, not all of which are logically acceptable (Sinclair and Seligman, 2000) . Performance of a model should be checked not only in terms of the major outcome of the model, but also in the estimations for critical constituent components throughout the simulation. Such checks give protection against spurious conclusions and indicate whether the model is conceptually consistent and related to reality, or specific areas require improvement. The validation of a sugarcane model by Keating et al. (1999) as cited by Sinclair and Seligman (2000) , gives an example of a sound test of robustness for the following reasons:
(1) a large number (i.e. 19) of data sets for sugarcane growth were used, (2) a broad range of conditions with differing locations, irrigation treatments, and nitrogen fertility treatments were explored, (3) the seasonal evolution of individual components of the model (leaf area index, green biomass, millable stalk biomass, stalk sucrose, and nitrogen accumulation) was compared with observed results. Qualified features were the discussion of the situations where relatively large deviations existed between simulated and observed results, and the presentation of hypotheses to stimulate further research to improve the understanding contained in the current model. Such model validation serves as the basis for building credibility with end users, and greatly improves the probability that the model will be accepted.
Time histories
When simulating energy transfer or mass transformation in dynamic models, a time delay/anticipation frequently occurs if estimated versus measured values are compared. Peak synchronization between estimates and measurements most often will not occur. If synchronous comparison between estimates and measurements is applied, models which produce no response with respect to a specific process can yield better results, compared to models which show a time mismatch in the response (e.g. Vichi et al., 2004) . In cases where poor parameterization produces a time shift of estimates, large residuals from few points may lead one to discount the model. Model re-parameterization can help correct time-related bias. If not, apparent misalignment of observed and modelled output may lead to a re-assessment of the daily time interval (common in many systems models) as the basis for comparing modelled and monitored event data (e.g. Yagow, 1997) . Average values during multi-day periods (ten-day, month or year) can be used to calculate and compare occurrence of the event. This is particularly important where timing of events (i.e. crop phenology and management synchronization) estimated by a model are used to construct recommendations or optimized practises.
Summary
In this section, we summarized the vast international experience in the validation of biophysical models and ordered issues that we regard key to model validation into a list that may add value to the modelling work. Basically, we stressed that validation is purpose-dependent, based on equivalent definition of modelled and observed phenomena, to be substantiated over a variety of conditions (robustness), and possibly run at the level of individual processes in complex models. The discussion about data quality raises the need of a system for grading the relative quality of the input and the relative importance of the variables to be fit. Concerns were addressed regarding specific aspects such as predictions in the far future and synchronization of modelled and observed peak values. Moreover, model comparison was discussed as complementary to proper validation. Put into a logical structure, the ideas we have discussed are virtually applicable to validation of any model, and could equally be consistent with modelling in a variety of fields.
VALIDATION OF MODELS
A range of statistical measures and visual techniques can be used to assess goodness-of-fit of a given model and to compare the performance of a suite of models, as informed by the specific context of the problem (e.g., Berk et al., 2001) . Recent review papers include: Mayer and Butler (1993) , Janssen and Heuberger (1995) , Smith et al. (1997) , Martorana and Bellocchi (1999) , Yang et al. (2000) , Bellocchi (2004) , Tedeschi (2006) , Wallach (2006) . Such papers provide and discuss a range of statistical measures and visual techniques that can be used to assess goodness-of-fit of a given model and to compare the performance of a suite of models. In this section we do not replicate a detailed examination of validation techniques, rather we consider validation approaches as developed by many authors and applied in numerous modelling studies in the domain of natural sciences. It is also beyond the scope of this paper to critically appraise in detail the usefulness of each method, as details are available in the review papers detailed above. The commonly used forms of numerical and statistical approaches are highlighted here with examples of criteria for determining model acceptability. The above cited papers (and the other papers in this section dealing with specific statistics) contain the equations of the statistics and methods used for model validation. So the equations are not reported here, but the rationale behind the choice of particular sets of statistics is given.
Validation measures
There are two main categories of goodness-of-fit measures for testing of one-at-a-time output, which are: (a) residualbased; and (b) association-based. Residual-based measures such as the mean bias error (MBE), and root mean square error (RMSE) provide quantitative estimates of the deviation of modelled outcomes from measurements. On the other hand, measures of statistical association such as the Pearson's correlation coefficient (r) provide quantitative estimates of the statistical co-variation between observed and estimated values (Addiscott and Whitmore, 1987) . Statistical measures aim to characterize the usefulness of a model for a specific application and may lead users to decide whether or not to use a model for that particular application. Moreover, visual comparison of modelled and measured data, and experience-based judgement on the part of the modeller have been deemed important by researchers for assessing model validity and applicability in decision making.
Mean residuals:
Mean bias (MB), the mean difference between observed and model-estimated values, is likely to be the oldest statistic to assess model accuracy (Cochran and Cox, 1957) . More common is the mean square error (MSE), or equivalently its square root, the root mean square error (RMSE, or derived statistics such as the relative root mean square error RRMSE). MSE is also the statistic whose value is usually minimized during the parameter calibration process (Soroshian et al., 1993; Makowski et al., 2006) . Mean absolute error (MAE) measures the mean absolute difference between observed and estimated values (Mayer and Butler, 1993) , and is also used as the mean absolute percent error. Fox (1981) proposed to use: (l) RMSE or MAE to quantify the average difference between estimates and measurements; (2) the mean bias error (MBE) to identify under-or over-estimates; and (3) the variance of the distribution of the differences to quantify error variability. Such proposals are reflected in the paper of Davies and McKay (1989) and Trnka et al. (2005) for validation of solar radiation estimates.
Modelling efficiency: Willmott (1981) developed an index of agreement (d) to be used in addition to the previous measures. The modelling efficiency statistic (EF, Nash and Sutcliffe, 1970) , interpreted as the proportion of variation explained by the model, has been extensively used in plant and hydrology models (e.g. Greenwood et al., 1985; Loague and Green, 1991) , and can certainly be used in biological and ecological models. Mayer and Butler (1993), likewise, indicated both RMSE and the MAE as stable statistics, and recognized modelling efficiency (EF) as an important overall measure of fit. Smith et al. (1997) pointed out that EF and a coefficient of determination (CD) should be used together for a better interpretation of RMSE when standard error of the measurements is unavailable. Alternative forms of the efficiency measures are given in Krause et al. (2005) .
Correlation:
The Pearson's correlation coefficient is largely used in validation. Fox (1981) and Willmott (1982) provided strong arguments against the use of this coefficient alone as a measure of performance. Its magnitude is indeed not consistently related to the accuracy of estimates, as correlation between dissimilar estimates and measurements can be high while, conversely, small differences between estimates and measurements may occur with low correlation values. Nonparametric correlation measures are also used for model validation such as concordance, Spearman and Kendall's coefficients (Press et al., 1992; Dhanoa et al., 1999; Agresti, 2002) .
Linear regression:
A linear regression between estimated and observed values is also commonly used. The hypothesis is that the regression passes through the origin and has a slope of unity (see Subsect. 3.3) . The use of the r 2 regression statistic (least-squares coefficient of determination) for model performance is flawed, as it does not account for model bias (Mayer and Butler, 1993; Mitchell, 1997) . Krause et al. (2005) proposed to use r 2 as a weighing factor of regression slope to quantify under-or overestimates. An alternative (nonparametric) method to compute r 2 was proposed by Kvålseth (1985) , resulting in a coefficient that is more resistant to outliers or extreme data points.
Combined graphical and statistical approaches:
The factor of two (Fa 2 ) is currently used to evaluate air dispersion models (e.g. Kumar, 2000) ; combined with the values of different indices, MBE, fractional bias (FB), normalized mean square error (NMSE), correlation coefficient (r), geometric mean bias (MG), and geometric mean variance (VG). FB in the form of absolute differences is presented as fractional gross error (E f ) in Seigneur et al. (2000) . Loague and Green (1991) suggested the use of both statistical and graphical measures for validation. Model performance can be compared using either summary statistics (mean, range, standard deviation) or using individual measured versus estimated pairs of data, which can also be displayed in both statistical and graphical forms. Assessment of data pairs usually proceeds with an analysis of the residual errors in the forms of maximum error (MaxE), RMSE, EF, CD and coefficient of residual mass (CRM) (James and Burges, 1982; Green and Stephenson, 1986) . Suggested graphical displays include: (l) comparison of measurements and estimates; (2) comparison of ranges, medians and means; (3) comparison of matched estimated and measured time-series values and/or residuals; (4) comparison of cumulative values; and (5) cumulative frequency distributions. Zacharias et al. (1996) presented robust quantitative techniques, from median-based nonparametric statistical methods (MdAE: median absolute error; RMdAE: relative median absolute error; REF: relative modelling efficiency), that can be used when the distribution of the observed data is nonGaussian or when the sample size is not large enough to determine the underlying data distribution. Zacharias and Coakley (1993) categorized validation techniques into three main categories: summary statistics, hypothesis testing, and measures of goodness-of-fit, i.e. MaxE, a relative measure of the root mean square error (RRMSE), CD, EF and CRM. They listed examples of summary statistics as the mean, standard deviation, and those statistics commonly used with box or whisker plots (range, inter quartile range, and median). Yang et al. (2000) examined the correlation across different statistics, allowing one to choose from each correlated group without loosing accuracy. They argued that the same conclusion can be achieved by using together either RMSE, modified modelling efficiency (EF1), paired t-test and E, or MAE, EF and E.
Model assessment by Mankin et al. (1977) and improved by Scholten and van der Tol (1998) was based on a comparison between model estimates and observations by using Venn diagrams and measures such as model adequacy (number of agreements between model and experiments / number of experiments) and reliability (number of agreements between model and experiments / number of model responses). These are helpful in discriminating between a better and worse model, and to define cases of useless or good models. Gardner and Urban (2003) illustrated a general approach to test model performance across a spectrum of methods via receiver-operator characteristic curves (ROC). Such approaches are based on the classification of results into discrete categories and the concept of a "confusion matrix" (Campbell, 1996) , and imply defining false and true positives in the estimation of binary variables. Some statistics based on the confusion matrix are presented and discussed in Beguería (2006). Pontius Jr. and Schneider (2001) described how to use the ROC as a quantitative measurement to validate a land-cover change model. In Barbottin et al. (2008) , a ROC curve analysis was carried out to estimate the frequencies of correct and incorrect indicator-based and model-based decisions, using the area under the ROC curve as summary of the overall accuracy of a model.
Patterns:
Change of patterns in the residuals can be assessed by testing the autocorrelation in the residuals (Vincent, 1998) . Lin et al. (2002) developed model-checking techniques by taking the cumulative sums of residuals over certain coordinates to ascertain whether or not specific patterns exist in the residual plot. Donatelli et al. (2000 Donatelli et al. ( , 2004a proposed to quantify the presence of patterns of residuals versus independent variables (e.g., a model input or a variable not considered in the model), by computing pattern indices of two types: rangebased (PI) and F-based (PI-F). Macro-patterns were revealed in model residuals by dividing the range of values of the external variable in two to five, fixed or varying sub-ranges. A pattern index in a percent relative-to-mean form was used as a validation measure by Bellocchi et al. (2003) . In Trnka et al. (2006) , estimated and observed herbage productions from permanent grassland were compared by using a vast array of pattern indices (against nitrogen fertilizer application rate, year, cut number, location, length of the growing season, date of the previous cut, number of snow days, two variants of accumulated air temperature, two variants of accumulated global solar radiation, and total precipitation during the period of sward growth) in conjunction with a set of performance statistics, i.e. MBE, RMSE, d, and Theil's inequality coefficient (U, Theil et al., 1970) . The latter (ranging from 0 -perfect fit -to 1 -absence of any fit) penalizes large errors more than small ones and it also assesses a model's ability to duplicate a turning point or rapid changes in the data (Topp and Doyle, 2004) . Pattern indices (versus month of year and minimum air temperature) in conjunction with error and correlation measures were also used by Diodato and Bellocchi (2007a) to assess the relative performance of three models of rainfall erosivity.
Correction factors: Correction factors were developed by Harmel and Smith (2007) for the error term in some goodness-of-fit indicators (modelling efficiency, index of agreement, root mean square error, and mean absolute error) to incorporate the uncertainty of measured data into model validation, later improved by Harmel et al. (2008) to consider the effect of model uncertainty.
In model predictions, one approach to estimating the prediction measures is to adjust the naïve measures to get less biased estimates of the prediction measures. Estimators that are based on this approach include the Mallows' statistic (C p , Mallows, 1973) , the Akaike's information criterion (AIC, Akaike, 1974) , and the Bayesian information criterion (BIC, Schwartz, 1978) . All of these estimators, functions of the naïve measures, size of the dataset, and number of parameters in the model, generally lack of robustness (Li et al., 2003) .
Disaggregating statistics
Once parameters of linear regression of model estimates versus actual data are estimated, the fitted line can be applied to generate new estimates of the variable under study. The difference between model-based and regression-based estimates defines the erratic portion of the error (and is the basis for computation of prediction error), while the systematic portion is described by the difference between regression-based estimates and actual data (the basis to assess the precision of the fitted linear regression, Tedeschi, 2006) . Both model users and developers will focus on reducing the systematic error, the formers by model re-calibration, and the latters by better defining the basic equations. This is a basic concept by Aitken (1973) and Willmott (1981) . More recently, Kobayashi and Salam (2000) developed the same concept to have residuals disaggregated into erratic and systematic components. They used the root mean square variation (RMSV) to indicate how much the model fails to estimate the variability of the measures around the mean, together with derived measures such as simulation bias (SB), square differences of the standard deviations (SDSD) and lack of positive correlation weighted by the standard deviations (LCS). These statistics are supportive in locating the causes of possible large deviations between estimates and measurements. The proportional contribution of systematic and erratic portions to the total error is helpful in determining areas in the model requiring further improvement. Further developing those findings, a different partitioning of mean square error into three additive components was given by and : they retained SB and derived the non-unity slope (NU), and the lack of correlation (LC). There is a unique quality to these approaches in the way the authors commented them in a letter exchange (Gauch et al., 2004; Kobayashi, 2004) . Trnka et al. (2006) called attention to disaggregating the Theil's coefficient (U). One of the main advantages of coefficient U is the possibility of calculating proportions of: estimated bias (U B ), indicating systematic errors; variance (U S ) that measures the ability of the model to replicate the degree of variability in the data; covariance (U C ), that is any remaining error, after accounting for the bias and variance effects. The ideal distribution of inequality over these three sources is for the bias and variance effects equal to zero, and the covariance equal to one.
Statistical hypothesis tests
Hypothesis testing is a formal approach to validation where either summary statistics or goodness-of-fit measures are tested against prescribed criteria (range of accuracy). In using statistical hypothesis testing to assess the validity of a model for its intended application, two hypotheses are formulated under the given set of experimental conditions: for the null hypothesis model is valid for an acceptable range of accuracy, and for the alternative hypothesis it is invalid under the same acceptable range of accuracy. Accepting the alternative hypothesis when the null hypothesis is true corresponds to the type-I statistical error, whose probability is also called model builder's risk. Accepting the null hypothesis when the alternative hypothesis is true matches the type-I statistical error, the second type of wrong decision with a probability called model user's risk (Balci and Sargent, 1982a ).
Fundamental requirements: Statistical tests assume that the outcomes based on the model are statistically accurate representations of what they purport to estimate. However, both systematic and random errors in biophysical studies may influence the accuracy of the estimators (as seen in Subsect. 2.7). Pennell et al. (1990) stated that graphical analyses allow for identification of trends in the data, systematic errors, and other potential sources of error, such as outliers. Marcus and Elias (1998) elaborated on five major areas of concern when applying formal statistical tests: observational data may not have been collected for the purposes of model validation; the sample size may be too small, allowing inadequate power to detect model deficiencies or to discriminate among competing models; the sample size may be so large that even useful models may be rejected by a statistical test for deviations that have little practical importance; measurement errors may bias the test statistics in the direction of attenuating the apparent goodness of the model; the temporal rhythms of the output variable may be influenced by systematic and random errors occurring in environmental factors.
Typical forms of the goodness-of-fit test are the following: Does the observed value minus model-estimated value equal zero (showing that the estimates are unbiased)? Does the ratio of observed value to model-estimated value equal one (in which case the estimates are relatively unbiased)? Numerous approaches involving statistical analysis have been used to evaluate model adequacy and several forms of statistical hypotheses are structured to show the level of confidence that the hypothesis is not rejected.
Using regressions:
The regression between observed and model-estimated values is commonly used because estimates of the intercept and the slope are good indicators of accuracy (the simultaneously closer to zero and unity, respectively, the higher the accuracy). Nonetheless, necessary assumptions have to be considered when performing a linear regression: the X-axis values are known without error; the Y-axis values have to be independent, random and with equal variance; residuals are independent and identically distributed. Some authors (e.g. Bland and Altman, 1995; Kleijnen et al., 1998) critically revisited the role of regression analysis in model validation, and suggested alternative approaches (difference between simulated and actual outputs against their sum, against their average, etc.) for achieving non-misleading regression testing. Fila et al. (2003a, b) suggested using the reduced major axis (RMA) method in place of the ordinary least squares method to estimate regression parameters. RMA has three desirable properties (Ricker, 1984) : it is symmetric in X and Y (if the x and y axes are interchanged, the slope is replaced by its reciprocal and the line remains stationary about the data points); it is scale independent (the line does not change with a change of scale); it is robust to clusters of observations in the frequency distributions of data (the line usually describes the central trend even when the sample is not bivariate normal). Thomann (1982) suggested using regression analysis and tests of slope (against one) and intercept (against zero) of a regression line in conjunction with other performance statistics. If the model is a good one, the regression will be a 45 • line thorough the origin. Thus, the adequacy of the model can be determined by testing if intercept equals zero and slope equals one, separately using Student t-tests, or simultaneously using the F-test (Dent and Blackie, 1979; Mayer et al., 1994) . These parametric tests for whether the regression line is significantly different from the 1:1 line assume that the data are normally distributed and independent, which is often not the case for data determined by non-linear biophysical processes.
Interpretation of statistics:
The test statistics may also have ambiguous interpretations. A statistical test of observed versus estimated values which fails to achieve the desired level of confidence does not necessarily indicate a problem in the model (usually the specification of one or more key parameters), because the problem may (or may also) reside in the observed data (usually the result of measurement error). With the t-tests for the intercept and slope, the more scatter in the data points, the greater is the standard error of the regression parameters, the smaller is the computed value for the test statistic and therefore, the harder it is to reject the null hypotheses which states the parameters are equal to zero and one respectively. Therefore, the test can fail to reject the null hypothesis either because the regression parameters are really not different from the values desired or there is much scatter around the line (Harrison, 1990) . The Fbased calculation that tests if the intercept and the slope coefficients simultaneously are respectively not different from zero and unity is affected by the same ambiguity as the t-tests. As shown by Analla (1998) , the greater the estimation error the more difficult it is to reject the null hypothesis. Alternatively, the confidence interval should be used to investigate the range of the slope (Mitchell, 1997) .
Empirical confidence intervals were proposed by Parrish and Smith (1990) as practical test for model validity founded on an overlap between the ranges of values computed on both model outputs and observations. Upper and lower limits of the range were computed as division and multiplication of the nominal model estimate by a chosen factor. The factor of two (Fa 2 ) is commonly used in air dispersion modelling, Kumar, 2000) . Summaries of confidence limits on normalized mean square error, geometric mean variance and geometric mean bias were used by Patel and Kumar (1998) to select the best out of three air dispersion models.
When replicated experiments are available, the lack-ofstatistical-fit (LOFIT) can be calculated and tested against an F-distribution (Whitmore, 1991) . Assuming random experimental errors, the LOFIT distinguishes the mean deviation as a source of error from the failure of the model. Smith et al. (1997) assessed the statistical significance of difference-based indices assuming a deviation corresponding to a given confidence interval of the measurements. Fila et al. (2003a, b) proposed statistical methods to compare experiments against estimates when both are replicated. The use of bootstrapping techniques for validation of simulation models when parametric assumptions are violated was proposed by Kleijnen et al. (2001) .
Non-parametric tests:
Contrary to parametric analyses, with nonparametric tests (i.e. variants of the Kolmogorov-Smirnov test as described in Stephens, 1974 ; the Wilcoxon-signed rank test, as described in Daniel, 1995) the assessment of adequacy of a model is related to its ability to yield the same ranking between observed and model-estimated values rather than model-estimates on observed values per se. Reckhow and Chapra (1983) listed measures of error, the t-test, the non-parametric Wilcoxon test, regression analysis, cross-correlation and box plots as appropriate statistical methods for deterministic models. Reckhow et al. (1990) also recommended various combinations of graphic (bivariate plots, histograms, and box plots) and statistical procedures based on the proposed analysis and intended use of modelling results. The χ 2 tests described by Agresti (2002) indicate whether the data points are homogenously distributed or if there is any tendency of over-or underestimation.
The comparison of the distribution of the observed and model-estimated values has also been utilized to identify model adequacy for stochastic (Reynolds and Deaton, 1982 ) and deterministic models (Dent and Blackie, 1979) . The common Kolmogorov-Smirnov's D test has been used to assess the probability that two data sets (observed and model-estimated values) have the same distribution. It consists to measure the overall difference of the area between two cumulative distribution functions (Press et al., 1992) .
The use of multivariate statistics in model validation is not new (Balci and Sargent, 1982b) . With multi-dimensional models, multivariate statistical analyses can be proficiently applied as in Mabille and Abecassis (2003) , where a geometric model of wheat grain morphology was evaluated via principal component analysis and discriminating factorial analysis, and generating confidence limits in an elliptical plane.
Validation criteria
One of the difficulties when evaluating assessment metrics is determining what values indicate "good" or "bad" models. This section outlines the development of criteria (not statistical) that have been applied within a range of published studies. Clouse and Heatwole (1996) stated that "primary usefulness is in assessing which modelling scenarios are better predicted than other scenarios". However, other authors have taken a different approach by setting definitive criteria for several statistics.
Criteria used in James and Burges (1982) included CD and EF > 0.97 for good hydrological model performance. Dillaha (1990) stated that good hydrologic model assessment should estimate observed values within a factor of two, where parameters are measured on site, or where the model is calibrated and within a factor of 10 otherwise. Kumar (2000) used a criterion that air dispersion model estimates be within a factor of two, by looking at the percentage of estimates meeting such a criterion (Fa 2 80%), combined with: NMSE 0.5, -0.5 FB +0.5, 0.75 MG 1.25, and 0.75 VG 1.25.
The general categorization for the range of values of Pearson's correlation coefficient (r) by Hinkle et al. (1994) may indicate a straightforward (non-statistically based) way of interpreting the calculated correlation between estimates and measurements: 0.0 to 0.3, little (very weak) if any correlation; 0.3 to 0.5, low (weak) correlation; 0.5 to 0.7, moderate correlation; 0.7 to 0.9, high (strong) correlation; 0.9 to 1.0 very high (very strong) correlation.
In the Erosion Productivity Impact Calculator validation performed by Chung et al. (1999) , the following criteria were chosen to assess if the model results were satisfactory: RMSE and MdAE < 50%, EF and REF > 0.3, -0.2 < CRM +0.2. Standards of < 20% for the percentage error and > 0.5 for r 2 were also set. In a following paper (Chung et al., 2000) the target criteria to judge if the model results were satisfactory were: EF > 0.3, r 2 > 0.5, and P-value of the paired t-test between the observed and simulated values > 0.025. Figure 3 . Structure of the fuzzy-based integrated index for solar radiation model assessment (F = favourable; U = unfavourable; S = membership function; a = minimum value of F; b = maximum value of U; after Rivington et al., 2005) .
In Stöckle et al. (1999) In addition, all combinations with slope > 1.1 or < 0.9 and r 2 < 0.85 of the regression observed versus estimated values (forced through zero) were considered poor.
Combining multiple statistics
It emerges from the discussion above that each individual performance measure will only assess a single component of model behaviour and is not sufficient to judge model adequacy to a given purpose. It is possible that a model can be deemed unsuitable and rejected based on an assessment by one statistic assessing one form of model performance, whilst other attributes of the model may be desirable, as assessed by other measures. Similarly, a model may be seen as acceptable based on one performance statistic but still contains poor qualities not assessed by appropriate tests. The use of multiple metrics allows a greater range of model estimate behaviour to be tested, but still leaves the issue of how to achieve an overall model validation, i.e. weighing up the balance of positive and negative attributes.
The combination of multiple assessment metrics and the setting of criteria have evolved into formal structures, becoming attractive and being regarded as a positive step in achieving robust assessments. Bellocchi et al. (2002a) dealt with the need for integrated methods for model validation by introducing the concept of fuzzy multiple-metric assessment expert system to aggregate different metrics into one indicator for use in solar radiation model validation. The fuzzy system reflects the author's expert judgment about the quality of model performance. This approach enables the calculation of a single indicator made up of a number of individual metrics representing different indices or test statistics. Such an approach provides a comprehensive assessment, making it easier to identify best performing models.
The method exists as a flexible, open-ended structure (Fig. 3) in which a range of metrics can be aggregated into a single modular indicator, based on an expert weighting expression of the balance of importance of the individual indices and their aggregation into modules. The Bellocchi et al. (2002a) study used: relative root mean square error (RRMSE), modelling efficiency (EF), the probability of paired Student-t test (P(t)); the correlation coefficient of the estimates versus measurements (r) and the two pattern indices detailed in Donatelli et al. (2004a) , one computed versus day of year (PI doy ), and the other versus minimum temperature (PI Tmin ). Values of each statistic are computed and then aggregated into modules: Accuracy (RRMSE, EF, P(t)); Pattern (PI doy , PI Tmin ); and Correlation (r). A module is a validation measure calculated via a fuzzy-based procedure from one or more basic statistics. For each module, a dimensionless value between 0 (best model response) and 1 (worst model response) is calculated. The method adopts the Sugeno approach of fuzzy inference (Sugeno, 1985) . Three membership classes can be defined for all indices, according to expert judgment, i.e. favourable, unfavourable and partial (or fuzzy) membership, using S-shaped curves as transition probabilities in the range favourable to unfavourable. A two-stage design of a fuzzy-based rules inferring system is applied, where firstly several metrics are aggregated into modules and then, using the same procedure, the modules are aggregated in a second level integrated index (again, ranging from 0 to 1), called indicator. The expert reasoning runs as follows: if all input variables are favourable, the value of the module is 0 (good agreement between estimates and measurements); if all indices are unfavourable, the value of the module is 1 (poor agreement), while all the other combinations assume intermediate values. The weights can be chosen based on the users own experience in handling each statistic. In Bellocchi et al. (2002a) a decreasing importance was assigned to the modules: Accuracy, Pattern and Correlation. Rivington et al. (2005) , Diodato and Bellocchi (2007b, c) and Abraha and Savage (2008) demonstrated the value of employing this method, in conjunction with using graphical illustrations, to gain a fine level of detail about model quality. Similarly to this, Donatelli et al. (2004b) developed integrated indices for evaluating the estimates from pedotransfer functions.
A fuzzy-based methodology was also proposed to identify mismatches between estimated and measured time series by using a fuzzy-based approach. The mismatch in time series comparison of LEACHM soil nitrogen estimates was identified by means of an integrated index derived aggregating RMSE and PI doy (values 2 as favourable and 12 as unfavourable for both), 0.8 and 0.2 being the relative weights, and calculated reiterating the computation over a 100-day shift of model estimates. The same approach was integrated with a complementary set of statistics from the environmental modelling literature (e.g. Environmental Protection Agency, 1991) to evaluate SUNDIAL soil mineral nitrogen estimates . Bellocchi et al. (2002b) extended the original fuzzy-based multiple-metric assessment system approach to aggregating the RRMSE values (values 20% as favourable and 40% as unfavourable) computed over different outputs in cropping systems modelling under different sets of conditions, thus allowing a comprehensive assessment of the model's performance by means of one integrated index. They attributed major weight to above ground biomass (i.e., 2), where a minor incidence of soil variables (water content: 1, nitrate content: 0.5) was recognized.
Aggregating measures of performance have in common that the information contained in the errors is aggregated into a single numerical value. Herbst and Casper (2008) argued that essentially different model results can be obtained with close to identical performance measure values. Because of their low discriminatory power, performance measures might not be well suitable to give evidence of the difference or equivalence between alternative model realizations. As a step towards improved extraction of information from existing data they introduced an approach, the Self-Organizing Map (SOM), which uses a number of performance statistics and represents, for each of them, the colour-coded spectrum of model realizations obtained from Monte-Carlo simulations. It was applied to a distributed conceptual watershed model. SOM is a type of artificial neural network and unsupervised learning algorithm that is used for clustering, visualization and abstraction of multi-dimensional data. Such an algorithmic approach mainly targets the optimization and identification of parameters that mostly affect the model output (sensitivity analysis), and is not of direct interest for this review.
Summary
Because of the vast collection and diversity of the approaches to assess models, we sorted through and straightened out validation statistics showing how they were introduced and applied to biophysical modelling. The review of the measures of performance that are commonly used in model validation reveals the positions assumed over time in the modelling literature mostly emphasising that a single statistic will only reveal one aspect of model performance. As each approach has its advantages and drawbacks, they are rather complementary and are generally used in combination in model validation. What values for assessment metrics indicate satisfactory models remains a subjective issue and no definitive guidance exists because of heterogeneity of approaches and application domains. While agreeing with many authors that model validation has to be performed using a set of dissimilar validation statistics, we in particular advocate the use of combined multiple statistics where several measures for validation can be considered both separately (each individual metric) and collectively (integrated indicator). Test statistics may be problematic because they rely on assumptions that are difficult to check in biophysical systems. Decomposition of statistics in basic terms may disclose the characteristic and the actual structure of the error, but the combination of multiple metrics into synthetic indicators where subjective choices (expert decisions) are converted into explicit and transparent rules reveals a more comprehensive picture. The lack of precise and undisputable criteria to consider a specific metric as more effective than others, and the multiplicity of aspects to be accounted for a multi-perspective evaluation of model performance, logically leads to some use of composite metrics for model validation. A composite metric is not the only output of composition: the modeller can "drill down" to module values, and finally to basic metrics to better understand the synthetic result provided by the composite indicator. In such respect, composition of metrics should be considered a shift of paradigm from merely selecting the best out of a set of evaluation metrics.
CONCLUSION
This paper discusses issues concerned with model validation and reviews the most commonly used forms of estimate testing. Exposition of material and explanation of concepts presented in Section 2 ("Issues on model validation") reflect the authors' perception of issues that are fundamental to understanding the factors that are related to model validation. The examples provided throughout the text demonstrate how previous instances of model use (and success or failure associated with that use) are the growing knowledge bases acquired from using different models for various applications. The publications cited show how the scope and capabilities of validation approaches have evolved and improved with time. Though finding solution of how best to evaluate numerical values produced by models will remain an issue, a range of approaches do exist for improving the testing of model estimates. Our hope is that these approaches will continue to evolve.
Our historical reconstruction of the approaches serving the validation purposes, as presented in Section 3 ("Validation of models"), points towards three main outcomes achieved: disaggregation of validation statistics into basic components, introduction of validation criteria, and combination of statistics into synthetic indicators. Baseline thresholds of validation measures (extracted from the international literature and recapped in sub-section "Validation criteria") provide users with the modellers' perception of good/bad performance statistics. Such criteria are presented and discussed not only to make available reference values of possible use in future validation studies, but also they call on the need for using expert rules to guide the validation process. This review of the methods available for numerical testing has shown that greater value can be gained through combined use and rule-based aggregation of multiple approaches to achieve a more complete form of validation.
Advancements in these numerical testing methodologies for validation need to be put into structured frameworks comprised of processes such as sensitivity and uncertainty analyses (parameter and input variable appraisal), parameter optimization, model structure assessment (expert review), software testing, etc. As such, validation must be seen as an integral part of the overall model development and application process, whilst also encompassing the requirement for better data quality control and meta data recording. This places a greater emphasis on the need to include validation plans within model project proposals and a higher level of support for validation work by funding organisations. As shown, models may come in a variety of time and space resolutions and scales. Matching these scales and ensuring consistency in the overall model is not a trivial process and may be difficult to fully automate. Techniques to validate models need to be developed at the same pace with which the models themselves are created, improved and applied. Also, validation steps must be clearly stated, accessible, transparent, and understandable to non-modellers. As discussed in the context of the current knowledge, this can be achieved by means of reliability statistics, history of previous use, or personal preferences. However, details about validation techniques development go beyond the aim of this review, and a second paper on this broad topic may be arranged later as a natural evolution of what has already been presented.
