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Nesta dissertac¸a˜o e´ desenvolvida uma estrate´gia de estimac¸a˜o de estados
em dois esta´gios para incorporar medidas fasoriais a` estimac¸a˜o de estados em
sistemas de poteˆncia. O primeiro esta´gio consiste de um estimador conven-
cional, que processa apenas medidas oriundas do sistema SCADA. Nenhuma
restric¸a˜o e´ imposta ao seu algoritmo de soluc¸a˜o. O segundo esta´gio e´ formado
por um estimador que processa medidas fasoriais sincronizadas combinando-
as com o resultado do primeiro esta´gio, de modo a obter, em uma etapa de po´s
processamento, a estimativa final combinada dos dois sistemas de medic¸a˜o.
O segundo esta´gio e´ formulado em coordenadas retangulares, resultando
em um modelo de medic¸a˜o linear. Como consequeˆncia, na˜o e´ necessa´rio re-
correr a me´todos iterativos e a soluc¸a˜o e´ obtida de forma direta. A contrapar-
tida da mudanc¸a do sistema de coordenadas e´ que as caracterı´stica estatı´sticas
dos dados (e dos resultados do primeiro esta´gio) sa˜o alteradas. Ale´m disso,
as matrizes do problema passam a apresentar uma estrutura em blocos 2× 2.
Para solucionar o problema do segundo esta´gio foi desenvolvido um esti-
mador de estados ortogonal baseado nas rotac¸o˜es de Givens em blocos. Este
algoritmo, e a extensa˜o matricial das rotac¸o˜es ra´pidas de Givens, sa˜o desen-
volvimentos pro´prios deste trabalho que atendem a`s caracterı´sticas do pro-
blema do segundo esta´gio sem abrir ma˜o da robustez nume´rica.
A metodologia proposta e´ avaliada atrave´s de casos de estudo conduzidos
com os sistemas-teste de 14, 30 e 57 barras do IEEE. Resultados nume´ricos
indicam melhoria na qualidade das estimativas quando todas as propriedade
estatı´sticas e estruturais do problema do segundo esta´gio sa˜o consideradas
atrave´s do me´todo ortogonal baseados nas rotac¸o˜es de Givens em blocos.
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This thesis addresses a two-stage strategy to incorporate phasor measure-
ments to power system state estimation. The first stage consists of a conven-
tional state estimator, which processes measurements acquired from SCADA
systems only. No restriction is imposed upon its solution algorithm. The se-
cond stage processes phasor measurements combining them with the results
of the first stage in order to obtain, in a post-processing step, a final state es-
timate based on data from both measurement systems.
The second stage formulation makes use of rectangular coordinates, re-
sulting in a linear measurement model. Therefore, it is not necessary to rely
on iterative methods and the solution is directly obtained. The price to be
paid for this transformation is that the data statistical properties are modified.
Additionally, matrices of the measurement model of the second stage present
a 2× 2 block structure.
An orthogonal state estimator based on a block form of Givens rotations
has been developed in this thesis to solve the second stage. This algorithm,
and the extended matrix form of fast Givens rotations, are developments of
this thesis that meet the second stage requirements without compromising nu-
merical robustness.
Case studies are conducted on IEEE benchmark systems to evaluate the
proposed methodology. Numerical results indicates quality improvements in
the estimates when all statistical and structural properties of the second stage
are considered through the proposed method.

LISTA DE FIGURAS
Figura 1.1 Sistema de supervisa˜o e controle. . . . . . . . . . . . . . . . . . . . . . 26
Figura 1.2 Estrate´gia em dois esta´gios. . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figura 2.1 Transformador de Corrente. . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figura 2.2 Gra´fico de exatida˜o do TC de classe 0,3 [1]. . . . . . . . . . . . 32
Figura 2.3 Transformador de Potencial e Divisor de Potencial Ca-
pacitivo. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Figura 2.4 Esquema t´ıpico de medic¸a˜o de uma fase. . . . . . . . . . . . . . . 34
Figura 2.5 Sistema de supervisa˜o e controle do ONS [2]. . . . . . . . . . 37
Figura 2.6 Func¸a˜o densidade de probabilidade Gaussiana.. . . . . . . . 41
Figura 2.7 Func¸a˜o densidade de probabilidade Gaussiana norma-
lizada. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Figura 3.1 Representac¸a˜o fasorial. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figura 3.2 Sinal senoidal com per´ıodo diferente do per´ıodo de amos-
tragem. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figura 3.3 Sinais senoidais x(t) e y(t) amostrados nos mesmos ins-
tantes, δ − φ→ constante. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Figura 3.4 Principais elementos de uma PMU. [3] . . . . . . . . . . . . . . . . 47
Figura 3.5 Estrutura de um sistema de medic¸a˜o fasorial sincroni-
zada [4]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Figura 4.1 Func¸o˜es da estimac¸a˜o de estados. . . . . . . . . . . . . . . . . . . . . . 55
Figura 4.2 Fluxograma do Me´todo da Equac¸a˜o Normal . . . . . . . . . . 63
Figura 4.3 Inicializac¸a˜o de matrizes. O sobrescrito 0 indica valor
inicial. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
Figura 4.4 Rotac¸o˜es ra´pidas de Givens. Os c´ırculos indicam ele-
mentos atualizados, enquanto os quadrados indicam
rotac¸o˜es subsequentes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Figura 4.5 Fluxograma do me´todo sequencial ortogonal baseado
nas rotac¸o˜es ra´pidas de Givens.. . . . . . . . . . . . . . . . . . . . . . . 76
Figura 5.1 Inicializac¸a˜o de matrizes. O sobrescrito 0 indica valor
inicial. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Figura 5.2 Rotac¸o˜es ra´pidas de Givens em blocos. Os c´ırculos in-
dicam elementos atualizados, enquanto os quadrados
indicam rotac¸o˜es subsequentes. . . . . . . . . . . . . . . . . . . . . . . . 90
Figura 5.3 Fluxograma do me´todo sequencial ortogonal baseado
nas rotac¸o˜es ra´pidas de Givens em blocos. . . . . . . . . . . . . 91
Figura 6.1 Estrate´gia de estimac¸a˜o em dois esta´gios . . . . . . . . . . . . . 94
Figura 6.2 Fluxograma da soluc¸a˜o do segundo esta´gio linear via
me´todo sequencial ortogonal baseado nas rotac¸o˜es ra´pidas
de Givens em blocos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
Figura 6.3 Fluxograma da soluc¸a˜o do segundo esta´gio via me´todo
sequencial ortogonal baseado rotac¸o˜es ra´pidas de Gi-
vens escalares. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
Figura 7.1 Ambiente de simulac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Figura 7.2 Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 14 barras . 112
Figura 7.3 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo. 113
Figura 7.4 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo.
Foco no 2o esta´gio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
Figura 7.5 Ana´lise 1.A Plano de medic¸a˜o para o sistema IEEE 30 barras . . 114
Figura 7.6 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo. 115
Figura 7.7 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo.
Foco no 2o esta´gio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Figura 7.8 Ana´lise 1.A Diagrama unifilar do sistema IEEE 57 barras . . . . . 116
Figura 7.9 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo. 117
Figura 7.10 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo.
Foco no 2o esta´gio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Figura 7.11 Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 14 barras . 119
Figura 7.12 Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p . . . 120
Figura 7.13 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 14 barras. PMUs nas barras 1 e 2. . . . . . . 121
Figura 7.14 Ana´lise - 1.B Plano de medic¸a˜o para o sistema IEEE 30 barras . 122
Figura 7.15 Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p . . . 122
Figura 7.16 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 30 barras. PMUs nas barras 1, 2, 25 e 27. 123
Figura 7.17 Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p . . . 124
Figura 7.18 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 57 barras. PMUs nas barras 1, 2, 9, 10, 32
e 36. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Figura 7.19 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo. 127
Figura 7.20 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo. 128
Figura 7.21 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo. 129
Figura 7.22 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 14 barras. PMUs nas barras 1 e 2. . . . . . . 131
Figura 7.23 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 30 barras. PMUs nas barras 1, 2, 25 e 27. 132
Figura 7.24 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 57 barras. PMUs nas barras 1, 2, 9, 10, 32
e 36. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Figura 7.25 Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 14 barras . . . 135
Figura 7.26 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 14 barras. PMUs nas barras 1, 10 e 11. . . 136
Figura 7.27 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 14 barras. PMUs nas barras 1, 10 e 11.
Foco no 2o esta´gio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
Figura 7.28 Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 30 barras . . . 137
Figura 7.29 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 30 barras. PMUs nas barras 1, 18 e 19. . . 138
Figura 7.30 Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra
para o sistema IEEE 30 barras. PMUs nas barras 1, 18 e 19.
Foco no 2o esta´gio. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Figura A.1 Modelo de linha de transmissa˜o e transformadores. . . . 147

LISTA DE TABELAS
Tabela 1 Rede Supervisionada e Modelagem do sistema do ONS [5] 55
Tabela 2 Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 14 barras 112
Tabela 3 Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 14
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
Tabela 4 Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 30 barras 114
Tabela 5 Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 30
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
Tabela 6 Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 57 barras 117
Tabela 7 Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 57
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
Tabela 8 Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 14 barras . 119
Tabela 9 Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 14
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
Tabela 10 Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 30 barras . 121
Tabela 11 Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 30
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
Tabela 12 Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 57 barras . 124
Tabela 13 Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 57
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
Tabela 14 Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 14
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
Tabela 15 Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 30
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
Tabela 16 Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 57
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Tabela 17 Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 14
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Tabela 18 Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 30
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Tabela 19 Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 57
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
Tabela 20 Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 14 barras . . 135
Tabela 21 Erro vetorial total me´dio para a Ana´lise 4 do sistema IEEE 14
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
Tabela 22 Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 30 barras . . 137
Tabela 23 Erro vetorial total me´dio para a Ana´lise 4 do sistema IEEE 30
barras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Tabela 24 Dados de Barra do Sistema IEEE 14 Barras . . . . . . . . . . 155
Tabela 25 Dados de Linha do Sistema IEEE 14 Barras . . . . . . . . . . 155
Tabela 26 Dados de Barra do Sistema IEEE 30 Barras . . . . . . . . . . 159
Tabela 27 Dados de Linha do Sistema IEEE 30 Barras . . . . . . . . . . 160
Tabela 29 Dados de Linha do Sistema IEEE 57 Barras . . . . . . . . . . 163
Tabela 29 Dados de Linha do Sistema IEEE 57 Barras . . . . . . . . . . 164
Tabela 28 Dados de Barra do Sistema IEEE 57 Barras . . . . . . . . . . 165
LISTA DE ABREVIATURAS E SIGLAS
ABNT Associac¸a˜o Brasileira de Normas Te´cnicas
ANEEL Ageˆncia Nacional de Energia Ele´trica
CAG Controle Automa´tico de Gerac¸a˜o
CCEE Caˆmara de Comercializac¸a˜o de Energia Ele´trica
CD Concentradores de Dados
CNOS Centro Nacional de Operac¸a˜o do Sistema
CORS Centro de Operac¸a˜o Regional do Sistema
COS Centro de Operac¸a˜o do Sistema
EMS Energy Management System
FCR Fator de Correc¸a˜o de Relac¸a˜o
FFT Fast Fourier Transform
GSP Grupo de Sistemas de Poteˆncia
IED Intelligent Electronic Device
KEMA Keuring Van Electrotechnische Materialen
ONS Operador Nacional do Sistema
PDC Phasor Data Concentrator
PMU Phasor Measurement Unit
RGR Rede de Gerenciamento Remoto
RTC Relac¸a˜o de Transformac¸a˜o do TC
RTM Regulamento Te´cnico Metrolo´gico
SCADA Sistemas de Supervisa˜o e Aquisic¸a˜o de Dados
SIN Sistema Interligado Nacional
SMFS Sistemas de Medic¸a˜o Fasorial Sincronizada
SPQR Soma Ponderada dos Quadrados dos Res´ıduos
SSCL Sistema de Supervisa˜o e Controle Local
TC Transformador de Corrente
TPC Transformador de Potencial Capacitivo
THD Distorc¸a˜o Harmoˆnica Total
TP Transformador de Potencial
TVE Erro Vetorial Total
UTC Universal Time Coordinate
UTR Unidade Terminal Remota

SUMA´RIO
1 INTRODUC¸A˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.1 Ana´lise de Seguranc¸a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Sistemas de Medic¸a˜o e Estimac¸a˜o de Estados . . . . . . . . . . . . . . 27
1.3 Objetivos, Contribuic¸o˜es e Organizac¸a˜o da Dissertac¸a˜o . . . . . 29
2 SISTEMAS DE MEDIC¸A˜O E SUPERVISA˜O . . . . . . . . . . . . . . 31
2.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 Transformadores de Instrumentac¸a˜o . . . . . . . . . . . . . . . . . . . . . . 31
2.3 Erros de Medic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4 Sistema SCADA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.5 Quantidades Monitoradas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.6 Taxas de Amostragem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.7 Considerac¸o˜es para a Estimac¸a˜o de Estados . . . . . . . . . . . . . . . 40
2.8 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3 SISTEMA DE MEDIC¸A˜O FASORIAL SINCRONIZADA . . . . . 43
3.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Definic¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3 Erros de Medic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4 Requisitos de Desempenho . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Fasores Monitorados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Sistema de Telecomunicac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.7 Taxas de Amostragem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.8 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4 ESTIMAC¸A˜O DE ESTADOS . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.1.1 Modelo de Medic¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 Formulac¸a˜o Matema´tica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Informac¸a˜o a` priori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Me´todos de Soluc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3.1 Me´todo da Equac¸a˜o Normal . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3.1.1 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.3.1.2 Condicionamento Nume´rico da Matriz de Ganho . . . . . . . . 63
4.3.2 Me´todo Ortogonal-Sequencial . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.2.1 Rotac¸o˜es de Givens . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3.2.2 Soluc¸a˜o via Rotac¸o˜es de Givens . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.2.3 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5 ME´TODOSEQUENCIALORTOGONALBASEADONASRO-
TAC¸O˜ES DE GIVENS EM BLOCOS . . . . . . . . . . . . . . . . . . . . . 79
5.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Rotac¸a˜o de Givens em Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Soluc¸a˜o via Rotac¸o˜es de Givens em Blocos . . . . . . . . . . . . . . . . 85
5.4 Algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6 ESTRATE´GIA EM DOIS ESTA´GIOS PARA INCLUSA˜O DE
MEDIDAS FASORIAIS NA EESP . . . . . . . . . . . . . . . . . . . . . . . 93
6.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.2 Implementac¸a˜o do Segundo Esta´gio . . . . . . . . . . . . . . . . . . . . . . 96
6.2.1 Transformac¸a˜o de Coordenadas e Propriedades Estat´ısticas 96
6.2.2 Formulac¸a˜o do Estimador de Estados . . . . . . . . . . . . . . . . . . . 100
6.3 Soluc¸a˜o via Me´todo Ortogonal Baseado nas Rotac¸o˜es Ra´pi-
das de Givens em Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.4 Soluc¸a˜o via Me´todo da Equac¸a˜o Normal com Ponderac¸a˜o em
Blocos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.4.1 Resultados do Primeiro Esta´gio Considerados como Pseu-
domedidas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.4.2 Resultados do Primeiro Esta´gio Considerados com Informac¸a˜o
A Priori . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.5 Soluc¸a˜o via Me´todo Ortogonal baseado nas Rotac¸o˜es Ra´pi-
das de Givens Escalares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.6 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7 RESULTADOS NUME´RICOS . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.2 Ambiente de Simulac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.3 Considerac¸o˜es e Me´tricas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.4 Ana´lise 1: Qualidade geral das estimativas . . . . . . . . . . . . . . . . 111
7.4.1 Caso A: Sistema ele´trico observa´vel com medidas fasoriais . 111
7.4.2 Caso B: Sistema ele´trico na˜o observa´vel com medidas fa-
soriais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.4.3 Considerac¸o˜es para a Ana´lise 1 . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.5 Ana´lise 2: Correc¸a˜o do bias na me´dia dos erros em coorde-
nadas retangulares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
7.5.1 Considerac¸o˜es para a Ana´lise 2 . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.6 Ana´lise 3: Erros Grosseiros em Medidas Fasoriais . . . . . . . . . . 130
7.6.1 Considerac¸o˜es para a Ana´lise 3 . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.7 Ana´lise 4: Medidas Fasoriais Complementando a Observabi-
lidade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.7.1 Considerac¸o˜es para a Ana´lise 4 . . . . . . . . . . . . . . . . . . . . . . . . . 139
7.8 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
8 CONCLUSA˜O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.1 Considerac¸o˜es Finais . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
8.2 Sugesto˜es para Trabalhos Futuros . . . . . . . . . . . . . . . . . . . . . . . . 144
APEˆNDICE A -- Modelo dos Elementos da Rede e Medidas . . . . . . 147
ANEXO A -- Sistema teste IEEE 14 barras . . . . . . . . . . . . . . . . . . . 155
ANEXO B -- Sistema teste IEEE 30 barras . . . . . . . . . . . . . . . . . . . 159
ANEXO C -- Sistema teste IEEE 57 barras . . . . . . . . . . . . . . . . . . . 163
REFEREˆNCIAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

25
1 INTRODUC¸A˜O
1.1 Ana´lise de Seguranc¸a
A evoluc¸a˜o dos sistemas de poteˆncia na segunda metade do se´culo
20, com um aumento expressivo da carga e a necessidade de se integrar
diversos sistemas em uma u´nica malha ele´trica, resultou no aumento
da complexidade de operac¸a˜o e supervisa˜o. Paralelamente, as tecnolo-
gias de transmissa˜o e processamento de dados possibilitaram o desen-
volvimento de uma estrutura centralizada de controle e telecomando.
Tal estrutura tem como base dois sistemas: o controle automa´tico de
gerac¸a˜o e o controle superviso´rio (incorporando func¸o˜es de controle,
monitoramento e otimizac¸a˜o).
A operac¸a˜o/monitorac¸a˜o em tempo real constitui tradicional-
mente uma extensa˜o do sistema SCADA (Supervisory Control and Data
Aquisition) e permite a execuc¸a˜o de func¸o˜es relacionadas a` seguranc¸a
operativa. Os mesmos canais de transmissa˜o de dados do sistema
SCADA sa˜o utilizados para comandar os componentes do sistema.
No Brasil, os crite´rios de desempenho na operac¸a˜o do sistema inter-
ligado nacional (SIN) sa˜o definidos pelo Operador Nacional do Sis-
tema ele´trico (ONS) e homologados pela Ageˆncia Nacional de Energia
Ele´trica (ANEEL) atrave´s dos Procedimentos de Rede [6].
O principal objetivo dos operadores de sistemas ele´tricos e´ man-
ter o sistema em um estado normal e seguro. Para isso, e´ necessa´rio
monitorac¸a˜o das varia´veis ele´tricas, identificac¸a˜o do ponto de operac¸a˜o
e conhecimento de procedimentos corretivos e preventivos. O estudo do
controle e operac¸a˜o, de um ponto de vista sisteˆmico, e´ conhecido como
ana´lise de seguranc¸a. A primeira etapa da ana´lise de seguranc¸a consiste
na aquisic¸a˜o de medidas analo´gicas e digitais. Nos centros de operac¸a˜o
do sistema (COS), as informac¸o˜es agregadas pelo sistema SCADA ali-
mentam o EMS (energy management system), que e´ o conjunto de
aplicativos, redes de computadores e interfaces homem-ma´quina que
subsidiam os operadores na tomada de decisa˜o em tempo real. Na Fi-
gura 1.1 e´ apresentado o esquema t´ıpico da estrutura de um sistema de
supervisa˜o e controle (SSC).
O SSC opera em tempo-real, ou seja, deve disponibilizar res-
postas a`s func¸o˜es requeridas em intervalos restritos de tempo. Este
requisito torna necessa´rio que os sistemas computacionais associados a`
operac¸a˜o sejam ra´pidos, independentemente da situac¸a˜o e do proces-
samento efetuado. O requisito temporal torna imperativo o desenvol-
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Figura 1.1 – Sistema de supervisa˜o e controle.
vimento de algoritmos computacionalmente robustos e eficientes. Os
aplicativos ba´sicos que constituem o EMS realizam das seguintes ativi-
dades:
 Configurador de redes: configurac¸a˜o topolo´gica do modelo da rede
ele´trica baseada nas telemedidas digitais recebidas em tempo real;
 Estimador de estados: estimac¸a˜o dos estados (tensa˜o complexa
nas barras) a partir das telemedidas analo´gicas recebidas em
tempo real e subsequente gerac¸a˜o de modelo da rede ele´trica para
o instante corrente;
 Analisador de contingeˆncias: ana´lise de contingeˆncias para re-
gime permanente por meio de simulac¸o˜es de perda de equipa-
mentos no modelo corrente da rede ele´trica, obtido do Estimador
de estados;
 Despacho econoˆmico: redespacho dos recursos de poteˆncia ativa
e/ou reativa, por meio de simulac¸o˜es, visando indicar todos os
controles o´timos a serem implementados para a eliminac¸a˜o de
violac¸o˜es detectadas;
 Ana´lise dinaˆmica: ana´lise da seguranc¸a dinaˆmica em tempo real
por meio de estudos de estabilidade, com simulac¸a˜o de variac¸a˜o
de intercaˆmbios e perda de equipamentos;
 Controle Automa´tico de Gerac¸a˜o – CAG: processo sisteˆmico que
viabiliza a manutenc¸a˜o da frequeˆncia e/ou do intercaˆmbio entre
a´reas do sistema ele´trico, por meio de recursos de controle que
atuam em usinas ou unidades geradoras.
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1.2 Sistemas de Medic¸a˜o e Estimac¸a˜o de Estados
Tradicionalmente o sistema de aquisic¸a˜o de dados e´ baseado no
sistema SCADA. Esta infraestrutura de telecomunicac¸o˜es alimenta to-
das as func¸o˜es de ana´lise e controle dos sistemas ele´tricos. A respeito
da condic¸a˜o operativa do sistema ele´trico, o SCADA disponibiliza me-
didas brutas das varia´veis ele´tricas ale´m de medidas digitais de estados
de disjuntos e chaves. Este procedimento e´ incompleto, uma vez que
na˜o ha´ nenhum tipo de tratamento dos dados recebidos e na˜o ha´ in-
formac¸a˜o a respeito de varia´veis na˜o monitoradas. Essa limitac¸a˜o sobre
a observac¸a˜o do estado operativo expo˜e a fragilidade da operac¸a˜o, uma
vez que a ocorreˆncia de um erro grosseiro de medic¸a˜o pode levar o ope-
rador a adotar ac¸o˜es erradas, que podem comprometer a seguranc¸a do
sistema.
Com requisitos cada vez mais rigorosos sendo impostos a confi-
abilidade e continuidade do suprimento de energia ele´trica, tornou-se
essencial que operadores tenham a` disposic¸a˜o informac¸o˜es completas
e confia´veis sobre fluxos de poteˆncia, n´ıveis de carregamento, limites
operacionais, etc. Nesse sentido e´ imprescind´ıvel a obtenc¸a˜o de um mo-
delo esta´tico real do ponto de operac¸a˜o da rede que seja, tanto quanto
poss´ıvel, insens´ıvel aos poss´ıveis erros de medic¸a˜o. A Estimac¸a˜o de
Estados em Sistemas de Poteˆncia (EESP) surgiu na de´cada de 70 a
partir do trabalho de Fred Schweppe [7–9], e se estabeleceu ao longo
dos anos como ferramenta capaz de contornar as dificuldades de iden-
tificar erros de medic¸a˜o e fornecer um modelo esta´tico confia´vel. O
estimador de estados e´ uma ferramenta matema´tica que processa te-
lemedidas redundantes (geralmente magnitude de tensa˜o e corrente,
injec¸a˜o de poteˆncia ativa/reativa e fluxo de poteˆncia ativa/reativa),
considerando a existeˆncia de erros inerentes ao processo de medic¸a˜o, e
fornece o modelo esta´tico corrente da rede ele´trica. Adicionalmente e´
poss´ıvel identificar erros grosseiros (analo´gicos ou digitais) e determinar
varia´veis ele´tricas na˜o monitoradas.
O estimador de estados recebe telemedidas digitais e analo´gicas
obtidas pelo sistema SCADA a intervalos de tempo restritos, processan-
do-as conjuntamente com dados relativos a` topologia e aos paraˆmetros
ele´tricos de linhas de transmissa˜o e de transformadores. Os paraˆmetros
ele´tricos e topolo´gicos sa˜o obtidos a partir de um banco de dados
esta´tico e do configurador de redes. O resultado do estimador de es-
tados sa˜o os fasores das tenso˜es complexas em todas as barras e, a
partir deles, e´ poss´ıvel se calcular as demais varia´veis ele´tricas de inte-
resse, como fluxos de poteˆncia, corrente nos ramos, injec¸o˜es de poteˆncia,
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mo´dulos de tensa˜o, etc.
Apo´s a introduc¸a˜o dos conceitos fundamentais da estimac¸a˜o de
estados, houve um grande esforc¸o de engenheiros e pesquisadores ao
longo das de´cadas seguintes no sentido de desenvolver algoritmos e ar-
quiteturas cada vez mais robustas, confia´veis e eficientes para a soluc¸a˜o
do problema. Entre estes avanc¸os pode-se citar: te´cnicas de detecc¸a˜o
e identificac¸a˜o de erros grosseiros em medidas [10–12]; processamento
de erros de topologia [13–15]; ana´lise de observabilidade topolo´gica e
nume´rica [16–19]; estimadores desacoplados [20,21], ortogonais [22–26],
h´ıbridos [27], com restric¸o˜es de igualdade [28], baseados na matriz au-
mentada [29, 30], me´todo de Peters e Wilkinson [31], etc. A estimac¸a˜o
de estados se revelou um terreno amplo e muito rico, onde diversas
contribuic¸o˜es foram e continuam a ser feitas ate´ hoje.
Uma a´rea de interesse que tem motivado estudos recentes esta´
ligada a` inclusa˜o de medidas fasoriais na estimac¸a˜o de estados, sendo
este o foco principal desta dissertac¸a˜o. O sistema de medic¸a˜o fasorial
sincronizada (SMFS) constitui um avanc¸o tecnolo´gico recente, e per-
mite a medic¸a˜o direta dos fasores de sequeˆncia positiva de tensa˜o e de
corrente. Embora esse novo tipo de medida na˜o tenha sido desenvol-
vida especificamente para a aplicac¸a˜o em estimac¸a˜o de estados, a sua
disponibilidade na˜o pode ser negligenciada. Uma vez dispon´ıveis medi-
das diretas de fasores, surge a questa˜o de como incluir esse tipo de dado
nos estimadores de modo a melhorar a qualidade final das estimativas,
complementar a observabilidade, aperfeic¸oar a detecc¸a˜o de erros gros-
seiros, etc. E´ importante notar que as medidas fasoriais diferem das
medidas provenientes do sistema SCADA em qualidade, quantidade e
forma de aquisic¸a˜o. Portanto, a sua utilizac¸a˜o impo˜e novos desafios.
Especificamente, o objetivo desta dissertac¸a˜o e´ o desenvolvi-
mento de uma estrate´gia de estimac¸a˜o de estados em dois esta´gios,
onde inicialmente sa˜o processadas as medidas provenientes do sistema
SCADA e em um esta´gio posterior as medidas fasoriais, conforme a
Figura 1.2. Como sera´ detalhado posteriormente, o segundo esta´gio e´
composto por um estimador ortogonal em blocos que foi desenvolvido
especialmente para este propo´sito, e que constitui a maior contribuic¸a˜o
deste trabalho.
A vantagem de uma te´cnica em dois esta´gios e´ que na˜o ha´ a ne-
cessidade de se substituir os estimadores em uso atualmente nos centros
de operac¸a˜o de sistemas ele´tricos de poteˆncia. Ale´m disso, a infraes-
trutura de aquisic¸a˜o de dados do estimador tradicional tambe´m pode
ser mantida intacta, sendo que apenas um mo´dulo adicional e´ incor-
porado. E´ sensato vislumbrar que, a longo prazo, quando as medidas
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Figura 1.2 – Estrate´gia em dois esta´gios.
fasoriais estiverem amplamente difundidas nos sistemas de energia, os
estimadores de estados baseados no sistema SCADA sejam substitu´ıdos
por estimadores h´ıbridos, capazes de processar medidas proveniente de
diferentes sistemas de medic¸a˜o. Em um cena´rio de curto e me´dio prazo,
na˜o se espera que as medidas fasoriais estejam dispon´ıveis de forma a
justificar o investimento na substituic¸a˜o completa das ferramentas atu-
almente em uso, legitimando assim a adoc¸a˜o de soluc¸o˜es intermedia´rias.
1.3 Objetivos, Contribuic¸o˜es e Organizac¸a˜o da Dissertac¸a˜o
O objetivo desta dissertac¸a˜o e´ propor uma estrate´gia de es-
timac¸a˜o de estados em dois esta´gios para incorporar medidas fasoriais
sincronizadas a` estimac¸a˜o de estados. Nessa arquitetura, o primeiro
esta´gio e´ constitu´ıdo de um estimador de estados tradicional, que pro-
cessa medidas provenientes do sistema SCADA. Nenhuma restric¸a˜o e´
imposta ao algoritmo de soluc¸a˜o desse esta´gio. O segundo esta´gio e´
composto de um estimador de estados sequencial ortogonal em coor-
denadas retangulares baseado nas rotac¸o˜es de Givens em blocos. A
transformac¸a˜o de coordenadas polar para retangular e´ deseja´vel, uma
vez que a formulac¸a˜o do segundo esta´gio se torna linear. Este pro-
cesso na˜o e´ uma linearizac¸a˜o: de fato, a formulac¸a˜o no novo sistema
de coordenadas e´ linear. O me´todo ortogonal de soluc¸a˜o empregado
no segundo esta´gio foi desenvolvido especialmente para este propo´sito
em vista do apelo da estrutura matricial do problema transformado, da
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necessidade de se considerar aspectos estat´ısticos que seriam negligenci-
ados de outra forma, e da robustez nume´rica propiciada pelos me´todos
ortogonais. E´ importante frisar que a extensa˜o das rotac¸o˜es ra´pidas
de Givens para a forma em blocos utilizada no segundo esta´gio e´ uma
contribuic¸a˜o do autor e de seu orientador.
Neste trabalho, inicialmente e´ feita uma descric¸a˜o dos sistemas
de medic¸a˜o tradicionais baseados no SCADA e do sistema de medic¸a˜o
fasorial sincronizada, fazendo um breve comparativo. Posteriormente
sa˜o introduzidos os conceitos gerais de estimac¸a˜o de estados, me´todos
de soluc¸a˜o tradicionais e formulac¸a˜o matema´tica. A estrate´gia em dois
esta´gios e todo detalhamento matema´tico do algoritmo sa˜o aborda-
dos nos cap´ıtulos seguintes. Finalmente, os cap´ıtulos finais trazem os
resultados nume´ricos das simulac¸o˜es computacionais, seguidos das con-
cluso˜es e sugesto˜es para trabalhos futuros.
Cap´ıtulo 2 Este cap´ıtulo aborda os principais aspectos dos sistemas
de medic¸a˜o e do sistema SCADA. E´ apresentada uma breve dis-
cussa˜o sobre instrumentac¸a˜o, erros de medic¸a˜o, infraestrutura de
aquisic¸a˜o e processamento de dados, taxas de amostragem, qua-
lidade de medidas, etc;
Cap´ıtulo 3 Apresenta as principais caracter´ısticas do sistema de me-
dic¸a˜o fasorial sincronizada, abordando, de forma comparativa, as
diferenc¸as em relac¸a˜o ao sistema SCADA;
Cap´ıtulo 4 Descreve a estimac¸a˜o de estados, apresentando sua for-
mulac¸a˜o matema´tica, subproblemas, interpretac¸o˜es e principais
me´todos de soluc¸a˜o;
Cap´ıtulo 5 Este cap´ıtulo apresenta a maior contribuic¸a˜o deste traba-
lho. Nele e´ descrito em detalhes o desenvolvimento matema´tico
do algoritmo baseado nas rotac¸o˜es de Givens em blocos;
Cap´ıtulo 6 Apresenta a estrate´gia de estimac¸a˜o de estados em dois
esta´gios, descrevendo a formulac¸a˜o matema´tica em coordenadas
retangulares e todos os aspectos estat´ısticos do problema trans-
formado;
Cap´ıtulo 7 Descreve os detalhes da implementac¸a˜o computacional e
apresenta os resultados das simulac¸o˜es. Tambe´m sa˜o avaliados
comparativamente os resultados de outros me´todos de soluc¸a˜o.
Cap´ıtulo 8 Sa˜o apresentadas as principais concluso˜es sobre o trabalho
e sugesto˜es para trabalhos futuros.
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2 SISTEMAS DE MEDIC¸A˜O E SUPERVISA˜O
2.1 Introduc¸a˜o
A medic¸a˜o de grandezas ele´tricas e´ um importante processo do
qual dependem as principais func¸o˜es de gerenciamento de sistemas de
poteˆncia. A monitorac¸a˜o em alta e extra-alta tensa˜o na˜o e´ trivial, e
envolve uma cascata de equipamentos desde transformadores de ins-
trumentac¸a˜o ate´ os sistemas de telecomunicac¸a˜o que transportam os
dados para os centros de controle.
Este cap´ıtulo reveˆ as principais caracter´ısticas dos sistemas de
medic¸a˜o e da infraestrutura de supervisa˜o e controle baseados nos sis-
tema SCADA atualmente em uso nos centros de operac¸a˜o de sistemas
de poteˆncia.
2.2 Transformadores de Instrumentac¸a˜o
O processo de medic¸a˜o se inicia com os transformadores de ins-
trumentac¸a˜o de potencial (TP) e de corrente (TC). Esses instrumentos
sa˜o responsa´veis por reproduzir em menor escala as tenso˜es e correntes
dos equipamentos de gerac¸a˜o, transmissa˜o e distribuic¸a˜o. A medic¸a˜o
de grandezas da ordem de centenas de milhares de Volts ou alguns
milhares Amperes e´ impratica´vel de forma direta. Os transdutores as-
sociados aos equipamento de medic¸a˜o operam na faixa de centenas de
Volts e poucos Amperes, de modo que a interface entre esses equipa-
mentos e a rede necessariamente deve ser feita pelos transformadores
de instrumentac¸a˜o. No Brasil, a classe de exatida˜o dos TCs e TPs e´
definida pela ABNT, que tambe´m especifica os crite´rios de desempenho
deste equipamento.
Os transformadores de corrente (TCs) sa˜o ligados em se´rie com
o ramo monitorado e fornecem no seu enrolamento secunda´rio uma cor-
rente proporcional a` corrente fluindo pelo prima´rio. Os amper´ımetros
sa˜o ligados em se´rie com o secunda´rio do TC e monitoram a re´plica da
corrente da rede. Os TCs se dividem em dois grandes grupos: os de
protec¸a˜o e os de medic¸a˜o. Os TCs de medic¸a˜o operam em faixas mais
estreitas de classe de exatida˜o, pore´m saturam para corrente muito
acima da nominal. Ja´ os TCs para protec¸a˜o sa˜o fabricados para supor-
tar as correntes de falta, possuindo normalmente uma classe exatida˜o
inferior. A Figura 2.1 mostra o esquema t´ıpico de ligac¸a˜o do TC.
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Figura 2.1 – Transformador de Corrente.
A NBR 6856 [1] estabelece dois tipos de erros para os transfor-
madores de corrente: erro de aˆngulo de fase e erro de transformac¸a˜o.
O erro de aˆngulo e´ a diferenc¸a angular entre os fasores de corrente
prima´ria e secunda´ria. Ja´ o erro de transformac¸a˜o e´ a diferenc¸a en-
tre a magnitude da corrente do prima´rio e a corrente do secunda´rio
(considerada a relac¸a˜o de transformac¸a˜o).
A amplitude ma´xima dos erros na corrente secunda´ria e´ fixa para
cada classe e definida na NBR 6856 a partir de um paralelogramo de
exatida˜o, sendo considerados tanto os erros de transformac¸a˜o quanto
os de aˆngulo de fase. Para um TC da classe 0,3, por exemplo, operando
pro´ximo a` corrente nominal e com carga dentro do limite de sua classe,
e´ esperado que o erro de magnitude de corrente seja no ma´ximo ±0, 3%
e que o erro de aˆngulo seja no ma´ximo ±30 minutos (0,5 grau), respei-
tados os limites do paralelogramo. A figura 2.2 apresenta o gra´fico de
exatida˜o para um TC da classe 0,3.
Figura 2.2 – Gra´fico de exatida˜o do TC de classe 0,3 [1].
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O transformador de potencial (TP) e´ um transformador de ins-
trumentac¸a˜o que reproduz no seu secunda´rio uma re´plica da tensa˜o
da rede. Os TPs sa˜o unidades monofa´sicas ligadas em paralelo com o
ramo monitorado. Para medic¸a˜o de tenso˜es acima de 69kV e´ comum
o emprego de divisores de potencial capacitivos associados ao TP de
induc¸a˜o tradicional. O divisor capacitivo e´ formado por bancos de ca-
pacitores se´rie com o objetivo de reduzir a tensa˜o prima´ria para n´ıveis
adequados ao transformador indutivo. O conjunto formado pelo divi-
sor capacitivo acoplado a um transformador de potencial tradicional
e´ chamado transformador de potencial capacitivo(TPC). A Figura 2.3
mostra um esquema t´ıpico de ligac¸a˜o de um TPC.
Alimentador
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Figura 2.3 – Transformador de Potencial e Divisor de Potencial Capa-
citivo.
Segundo a NBR 6855 [32], os erros na tensa˜o secunda´ria dos
transformadores de potencial sa˜o divididos em dois grupos: erro de
aˆngulo de fase e erro de relac¸a˜o de transformac¸a˜o. O erro de aˆngulo de
fase e´ o defasamento angular entre a tensa˜o no prima´rio e a tensa˜o no
secunda´rio. Ja´ o erro de relac¸a˜o de transformac¸a˜o e´ a diferenc¸a entre a
magnitude da tensa˜o do prima´rio e a tensa˜o do secunda´rio (considerada
a relac¸a˜o de transformac¸a˜o).
A classe de exatida˜o dos TPs e´ func¸a˜o do erro de relac¸a˜o de
transformac¸a˜o e do erro de aˆngulo. Um TP esta´ dentro de sua classe
se para qualquer carga, variando de 0% a 100% da carga nominal, os
erros se encontram dentro do paralelogramo de exatida˜o da classe do
equipamento [32]. Para um TP da classe 1,2, por exemplo, operando
pro´ximo a` tensa˜o nominal, e´ esperado que o erro de relac¸a˜o de trans-
formac¸a˜o seja da ordem de ±1, 2% e que o erro de aˆngulo seja da ordem
de ±60 minutos (1 grau), respeitado os limites do paralelogramo.
A Figura 2.4 apresenta um esquema t´ıpico de medic¸a˜o de um
condutor de fase.
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Figura 2.4 – Esquema t´ıpico de medic¸a˜o de uma fase.
2.3 Erros de Medic¸a˜o
As medidas carregam erros inerentes ao sistema de medic¸a˜o.
Quanto a` qualidade dos instrumentos, dois paraˆmetros sa˜o normal-
mente utilizados para caracteriza´-la: a precisa˜o e a exatida˜o. A precisa˜o
indica o grau dispersa˜o de medidas de uma mesma grandeza, uma qua-
lidade relacionada a` repetibilidade e esta´ ligada aos erros aleato´rios. Ja´
a exatida˜o indica o grau de afastamento do valor medido em relac¸a˜o ao
valor verdadeiro, e esta´ ligada aos erros sistema´ticos. Na documentac¸a˜o
te´cnica, normalmente a qualidade de um equipamento e´ caracterizada
por sua classe de exatida˜o. Este ı´ndice indica o limite do erro ma´ximo
de um instrumento (normalmente expresso em valor percentual) [1,32].
O erro total de um sistema de medic¸a˜o na˜o e´ apenas func¸a˜o da
classe individual de cada equipamento. Diversos fatores, como acopla-
mento magne´tico e ele´trico, harmoˆnicos, induc¸o˜es, carga elevada, etc,
podem influenciar na ocorreˆncia de erros adicionais [33]. Ale´m disso,
na pra´tica os canais de instrumentac¸a˜o sofrem constantes mudanc¸as, ao
passo que rele´s e medidores sa˜o instalados e substitu´ıdos. Um medidor
defeituoso, ou instalado de forma incorreta, pode, por exemplo, intro-
duzir erros em medidores adjacentes quando compartilham um mesmo
canal de instrumentac¸a˜o [33].
No Brasil, para assegurar que os equipamentos de instrumentac¸a˜o
pertencentes ao Sistema Interligado Nacional (SIN) operem adequada-
mente, sa˜o definidos requisitos mı´nimos de desempenho, descritos no
Submo´dulo 2.7 [2] dos Procedimentos de Rede, elaborado pelo Opera-
dor Nacional do Sistema ele´trico (ONS).
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Para a telesupervisa˜o, o submo´dulo 2.7 dos Procedimentos de
Rede [2] define os crite´rios de qualidade dos dados recebidos pelos cen-
tros de operac¸a˜o da seguinte forma:
“Todas as medic¸o˜es de tensa˜o devem ser efetuadas por equipa-
mentos cuja classe de precisa˜o garanta uma exatida˜o mı´nima de 1%. As
medic¸o˜es das demais grandezas analo´gicas devem garantir uma exatida˜o
mı´nima de 2%. Tal exatida˜o deve englobar toda a cadeia de equipa-
mentos utilizados, tais como transformadores de corrente, de tensa˜o,
transdutores, conversores analo´gico/digital, etc.”
Erros aleato´rios de medic¸a˜o existem em toda a cascata de instru-
mentac¸a˜o e sa˜o consequeˆncia da precisa˜o finita de medidores, transfor-
madores e canais de medic¸a˜o. Nos transformadores de instrumentac¸a˜o
podem ainda ocorrer erros causados pela caracter´ıstica na˜o linear do
nu´cleo ferromagne´tico, pela magnitude da corrente de magnetizac¸a˜o e
pelo montante de carga conectada ao seu secunda´rio [34]. Nos medi-
dores podem ocorrer erros causados por ligac¸a˜o e calibrac¸a˜o incorre-
tas, ru´ıdos de medic¸a˜o, falhas no sistema de comunicac¸a˜o, idade dos
equipamentos, grandes variac¸o˜es de temperatura, na˜o linearidades do
transdutor, etc [35].
Os cabos de instrumentac¸a˜o conectam os transformadores aos
rele´s e medidores atrave´s de longas distaˆncias dentro de uma subestac¸a˜o.
Em algumas situac¸o˜es a impedaˆncia do cabo pode representar uma
carga adicional aos transformadores, podendo ainda deteriorar signi-
ficativamente a qualidade das medidas [36, 37]. Ale´m disso, os cabos
compartilham canaletas e tubulac¸o˜es com outros circuitos de diferen-
tes finalidades, sofrendo perturbac¸o˜es como: aquecimento, acoplamento
magne´tico e ele´trico, harmoˆnicos, induc¸o˜es, etc [33]. Em geral, os erros
decorrentes dos transformadores de instrumentac¸a˜o e cabos sa˜o muito
maiores que os erros dos pro´prios medidores, sendo aqueles as principais
fontes de erros em medidas em sistemas de poteˆncia [36].
Outra questa˜o importante diz respeito a` correlac¸a˜o entre erros
de medic¸a˜o. Os erros de medidas em sistemas de poteˆncia sa˜o rotinei-
ramente consideradas na˜o correlacionados. Pore´m, visto que diversos
medidores compartilham os mesmos canais, e´ razoa´vel inferir que possa
haver correlac¸a˜o entre erros. Os erros podem ainda ser correlacionados
quando sa˜o criadas medidas de fluxo/injec¸a˜o de poteˆncia a partir de
tensa˜o e corrente. Em [38] sa˜o abordadas questo˜es sobre a correlac¸a˜o
entre erros de medic¸a˜o. Mostra-se que, se ha´ uma significativa cor-
relac¸a˜o, a qualidade dos resultados dos aplicativos do EMS pode ser
deteriorada.
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Os erros de medic¸a˜o podem ainda ser classificados como grossei-
ros. Este tipo de erro se caracteriza por ser de magnitude va´rias ordens
de grandeza superior a` do erro ma´ximo do sistema de medic¸a˜o, con-
siderando a classe de exatida˜o dos equipamentos que o compo˜em. Os
erros grosseiros podem ser causados por instrumentos defeituosos, mo-
delagem incorreta de pseudomedidas, erro nos canais de comunicac¸a˜o,
etc.
2.4 Sistema SCADA
A supervisa˜o e controle de sistemas de energia tradicionalmente
e´ feita com uma infraestrutura de telecomunicac¸a˜o que, coordenada por
software, monitora e envia sinais de comando a diversas partes da rede
ele´trica. O sistema de hardware e software responsa´vel por esta moni-
torac¸a˜o/supervisa˜o e´ chamado de Sistemas de Supervisa˜o e Aquisic¸a˜o
de Dados (SCADA). Na ponta desta estrutura se encontra um Centro
de Operac¸a˜o do Sistema (COS) onde toda a massa de dados e´ tra-
balhada por aplicativos computacionais espec´ıficos e apresentadas aos
operadores, que atuara˜o nas estruturas de controle de modo a garantir
a operac¸a˜o em estado normal e seguro.
Os sistemas de supervisa˜o podem apresentar diversas topologias,
mas normalmente sa˜o estruturados de forma hiera´rquica, sendo que os
diversos componentes se comunicam atrave´s de protocolos e drivers
espec´ıficos. Na base da hierarquia se encontra a subestac¸a˜o, onde esta˜o
instalados os medidores que obte´m dados provenientes dos canais de
instrumentac¸a˜o locais. Nas subestac¸o˜es tambe´m esta˜o instaladas as
Unidade Terminais Remotas (UTR), que compo˜em o in´ıcio da cadeia
de telecomunicac¸a˜o. Estes equipamentos sa˜o responsa´veis pela interface
entre os canais de comunicac¸a˜o e os sinais de supervisa˜o/controle no
n´ıvel local da subestac¸a˜o.
Na camada superior do sistema SCADA, as unidades terminais
remotas se comunicam com Concentradores de Dados (CDs), normal-
mente distantes geograficamente das subestac¸o˜es. Os concentradores
de dados sa˜o responsa´veis por agregar/gerenciar dados e comandos de
diversas unidades terminais remotas, fornecer a interface com os aplica-
tivos de monitorac¸a˜o e controle locais e fazer a conexa˜o com os centros
de operac¸a˜o.
Dentro dos centros de operac¸a˜o ha´ uma infraestrutura de hard-
ware e software que recebe toda a massa de dados proveniente do front-
end do sistema SCADA, a processa e da´ suporte a` operac¸a˜o em tempo
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real. Este sistema e´ chamado de Energy Management System (EMS) e
constitui uma extensa˜o do sistema SCADA, sendo muitas vezes referido
como EMS/SCADA. Seu objetivo e´ facilitar a apresentac¸a˜o de dados
(na forma de diagramas, paine´is e telas) e a utilizac¸a˜o de ferramentas
computacionais que auxiliam a tomada de decisa˜o. Entre as principais
ferramentas computacionais pode-se citar: ana´lise de contingeˆncias, es-
timador de estados, despacho econoˆmico, fluxo de poteˆncia, fluxo de
poteˆncia o´timo, CAG. Hoje, no sistema ele´trico brasileiro existe uma
diversidade de EMS em operac¸a˜o.
A Figura 2.5 mostra um esquema da estrutura de supervisa˜o
e controle do sistema interligado nacional brasileiro. Nesta figura os
centros de operac¸a˜o sa˜o divididos em centros regionais (COSR) e um
centro nacional (CNOS).
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Figura 2.5 – Sistema de supervisa˜o e controle do ONS [2].
2.5 Quantidades Monitoradas
Na operac¸a˜o do sistema interligado nacional, o conjunto de gran-
dezas monitoradas nas subestac¸o˜es pertencentes a` rede ba´sica e´ definido
pelo Submo´dulo 2.7 [2] dos Procedimentos de Rede. Estas medidas sa˜o
classificadas como: analo´gicas ou sinalizac¸o˜es de status. As medic¸o˜es
devem ser feitas de forma individualizada e enviadas periodicamente
ao centro de operac¸a˜o. O conjunto mı´nimo de medidas analo´gicas de
cada subestac¸a˜o pertencente a` rede ba´sica deve ser formado por [2]:
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 Mo´dulo de tensa˜o fase-fase [kV];
– Uma para cada secc¸a˜o de barramento que formar no´ ele´trico;
– Uma para cada ponto de compensac¸a˜o entre uma LT e uma
compensac¸a˜o se´rie;
– Uma para cada unidade geradora;
– Uma para cada terminal de todas as LTs;
– Uma para cada transformador, feita no lado com menor
poteˆncia de curto-circuito;
 Poteˆncia ativa e reativa trifa´sica [MW] e [Mvar];
– Uma para cada terminal de todas as LTs;
– Uma para cada enrolamento de todos os transformadores;
– Uma para cada unidade geradora;
– Uma para cada equipamento de compensac¸a˜o reativa (ape-
nas reativo);
 Corrente [A];
– Em uma fase para cada terminal de todas as LTs;
– Em uma fase para cada enrolamento de todos os transfor-
madores;
 Tap [posic¸a˜o];
– Uma para cada transformador equipado com comutador sob
carga;
 Status do CAG
– Frequeˆncia em barramentos designados pelo ONS [Hz];
– Poteˆncia ativa trifa´sica em unidades geradoras pass´ıveis de
controle [MW];
– Poteˆncia ativa trifa´sica em pontos de interligac¸a˜o designados
pelo ONS [MW];
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As seguinte medidas de sinalizac¸a˜o de status devem ser dis-
ponibilizadas aos centros de operac¸a˜o [2]:
 Disjuntores e chaves;
– Todos existentes em barramentos;
– Todos referentes a` conexa˜o de equipamentos;
 Status de alarmes;
 Status de rele´s de bloqueio;
 Status de comutadores sobre carga(manual/automa´tico/remoto);
 Status de dispositivos FACTS;
 Status operacional de UTR, CD, e SSCL, etc.
Modernos medidores digitais e IEDs (Intelligent Electronic De-
vice) sa˜o capazes de obter diversos tipos de medidas e realizar va´rias
func¸o˜es em um mesmo equipamento. Ale´m da multifuncionalidade, os
equipamentos digitais normalmente impo˜em uma pequena carga aos
TCs e TPs quando comparados com outros tipos de equipamentos ele-
tromecaˆnicos [33].
2.6 Taxas de Amostragem
O sistemas de supervisa˜o e aquisic¸a˜o de dados dos centros de
operac¸a˜o recebem dados dos equipamentos das subestac¸o˜es atrave´s de
varreduras ass´ıncronas de todas as UTRs a taxas de tempo de alguns
poucos segundos. Na operac¸a˜o do sistema interligado nacional brasi-
leiro, o tempo entre cada varredura para fins de supervisa˜o e controle
e´ fixado entre quatro e seis segundos [2].
A idade dos dados e´ defina como o tempo ma´ximo decorrido entre
o instante da ocorreˆncia do valor medido e a sua recepc¸a˜o no centro de
operac¸a˜o. Este tempo e´ de ate´ dois segundos para dados de CAG, 4
segundos para as medidas analo´gicas e 8 segundos para sinalizac¸o˜es de
status [2]. Ale´m da idade do dado, e´ tambe´m estabelecida uma banda
morta de varredura, ou seja, uma medida enviada por uma UTR ao
centro de operac¸a˜o deve ter o seu valor atualizado na pro´xima varredura
apenas se houver uma variac¸a˜o do valor medido superior a 0,1% do
fundo de escala do medidor [2].
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2.7 Considerac¸o˜es para a Estimac¸a˜o de Estados
Se a redundaˆncia das medidas dispon´ıveis e´ suficiente, os erros
aleato´rios de medic¸a˜o sera˜o parcialmente filtrados pelo estimador de
estados, cujo resultado e´ uma estimativa dos estados do sistema ele´trico
(fasor da tensa˜o complexa nas barras). Ja´ os erros grosseiros, quando
na˜o detectados, tendem a deteriorar fortemente a qualidade final das
estimativas.
Neste trabalho, os erros em medidas brutas sa˜o considerados na˜o
correlacionados, com distribuic¸a˜o Gaussiana (Normal) e me´dia zero.
Considerar que os erros de medic¸a˜o tem me´dia zero implica em su-
por que os medidores sa˜o exatos, embora na˜o sejam necessariamente
precisos. Estas suposic¸o˜es em geral sa˜o adequadas para soluc¸a˜o do pro-
blema de estimac¸a˜o de estados [39,40]. Em [38] e´ abordado o efeito da
correlac¸a˜o entre os erros de medidas.
Considere uma varia´vel aleato´ria z, representando uma medida
qualquer, escrita como:
z = z0 + ε (2.1)
onde z0 e´ o valor verdadeiro da grandeza monitorada e ε e´ o erro
aleato´rio de medic¸a˜o.
A variaˆncia indica o grau de dispersa˜o estat´ıstica de uma varia´vel,
ou seja, esta´ relacionada a` precisa˜o e aos erros aleato´rios. A variaˆncia
da varia´vel aleato´ria z e´ dada por:
var{z} = E{ε2} = σ2 (2.2)
onde σ e´ o desvio padra˜o, calculado como uma func¸a˜o da precisa˜o do
medidor.
Genericamente, a func¸a˜o densidade de probabilidade Gaussiana
e´ func¸a˜o do desvio padra˜o σ e do valor me´dio esperado z¯ da varia´vel
aleato´ria. A func¸a˜o Gaussiana de z e´ dada por:
f(z) =
1√
2piσ
e−
1
2 (
z−z¯
σ )
2
(2.3)
A forma da func¸a˜o (2.3) se modifica de acordo com seus paraˆmetros,
como mostra a Figura 2.6.
A func¸a˜o Gaussiana e´ dita normalizada quando z¯ = 0 e σ = 1.
Esta forma pode ser obtida atrave´s da mudanc¸a de varia´vel:
x =
z − z¯
σ
(2.4)
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Figura 2.6 – Func¸a˜o densidade de probabilidade Gaussiana.
que resulta em,
Φ(x) =
1√
2pi
e−
x2
2 (2.5)
A a´rea sob a func¸a˜o Φ(x) e´ igual a um, e o eixo das abcissas
expressa a quantidade de desvios padra˜o que mede o “espalhamento”
da varia´vel aleato´ria em relac¸a˜o a` me´dia. A Figura 2.7 mostra func¸a˜o
densidade de probabilidade Gaussiana normalizada.
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Figura 2.7 – Func¸a˜o densidade de probabilidade Gaussiana normali-
zada.
Uma func¸a˜o de densidade de probabilidade conjunta, conside-
rando um grupo de m medidas pode ser formada a partir das func¸o˜es
densidade de probabilidade individuais de cada medida. Considerando
que os erros de medic¸a˜o das m medidas na˜o sa˜o correlacionados, tem
distribuic¸a˜o Gaussiana e me´dia zero, a func¸a˜o densidade de probabili-
dade conjunta e´ dada por [40]:
F (z) = f(z1)f(z2) · · · f(zm) (2.6)
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onde, z e´ o vetor de varia´veis aleato´rias zi, i : 1, ...,m. A func¸a˜o (2.6)
representa a distribuic¸a˜o de probabilidade de se observar um subcon-
junto espec´ıfico de medidas do vetor z.
2.8 Conclusa˜o
Neste cap´ıtulo foram abordadas as principais caracter´ısticas dos
sistemas do medic¸a˜o e do sistema SCADA, cuja infraestrutura se con-
solidou nas u´ltimas de´cadas como a base da monitorac¸a˜o e controle de
sistemas de poteˆncia. As medidas obtidas atrave´s desses sistemas sa˜o
as principais fontes de dados dos aplicativos do EMS, e da˜o suporte a`
operac¸a˜o em tempo real.
O conjunto de dados disponibilizado pelo SCADA esta´ sujeito
a diversas fontes de erros. Ale´m disso, possui caracter´ısticas pro´prias
de disponibilidade, taxa de amostragem e forma de aquisic¸a˜o. Com o
desenvolvimento da tecnologia de medic¸a˜o fasorial, espera-se que um
novo conjunto de medidas com caracter´ısticas distintas seja gradual-
mente disponibilizado aos centros de operac¸a˜o.
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3 SISTEMA DE MEDIC¸A˜O FASORIAL SINCRONIZADA
3.1 Introduc¸a˜o
A medic¸a˜o de fasores de tensa˜o nas barras e de corrente nos ra-
mos representa uma mudanc¸a significativa no paradigma dos sistemas
de medic¸a˜o. Este avanc¸o permite a medida direta e sincronizada dos
estados e das aberturas angulares em pontos geograficamente distan-
tes dentro do sistema ele´trico, algo que na˜o era poss´ıvel anteriormente.
O Sistema de Medic¸a˜o Fasorial Sincronizada (SMFS) e´ um desenvol-
vimento relativamente recente que so´ foi poss´ıvel atrave´s da evoluc¸a˜o
da indu´stria eletroˆnica e dos sistemas microprocessados. A utilizac¸a˜o
deste novo tipo de medida tem sido amplamente estudada e prenuncia
mudanc¸as relevantes na supervisa˜o e controle de sistemas ele´tricos de
poteˆncia.
As primeiras tentativas de medir diferenc¸as angulares em sis-
temas de poteˆncia datam do in´ıcio da de´cada de oitenta [41, 42]. A
principal dificuldade enfrentada para a obtenc¸a˜o desta informac¸a˜o e´ a
necessidade da sincronizac¸a˜o dos medidores a uma refereˆncia comum
de tempo. Para que seja poss´ıvel determinar o aˆngulo de um fasor
tensa˜o ou corrente, e´ necessa´rio que todos os sinais dessas grandezas
sejam amostrados no mesmo instante. A sinalizac¸a˜o de uma refereˆncia
comum na˜o e´ trivial, uma vez que as subestac¸o˜es e pontos de medic¸a˜o
podem estar distantes milhares de quiloˆmetros. Os primeiros proto´tipos
utilizavam sinais de ra´dio ou de sate´lites meteorolo´gicos como refereˆncia
e apresentavam erros de sincronizac¸a˜o da ordem de 40 µs [3].
Com o in´ıcio da consolidac¸a˜o do Sistema de Posicionamento Glo-
bal (GPS), tornou-se dispon´ıvel uma refereˆncia de tempo que possui os
requisitos necessa´rios a` sincronizac¸a˜o dos medidores. O GPS e´ fonte de
sincronizac¸a˜o externa ao sistema ele´trico, e portanto e´ imperativo que
atenda a crite´rios mı´nimos de cobertura, confiabilidade, continuidade
e disponibilidade. O sistema atualmente e´ composto por 24 sate´lites
alocados em seis orbitas distintas, completando duas voltas por dia
em torno do planeta. A disposic¸a˜o dos sate´lites e´ tal que, a qualquer
momento e em qualquer local, e´ poss´ıvel que um objeto esteja vis´ıvel
a pelo menos seis sate´lites. Os sate´lites sa˜o providos de relo´gios de
alta precisa˜o que enviam um pulso de sincronizac¸a˜o por segundo. Este
pulso, que e´ a principal fonte de sincronizac¸a˜o das unidades de medic¸a˜o
fasorial, e´ vis´ıvel em qualquer ponto do planeta com um erro da ordem
de 100 nanosegundos [43].
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Com a disseminac¸a˜o da tecnologia espera-se que, ao longo dos
pro´ximos anos, as unidades de medic¸a˜o fasorial (PMUs - Phasor Me-
asurement Units) sejam gradualmente instaladas em diversas partes
do sistema ele´trico e que, neste processo, as medidas fasoriais sejam
inclu´ıdas no conjunto de dados dispon´ıveis aos EMS.
No Brasil, os primeiros desenvolvimentos em medic¸a˜o fasorial da-
tam de 2003, atrave´s de projetos de pesquisa e desenvolvimento elabo-
rados pela Universidade Federal de Santa Catarina (UFSC) em parceria
com empresas do setor. Entre estes projetos destaca-se o MEDFASEE,
que conta com unidades de medic¸a˜o fasorial instaladas na baixa tensa˜o
em diversas universidades distribu´ıdas pelo pa´ıs e um concentrador de
dados em Floriano´polis [44]. No contexto da operac¸a˜o do sistema inter-
ligado nacional, o ONS tem realizado estudos sobre implantac¸a˜o gra-
dual do sistema de medic¸a˜o fasorial sincronizada a partir da entrada
em operac¸a˜o do novo sistema de supervisa˜o e controle REGER [45].
A medic¸a˜o sincronizada de fasores tem grande potencial de apli-
cac¸a˜o em diversas a´reas, entre elas:
 Monitorac¸a˜o da dinaˆmica do sistema;
 Monitorac¸a˜o em tempo real direta de grandezas fasorias;
 Monitorac¸a˜o de oscilac¸o˜es entre a´reas;
 Ana´lise de perturbac¸o˜es, de resposta de controladores e de de-
sempenho dinaˆmico;
 Estimac¸a˜o de estados;
 Reconexa˜o de ilhas, fechamento de ane´is;
 Protec¸a˜o e controle para grandes a´reas;
 Propagac¸a˜o de perturbac¸o˜es eletromecaˆnicas, etc.
3.2 Definic¸o˜es
O fasor e´ uma representac¸a˜o vetorial no plano complexo de um
sinal ele´trico puramente senoidal e e´ caracterizado por magnitude e
fase. A representac¸a˜o fasorial de grandezas ele´tricas, ale´m de ser mais
intuitiva, facilita a ana´lise de circuitos ele´tricos de corrente alternada,
uma vez que certas operac¸o˜es podem ser feitas atrave´s de a´lgebra ve-
torial sem a necessidade da resoluc¸a˜o direta de equac¸o˜es diferenciais.
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Considere um sinal senoidal x(t) que e´ func¸a˜o do tempo:
x(t) = Xmcos(ωt+ φ) (3.1)
onde Xm e´ a magnitude do sinal, ω e´ a frequeˆncia angular e φ e´ a fase,
determinada pelo aˆngulo do sinal no instante t = 0.
A representac¸a˜o matema´tica do fasor de x(t) independe da frequeˆncia
ω e´ dada pelo nu´mero complexo X.
X =
Xm√
2
(cos(φ) + jsen(φ)) =
Xm√
2
ejφ (3.2)
onde Xm/
√
2 e´ o valor eficaz de x(t). A Figura 3.1 apresenta a repre-
sentac¸a˜o geome´trica do fasor X no plano complexo.
Figura 3.1 – Representac¸a˜o fasorial.
Sem perda de generalidade, suponha que a magnitude de x(t)
seja constante com o tempo e que este sinal e´ observado periodicamente
em {0, t0, 2t0, ..., nt0}, resultando nos fasores {X0, Xt0 , X2t0 , ..., Xnt0}
correspondentes a cada observac¸a˜o. O per´ıodo de amostragem t0 esta-
belece uma refereˆncia de tempo a partir da qual os fasores sa˜o medidos.
Se o per´ıodo do sinal senoidal x(t) e´ igual ao per´ıodo de amostragem,
X0 = Xt0 = X2t0 = ... = Xnt0 . Por outro lado, se o per´ıodo de
amostragem e´ diferente do per´ıodo do sinal, a cada amostra de x(t) a
defasagem angular entre o sinal e a refereˆncia se modifica, e portanto
os fasores medidos na˜o sa˜o iguais. O instante de amostragem deve ser
sincronizado por uma refereˆncia universal de tempo, tambe´m chamada
de UTC (Universal Time Coordinated), mostrado na Figura 3.2.
Suponha agora que dois sinais distintos x(t) e y(t) sa˜o perio-
dicamente amostrados em uma mesma UTC, resultando nos fasores
{X0, Xt0 , X2t0 , ..., Xnt0} e {Y0, Yt0 , Y2t0 , ..., Ynt0}. Suponha tambe´m
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Figura 3.2 – Sinal senoidal com per´ıodo diferente do per´ıodo de amos-
tragem.
que a frequeˆncia dos dois sinais e´ a mesma ωx = ωy. Neste caso, a
refereˆncia universal de tempo pode ser substitu´ıda por uma refereˆncia
arbitra´ria relativa a` um dos sinais. Assim, independente do instante
e do per´ıodo nominal de amostragem, os fasores medidos para X e Y
sa˜o sempre os mesmos e as defasagens angulares se tornam relativas ao
fasor escolhido como refereˆncia, δ − φ → constante. E´ lo´gico que, em
sistemas reais, os fasores e a pro´pria frequeˆncia da rede esta˜o constan-
temente se alterando, mas o conceito importante e´ que a UTC fornece
apenas uma refereˆncia de tempo de amostragem. A refereˆncia angular
de fato e´ arbitra´ria, podendo ser fornecida por um fasor escolhido como
refereˆncia. O conceito de refereˆncia relativa de tempo e´ apresentado na
Figura 3.3.
Figura 3.3 – Sinais senoidais x(t) e y(t) amostrados nos mesmos ins-
tantes, δ − φ→ constante.
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A unidade de medic¸a˜o fasorial obte´m os sinais de tensa˜o e cor-
rente das barras e ramos monitorados. Cada fasor medido recebe uma
etiqueta de tempo que indica o instante da medic¸a˜o. O equipamento
que recebe e compatibiliza as medidas de diversas PMUs e´ o concentra-
dor de dados (PDC - Phasor Data Concentrator). A partir do PDC,
os fasores, agora ja´ compatibilizados, podem ser enviados pelos canais
de comunicac¸a˜o a um eventual centro de operac¸a˜o, de forma similar ao
que acontece com as medidas provenientes do sistema SCADA. Moder-
nos concentradores de dados possuem adicionalmente diversas func¸o˜es
agregadas, tais como [4]: ca´lculo de poteˆncia ativa/reativa trifa´sica e
monofa´sica; ca´lculo dos componentes de sequeˆncia positiva, negativa e
zero; estimac¸a˜o de frequeˆncia; rejeic¸a˜o de erros grosseiros; registro de
perturbac¸a˜o; ca´lculo de impedaˆncias; etc.
Na Figura 3.4 sa˜o apresentados os principais componentes de
uma unidade de medic¸a˜o fasorial gene´rica.
EntradasAnalógicas
Filtro Anti-aliasing Conv.A/D
Oscilador Travado em Fase
ReceptorGPS
Modem
Micro-processador
Figura 3.4 – Principais elementos de uma PMU. [3]
3.3 Erros de Medic¸a˜o
As PMUs instaladas em subestac¸o˜es obteˆm os sinais analo´gicos
de tensa˜o e corrente da mesma forma que os medidores tradicionais
do sistema SCADA, ou seja, atrave´s dos TPs, TCs e canais de instru-
mentac¸a˜o. Logo, todas as considerac¸o˜es feitas a respeito dos sistemas
de medic¸a˜o continuam va´lidas, incluindo as fontes de erros inerentes
destes sistemas e discutidas no cap´ıtulo precedente.
As unidades de medic¸a˜o fasorial esta˜o sujeitas a erros de tempo
na sincronizac¸a˜o e na propagac¸a˜o dos sinais. Os sinais de sincronizac¸a˜o
do sistema GPS tem erro ma´ximo da ordem de poucas centenas de nano
segundos, que corresponde a aproximadamente 10−3 graus ele´tricos a
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60 Hz [43]. O retardo de tempo proveniente da propagac¸a˜o dos sinais no
sistema de medic¸a˜o, nas antenas e circuitos ele´tricos tambe´m podem ser
compensados caso introduzam diferenc¸as de tempo significativas [43].
De forma geral, estes tempos sa˜o da ordem de algumas dezenas de nano-
segundos e podem ser negligenciados na maioria dos casos. No entanto,
em algumas situac¸o˜es os erros de tempo podem levar a introduc¸a˜o de
bias significativos nos fasores medidos, sendo necessa´ria a utilizac¸a˜o de
te´cnicas para a correc¸a˜o destes erros [46].
3.4 Requisitos de Desempenho
A primeira iniciativa para normatizar as caracter´ısticas do siste-
mas de medic¸a˜o fasorial foi do IEEE em 1995 com a elaborac¸a˜o do IEEE
Std 1344-1995 [47]. A versa˜o mais recente do documento e´ o IEEE Std
C37.118-2011 [48, 49], composto por dois submo´dulos, um deles tra-
tando de questo˜es de desempenho e outro abordando a transfereˆncia
de dados.
O principal indicador quantitativo da qualidade de um fasor me-
dido e´ o Erro Vetorial Total (TVE). O crite´rio do TVE e´ concebido
de modo a detectar erros de sincronizac¸a˜o, de mo´dulo e de aˆngulo em
fasores. Suponha que o sinal senoidal x(t) da Figura 3.2 tem uma re-
presentac¸a˜o fasorial X(t) como na Figura 3.1. Logo, para cada instante
de amostragem, o fasor X(t) e´ sinal de entrada da unidade de medic¸a˜o
fasorial e pode ser representado por:
X(t) = Xr(t) + jXi(t) (3.3)
onde o subscrito r e i indicam a parte real e imagina´ria, respectiva-
mente.
O sinal X(t) e´ recebido pela PMU atrave´s do filtro anti-aliasing,
passa pelo conversor analo´gico-digital e finalmente e´ calculado a partir
dos algoritmos que estimam o fasor em um determinado instante de
tempo utilizando uma janela de amostragem. Todas estas etapas de
processamento esta˜o sujeitas a erros que deterioram a qualidade do
fasor medido. Suponha que X¯(t0) e´ a estimativa obtida pela unidade
de medic¸a˜o fasorial do fasor X(t0), no instante t0. O TVE e´ definido
como o mo´dulo da diferenc¸a vetorial entre X¯(t0) e X(t0) e expresso em
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valores percentuais em relac¸a˜o ao mo´dulo do fasor de entrada [48].
TV E =
√
(X¯r −Xr)2 + (X¯i −Xi)2
X2r +X
2
i
(3.4)
O TVE e´ um paraˆmetro do erro fasorial ma´ximo admiss´ıvel por
uma determinada PMU. E´ importante notar que este indicador e´ um
equivalente vetorial da classe de exatida˜o. Um eventual erro de sincro-
nizac¸a˜o de 26/31 µ segundos resulta em um TVE de 1% a 60/50 Hz.
Da mesma forma, um erro puramente de magnitude de 1% resulta em
um TVE de 1%. O TVE e´ um limite para o erro do fasor medido em
relac¸a˜o ao fasor de entrada da PMU e, portanto, considera os even-
tuais erros ja´ contidos no fasor de entrada, provenietes dos canais e
transformadores de instrumentac¸a˜o.
3.5 Fasores Monitorados
Para a estimac¸a˜o de estados, as grandezas de interesse monitora-
das pelas PMUs sa˜o os fasores de sequeˆncia positiva de tensa˜o nas bar-
ras e corrente nos ramos. Entretanto, modernas unidades de medic¸a˜o
fasorial sa˜o capazes de desempenhar diversas func¸o˜es ale´m do ca´lculo
dos fasores de sequeˆncia positiva. Entre as medidas obtidas com PMUs
comerciais, pode-se citar [4, 50]:
 Monitorac¸a˜o de tensa˜o;
– Valor eficaz por fase e de neutro;
– Fasores por fase;
– Fasor de neutro;
– Fasor de sequeˆncia positiva;
– Fasor de sequeˆncia negativa;
– Frequeˆncia fundamental;
 Monitorac¸a˜o de corrente;
– Valor eficaz por fase e de neutro;
– Fasores por fase;
– Fasor de neutro;
– Fasor de sequeˆncia positiva;
– Fasor de sequeˆncia negativa;
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3.6 Sistema de Telecomunicac¸a˜o
As unidades de medic¸a˜o fasorial sa˜o instaladas nas subestac¸o˜es
e enviam os fasores medidos ao concentrador de dados, que por sua
vez transmite o conjunto de fasores compatibilizados a`s aplicac¸o˜es no
centro de operac¸a˜o. Para a comunicac¸a˜o entre a PMU e o concentra-
dor de dados, a IEEE Std C37.118 define quatro tipos de mensagens:
dados, configurac¸a˜o, cabec¸alho e comando. As mensagens de dados sa˜o
formadas pelos fasores medidos e suas etiquetas de tempo.
Uma mensagem de dados t´ıpica, segundo o padra˜o IEEE, con-
tendo treˆs fasores de tensa˜o e um de corrente, tem tamanho de apro-
ximadamente 52 bytes [48]. Se esta mensagem for transportada em
um enlace Ethernet sobre protocolo UDP, sera˜o necessa´rios 28 bytes
adicionais a` cada mensagem. Suponha que, em uma subestac¸a˜o qual-
quer, sa˜o monitorados trinta fasores de tensa˜o e dez de corrente, e que
estes fasores sa˜o transmitidos ao concentrador de dado a uma taxa de
60 varreduras por segundo. Neste caso, seria necessa´rio um canal de
comunicac¸a˜o entre a PMU e o concentrador com largura de banda de
aproximadamente 48kbps, considerada pequena para padro˜es atuais.
Na interligac¸a˜o entre PMUs, concentrador de dados e aplicac¸o˜es,
a camada f´ısica de transporte de dados pode ser implementada por
ra´dio, micro-ondas, fibra o´ptica, etc. Ja´ a comunicac¸a˜o entre o concen-
trador de dados as aplicac¸o˜es pode ser feita por sistema de supervisa˜o
e controle tradicional. Na Figura 3.5 e´ apresentado um esquema dos
principais elementos do sistema de medic¸a˜o fasorial sincronizada e as
interligac¸o˜es de dados.
3.7 Taxas de Amostragem
Modernas unidades de medic¸a˜o fasorial sa˜o capazes de amostrar
sinais ele´tricos a taxas de va´rias dezenas de kHz e processar centenas
de fasores por segundo. A taxa mı´nima para atender a crite´rios de
observac¸a˜o dinaˆmica e´ de 10 fasores por segundo pore´m, dependendo da
aplicac¸a˜o, podem variar de 1 a 240 (ou mais) fasores por segundo [4,48].
No sistema SCADA, as medidas sa˜o obtidas atrave´s de varredu-
ras das unidades terminais remotas. Um novo conjunto de medidas e´
recebido aproximadamente a cada 4 segundos. E´ importante lembrar
que estas medidas sa˜o coletadas de forma ass´ıncrona e portanto na˜o
ha´ garantia de que as diversas medic¸o˜es tenham sido feitas no mesmo
instante de tempo.
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Figura 3.5 – Estrutura de um sistema de medic¸a˜o fasorial sincroni-
zada [4].
No contexto da inclusa˜o de medidas fasoriais na estimac¸a˜o de
estados, deve ser considerada a compatibilizac¸a˜o das diferenc¸as entre
taxas de varredura tradicionais do sistema SCADA e as do SMFS.
Considerando a operac¸a˜o do sistema ele´trico em regime permanente,
na˜o e´ esperado que haja mudanc¸a significativa das medidas no intervalo
de tempo da varredura do SCADA. Logo, a escolha arbitra´ria de um
conjunto de fasores obtidos dentro deste intervalo seria adequada.
3.8 Conclusa˜o
O sistema de medic¸a˜o fasorial sincronizada representa um avanc¸o
tenolo´gico significativo na monitorac¸a˜o de sistemas de poteˆncia. A
possibilidade de medic¸a˜o direta e sincronizada de aberturas angulares
tem aplicac¸a˜o em diversas a´reas. Estas medidas sa˜o obtidas atrave´s
de unidades de medic¸a˜o fasorial instaladas nas subestac¸o˜es e possuem
caracter´ısticas distintas das medidas tradicionais do sistema SCADA.
As medidas fasoriais tem o potencial de complementar, em ter-
mos de qualidade e disponibilidade, as medidas obtidas atrave´s do
SCADA. Nesse contexto, e´ imperativo a existeˆncia de ferramentas com-
putacionais eficientes nos centros de operac¸a˜o de modo a tirar proveito
da disponibilidade desses dois conjuntos de dados.
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4 ESTIMAC¸A˜O DE ESTADOS
4.1 Introduc¸a˜o
A Estimac¸a˜o de Estados em Sistemas de Poteˆncia (EESP) surgiu
no final da de´cada de sessenta a partir dos estudos de Schweppe [7–9].
Naquela e´poca, o aumento da dimensa˜o e da interligac¸a˜o dos sistemas
tornava a operac¸a˜o cada vez mais complexa. Era necessa´rio uma ferra-
menta capaz de processar a grande quantidade de medidas provenientes
de diversas subestac¸o˜es, apresentando ao operador informac¸o˜es organi-
zadas e confia´veis sobre o estado operativo do sistema. A utilizac¸a˜o
direta de medidas brutas pode representar um risco a` seguranc¸a, uma
vez que na˜o permite a identificac¸a˜o de erros de medic¸a˜o, ale´m de na˜o
fornecer nenhuma informac¸a˜o sobre grandezas na˜o monitoradas. Da
necessidade de contornar esses problemas, surgiram os primeiros de-
senvolvimentos em estimac¸a˜o de estados.
O estimador de estados e´ um algoritmo que processa medidas
redundantes e portadoras de erros, retornando uma estimativa dos es-
tados do sistema ele´trico. Os estados sa˜o as tenso˜es complexas nas
barras e a partir deles e´ poss´ıvel calcular outras varia´veis de interesse,
como: correntes e fluxos de poteˆncia. Ale´m das medidas, o estimador
tambe´m utiliza o modelo topolo´gico da rede ele´trica e eventuais pseudo-
medidas. A topologia do sistema e´ gerada pelo Configurador de Redes,
mediante o processamento das posic¸o˜es de disjuntores e seccionadores.
As medidas analo´gicas e de sinalizac¸a˜o de status sa˜o obtidas atrave´s
do sistema SCADA. Pore´m, com a difusa˜o do sistema de medic¸a˜o fa-
sorial sincronizada (SMFS), espera-se que fasores de tensa˜o e corrente
tornem-se cada vez mais dispon´ıveis no futuro.
Em relac¸a˜o a`s medidas e aos estados de um sistema ele´trico,
algumas definic¸o˜es devem ser consideradas [40]:
 Estado: Tensa˜o complexa nas barras do sistema ele´trico;
 Estado Observa´vel: E´ um estado para o qual e´ poss´ıvel ob-
ter uma estimativa a partir do processamento das medidas do
estimador de estados;
 Estado Na˜o-Observa´vel: E´ um estado sobre o qual na˜o ha´
informac¸o˜es suficientes nas medidas do plano de medic¸a˜o para
possibilitar a obtenc¸a˜o de uma estimativa;
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 Medida Cr´ıtica: Medida que, quando eliminada de um plano de
medic¸a˜o, torna uma varia´vel de estado do sistema na˜o observa´vel.
Necessariamente o res´ıduo de uma medida cr´ıtica e´ igual a zero;
 Medida Redundante: E´ uma medida que na˜o e´ caracterizada
como cr´ıtica. Res´ıduos de medidas redundantes sa˜o diferentes de
zero.
 Res´ıduo de estimac¸a˜o: E´ a diferenc¸a entre o valor medido e o
estimado;
 Res´ıduo Ponderado ou Normalizado: E´ a raza˜o entre o
res´ıduo de estimac¸a˜o e a variaˆncia da medida.
De modo geral, o estimador de estados pode falhar sob duas cir-
cunstaˆncias: quando sujeito a` perda de medidas cr´ıticas e em variac¸o˜es
muito ra´pidas na condic¸a˜o operativa [51]. Muitas vezes estas situac¸o˜es
esta˜o relacionadas e podem ser causadas por eventos ocorridos den-
tro da janela de tempo de varredura do SCADA, como contingeˆncias,
abertura de linhas, chaveamentos, etc.
O procedimento completo de estimac¸a˜o dos estados pode ser de-
composto em subfunc¸o˜es responsa´veis por processamentos espec´ıficos,
sa˜o elas:
 Pre´-filtragem: Elimina previamente medidas ja´ caracterizadas
como portadoras de erros grosseiros na aquisic¸a˜o de dados;
 Configurador de Redes: Agrega medidas digitais do status de
chaves e disjuntores formando o diagrama unifilar com a topologia
atual da rede ele´trica;
 Teste de Observabilidade: verifica se a localizac¸a˜o e a quantidade
de medidas dispon´ıveis e´ superior ao nu´mero mı´nimo necessa´rio
ao processo de estimac¸a˜o de estados;
 Formac¸a˜o do Modelo de Medic¸a˜o: Forma as matrizes utilizadas
na soluc¸a˜o do problema a partir dos dados de medic¸a˜o e da topo-
logia do sistema;
 Estimador de Estados: Soluc¸a˜o do algoritmo que fornece os esta-
dos estimados;
 Detecc¸a˜o/Identificac¸a˜o de Erros Grosseiros: Verifica a existeˆncia
de medidas portadoras de erros grosseiros.
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Tabela 1 – Rede Supervisionada e Modelagem do sistema do ONS [5]
Item
A´reas de Operac¸a˜o
Total
NCO NE SE S CNOS
Barras Estimadas 267 400 111 500 1564 -
Instalac¸o˜es Supervisionadas 76 98 242 181 - 597
Usinas 19 22 80 36 - 157
Estac¸o˜es 241 311 895 454 - 1901
Bancos de Capacitores 56 101 216 70 - 443
Reatores 111 110 124 48 - 393
Cargas 183 250 677 429 - 1539
Compensadores Esta´ticos 7 11 4 0 - 22
Compensadores S´ıncronos 13 12 15 6 - 46
Chaves 2830 4235 9425 4692 - 21182
Disjuntores 926 1420 3378 1548 - 7272
Linhas de Transmissa˜o 128 211 597 334 - 1270
Sec¸a˜o de Barra 414 573 1633 722 - 3342
Transformadores 174 236 677 234 - 1321
Unidades Geradoras 80 79 365 96 - 620
A soluc¸a˜o computacional do estimador de estados e´ considerada
um problema de grande porte devido ao grande nu´mero de varia´veis
envolvidas. Em grandes redes ele´tricas a modelagem da rede e pro-
cessamento de medidas pode envolver dezenas de milhares de varia´veis
e matrizes com elevado grau de esparsidade, ou seja, grande quanti-
dade de elementos nulos. Neste contexto, e´ imperativa a utilizac¸a˜o de
algoritmos computacionalmente eficientes, de modo que o estimador
atenda a requisitos de aplicac¸a˜o em tempo real. A Tabela 1 apresenta
a quantidade de elementos supervisionados e barras estimadas da rede
de operac¸a˜o do ONS.
Um esquema da estrutura do EESP pode ser visto na Figura 4.1.
Telemedidas Status de Disjuntores e Chaves
Canais de Comunicação
Pré-Filtragem Configurador de Redes
Tesde deObservabilidade
Banco de Dados Estático
Modelo deMedição
Estimador
Detecção deErros Grosseiros
Estados Estimados
Figura 4.1 – Func¸o˜es da estimac¸a˜o de estados.
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4.1.1 Modelo de Medic¸a˜o
Considere um sistema ele´trico com paraˆmetros conhecidos, for-
mado por N barras e portanto n = 2N estados (incluindo o aˆngulo
da barra de refereˆncia), representados no vetor x de dimensa˜o n × 1.
Esta rede e´ monitorada por um conjunto de m medidas representa-
das no vetor de medic¸a˜o z de dimensa˜o m × 1. O vetor z pode ainda
conter pseudomedidas referentes a informac¸o˜es adicionais provenientes
de outras fontes, como por exemplo: injec¸a˜o de poteˆncia nula em bar-
ras de transfereˆncia, resultados do estimador em instantes anteriores,
resultado de estimadores a` n´ıvel de subestac¸a˜o, estudos de previsa˜o
de carga, etc. O conjunto das m medidas e seus respectivos erros de
medic¸a˜o pode ser representado pelo modelo:
z = z0 + εz (4.1)
onde z0 e´ o valor verdadeiro das grandezas monitoradas e εz e´ o vetor
m× 1 dos erros de medic¸a˜o.
Suponha que os elementos do vetor εz sejam varia´veis aleato´rias
na˜o correlacionadas, com distribuic¸a˜o Gaussiana (Normal) e me´dia
zero. Adicionalmente, o i-e´simo elemento de εz tem desvio padra˜o
σi, que e´ func¸a˜o da classe de exatida˜o do medidor ou, no caso de pseu-
domedidas, da incerteza associada zi. Nessas condic¸o˜es, as hipo´teses
estat´ısticas adotadas implicam em:
E{εz} = 0
E{εzεzt} = R = diag{σ21 , σ22 , ..., σ2m}
(4.2)
onde R e´ a matriz diagonal m×m de covariaˆncia dos erros de medic¸a˜o.
O valor verdadeiro das medidas pode ser expresso em func¸a˜o das
varia´veis de estado, cuja relac¸a˜o e´ dada pelas equac¸o˜es do Apeˆndice A.
O modelo de medic¸a˜o pode ser re-escrito como:
z = h(x1, x2, ..., xn) + εz
z1
z2
...
zm
 =

h1(x1, x2, ..., xn)
h2(x1, x2, ..., xn)
...
hm(x1, x2, ..., xn)
+

ε1
ε2
...
εm

(4.3)
onde h(.) e´ o vetor m × 1 de func¸o˜es na˜o lineares que relacionam as
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varia´veis de estado a`s medidas.
O grau de redundaˆncia global do plano de medic¸a˜o e´ definido
como:
ρ , m
n
(4.4)
Uma condic¸a˜o necessa´ria, mas na˜o suficiente, para que seja poss´ıvel
estimar os estados e´ que m ≥ n ou ρ > 1. Caso o sistema seja ob-
serva´vel e na˜o haja redundaˆncia no plano de medic¸a˜o (ρ = 1), todos
as medidas sera˜o cr´ıticas e na˜o sera´ poss´ıvel detectar ou identificar er-
ros grosseiros. Uma condic¸a˜o deseja´vel e´ que, ale´m da observabilidade,
haja redundaˆncia em grau suficiente para que seja poss´ıvel filtrar os
erros aleato´rios de medic¸a˜o e processar erros grosseiros.
4.2 Formulac¸a˜o Matema´tica
O estimador de estados deve obter uma estimativa para os esta-
dos do sistema, baseado nas medidas dispon´ıveis, que se aproxime dos
valores verdadeiros. Para atingir este objetivo, diversas abordagens ma-
tema´ticas podem ser adotadas dependendo do crite´rio estabelecido. Os
crite´rios estat´ısticos mais frequentemente encontrados na literatura sa˜o:
o crite´rio dos mı´nimos quadrados ponderados, o crite´rio da ma´xima ve-
rossimilhanc¸a e o crite´rio de mı´nima variaˆncia. Se os erros de medic¸a˜o
possuem distribuic¸a˜o normal e me´dia zero, a soluc¸a˜o do problema e´ a
mesma para estes treˆs crite´rios [52].
Considere que as medidas estejam dispon´ıveis em localizac¸a˜o e
quantidade suficientes tal que a rede ele´trica seja minimamente ob-
serva´vel. Considere tambe´m que erros de medic¸a˜o na˜o sejam correla-
cionados e possuam me´dia zero. Ale´m disso, o desvio padra˜o de cada
medida e´ dado por σi, calculado em func¸a˜o da precisa˜o do medidor.
Retomando a discussa˜o do Cap´ıtulo 2, a func¸a˜o densidade de probabi-
lidade conjunta das medidas no vetor z e´ dada por:
F (z) = f(z1)f(z2) · · · f(zm) (4.5)
onde f(zi) e´ a func¸a˜o densidade de probabilidade individual de cada
medida:
f(zi) =
1√
2piσi
e
− 12 (
zi−z¯i
σi
)2
(4.6)
Segundo o crite´rio da ma´xima verossimilhanc¸a, a estimativa para
os estados e´ obtida quando a func¸a˜o (4.5) e´ maximizada. As varia´veis
de otimizac¸a˜o do problema sa˜o as estimativas zˆi, i : 1 · · ·m, para o
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valor me´dio esperado das medidas.
Um artif´ıcio matema´tico utilizado na formulac¸a˜o do problema e´
substituir F (z) por seu logaritmo [40], que resulta em:
ln(F (z)) =
m∑
i=1
ln(f(zi))
= −1
2
m∑
i=1
(
zi − z¯i
σi
)2
− m
2
ln(2pi)︸ ︷︷ ︸
constante
−
m∑
i=1
ln(σi)︸ ︷︷ ︸
constante
(4.7)
Os dois u´ltimos termos da equac¸a˜o (4.7) sa˜o constantes e portanto o
problema de otimizac¸a˜o pode ser escrito como:
Max
zˆ
ln(F (z)) (4.8a)
ou
Min
zˆ
1
2
m∑
i=1
(
zi − zˆi
σi
)2
(4.8b)
O res´ıduo de estimac¸a˜o ri e´ definido como a diferenc¸a entre o
valor observado e o valor estimado:
ri = zi − zˆi (4.9)
O problema da equac¸a˜o (4.8b) e´ exatamente o mesmo resolvido
pelo crite´rio estat´ıstico dos mı´nimos quadrados ponderados. Neste
crite´rio, a estimativa para os estados do sistema e´ obtida quando o
somato´rio dos quadrados dos res´ıduos de medic¸a˜o, ponderados pelo
inverso da variaˆncia da respectiva medida, e´ minimizado.
Cada elemento no vetor zˆ pode ser expresso como uma func¸a˜o
na˜o linear de estimativas para as varia´veis de estado da rede ele´trica.
Min
xˆ
J(xˆ) =
1
2
m∑
i=1
(
zi − hi(xˆ)
σi
)2
(4.10)
onde J(.) e´ a func¸a˜o objetivo do problema de otimizac¸a˜o.
O problema (4.10) pode ainda ser reescrito usando-se notac¸a˜o
matricial:
Min
xˆ
J(xˆ) =
1
2
[z− h(xˆ)]tR−1[z− h(xˆ)] (4.11)
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4.2.1 Informac¸a˜o a` priori
Normalmente existe algum conhecimento pre´vio sobre os estados
antes que o estimador seja executado. Este conjunto de dados e´ conhe-
cido como informac¸a˜o a priori e pode ser proveniente de resultado de
estimac¸a˜o em instantes anteriores, estimadores locais, fluxo de poteˆncia
online, etc. A informac¸a˜o a priori e´ processada pelo estimador de es-
tados como um tipo especial de medida, afetando a estimativa final
exatamente do mesmo modo que o conjunto de dados tradicional [53].
Considere que esteja dispon´ıvel o vetor x˜ de informac¸a˜o a priori
de dimensa˜o n × 1, onde x˜j e´ a estimativa pre´via da j-e´sima varia´vel
de estado. Deste modo, R˜ e´ a matriz n×n de covariaˆncia dos erros da
informac¸a˜o a priori, dada por:
E{(x˜− x)(x˜− x)t} = R˜ =

σ2x˜1 cx˜1,x˜2 . . . cx˜1,x˜n
cx˜2,x˜1 σ
2
x˜2
...
. . .
...
cx˜n,x˜1 . . . σ
2
x˜n
 (4.12)
E´ importante notar que R˜ na˜o e´, necessariamente, uma matriz
diagonal, ou seja, os erros da informac¸a˜o a priori podem ser correlaci-
onados.
Supondo que os erros da informac¸a˜o a priori tem me´dia zero e
que na˜o tem correlac¸a˜o com os erros das medidas, o problema (4.10)
e/ou (4.11) pode ser reescrito como [53]:
Min
xˆ
1
2
m∑
i=1
(
zi − hi(xˆ)
σi
)2
+
1
2
n∑
j,k=1
(x˜j − xˆj)(x˜k − xˆk)
cx˜j ,x˜k
(4.13a)
onde cx˜j ,x˜k = σ
2
x˜j (ou k)
, quando j = k. Ou na forma matricial:
Min
xˆ
1
2
[z− h(xˆ)]tR−1[z− h(xˆ)] + 1
2
[x˜− xˆ]tR˜−1[x˜− xˆ] (4.13b)
4.3 Me´todos de Soluc¸a˜o
Nesta Sec¸a˜o sa˜o apresentados dois me´todos de soluc¸a˜o: o me´todo
da equac¸a˜o normal, utilizando o algoritmo de Gauss-Newton, e o me´todo
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sequencial ortogonal, utilizando as rotac¸o˜es de Givens. Existe ainda
uma se´rie de alternativas para a soluc¸a˜o do problema de estimac¸a˜o de
estados, como por exemplo: o me´todo da matriz aumentada (conhe-
cido tambe´m como tableau esparso ou me´todo de Hachtel), o me´todo
de Peters e Wilkinson, me´todos desacoplados, me´todos h´ıbridos, etc.
4.3.1 Me´todo da Equac¸a˜o Normal
Considere o problema de estimac¸a˜o de estados (4.10) escrito na
forma matricial (4.11). A condic¸a˜o de otimalidade de primeira ordem
e´ dada por:
g(xˆ) =
∂J(xˆ)
∂x
= −H(xˆ)tR−1[z− h(xˆ)] = 0 (4.14)
onde g(xˆ) e´ o vetor n × 1 das derivadas de primeira ordem da func¸a˜o
objetivo em relac¸a˜o a`s varia´veis de estado e 0 e´ um vetor n × 1 nulo.
H(xˆ) e´ a matriz Jacobiana de dimensa˜o m×n das primeiras derivadas
do vetor h(xˆ) em relac¸a˜o a`s varia´veis de estado. Considerando um
plano de medic¸a˜o qualquer, a matriz Jacobiana (ver Apeˆndice A) pode
ser expressa genericamente como:
H(xˆ) = ∂h(xˆ)∂x =

0 ∂V∂xV
∂t
∂xθ
∂t
∂xV
∂u
∂xθ
∂u
∂xV
0 ∂V∂xV
∂θ
∂xθ
0
∂P
∂xθ
∂P
∂xV
∂Q
∂xθ
∂Q
∂xV
∂I2
∂xθ
∂I2
∂xV
∂Ir
∂xθ
∂Ir
∂xV
∂Ii
∂xθ
∂Ii
∂xV

m×n
→ Magnitude de tensa˜o
→ Fluxo de poteˆncia ativa
→ Fluxo de poteˆncia reativa
→ Magnitude do fasor tensa˜o
→ Aˆngulo do fasor tensa˜o
→ Injec¸a˜o de poteˆncia ativa
→ Injec¸a˜o de poteˆncia reativa
→ Mag. de corrente ao quadrado
→ Parte real do fasor corrente
→ Parte imag. do fasor corrente
(4.15)
onde xθ e xV sa˜o as submatrizes de x referentes ao aˆngulo e ao mo´dulo,
respectivamente, das varia´veis de estado.
Expandindo g(xˆ) da equac¸a˜o (4.14) em se´rie de Taylor em torno
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do ponto representado pelo vetor xˆk resulta em:
g(xˆ) =g(xˆk) +
∂g(xˆk)
∂x
(xˆ− xˆk)
+
1
2
(xˆ− xˆk)t ∂
2g(xˆk)
∂x2
(xˆ− xˆk) + . . . = 0
(4.16)
Negligenciando os termos de ordem igual e superior a dois na
equac¸a˜o (4.16):
∂g(xˆk)
∂x
(xˆ− xˆk) = −g(xˆk) (4.17)
A equac¸a˜o (4.17) e´ a base do algoritmo recursivo de Gauss-
Newton onde, a cada iterac¸a˜o, incrementos sa˜o atribu´ıdos a` varia´vel
xˆ ate´ que seja atingida a convergeˆncia.
A primeira e segunda derivadas da func¸a˜o objetivo em relac¸a˜o
a`s varia´veis de estado no ponto xˆk sa˜o dadas por:
g(xˆk) =
∂ J(xˆk)
∂x
= −H(xˆk)tR−1[z− h(xˆk)] (4.18)
∂g(xˆk)
∂x
=
∂2J(xˆk)
∂x2
= H(xˆk)
t
R−1H(xˆk) (4.19)
−
[
∂2h(xˆk)
∂x2
]t
R−1[z− h(xˆk)]
A equac¸a˜o (4.19) pode ser simplificada se o segundo termo, con-
tendo a derivada de segunda ordem de h(.), for considerado nulo. Isto
implica em supor que as variac¸o˜es da matriz Jacobiana sa˜o despreza´veis
na regia˜o do ponto xˆk. Na grande maioria das situac¸o˜es esta suposic¸a˜o
e´ razoa´vel e o impacto na convergeˆncia do algoritmo e´ mı´nima [39].
Em posse desse racioc´ınio, e´ definida a matriz G(.), tambe´m conhecida
como matriz de ganho.
G(xˆk) , H(xˆk)tR−1H(xˆk) ≈ ∂g(xˆ
k)
∂x
(4.20)
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Substituindo os resultados das equac¸o˜es (4.18) e (4.20) na equac¸a˜o
(4.17) se obte´m:
H(xˆk)
t
R−1H(xˆk)︸ ︷︷ ︸
G(xˆk)
∆xˆk︷ ︸︸ ︷
(xˆ− xˆk) = H(xˆk)tR−1
∆zk︷ ︸︸ ︷
[z− h(xˆk)]︸ ︷︷ ︸
−g(xˆk)
(4.21)
4.3.1.1 Algoritmo
O me´todo de Gauss-Newton consiste na soluc¸a˜o do conjunto de
equac¸o˜es na˜o lineares (4.14). Para tal, e´ definido um ponto inicial xˆ0
(normalmente perfil plano de tensa˜o). A cada iterac¸a˜o, incrementos
∆xˆk sa˜o calculados pela equac¸a˜o (4.21). A estimativa para os estados
sa˜o atualizadas por:
xˆk+1 = xˆk + ∆xˆk (4.22)
O sistema linear (4.21) pode ser solucionado aplicando a fa-
torac¸a˜o de Cholesky na matriz de ganho. Esta fatorac¸a˜o decompo˜e
uma matriz definida positiva em um produto de uma matriz triangular
inferior por sua transposta. A matriz G e´ sime´trica estruturalmente e
numericamente [40]. Pode-se afirmar tambe´m que, se o sistema e´ ob-
serva´vel, G e´ uma matriz definida positiva [40]. Aplicando a fatorac¸a˜o
de Cholesky a G resulta em:
G(xˆk) = L(xˆk)L(xˆk)
t
(4.23)
onde L(xˆk) e´ uma matriz n× n triangular inferior.
Substituindo (4.23) em (4.21):
L(xˆk)L(xˆk)
t
∆xˆk = −g(xˆk) (4.24)
O sistema (4.24) pode ser solucionado em duas etapas. Na pri-
meira, o vetor yk auxiliar e´ obtido por substituic¸a˜o reversa:
L(xˆk)yk = −g(xˆk) (4.25)
Na segunda etapa, os incrementos das varia´veis de estados sa˜o
calculados, tambe´m por substituic¸a˜o reversa, atrave´s de:
L(xˆk)
t
∆xˆk = yk (4.26)
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O processo iterativo converge quando os incrementos ∆xˆk sa˜o
menores que uma determinada toleraˆncia :
‖∆xˆk‖∞ ≤  (4.27)
A matriz de covariaˆncia dos erros de estimac¸a˜o representa a in-
certeza associada a` estimativa e e´ calculada por [7]:
Rxˆ = E{(xˆ− x)(xˆ− x)t}
= [H(xˆ)
t
R−1H(xˆ)]
−1 (4.28)
Na Figura 4.2 e´ apresentado um fluxograma das principais eta-
pas da soluc¸a˜o do estimador de estados atrave´s do me´todo da equac¸a˜o
normal.
s
n
Figura 4.2 – Fluxograma do Me´todo da Equac¸a˜o Normal
4.3.1.2 Condicionamento Nume´rico da Matriz de Ganho
O condicionamento nume´rico e´ uma propriedade acerca da quali-
dade dos resultados quando da utilizac¸a˜o de meios computacionais. Os
problemas computacionais surgem devido a` precisa˜o finita das varia´veis
em ponto flutuante utilizadas para armazenar valores nume´ricos. Diz-se
que um problema e´ mal condicionado se pequenas perturbac¸o˜es em seus
paraˆmetros produzem grandes mudanc¸as nos resultados. Na soluc¸a˜o de
equac¸o˜es lineares este fenoˆmeno decorre do fato de a matriz de coefici-
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entes estar pro´xima da singularidade.
O nu´mero de condicionamento κ e´ uma medida que indica o grau
de condicionamento nume´rico de um problema matema´tico. No caso
da soluc¸a˜o de sistemas do tipo Ax = b, onde A e´ uma matriz definida
positiva, o nu´mero de condicionamento e´ dado por:
κ(A) =
λM
λm
(4.29)
onde λM e λm sa˜o o ma´ximo e o mı´nimo autovalores da matriz A,
respectivamente. Quanto maior o valor de κ, pior e´ o condicionamento.
Uma propriedade importante e´ a do condicionamento nume´rico
do quadrado da matriz A, dado por [40]:
κ(AtA) = κ(A)2 (4.30)
A matriz de ganho G do lado esquerdo do sistema linear (4.21)
envolve o produto [HtR−1H] e portanto, se o nu´mero de condiciona-
mento de H e´ ruim, κ(G) sera´ ainda pior em proporc¸a˜o quadra´tica. De
fato, a matriz Jacobiana H costuma ser mal condicionada quando exis-
tem ramos com impedaˆncia muito baixa na modelagem da rede ele´trica
ou quando sa˜o atribu´ıdas variaˆncias de ordem de grandeza muito dife-
rentes a`s medidas ou pseudo-medidas [39].
4.3.2 Me´todo Ortogonal-Sequencial
Os me´todos ortogonais para estimac¸a˜o de estados surgiram na
de´cada de oitenta [23,24] como uma alternativa para melhorar o desem-
penho nume´rica dos estimadores de estados. As principais vantagens da
utilizac¸a˜o de me´todos ortogonais sa˜o decorrentes de duas propriedades:
1. As matrizes ortogonais possuem autovalores com mo´dulo igual a
um. Portanto, as operac¸o˜es que envolvem tais matrizes possuem
nu´mero de condicionamento unita´rio (melhor poss´ıvel). Este fato
torna as matrizes ortogonais candidatas naturais a aplicac¸o˜es
nume´ricas.
2. Na formulac¸a˜o do me´todo ortogonal na˜o e´ necessa´rio calcular o
produto [HtR−1H] do lado esquerdo do sistema linear (4.21).
Neste caso, o nu´mero de condicionamento do problema na˜o e´
deteriorado.
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Considere o problema de estimac¸a˜o de estados (4.10) (4.11) cuja
condic¸a˜o de otimalidade de primeira ordem esta´ expressa na equac¸a˜o
(4.14). Efetuando o mesmo procedimento de expandir g(xˆ) em se´rie
de Taylor em torno do ponto xˆk e negligenciar os termos de ordem
superior, obte´m-se a equac¸a˜o normal (4.21), que e´ replicada por con-
venieˆncia na equac¸a˜o abaixo:
H(xˆk)
t
R−1H(xˆk)︸ ︷︷ ︸
G(xˆk)
∆xˆk︷ ︸︸ ︷
(xˆ− xˆk) = H(xˆk)tR−1
∆zk︷ ︸︸ ︷
[z− h(xˆk)]︸ ︷︷ ︸
−g(xˆk)
(4.31)
A equac¸a˜o normal (4.31) e´ a soluc¸a˜o de um subproblema linea-
rizado na k-e´sima iterac¸a˜o, dado por:
Min
∆xˆk
J(∆xˆk) =
1
2
[∆zk −H(xˆk)∆xˆk]tR−1[∆zk −H(xˆk)∆xˆk] (4.32)
A matriz R de covariaˆncia dos erros das medidas e´ definida po-
sitiva visto que R = diag{σ2i } , i : 1 . . .m / σ2i > 0 ∀ i ∈ Ωz, onde Ωz e´ o
conjunto das medidas. Aplicando a fatorac¸a˜o de Cholesky a R resulta
em:
R = R
1/2R
t/2 (4.33)
logo,
R−1 = R − t/2R − 1/2 (4.34)
Substituindo (4.34) em (4.32), resulta em:
Min
∆xˆk
J(∆xˆk) =
1
2
[∆zk −H(xˆk)∆xˆk]tR − t/2R − 1/2[∆zk −H(xˆk)∆xˆk] (4.35)
Sa˜o definidas as matrizes escalonadas:
H˘(xˆk) , R − 1/2H(xˆk)
∆z˘k , R − 1/2∆zk
(4.36)
O problema (4.35) pode ser reescrito como:
Min
∆xˆk
J(∆xˆk) =
1
2
[∆z˘k − H˘(xˆk)∆xˆk]t[∆z˘k − H˘(xˆk)∆xˆk] (4.37a)
=
1
2
∥∥∥∆z˘k − H˘(xˆk)∆xˆk∥∥∥2 (4.37b)
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onde ‖(.)‖ e´ a func¸a˜o norma Euclidiana.
A formulac¸a˜o (4.37b) do subproblema linearizado de estimac¸a˜o
de estados e´ a base do me´todo sequencial ortogonal, como sera´ visto
mais adiante. A principal ferramenta utilizada na implementac¸a˜o do
me´todo decorre do fato que a norma Euclidiana e´ invariante quando da
aplicac¸a˜o de transformac¸o˜es ortogonais [23]. A diferenc¸a para aborda-
gem de Gauss-Newton e´ que, a cada iterac¸a˜o, os incrementos ∆xˆk sa˜o
calculados por um processo de triangularizac¸a˜o das matrizes da func¸a˜o
objetivo em (4.37b) ao inve´s da soluc¸a˜o direta da equac¸a˜o normal.
4.3.2.1 Rotac¸o˜es de Givens
A rotac¸a˜o de Givens e´ uma transformac¸a˜o ortogonal que rota-
ciona um plano gerado por dois eixos. Em ana´lise nume´rica, a sua
principal aplicac¸a˜o esta´ na introduc¸a˜o de zeros em uma matriz atrave´s
de transformac¸o˜es ortogonais. Este procedimento matema´tico permite
triangularizar uma matriz por linhas [23]. Ale´m disso, as rotac¸o˜es de
Givens tem a vantagem de reduzir a quantidade de ca´lculos na fatorac¸a˜o
de matrizes esparsas, especialmente quando da utilizac¸a˜o de sua versa˜o
ra´pida [23].
Considere uma matriz ortogonal de rotac¸a˜o de dimensa˜o 2 × 2
dada por:
Q =
[
c s
−s c
]
(4.38)
onde c e s sa˜o escalares a serem determinados.
A condic¸a˜o de ortogonalidade implica que:[
c s
−s c
]
︸ ︷︷ ︸
Q
[
c −s
s c
]
︸ ︷︷ ︸
Qt
=
[
1 0
0 1
]
︸ ︷︷ ︸
I2×2
(4.39)
logo,
c2 + s2 = 1 (4.40)
A transformac¸a˜o Q e´ aplicada aos vetores linha j˘ e k˘ com o
objetivo de introduzir zeros no vetor k˘.[
c s
−s c
] [
j˘
k˘
]
=
[
j˘′
k˘′
]
(4.41)
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onde,
j˘ = [ 0 · · · 0 j˘i j˘i+1 · · · j˘l ]
k˘ = [ 0 · · · 0 k˘i k˘i+1 · · · k˘l ]
(4.42)
Apo´s a rotac¸a˜o elementar (4.41) os vetores j˘′ e k˘′ resultantes sa˜o dados
por:
j˘′ = [ 0 · · · 0 j˘′i j˘′i+1 · · · j˘′l ]
k˘′ = [ 0 · · · 0 0︸︷︷︸
k˘′i
k˘′i+1 · · · k˘′l ] (4.43)
Fixar k˘′i = 0 implica que:
−s j˘i + c k˘i = 0 (4.44)
Solucionando o sistema formado pelas equac¸o˜es (4.40) e (4.44)
resulta em:
c =
j˘i√
j˘2i + k˘
2
i
s =
k˘i√
j˘2i + k˘
2
i
(4.45)
A transformac¸a˜o ortogonal Q e´ conhecida como a forma tradici-
onal das rotac¸o˜es de Givens. E´ importante notar que, apo´s a rotac¸a˜o,
todos os elementos dos vetores j˘′ e k˘′ sa˜o atualizados e deve-se levar
em considerac¸a˜o os poss´ıveis novos enchimentos. Outra caracter´ıstica
importante da rotac¸a˜o de Givens tradicional e´ que e´ necessa´rio compu-
tar ra´ızes quadradas. Esta caracter´ıstica pode ter impacto negativo no
desempenho nume´rico, principalmente quando da triangularizac¸a˜o de
matrizes de grande porte.
A versa˜o sem ra´ızes quadradas, tambe´m conhecida como versa˜o
ra´pida, foi proposta inicialmente em [22,25] e reduz consideravelmente
o esforc¸o computacional.
Considere que as matrizes j˘ e k˘ podem ser decompostas em:
j˘ =
√
δ j = [ 0 · · · 0 √δ ji
√
δ ji+1 · · ·
√
δ jl ]
k˘ =
√
ω k = [ 0 · · · 0 √ω ki
√
ω ki+1 · · ·
√
ω kl ]
(4.46)
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ou escrita da forma particionada como:[
j˘
k˘
]
=
[√
δ 0
0
√
ω
]
︸ ︷︷ ︸
w1/2
[
j
k
]
︸︷︷︸
m
, w1/2 m (4.47)
onde
√
δ e
√
ω podem ser encarados como pesos atribu´ıdos aos vetores
j e k, respectivamente.
Aplicando a rotac¸a˜o de Givens tradicional a`s matrizes j˘ e k˘ fa-
toradas como na equac¸a˜o (4.47) resulta em:
Q w
1/2 m =[
c s
−s c
] [√
δ 0
0
√
ω
] [
0 · · · 0 ji ji+1 · · · jl
0 · · · 0 ki ki+1 · · · kl
]
(4.48)
Apo´s a rotac¸a˜o elementar (4.48) os vetores j′ e k′, assim como
os respectivos pesos
√
δ′ e
√
ω′, resultantes sa˜o dados por:[√
δ′ 0
0
√
ω′
] [
0 · · · 0 j′i j′i+1 · · · j′l
0 · · · 0 0 k′i+1 · · · k′l
]
, w′1/2 m′
︸︷︷︸
k′i
(4.49)
Fixar k′i = 0 implica que:
−s
√
δ ji + c
√
ω ki = 0 (4.50)
Logo, a relac¸a˜o ba´sica entre as matrizes antes e apo´s a rotac¸a˜o
de Givens e´ dada por:
Q w
1/2 m = w′
1/2
m′ (4.51)
A condic¸a˜o de ortogonalidade (4.40) e a imposic¸a˜o de k′i = 0 na
equac¸a˜o (4.50) formam um sistema de duas equac¸o˜es e duas inco´gnitas
a partir do qual se determina c e s:
c2 =
δ
δ + ω
(
ki
ji
)2
s2 =
ω
ω + δ
(
ji
ki
)2 (4.52)
A versa˜o ra´pida da rotac¸a˜o de Givens e´ baseada na relac¸a˜o (4.51).
Me´todos de Soluc¸a˜o 69
A partir dela e´ definida uma nova transformac¸a˜o ortogonal P aplicada
diretamente a m que resulte em:
Pm = m′ (4.53)
Logo, substituindo (4.53) em (4.51):
Q w
1/2 m = w′
1/2
P m (4.54)
Na nova transformac¸a˜o ortogonal, a matriz w′
1/2
e´ apenas atu-
alizada. Os elementos da nova matriz de rotac¸a˜o P e a expressa˜o de
atualizac¸a˜o de w′
1/2
sa˜o obtidos pela equac¸a˜o (4.54) elemento a ele-
mento:
[
c s
−s c
] [√
δ 0
0
√
ω
]
m =
[√
δ′ 0
0
√
ω′
] [
p11 p12
p21 p22
]
m (4.55)
que e´ equivalente a,[
c
√
δ s
√
ω
−s√δ c√ω
]
m =
[√
δ′ p11
√
δ′ p12√
ω′ p21
√
ω′ p22
]
m (4.56)
A equac¸a˜o (4.56) resulta em um sistema com quatro equac¸o˜es e
seis inco´gnitas. 
c
√
δ =
√
δ′ p11
s
√
ω =
√
δ′ p12
−s
√
δ =
√
ω′ p21
c
√
ω =
√
ω′ p22
(4.57)
O lado esquerdo de (4.57) e´ composto por elementos conhecidos,
visto que c e s foram obtidos em (4.52). Ja´ no lado direito existem seis
elementos a determinar. Portanto, o sistema de equac¸o˜es possui dois
graus de liberdade. Em [22], Gentleman propoˆs as seguintes escolhas
para os graus de liberdade:
1. A transformac¸a˜o ortogonal P possui treˆs elementos a determinar,
ou seja,
p22 = 1 (4.58)
2. Apo´s a rotac¸a˜o, o elemento j′i e´ igual a 1. Re-examinando (4.53)
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se obte´m: p11 p12
p21 p22
 0 · · · 0 ji ji+1 · · · jl
0 · · · 0 ki ki+1 · · · kl

=
 0 · · · 0 j′i j′i+1 · · · j′l
0 · · · 0 0 k′i+1 · · · k′l
 (4.59)
portanto,
p11 ji + p12 ki = 1 (4.60)
Assumindo que, no algoritmo, ji foi inicializado como 1, as rotac¸o˜es
subsequentes na˜o alteram este valor. Logo, ji = j
′
i = 1 e a
equac¸a˜o (4.60) pode ser reescrita como:
p11 + p12 ki = 1 (4.61)
Solucionando o sistema de equac¸o˜es (4.57), sujeito a escolha dos
graus de liberdade (4.58) e (4.61), resulta em:

δ′ = δ + ω k2i
p11 = δ/δ
′
p12 = ki ω/δ
′
ω′ = ω p11 = ω(1− ki p12)
p21 = −ki
p22 = 1
(4.62)
A escolha dos graus de liberdade proposta por Gentleman eli-
mina o ca´lculo de ra´ızes quadradas nas expresso˜es (4.62) e reduz o
nu´mero operac¸o˜es de multiplicac¸a˜o em relac¸a˜o a` forma tradicional das
rotac¸o˜es de Givens. Na pra´tica, as ra´ızes quadradas em
√
δ e
√
ω nunca
sa˜o efetivamente calculadas e a cada nova rotac¸a˜o, apenas δ e ω sa˜o atu-
alizados. A eliminac¸a˜o das ra´ızes quadradas na versa˜o ra´pida da rotac¸a˜o
de Givens tornou o me´todo atrativo computacionalmente, visto que o
nu´mero de operac¸o˜es em ponto flutuante fica bastante reduzido [23].
Ale´m disso, a decomposic¸a˜o dos vetores j˘ e k˘ na equac¸a˜o (4.46) (4.47)
e´ adequada para aplicac¸a˜o em problemas que envolvem ponderac¸o˜es,
uma vez que os elementos δ e ω podem ser encarados como “pesos”
atribu´ıdos aos vetores j e k, respectivamente.
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4.3.2.2 Soluc¸a˜o via Rotac¸o˜es de Givens
No me´todo ortogonal baseado nas rotac¸o˜es ra´pidas de Givens, a
cada iterac¸a˜o, as medidas sa˜o processada sequencialmente. O subpro-
blema linearizado (4.37b) solucionado na k-e´sima iterac¸a˜o e´ reescrito,
por convenieˆncia, na equac¸a˜o abaixo.
Min
∆xˆk
J(∆xˆk) =
1
2
∥∥∥∆z˘k − H˘(xˆk)∆xˆk∥∥∥2 (4.63)
Sem perda de generalidade suponha que, em um dado momento
do processamento sequencial de medidas, a matriz H˘(xˆk) tenha di-
mensa˜o igual ao nu´mero de varia´veis estados, ou seja n×n, e portanto
∆z˘k e´ um vetor n × 1. Considere agora que uma medida zi, com
variaˆncia σ2i e representada pelo modelo de medic¸a˜o zi = hi(x)+εi, e´ a
pro´xima medida dispon´ıvel a ser processada pelo estimador. Considere
tambe´m que a matriz Jacobiana de hi() em torno do ponto xˆ
k e´ dada
por hi(xˆ
k), de dimensa˜o 1× n.
De posse de zi, hi e da estimativa das varia´veis de estado xˆ
k na
k-e´sima iterac¸a˜o, e´ calculada a varia´vel ∆zki = zi − hi(xˆk). Considere
que ∆zki e hi(xˆ
k) sa˜o escalonados por σ2i de acordo com o mecanismo
da equac¸a˜o (4.36). Deste modo, considerando a pro´xima medida a ser
processada, a func¸a˜o objetivo e´ reescrita como:
J(∆xˆk) =
1
2
∥∥∥∥∥∥
∆z˘k
∆z˘ki
−
 H˘(xˆk)
h˘i(xˆ
k)
∆xˆk
∥∥∥∥∥∥
2
(4.64)
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A norma Euclidiana em (4.64) e´ invariante quando da aplicac¸a˜o
de transformac¸o˜es ortogonais [23]. Uma transformac¸a˜o ortogonal T e´
definida de modo que:
T
∆z˘k
∆z˘ki
 =
 c
e

T
 H˘(xˆk)
h˘i(xˆ
k)
 =
 U
0

(4.65)
onde c e´ um vetor n×1, e e´ um escalar, U e´ uma matriz n×n triangular
superior e 0 e´ um vetor nulo 1× n.
Aplicando a transformac¸a˜o ortogonal (4.65) a` func¸a˜o objetivo (4.64)
resulta no problema:
Min
∆xˆk
J(∆xˆk) =
1
2
∥∥c−U∆xˆk∥∥2 + e2︸︷︷︸
SQPR
(4.66)
Apo´s o processamento da medida zi, o vetor ∆xˆ
k que minimiza
o subproblema (4.66) e´ obtido atrave´s da soluc¸a˜o, por substituic¸a˜o re-
versa, do sistema triangular de equac¸o˜es:
U∆xˆk = c (4.67)
Considerando que a rede ele´trica e´ observa´vel com respeito ao
plano de medic¸a˜o, o sistema linear (4.67) e´ determinado, de modo que a
soluc¸a˜o ∆xˆk e´ u´nica. Portanto, c−U∆xˆk = 0 e a varia´vel e2 e´ a Soma
Ponderada dos Quadrados dos Res´ıduos (SPQR) de medic¸a˜o calculada
no ponto xˆk, apo´s o processamento da medida zi.
A transformac¸a˜o ortogonal da equac¸a˜o (4.65) e´ obtida atrave´s
de sucessivas rotac¸o˜es de Givens aplicadas a`s matrizes do problema
linearizado da seguinte forma:
[Q1] [Q2] · · · [Ql]︸ ︷︷ ︸
T
 H˘(xˆk) ∆z˘k
h˘i(xˆ
k) ∆z˘ki
 =
 U c
0 e
 (4.68)
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onde [Qk] e´ uma matriz tradicional de rotac¸a˜o de Givens, dada por:
[Qk] =

1
. . .
1
c s
−s c
1
. . .
1

(n+1)×(n+1)
(4.69)
Retomando a representac¸a˜o na˜o escalonada das matrizes do pro-
blema (ver (4.36)), a equac¸a˜o (4.68) pode ser re-escrita como:
[Ql] · · · [Q2] [Q1]
R − 1/2
σ
−1/2
i

H(xˆk) ∆zk
hi(xˆ
k) ∆zki
 =
 U c
0 e
 (4.70)
A partir de (4.70) sa˜o definidas novas transformac¸o˜es ortogonais
[Pl], ..., [P2], [P1], de acordo com o desenvolvimento da versa˜o ra´pida
das rotac¸o˜es de Givens descrito na sec¸a˜o anterior, de modo que:w′1/2
w
′1/2
i
 [Pl] · · · [P2] [P1]
H(xˆk) ∆zk
hi(xˆ
k) ∆zki
 =
 U c
0 e
 (4.71)
onde w
′1/2 e´ uma matriz diagonal de dimensa˜o n × n cujos elemen-
tos, assim como w
′1/2
i , sa˜o as ponderac¸o˜es atualizadas decorrentes das
l rotac¸o˜es, conforme o desenvolvimento na equac¸a˜o (4.54).
Aplicar as l rotac¸o˜es ra´pidas de Givens resulta em:w′1/2
w
′1/2
i
 U¯ c¯
0 1
 =
 U c
0 e
 (4.72)
onde U¯ e´ uma matriz n×n triangular superior unita´ria e c e´ um vetor
n× 1.
Ainda na k-e´sima iterac¸a˜o, a pro´xima medida zi+1 passa pelo
mesmo procedimento de ca´lculo de ∆zki+1 e hi+1(xˆ
k) e triangularizac¸a˜o.
Ao passo que as medidas sa˜o processadas, o valor da func¸a˜o objetivo e´
atualizado.
No final da iterac¸a˜o corrente, quando todas as medidas passa-
ram por este procedimento, o vetor ∆xˆk e´ calculado. Examinando a
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equac¸a˜o (4.72) tem-se que:
U = w
′1/2 U¯
c = w
′1/2 c¯
(4.73)
Substituindo (4.73) em (4.67), o incremento ∆xˆk para as esti-
mativas na k-e´sima iterac¸a˜o e´ obtido por substituic¸a˜o reversa atrave´s
de:
U¯ ∆xˆk = c¯ (4.74)
4.3.2.3 Algoritmo
Nesta sec¸a˜o e´ descrito o algoritmo computacional de soluc¸a˜o do
estimador de estados via rotac¸o˜es ra´pidas de Givens. No in´ıcio de cada
iterac¸a˜o, uma matriz (n+ 1) identidade particionada e´ inicializada em
conjunto com uma matriz nula, tambe´m (n + 1). Na Figura 4.3 e´
apresentada a regra de formac¸a˜o das matrizes iniciais do algoritmo.
Figura 4.3 – Inicializac¸a˜o de matrizes. O sobrescrito 0 indica valor
inicial.
Antes que qualquer medida seja processada na k-e´sima iterac¸a˜o,
tem-se que:
U¯0 = In×n
c¯0 = 0n×1
w0i = 0 ; i : 1 · · · (n+ 1)
(4.75)
Pra cada medida, sa˜o aplicadas rotac¸o˜es ra´pidas de Givens entre
as linhas de [U¯ | c¯] e a linha da matriz Jacobiana aumentada [hi(xˆk) |∆zki ]
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correspondente a` i-e´sima medida. Cada nova rotac¸a˜o zera um elemento
de [hi(xˆ
k) |∆zki ], atualizando os demais elementos desta linha e da linha
correspondente de [U¯ | c¯], ate´ que [hi(xˆk) |∆zki ] tenham sido completa-
mente anulada. O processo se repete para a pro´xima medida ate´ que
todas as linhas de [H(xˆk) |∆zk] tenham sido incorporadas ao esquema.
Uma vantagem deste me´todo e´ que a soma ponderada do quadrado dos
res´ıduos e´ atualizada parcialmente para cada medida. Na Figura 4.3 e´
apresentado o esquema onde um conjunto de rotac¸o˜es ra´pidas de Gi-
vens sa˜o aplicadas a uma linha da matriz Jacobiana aumentada, com
o objetivo de anular todos os seus elementos.
Figura 4.4 – Rotac¸o˜es ra´pidas de Givens. Os c´ırculos indicam elementos
atualizados, enquanto os quadrados indicam rotac¸o˜es subsequentes.
Uma propriedade muito importante deste me´todo e´ a possibili-
dade de incorporar informac¸a˜o a priori sem custo computacional. Na
inicializac¸a˜o das varia´veis, os elementos w0j podem ser vistos com o peso
inicial dado a j-e´sima varia´vel de estado antes que qualquer medida te-
nha sido processada. Em outras palavras, w0j corresponde ao peso da
informac¸a˜o a priori dispon´ıvel sobre o estado j :
w0j =
1
σ2j
(4.76)
onde σ2j e´ a variaˆncia da informac¸a˜o a priori sobre a varia´vel de estado
j.
Se nenhuma informac¸a˜o a priori e´ considerada, enta˜o w0j = 0 e
a inicializac¸a˜o das varia´veis segue a equac¸a˜o (4.75). Se, ao contra´rio,
existe alguma informac¸a˜o pre´via sobre os estados, as varia´veis do me´todo
sa˜o inicializadas da seguinte forma:
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 w0j , j : 1 · · ·n, conforme a equac¸a˜o (4.76);
 O vetor c¯ contera´ a informac¸a˜o a priori dispon´ıvel, ou seja,
c¯ = x˜. (4.77)
seguindo a notac¸a˜o da Sec¸a˜o 4.2.1, x˜ e´ o vetor de informac¸a˜o a priori
sobre as varia´veis de estado.
Na Figura 4.5 e´ apresentado um fluxograma das principais eta-
pas da soluc¸a˜o do estimador de estados atrave´s do me´todo sequencial
ortogonal baseado nas rotac¸o˜es ra´pidas de Givens.
s
n
s
n
Figura 4.5 – Fluxograma do me´todo sequencial ortogonal baseado nas
rotac¸o˜es ra´pidas de Givens.
4.4 Conclusa˜o
Neste cap´ıtulo foram discutidos os principais conceitos a respeito
da estimac¸a˜o de estados e seu papel na monitorac¸a˜o em tempo real de
sistemas de poteˆncia. Ale´m disso, foram apresentados dois me´todos
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tradicionais de soluc¸a˜o: o me´todo da equac¸a˜o normal, utilizando o al-
goritmo de Gauss-Newton, e o me´todo sequencial ortogonal, utilizando
as rotac¸o˜es de Givens escalares.
Os me´todos tradicionais de estimac¸a˜o de estados sa˜o adequados
para a maioria das situac¸o˜es pra´ticas. Entretanto, a estrate´gia para
a inclusa˜o de medidas fasoriais na estimac¸a˜o de estados desenvolvida
nesta dissertac¸a˜o possui caracter´ısticas particulares, que levam ao de-
senvolvimento contido no cap´ıtulo seguinte.
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5 ME´TODO SEQUENCIAL ORTOGONAL BASEADO NAS
ROTAC¸O˜ES DE GIVENS EM BLOCOS
5.1 Introduc¸a˜o
As rotac¸o˜es ra´pidas de Givens tradicionais sa˜o transformac¸o˜es
ortogonais aplicadas a elementos escalares, cujo principal emprego em
ana´lise nume´rica esta´ na introduc¸a˜o de zeros em vetores ou matrizes.
Na estimac¸a˜o de estados, essa funcionalidade e´ especialmente atraente
quando aplicada a` triangularizac¸a˜o numericamente esta´vel mediante
me´todo sequencial ortogonal, conforme exposto no Cap´ıtulo 4.
Uma limitac¸a˜o do estimador de estados baseado nas rotac¸o˜es
de Givens tradicionais e´ que cada medida deve ser ponderada por um
elemento escalar. Em consequeˆncia, esta ponderac¸a˜o na˜o permite consi-
derar eventuais correlac¸o˜es entre erros de medic¸a˜o. Esta caracter´ıstica
se torna especialmente restritiva quando da formulac¸a˜o do problema
de estimac¸a˜o de estados em coordenadas retangulares na presenc¸a de
medidas fasoriais de tensa˜o e corrente.
A conversa˜o de fasores medidos na forma polar para coordenadas
retangulares resulta em significativa correlac¸a˜o entre os erros da parte
real e imagina´ria. Assim, negligenciar este aspecto estat´ıstico pode
degradar o resultado final da estimativa. Por outro lado, a formulac¸a˜o
do problema sem recorrer a aproximac¸o˜es resulta em uma estrutura
matricial em blocos 2 × 2, evidenciando o apelo por um estimador
ortogonal operacionalizado em blocos. A exposic¸a˜o sobre a estrate´gia
de estimac¸a˜o de estados adotada nesta dissertac¸a˜o sera´ detalhada em
capitulo posterior, pore´m e´ importante ressaltar desde ja´ as condic¸o˜es
de contorno que levam ao desenvolvimento contido neste cap´ıtulo.
A matriz de rotac¸o˜es de Givens em blocos constitui uma genera-
lizac¸a˜o das rotac¸o˜es de Givens tradicionais, sendo seu desenvolvimento
original creditado a Hallek [54] que, contudo, na˜o visava uma aplicac¸a˜o
pra´tica em particular. A partir das rotac¸o˜es convencionais em blocos
de Hallek, e´ desenvolvida nesta dissertac¸a˜o uma versa˜o ra´pida, com
propriedades similares a`s da versa˜o ra´pida escalar, que se mostra ade-
quada a`s caracter´ısticas do problema de estimac¸a˜o de estados abordado
nesta dissertac¸a˜o.
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5.2 Rotac¸a˜o de Givens em Blocos
A matriz de rotac¸o˜es de Givens em blocos constitui-se na trans-
formac¸a˜o ortogonal fundamental a partir da qual foi desenvolvido o
algoritmo deste cap´ıtulo. Hallek [54] considera uma matriz ortogonal
Q de dimensa˜o 4× 4 dada por:
Q =
 A ABt
−CB C
 (5.1)
onde A, B e C sa˜o submatrizes na˜o-singulares de dimensa˜o 2 × 2. A
condic¸a˜o de ortogonalidade requer que: A ABt
−CB C

︸ ︷︷ ︸
Q
 At −BtCt
BAt Ct

︸ ︷︷ ︸
Qt
=
AAt + ABtBAt 0
0 CCt + CBBtCt
 = I4×4
(5.2)
e portanto: {
AAt + ABtBAt = I
CCt + CBBtCt = I
(5.3)
onde I e´ uma matriz identidade 2× 2. A equac¸a˜o (5.3) pode ser desen-
volvida como: {
AtA = (I + BtB)−1
CtC = (I + BBt)−1
(5.4)
A transformac¸a˜o Q e´ aplicada a`s matrizes J˘ e K˘, com o objetivo
de introduzir zeros na matriz K˘. A ABt
−CB C
[ J˘
K˘
]
=
[
J˘′
K˘′
]
(5.5)
onde,
J˘ = [ 0 · · · 0 J˘i J˘i+1 · · · J˘l ]
K˘ = [ 0 · · · 0 K˘i K˘i+1 · · · K˘l ]
(5.6)
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As matrizes J˘ e K˘ sa˜o formadas respectivamente por submatrizes J˘i e
K˘i de dimensa˜o 2×2, ou por submatrizes 0 nulas, tambe´m de dimensa˜o
2× 2.
Apo´s as rotac¸o˜es em blocos (5.5), as matrizes J˘′ e K˘′ resultantes
sa˜o dadas por:
J˘′ = [ 0 · · · 0 J˘′i J˘′i+1 · · · J˘′l ]
K˘′ = [ 0 · · · 0 0︸︷︷︸
K˘′i
K˘′i+1 · · · K˘′l ] (5.7)
Fixar K˘′i = 0 resulta em:
−CBJ˘i + CK˘i = 0 (5.8)
e portanto, lembrando que C e´ na˜o-singular, tem-se que:
B = K˘i J˘
−1
i (5.9)
De acordo com a equac¸a˜o (5.4), a matriz de rotac¸o˜es em blocos Q
pode ser totalmente determinada por sua submatriz B, que e´ calculada
por (5.9). E´ importante notar que o ca´lculo expl´ıcito das submatrizes
A e C na equac¸a˜o (5.4) requer o uso da fatorac¸a˜o de Cholesky, que e´ o
ana´logo matricial da raiz quadrada.
A partir das rotac¸o˜es em blocos derivadas acima, e´ desenvolvida
a seguir uma versa˜o ra´pida da rotac¸a˜o de Givens em blocos.
Seguindo o procedimento matema´tico da versa˜o escalar apresen-
tada na Sec¸a˜o 4.3.2.1, considere que as matrizes J˘ e K˘ podem ser
decompostas em:
J˘ = ∆
1/2 J = ∆
1/2 [ 0 · · · 0 Ji Ji+1 · · · Jl ]
K˘ = Ω
1/2 K = Ω
1/2 [ 0 · · · 0 Ki Ki+1 · · · Kl ] (5.10)
onde ∆ e Ω sa˜o matrizes 2 × 2 que podem ser interpretadas como
“pesos” atribu´ıdos a J e K, respectivamente. E´ importante notar que,
desde que ∆ e Ω sejam na˜o-singulares, na˜o ha´ restric¸a˜o quanto a sua
estrutura.
As matrizes J˘ e K˘ podem ser re-escritas de forma particionada
como:
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[
J˘
K˘
]
=
∆1/2 0
0 Ω
1/2

︸ ︷︷ ︸
W1/2
 J
K

︸ ︷︷ ︸
M
, W1/2 M (5.11)
Aplicando as rotac¸o˜es de Givens em blocos Q a`s matrizes J˘ e K˘,
fatoradas como na equac¸a˜o (5.10),
Q W
1/2 M = A ABt
−CB C
∆1/2 0
0 Ω
1/2
[ 0 · · · 0 Ji Ji+1 · · · Jl
0 · · · 0 Ki Ki+1 · · · Kl
]
(5.12)
resulta em:∆′1/2 0
0 Ω′
1/2
[ 0 · · · 0 J′i J′i+1 · · · J′l
0 · · · 0 ︸︷︷︸
K′i
0 K′i+1 · · · K′l
]
, W′1/2 M′
(5.13)
Fixar K′i = 0 implica em:
−C B ∆1/2 Ji + C Ω1/2 Ki = 0 (5.14)
e portanto, assumindo novamente a na˜o-singularidade de C, tem-se
que:
B = (Ω
1/2 Ki)(∆
1/2 Ji)
−1 (5.15)
De (5.12) e (5.13) conclui-se que a relac¸a˜o ba´sica entre as matri-
zes antes e apo´s as rotac¸o˜es de Givens em blocos e´ dada por:
Q W
1/2 M = W′
1/2
M′ (5.16)
que e´ ana´loga a` relac¸a˜o (4.51) do caso escalar. Da mesma forma que em
(4.53), uma nova matriz de rotac¸a˜o P e´ definida de modo que quando
aplicada diretamente a M resulte em:
PM = M′ (5.17)
o que leva a` versa˜o em blocos da equac¸a˜o (4.54):
Q W
1/2 M = W′
1/2
P M (5.18)
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A matriz 4× 4 P e´ a nova rotac¸a˜o a ser aplicada a M, ao passo
que a matriz de pesos W e´ apenas atualizada. Os elementos de P e
a expressa˜o de atualizac¸a˜o de W′
1/2
sa˜o obtidos pela equac¸a˜o (5.18)
elemento a elemento:
[
A ABt
−CB C
] [
∆
1/2 0
0 Ω
1/2
]
M =
[
∆′
1/2
0
0 Ω′
1/2
] [
P11 P12
P21 P22
]
M (5.19)
resultando em, A∆1/2 ABtΩ1/2
−CB∆1/2 CΩ1/2
M =
∆′1/2P11 ∆′1/2P12
Ω′
1/2
P21 Ω
′1/2P22
M (5.20)
Para determinar P, e´ necessa´rio solucionar o sistema de quatro equac¸o˜es
matriciais: 
A∆
1/2 = ∆′
1/2
P11
ABtΩ
1/2 = ∆′
1/2
P12
−CB∆1/2 = Ω′1/2P21
CΩ
1/2 = Ω′
1/2
P22
(5.21)
O lado esquerdo do sistema (5.21) e´ formado por matrizes co-
nhecidas, visto que os fatores de ponderac¸a˜o iniciais ∆
1/2 e Ω
1/2 sa˜o
dados do problema e A, B e C sa˜o calculados por (5.3) e (5.15). O
lado direito e´ formado por seis inco´gnitas matriciais. Portanto, o sis-
tema de equac¸o˜es possui dois graus de liberdade. Seguindo a analogia
com o caso escalar, sa˜o propostas as seguintes escolhas para os graus
de liberdade:
1. A submatriz P22 e´ escolhida como:
P22 = I2×2 (5.22)
o que implica em que, na transformac¸a˜o ortogonal em blocos P,
restam agora apenas treˆs multiplicadores matriciais a serem de-
terminados: P11, P12 e P21;
2. Apo´s a rotac¸a˜o em blocos, o elemento J′i e´ definido como uma
matriz identidade de dimensa˜o 2. Re-examinando (5.17), obte´m-
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se: P11 P12
P21 P22
 0 · · · 0 Ji Ji+1 · · · Jl
0 · · · 0 Ki Ki+1 · · · Kl

=
 0 · · · 0 J′i J′i+1 · · · J′l
0 · · · 0 0 K′i+1 · · · K′l
 (5.23)
portanto,
P11Ji + P12Ki = I2×2 (5.24)
Assumindo que o algoritmo e´ inicializado com Ji = I2×2, as
rotac¸o˜es em blocos subsequentes na˜o devem alterar este valor.
Logo Ji = J
′
i = I2×2 e a equac¸a˜o (5.24) pode ser reescrita como:
P11 + P12Ki = I2×2 (5.25)
Solucionando o sistema de equac¸o˜es (5.21), sujeito a` escolha dos
graus de liberdade (5.22) e (5.25), resulta em:
∆′ = ∆ + KtiΩKi
P11 = ∆
′−1∆
P12 = ∆
′−1KtiΩ
Ω′ = Ω(I−KiP12)
P21 = −Ki
P22 = I
(5.26)
Na nova rotac¸a˜o ra´pida de Givens em blocos na˜o e´ necessa´ria
a fatorac¸a˜o de Cholesky para determinar P. Ale´m disso, as matrizes
∆ e Ω sa˜o apenas atualizadas e a decomposic¸a˜o ∆
1/2 e Ω
1/2 nunca e´
efetivamente calculada.
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E´ relevante comparar o resultado em (5.26) com a forma escalar
das rotac¸o˜es ra´pidas de Givens. Os elementos da matriz de rotac¸a˜o
escalar ra´pida de Givens e as atualizac¸o˜es das ponderac¸a˜o sa˜o replicados
abaixo:

δ′ = δ + ω k2i
p11 = δ/δ
′
p12 = ki ω/δ
′
ω′ = ω p11 = ω(1− ki p12)
p21 = −ki
p22 = 1
(5.27)
5.3 Soluc¸a˜o via Rotac¸o˜es de Givens em Blocos
A soluc¸a˜o do estimador de estados via rotac¸o˜es ra´pidas de Givens
em blocos e´ semelhante a`quela do estimador baseado na versa˜o escalar.
Entretanto, na versa˜o em blocos as medidas sa˜o processadas aos pares
e e´ poss´ıvel considerar uma eventual correlac¸a˜o entre os erros.
Considere o problema de estimac¸a˜o de estados, linearizado em
torno de um ponto xˆk, que e´ solucionado a cada iterac¸a˜o conforme o
desenvolvimento do cap´ıtulo anterior e replicado na equac¸a˜o abaixo:
Min
∆xˆk
J(∆xˆk) =
1
2
[∆z˘k − H˘(xˆk)∆xˆk]t[∆z˘k − H˘(xˆk)∆xˆk] (5.28a)
=
1
2
∥∥∥∆z˘k − H˘(xˆk)∆xˆk∥∥∥2 (5.28b)
onde ‖.‖ e´ a func¸a˜o norma Euclidiana e
H˘(xˆk) , R − 1/2H(xˆk)
∆z˘k , R − 1/2∆zk
(5.29)
Sem perda de generalidade suponha que, em um dado momento
do processamento sequencial de medidas, a matriz H˘(xˆk) tenha di-
mensa˜o igual ao nu´mero de varia´veis estados, ou seja n×n, e portanto
∆z˘k e´ um vetor n × 1. Considere que os componentes de um par de
medidas (zi, zj) a ser processado pelo estimador sa˜o representados pelo
modelo de medic¸a˜o zi = hi(x) + εi e zj = hj(x) + εj , respectivamente.
Considere tambe´m que este par de medidas possui matriz de covariaˆncia
dada por:
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E{εi εj} = Ri,j =
 σ2i ci,j
cj,i σ
2
j
 (5.30)
onde σ2i e σ
2
j sa˜o as variaˆncias pro´prias do erros das medidas i e j,
respectivamente, e ci,j e cj,i sa˜o as covariaˆncias entre os erros do par.
As matrizes Jacobianas de hi e hj em torno do ponto xˆ
k sa˜o dadas por
hi(xˆ
k) e hj(xˆ
k), ambas de dimensa˜o 1× n.
Considere que (zi, zj) e´ o pro´ximo par de medidas a ser pro-
cessado pelo estimador de estados. Nesta situac¸a˜o, a func¸a˜o obje-
tivo (5.28b) e´ re-escrita como:
J(∆xˆk) =
1
2
∥∥∥∥∥∥∥∥∥∥

∆z˘k
∆z˘ki
∆z˘kj
−

H˘(xˆk)
h˘i(xˆ
k)
h˘j(xˆ
k)
∆xˆk
∥∥∥∥∥∥∥∥∥∥
2
(5.31)
onde ∆zki = zi − hi(xˆk), ∆zkj = zj − hj(xˆk) e o sinal ˘ indica o escalo-
namento ja´ definido na equac¸a˜o (5.29).
A norma Euclidiana em (5.31) e´ invariante a` aplicac¸a˜o de trans-
formac¸o˜es ortogonais. Uma nova transformac¸a˜o ortogonal T e´ definida
de modo que:
T

∆z˘k
∆z˘ki
∆z˘kj
 =

c
ei
ej

T

H˘(xˆk)
h˘i(xˆ
k)
h˘j(xˆ
k)
 =

U
0
0

(5.32)
onde c e´ um vetor n × 1, ei e ej sa˜o escalares, U e´ uma matriz n × n
triangular superior e 0 sa˜o vetores nulos 1× n.
Aplicando a nova transformac¸a˜o ortogonal T a` func¸a˜o obje-
tivo (5.31) resulta em:
Min
∆xˆk
J(∆xˆk) =
1
2
∥∥c−U∆xˆk∥∥2 + e2i + e2j︸ ︷︷ ︸
SQPR
(5.33)
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Apo´s o par de medidas zi e zj ser processado, o vetor ∆xˆ
k que
minimiza o subproblema (5.33) e´ obtido atrave´s da soluc¸a˜o, por subs-
tituic¸a˜o reversa, do sistema triangular de equac¸o˜es:
U∆xˆk = c (5.34)
Da forma equivalente ao estimador baseado nas rotac¸o˜es de Gi-
vens escalares, a contribuic¸a˜o para a soma ponderada dos quadrados
dos res´ıduos de medic¸a˜o pode ser calculada parcialmente, a cada pro-
cessamento de um par de medidas.
A transformac¸a˜o ortogonal (5.32) e´ obtida mediante a aplicac¸a˜o
de sucessivas rotac¸o˜es de Givens em blocos, de modo que:
[Q1] [Q2] · · · [Ql]︸ ︷︷ ︸
T

H˘(xˆk) ∆z˘k
h˘i(xˆ
k) ∆z˘ki
h˘j(xˆ
k) ∆z˘kj
 =

U c
0 ei
0 ej
 (5.35)
Onde [Qk] e´ uma matriz de rotac¸a˜o de Givens em blocos, dada por:
[Qk] =

I2×2
. . .
I2×2
A ABt
−CB C
I2×2
. . .
I2×2

(n+2)×(n+2)
(5.36)
Retomando a representac¸a˜o na˜o-escalonada das matrizes do problema
decorrentes de (5.29), a equac¸a˜o (5.35) pode ser re-escrita como:
[Ql] · · · [Q2] [Q1]
R − 1/2
R
− 1/2
i,j


H(xˆk) ∆zk
hi(xˆ
k) ∆zki
hj(xˆ
k) ∆zkj
 =

U c
0 ei
0 ej
 (5.37)
A partir de (5.37) sa˜o definidas novas transformac¸o˜es ortogonais [Pl],
..., [P2], [P1] de acordo com o desenvolvimento da versa˜o ra´pida das
rotac¸o˜es de Givens em blocos, de modo que:
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W′1/2
W
′1/2
i,j
 [Pl] · · · [P2] [P1]

H(xˆk) ∆zk
hi(xˆ
k) ∆zki
hj(xˆ
k) ∆zkj
 =

U c
0 ei
0 ej
 (5.38)
onde W
′1/2
i,j e´ uma matriz 2×2 e W
′1/2 e´ uma matriz bloco-diagonal de
dimensa˜o n×n. Ambas sa˜o as ponderac¸o˜es atualizadas decorrentes das
l rotac¸o˜es em blocos, conforme o desenvolvimento na equac¸a˜o (5.18).
A estrutura de W
′1/2 e´ dada por:
W
′1/2 =

W ′1,1 W
′
1,2
W ′2,1 W
′
2,2
W ′3,3 W
′
3,4
W ′4,3 W
′
4,4
. . .
. . .
. . .
. . .

1/2
(5.39)
Aplicar as l rotac¸o˜es ra´pidas de Givens em blocos resulta em:
W′1/2
W
′1/2
i,j

 U¯ c¯0 1
0 0
 =

U c
0 ei
0 ej
 (5.40)
onde U¯ e´ uma matriz n × n triangular superior unita´ria (isto e´, cuja
diagonal e´ formada por elementos iguais a 1) e c e´ um vetor n × 1.
Examinando a equac¸a˜o (5.40), tem-se que:
U = W
′1/2 U¯
c = W
′1/2 c¯
(5.41)
Substituindo (5.41) em (5.34), o incremento ∆xˆk do valor esti-
mado para varia´veis de estado na k-e´sima iterac¸a˜o e´ obtido resolvendo-
se por substituic¸a˜o reversa o sistema triangular:
U¯ ∆xˆk = c¯ (5.42)
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5.4 Algoritmo
O algoritmo nume´rico de soluc¸a˜o do estimador de estados ba-
seado nas rotac¸o˜es ra´pidas de Givens em blocos e´ ana´logo a versa˜o
escalar descrita no cap´ıtulo anterior. A cada iterac¸a˜o, uma matriz
(n + 2) identidade particionada e´ inicializada em conjunto com uma
matriz nula, tambe´m de dimensa˜o (n + 2). A Figura 5.1 apresenta a
regra de formac¸a˜o das matrizes do problema.
Figura 5.1 – Inicializac¸a˜o de matrizes. O sobrescrito 0 indica valor
inicial.
Portanto, antes que qualquer medida seja processada na k-e´sima
iterac¸a˜o, tem-se:
U¯0 = In×n
c¯0 = 0n×1
W 0i = 02×2 ; i : 1 · · · (n/2 + 1)
(5.43)
No me´todo ortogonal em blocos, as medidas sa˜o processadas aos
pares. Para cada par de medidas (genericamente representado pelas
medidas i e j), a matriz [hti(xˆ
k) |htj(xˆk)]t aumentada por [∆zki |∆zki ]t
e´ bloco-rotacionada com cada par de linhas de [U¯|c¯] ate´ que todos os
seus elementos tenham sido anulados. A cada nova rotac¸a˜o em blocos,
uma submatriz 2 × 2 e´ zerada, ao passo que os demais elementos da
matriz sendo rotacionada e do par de linhas de [U¯|c¯] correspondente,
sa˜o atualizados.
Na u´ltima rotac¸a˜o, a soma ponderada do quadrado dos res´ıduos
e´ atualizada com a contribuic¸a˜o do par de medidas. Na Figura 5.2
e´ apresentado um esquema onde um conjunto de rotac¸o˜es ra´pidas de
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Givens em blocos e´ aplicado a`s matrizes Jacobianas aumentadas de um
par de medidas, de modo a anular todos os seus elementos.
Figura 5.2 – Rotac¸o˜es ra´pidas de Givens em blocos. Os c´ırculos in-
dicam elementos atualizados, enquanto os quadrados indicam rotac¸o˜es
subsequentes.
Assim como na versa˜o escalar, o estimador em blocos tambe´m
possu´ı a propriedade de poder incorporar informac¸a˜o a priori sem custo
computacional adicional. Os elementos diagonais de W podem ser
vistos como pesos atribu´ıdos a cada par de varia´veis de estado antes
que qualquer medida seja processada. Adicionalmente, devido a` sua
estrutura em blocos, a versa˜o desenvolvida neste cap´ıtulo e´ capaz de
considerar eventuais correlac¸o˜es a priori entre os erros de duas varia´veis
de estado. A inicializac¸a˜o das matrizes W0j , j : 1 · · · (n/2) corresponde
ao peso da informac¸a˜o a priori dispon´ıvel sobre dois estados l e m:
W0j = R
−1
l,m =
 σ2l cl,m
cm,l σ
2
m

−1
se houver correlac¸a˜o;
W0j = R
−1
l,m =
 σ2l 0
0 σ2m

−1
se na˜o houver correlac¸a˜o.
(5.44)
onde σ2l (oum) e´ a variaˆncia da informac¸a˜o a priori sobre a varia´vel de
estado l (oum), e cm,l (ou cm,l) sa˜o as respectivas covariaˆncias.
Se nenhuma informac¸a˜o a priori e´ considerada, enta˜o W0j =
Algoritmo 91
02×2, j : 1 · · · (n/2) e a inicializac¸a˜o das varia´veis segue a equac¸a˜o (5.43).
Se, ao contra´rio, existe alguma informac¸a˜o pre´via sobre os estados, as
varia´veis do me´todo sa˜o inicializadas da seguinte forma:
 W0j , j : 1 · · · (n/2), conforme a equac¸a˜o (5.44);
 O vetor c¯ contera´ a informac¸a˜o a priori dispon´ıvel, ou seja,
c¯0 = x˜. (5.45)
Seguindo a notac¸a˜o do cap´ıtulo 4, x˜ e´ o vetor de informac¸a˜o a priori
sobre as varia´veis de estado.
Na Figura 5.3 e´ apresentado um fluxograma das principais eta-
pas da soluc¸a˜o do estimador de estados atrave´s do me´todo sequencial
ortogonal baseado nas rotac¸o˜es ra´pidas de Givens em blocos.
s
n
s
n
Figura 5.3 – Fluxograma do me´todo sequencial ortogonal baseado nas
rotac¸o˜es ra´pidas de Givens em blocos.
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5.5 Conclusa˜o
Neste cap´ıtulo e´ apresentado o principal desenvolvimento desta
dissertac¸a˜o. O estimador de estados ortogonal baseado nas rotac¸o˜es
de Givens em blocos e´ uma generalizac¸a˜o do estimador baseado nas
rotac¸o˜es de Givens escalares. Na versa˜o em blocos, as medidas sa˜o
processadas aos pares e e´ poss´ıvel considerar uma eventual correlac¸a˜o
entre os erros de medic¸a˜o do par. Adicionalmente, o me´todo preserva
a robustez nume´rica superior que caracteriza os me´todos ortogonais e
permite incorporar informac¸o˜es a priori, sem nenhum custo computa-
cional adicional.
O estimador ortogonal em blocos foi desenvolvido especialmente
para a estrate´gia em dois esta´gios para a inclusa˜o de medidas fasoriais
na estimac¸a˜o de estados. No cap´ıtulo seguinte sa˜o apresentados to-
dos os aspectos matema´ticos desta estrate´gia e utilizac¸a˜o do me´todo
proposto na soluc¸a˜o do problema.
93
6 ESTRATE´GIA EM DOIS ESTA´GIOS PARA INCLUSA˜O DE
MEDIDAS FASORIAIS NA EESP
6.1 Introduc¸a˜o
Tradicionalmente, o estimador de estados processa medidas pro-
venientes do Sistema de Supervisa˜o e Aquisic¸a˜o de Dados (SCADA).
Essas medidas sa˜o obtidas a taxas da ordem de uma amostra a cada 5
segundos, atrave´s da varredura sequencial de unidades terminais remo-
tas (UTRs) instaladas nas subestac¸o˜es. As medidas obtidas nas UTRs
sa˜o enviadas ao centro de operac¸a˜o do sistema, onde sa˜o processadas
pelo estimador.
Recentemente, com o desenvolvimento das Unidades de Medic¸a˜o
Fasorial sincronizadas (PMUs - Phasor Measurement Units) tornou-
se poss´ıvel a medic¸a˜o direta de fasores de tensa˜o nas barras e fasores
de corrente nas linhas dos sistemas de poteˆncia. Essas medidas ten-
dem a ser mais precisas que aquelas obtidas com o sistema SCADA e,
ale´m disso, sa˜o disponibilizadas a taxas bastante elevadas, da ordem de
ate´ centenas de fasores por segundo. Estudos recentes indicam que a
inclusa˜o das medidas fasoriais na estimac¸a˜o de estados e´ capaz de me-
lhorar a qualidade geral das estimativas [55], aprimorar a detecc¸a˜o de
erros grosseiros [56] e complementar a observabilidade do sistema [57].
Embora as medidas fasoriais representem um considera´vel avanc¸o
em termos de medic¸a˜o de grandezas ele´tricas, e´ pouco prova´vel que
elas venham a substituir totalmente as medidas tradicionais do sistema
SCADA no curto e no me´dio prazo, uma vez que isto implicaria na
substituic¸a˜o de toda a infraestrutura de aquisic¸a˜o de dados ja´ existente
nas empresas do setor ele´trico. Uma perspectiva mais realista e´ que
as medidas fasoriais sejam incorporadas gradualmente aos planos de
medic¸a˜o. Nesse cena´rio, torna-se necessa´rio o desenvolvimento de algo-
ritmos capazes de processar esses dois conjuntos de medidas, de origem
e caracter´ısticas distintas.
Diversos esforc¸os foram feitos no sentido de criar um algoritmo
u´nico para processar medidas fasoriais e medidas provenientes do sis-
tema SCADA tais como, por exemplo, [55] e [58]. Entretanto, do
ponto de vista pra´tico, isso implicaria na substituic¸a˜o do software dos
sistemas de gerenciamento de energia (EMS - Energy Management Sys-
tems). Uma alternativa para esta questa˜o e´ a inclusa˜o de um mo´dulo
adicional (segundo esta´gio), acoplado a` sa´ıda do estimador tradicional
(primeiro esta´gio). Este segundo mo´dulo recebe o resultado do estima-
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dor tradicional e o conjunto de medidas fasoriais, processando-os em
uma etapa de po´s-processamento.
A abordagem em dois esta´gios traz uma se´rie de vantagens, uma
vez que toda a infraestrutura de software e aquisic¸a˜o de dados do EMS
se mante´m inalterada. Outro aspecto computacional importante a ser
explorado no segundo esta´gio e´ o fato de que nele sa˜o processadas
apenas grandezas de tensa˜o e corrente complexas. Na pra´tica, essas
grandezas sa˜o obtidas em coordenadas polares. Pore´m, se transforma-
das para coordenadas retangulares, a relac¸a˜o entre elas e os estados se
torna linear. Por outro lado, uma consequeˆncia desta transformac¸a˜o e´
que os erros de medic¸a˜o, supostos na˜o correlacionados na forma polar,
perdem essa propriedade na forma retangular. Esforc¸os anteriores de
tratar este problema recorrem a fortes simplificac¸o˜es [59], ou na uti-
lizac¸a˜o de me´todos pouco robustos numericamente [60].
1o estágio
EMS
Estimador de Estados
2o estágio
medidas
SCADA
medidas
PMU Mudança de Coordenadas
Informação a priori 
Estimador de Estados
Rotações de Givens em Blocos
Figura 6.1 – Estrate´gia de estimac¸a˜o em dois esta´gios
A arquitetura de estimac¸a˜o de estados utilizada nesta dissertac¸a˜o
e´ apresentada na Figura 6.1. Os dois esta´gios da estrate´gia de estimac¸a˜o
de estados sa˜o definidos da seguinte forma:
1. Primeiro esta´gio: Consiste de um estimador de estados que pro-
cessa apenas medidas provenientes do sistema SCADA. Nenhuma
restric¸a˜o e´ imposta ao seu algoritmo de soluc¸a˜o. As sa´ıdas deste
esta´gio sa˜o: o vetor de estados estimados xˆ1 e a respectiva matriz
de covariaˆncia dos erros de estimac¸a˜o R1. Esta u´ltima e´ normal-
mente uma matriz cheia e representa as incertezas associadas a`s
estimativas xˆ1.
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2. Segundo esta´gio: Consiste de um estimador de estados que pro-
cessa apenas medidas fasoriais e incorpora os resultados do pri-
meiro esta´gio.
O segundo esta´gio e´ formulado em coordenadas retangulares, o
que torna o modelo de medic¸a˜o linear [60]. E´ importante re-
forc¸ar que na˜o se trata de uma linearizac¸a˜o; o que ocorre e´ que
a formulac¸a˜o de um estimador de estados que processa apenas
medidas fasoriais em coordenadas retangulares e´ linear. Este
resultado traz vantagens o´bvias, uma vez que na˜o e´ necessa´rio
recorrer a me´todos iterativos de soluc¸a˜o. Em contrapartida, a
transformac¸a˜o de coordenadas altera as propriedades estat´ısticas
do problema, correlacionando os erros da parte real e imagina´ria
das medidas transformadas.
O resultado do segundo esta´gio e´ a estimativa final xˆ2, que com-
bina, em etapas distintas, as medidas SCADA e fasoriais. O
me´todo proposto na˜o impo˜e nenhuma restric¸a˜o a respeito da ob-
servabilidade do plano de medic¸a˜o com respeito exclusivamente
a`s medidas fasoriais, desde que a rede ele´trica seja observa´vel com
relac¸a˜o a`s medidas SCADA.
Embora a estrate´gia de estimac¸a˜o utilizada siga, em linhas ge-
rais, os procedimentos apresentados em [59] e [60], duas contribuic¸o˜es
aprimoraram o segundo esta´gio:
1. O estimador do segundo esta´gio e´ formulado em coordenadas re-
tangulares, de modo que o modelo de medic¸a˜o resultante se torna
linear [60]. Como consequeˆncia desta transformac¸a˜o, as estimati-
vas sa˜o obtidas por processo direto, sem a necessidade de me´todos
iterativos;
2. Utiliza-se o estimador de estados ortogonal baseado nas rotac¸o˜es
ra´pidas de Givens em blocos, descrito no Cap´ıtulo 5. Esta versa˜o
das rotac¸o˜es de Givens permite processar medidas aos pares e
considera a correlac¸a˜o entre os erros de medic¸a˜o. Desta forma,
evita-se degradar a qualidade e as propriedades estat´ısticas dos
estados estimados. Adicionalmente, o me´todo preserva a robus-
tez nume´rica superior que caracteriza os me´todos ortogonais e
permite incorporar os resultados do primeiro esta´gio na forma de
informac¸a˜o a priori, sem nenhum custo computacional adicional.
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6.2 Implementac¸a˜o do Segundo Esta´gio
Considere um sistema ele´trico com paraˆmetros conhecidos, for-
mado por N barras, e portanto n = 2N estados (incluindo o aˆngulo
da barra de refereˆncia), representados no vetor x de dimensa˜o n × 1.
Um conjunto de M medidas fasoriais sincronizadas referenciadas a um
mesmo instante de tempo e´ obtido de modo que zp e´ o vetor m× 1 de
fasores de tensa˜o e corrente em coordenadas polares (m = 2M , uma
vez que cada fasor e´ composto de magnitude e aˆngulo). O modelo de
medic¸a˜o do segundo esta´gio e´ expresso por:
zp = hp(x) + εp (6.1)
onde hp e´ um vetor m× 1 de func¸o˜es na˜o lineares e εp e´ o vetor m× 1
dos erros de medic¸a˜o. Os erros das medidas fasoriais sa˜o considerados
varia´veis aleato´rias com distribuic¸a˜o normal (Gaussiana) e me´dia zero:
E{εp} = 0 (6.2)
Adicionalmente, os erros εp sa˜o supostos na˜o-correlacionados e a variaˆncia
do i-e´simo elemento e´ dada por σi
2. Sob estas condic¸o˜es, a matriz de
covariaˆncia dos erros de medic¸a˜o e´ diagonal e dada por:
E{εpεtp} = Rp = diag{σ21 , ..., σ2m} (6.3)
O segundo esta´gio incorpora o resultado do primeiro esta´gio.
Este consiste do vetor n×1 de estados estimados xˆ1 e da matriz n×n de
covariaˆncia dos erros de estimac¸a˜o R1. Esta e´ uma matriz normalmente
cheia, calculada por:
Cov(xˆ1) = R1 = (Hs(xˆ1)
tR−1s Hs(xˆ1))
−1 (6.4)
onde Rs e´ a matriz de covariaˆncia dos erros das medidas SCADA do
primeiro esta´gio e Hs() e´ a matriz Jacobiana do conjunto de func¸o˜es
na˜o-lineares que relacionam as medidas SCADA a`s varia´veis de estado.
6.2.1 Transformac¸a˜o de Coordenadas e Propriedades Estat´ısticas
O segundo esta´gio e´ formulado em coordenadas retangulares.
Para tal, e´ necessa´rio que as medidas fasoriais e as informac¸o˜es a priori
sejam convertidas para esta forma de representac¸a˜o.
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Considere uma varia´vel aleato´ria r∠φ em coordenadas polares:
r = r0 + εr (6.5a)
φ = φ0 + εφ (6.5b)
onde r0 e φ0 sa˜o os valores verdadeiros. Os erros εr e εφ sa˜o supostos
na˜o-correlacionados, com me´dia zero e respectivas variaˆncias dadas por
σ2r e σ
2
φ.
Convertendo r∠φ para coordenadas retangulares resulta em x+ jy,
onde,
x = r cos(φ) (6.6a)
y = r sin(φ) (6.6b)
Substituindo (6.5) em (6.6):
x = x0 + εx = (r0 + εr) cos(φ0 + εφ) (6.7a)
y = y0 + εy = (r0 + εr) sin(φ0 + εφ) (6.7b)
onde x0 e y0 sa˜o os valores verdadeiros em coordenadas retangulares.
Os erros εx e εy podem ser obtidos expandindo (6.7) em se´rie de
Taylor, e sa˜o dados por [61]:
εx =r0cos(φ0)[cos(εφ)− 1]− εrsen(φ0)sen(εφ) (6.8a)
− r0sen(φ0)sen(εφ) + εrcos(φ0)cos(εφ)
εy =r0sen(φ0)[cos(εφ)− 1] + εrcos(φ0)sen(εφ) (6.8b)
+ r0cos(φ0)sen(εφ) + εrsen(φ0)cos(εφ)
A partir da expressa˜o expl´ıcita do erro da varia´vel aleato´ria con-
vertida, sa˜o calculadas a me´dia, a variaˆncia e as covariaˆncias [61]:
E{εx} =r0cos(φ0)[e−σ2φ/2 − 1] (6.9a)
E{εy} =r0sin(φ0)[e−σ2φ/2 − 1] (6.9b)
σ2x = E{ε2x} =r20e−σ
2
φ [cos2(φ0)[cosh(σ
2
φ)− 1] + sen2(φ0)
senh(σ2φ)] + σ
2
re
−σ2φ [cos2(φ0)cosh(σ2φ)
+ sen2(φ0)senh(σ
2
φ)]
(6.10a)
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σ2y = E{ε2y} =r20e−σ
2
φ [sen2(φ0)[cosh(σ
2
φ)− 1] + cos2(φ0)
senh(σ2φ)] + σ
2
re
−σ2φ [sen2(φ0)cosh(σ2φ)
+ cos2(φ0)senh(σ
2
φ)]
(6.10b)
cx,y = cy,x = sen(φ0)cos(φ0)e
−2σ2φ [σ2r + r
2
0[1− eσ
2
φ ]] (6.10c)
Duas concluso˜es importantes podem ser obtidas das expresso˜es
acima: (1) os erros da varia´vel aleato´ria em coordenadas retangulares
na˜o teˆm me´dia zero, e (2) a me´dia dos erros, as variaˆncias e as co-
variaˆncias dependem do conhecimento do valor verdadeiro r0 e φ0, que
no caso de medidas, esta˜o obviamente indispon´ıveis.
Uma alternativa a` utilizac¸a˜o das expresso˜es explicitas (6.9) e
(6.10) e´ expandir a transformac¸a˜o (6.6) em se´rie de Taylor e descon-
siderar os termos de ordem superior. Com esta linearizac¸a˜o, os erros
da parte real e imagina´ria da varia´vel em coordenadas retangulares sa˜o
dados por [61]:
εLx = εrcos(φ0)− εφr0sen(φ0) (6.11a)
εLy = εrsen(φ0) + εφr0cos(φ0) (6.11b)
Sobre as propriedades estat´ısticas da versa˜o linearizada da trans-
formac¸a˜o (6.6), tem-se que:
E{εLx} = 0 (6.12a)
E{εLy } = 0 (6.12b)
σ2xL = r
2
0σ
2
φsen
2(φ0) + σ
2
rcos
2(φ0) (6.13a)
σ2yL = r
2
0σ
2
φcos
2(φ0) + σ
2
rsen
2(φ0) (6.13b)
cxL,yL = cyL,xL = [σ
2
r − r20σ2φ]sen(φ0)cos(φ0) (6.13c)
Os erros (6.11) tem me´dia zero (apesar de a transformac¸a˜o (6.6)
ser tendenciosa) e a expressa˜o aproximada para as variaˆncias e co-
variaˆncias ainda dependem do valor verdadeiro de r e φ. Na pra´tica, a
suposic¸a˜o de me´dia zero da transformac¸a˜o de coordenadas e a substi-
tuic¸a˜o direta dos valores medidos no lugar dos valores verdadeiros nas
expresso˜es em (6.13) levam a aproximac¸o˜es satisfato´rias, caso o erro εφ
Implementac¸a˜o do Segundo Esta´gio 99
de aˆngulo seja pequeno [61,62]. A qualidade desta aproximac¸a˜o e´ gra-
dativamente deteriorada a` medida que o produto rεφ aumenta [61,62].
As variaˆncias e covariaˆncias em (6.13), calculadas como func¸a˜o
dos valores medidos, podem ser obtidas diretamente atrave´s do produto
de matrizes:
R
′
= M
[
σ2r 0
0 σ2φ
]
Mt =
[
σ2xL cxL,yL
cyL,xL σ
2
yL
]
(6.14)
onde R
′
e´ a matriz de covariaˆncia dos erros linearizados em coorde-
nadas retangulares e M(r, φ) e´ a matriz que relaciona os componentes
incrementais polares e retangulares, definida como:
M(r, φ) ,
[
∂x/∂r ∂x/∂φ
∂y/∂r ∂y/∂φ
]
=
[
cos(φ) −r sin(φ)
sin(φ) r cos(φ)
]
(6.15)
Em [61], ainda e´ proposta uma correc¸a˜o para o bias na me´dia
dos erros das varia´veis transformadas. A nova transformac¸a˜o na˜o ten-
denciosa e´ dada por:
x = rcos(φ)− µx (6.16a)
y = rsen(φ)− µy (6.16b)
onde,
µx = rcos(φ)[e
−σ2φ − e−σ2φ/2] (6.17a)
µy = rsen(φ)[e
−σ2φ − e−σ2φ/2] (6.17b)
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6.2.2 Formulac¸a˜o do Estimador de Estados
Considere que a transformac¸a˜o (6.6) e´ aplicada ao vetor de medi-
das fasoriais zp e ao vetor de informac¸o˜es a priori xˆ1, resultando em z
′
p
e xˆ
′
1, respectivamente. Adicionalmente, as matrizes de covariaˆncias Rp
e R1 correspondentes sa˜o convertidas de acordo com a equac¸a˜o (6.14),
resultando em R
′
p e R
′
1. Uma modificac¸a˜o significativa na matriz R
′
p
resulta da transformac¸a˜o para sistema retangular, uma vez que sua
estrutura se torna bloco-diagonal;
R
′
p =

σ21 c12
c21 σ
2
2
σ23 c34
c43 σ
2
4
. . .
. . .
. . .
. . .

(6.18)
Esta propriedade estrutural tambe´m se aplica a` matriz R
′
1. A ma-
triz R1 (antes da transformac¸a˜o) e´ n × n cheia, entretanto a trans-
formac¸a˜o (6.6), que resulta na varia´vel aleato´ria x1 + jy1 (por exem-
plo), e´ func¸a˜o de apenas dois elementos, ou seja, a magnitude e o
aˆngulo da mesma varia´vel em coordenadas polares (r1∠φ1). Desse
modo, na˜o e´ poss´ıvel determinar a relac¸a˜o incremental (ver eq. (6.15))
entre x1 + jy1 e uma outra varia´vel qualquer em coordenadas polares
(r2∠φ2, por exemplo). Posta esta limitac¸a˜o, e´ razoa´vel negligenciar a
correlac¸a˜o entre os erros de estimac¸a˜o da tensa˜o complexa entre barras
distintas, ja´ que estes na˜o podem ser transformados pelo mecanismo da
equac¸a˜o (6.14).
Sem perda de generalidade, suponha que o vetor z
′
p conte´m duas
medidas ~Vk e ~Ikm, correspondentes respectivamente a um fasor tensa˜o
de sequeˆncia positiva medido na barra k e a um fasor corrente medido
na mesma barra, referente a` corrente de sequeˆncia positiva que flui no
ramo que interliga a barra k a` barra m.
Considere que o ramo interligando as barras k e m e´ representado
pelo modelo pi, onde rkm e´ a resisteˆncia se´rie, xkm e´ a reataˆncia se´rie
e bkm0 e´ a susceptaˆncia shunt na barra k. A impedaˆncia se´rie entre as
barras e´ dada por:
zkm = rkm + jxkm (6.19)
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e a admitaˆncia se´rie,
ykm = gkm + jbkm = zkm
−1 =
rkm
rkm2 + xkm2
− j xkm
rkm2 + xkm2
(6.20)
O modelo de medic¸a˜o restrito aos fasores ~Vk e ~Ikm e´ dado por:
= H
′
p x + ε
′
p
(6.21)
onde H
′
p e´ a matriz de observac¸a˜o (ou Jacobiana) das medidas fasoriais
e os sobrescritos r e i indicam a parte real e imagina´ria, respectiva-
mente.
Uma conclusa˜o importante obtida da equac¸a˜o (6.21) e´ que o
modelo de medic¸a˜o em coordenadas retangulares e´ linear. A linearidade
tambe´m se aplica a` informac¸a˜o a priori, uma vez que xˆ
′
1 se relaciona
com as varia´veis de estado da mesma forma que medidas fasoriais de
tensa˜o. Adicionalmente, quando os estados e as medidas sa˜o ordenados
como na equac¸a˜o (6.21), uma estrutura em blocos 2× 2 e´ formada nas
matrizes H
′
p e R
′
p.
O estimador de estados em coordenadas retangulares do segundo
esta´gio, considerando a informac¸a˜o a priori, pode ser formulado como
um problema de mı´nimos quadrados ponderados:
Min J(xˆ2) =
1
2
(z
′
p −H
′
pxˆ2)
t R
′
p
−1
(z
′
p −H
′
pxˆ2) +
1
2
(xˆ
′
1 − xˆ2)t R
′
1
−1
(xˆ
′
1 − xˆ2)
(6.22)
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6.3 Soluc¸a˜o via Me´todo Ortogonal Baseado nas Rotac¸o˜es Ra´-
pidas de Givens em Blocos
O me´todo ortogonal baseado nas rotac¸o˜es ra´pidas de Givens em
blocos foi concebido inicialmente com o propo´sito espec´ıfico de solu-
cionar o estimador de estados do segundo esta´gio, cujas matrizes tem
estrutura em blocos 2× 2. Entretanto, a descric¸a˜o deste estimador foi
feita no Cap´ıtulo 5 de forma gene´rica, considerando uma soluc¸a˜o itera-
tiva. Desse modo, na˜o ha´ nenhum impedimento quanto a` utilizac¸a˜o do
me´todo proposto em qualquer outra classe de problemas de mı´nimos
quadrados ponderados com caracter´ısticas semelhantes a`s do estimador
do segundo esta´gio. A u´nica diferenc¸a da soluc¸a˜o proposta nesta sec¸a˜o
em relac¸a˜o a` descric¸a˜o do Cap´ıtulo 5 e´ que as estimativas sa˜o obtidas
em uma u´nica iterac¸a˜o linear.
Os resultados do primeiro esta´gio sa˜o incorporados ao segundo
na forma de informac¸a˜o a priori pela simples inicializac¸a˜o das varia´veis
do algoritmo. As varia´veis sa˜o inicializadas da seguinte forma (ver
Cap´ıtulo 5):
 Matriz de ponderac¸a˜o:
W0j =
(
R
′
1 (l,m)
)−1
=
 σ2l cl,m
cm,l σ
2
m

−1
j : 1 · · · (n/2), (6.23)
onde l e m sa˜o as varia´veis de estado correspondentes a` parte real
e imagina´ria da tensa˜o complexa na j-e´sima barra, σ2l (oum) e´ a
variaˆncia do erro da estimativa a priori sobre a varia´vel de estado
l (oum), e cm,l (ou cm,l) sa˜o as respectivas covariaˆncias.
 O vetor c¯ contera´ as estimativas do primeiro esta´gio, ou seja,
c¯ = xˆ
′
1 (6.24)
Todas as considerac¸o˜es ja´ feitas em relac¸a˜o a`s vantagens do
me´todo ortogonal em blocos continuam va´lidas, ou seja: (1) possui
a robustez nume´rica superior que caracteriza os me´todos ortogonais;
(2) e´ capaz de considerar informac¸a˜o a priori pela simples inicializac¸a˜o
de varia´veis; (3) considera a correlac¸a˜o entre os erros da parte real e
imagina´ria de medidas fasoriais (e informac¸a˜o a priori) em coordena-
das retangulares; (4) as medidas sa˜o processadas sequencialmente aos
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pares, e (5) a soma ponderada dos quadrados dos res´ıduos e´ atualizada
sequencialmente.
Na Figura 6.2 e´ apresentado um fluxograma da soluc¸a˜o do se-
gundo esta´gio linear via me´todo sequencial ortogonal baseado nas ro-
tac¸o˜es ra´pidas de Givens em blocos.
s
n
Figura 6.2 – Fluxograma da soluc¸a˜o do segundo esta´gio linear via
me´todo sequencial ortogonal baseado nas rotac¸o˜es ra´pidas de Givens
em blocos.
6.4 Soluc¸a˜o via Me´todo da Equac¸a˜o Normal com Ponderac¸a˜o
em Blocos
A soluc¸a˜o do problema do segundo esta´gio via me´todo da equac¸a˜o
normal com ponderac¸a˜o em blocos pode ser implementada de duas for-
mas. Na primeira, o resultado do primeiro esta´gio e´ levado em conta
sob a forma de pseudomedidas e na segunda recorre-se ao conceito de
informac¸a˜o a priori.
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6.4.1 Resultados do Primeiro Esta´gio Considerados como Pseu-
domedidas
Considere o vetor de medidas aumentado z
′
, formado pelas me-
didas fasoriais e pelas estimativas do primeiro esta´gio:
z
′
=
 z′p
xˆ
′
1
 (6.25)
A matriz de observac¸a˜o aumentada e a matriz de covariaˆncia,
tambe´m aumentada, sa˜o dadas por:
H
′
=
 H′p
In×n
 (6.26) R′ =
R′p 0
0 R
′
1
 (6.27)
onde In×n e´ uma matriz identidade de dimensa˜o n.
Logo, o problema (6.22) pode ser reescrito como:
Min J(xˆ2) =
1
2
(z
′ −H′ xˆ2)t R′
−1
(z
′ −H′ xˆ2) (6.28)
As estimativas sa˜o obtidas de forma direta (sem a necessidade
de processo iterativo), atrave´s da soluc¸a˜o da equac¸a˜o normal:
H
′ t
R
′−1
H
′︸ ︷︷ ︸
G
xˆ2 = H
′ t
R
′−1
z
′︸ ︷︷ ︸
−g
(6.29)
6.4.2 Resultados do Primeiro Esta´gio Considerados com In-
formac¸a˜o A Priori
A segunda alternativa de soluc¸a˜o via me´todo da equac¸a˜o normal
consiste em considerar o problema original (6.22), cujo termo referente a`
informac¸a˜o a priori implica na forma estendida da equac¸a˜o normal [53]:
(H
′
p
t
R
′
p
−1
H
′
p + R
′
1
−1
)︸ ︷︷ ︸
G
xˆ2 = H
′
p
t
R
′
p
−1
z
′
p + R
′
1
−1
xˆ
′
1︸ ︷︷ ︸
−g
(6.30)
E´ mais uma vez oportuno ressaltar que as matrizes R
′
p e R
′
1 sa˜o bloco-
diagonais.
Soluc¸a˜o via Me´todo Ortogonal baseado nas Rotac¸o˜es Ra´pidas de Givens Escalares105
A vantagem da soluc¸a˜o do segundo esta´gio atrave´s do me´todo
da equac¸a˜o normal com ponderac¸a˜o em blocos e´ que, assim como no
me´todo de Givens em blocos, e´ poss´ıvel considerar a correlac¸a˜o entre os
erros da parte real e imagina´ria de medidas fasoriais e da informac¸a˜o
a priori. Por outro lado, por utilizar produtos do tipo Ht H, esta
abordagem e´ sens´ıvel a problemas de instabilidade nume´rica [40].
6.5 Soluc¸a˜o via Me´todo Ortogonal baseado nas Rotac¸o˜es Ra´-
pidas de Givens Escalares
O segundo esta´gio pode ainda ser solucionado atrave´s do me´todo
ortogonal baseado nas rotac¸o˜es ra´pidas de Givens escalares. Da mesma
forma como nas soluc¸o˜es anteriores, o resultado e´ obtido em uma u´nica
iterac¸a˜o linear. Neste me´todo, as medidas sa˜o processadas sequenci-
almente e ponderadas por elementos escalares, sendo necessa´rio negli-
genciar qualquer eventual correlac¸a˜o entre os erros tanto das medidas
fasoriais quanto das estimativas do primeiro esta´gio. Em face desta
simplificac¸a˜o, as varia´veis do me´todo relativas a`s informac¸o˜es a priori
sa˜o inicializadas da seguinte forma (ver cap´ıtulo 4):
 Elementos de ponderac¸a˜o:
w0j =
1
σ2j
j : 1 · · ·n; (6.31)
onde σ2j e´ variaˆncia do erro da estimativa do primeiro esta´gio
correspondente a` j-e´sima varia´vel de estado.
 O vetor c¯ contera´ as estimativas do primeiro esta´gio, ou seja,
c¯ = xˆ
′
1. (6.32)
Considerac¸o˜es em relac¸a˜o a`s vantagens do me´todo ortogonal es-
calar: (1) possui a robustez nume´rica superior que caracteriza os me´-
todos ortogonais; (2) e´ capaz de considerar informac¸o˜es a priori pela
simples inicializac¸a˜o de varia´veis; (3) as medidas sa˜o processada se-
quencialmente, e (4) a soma ponderada dos quadrados dos res´ıduos e´
atualizada apo´s cada medida ser processada.
Na Figura 6.3 e´ apresentado um fluxograma da soluc¸a˜o do se-
gundo esta´gio linear via me´todo sequencial ortogonal baseado rotac¸o˜es
ra´pidas de Givens escalares.
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Figura 6.3 – Fluxograma da soluc¸a˜o do segundo esta´gio via me´todo
sequencial ortogonal baseado rotac¸o˜es ra´pidas de Givens escalares.
6.6 Conclusa˜o
Este cap´ıtulo descreve a estrate´gia em dois esta´gios para inclusa˜o
de medidas fasoriais na estimac¸a˜o de estados. O primeiro esta´gio con-
siste de um estimador de estados tradicional que processa apenas me-
didas do sistema SCADA. O segundo esta´gio e´ formulado como um
problema de estimac¸a˜o de estados em coordenadas retangulares, o que
torna o modelo de medic¸a˜o linear. Em contrapartida, as propriedades
estat´ısticas do problema transformado sa˜o alteradas, correlacionando
os erros da parte real e imagina´ria das medidas.
Para a soluc¸a˜o do segundo esta´gio e´ proposto um estimador de
estados ortogonal baseado nas rotac¸o˜es de Givens em blocos. Este
me´todo e´ adequado a`s caracter´ısticas nume´ricas, estat´ısticas e estrutu-
rais do problema transformado. No cap´ıtulo seguinte, a qualidade do
estimador em blocos e´ avaliada sob o enfoque da qualidade final das
estimativas.
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7 RESULTADOS NUME´RICOS
7.1 Introduc¸a˜o
Este cap´ıtulo e´ dedicado a avaliar computacionalmente a qua-
lidade dos resultados fornecidos pelo estimador de estados ortogonal
baseado nas rotac¸o˜es de Givens em blocos, desenvolvido para o se-
gundo esta´gio da estrate´gia de estimac¸a˜o de estados abordada nesta
dissertac¸a˜o (ver Figura 6.1 ).
O segundo esta´gio foi implementado atrave´s dos seguintes me´-
todos: ortogonal baseado nas rotac¸o˜es de Givens em blocos, ortogonal
baseado nas rotac¸o˜es de Givens escalares e me´todo da equac¸a˜o normal
com ponderac¸a˜o em blocos. O objetivo e´ comparar os resultados dos
diferentes me´todos e quantificar suas caracter´ısticas de desempenho.
Algumas considerac¸o˜es sa˜o feitas de modo a delimitar o escopo
das simulac¸o˜es:
 O estimador do primeiro esta´gio e´ completamente independente
e nenhuma restric¸a˜o e´ imposta ao seu algoritmo de soluc¸a˜o;
 E´ considerado que a partir do momento em que o primeiro esta´gio
esteja conclu´ıdo, um conjunto de medidas fasoriais consideravel-
mente precisas e referenciadas a um mesmo instante de tempo
esta´ dispon´ıvel;
 Uma importante questa˜o e´ a detecc¸a˜o de erros grosseiros no se-
gundo esta´gio, uma vez que, no estimador de estados ortogonal
em blocos, as medidas fasoriais sa˜o processadas aos pares e os res-
pectivos erros em coordenadas retangulares sa˜o correlacionados.
Embora o processamento de erros na˜o seja o objetivo central deste
trabalho, simulac¸o˜es sa˜o realizadas considerando erros grosseiros
em medidas fasoriais, seguidas por uma breve discussa˜o;
 Na˜o ha´ necessidade de que o plano de medic¸a˜o fasorial fornec¸a
qualquer grau de observabilidade, desde que as medidas proveni-
entes do sistema SCADA garantam a observabilidade completa
do sistema;
 Caso existam ilhas na˜o observa´veis pelo sistema SCADA, as me-
didas fasoriais podem ser alocadas estrategicamente de modo a
restituir a observabilidade do sistema. Simulac¸o˜es sa˜o realizadas
para avaliar esta alternativa, seguidas por uma breve discussa˜o.
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 Todos os resultados sa˜o obtidos em ambiente simulado a partir
dos sistemas-teste de 14, 30 e 57 barras do IEEE. Os dados desses
sistemas encontram-se nos Anexos A, B e C.
7.2 Ambiente de Simulac¸a˜o
Um ambiente computacional foi elaborado em linguagem Matlab
com o objetivo de criar uma cascata de programas que simulem todas
as etapas do estimador de estados proposto.
Todas as simulac¸o˜es partem de resultados do fluxo de poteˆncia
dos sistemas-teste do IEEE, que fornecem os valores “verdadeiros” para
os estados e demais varia´veis da rede ele´trica. Os estudos de fluxo de
poteˆncia sa˜o executados a partir do programa Newflow, implementado
pelo Grupo de Sistemas de Poteˆncia (GSP) - UFSC, e que utiliza o
me´todo de Newton-Raphson.
As medidas sa˜o geradas a partir do resultado do fluxo de poteˆncia
pela adic¸a˜o de erros aleato´rios. A simulac¸a˜o de medidas e´ feita atrave´s
do programa Simed-f, implementado pelo GSP, que tambe´m e´ capaz de
gerar medidas fasoriais de tensa˜o e corrente.
O estimador de estados utilizado no primeiro esta´gio e´ o aplica-
tivo Givcrit , tambe´m desenvolvido pelo GSP, que e´ implementado em
coordenadas polares e utiliza o me´todo ortogonal baseado nas rotac¸o˜es
de Givens escalares. E´ importante lembrar que qualquer outro esti-
mador poderia ser utilizado, e que a escolha do Givcrit e´ apenas uma
questa˜o de disponibilidade.
O segundo esta´gio e´ um desenvolvimento pro´prio deste trabalho.
A implementac¸a˜o foi feita em Matlab e treˆs algoritmos de soluc¸a˜o esta˜o
dispon´ıveis: ortogonal baseado nas rotac¸o˜es de Givens em blocos, or-
togonal baseado nas rotac¸o˜es de Givens escalares e me´todo da equac¸a˜o
normal com ponderac¸a˜o em blocos (EqNorm-Blocos).
Todas as entradas e sa´ıdas dos programas sa˜o adaptadas de
modo que a interface de dados possibilite automatismo na cascata de
execuc¸a˜o. Na Figura 7.1 e´ apresentado um diagrama do ambiente de
simulac¸a˜o.
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Figura 7.1 – Ambiente de simulac¸a˜o
7.3 Considerac¸o˜es e Me´tricas
A partir do ambiente computacional descrito na sec¸a˜o anterior,
o desempenho de cada estimador de estados e´ avaliada em termos do
erro de estimativa de aˆngulo e de magnitude em cada barra:
εV k =
∣∣V kme´todo − V kverdadeiro∣∣ (7.1a)
εθk =
∣∣θkme´todo − θkverdadeiro∣∣ (7.1b)
onde o sobrescrito k indica a k-e´sima barra.
Adicionalmente, e´ utilizada uma me´trica de tensa˜o para o erro
vetorial total de uma estimativa. Esta me´trica foi proposta pela KEMA
(Keuring Van Electrotechnische Materialen) e e´ dada por [63]:
ε~V =
∣∣∣∣∣∣~Verro∣∣∣∣∣∣ = ( n∑
k=1
∣∣∣~V kme´todo − ~V kverdadeiro∣∣∣2
)1/2
(7.2)
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Sa˜o enumeradas as seguintes considerac¸o˜es a respeito de todas
as simulac¸o˜es:
1. O configurador de redes fornece a topologia correta e atual do
sistema em ana´lise;
2. A base de dados dos paraˆmetros do sistema na˜o possui erros;
3. Todos os ramos sa˜o representados por um modelo pi equivalente;
4. As medidas sa˜o geradas pela adic¸a˜o de um erro aleato´rio com
distribuic¸a˜o Gaussiana, me´dia zero e desvio padra˜o que e´ func¸a˜o
da precisa˜o do medidor. Os erros sa˜o truncados em ±3σ de modo
a evitar a inclusa˜o de erros grosseiros (exceto nos casos onde for
mencionado o contra´rio).
5. Assume-se que os medidores SCADA tem precisa˜o de 1% e as
unidades de medic¸a˜o fasorial de 0,1%, tanto para magnitude como
para fase. Este n´ıvel de precisa˜o e´ adotado de modo a ressaltar as
diferenc¸as entre as estimativas dos diversos algoritmos e esta´gios
de estimac¸a˜o, sem preju´ızo a` ana´lise;
6. O sistema SCADA disponibiliza os seguintes tipos de medidas
de sequeˆncia positiva: mo´dulo de tensa˜o nas barras, injec¸a˜o de
poteˆncia ativa e/ou reativa nas barras, corrente nos ramos e fluxo
de poteˆncia ativa e/ou reativa nos ramos;
7. Considera-se neste trabalho que uma unidade de medic¸a˜o faso-
rial e´ capaz de medir o fasor tensa˜o de sequeˆncia positiva na
barra onde esta´ instalada e todos os fasores corrente, tambe´m de
sequeˆncia positiva, nos ramos incidentes nesta mesma barra;
8. E´ considerada a existeˆncia de uma PMU instalada na barra 1,
que e´ refereˆncia angular para todos os sistemas-teste;
9. Em cada sistema-teste, os conjuntos de medidas sa˜o submetidos
a` arquitetura de estimac¸a˜o de estados em dois esta´gios, conside-
rando as seguintes ana´lises: (1) qualidade geral das estimativas,
(2) impacto da correc¸a˜o da polarizac¸a˜o (“bias”) da transformac¸a˜o
de coordenadas, (3) existeˆncia de erros grosseiros em medidas fa-
soriais e (4) medidas fasoriais utilizadas para complementar a
observabilidade;
10. A refereˆncia angular e´ imposta atrave´s de uma pseudomedida de
pequena variaˆncia (peso elevado), cerca de treˆs ordens de gran-
deza mais precisas que medidas fasoriais;
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11. Para cada ana´lise, considerado um dado sistema-teste e plano de
medic¸a˜o, sa˜o gerados cinquenta conjuntos de medidas. Cada um
destes conjuntos e´ u´nico, criado por diferentes sementes em um
algoritmo de gerac¸a˜o de nu´meros aleato´rios. Esta estrate´gia e´ uti-
lizada de modo a se obter uma colec¸a˜o de dados livre de poss´ıveis
distorc¸o˜es decorrentes de um conjunto pequeno de varia´veis ale-
ato´rias.
O erro me´dio absoluto de aˆngulo e magnitude para um conjunto
de nS simulac¸o˜es e´ definido como:
ε¯V k =
∑nS
j=1
∣∣∣V kj,me´todo − V kverdadeiro∣∣∣
nS
(7.3a)
ε¯θk =
∑nS
j=1
∣∣∣θkj,me´todo − θkverdadeiro∣∣∣
nS
(7.3b)
onde k indica a k-e´sima barra, j indica a j-e´sima simulac¸a˜o e nS
e´ o nu´mero de simulac¸o˜es realizadas (igual a 50 neste estudo).
Ja´ o erro vetorial total me´dio do mesmo conjunto e´ definido como:
ε¯~V =
∑nS
j=1
∣∣∣∣∣∣~V jerro∣∣∣∣∣∣
nS
(7.4)
7.4 Ana´lise 1: Qualidade geral das estimativas
Nesta ana´lise sa˜o considerados casos de estudo onde as medidas
SCADA do primeiro esta´gio garantem a observabilidade completa da
rede. Consideram-se diferentes planos de medic¸a˜o fasorial. O objetivo
e´ promover um comparativo da qualidade das estimativas do segundo
esta´gio, quando da sua implementac¸a˜o nos treˆs algoritmos desenvolvi-
dos nesta dissertac¸a˜o.
7.4.1 Caso A: Sistema ele´trico observa´vel com medidas faso-
riais
Neste caso de estudo e´ considerado que unidades de medic¸a˜o
fasorial esta˜o instaladas em todas as barras do sistema. Embora esta
na˜o seja uma situac¸a˜o pra´tica no atual esta´gio de desenvolvimento da
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tecnologia, e´ apropriada para o objetivo desta ana´lise, uma vez que, a
quantidade de medidas processadas pelo estimador do segundo esta´gio
e´ maximizada, e portanto as diferenc¸as entre a qualidade dos algoritmos
sa˜o intensificadas.
 Sistema IEEE - 14 barras
Na Figura 7.2 e´ apresentado o diagrama unifilar do sistema IEEE
14 barras e indicados os pontos de medic¸a˜o para o sistema SCADA e
fasorial.
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Figura 7.2 – Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 14 barras
A Tabela 2 apresenta a quantidade de medidas nos planos de
medic¸a˜o da ana´lise 1.A do sistema IEEE 14 barras. Nesta tabela, P/Q
indica injec¸a˜o de poteˆncia ativa/reativa, t/u fluxo de poteˆncia ativa/re-
ativa, |V | magnitude de tensa˜o e ~V /~I fasor de tensa˜o/corrente.
Tabela 2 – Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 14 barras
SCADA (ρSCADA = 1, 4) PMU (ρPMU = 3, 8)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 6 6 8 10 9 14 39
Na Figura 7.3 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude (equac¸a˜o (7.3a)) e aˆngulo (equac¸a˜o (7.3b)) por barra,
considerando as cinquenta simulac¸o˜es da Ana´lise 1.A. Nesta figura,
cada se´rie indica os erros das estimativas do primeiro esta´gio e do se-
gundo esta´gio implementado atrave´s dos treˆs me´todos. Estes resultados
tambe´m sa˜o apresentados na Figura 7.4, pore´m com foco apenas nos
resultados do segundo esta´gio.
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Figura 7.3 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo.
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Figura 7.4 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo. Foco no 2o esta´gio.
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A Tabela 3 apresenta o erro vetorial total me´dio (equac¸a˜o (7.4))
da Ana´lise 1.A do sistema IEEE 14 barras. E´ apresentado tambe´m o
desvio padra˜o da me´trica de tensa˜o para as cinquenta simulac¸o˜es.
Tabela 3 – Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 14 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 1, 52× 10−2 6, 59× 10−4 8, 63× 10−4 6, 59× 10−4
σ 6, 27× 10−3 4, 9× 10−4 4, 98× 10−4 4, 9× 10−4
 Sistema IEEE - 30 barras
Na Figura 7.5 e´ apresentado o diagrama unifilar do sistema IEEE
30 barras e indicado os pontos de medic¸a˜o para o sistema SCADA e
fasorial.
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Figura 7.5 – Ana´lise 1.A Plano de medic¸a˜o para o sistema IEEE 30 barras
Na Tabela 4 e´ apresentada a quantidade de medidas no plano de
medic¸a˜o SCADA e fasorial no sistema IEEE 30 barras.
Tabela 4 – Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 30 barras
SCADA (ρSCADA = 1, 6) PMU (ρPMU = 3, 7)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 15 15 14 27 27 30 82
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A Tabela 5 apresenta o erro vetorial total me´dio da Ana´lise 1.A
do sistema IEEE 30 barras.
Tabela 5 – Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 30 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 8, 89× 10−3 6, 11× 10−4 6, 64× 10−4 6, 11× 10−4
σ 4, 25× 10−3 3, 29× 10−4 4, 5× 10−4 3, 29× 10−4
Na Figura 7.6 e´ apresentado um gra´fico do erro absoluto me´dio de
magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es da
Ana´lise 1.A. Estes resultados tambe´m sa˜o apresentados na Figura 7.7,
pore´m com foco apenas nos resultados do segundo esta´gio.
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Figura 7.6 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo.
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Figura 7.7 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo. Foco no 2o esta´gio.
 Sistema IEEE - 57 barras
Na Figura 7.8 e´ apresentado o diagrama sistema IEEE 57 barras,
os pontos de medic¸a˜o na˜o foram inclu´ıdos devido a` dimensa˜o do sistema.
Figura 7.8 – Ana´lise 1.A Diagrama unifilar do sistema IEEE 57 barras
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Na Tabela 6 e´ apresentada a quantidade de medidas no plano de
medic¸a˜o SCADA e fasorial no sistema IEEE 57 barras.
Tabela 6 – Ana´lise 1.A - Plano de medic¸a˜o para o sistema IEEE 57 barras
SCADA (ρSCADA = 1, 6) PMU (ρPMU = 3, 7)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 24 26 28 53 53 57 156
Na Figura 7.9 e´ apresentado um gra´fico do erro absoluto me´dio de
magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es da
Ana´lise 1.A. Estes resultados tambe´m sa˜o apresentados na Figura 7.10,
pore´m com foco apenas nos resultados do segundo esta´gio.
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Figura 7.9 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo.
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Figura 7.10 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo. Foco no 2o esta´gio.
A Tabela 7 apresenta o erro vetorial total me´dio da Ana´lise 1.A
do sistema IEEE 57 barras.
Tabela 7 – Erro vetorial total me´dio para a Ana´lise 1.A do sistema IEEE 57 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 7, 85× 10−3 6, 21× 10−4 7, 21× 10−4 6, 22× 10−4
σ 3, 48× 10−3 3, 49× 10−4 3, 97× 10−4 3, 47× 10−4
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7.4.2 Caso B: Sistema ele´trico na˜o observa´vel com medidas
fasoriais
Neste caso de estudo e´ considerado que as unidades de medic¸a˜o
fasorial esta˜o instaladas apenas em algumas barras do sistema. O ob-
jetivo e´ avaliar o impacto de algumas poucas medidas fasoriais na qua-
lidade final das estimativas. E´ importante lembrar que considera-se
neste trabalho que uma PMU e´ capaz de medir o fasor tensa˜o na barra
onde esta´ instalada e todos os fasores corrente nos ramos incidentes
nesta mesma barra.
 Sistema IEEE - 14 barras
Na Figura 7.11 e´ apresentado o diagrama unifilar do sistema
IEEE 14 barras e indicados os pontos de medic¸a˜o para o sistema SCADA
e fasorial. Considera-se que unidades de medic¸a˜o fasorial esta˜o insta-
ladas apenas nas barras 1 e 2.
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Figura 7.11 – Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 14 barras
Na Tabela 8 e´ apresentada a quantidade de medidas no plano de
medic¸a˜o SCADA e fasorial no sistema IEEE 14 barras.
Tabela 8 – Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 14 barras
SCADA (ρSCADA = 1, 4) PMU (ρPMU = 0, 6)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 6 6 8 10 9 2 6
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Na Figura 7.12 e´ apresentado um diagrama com a configurac¸a˜o
de elementos na˜o-nulos da matriz de covariaˆncia dos erros de medic¸a˜o
R
′
p e da matriz de observac¸a˜o H
′
p do modelo de medic¸a˜o das medidas
fasoriais.
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Figura 7.12 – Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p
A Tabela 9 apresenta o erro vetorial total me´dio da Ana´lise 1.B
do sistema IEEE 14 barras.
Tabela 9 – Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 14 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 1, 52× 10−2 1, 47× 10−2 1, 47× 10−2 1, 47× 10−2
σ 6, 27× 10−3 6, 21× 10−3 6, 22× 10−3 6, 21× 10−3
Na Figura 7.3 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 1.B.
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Figura 7.13 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. PMUs nas barras 1 e 2.
 Sistema IEEE - 30 barras
Na Tabela 10 e´ apresentada a quantidade de medidas no plano
de medic¸a˜o SCADA e fasorial no sistema IEEE 30 barras. Considera-se
que unidades de medic¸a˜o fasorial esta˜o instaladas nas barras 1, 2, 25 e
27.
Tabela 10 – Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 30 barras
SCADA (ρSCADA = 1, 6) PMU (ρPMU = 0, 6)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 15 15 14 27 27 4 13
Na Figura 7.14 e´ apresentado o diagrama do sistema IEEE 30
barras e indicados os pontos de medic¸a˜o do sistema SCADA e fasorial.
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Figura 7.14 – Ana´lise - 1.B Plano de medic¸a˜o para o sistema IEEE 30 barras
Na Figura 7.15 e´ apresentado um diagrama com a configurac¸a˜o
de elementos na˜o-nulos da matriz de covariaˆncia dos erros de medic¸a˜o
R
′
p e da matriz de observac¸a˜o H
′
p do modelo de medic¸a˜o das medidas
fasoriais.
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Figura 7.15 – Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p
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Na Figura 7.16 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 1.B.
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Figura 7.16 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. PMUs nas barras 1, 2, 25 e 27.
A Tabela 11 apresenta o erro vetorial total me´dio da Ana´lise 1.B
do sistema IEEE 30 barras.
Tabela 11 – Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 30
barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 8, 89× 10−3 7, 33× 10−3 7, 40× 10−3 7, 33× 10−3
σ 4, 25× 10−3 3, 47× 10−3 3, 44× 10−3 3, 47× 10−3
 Sistema IEEE - 57 barras
Na Tabela 12 e´ apresentada a quantidade de medidas no plano
de medic¸a˜o SCADA e fasorial no sistema IEEE 57 barras. Considera-se
que unidades de medic¸a˜o fasorial esta˜o instaladas nas barras 1, 2, 9,
10, 32 e 36.
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Tabela 12 – Ana´lise 1.B - Plano de medic¸a˜o para o sistema IEEE 57 barras
SCADA (ρSCADA = 1, 6) PMU (ρPMU = 0, 47)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 24 26 28 53 53 6 21
Na Figura 7.17 e´ apresentado um diagrama com a configurac¸a˜o
de elementos na˜o-nulos da matriz de covariaˆncia dos erros de medic¸a˜o
R
′
p e da matriz de observac¸a˜o H
′
p do modelo de medic¸a˜o das medidas
fasoriais.
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Figura 7.17 – Configurac¸a˜o de elementos na˜o-nulos da (a) matriz de observac¸a˜o
H
′
p e da (b) matriz de covariaˆncia dos erros de medic¸a˜o R
′
p
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Na Figura 7.18 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 1.B.
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Figura 7.18 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. PMUs nas barras 1, 2, 9, 10, 32 e 36.
A Tabela 13 apresenta o erro vetorial total me´dio da Ana´lise 1.B
do sistema IEEE 57 barras.
Tabela 13 – Erro vetorial total me´dio para a Ana´lise 1.B do sistema IEEE 57
barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 7, 85× 10−3 6, 79× 10−3 6, 90× 10−3 6, 79× 10−3
σ 3, 48× 10−3 2, 64× 10−3 2, 61× 10−3 2, 64× 10−3
7.4.3 Considerac¸o˜es para a Ana´lise 1
A qualidade final das estimativas tende a melhorar a proporc¸a˜o
em que o plano de medic¸a˜o fasorial do segundo esta´gio aumenta. Este
e´ um resultado esperado, uma vez que as medidas fasoriais sa˜o conside-
radas uma ordem de grandeza mais precisas que as medidas SCADA.
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Mesmo que fosse considerada a mesma precisa˜o para ambos os sistemas
de medic¸a˜o, ainda se espera uma melhoria das estimativas, uma vez que
o segundo esta´gio agrega redundaˆncia ao plano de medic¸a˜o.
Em relac¸a˜o ao algoritmo do segundo esta´gio, fica claro que consi-
derar a correlac¸a˜o entre os erros da parte real e imagina´ria das medidas
convertidas melhora a qualidade das estimativas. O estimador baseado
nas rotac¸o˜es de Givens em blocos apresenta resultados ideˆnticos ao es-
timador baseado no me´todo da equac¸a˜o normal com ponderac¸a˜o em
blocos, e a qualidade da estimativa de ambos e´ superior a` do estimador
baseado nas rotac¸o˜es de Givens escalares.
A degradac¸a˜o da qualidade do estimador baseado nas rotac¸o˜es
de Givens escalares deve ser vista com cautela, uma vez que, embora
este na˜o considere a correlac¸a˜o entre os erros de medic¸a˜o, e´ um estima-
dor numericamente robusto e adequado para a maioria das situac¸o˜es
pra´ticas. Nos casos onde apenas um pequeno conjunto de medidas faso-
riais esta´ dispon´ıvel, a diferenc¸a entre a qualidade dos treˆs me´todos se
torna despreza´vel. Ao passo que mais medidas fasoriais sa˜o adicionadas
ao plano de medic¸a˜o, tanto mais pronunciadas se tornam as diferenc¸as.
A correspondeˆncia entre as estimativas do me´todo ortogonal em
blocos e do me´todo da equac¸a˜o normal com ponderac¸a˜o em blocos e´ pre-
vista. Ambos solucionam exatamente o mesmo problema de estimac¸a˜o
de estados. Uma degradac¸a˜o da qualidade do estimador baseado na
equac¸a˜o normal e´ esperada a` medida que o problema adquira carac-
ter´ısticas de mal condicionamento nume´rico. Situac¸o˜es que levem a`
falha deste algoritmo na˜o foram abordadas nesta dissertac¸a˜o e sera˜o
tema de pesquisa futura.
7.5 Ana´lise 2: Correc¸a˜o do bias na me´dia dos erros em coor-
denadas retangulares
Nesta ana´lise e´ avaliada a correc¸a˜o (ver equac¸a˜o (6.16)) para o
bias na me´dia dos erros (6.9) decorrente da transformac¸a˜o de coordena-
das polares para retangulares. As medidas SCADA do primeiro esta´gio
garantem a observabilidade completa do sistema. O objetivo e´ promo-
ver um comparativo da qualidade das estimativas do segundo esta´gio,
quando da aplicac¸a˜o ou na˜o da correc¸a˜o do bias.
Neste estudo de caso e´ considerado que unidades de medic¸a˜o
fasorial esta˜o instaladas em todas as barras do sistema. E´ considerado
apenas o resultado do estimador baseado nas rotac¸o˜es de Givens em
blocos.
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 Sistema IEEE - 14 barras
O plano de medic¸a˜o para os sistemas SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.A, ja´ apresentados na Figura 7.2 e na Tabela 2.
Na Figura 7.19 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 2. Nesta figura, cada se´rie indica os erros das estimativas do
segundo esta´gio implementado atrave´s do me´todo de Givens em Blocos,
quando da correc¸a˜o ou na˜o do bias.
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Figura 7.19 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. Plano de medic¸a˜o fasorial completo.
A Tabela 14 apresenta o erro vetorial total me´dio da Ana´lise 2
do sistema IEEE 14 barras.
Tabela 14 – Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 14 barras
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens em
Blocos s/ bias
ε¯~V 6, 895× 10−4 6, 890× 10−4
σ 4, 567× 10−4 4, 574× 10−4
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 Sistema IEEE - 30 barras
O plano de medic¸a˜o para os sistemas SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.A, ja´ apresentados na Figura 7.5 e na Tabela 4.
Na Figura 7.20 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 2.
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Figura 7.20 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. Plano de medic¸a˜o fasorial completo.
A Tabela 15 apresenta o erro vetorial total me´dio da Ana´lise 2
do sistema IEEE 30 barras.
Tabela 15 – Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 30 barras
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens em
Blocos s/ bias
ε¯~V 5, 636× 10−4 5, 632× 10−4
σ 4, 480× 10−4 4, 473× 10−4
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 Sistema IEEE - 57 barras
O plano de medic¸a˜o para os sistemas SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.A, ja´ apresentados na Figura 7.8 e na Tabela 6.
Na Figura 7.21 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 2.
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Figura 7.21 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. Plano de medic¸a˜o fasorial completo.
A Tabela 16 apresenta o erro vetorial total me´dio da Ana´lise 2
do sistema IEEE 57 barras.
Tabela 16 – Erro vetorial total me´dio para a Ana´lise 2 do sistema IEEE 57 barras
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens em
Blocos s/ bias
ε¯~V 6, 519× 10−4 6, 513× 10−4
σ 4, 813× 10−4 4, 804× 10−4
130 Resultados Nume´ricos
7.5.1 Considerac¸o˜es para a Ana´lise 2
A correc¸a˜o do bias na me´dia dos erros das medidas transforma-
das melhora a qualidade das estimativas em todos os sistemas-teste da
Ana´lise 2. Contudo, e´ importante ressaltar que esta melhoria e´ mar-
ginal, sendo notada apenas no quarto algarismo significativo do erro
vetorial total me´dio. Na˜o e´ esperado portanto, que a correc¸a˜o do bias
seja um fator determinante para a qualidade do estimador de estados
do segundo esta´gio.
Embora na˜o tenham sido apresentados casos considerando pou-
cas medidas fasoriais alocadas no sistema, nesta situac¸a˜o a diferenc¸a
entre as estimativas, aplicando ou na˜o a correc¸a˜o, e´ praticamente des-
preza´vel. Isto se deve ao fato que, quanto maior o nu´mero de medi-
das transformadas, maior o efeito de eventuais distorc¸o˜es desta trans-
formac¸a˜o.
7.6 Ana´lise 3: Erros Grosseiros em Medidas Fasoriais
Nesta ana´lise e´ avaliado o impacto da ocorreˆncia de erros grossei-
ros em medidas fasoriais. As medidas SCADA do primeiro esta´gio co-
brem a observabilidade completa do sistema. E´ considerado que PMUs
esta˜o instaladas em algumas barras do sistema. Em cada uma das 50
simulac¸o˜es e´ inserido um erro aleato´rio com me´dia zero, distribuic¸a˜o
Gaussiana e magnitude de 3 a 10 desvios-padra˜o no fasor portador de
erro grosseiro (tanto para o aˆngulo quanto para a magnitude). O ob-
jetivo e´ promover um comparativo entre a qualidade das estimativas
do primeiro e do segundo esta´gio, quando da ocorreˆncia de um erro
grosseiro em medida fasorial.
 Sistema IEEE - 14 barras
O plano de medic¸a˜o para o sistema SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.B, ja´ apresentados na Figura 7.11 e na Tabela 8.
O sistema de medic¸a˜o fasorial sincronizada possui PMUs instaladas nas
barras 1 e 2. A medida fasorial da corrente da barra 2 para a barra 3
e´ portadora de erro grosseiro.
Ana´lise 3: Erros Grosseiros em Medidas Fasoriais 131
Na Figura 7.22 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 3.
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Figura 7.22 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. PMUs nas barras 1 e 2.
A Tabela 17 apresenta o erro vetorial total me´dio da Ana´lise 3
do sistema IEEE 14 barras.
Tabela 17 – Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 14 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 1, 52× 10−2 1, 49× 10−2 1, 49× 10−2 1, 49× 10−2
σ 6, 27× 10−3 6, 13× 10−3 6, 14× 10−3 6, 13× 10−3
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 Sistema IEEE - 30 barras
O plano de medic¸a˜o para o sistema SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.B, ja´ apresentados na Figura 7.14 e na Tabela 10.
O sistema de medic¸a˜o fasorial sincronizada possui PMUs instaladas nas
barras 1, 2, 25 e 27. A medida fasorial da corrente da barra 2 para a
barra 6 e´ portadora de erro grosseiro.
Na Figura 7.23 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 3.
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Figura 7.23 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. PMUs nas barras 1, 2, 25 e 27.
A tabela 18 apresenta o erro vetorial total me´dio da Ana´lise 3
do sistema IEEE 30 barras.
Tabela 18 – Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 30 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 8, 89× 10−3 7, 68× 10−3 7, 76× 10−3 7, 68× 10−3
σ 4, 25× 10−3 3, 34× 10−3 3, 27× 10−3 3, 34× 10−3
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 Sistema IEEE - 57 barras
O plano de medic¸a˜o para os sistemas SCADA e fasorial sa˜o os
mesmos da Ana´lise 1.B, ja´ apresentados na Tabela 12. O sistema de
medic¸a˜o fasorial sincronizada possui PMUs instaladas nas barras 1, 2,
9, 10, 32 e 36. A medida fasorial de tensa˜o na barra 32 e´ portadora
de erro grosseiro.
Na Figura 7.24 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 3.
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Figura 7.24 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 57 barras. PMUs nas barras 1, 2, 9, 10, 32 e 36.
A Tabela 19 apresenta o erro vetorial total me´dio da Ana´lise 3
do sistema IEEE 57 barras.
Tabela 19 – Erro vetorial total me´dio para a Ana´lise 3 do sistema IEEE 57 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 7, 85× 10−3 1, 32× 10−2 1, 35× 10−2 1, 32× 10−2
σ 3, 48× 10−3 2, 89× 10−3 2, 94× 10−3 2, 89× 10−3
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7.6.1 Considerac¸o˜es para a Ana´lise 3
Um eventual erro grosseiro em medida fasorial e´ capaz de de-
gradar significativamente a estimativa do segundo esta´gio. Aparente-
mente, a medida de tensa˜o fasorial (sistema IEEE 57 barras) teve um
impacto mais significativo na degradac¸a˜o das estimativas. Entretanto,
qualquer infereˆncia a respeito do grau de degradac¸a˜o imposto por este
erro grosseiro deve ser vista com cautela, uma vez que a estimativa final
tambe´m depende das demais medidas fasoriais de boa qualidade e do
grau de redundaˆncia do plano de medic¸a˜o SCADA nesta regia˜o.
A conclusa˜o importante desta ana´lise e´ que os erros em medidas
fasoriais tem um grande impacto na estimativa final, uma vez que o
peso atribu´ıdo a este tipo de medida e´ alto (medidores mais precisos).
Neste caso, faz-se necessa´ria a introduc¸a˜o de mecanismos de detecc¸a˜o
de erros grosseiros no segundo esta´gio. Esta subfunc¸a˜o da estimac¸a˜o
de estados pode ser beneficiada pelo uso do estimador baseados nas
rotac¸o˜es de Givens em blocos, visto que as caracter´ısticas estat´ısticas
das medidas transformadas sa˜o preservadas. Este objetivo sera´ perse-
guido em trabalhos futuros.
7.7 Ana´lise 4: Medidas Fasoriais Complementando a Obser-
vabilidade
Nesta ana´lise e´ avaliada a possibilidade de medidas fasoriais do
segundo esta´gio restitu´ırem a observabilidade a regio˜es na˜o observa´veis
pelo plano de medic¸a˜o SCADA. Em cada uma das 50 simulac¸o˜es e´
atribu´ıda uma pseudomedida (ou informac¸a˜o a priori) de 1 pu, aˆngulo
0o, a cada estado na˜o observa´vel no primeiro esta´gio. No segundo
esta´gio, as unidades de medic¸a˜o fasorial sa˜o posicionadas estrategica-
mente de modo restituir a observabilidade a estas barras. O objetivo e´
avaliar a capacidade do plano de medic¸a˜o fasorial complementar a ob-
servabildade do plano SCADA, quando da implementac¸a˜o do segundo
esta´gio atrave´s dos treˆs algoritmos.
 Sistema IEEE - 14 barras
Na Figura 7.25 e´ apresentado o diagrama unifilar do sistema
IEEE 14 barras e indicados os pontos de medic¸a˜o para o sistema SCADA
e fasorial. As barras 10 e 11 na˜o sa˜o observa´veis pelo primeiro esta´gio.
As unidades de medic¸a˜o fasorial esta˜o instaladas nas barras 1, 10 e 11.
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Figura 7.25 – Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 14 barras
Na Tabela 20 e´ apresentada a quantidade de medidas no plano
de medic¸a˜o SCADA e fasorial no sistema IEEE 14 barras.
Tabela 20 – Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 14 barras
SCADA (ρSCADA = 1, 8) PMU (ρPMU = 0, 6)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 7 7 8 14 14 3 6
A Tabela 21 apresenta o erro vetorial total me´dio da Ana´lise 4
do sistema IEEE 14 barras.
Tabela 21 – Erro vetorial total me´dio para a Ana´lise 4 do sistema IEEE 14 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 3, 86× 10−1 7, 22× 10−3 7, 25× 10−3 7, 22× 10−3
σ 1, 9× 10−4 3, 23× 10−3 3, 24× 10−3 3, 23× 10−3
Na Figura 7.26 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 4. Estes resultados tambe´m sa˜o apresentados na Figura 7.27,
pore´m com foco apenas nos resultados do segundo esta´gio.
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Figura 7.26 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. PMUs nas barras 1, 10 e 11.
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Figura 7.27 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 14 barras. PMUs nas barras 1, 10 e 11. Foco no 2o esta´gio.
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 Sistema IEEE - 30 barras
Na Figura 7.28 e´ apresentado o diagrama unifilar do sistema
IEEE 30 barras e indicados os pontos de medic¸a˜o para o sistema SCADA
e fasorial. As barras 18 e 19 na˜o sa˜o observa´veis pelo primeiro esta´gio.
As unidades de medic¸a˜o fasorial esta˜o instaladas nas barras 1, 18 e 19.
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Figura 7.28 – Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 30 barras
Na Tabela 22 e´ apresentada a quantidade de medidas no plano
de medic¸a˜o SCADA e fasorial no sistema IEEE 30 barras.
Tabela 22 – Ana´lise 4 - Plano de medic¸a˜o para o sistema IEEE 30 barras
SCADA (ρSCADA = 1, 0) PMU (ρPMU = 0, 3)
Tipo de Medida P Q |V | t u ~V ~I
Quantidade 28 22 8 2 2 3 6
Na Figura 7.29 e´ apresentado um gra´fico do erro absoluto me´dio
de magnitude e aˆngulo por barra, considerando as cinquenta simulac¸o˜es
da Ana´lise 4. Estes resultados tambe´m sa˜o apresentados na Figura 7.30,
pore´m com foco apenas nos resultados do segundo esta´gio.
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Figura 7.29 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. PMUs nas barras 1, 18 e 19.
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Figura 7.30 – Erro absoluto me´dio de (a) magnitude e (b) aˆngulo por barra para
o sistema IEEE 30 barras. PMUs nas barras 1, 18 e 19. Foco no 2o esta´gio.
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A Tabela 23 apresenta o erro vetorial total me´dio da Ana´lise 4
do sistema IEEE 30 barras.
Tabela 23 – Erro vetorial total me´dio para a Ana´lise 4 do sistema IEEE 30 barras
1o Esta´gio
2o Esta´gio:
Givens em
Blocos
2o Esta´gio:
Givens
Escalar
2o Esta´gio:
EqNorm
Blocos
ε¯~V 5, 2× 10−2 3, 47× 10−2 3, 47× 10−2 3, 47× 10−2
σ 9, 11× 10−3 5, 77× 10−3 5, 78× 10−3 5, 77× 10−3
7.7.1 Considerac¸o˜es para a Ana´lise 4
Os resultados indicam que e´ poss´ıvel restabelecer a observabili-
dade de alguma regia˜o na˜o-observa´vel pelo sistema SCADA atrave´s do
posicionamento estrate´gico de medidas no plano de medic¸a˜o fasorial.
Os grandes erros de magnitude e aˆngulo de tensa˜o nas barras
na˜o-observa´veis do primeiro esta´gio sa˜o atribu´ıdos a` informac¸a˜o a pri-
ori de perfil plano de tensa˜o (1 pu, aˆngulo 0o). Seria poss´ıvel tambe´m a
utilizac¸a˜o de resultados de estimac¸a˜o em instantes anteriores ou resul-
tados de estudos de fluxo poteˆncia. Estes dados sa˜o utilizados de forma
a possibilitar a execuc¸a˜o do primeiro esta´gio. Pore´m, devido a` baixa
precisa˜o atribu´ıda a eles, as estimativas afetadas sa˜o incorporadas ao
segundo esta´gio com um peso muito baixo e os erros sa˜o totalmente
filtrados pelo peso das medidas fasoriais.
As medidas fasoriais processadas no segundo esta´gio complemen-
tam a observabilidade do primeiro esta´gio. O erro final das estimati-
vas dos estados na˜o observa´veis e´ correspondente ao grau de precisa˜o
atribu´ıdo ao sistema de medic¸a˜o fasorial.
A conclusa˜o importante e´ que e´ poss´ıvel restabelecer a observa-
bilidade do sistema ele´trico atrave´s da estrate´gia em dois esta´gios, sem
preju´ızo da qualidade final das estimativas.
7.8 Conclusa˜o
Neste cap´ıtulo foram apresentados os resultados das simulac¸o˜es
realizadas nos sistemas-teste de 14, 30 e 57 barras do IEEE. E´ avaliada
a qualidade das estimativas obtidas pela estrate´gia de estimac¸a˜o de
estados em dois esta´gio. O segundo esta´gio e´ implementado atrave´s
dos seguintes me´todos: ortogonal baseado nas rotac¸o˜es de Givens em
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blocos, ortogonal baseado nas rotac¸o˜es de Givens escalares e me´todo
da equac¸a˜o normal com ponderac¸a˜o em blocos.
Resultados nume´ricos indicam que a modelagem estat´ıstica mais
completa, que se torna poss´ıvel atrave´s do me´todo de Givens em blocos
e do me´todo da equac¸a˜o normal com ponderac¸a˜o em blocos, tende a
fornecer estimativas mais precisas que aquelas obtidas com a estimador
baseado nas rotac¸o˜es de Givens escalares. Adicionalmente, espera-se
que o me´todo proposto seja menos suscet´ıvel a problemas de instabi-
lidade nume´rica quando comparado com o me´todo da equac¸a˜o normal
com ponderac¸a˜o em blocos.
Independentemente do me´todo utilizado no segundo esta´gio, os
resultados indicam que as medidas fasoriais melhoram a qualidade fi-
nal das estimativas e podem complementar a observabilidade do sis-
tema. Adicionalmente, na˜o ha´ justificativa razoa´vel para a utilizac¸a˜o
da te´cnica de correc¸a˜o de polarizac¸o˜es (“bias”) na me´dia dos erros.
Tambe´m foi evidenciada a necessidade de explorar a detecc¸a˜o e identi-
ficac¸a˜o de erros grosseiros no segundo esta´gio.
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8.1 Considerac¸o˜es Finais
O sistema de medic¸a˜o fasorial sincronizada tornou poss´ıvel a
medic¸a˜o direta de fasores de sequeˆncia positiva de tensa˜o e corrente
nos sistemas ele´tricos de poteˆncia. Estas medidas sa˜o obtidas em su-
bestac¸o˜es geograficamente distantes atrave´s das unidades de medic¸a˜o
fasorial (PMUs - Phasor Measurement Units), cuja refereˆncia de tempo
e´ fornecida pelo sistema de posicionamento global (GPS).
A` medida que as PMUs se tornam dispon´ıveis, a operac¸a˜o e
o controle devem evoluir com o objetivo de tirar proveito desta nova
tecnologia. Nesse contexto, e´ oportuno reavaliar os algoritmos de es-
timac¸a˜o de estados e incluir as medidas fasoriais no conjunto de dados
processado por esta ferramenta.
Os estimadores de estados normalmente processam medidas pro-
venientes do sistema SCADA, cuja infraestrutura se consolidou nas
u´ltimas de´cadas como a base da monitorac¸a˜o em tempo real. Desse
modo, e´ improva´vel que o sistema de medic¸a˜o fasorial sincronizada ve-
nha a substituir completamente as medidas tradicionais obtidas atrave´s
do sistema SCADA. Um cena´rio mais realista e´ que, gradualmente, as
medidas fasoriais sejam incorporada aos aplicativos do EMS, tornando
poss´ıvel combinar diferentes sistemas de medic¸a˜o em diversas ferramen-
tas.
Nesta dissertac¸a˜o e´ abordado o problema da inclusa˜o de medidas
fasoriais na estimac¸a˜o de estados. Diversos esforc¸os ja´ foram empreen-
didos no sentido de combinar as medidas do sistemas SCADA e faso-
rial em um mesmo algoritmo [55,56]. Entretanto, a maior parte dessas
abordagens implicam na substituic¸a˜o e atualizac¸a˜o dos aplicativos e
da infraestrutura de aquisic¸a˜o de dados ja´ implantadas nos centros de
operac¸a˜o. A alternativa proposta neste trabalho consiste em uma es-
trate´gia de estimac¸a˜o de estados em dois esta´gios [59, 60]. O primeiro
esta´gio e´ um estimador de estados tradicional (medidas SCADA), sem
qualquer modificac¸a˜o. O segundo esta´gio e´ formado por um estimador
que processa as medidas fasoriais combinando-as com o resultado do
primeiro esta´gio, de modo a obter, em uma etapa de po´s processamento,
a estimativa final combinada dos dois planos de medic¸a˜o.
O segundo esta´gio e´ formulado em coordenadas retangulares,
resultando em uma relac¸a˜o linear entre os estados e as medidas fa-
soriais [60]. As estimativas resultantes do primeiro esta´gio tambe´m
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teˆm uma relac¸a˜o linear com os estados, uma vez que o seu modelo de
medic¸a˜o e´ o mesmo dos fasores de tensa˜o. A vantagem da linearidade
e´ que na˜o e´ necessa´rio recorrer a me´todos iterativos e a soluc¸a˜o e´ ob-
tida de forma direta, independente do algoritmo. A contrapartida da
mudanc¸a do sistema de coordenadas e´ que as caracter´ıstica estat´ısticas
das medidas (e dos resultados do primeiro esta´gio) sa˜o alteradas. Apo´s
a transformac¸a˜o, os erros da parte real e imagina´ria se tornam correla-
cionados, a func¸a˜o densidade de probabilidade deixa de ser Gaussiana
e a me´dia dos erros nos dados de medic¸a˜o se torna enviesada.
A modificac¸a˜o da func¸a˜o densidade de probabilidade dos erros
na˜o altera a otimalidade da soluc¸a˜o [53] e o desvio na me´dia dos erros
pode ser compensado atrave´s da correc¸a˜o desenvolvida em [61]. Por
outro lado, a correlac¸a˜o entre a parte real e imagina´ria dos erros deve
ser considerada na formulac¸a˜o do segundo esta´gio. Ale´m disso, no
segundo esta´gio, a matriz de observac¸a˜o e as matrizes de covariaˆncia
apresentam uma estrutura em blocos 2× 2.
A estrate´gia em dois esta´gios foi implementada em [60] atrave´s
do me´todo da equac¸a˜o normal e em [59] atrave´s do me´todo ortogonal
baseado nas rotac¸o˜es de Givens. O me´todo da equac¸a˜o normal esta´
sujeito a` instabilidade nume´rica. Ja´ o me´todo baseado nas rotac¸o˜es de
Givens escalares na˜o e´ capaz de considerar a correlac¸a˜o entre os erros
de medic¸a˜o. A motivac¸a˜o do desenvolvimento desta dissertac¸a˜o foi a
possibilidade de considerar a correlac¸a˜o entre os erros em um estimador
de estados ortogonal. Os estimadores ortogonais se caracterizam pela
robustez nume´rica e, adicionalmente, tem a propriedade de incorporar
informac¸o˜es pre´vias a respeito dos estados sem custo computacional.
Os resultados do primeiro esta´gio sa˜o incorporados ao segundo atrave´s
do conceito de informac¸o˜es a priori sobre as varia´veis de estado.
Em face das caracter´ısticas estat´ısticas e estruturais do problema
do segundo esta´gio, e´ desenvolvido nesta dissertac¸a˜o um estimador de
estados baseados nas rotac¸o˜es de Givens em blocos. Neste me´todo,
cada par de linhas da matriz de observac¸a˜o (referentes a` parte real e
imagina´ria de uma medida) recebe uma ponderac¸a˜o matricial 2 × 2 e,
em cada rotac¸a˜o, os blocos 2× 2 da matriz de observac¸a˜o sa˜o anulados
considerando a correlac¸a˜o entre parte real e imagina´ria.
O estimador de estados baseados nas rotac¸o˜es de Givens em blo-
cos e´ um desenvolvimento pro´prio deste trabalho e atende a`s carac-
ter´ısticas do problema do segundo esta´gio sem abrir ma˜o da robustez
nume´rica. Este me´todo foi desenvolvido a partir da forma em blocos
das rotac¸o˜es ra´pidas de Givens, tambe´m um desenvolvimento pro´prio
deste trabalho. A utilizac¸a˜o das rotac¸o˜es de Givens em blocos na˜o se
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restringe a` estimac¸a˜o de estados e na˜o se contempla qualquer impedi-
mento ao seu uso em outras classes de problemas de mı´nimos quadrados
ponderados.
Resultados nume´ricos indicam melhoria na qualidade dos esta-
dos estimados quando a correlac¸a˜o entre os erros e´ considerada, ou seja,
quando o segundo esta´gio e´ solucionado atrave´s do me´todo baseado nas
rotac¸o˜es de Givens em blocos ou pelo me´todo da equac¸a˜o normal. Estes
dois me´todo solucionam exatamente o mesmo problema e os resultados
foram ideˆnticos em todas as simulac¸o˜es. E´ esperada uma diferenciac¸a˜o
da qualidade das estimativas, a favor do me´todo em blocos, a` medida
que o problema do segundo esta´gio adquira caracter´ısticas de insta-
bilidade nume´rica, embora esta situac¸a˜o na˜o tenha sido simulada. O
estimador baseado nas rotac¸o˜es de Givens tradicionais na˜o e´ capaz de
considerar a correlac¸a˜o entre os erros, deteriorando ligeiramente a qua-
lidade dos estados estimados.
A te´cnica de correc¸a˜o de polarizac¸o˜es (“bias”) na me´dia dos erros
proporcionou uma melhora muito discreta na qualidade final das esti-
mativas, e nos casos simulados, na˜o ha´ justificativa pra´tica para esta
correc¸a˜o. Tambe´m foi evidenciada a necessidade de explorar a detecc¸a˜o
e identificac¸a˜o de erros grosseiros no segundo esta´gio. Este mecanismo
pode ser beneficiado pelo uso do estimador baseado nas rotac¸o˜es de Gi-
vens em blocos, uma vez que este algor´ıtimo preserva as caracter´ısticas
estat´ısticas das medidas transformadas. As simulac¸o˜es tambe´m indi-
cam que o posicionamento estrate´gico das PMUs e´ capaz de restituir
observabilidade a regio˜es inicialmente na˜o observa´veis pelas medidas
do sistema SCADA.
O me´todo baseado nas rotac¸o˜es de Givens em blocos se mostrou
adequado a` aplicac¸a˜o no segundo esta´gio da estrate´gia em dois esta´gios
para inclusa˜o de medidas fasoriais na estimac¸a˜o de estados. Diversas
simulac¸o˜es em sistemas-teste indicam que a modelagem estat´ıstica mais
completa, que se torna poss´ıvel atrave´s do me´todo de Givens em blocos,
tende a fornecer estimativas de melhor qualidade. Adicionalmente, o
me´todo desenvolvido mante´m a robustez nume´rica caracter´ıstica dos
me´todos ortogonais.
Ate´ o presente momento, resultados parciais associados a` pes-
quisa desenvolvida nesta dissertac¸a˜o foram relatados em dois artigos
apresentados em congressos nacionais e internacionais [64,65].
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8.2 Sugesto˜es para Trabalhos Futuros
O desenvolvimento deste trabalho constitui um estudo inicial
do estimador de estados ortogonal baseado nas rotac¸o˜es de Givens em
blocos. Embora diversos aspectos relevantes tenham sido abordados,
alguns to´picos sa˜o sugeridos como tema para pesquisas futura:
 Ana´lise aprofundada das caracter´ıstica nume´ricas do algoritmo
baseado nas rotac¸o˜es de Givens em blocos, como por exemplo:
robustez nume´rica, convergeˆncia, etc;
 Desenvolvimento de uma ferramenta de detecc¸a˜o, identificac¸a˜o e
correc¸a˜o de erros grosseiros no segundo esta´gio;
 Aprimoramento da conversa˜o para coordenas retangulares da ma-
triz de covariaˆncia do estados estimados do primeiro esta´gio, de
modo a ser poss´ıvel transformar (e considerar) a correlac¸a˜o entre
os erros de estimac¸a˜o da tensa˜o complexa entre barras distintas;
 Aplicac¸a˜o do me´todo de Givens em blocos em outras classes de
problemas de mı´nimos quadrados ponderados;
 Avaliac¸a˜o da possibilidade de estender as rotac¸o˜es de Givens em
blocos para a versa˜o ra´pida com dois multiplicadores matriciais.
Neste trabalho foi feita a extensa˜o para treˆs multiplicadores ma-
triciais;
 Avaliac¸a˜o da possibilidade de estender as rotac¸o˜es ra´pidas de Gi-
vens em blocos de forma generalizada, considerando o processa-
mento de blocos 3×3, 4×4, etc. Contempla-se a utilizac¸a˜o deste
me´todo para soluc¸a˜o de sistemas trifa´sicos de equac¸o˜es.
APEˆNDICE A -- Modelo dos Elementos da Rede e Medidas
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Na Figura A.1 e´ apresentado o modelo pi de um ramo interligando
as barras k e m, onde rkm e´ a resisteˆncia se´rie, xkm e´ a reataˆncia se´rie
e bkm0 e´ a susceptaˆncia shunt na barra k.
mk
Figura A.1 – Modelo de linha de transmissa˜o e transformadores.
A impedaˆncia se´rie entre as barras k e m e´ dada por:
zkm = rkm + jxkm (A.1)
e a admitaˆncia se´rie por:
ykm = gkm + jbkm = zkm
−1 =
rkm
rkm2 + xkm2
− j xkm
rkm2 + xkm2
(A.2)
A injec¸a˜o l´ıquida de corrente nas barras pode ser expressa de
forma matricial em func¸a˜o das tenso˜es complexas. Esta relac¸a˜o e´ dada
por:
I = YE (A.3a)
onde,
Y = G + jB (A.3b)
I e´ o vetor das injec¸o˜es l´ıquidas de corrente nas barras cujo k− e´simo
elemento ~Ik =
∑
m∈Ωk
~Ikm, onde Ωk e´ o conjunto de todas as barras
adjacentes a` barra k. E e´ o vetor das tenso˜es complexas nas barras, cujo
k− e´simo elemento ~Vk = Vk∠θk. Y e´ a matriz de admitaˆncia nodal da
rede ele´trica, tambe´m conhecida como matriz Y-barra, cujo km−e´simo
elemento Ykm = Ykm+Bkm. Adicionalmente, a diferenc¸a angular entre
as tenso˜es fasoriais nas barras k e m e´ dada por θkm = θk − θm.
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A relac¸a˜o matema´tica entre as grandezas ele´tricas medidas e os
estados do sistema (considerados na forma tradicional, em coordenas
polares) sa˜o as seguintes [40]:
 Magnitude de Tensa˜o
→ Func¸a˜o da medida:
E´ a pro´pria tensa˜o Vk.
→ Derivadas parciais de primeira ordem:
∂Vk
∂θk
= 0 ∂Vk∂θm = 0 (A.4)
∂Vk
∂Vk
= 1 ∂Vk∂Vm = 0 (A.5)
 Fluxo de Poteˆncia Ativa
→ Func¸a˜o da medida:
tkm = Vk
2gkm − VkVm[gkmcos(θkm) + bkmsen(θkm)] (A.6)
→ Derivadas parciais de primeira ordem:
∂tkm
∂θk
= VkVm[gkmsen(θkm)− bkmcos(θkm)] (A.7)
∂tkm
∂θm
= −VkVm[gkmsen(θkm)− bkmcos(θkm)] (A.8)
∂tkm
∂Vk
= 2gkmVk − Vm[gkmcos(θkm) + bkmsen(θkm)] (A.9)
∂tkm
∂Vm
= −Vk[gkmcos(θkm) + bkmsen(θkm)] (A.10)
 Fluxo de Poteˆncia Reativa
→ Func¸a˜o da medida:
ukm =− Vk2[bkm + bkm0]
− VkVm[gkmsen(θkm)− bkmcos(θkm)]
(A.11)
→ Derivadas parciais de primeira ordem:
∂ukm
∂θk
= −VkVm[gkmcos(θkm) + bkmsen(θkm)] (A.12)
∂ukm
∂θm
= VkVm[gkmcos(θkm) + bkmsen(θkm)] (A.13)
∂ukm
∂Vk
= −2(bkm + bkm0)Vk − Vm[gkmsen(θkm)− bkmcos(θkm)] (A.14)
∂ukm
∂Vm
= −Vk[gkmsen(θkm)− bkmcos(θkm)] (A.15)
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 Fasor Tensa˜o
→ Func¸a˜o da medida:
E´ a pro´pria tensa˜o Vk e o aˆngulo θk.
→ Derivadas parciais de primeira ordem:
∂Vk
∂θk
= 0 ∂Vk∂θm = 0 (A.16)
∂Vk
∂Vk
= 1 ∂Vk∂Vm = 0 (A.17)
∂θk
∂θk
= 1 ∂θk∂θm = 0 (A.18)
∂θk
∂Vk
= 0 ∂θk∂Vm = 0 (A.19)
 Injec¸a˜o de Poteˆncia Ativa
→ Func¸a˜o da medida:
Pk = Vk
∑
m∈Ωk
Vm[Gkmcos(θkm) +Bkmsen(θkm)] (A.20)
→ Derivadas parciais de primeira ordem:
∂Pk
∂θk
= −V 2k Bkk +
∑
m∈Ωk VkVm[−Gkmsen(θkm) +Bkmcos(θkm)]
(A.21)
∂Pk
∂θm
= VkVm[Gkmsen(θkm)−Bkmcos(θkm)] (A.22)
∂Pk
∂Vk
= VkGkk +
∑
m∈Ωk Vm[Gkmcos(θkm) +Bkmsen(θkm)] (A.23)
∂Pk
∂Vm
= Vk[Gkmcos(θkm) +Bkmsen(θkm)] (A.24)
 Injec¸a˜o de Poteˆncia Reativa
→ Func¸a˜o da medida:
Qk = Vk
∑
m∈Ωk
Vm[Gkmsen(θkm)−Bkmcos(θkm)] (A.25)
→ Derivadas parciais de primeira ordem:
∂Qk
∂θk
= −V 2k Gkk +
∑
m∈Ωk VkVm[Gkmcos(θkm) +Bkmsen(θkm)] (A.26)
∂Qk
∂θm
= VkVm[−Gkmcos(θkm)−Bkmsen(θkm)] (A.27)
∂Qk
∂Vk
= −VkBkk +
∑
m∈Ωk Vm[Gkmsen(θkm)−Bkmcos(θkm)] (A.28)
∂Qk
∂Vm
= Vk[Gkmsen(θkm)−Bkmcos(θkm)] (A.29)
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Apesar da grande disponibilidade de medidas de magnitude de
corrente, utilizadas principalmente para protec¸a˜o, a sua inclusa˜o direta
na estimac¸a˜o de estados pode resultar em dificuldades de convergeˆncia,
instabilidade nume´rica [40]. Uma formulac¸a˜o alternativa que soluciona
grande parte destas dificuldades e´ considerar o quadrado do mo´dulo da
corrente e consequentemente ponderar esta medida pelo dobro de sua
variaˆncia [40]. A mesma dificuldade ocorre com medidas de fasores de
corrente, acrescida do problema do ca´lculo das derivadas parciais do
aˆngulo em relac¸a˜o a`s varia´veis de estado [3, 66]. A alternativa e´ con-
verter o fasor medido para coordenadas retangulares e obter a relac¸a˜o
com as varia´veis de estado em coordenadas polares [3, 66].
 Mo´dulo de Corrente
→ Func¸a˜o da medida:
Ikm =
√
(ak − am)2 + (bk − bm)2 (A.30)
Ikm
2 = (ak − am)2 + (bk − bm)2 (A.31)
onde,
ak , Vkcos(θk)Gkk − Vksen(θk)Bkk (A.32)
bk , Vkcos(θk)Bkk + Vksen(θk)Gkk (A.33)
am , Vmcos(θm)Gkm − Vmsen(θm)Bkm (A.34)
bm , Vmcos(θm)Bkm + Vmsen(θm)Gkm (A.35)
→ Derivadas parciais de primeira ordem:
∂Ikm
2
∂θk
= 2(bkam − akbm) (A.36)
∂Ikm
2
∂θm
= 2(akbm − bkam) (A.37)
∂Ikm
2
∂Vk
= 2Vk [ak(ak − am) + bk(bk − bm)] (A.38)
∂Ikm
2
∂Vm
= − 2Vm [am(ak − am) + bm(bk − bm)] (A.39)
 Fasor Corrente
→ Func¸a˜o da medida:
Irkm = Ikmcos(δIkm) (A.40)
= ak − am (A.41)
Iikm = Ikmsen(δIkm) (A.42)
= bk − bm (A.43)
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→ Derivadas parciais de primeira ordem:
∂Irkm
∂θk
= −bk ∂I
r
km
∂θm
= bm (A.44)
∂Irkm
∂Vk
= akVk
∂Irkm
∂Vm
= − amVm (A.45)
∂Iikm
∂θk
= ak
∂Iikm
∂θm
= −am (A.46)
∂Iikm
∂Vk
= bkVk
∂Iikm
∂Vm
= − bmVm (A.47)
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Tabela 24 – Dados de Barra do Sistema IEEE 14 Barras
no tipo
V
(pu)
Pg
(MW)
Qg
(Mvar)
Qgmı´n
(Mvar)
Qgma´x
(Mvar)
Pl
(MW)
Ql
(Mvar)
Suceptaˆncia
Shunt (pu)
1 2 1.060 232.4 -999.0 999.0 0.0 0.0 0.0
2 1 1.045 40.0 -999.0 999.0 21.7 12.7 0.0
3 1 1.010 0.0 -999.0 999.0 94.2 19.0 0.0
4 0 0.0 0.0 0.0 0.0 47.8 -3.9 0.0
5 0 0.0 0.0 0.0 0.0 7.6 1.6 0.0
6 1 1.070 0.0 -999.0 999.0 11.2 7.5 0.0
7 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8 1 1.090 0.0 -999.0 999.0 0.0 0.0 0.0
9 0 0.0 0.0 0.0 0.0 29.5 16.6 0.0
10 0 0.0 0.0 0.0 0.0 9.0 5.8 0.0
11 0 0.0 0.0 0.0 0.0 3.5 1.8 0.0
12 0 0.0 0.0 0.0 0.0 6.1 1.6 0.0
13 0 0.0 0.0 0.0 0.0 13.5 5.8 0.0
14 0 0.0 0.0 0.0 0.0 14.9 5.0 0.0
Tabela 25 – Dados de Linha do Sistema IEEE 14 Barras
de para R (%pu) X (%pu) SuceptaˆnciaShunt (%pu)
1 2 1.94 5.92 5.280
1 5 5.40 22.30 4.920
2 3 4.70 19.80 4.380
2 4 5.81 17.63 3.400
2 5 5.70 17.39 3.460
3 4 6.70 17.10 1.280
4 5 1.34 4.21 0.000
4 7 0.00 20.91 0.000
4 9 0.00 55.62 0.000
5 6 0.00 25.20 0.000
6 11 9.50 19.89 0.000
6 12 12.29 25.58 0.000
6 13 6.62 13.03 0.000
7 8 0.00 17.61 0.000
7 9 0.00 11.00 0.000
9 10 3.18 8.45 0.000
9 14 12.71 27.04 0.000
10 11 8.21 19.21 0.000
12 13 22.09 19.99 0.000
13 14 17.09 34.80 0.000
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Tabela 26 – Dados de Barra do Sistema IEEE 30 Barras
no tipo
V
(pu)
Pg
(MW)
Qg
(Mvar)
Qgmı´n
(Mvar)
Qgma´x
(Mvar)
Pl
(MW)
Ql
(Mvar)
Suceptaˆncia
Shunt (pu)
1 2 1.060 260.2 -999.0 999.0 0.0 0.0 0.0
2 1 1.045 40.0 -999.0 999.0 21.7 12.7 0.0
3 0 0.0 0.0 0.0 0.0 2.4 1.2 0.0
4 0 0.0 0.0 0.0 0.0 7.6 1.6 0.0
5 1 1.010 0.0 -999.0 999.0 94.2 19.0 0.0
6 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
7 0 0.0 0.0 0.0 0.0 22.8 10.9 0.0
8 1 1.010 0.0 -999.0 999.0 30.0 30.0 0.0
9 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
10 0 0.0 0.0 0.0 0.0 5.8 2.0 0.0
11 1 1.082 0.0 -999.0 999.0 0.0 0.0 0.0
12 0 0.0 0.0 0.0 0.0 11.2 7.5 0.0
13 1 1.071 0.0 -999.0 999.0 0.0 0.0 0.0
14 0 0.0 0.0 0.0 0.0 6.2 1.6 0.0
15 0 0.0 0.0 0.0 0.0 8.2 2.5 0.0
16 0 0.0 0.0 0.0 0.0 3.5 1.8 0.0
17 0 0.0 0.0 0.0 0.0 9.0 5.8 0.0
18 0 0.0 0.0 0.0 0.0 3.2 0.9 0.0
19 0 0.0 0.0 0.0 0.0 9.5 3.4 0.0
20 0 0.0 0.0 0.0 0.0 2.2 0.7 0.0
21 0 0.0 0.0 0.0 0.0 17.5 11.2 0.0
22 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
23 0 0.0 0.0 0.0 0.0 3.2 1.6 0.0
24 0 0.0 0.0 0.0 0.0 8.7 6.7 0.0
25 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
26 0 0.0 0.0 0.0 0.0 3.5 2.3 0.0
27 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
28 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
29 0 0.0 0.0 0.0 0.0 2.4 0.9 0.0
30 0 0.0 0.0 0.0 0.0 10.6 1.9 0.0
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Tabela 27 – Dados de Linha do Sistema IEEE 30 Barras
de para R (%pu) X (%pu) SuceptaˆnciaShunt (%pu)
1 2 1.92 5.75 5.28
1 3 4.52 16.52 4.08
2 4 5.70 17.37 3.68
3 4 1.32 3.79 0.84
2 5 4.72 19.83 4.18
2 6 5.81 17.63 3.74
4 6 1.19 4.14 0.90
5 7 4.60 11.60 2.04
6 7 2.67 8.20 1.70
6 8 1.20 4.20 0.90
6 9 0.0 20.80 0.00
6 10 0.0 55.60 0.00
9 11 0.0 20.80 0.00
9 10 0.0 11.00 0.00
4 12 0.0 25.60 0.00
12 13 0.0 14.00 0.00
12 14 12.31 25.59 0.00
12 15 6.62 13.04 0.00
12 16 9.45 19.87 0.00
14 15 22.10 19.97 0.00
16 17 5.24 19.23 0.00
15 18 10.73 21.85 0.00
18 19 6.39 12.92 0.00
19 20 3.40 6.80 0.00
10 20 9.36 20.90 0.00
10 17 3.24 8.45 0.00
10 21 3.48 7.49 0.00
10 22 7.27 14.99 0.00
21 22 1.16 2.36 0.00
15 23 10.00 20.20 0.00
22 24 11.50 17.90 0.00
23 24 13.20 27.00 0.00
24 25 18.85 32.92 0.00
25 26 25.44 38.00 0.00
25 27 10.93 20.87 0.00
28 27 0.0 39.60 0.00
27 29 21.98 41.53 0.00
27 30 32.02 60.27 0.00
29 30 23.99 45.33 0.00
8 28 6.36 20.00 4.28
6 28 1.69 5.99 1.30
ANEXO C -- Sistema teste IEEE 57 barras
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Tabela 29 – Dados de Linha do Sistema IEEE 57 Barras
de para R (%pu) X (%pu)
Suceptaˆncia
Shunt (%pu)
1 2 0.83 2.80 12.900
1 15 1.78 9.10 9.880
1 16 4.54 20.60 5.460
1 17 2.38 10.80 2.860
2 3 2.98 8.50 8.180
3 4 1.12 3.66 3.800
3 15 1.62 5.30 5.440
4 5 6.25 13.20 2.580
4 6 4.30 14.80 3.480
4 18 0.00 24.23 0.000
5 6 3.02 6.41 1.240
6 7 2.00 10.20 2.760
6 8 3.39 17.30 4.700
7 8 1.39 7.12 1.940
7 29 0.00 6.48 0.000
8 9 0.99 5.05 5.480
9 10 3.69 16.79 4.400
9 11 2.58 8.48 2.180
9 12 6.48 29.50 7.720
9 13 4.81 15.80 4.060
9 55 0.00 12.05 0.000
10 12 2.77 12.62 3.280
10 51 0.00 7.12 0.000
11 13 2.23 7.32 1.880
11 41 0.00 74.90 0.000
11 43 0.00 15.30 0.000
12 13 1.78 5.80 6.040
12 16 1.80 8.13 2.160
12 17 3.97 17.90 4.760
13 14 1.32 4.34 1.100
13 15 2.69 8.69 2.300
13 49 0.00 19.10 0.000
14 15 1.71 5.47 1.480
14 46 0.00 7.35 0.000
15 45 0.00 10.42 0.000
18 19 46.10 68.50 0.000
19 20 28.30 43.40 0.000
20 21 0.00 77.67 0.000
21 22 7.36 11.70 0.000
22 23 0.99 1.52 0.000
22 38 1.92 2.95 0.000
23 24 16.60 25.60 0.840
24 25 0.00 60.28 0.000
24 26 0.00 4.73 0.000
25 30 13.50 20.20 0.000
26 27 16.50 25.40 0.000
27 28 6.18 9.54 0.000
28 29 4.18 5.87 0.000
29 52 14.42 18.70 0.000
30 31 32.60 49.70 0.000
31 32 50.70 75.50 0.000
32 33 3.92 3.60 0.000
32 34 0.00 95.30 0.000
34 35 5.20 7.80 0.320
35 36 4.30 5.37 0.160
36 37 2.90 3.66 0.000
36 40 3.00 4.66 0.000
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Tabela 29 – Dados de Linha do Sistema IEEE 57 Barras
de para R (%pu) X (%pu)
Suceptaˆncia
Shunt (%pu)
37 38 6.51 10.09 0.200
37 39 2.39 3.79 0.000
38 44 2.89 5.85 0.200
38 48 3.12 4.82 0.000
38 49 11.50 17.70 0.300
39 57 0.00 135.50 0.000
40 56 0.00 119.50 0.000
41 42 20.70 35.20 0.000
41 43 0.00 41.20 0.000
41 56 55.30 54.90 0.000
42 56 21.25 35.40 0.000
44 45 6.24 12.42 0.400
46 47 2.30 6.80 0.320
47 48 1.82 2.33 0.000
48 49 8.34 12.90 0.480
49 50 8.01 12.80 0.000
50 51 13.86 22.00 0.000
52 53 7.62 9.84 0.000
53 54 18.78 23.20 0.000
54 55 17.32 22.65 0.000
56 57 17.40 26.00 0.000
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Tabela 28 – Dados de Barra do Sistema IEEE 57 Barras
no tipo
V
(pu)
Pg
(MW)
Qg
(Mvar)
Qgmı´n
(Mvar)
Qgma´x
(Mvar)
Pl
(MW)
Ql
(Mvar)
Suceptaˆncia
Shunt (pu)
1 2 1.040 128.9 -999.0 999.0 55.0 17.0 0.0
2 1 1.010 0.0 -999.0 999.0 3.0 88.0 0.0
3 1 0.985 40.0 -999.0 999.0 41.0 21.0 0.0
4 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
5 0 0.0 0.0 0.0 0.0 13.0 4.0 0.0
6 1 0.980 0.0 -999.0 999.0 75.0 2.0 0.0
7 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
8 1 1.005 450.0 -999.0 999.0 150.0 22.0 0.0
9 1 0.980 0.0 -999.0 999.0 121.0 26.0 0.0
10 0 0.0 0.0 0.0 0.0 5.0 2.0 0.0
11 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
12 1 1.015 310.0 -999.0 999.0 377.0 24.0 0.0
13 0 0.0 0.0 0.0 0.0 18.0 2.3 0.0
14 0 0.0 0.0 0.0 0.0 10.5 5.3 0.0
15 0 0.0 0.0 0.0 0.0 22.0 5.0 0.0
16 0 0.0 0.0 0.0 0.0 43.0 3.0 0.0
17 0 0.0 0.0 0.0 0.0 42.0 8.0 0.0
18 0 0.0 0.0 0.0 0.0 27.2 9.8 0.0
19 0 0.0 0.0 0.0 0.0 3.3 0.6 0.0
20 0 0.0 0.0 0.0 0.0 2.3 1.0 0.0
21 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
22 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
23 0 0.0 0.0 0.0 0.0 6.3 2.1 0.0
24 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
25 0 0.0 0.0 0.0 0.0 6.3 3.2 0.0
26 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
27 0 0.0 0.0 0.0 0.0 9.3 0.5 0.0
28 0 0.0 0.0 0.0 0.0 4.6 2.3 0.0
29 0 0.0 0.0 0.0 0.0 17.0 2.6 0.0
30 0 0.0 0.0 0.0 0.0 3.6 1.8 0.0
31 0 0.0 0.0 0.0 0.0 5.8 2.9 0.0
32 0 0.0 0.0 0.0 0.0 1.6 0.8 0.0
33 0 0.0 0.0 0.0 0.0 3.8 1.9 0.0
34 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
35 0 0.0 0.0 0.0 0.0 6.0 3.0 0.0
36 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
37 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
38 0 0.0 0.0 0.0 0.0 14.0 7.0 0.0
39 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
40 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
41 0 0.0 0.0 0.0 0.0 6.3 3.0 0.0
42 0 0.0 0.0 0.0 0.0 7.1 4.4 0.0
43 0 0.0 0.0 0.0 0.0 2.0 1.0 0.0
44 0 0.0 0.0 0.0 0.0 12.0 1.8 0.0
45 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
46 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
47 0 0.0 0.0 0.0 0.0 29.7 11.6 0.0
48 0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
49 0 0.0 0.0 0.0 0.0 18.0 8.5 0.0
50 0 0.0 0.0 0.0 0.0 21.0 10.5 0.0
51 0 0.0 0.0 0.0 0.0 18.0 5.3 0.0
52 0 0.0 0.0 0.0 0.0 4.9 2.2 0.0
53 0 0.0 0.0 0.0 0.0 20.0 10.0 0.0
54 0 0.0 0.0 0.0 0.0 4.1 1.4 0.0
55 0 0.0 0.0 0.0 0.0 6.8 3.4 0.0
56 0 0.0 0.0 0.0 0.0 7.6 2.2 0.0
57 0 0.0 0.0 0.0 0.0 6.7 2.0 0.0
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