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1 Introduction
Scheduling problems in real production are constrained some resources like man-
power, room, fund and energy etc. And scheduling problems with resource depen-
dent job parameters can be found in many practical settings $[2, 3]$ . The study of
scheduling problems with resource dependent job processing times was initiated by
Vickson [4]. Most research has focused on single machine problem. This paper deals
with parallel machines problem with a consumption of resources. Each job has a
processing time which is a linear decreasing function of the amount of a common
resource allocated to the job, and a due dates. The objective is to find resource
allocation so as the deadlines are satisfied and total weighted resource consumption
is minimized.
2 $\mathrm{S}\mathrm{a}\mathrm{h}\mathrm{n}\mathrm{i}_{\mathrm{S}}9$ algorithm
At first, we consider the following problem without consumption of resources. There
are $n$ independent jobs and 2 identical parallel processors. Each job $J_{i}$ becomes
available for processing at time zero, has a deadline $d_{i}$ . Processing each job $J_{i}$
is required the time $p_{i}$ A job can be preempted at any time and can be resumed
immediately or later on another machine. If there exits feasible schedule (i.e.
Processing all jobs can be finished before its deadline $d_{i}$ ) then we can construct
the schedule from using Sahni’s algorithm [3]. We analyze the simpler version of
it. But it is equivalent to original one without number of preemption and order of
machines.
We assume $d_{1}\leq d_{2}\leq\cdots\leq d_{n}$ without loss of generality. Let $M_{1}(i),$ $M_{2}(i)$ be
the complete point of processing $J_{i}$ on $M_{1},$ $M_{2}$ respectively.
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Algorithm 1.
Step $0$ : Let $M_{1}(0)arrow 0,$ $M_{2}(0)arrow 0,iarrow 1$ , and all jobs $J_{i}$ are not assigned.
Step 1: If $p_{i}\leq d_{i}-M_{1}(i-1)\mathrm{t}\overline{\mathrm{h}}$en Job $J_{i}\mathrm{i}\mathrm{s}$ processed on machine $M_{1}$ in
time interval $(M_{1}(i-1), M_{1}(i-1)\neg+p_{i}.]$ , and $M_{1}(i)arrow M_{1}(i-1)+p_{i}$ ,
go to Step 3.
If $p_{i}>d_{i}-M_{1}(i-1)$ then Job Jiis processed on machine $M_{1}$ in
time interval $(M_{1}(i-1), d_{i}]$ , and $M_{1}(i)arrow d_{i}$ , go to Step 2.
Step 2: Job $J_{i}\mathrm{i}\mathrm{s}$ processed on machine $M_{2}$ in time interval $(M_{2}(i-1),$ $M_{2}(i-$
$1)+p_{i^{-(M}}1(i)-M1(i-1))]$ , let $M_{2}(i)=M_{2}(i-1)+p_{i^{-(}}M1(i)-$
$M_{1}(i-1))$ , go to Step 3.
Step 3: Let $i=i+1$ , go to Step 1.
This algorithm constructs the feasible schedule if and only if there exits feasible
schedule. However if there exits no feasible schedule then it constructs infeasible
sched’ule that ajob is processed both $M_{1}$ and $M_{2}$ at a time. We obtain the following
theorem from considering these situations.
Theorem 1 There exits feasible schedule if and only if following inequality is hold.
$M_{1}(i)\leq M2(i-1)(i=1, \cdots,n)$ (1)
Proof Each job is assigned feasibility on machine $M_{1)}$ If a due date $d_{i}$ is too
early to process the job $J_{i}$ feasibly then the processing of the job $J_{i}$ on machine $M_{2}$
overlaps that on machine $M_{1}$ . Therefore if the equation (1) is hold for all jobs then
the processing of tlle job $J_{i}$ on machine $M_{2}$ does not overlap that on machine $M_{1}$
and there exits feasible schedule. $\square$
Fig 1. feasible case : ’
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Fig 3. infeasible case
3 Resource minimize problem
At first we describe the detail of the problem. There are $n$ independent jobs and 2
identical parallel processors. Each job $J_{i}$ becomes available for processing at time
zero, has a weight $w_{i}$ , a deadline $d_{i}$ and a resource dependent processing time
$p_{i}=b_{i^{-}}aiX_{i}$
where $b_{i}$ is the normal processing time of job $J_{i}$ which can be compressed by an
amount of $a_{i}x_{i}$ if $x_{i}$ units of a $\mathrm{r}\mathrm{e}s$ource are allocated to this job and $a_{i}$ is the unit
processing time compression for job $J_{i}$ . There is a limit on the amount $x_{i}$ of the
resource which can be allocated to job $J_{i}$
$0 \leq x_{i}\leq\frac{b_{i}}{a_{i}}$
A job can be preempted at any time and can be resumed ilnnlediately or later on
another machine. The objective is to find resource allocation so as the deadlines are
satisfied and total weighted $\mathrm{r}\mathrm{e}s$ource consumption $\sum_{=1}^{n}$ wixi is minimized.
We modify Sahni’s algorithm to solve this problem. We assume $d_{1}\leq d_{2}\leq\cdots\leq$
$d_{n}$ without loss of generality. Let $M_{1}(i),$ $M_{2}(i)$ be the completion time of processing
$J_{i}$ on $M_{1},$ $M_{2}\mathrm{r}\mathrm{e}s$pectively. And let $u_{j}=(M2(i-1)-M2(j-1))/a_{j}$ , and $C$ is the
list of jobs nominated for assignment of resource with priority order.
The basic idea is follows. In previous section, We obtain the condition that there
exits feasible schedule. If equation (1) is hold for all jobs then no consumption of
resource is required. If equation (1) is not hold for Job $J_{i}$ then it is necessary that
we assigned resource to the jobs included the partial schedule from Job $J_{1}$ to $J_{i}$ to
hold the equation (1). For assignment of $\mathrm{r}\mathrm{e}s$ource, following theorem hold.
Theorem 2 For partial schedule from $J_{1}$ to $J_{i}$ , Let $M_{2}’(i)$ be completion time of
processing job $J_{i}$ on machine $M_{2}$ with assignment of resource amount of $x_{j}=u_{j}$
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for a job $J_{j}(1\leq j\leq i)$ . And $ietM_{2^{\prime/}()}i$ be completion time of processing job $J_{i}$ on
machine $M_{2}$ with assignment of resource amount of $x_{j}>u_{j}$ for a job $J_{j}(1\leq j\leq i)$ .
Then following equation hold.
$M_{2}’(i)=M2’(\prime i)$
Proof When $u_{j}--0$ , job $J_{j}$ and all successor ofjob $J_{j}$ are not processed on machine
$M_{2}$ . Therefore theorem obviously hold. When $u_{j}>0$ , The value of $u_{j}$ decrease to
$0$ by assignment of resource $x_{j}.=u_{j}$ , This case is similar to above case. Therefore
theorem hold. $\square$
Fkom this theorem, when a job $J_{i}$ in a partial schedule is infeasible, it is useles$s$
that the assignment of the resource $x_{j}$ more than $u_{j}$ to a job $J_{j}$ that precedes job
$J_{i}$ . We assign resources such as $x_{j}\leq u_{j}$ and increasing order of $w_{i}/a_{i}$ . Then we can
decide the assignment of resource using following algorithm.
Algorithm 2.
Step $0$ : Let $M_{1}(0)arrow 0,$ $M_{2}(0)arrow 0,$ $iarrow 1$ , List $Carrow\emptyset$ All job and resource
has not been assigned.
Step 1: If $p_{i}\leq d_{i}-M_{1}(i-1)$ then Job Jiis processed on only machine $M_{1}$
in time interval $(M1(i-1), M1(i-1)+p_{i}]$ . $M_{1}(i)arrow M_{1}(i-1)+p_{i}$ .
Go to Step 4. If $p_{i}>d_{i}-M_{1}(i-1)$ then Job $J_{i}\mathrm{i}\mathrm{s}$ processed on
machine $M_{1}$ in time interval $(M_{1}(i-1), d_{i}]$ . $M_{1}(i)arrow d_{i}$ . Go to
Step 2.
Step 2: If $M_{2}(i-1)+pi-(M1(i)-M_{1}(i-1))\leq M_{1}(i-1)$ then the remainder
of Job $J_{i}$ can be processed without assigned $\mathrm{r}\mathrm{e}s$ource. Therefore It is
proces $s\mathrm{e}\mathrm{d}$ on machine $M_{2}$ in time interval $(M_{2}(i-1)+p_{i}-(M_{1}(i)-$
$M_{1}(i-1))]$ . $M_{2}(i)arrow M_{2}(i-1)+p_{i}-(M_{1}(i)-M_{1}(i-1))$ . Go to
Step 4. If $M_{2}(i-1)+p_{i}-(M_{1}(i)-M_{1}(i-1))\leq M_{1}(i-1)$ then
go to Step 3.
Step 3. Let $J_{j}$ is the top of the list $C$ .
If $a_{j}u_{j}\geq M_{2}(i-1)+p_{i^{-M_{1}}}(i)$ then we assign the $\mathrm{r}\mathrm{e}s$ource $x_{j}arrow$
$x_{j}+(M_{2}(i-1)+p_{i^{-}}M_{1}(i))/a_{j}$ , and go to Step 4.
If $a_{j}u_{j}<M_{2}(i-1)+p_{i^{-M_{1}}}(i)$ then we assign the resource $x_{j}arrow$
$x_{j}+u_{j}$ , and delete Job $J_{j}$ from list $C$ , go to Step 3.
If list $C$ is empty then There is not feasible schedule. This algorithm
terminated.
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Step 4: If $i<n$ then renew $iarrow i+1,$ $u_{j}arrow(M2(i-1)-M2(j-1))/a_{j}(1\leq$
$j\leq i)$ and reconstruct the list $C$ that include job $J_{j}(1\leq j\leq i)$ such
as $u_{j}>0$ alld is arranged such as increasing order of $w_{j}/a_{j}$ . Go to
Step 1. If $i=n$ then algorithm terminated successfully. -. .
From correctness of Sahni’s algorithm and Theorem 2, it os clear that total
weighted resource $\Sigma_{i=1}^{n}w_{i}X_{i}$ of above algorithm is minimized that of all other fea-
sible $s$chedule. To obtain actual schedule, we applied original Sahni’s algorithm to
modified processing time $b_{i}=p_{i}-a_{ii}x$ that assigned the resource $x_{i}$ obtained from
above algorithm.
4 Conclusion
We considered the $\acute{\mathrm{p}}$arallel machines shop problem with a consumption of resources,
and give the alg.orithm that minimize total weighted resource $\Sigma_{i=1}^{n}$ wixi. We conjec-
ture that this result can be extended to the problem that constrained tota,1 weighted
resource. And the problems with multi-criteria such as total resource and maximum
completion time or total resource and maximum lateness are also interested.
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