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Abstract—Integration between biology and information science
benefits both fields. Many related models have been proposed,
such as computational visual cognition models, computational
motor control models, integrations of both and so on. In general,
the robustness and precision of recognition is one of the key
problems for object recognition models.
In this paper, inspired by features of human recognition
process and their biological mechanisms, a new integrated and
dynamic framework is proposed to mimic the semantic extrac-
tion, concept formation and feature re-selection in human visual
processing. The main contributions of the proposed model are as
follows:
(1) Semantic feature extraction: Local semantic features are
learnt from episodic features that are extracted from raw
images through a deep neural network;
(2) Integrated concept formation: Concepts are formed with
local semantic information and structural information learnt
through network.
(3) Feature re-selection: When ambiguity is detected during
recognition process, distinctive features according to the
difference between ambiguous candidates are re-selected for
recognition.
Experimental results on hand-written digits and facial shape
dataset show that, compared with other methods, the new
proposed model exhibits higher robustness and precision for
visual recognition, especially in the condition when input samples
are smantic ambiguous. Meanwhile, the introduced biological
mechanisms further strengthen the interaction between neuro-
science and information science.
Index Terms—Biologically inspired model, object recognition,
semantic learning, structural learning
I. INTRODUCTION
W ITH the integration of neuroscience and informationscience, more and more biological mechanisms have
been applied in computational models, which promotes the
development of biologically inspired models. On the one hand,
inspired by recent findings in biology, these models outperform
classic algorithms in performance and efficiency. On the other
hand, related neural mechanisms, which are introduced into
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computational models, could be validated and testified to
promote the development in neuroscience.
Vision is one of the key interdisciplinary research directions
between neuroscience and information science. Mechanisms
of primate and human in visual processing and cognition have
been introduced into computational cognition model.
HMAX model tries to mimic the functions of primate visual
system layer by layer [1].
The main difference between HMAX and other hierarchical
architectures (such as hand-crafted hierarchical features [2],
convolutional neural networks [3], and etc.) is that it focused
on reproducing anatomical, physiological and psychophysical
properties of the ventral pathway of visual system [4], which
consists of V 1, V 2, V 4 and inferior temporal (IT) cortical
areas.
After its first publication in 1999, this well-known model
has been further developed and improved in different aspects
[5]–[8]. For example, many researchers modified the original
HMAX model by adding feedback process to improve the
recognition precision [9], [10].
Other modifications include adding sparsity to the convolu-
tional layer [8], enhancing the architecture by adding specific
layers to the model [7], [11], and changing strategies of feature
selection and filtering properties [12]. Frontier researchers try
to introduce mechanisms of attention into visual model. Itti
proposed a saliency-based model based on the saliency map
theory in human visual system [13] and combined attention
with object recognition [14], [15]. Spatial information of an
object is introduced by modeling the dorsal pathway in vision
system. It has been implement by Bayesian inference [16] and
saliency model [17]. Mechanisms in middle and high level
cortices are also a hot topic in the area. Based on HMAX and
deep neural network, Qiao et al. developed a series of models
introducing association [18], attention [19] to the model. The
introduced mechanisms show good performance on object
classification and identification tasks.
Robustness, i.e., the ability of generalization is one of
the key objectives and motivations in these visual cognition
models. However, recent findings [20], [21] point out that
even the state-of-art deep hierarchical networks suffer from
tiny disturbance and transformation. It is shown that tiny
perturbation may cause significant difference in the output of
hierarchical network models [21].
However, human has extraordinary ability to deal with dif-
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2ficult object recognition task with various viewpoints, scales,
deformation, and ambiguity. According to biological find-
ings, objection recognition tasks involve multiple cortices
and many sophisticated mechanisms including preliminary
cognition, top-down attention [22], semantic and conceptual
memory [23]–[25]. Lake, Salakhutdinov and Tenenbaum re-
cently [26] employs semantics and concepts explicitly and
achieves significant improvement in robustness of one-shot
character recognition.
In this paper, we build a Biological mechanism based
Semantic Neural Network model (BSNN), which extracts
semantic information hierarchically and forms concepts with
corresponding probabilities. The model is trained sequentially
and generate hierarchical information layer by layer.
To mimic the biological mechanisms, the model firstly
trains a neural network to extract episodic features; then
it integrates the learnt episodic features into the semantic
features. To encode the structure information, the model learns
structural relationships between semantics and represents them
as population vectors. With the population vectors, concepts
for categories are formed in a probabilistic way. The proposed
model also applies two dynamic updating strategies, feature
re-selection for adaption to ambiguous condition, and online
training for new concepts. By mimicking and implementing
neural mechanisms in visual processing, the model achieves
robustness to various ambiguous images with small training
samples. It is also more efficient to diminish uncertainty by
semantics and concepts with the ability of generalization.
The rest of this paper is organized as follows. Section II
introduces biological evidence of the proposed model. Section
III explains the framework and methods in the BSNN. Section
IV presents how the experiments are conducted and shows
experimental results. Section V summarizes current work and
points out future direction.
II. BIOLOGICAL EVIDENCE
In this paper, several biological mechanisms are introduced
into the new framework to mimic semantic extraction, concept
formation and feature re-selection process in human visual
processing. Here, related biological evidence has been re-
viewed and discussed for its validity of later implementation.
A. Semantic Feature Extraction
Two different types of memory are stored in the brain:
episodic memory and semantic memory [25], [27]. Episodic
memory stores events and detailed contextual information,
while semantic memory extracts regularities from different
spatial-temporal events and forms perceptual categories, com-
plex concepts and relations [27]. This requires that extraction
of regularities or semantics should be carried out over episodes
[28], [29]. Since hippocampus is involved with storage of
episodic memory and prefrontal cortex contributes to organi-
zation of information, the extraction process could be achieved
via hippocampus and mPFC (medial prefrontal cortex) inter-
action [30]–[32]. The extracted semantic information could be
used for later tasks.
B. Structural Information
It has been proposed that objects could be described with
parts and their positional and connectional relationships [33],
[34]. For example, neurons in V4 are tuned for contour
fragment orientation with specific object-relative position [35].
In other words, one V4 neuron could respond to convex
curvature at bottom right (such as ’b’), but not to that at top
right (such as ’p’). Thus, in V4 area, neurons respond to indi-
vidual contour fragments and their relationships are encoded in
population responses [36]. In PIT (posterior inferior temporal
cortex), neurons integrate information on multiple fragments
[35]. Thus, the integrated explicit representations of multi-part
configurations could be encoded in IT.
C. Selective Attention
Attention is required when people carry out various tasks,
since relevant environmental stimuli and information should be
selected and processed in the brain [22], [37]. Several brain
areas are activated in the attention process, such as frontal
eye fields (FEF), anterior cingulate, frontal cortex, and etc.
[38]. Visual attention usually consists of active exploration of
the environment, selection of task-related information and sup-
pression of distraction. When visual stimuli is not clear for the
task, visual attention process could suppress distraction from
location of previous attention focus and find new positions for
the search of related information [39].
III. THE FRAMEWORK
In this section, we present the structure of the proposed
framework. Firstly, the outline of the framework is described.
Secondly, the algorithms of semantic feature extraction, inte-
grated concept formation and feature re-selection are given in
details.
A. Outline of the Framework
Figure 1 shows the training procedure of the model. Figure
2 shows the recognition and online updating procedure.
1) Block1: Primary episodic feature extraction block, where
episodic features are extracted from the original image directly.
Block 1 includes a four-layer convolutional deep belief net-
work (CDBN). The network is trained layer by layer without
supervision. The output of the layer is the activation states of
the last layer (for block 2) and the learnt connection weights
(for block 3).
2) Block2: Semantic feature extraction block, which ex-
tracts semantic features from the learnt episodic features in
Block 1.
A cluster-based method is applied here, which provides a
better abstract description of the object than the feature maps.
3) Block3: Semantic spatial information learning block,
where spatial positions of semantic features are learnt based
on the output of Block 1 and Block 2. Spatial information is
encoded based on position-related population neurons.
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Fig. 1. Training procedure. On the left is the diagram of the model. On the right is an illustrative example of training one image and the visualization of
the intermediate results.
4) Block4: Structural concept formation block, where re-
lationships between semantic features are formed from the
spatial information in Block 3. Relationships are encoded via
orientation-related population neurons. For each input sample,
a relationship matrix is generated to represent the global
structure.
5) Block5: Integrated recognition block, which combines
episodic and semantic features together for recognition. Block
5 in Fig. 1 learns weights of episodic and semantic features
from different pathways, which uses for integrated classifica-
tion in Block 5 of Fig. 2.
6) Block6: Feature re-selection block, which copes with
ambiguous situations dynamically. During the training proce-
dure in Fig. 1, the correlation between extracted features and
categories will be learnt. When there are two or more candi-
date recognition results, features that are more discriminative
between candidates will be selected for further classification.
B. Episodic Features Learning with Unsupervised Deep Neu-
ral Network (Block 1)
In human, episodic memory is the memory that represents
experiences and specific events in time, from which people
can reconstruct the actual events that took place at any given
time [27]. Episodic memory is one of the basic forms of
explicit memory and considered as the source of other forms
of memory [40].
,
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Fig. 3. A CRBM model with probabilistic max-pooling. Only the kth
channels of H and P are shown for simplicity.
In this paper, episodic features are extracted via an unsuper-
vised deep neural network. Unsupervised convolutional deep
belief network (CDBN) is first introduced in Ng’s work [41]
for feature extraction tasks. In our previous work [42], CDBN
has been used to extract episodic information from the image.
As an unsupervised model, CDBN is able to extract good
4Block 5:
Integrated Classification
Block 4:
Semantic Concept 
Formation
Block 3:
Structure Extraction
Block 2:
Semantic
Representation
Block 1:
Episodic Information
Extaction
Training Samples
Diagram
W(2) Visualization
Semantic 
features 
visualization
Semantics
activation
3 4 65 71 2 8 9 0
Position
activation
Example
…
P2
W(1)
W(2)
H1
P1
H2
P2
Pair-wise 
Relationship
Activation
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
1 2 3 4 5 6 7 8 9
1
2
3
4
5
6
7
8
9
Position
Neurons
Integrated Classifier
Ambiguity 
Detection
Block 6:
Feature 
Re-selection
3 4 65 71 2 8 9 0
Ambiguous Detected
Feature
Re-Selection
Fig. 2. Recognition procedure. On the left is the diagram of the recognition process. On the right is the example.
local features and encode common components by minimizing
the reconstruction error, which ensures good performance in
recognition. CDBN is composed of stacked Convolutional
Restricted Boltzmann Machine (CRBM). CRBM, as a variant
of RBM, can infer the original input from the activation and
minimize the reconstruction error. Thus, the visual information
could be retrieved from memory, which is similar to human.
The structure of CRBM is showed in Fig 3.
As shown in Fig. 3, each CRBM includes three layers: vis-
ible layer V, hidden layer H and pooling layer P. nv and nh
are the widths of V and H, respectively. H has K groups of
feature maps, which is denoted by Hk (k = 1, 2, · · · ,K). H is
connected with V by the shared local weights W k with width
nw. So the width of Hk is calculated as nh = nv−nw+1. Let
vki,j represent an unit in layer V with row index i and column
index j, and hki,j stands for an unit in layer H
k. Layer P is the
pooling layer of H. The unit pkα is obtained by pooling from
a specific c × c block in Hk denoted by Bα. So P also has
K groups of feature maps P k (k = 1, 2, · · · ,K) with width
np = nh/c. In mathematics, the CRBM model is a special type
of energy-based models. Given inputs V and hidden layer H
with binary feature maps Hk, the energy of each possible state
(v, h), where v ∈ Rnv×nv and h ∈ Bnh×nh×K (B = {0, 1}),
is defined in (1)
E(v, h) = −
K∑
k=1
nh∑
i,j=1
hki,j(W˜
k ∗ v)i,j −
K∑
k=1
bk
nh∑
i,j=1
hki,j
−a
nv∑
i,j=1
vi,j +
1
2
nv∑
i,j=1
v2i,j , (1)
where hki,j meets the constraint
∑
(i,j)∈Bα
hki,j ≤ 1,∀k, α. (2)
Here, W˜ k, representing the 180-degree rotation of matrix
W k, is the convolutional kernel, ∗ denotes the convolution
operation, bk is the shared basis of all units in Hk, and a is
the shared basis of visible layer units.
The CRBM can be trained with Contrastive Divergence
(CD), which is an approximate Maximum-Likelihood learning
algorithm [43]. By training CRBMs sequentially, the CDBN
is also trained.
However, since it is trained without supervision, the features
may be not distinctive enough for classification. Meanwhile,
useful features sometimes could shrink to a small set and
5thus the generalization ability is limited. Moreover, because it
focuses on minimization of the reconstruction error, it could
not go deeper to the semantic level and extract the structure
information. To overcome this drawback, this paper introduces
extraction of semantic features to enhance the ability of
distinction of features.
As a generative model, CDBN also has the ability to achieve
reconstruction from activation. So the model can recall the
original input image by reconstruction as augmentation of
training data.
In this paper, we train a two-layer CDBN and apply it
to extract features from original images. We also reconstruct
the input images from the activation of the output layer
for visualization and data augmentation when the number of
training samples is relatively small. The visual reconstruction
v′ is defined by
v′ =
∑
k
sk(W
k ∗Hk) (3)
where sk denotes the weights of the connection between
W k and Hk. sk is learned by feature re-selection, which is
described in detail in Block 6.
C. Semantic Representation Learning based on Episodic Fea-
tures (Block 2)
Semantics has multiple definitions in different fields, such
as linguistics [44], [45], cognitive science [46], [47], artificial
intelligence [48], [49] and etc. In cognitive science, semantic
memory is about facts that capture the internal properties about
an object [27], [47]. Human use semantic memory to store
the category and abstract information about the object and
distinguish one category of objects from others. Binder and
Desai [47] proposed that modality-specific semantic memory
is encoded in the corresponding cortex. Convergence of these
findings, semantic information in vision is represented in the
similar form of visual episodic features, but more abstract and
discriminative.
Inspired by the above mentioned properties of semantic
memory in neuroscience, a reasonable hypothesis is that
semantic features for visual task are formed based on those
learnt hierachical episodic features. Semantic features are more
likely to activated by diverse properties of an object. For visual
recognition, each property, like a stroke or a shape, represents
a general cluster of patches rather than a certain patch. In this
way, a formalized description of semantic features is given as
follows:
Denote the reconstruction function frecon : F → I, where
F is the space of episodic features, I is the space of input
images.
Given patches V′ = {v′1, v′2, ..., v′n} (v′i is reconstructed
from the ith episodic feature, where 1 ≤ i ≤ n and n
is the number of episodic features), find K groups in V′
based on similarities of patches (K is a relative small number
compared to the size of V). Divide corresponding episodic
features into groups according to their reconstructions. For
each group of patches, find vj (vj ∈ frecon(F), j = 1, ..,K)
as a representative of the group which minimizes the loss of
imformation. Representatives denoted as {Sj , j = 1, ..,K},
{Sj} are semantic features abstracted from previous episodic
features.
The objective of semantic clustering is to find:
argmin
S
K∑
j=1
∑
v′i∈Sj
‖v′i − Sj‖
2
(4)
where ‖·‖ refers to the metric from I restricted to frecon(F).
In our model, for computational convenience, we use k-
means and L2 metrics to iteratively find the desired Si.
Given an initial set of k-means {m(1)1 , ...,m(1)k }, the algorithm
proceeds by alternating between two steps:
Assignment step: Assign each observation to the cluster
whose mean yields the least within-cluster sum of squares
(WCSS).
S
(t)
j = {v′i :
∥∥∥v′i −m(t)j ∥∥∥2 ≤ ∥∥∥v′i −m(t)l ∥∥∥2 ∀l, 1 ≤ l ≤ k} (5)
where each v′i is assigned to exactly one S(t), even if it could
be assigned to two or more of them.
Update step: Calculate the new means to be the centroids
of the observations in the new clusters.
m
(t+1)
j =
1∣∣∣S(t)j ∣∣∣
∑
v′i∈S(t)j
v′i (6)
where
∣∣∣S(t)j ∣∣∣ denotes the number of elements in S(t)j .
With a few iterations as mentioned above, the patches
could form different clusters. We use the center of clusters
as semantic features.
D. Structural Learning with Population Coding (Block 3 &
Block 4)
In the context of object recognition, spatial structure in-
formation is highly valuable but difficult to find a proper
representation. Neuroscience researches [50] reveal that human
brain processes this kind of information with a population of
neurons. Taking the population of neurons related to orienta-
tion as an example, each neuron has a preferred direction;
the closer to the preferred direction, the more a direction
of stimulus will activate a certain neuron. The relationship
between preferred stimulus and the rate of activation can be
represented as a Gaussian-like curve. With many populations
together, not only the input stimulus but also the uncertainty
of the stimulus could be encoded by the rate of activations
among the population of neurons.
In this paper, we define two kinds of structural features,
(1) position features, the relative position of a component to
the object center (2) relationship features, a relative structure
which consists of spatial directions and distances between
semantic components. The former feature captures the spatial
positions of different semantic features in an input sample.
The latter feature represent global concepts of how different
features are organized together.
Inspired by the population coding mechanism in biological
neural system, the structure is encoded by two population
of neurons, one population encodes the positions whereas
6the other population encodes the relative relationship between
different components. In this paper, the two populations of
neurons are denoted as position neurons PNeurons and the
relationship neurons RNeurons.
Fig. 4 and Fig. 5 give examples of PNeurons. A single
neuron is like a gaussian filter (Fig. 4), in consistent with
neuroscience researches. Each neuron has its own preferred
position, the position that mostly activates the neuron. With
multiple PNeurons together (e.g. 16 PNeurons as shown in
Fig. 5), the population will output spatial representations of
semantic features.
Fig. 4. Illustration of the Gaussian tunning function of a PNeuron. The
neuron is sensitive to semantic feature inputs near the center.
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Fig. 5. Tunning functions of uniformly distributed PNeurons. Each of square
represent a PNeuron’s tuning function. The outputs of these 16 PNeurons form
a 4×4 position matrix (PM).
The activation process is almost the same with RNeurons’
except RNeurons prefer orientations rather than positions. Fig.
6 shows the detailed process of how RNeurons are activated.
Each neuron has a preferred direction that maximizes its
activation. For a certain neuron, the activation responding to
a direction is characterized as a Gaussian, depending on the
difference between the input and the preferred direction.
From the output of semantic layer (semantic feature maps),
one can locate the position of each semantic feature via
population of PNeurons. The tuning function of a PNeuron is
a 2D Gaussian function centered in a certain position, which
represents its probability of activation with different input
position. With multiple PNeurons, each semantic feature map
could be encoded as a new map about where the semantic
(a) (b) (c)
(d) 180°-180°
+ =
Fig. 6. Example of representing direction via population coding. (a) and
(b) are activation and visualization of two semantic features, (c) generate the
relative direction between different semantic features. (d) is the output of
relationship neurons, encoding the direction.
features are most likely located in the image. In this paper, for
computational consideration, the center position of PNeurons
are uniformly distributed over the map and the Gaussian
functions are discretization with the same size of semantic
feature maps. For a input feature map, the aggregated output of
all PNeurons forms a matrix according to their center position,
(denoted as position matrix or PM in the rest of paper).
With the semantic features and their positions (by sampling
from the PM), the population of RNeurons will output the
relative relationship between different features. For every two
semantic features, the paper defines a relationship matrix to
describe their position relationships. As is shown in Fig. 7
with 8 RNeurons, for an input direction, the output of all the
RNeurons can be represented as a feature in the relationship
matrix. The center node of the matrix is to encode the distance
between the input position.
Fig. 7. Illustration of relationship matrix with 8 RNeurons. Figure on the
left is an example of relationship neurons for certain two features. Each
surrounding neuron has its own preferred direction; the center neuron encodes
the distance. On the right is the actual activation of the left neurons, when
two input features with a spatial relationship like the middle one.
The output of relationship neurons is structural semantic
information of input sample. As is shown above, structural
information is distributed encoded by a population of neurons.
Each neuron responds to two specific semantic features and
one preferred direction. Thus, encoded structural features
actually contain both semantic and structural information.
The structural concepts then can be learnt from one or
multiple samples. In our model, the concept of one category
7is a distribution of position and relationship neurons for the
category based on experiences. The sample distribution is
used to approximated the prior distribution. The concepts
will be further utilized in Block 6 to judge between possible
candidates of recognition results.
E. Integrated Recognition with Bayesian Learning (Block 5)
Prior work has shown that perception can be interpreted as
a Bayesian inference process from different pathways. Related
model can predict human eye movements well in visual search
tasks without any further assumptions or parameter tuning
[45].
In this paper, the object recognition is considered as a
Bayesian inference process based on models trained with
different kinds of features. Firstly, recognition models, like
softmax classifiers, are built based on different pathways, that
is, different features, including episodic, semantic, and struc-
tural features. Each model outputs a vector of probabilities
of all categories for an input sample. In training process, the
correlations between features and categories are also learnt for
feature-selection in Block 6.
The recognition results are then inferred from the output
probabilities of these recognition models by Bayesian learn-
ing. For computational convenience, this paper assumes that
recognition based on different features are independent. The
detailed computation process is as follows.
P (Oi|M1,M2, . . .) = P (M1,M2, . . . |Oi) P (Oi)∑
j P (M1,M2, . . . |Oj) P (Oj)
(7)
P (M1,M2, . . . |Oi)P (Oi) = P (Oi)
∏
k
P (Mk|Oi) (8)
Oi is the category of a certain object, Mi are the output of
recognition models based on different recognition features. For
an object, the prior probabilities of each pathway are initialized
as εn , ε is a relative small number and n is the total number
of pathways. During training, the prior distribution is updated
by the sample distribution.
During recognition, post probabilities of potential categories
are calculated and the category that maximizes the post
probability is the output.
Ooutput = argmax
i
P (M1,M2, . . . |Oi) (9)
In short, by mimicking population coding and visual percep-
tion process, the proposed model can integrated different infor-
mation extracted from original samples by Bayesian learning.
F. Feature Re-selection (Block 6)
During recognition, human brain is not static but always
adjusts and adapts dynamically to new stimuli. This paper
especially focuses on the ambiguity of images. As the findings
in visual systems suggest [51], for an ambiguous image which
has multiple competitive candidates, human will pay more
attention to the difference between the candidates. When a
new category of images appears, the brain tends to form a
new concept, based on existing semantic memory [52]
Inspired by the principles mentioned above, a feature re-
selection strategy is applied to cope with ambiguous condition,
in which the outputs of classification have more than one
results with high confidence. The recognition process will
then go backward to Block 4 to choose more distinctive
structural features. For example, when the model cannot decide
whether a handwritten digit is "5" or "6", it will go back to
Block 4 to choose the "horizon line" and "half circle" with a
vertical relationship and focus on these features to distinguish
between "5" and "6". These relationships between categories
and features are learnt in Block 3 and 4.
The recognition models based on spatial positions and
structural relationships are trained in Block 5. The significance
of different features is stored in the weights of those models.
Given potential two candidate categories, the model will
select features with more discriminative ability among two
candidates, which is evaluated by the absolute differences of
weights for the categories. If there are more than 2 candidates,
the model averages the differences and use the mean as the
significance of features. In this paper, to better utilize the
features, we consider one block in the feature matrix (e.g.
different positions of one semantic feature) as a whole. The
corresponding weights of these features are summed up to
get the total weight for the block. In re-selection process, the
model automatically selects blocks with larger weights than
average of all weights.
(a) Structural relationship of digit
"6"
(b) Structural relationship of digit
"6" after re-selection
Fig. 8. Structural concepts (relationships) and re-selected features of digit
"6". The relationship matrix is built from all the samples in "6". The value
of one cell represents the average activation on a certain PNeuron.
With the re-selected features, the judgment between "5"
and "6" is achieved by comparing structural information on
the current sample and learnt concepts. The above mentioned
concepts are the distribution of positions of semantic features
and structural relationships. As shown in Fig. 8(a), structural
concept of digit "6" is represented in a relationship matrix,
which is generated by averaging all relationship matrices of
category "6". It reveals how likely the neurons are activated
when the input is "6". Fig. 8(b) shows the selected significant
features of "6" to distinguish "6" from "5". When an input
image is ambiguous, only the activations of discriminative
features would be feed to the classification models after re-
selection.
8By applying the feature re-selection strategy, the proposed
model achieves the ability of generalization and adaption to
ambiguous input stimuli.
IV. EXPERIMENT
Several experiments are conducted to verify the effective-
ness of the proposed biologically inspired model, and each
module is tested and analyzed in details. The experiments
are focused on three aspects: 1) visualize the episodic and
semantic features that are extracted by the proposed model; 2)
investigate the structure information learned by the proposed
model; 3) evaluate the classification performance on different
datasets.
A. Extraction of Episodic Features
(a1) (a2)
(b1) (b2)
Fig. 9. Illustration of episodic features extracted by the CDBN model.
The learnt features in (a) first layer and (b) second layer are the visualized,
respectively. The upper row is visualized by deconvolution from feature maps
to the input space layer by layer, and the bottom row is visualized by averaging
the top 100 activations of inputs.
This experiment is to visualize the extracted episodic fea-
tures and to verify that these features can capture the critical
information of the original image. Here, MNIST dataset is
used as an example. The visualizations of the learnt weights of
CDBN are given in Fig. 9, which corresponds to the episodic
features in our model. Here, two visualization techniques are
used, including the deconvolution method and the average of
max activations used in [41].
As is shown in Fig. 9, the proposed deconvolution method
could achieve clearer edges and parts than the method in [41].
Furthermore, it is clear that the CRBM model can extract
episodic features hierarchically from the original dataset. In
details, features learnt by the first layer of the CRBM model
are mostly edges and small details of the input digits, whereas
the second layer of the CDBN model extracts more sophisti-
cated components like circles and turning strokes. So it is
reasonable to use the outputs of second layer to learn semantic
features. From Fig. 9, one may find out that some features are
highly similar. One possible reason is that those features are
trained without supervision, so some of them may more likely
be attracted to the most significant features at the same time.
To further verify that CDBN can extract and learn critical
information of image, experiments on reconstruction from the
episodic features are conducted. Some examples are given
in Fig. 10, which illustrates the high similarity between the
original image and its reconstruction.
Fig. 10. Illustration of reconstruction from episodic features. Images on the
left are the original patches, and the reconstruction images are shown on the
right side.
In addition, Fig. 10 illustrates how the learned weights
encode episodic features. Original images can be directly
reconstructed from high-level features, which indicates that
most of the detailed information is captured by the second
layer.
B. Semantic Features Extraction and Structure Learning
This experiment is conducted to show the abstraction pro-
cess from episodic features to structural semantic outputs.
Semantic features are clustered from extracted episodic
features, as visualized in Fig. 11. The number of clusters is
set as 8. In Fig. 11, different semantic features are less similar
with each other, which enhances the variety of features and
captures more information with less features.
(a) Deconvolution visualization (b) Maximum Activation
Fig. 11. Illustration of semantic features visualized by (a) deconvolution and
(b) maximum activation.
After extracting semantic features, we then calculate the
activations of PNeurons, by applying position tuning functions
on the features. Here, a position tuning function is a 2D Gaus-
sian function, with different mean but the same covariance
matrix. For computational convenience, we use the discretized
version of it, as illustrated in Fig. 12. For each feature, there
are 16 PNeurons, which form a 4× 4 position matrix.
An example of position matrix is shown in Fig. 12, which
is similar with the mixture of several Gaussian distributions.
Visualization of structural outputs is generated from the
structural relationship matrix, which encodes the distributions
and relative spatial relationships between features.
Fig. 13 illustrates an example of structural relationship
matrix, which is randomly selected from 100 training samples
of MNIST dataset. Each small square includes eight direction
neurons (surrounding) and one distance neuron (center).
9Fig. 12. Illustration of a position matrix. The distribution in one square
matrix is like a mixture of Gaussian distributions.
Fig. 13. Illustration of a structural relationship matrix. Each 3 × 3 square
matrix represents the relationship between a pair of semantic features. The
surrounding nodes encoded eight spatial relative directions between semantic
features. The center nodes represent the spatial distance between the pair of
semantic features.
C. Feature Re-selection Experiment
The learnt semantic features and structures are not static
during the testing process. Here we show how the features are
re-selected to deal with the ambiguity and unfamiliarity.
When the input is ambiguous, it is easy to output as
multiple candidates, the model could re-select features to
achieve accurate classification.
Fig. 14. Examples of semantic ambiguous images. The images are optimized
to be recognized as "6" by an ordinary convolutional neural network. Note
that some image (like "8") is even ambiguous to human.
To illustrate the process in a better way, Fig. 14 shows
examples of ambiguous images, whereas the input images are
misclassified as "6" by a convolutional neural network. These
ambiguous images are generated by the method proposed in
[21], so-called "adversarial images". That is, optimizing and
modifying the original image, such as the one labeled as "7",
to be misclassified as "6" by a convolutional neural network.
By applying the back-propagation to the input space and
limiting the martingale of gradients, we are able to generate
tiny perturbations to the original images which could mislead
the model. Images with perturbation are originally designed
for a convolutional neural network, but it could also affect the
recognition by a CDBN, which is consistent with the results
in [21].
(a) Position Matrix of "5" (b) Position Matrix of "6"
(c) Structural Relationship of "5" (d) Structural Relationship of "6"
Fig. 15. Position matrix and structural relationships of category "5" and "6".
Following the strategy in Section III-F, the significance
of different features is learnt from training dataset. Fig. 15
illustrates the learnt position matrix and structural relationships
of digits "5" and "6". As is shown in Fig. 15, although
"5" and "6" activate similar semantic features, the position
and structural relationships between the features are quite
different. Hence, by evaluating the differences of the position
and structural relationship, we could find more distinctive
features to build a new classifier, which is specific to separate
"5" and "6". Fig. 16 shows the chosen features after the re-
selection to distinguish "5" from "6".
Fig. 16. Illustration of a structural relationship matrix after feature re-
selection to distinguish "5" and "6".
D. Classification Performance
1) MNIST with small training set: The first comparison
experiment is conducted between our model and some bi-
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ologically inspired models (such as traditional CDBN [41],
HMAX [1], and etc.) on MNIST dataset. In total, MNIST
includes 60000 hand-writing digit images for training and
10000 for testing. In this experiment, small training set is
randomly and uniformly chosen from MNIST training data for
ten categories. The code of HMAX model is obtained from the
author’s website. The traditional CDBN model has the same
configuration and structure of our model, but without semantic
features and structural information.
In this section, we use a two-layer CDBN with 40 feature
maps in the first layer and 40 feature maps in the second layer.
The pooling size is 2 in both layers. The outputs of second
layer are episodic features. From these episodic features, 8
semantic features are extracted and then processed by the
position tuning functions and structural relationship neurons.
Two types of PNeurons are used with size of 16 (4 × 4)
and 64 (8 × 8). For each pair of semantic features, we use
9 RNeurons (8 for direction, 1 for distance).
The results are shown in Table 1, performance of the
proposed BSNN is better than HMAX and traditional CDBN.
The main reason is because the semantic features are more
discriminative even with a small number and integrated .
Moreover, the performance is further improved by introducing
the position neurons.
Table 1. Classification Error rate (%) on MNIST
(with 10, 50, 100 training samples per category)
Samples per Class 10 50 100
HMAX 87.00 79.25 66.75
One Layer CDBN 35.75 30.25 16.25
Two Layer CDBN 24.50 16.25 12.35
Semantic Features 23.00 14.00 11.05
BSNN (16 PNeurons) 19.75 13.50 12.00
BSNN (64 PNeurons) 19.50 12.00 10.50
BSNN Integrated 17.25 9.75 7.29
2) Ambiguous Images from MNIST: The ambiguous data
set is generated by adding a relative small perturbation to
the original MNIST data sets [53]. Details of the method are
described in IV-C. Note that all the networks and classifiers
are trained on the original MNIST data set.
Table 2 is the classification error rate of different models on
the ambiguous images. Compared with the results in Table 1,
for HMAX and traditional CDBN, performances on ambigu-
ous images are worse than those on the original images. After
feature re-selection, the performance of BSNN has increased
because the selected features are more discriminative than
before.
3) Facial shape dataset: The third comparison experiments
are conducted on a facial shape dataset. The artificial face is
composed of key components with different shapes. Some ex-
amples are shown in Fig. 17. Compared to hand-written digits
in MNIST, the facial shape dataset has more stable global
structure, but also more scale- and shape-variant properties
together with local transformations.
More specifically, the dataset consists of 5 classes of faces.
As is shown in Fig. 17, each face has four key components,
including one mouth, one nose and two eyes. The main
Table 2. Classification Error rate (%) on Ambiguous MNIST
( with 10, 50, 100 training samples per category)
Samples per Class 10 50 100
HMAX 91.00 84.75 87.25
One Layer CDBN 53.00 43.75 23.25
Two Layer CDBN 44.75 35.50 20.00
Semantic Features 40.25 26.50 18.00
BSNN (16 PNeurons) 43.00 29.25 16.75
BSNN (64 PNeurons) 35.75 23.25 15.50
BSNN Integrated 30.00 19.75 13.00
BSNN after Re-selection 23.25 18.50 13.25
differences between classes are the different shapes of the
components, where locations and scales of the components are
also distributed in a wide range. Fig. 18 shows some examples
in one class.
Fig. 17. Artificial faces composed of different shapes. 5 images are
the representations of 5 classes, respectively. The only difference between
categories is the shape of each component.
Fig. 18. Illustration of artificial faces in one class (with circle left eye and
triangle right eye). Although the shapes of key components are the same, the
scales and locations of the components are various within a wide range.
Conducting experiments as mentioned above, we compare
the performance between HMAX, traditional CDBN and our
model, with training data of different sizes (30, 100, 300
samples). The results are shown in Table 3, which illustrate
that the proposed model can successfully learn discriminative
features even with a very small dataset.
Table 3. Classification Error rate (%) on Facial Shape Data
( with 5, 10, 30 training samples per category)
Samples per Category 5 10 100
HMAX 76.25 59.25 22.75
One Layer CDBN 37.16 17.50 0.5
Two Layer CDBN 16.25 4.50 0.00
Semantic Features 12.25 1.25 0.00
BSNN (16 PNeurons) 18.00 3.50 5.00
BSNN (64 PNeurons) 8.00 3.00 2.00
BSNN Integrated 7.00 0.50 0.00
V. CONCLUSION
In this paper, a novel biologically inspired model is pro-
posed for robust visual recognition, mimicking the visual pro-
cessing system in human brain. By introducing semantics and
11
structural conceptual outputs to the traditional CDBN network,
the model gains more ability of generalization, especially for
a small training dataset. The procedure of feature re-selection
provides the model more robustness to ambiguity. During
the cognition process, when ambiguity is detected during
recognition process, new features according to the difference
between ambiguous candidates are re-selected online for later
cognition.
In the future, the proposed model will be further improved
by extracting spatiotemporal semantics and concepts for se-
quential analysis, which is more similar to human neural
system. Another approach to enhance the model is to further
introduce the biological mechanisms in higher level perception
and inference. A more flexible and robust classifier, such as
the function of prefrontal cortex in human, is useful to process
different outputs in an integrated manner.
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