In this paper the rigid cohomology of Drinfeld's upper half space over a finite field is computed in two ways. The first method proceeds by computation of the rigid cohomology of the complement of Drinfeld's upper half space in the ambient projective space and then use of the associated long exact sequence for rigid cohomology with proper supports. The second method proceeds by direct computation of rigid cohomology as a direct limit of de Rham cohomologies of a family of strict open neighborhoods of the tube of Drinfeld's upper half space in the ambient rigid-analytic projective space. The resulting cohomology formula has been known since 2007, when Große-Klönne proved that it is the same as the one obtained from ℓ-adic cohomology.
Introduction
Fix a prime number p and a finite field extension k of the field F p with p elements. The ndimensional Drinfeld upper half space over k is defined as
i.e. it arises by removing all k-rational hyperplanes from the projective n-space P n k over k. This affine space was first defined and studied by Drinfeld [5, 6] and it arose in the study of ℓ-adic representations of finite groups of Lie type (for a prime ℓ = p). In particular, the finite group GL n+1 (k) acts on X (n+1) (since it permutes the hyperplanes) and Drinfeld showed that the ℓ-adic cohomology of X (2) realizes -up to a sign -all cuspidal representations with ℓ-adic coefficients of the group SL 2 (k). Deligne and Lusztig [4] took up this idea and defined varieties -now called Deligne-Lusztig varieties -associated with a reductive group G over k whose ℓ-adic cohomology realizes all irreducible ℓ-adic representations of the finite group G(k) of k-rational points of G. This incorporated Drinfeld's work, as X (n+1) is in particular isomorphic to a Deligne-Lusztig variety for the algebraic k-group GL n+1,k (associated with the standard Coxeter element of its Weyl group).
The ℓ-adic cohomology of X (n+1) × k k was computed by Orlik [16] as a representation of GL n+1 (k) and as a Galois representation. In particular, Orlik's complex, which will be used extensively in this paper, appeared for the first time in [16] . In fact, this particular result was known before since Kottwitz and Rapoport had computed the Euler-Poincaré characteristic, cf. [21, 22] , and then the application of purity results yields the cohomology already.
Große-Klönne studied in [9] the rigid cohomology of Deligne-Lusztig varieties and therefore in particular of X (n+1) . Among other results, he found that after identifying the respective coefficient fields, this cohomology coincides with the ℓ-adic cohomology, seen essentially as a module over GL n+1 (k).
It should also be mentioned that the de Rham cohomology in the analogous situation of a p-adic local base field, i.e. if one considers Drinfeld's upper half space over a finite extension field of the field Q p of p-adic numbers, had already been computed by Schneider and Stuhler in [24] .
Fix a finite field extension K of the field Q p of p-adic numbers with valuation ring V and residue field k. Denote by G the algebraic V-group scheme GL n+1,V and by G k its base change to k. The objective of this paper is the computation of the rigid cohomology H * rig (X (n+1) /K) (resp. -by Poincaré duality -the rigid cohomology H * rig,c (X (n+1) /K) "with compact supports") of X (n+1) with coefficients in K as a module over the finite group G = G(k) = G k (k). For i ∈ {0, . . . , n}, let P (i+1,1 n−i ) be the lower parabolic subgroup of G associated with the decomposition n + 1 = (i + 1) + (n − i) · 1. Denote by v G P (i+1,1 n−i ) (k) (K) the generalized Steinberg representation of G with coefficients in K and by v G P (i+1,1 n−i ) (k) (K)
′ its K-dual 1 . The result is the following theorem.
Theorem. (see Theorem 4.4.2 resp. Theorem 5.4.
2) The rigid cohomology of X (n+1) with coefficients in K is
The notation [−i] means that the respective module lives in degree i and (−) determines its Tate twist.
As stated above, this theorem is due to Große-Klönne [9] . Here, this cohomology is computed once indirectly by considering the complement of X (n+1) in P n k and once directly from the associated de Rham complex. Both times, modified versions of Orlik's complex are used. For technical reasons, many computations are carried out in the category of Huber's adic spaces.
The next two subsections contain an outline of both computations.
Rigid Cohomology of X (n+1) Computed Indirectly
Recall that for a projective k-variety Y ⊂ P on ]Y (n+1) [. In this situation, Orlik's complex is indexed by the tubes associated with certain closed subvarieties of Y (n+1) and this complex is shown to be acyclic, see Corollary 4.1.2. Thus it induces a spectral sequence converging to H * rig (Y (n+1) /K) with computable entries on the E 1 -page. This spectral sequence degenerates on its E 2 -page (Lemma 4.3.2) and the evaluation of the associated grading on H * rig (Y (n+1) /K) then yields this cohomology (Proposition 4.4.1).
Rigid Cohomology of X (n+1) Computed from the Associated De Rham Complex
For a quasi-projective k-variety X ⊂ P n k , its rigid cohomology H * rig (X/K) is defined as the hypercohomology on P 
. The key to the evaluation of this spectral sequence is again the fact that it has computable entries in its E 1 -page, see Lemma 5.3.1. The remainder of the evaluation of this spectral sequence then proceeds analogous to the respective section of Orlik's paper [17] . In particular, it yields a finite filtration of
The rest of the computation then closely follows Orlik's paper [18] : The functorialities of the filtrations obtained in the last theorem then imply that the de Rham complex
is actually a filtered complex. The associated spectral sequence degenerates on its E 1 -page with computable entries. Taking direct limits, one then obtains the desired rigid cohomology. The key result is Lemma 5.4.1 which asserts that for each j ∈ {0, . . . , n − 1}, the complex
consisting of direct limits of reduced local cohomologies with support in ]P j k [ λm is acyclic.
Structure of this Paper
For the reader's convenience, a short overview of the organization of the content of this paper is given in the sequel: In Section 2 the general notation used in the course of this paper is fixed. Furthermore, there are some short recollections on (generalized) Steinberg representations, on Drinfeld's upper half space and on rigid geometry and Huber's adic spaces.
In Section 3 the construction of rigid cohomology (of a quasi-projective k-variety) is reviewed and some of its properties are recalled.
In Sections 4 and 5 the computations of H * rig (X (n+1) /K) are carried out. Each section has the following structure: Orlik's complex is adapted for certain classes of tubes of rigid varieties (Subsections 4.1 and 5.1), a spectral sequence is set up (Subsections 4.2 and 5.2), computed (Subsections 4.3 and 5.3) and the result is used to finally compute the rigid cohomology modules of X (n+1) (Subsections 4.4 and 5.4).
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Notation and Preliminaries
As in the introduction, fix a prime number p, denote by F p the field with p elements and by k a fixed finite field extension of F p . Fix a finite field extension K/Q p with residue field k, denote by V its valuation ring and let π ∈ V be a uniformizing element. Choose a norm | | :
Fix a completion K of an algebraic closure K of K and also denote by | | : K → R ≥0 the uniquely determined extension of | | to K.
(Algebraic) Groups and Representations
Fix n ∈ N and let G be the algebraic group scheme GL n+1,V over V with lower Borel subgroup B (i.e. for a V-algebra R, the group B(R) is the subgroup of lower triangular matrices in G(R)) and diagonal torus T ⊂ B. Write
for the Z-module of algebraic characters of T. For i ∈ {0, . . . , n}, denote by ǫ i ∈ X(T) the character which sends an element (t 0 , .
is the set of roots of G (with respect to T) and
is the set of simple roots (with respect to B ⊃ T). For a proper subset I ∆, denote by P I the associated standard-parabolic subgroup (with respect to B). Whenever it is more convenient, the alternative description of standard-parabolic subgroups in terms of decompositions of n + 1 will be used: Let (i 0 , . . . , i r ) be a decomposition of n + 1, i.e. n + 1 = i 0 + . . . + i r with i 0 , . . . , i r ∈ N. Then (i 0 , . . . , i r ) defines a standard-parabolic subgroup P (i0,...,ir ) = P I with
(where all undefined sets are to be understood as being empty). For a V-algebra R, write
and similarly for the subgroups mentioned above. In particular, in the case that R = k, set
and similarly in the case where I is replaced by its associated decomposition of n + 1 in the above sense.
(Generalized) Steinberg Representations
Suppose that H = P I is the group of k-points of a standard-parabolic subgroup P I ⊂ G. Equip K with the trivial action of G. The generalized Steinberg representation of G with respect to K and H is defined as v 
Drinfeld's Upper Half Space over a Finite Field
be the polynomial ring in n + 1 variables over k with its usual grading S = i∈N0 S i and write
For j ∈ {0, . . . , n − 1}, denote by P j k the closed subvariety V + (T j+1 , . . . , T n ) ⊂ P n k . The ndimensional Drinfeld upper half space over k is the affine open subvariety
Consider the action of G k on P n k which on closed points is given by
This action restricts to an action of the finite group G on X (n+1) resp. on Y (n+1) since it permutes the hyperplanes V + (f ) (with f ∈ S 1 ).
Rigid Analytic Varieties and Adic Spaces
Throughout this paper, there will be made use of the concepts of rigid-analytic spaces over K (cf. e.g. [2, 8] ) and of adic spaces over K in the sense of Huber (cf. e.g. [10, 11] ). The following notation and facts will be used: For a K-variety X, denote by X rig its associated rigid-analytic K-variety (as in [2, 9.3.4] ) and by X ad its associated adic space (as in [10, Par. 4] ). If X is a rigid-analytic K-variety, its associated adic space will also be denoted by X ad , cf. loc. cit. To be a little more precise, recall that there are the following functors:
rig , from the category of K-varieties to the category of rigid analytic K-varieties,
• (−) ad , from the category of rigid analytic K-varieties to the category of adic spaces over K,
ad , from the category of formal schemes over K to the category of adic spaces over K, such that for a K-variety X, there is an isomorphism (X rig ) ad ∼ = X ad (where on the righthand side, X is considered as a formal scheme, i.e. as the formal completion along itself). Furthermore, each of these functors induces an equivalence of the respective topoi of sheaves, which are, respectively, the topos of sheaves on the Zariski topology of a K-variety, the topos of sheaves on the Grothendieck site associated with a rigid-analytic K-variety, and the topos of sheaves of an adic space over K. So in particular, for a rigid-analytic K-variety X and a sheaf F on its Grothendieck topology, there is an isomorphism
of cohomology groups, where F ad denotes the sheaf on X ad induced by F via the above equivalence. For all facts mentioned in this paragraph, cf. [10, Par. 4] resp. [11, 1.1.11 -12] .
Concerning this paper, the main advantage of working in the category of adic spaces at times instead of the category of rigid analytic spaces is that the former are in fact topological spaces. In particular, this means that sheaves on adic spaces are well-behaved with respect to localization in points.
Construction of Rigid Cohomology and some Properties
For this section, references are for example [1, 14] .
Berthelot's Definition of Rigid Cohomology (with and without Supports)
Let P n V be the formal completion of P n V along its special fiber P n k . There is then a closed embedding P n k ֒→ P n V , which is a homeomorphism of the underlying topological spaces. Furthermore, there is a specialization map sp rig : P n,rig K → P n k , which on points is given by
for [x 0 : . . . : x n ] unimodular, i.e. |x i | ≤ 1 for all i ∈ {0, . . . , n} and |x j | = 1 for at least one j ∈ {0, . . . , n}. Here and in the sequel,x denotes the element of k defined by an element x in the ring of integers of K by reduction modulo its maximal ideal.
This is a rigid-analytic subvariety of P n,rig K
, called the tube of X (of radius 1). For the purposes of this paper, it will suffice to assume that either
. The category of coefficients of rigid cohomology is the category of overconvergent F -isocrystals on X/K whose objects can be briefly described as follows: An overconvergent
together with an integrable connection F → F ⊗ OV Ω 1 V such that certain overconvergence conditions are fulfilled and such that locally, there is an isomorphism F * F ∼ − → F , where F denotes a local lift of the absolute (q-power)
Then the rigid cohomology of X with values in F is defined as the hypercohomology
Here, the limit is taken over all strict open neighborhoods
which are contained in V and
are the respective embeddings of admissible open subsets given by inclusion. In the case of the trivial isocrystal, i.e. when F is just the structure sheaf, write H * rig (X/K) for the resulting rigid cohomology.
If X is closed in P n k , then an overconvergent F -isocrystal on X/K is an O ]X[ -module with the above additional properties and the definition of rigid cohomology of X with values in F simplifies to
In particular, in the case of the trivial isocrystal, its rigid cohomology on X is just the usual de Rham cohomology of ]X[.
There is a notion of rigid cohomology "with compact supports", written H * rig,c (X/K, F ). Here, F (as above) is replaced by
where ι : V ∩]Z[֒→ V is the inclusion, and then, by definition,
Again, in the case that F is trivial, the notation reduces to H * rig,c (X/K).
Some Properties of Rigid Cohomology
First of all, the above definitions of rigid cohomology and of rigid cohomology with compact supports are essentially (i.e. up to canonical isomorphism) independent of all choices made and make H * rig into a Weil cohomology theory. In particular, the following hold:
• If X is of dimension n, then H i rig,c (X/K, F ) = 0 for i > 2n.
• For each i ∈ Z, there is a canonical homomorphism
• Let Z ⊂ X be a closed subvariety and let U = X \ Z be its open complement. Then there is a long exact sequence
• If X is of dimension n, then for each i ∈ {0, . . . , 2n}, there is a perfect pairing
of K-spaces, where F ∨ is the isocrystal dual to F (defined in the usual way). Here and in the sequel, (−)(l) means that the Frobenius automorphism F acts by multiplication with q −l ("l-th Tate twist") and (−)[j] means "shift in degree −j". For an arbitrary K-vector space V and an integer i ∈ Z, set
i.e. F acts on this space through its action on K(i).
• If X is affine of dimension n, then H i rig (X/K, F ) = 0 for i / ∈ {0, . . . , n}.
• Let n ∈ N 0 . Then there are the following identifications:
Rigid Cohomology of X (n+1) Computed Indirectly
In this section, the rigid cohomology H *
is computed directly as a hypercohomology. Then, the long exact sequence for rigid cohomology with compact supports for the pair of inclusions
is used to determine H * rig,c (X (n+1) /K). The rigid cohomology of X (n+1) is then known via Poincaré duality.
Adaption of Orlik's Complex
In order to compute H * rig (Y (n+1) /K), there will be made use of the following modified version of Orlik's complex:
For a proper subset I ∆ with i = i(I) = min{j ∈ N 0 | α j ∈ ∆ \ I}, let
Each For I ∆ and g ∈ G/P I write
for the closed embedding given by inclusion. If furthermore J ∆ and h ∈ G/P J with I ⊂ J and such that gP I is mapped to hP J under the canonical map G/P I → G/P J , then write 
For cohomological purposes, it will be more convenient to work with closed embeddings. Therefore, denote by sp ad : P 
of closed embeddings of closed subspaces of (sp ad ) −1 (Y (n+1) ). Here, the maps appearing in the triangle are again induced by the respective maps of k-varieties above. Let E be a sheaf of abelian groups on (sp ad ) −1 (Y (n+1) ). Each triangle (2) gives rises to a morphism
) via the adjunction property of the involved functors. Define
and set
where p g,h I,J = 0 if gP I does not map to hP J . The maps d I,J now induce differentials so that the following complex of sheaves on (
Proof. For i ∈ {0, . . . , n − 1}, set
As was mentioned in the introduction to this chapter, sheaves on adic spaces are in particular sheaves on topological spaces. Therefore, to prove the proposition, it is sufficient to check that for each point x ∈ (sp ad ) −1 (Y (n+1) ), the localized complex
is acyclic. By construction, this last complex is equal to
and equip X with a partial order structure "≤" by identifying
and its natural partial order structure given by inclusion. Then X is identified with the set
Furthermore, X is nonempty since (sp ad ) −1 (Y (n+1) ) is covered by the union of all (sp ad ) −1 (P(U )) with U running through all proper subspaces of k n+1 . For i ∈ {0, . . . , n − 1}, let
i=0 X i has the structure of a simplicial complex with X i the set of i-simplices and (4) is the chain complex with values in E x associated with this simplicial complex.
Let U 0 ∈ X be a subspace of minimal dimension and let U ∈ X be arbitrary. It follows that
so that U ∩ U 0 = (0) (as otherwise P(U ∩ U 0 ) would be empty). By minimality of U 0 , this implies that U 0 ∩ U = U 0 . Therefore, the identity map
for all U ∈ X and by Quillen's criterion (cf. [20, 1.5]), the complex (4) is then acyclic. This proves the proposition. 
is acyclic, i.e. (5) is an exact sequence in the category of complexes of sheaves of abelian groups on (sp ad ) −1 (Y (n+1) ).
Construction of a Spectral Sequence
Denote by
the canonical open immersion of the interior of (sp ad ) −1 (Y (n+1) ). For the rest of this section, let
be the de Rham complex on (sp ad ) −1 (Y (n+1) ). Plug this complex into (5) and set
for i = 0, . . . , n − 1. The functor f * is exact and therefore, the complex
is still acyclic. Application of the Godement functor G (cf. e.g. [23, 6.72-73] ) to each sheaf appearing in (5) plus application of the global sections functor induces a first quadrant double complex of K-vector spaces
There is then canonically a quasi-isomorphism of the complex
) into the associated total complex of the above double complex which implies the existence of a spectral sequence
It follows from the fact that hypercohomology can be computed from flasque resolutions (cf. [7, Appendix] ) and from the fact that
see also Subsection 3.1. Proof. Using compatibility of Godement resolution with direct and inverse images of sheaves in the present situation, one calculates as follows:
Evaluation of the Spectral Sequence
ad for all I ∆ and all g ∈ G/P I . It then follows that
For g ∈ G(V) also denote by g its induced automorphism on P n,rig K via the action
Then the diagram
commutes, where g is the image of g under the canonical map G(V) → G. Therefore,
Define P I (V)(1) to be the preimage of P I with respect to the above map G(V) → G. Then
This is well-defined and from the identity above, since G(V)/P I (V)(1) ∼ = G/P I , it then follows that
The last identity holds since, by functoriality, H Directly from the definition, the fact that Y I ∼ = P i1 k for i 1 ∈ {0, . . . , n − 1} minimal with α i1 ∈ ∆ \ I, gives
see (1) . For j ∈ {0, . . . , n − 1}, set
Then, a row E
•,s 1 of the first page of the spectral sequence has non-zero entries only for even s ∈ {0, 2, . . . , 2n − 2} and reads
The E 2 -Page
For each proper subset J ∆, the sequence
of G-modules is exact, see e.g. [3, 3.2.5]. Therefore, the E 2 -terms of the spectral sequence can be read off:
Lemma 4.3.2. Let r, s ∈ Z. Then there is an identification
Taking into account the fact that there are no nontrivial homomorphisms of modules with different Tate twist, one can now read off from the shape of the E 2 -page that all resulting morphisms in E m , m ≥ 2, are necessarily trivial and therefore, the spectral sequence degenerates in the E 2 -page.
Computation of the Rigid Cohomology Modules
Evaluation of the filtration associated with the spectral sequence now yields the rigid cohomology of Y (n+1) .
Proposition 4.4.1. The rigid cohomology modules of Y (n+1) have the following shape:
By construction, E 2 = E ∞ now describes steps of descending filtrations of G-modules on each H
There are thus descending filtrations on each H s rig (Y (n+1) /K) with filtration steps
else.
This shows that for each s ∈ {0, . . . , 2n−2}, the associated graded module of the rigid cohomology module H s rig (Y (n+1) /K) has the following shape:
Each filtration splits as it is well-known that there are no non-split extensions between modules of different Tate twist and therefore,
Theorem 4.4.2. The rigid cohomology with compact supports of X (n+1) is given by
Proof. Using the respective property from Subsection 3.2, it follows from the fact that X
is a smooth affine variety of dimension n that H i rig,c (X (n+1) /K) = 0 for all i / ∈ {n, . . . , 2n}. Now employ the long exact sequence for rigid cohomology with compact supports for the pair of inclusions X
For each i ∈ {n, . . . , 2n}, there are thus exact sequences of G-modules
Inductive evaluation of those exact sequences (plugging in the result from Proposition 4.4.1 and of course the fact that rigid cohomology of P n k is known (see Subsection 3.2)) finishes the proof. Here, one has to use the additional fact that H i rig,c (X (n+1) /K) is pure which means that it cannot contain submodules of different Tate twist, cf. e.g. [3, Prop. 3.3.8] (which only uses the fact that -as is rigid cohomology -ℓ-adic cohomology is a Weil cohomology).
Rigid Cohomology of X (n+1) Computed from the Associated De Rham Complex
The goal of this section is to compute the rigid cohomology H * rig (X (n+1) /K) of X (n+1) from its associated de Rham complex. The main tool will again be an adapted version of Orlik's complex.
First of all, a cofinal family of strict open neighborhoods (with respect to the reverse inclusion ordering) of ]X
(n+1) [ in P n,rig K suitable for the purpose of adapting Orlik's complex has to be constructed. Let X ⊂ P n k be an open subset and write Z = P n k \ X for its closed complement. For λ ∈ (0, 1) ∩ |K × |, let
Here, ]Z[ λ is the open tube of Z of radius λ in P n,rig K which can be described as follows, cf. [14, 2.3] : Suppose that the vanishing ideal of Z is generated by the homogeneous polynomials
According to [14, 3.3 
Lemma 5.0.1.
ii) The set U m is an affinoid subvariety of P n,rig K .
iii) The family ii) Denote by H the set of all n-dimensional k-subspaces of k n+1 . Then there is an identification
Since a finite intersection of affinoid subvarieties of P n,rig K is again an affinoid subvariety (this is due to the fact that P . Possibly after a coordinate transformation, one can reduce to the case that H = V + (T n ). Then
and the last set is an affinoid K-variety.
iii) The family (
is a cofinal family of strict neighborhoods. Therefore, it is enough to show that for each λ as above, there exists some m ∈ N such that U m ⊂ V λ . By [14, 2.3.6] , there is an admissible covering
for λ ′ such that
Choose m ∈ N large enough so that λ ′ ≤ λ m . Then there is an admissible covering
which finishes the proof of the lemma.
Denote by j m : U m ֒→ P n,rig K the inclusion. Then the above lemma implies that the rigid cohomology of X (n+1) with values in an overconvergent F -isocrystal E (defined on P n,rig K ) can be computed as
From now on, for i = 0, . . . , n, set
To make use of the associated de Rham complex for the computation of the above hypercohomology, one has to calculate the cohomology spaces H
Lemma 5.0.2. For each i = 0, . . . , n, there is an identification
Proof. First of all, applying [11, 2.3.13 ] to the parallel situation of adic spaces yields isomorphisms
The morphism j m is quasi-Stein in the sense of [14, p. 20] which in particular implies that the higher direct images R l j m * (j * m E i ) vanish for l ≥ 1, cf. loc. cit. From this, it follows that
since higher coherent cohomology on affinoid spaces vanishes by Kiehl's Theorem B, cf. [13, 2.4] . This finishes the proof.
So in essence, to compute H * rig (X (n+1) /K, E), one has to compute H 0 (U m , E i ) for all i, apply the direct limit lim − → m∈N , plug the resulting spaces into a spectral sequence and describe the associated gradings. This will be done in the next few subsections using the methods of [17, 18] by Orlik. The strategy to determine the spaces H 0 (U m , E i ) is the same as in the previous chapter in the case of finite ground fields, namely to use local cohomology, but this time of rigid analytic spaces. For this purpose, this cohomology theory shall be recalled briefly (cf. [25, 1.2-3]): Let X be a rigid analytic K-space, let Z ⊂ X be an admissible open subset such that U = X \ Z is also admissible open in X. For an abelian sheaf H on X, set
is a left exact functor and therefore it has right derived functors H
The following hold and will be used freely in the sequel:
• There is a long exact sequence
cf. [25, 1.3] , which also holds in the more general situation presented here.
• From the fact that the functor (−) ad induces an equivalence of topoi combined with the fact that H * Z (X, H) is computed by using an injective resolution of H, it follows that there is an isomorphism H *
where the local cohomology for adic spaces is defined as usual for topological spaces.
. Now set
Then there are local cohomology groups H * Y m (P n,rig K , E i ) and an exact sequence
The groups H 1 Y m (P n,rig K , E i ) can be computed using an adapted version of Orlik's complex and one can then determine H 0 (U m , E i ). Because of technical reasons concerning the localization of sheaves in points, it is again more convenient to use the framework of adic spaces.
Adaption of Orlik's Complex
and for I ∆ and g ∈ G/P I , set
Both Z m and Z so that for all g, h and I, J as above, there are commutative triangles
of closed embeddings. Let F be a sheaf of abelian groups on Z m . For I ∆ and g ∈ G/P I , set
Proposition 5.1.1. For any sheaf F of abelian groups on Z m , there is an acyclic complex
of sheaves of abelian groups on Z m .
Proof. (cf. the proof of Proposition 4.1.1) The proof is again by localization of the above complex with respect to a point x ∈ Z m . Consider the set
This set is not empty since, by construction,
with U running through all proper non-zero subspaces of k n+1 . Choose a minimal subspace U 0 ∈ X and let U ∈ X be arbitrary. Directly from the definition of tubes of radius λ (see page 17), one observes that the identity
[ λm are finite unions of affinoid spaces which is seen by using the standard affinoid covering of P n,rig K . Therefore, the covering
has a refinement consisting of finitely many affinoid subsets and is thus admissible. By [11, 1.1.11 (c)], this implies that
It follows that U 0 ∩U cannot be equal to (0) and, by minimality of U 0 , this means that U 0 ∩U = U 0 . Therefore, the identity map id : X → X fulfills
for all U ∈ X and, again by Quillen's criterion, the simplicial complex X • associated with X is contractible (cf. the construction in the proof of Proposition 4.1.1). This implies that the chain complex
associated with X • with values in X is acyclic. Since this complex is precisely the localization of (8) with respect to x, the proposition is proved.
Construction of a Spectral Sequence
Let m ∈ N and consider the case that F = Z Z m is the constant sheaf on Z m with value Z. Let
be the inclusion which is in particular a closed embedding. For r = 0, . . . , n − 1, set
There is then a (second quadrant) spectral sequence
This spectral sequence is evaluated in the next subsection. Recall that
It follows from (7) that H 
Evaluation of the Spectral Sequence
Proof. For brevity, write
where the isomorphism (9) is an application of (7). Here, the fact that By definition,
In [17, 1.3] it is shown that H
, E i ) carries the structure of a K-Banach space in such a way that the inclusion
of the algebraic local cohomology space H
, E i ) has dense image. Thus, for s = n − i 1 , the description of the local cohomology modules amounts to
cf. the reasoning in [17, 1.2]. Write
for I ∆, s ∈ {2, . . . , n}. Then, each row E
•,s 1 with s ∈ {1, . . . , n} of the E 1 -page of the spectral sequence has the following shape: For s ∈ {2, . . . , n}, one gets
For s = 1, one gets
The E 2 -Page
The evaluation of the E 2 -page proceeds in complete analogy with [17, 2.2] , the notable difference to the present case being the avoidance of duals. The main point -at least in the present caseis that for each s ∈ {2, . . . , n}, the complex E
•,s 1 is acyclic apart from the positions −(s − 1) and 0, cf. [17, 2.2.4] . In order to avoid any (more) repetition, the proof of the following proposition is therefore omitted. The following notation is used: Let s ∈ {1, . . . , n}.
• The P (s+1−j,s) (V)(1)-moduleH
where d is the (P (n+1−s,s) (V)(1)-equivariant) map appearing in the long exact sequence associated with local cohomology of rigid analytic varieties as defined in the beginning of this subsection.
• Denote by K s the cokernel of the canonical map
• Write v
G(V)
P (n+1−s,1 s ) (V)(1) (K) for the generalized Steinberg representation of G(V) with respect to P (n+1−s,1 s ) (V)(1), i.e. set v G(V)
Proposition 5.3.2. The E 2 -page of the above spectral sequence has the following description: i) If r = 0 and s ∈ {2, . . . , n}, then
ii) If s ∈ {2, . . . , n} and r = −(s − 1), then there are short exact sequences of G-modules
iii) In all other cases, E r,s 2 = 0.
Degeneration and the Resulting Filtration
With the same arguments as in [17, p. 633] , the spectral sequence degenerates on its E 2 -page and therefore, E 2 = E ∞ describes filtration steps of a (descending) filtration by
. This filtration can be pulled back along the G(V)-morphism
by G(V)-submodules such that each filtration step appears in a short exact sequence
These filtrations are compatible with G-equivariant morphisms between the involved sheaves.
Proof. The proof is in complete analogy with the one of the corresponding result [17, Cor. 2.2.9], the notable exception again being avoidance of the use of duals. The compatibility assertion is proved in [18, Lemma 4].
Computation of the Rigid Cohomology Modules
From Theorem 5.3.3, one obtains a
i ∈ {0, . . . , n}, (which is also compatible with morphisms between the involved sheaves) such that each filtration step appears in a short exact sequence
for j = 0, . . . , n − 1. Here, one of course uses the fact that taking the direct limit lim − → m∈N in this context preserves exactness and thus is also compatible with taking quotients. For j = n, one gets lim
These filtrations can now be used to compute the rigid cohomology modules of X (n+1) as Gmodules. The methods used are those of [18] by Orlik. First of all, compatibility with G-morphisms (see Theorem 5.3.3) gives complexes
for j = 0, . . . , n − 1 (induced by the complex E • ) the totality of which can be considered as the E 0 -page of the spectral sequence induced by the filtered complex
Depending on some cohomological information about E, one might now be able to compute this spectral sequence and thus H * rig (X (n+1) /K, E) explicitly. As an illustration, consider again
, which has the following property:
Lemma 5.4.1. The complex
is acyclic for all j = 0, . . . , n − 1.
Proof. (cf. the proof of [18, Prop. 5]) Fix j ∈ {0, . . . , n − 1}. First of all, by construction, there are isomorphisms
for all i = 0, . . . , n. As n − j − 1 < n − j, it follows from (10) that
for all i = 0, . . . , n. Therefore, for each i ∈ {0, . . . , n}, using the long exact sequence from local cohomology, one obtains a short exact sequence Combining (10) with the long exact local cohomology sequence and (12), one now obtains the desired result (13) from computing the E 2 -page of this spectral sequence: it can be seen from (1), again using the long exact cohomology sequence for rigid cohomology, that H * rig ((P 
is acyclic for all j = 0, . . . , n − 1, hence the E 1 -page of the spectral sequence (11) computes as
P (r+1,1 n−r ) (V)(1) (K) ′ ⊗ K H n−r (P n,rig k
, Ω From this shape it follows that the spectral sequence degenerates on its E 1 -page, i.e. Adding Tate twists then yields the formula that would be obtained from Theorem 4.4.2 by using Poincaré duality.
