We present multiple pass streaming algorithms for a basic clustering problem for massive data sets. If our algorithm is allotted 2 passes, it will produce an approximation with error at most usingÕ(k 3 / 2/ ) bits of memory, the most critical resource for streaming computation. We demonstrate that this tradeoff between passes and memory allotted is intrinsic to the problem and model of computation by proving lower bounds on the memory requirements of any pass randomized algorithm that are nearly matched by our upper bounds. To the best of our knowledge, this is the first time nearly matching bounds have been proved for such an exponential tradeoff for randomized computation.
Introduction
The streaming model of computation has received much attention in the recent literature. In this model, the input to an algorithm may only be read in a single, sequential pass over the data; no random access of the input is allowed. Furthermore, the amount of memory used by the algorithm must be small (typically o(n), where n is the size of the datastream). The streaming model fits well with the constraints of computation with massive data sets, where the size of the input is much too large to fit into main memory. The data must be placed in secondary storage (for instance a tape, or disk that must be read in entire blocks), which may only be accessed sequentially.
Multiple passes were first discussed in the early datastream papers [1, 13, 19] . The restricted passefficient model has been proposed by Drineas and Kannan [8] as a more flexible version of the streaming model. Intuitively, the rigid restriction of the streaming model to a single pass over the data unnecessarily limits its potential utility. The pass-efficient model allows for multiple sequential passes over the input (ideally a small, perhaps constant, number of passes), and a small amount of extra space. While processing each element of the datastream, the algorithm may only use computing time that is independent of n, but after each pass, it is allowed more computing time (typically o(n)). In this model of computation, we are most concerned with two resources: the number of passes and additional storage space (memory) . The model has been applied to a two pass algorithm for computing a succinct, approximate representation of a matrix [8] .
In this paper, we consider a new clustering problem. Our problem, learning a mixture of k uniform distributions, is roughly stated as follows: Given a set of points drawn from a mixture of distributions (to be defined precisely below), compute the clusters (i.e. density function of the mixture) from which the points were drawn. The main motivation for our problem arises from considerations in the analysis of census data. Census data can naturally be modeled as a mixture of uniform distributions. Consider for instance the data set consisting of the personal incomes of a sampled set of citizens or, as in the case of the United States census, in principle all citizens. The incomes of individuals engaged in any single profession are certainly not exactly the same, but rather are distributed over some range of incomes. A reasonable first step in modeling such distributions is to assume that the incomes in a given profession are uniformly distributed over some interval. Thus, suppose profession i corresponds to the range of incomes (a i , b i ), and represents w i proportion of the population. A sample drawn for the census can be viewed as distributed according to a mixture of uniform distributions in the following way: with probability w i , the individual sampled belongs to profession i, in which case the individual's income will fall in the interval (a i , b i ). The whole of the census data may be in adversarial order, since realistically we may make no assumptions about the ordering of the census data. For instance, the ordering of the data may be based on location of residence, or some arbitrary identification number, rather than in-come value (indeed, a census record consists of many attributes; certainly records in a datastream cannot be sorted by more than one attribute).
An interesting question to ask is: assuming the census data is distributed as a mixture of uniform distributions, can we compute the distribution of incomes? Since the amount of data in a census is very large, the pass-efficient model is appropriate.
More formally, a mixture of k uniform distributions is defined by k possibly intersecting intervals (a i , b i ) for i = 1, . . . , k and a corresponding mixing weight w i ≥ 0 for each interval, such that w i = 1. We assume that the mixture is not degenerate: −∞ < a i < b i < ∞, for all i. A mixture of k uniform distributions is a probability distribution on R defined by choosing the ith interval with probability w i , and then picking a point uniformly at random from the chosen interval.
Suppose that X is a set of n points randomly chosen from R according to a mixture of k-uniform distributions with density function F . X can be ordered (possibly by the adversary) to produce a sequence which constitutes the datastream. Our problem is then: Design a pass-efficient algorithm that approximates F from the datastream X.
Vapnik-Cervonenkis arguments show that a random sample of sizeÕ(k 2 / 2 ) (Õ(·) andΩ(·) denote asymptotic notation with polylog factors omitted) from X will have about the right number of points in any interval; thus intuitively clustering the sample should give us an approximation to F . Some care is needed to rigorously prove this (see Section 3 for precise statements). The two main results of our paper are a) a multiple pass algorithm whose space requirements drop off significantly with more passes allowed and b) a lowerbound that shows that our tradeoff between passes and memory usage is close to tight. To the best of our knowledge, this is the first paper with a lower bound on randomized computation that shows that the sharp tradeoff that we achieve (memory decreases by Ω(1/ ) in the exponent) is tight. Previous work either only considered deterministic lower bounds in very limited models of computation, or lower bounds with memory scaling by 1/ . We also generalize our multiple pass algorithm to learning mixtures of k linear distributions.
We now describe the general technique for our multiple pass algorithm. In a single pass, we partition the domain into a set of intervals, based on samples of the datastream. Our algorithm will then estimate F on each of these intervals separately. In a second pass, we count the number of points in X that lie in each of these intervals, and run subroutine Constant?, which determines whether or not F is (approximately) constant on each interval. If F is constant on an interval I, then the density of F can be estimated easily by the number of points of X that fall in the interval. If F is not constant on I, the algorithm recursively estimates the density in the interval using subsequent passes, in effect "zooming in" on these more troublesome intervals until we are satisfied with our approximation.
A crucial part of the algorithm is subroutine Constant?, which solves a problem of independent interest: determining in a single pass over X whether or not F is approximately constant on some interval. For any β > 0, Constant? uses only O((log(1/β) + log k) log(1/δ)) bits of memory, provided that n =Ω(k 5 /β 5 ), and determines whether F is within β in L 1 distance of the uniform distribution. Constant? first slightly perturbs the data in X so that each point is drawn from an η-smoothed distribution, F η , which is very close to F in variational distance. F η has the useful property that it is constant on intervals that form a regular partition of the domain. We then would like to compute the number of samples of X in each of the 1/η subintervals; we look upon this as a vector v with 1/η components. 1/η will be too large for us to store the entire vector; however, using the known algorithm in [14] , we find the projection of v into a random low dimensional subspace, from which we can glean a good approximation to ||v|| 1 . Pseudorandom generators for small space computation are then used to compress the projection matrix (these generators do not require the existence of one-way functions).
In order to prove lower bounds for multiple pass algorithms, we appeal to known results for the communication complexity of the GT (Greater Than) function, which determines for two inputs a, b whether a > b. Specifically, we show that any pass algorithm that solves our problem will induce a (2 − 1)-round protocol for the GT function. Lower bounds on the (2 − 1)-round communication complexity of GT will then provide lower bounds for the memory usage of pass streaming algorithms.
Our Results
The L 1 distance with respect to the usual Lebesgue measure between measurable functions f and g is defined as R |f − g|. Given > 0 and δ > 0, we describe various randomized pass-efficient algorithms that find with probability at least 1−δ a function G that is an approximation to F , with error measured by L 1 distance, R |F − G|:
1. In Section 3, a one pass algorithm with error at most that requiresÕ(k 2 / 2 ) bits of memory. These results show that making more passes over the data allows our algorithms to use less space, thus trading one resource in the pass-efficient model for the other. This feature demonstrates the potential for multiple passes in designing a streaming algorithm with flexible performance guarantees on space needed and passes used; the algorithm can be tailored to the specific needs and limitations of a given application and system configuration.
Some details and proofs have been omitted, but will appear in the journal version.
Related Work:
Lower bounds for multipass algorithms. Papers with space lower bounds for multiple pass algorithms include [9, 13] . These papers consider streamed graphs and problems of the nature: find all nodes at distance exactly k from a particular vertex. The former paper considers lower bounds for deterministic algorithms. The latter paper contains a lower bound of Ω(nk/ ) on randomized computation, as well as a nearly matching upper bound. Bar-Yossef et al. [3] have proved lower bounds for multiple pass algorithms approximating frequency moments, which are, however, independent of the number of passes taken. Matching upper bounds are provided in [1, 15] .
A more comparable work is that of Munro and Paterson [19] , who proved a lower bound of Ω(n 1/ ) for the number of storage locations needed for an pass deterministic algorithm for median finding, and a nearly matching upper bound. The model of computation is more limited, since it is deterministic and assumes that only input elements may be stored (not some sort of sketch). Streaming clustering algorithms. One pass streaming algorithms have been designed for a wide array of clustering problems. In contrast to our approximation schemes, these algorithms give constant factor (or weaker) approximations; for our purposes and motivations, such coarse approximations may not be acceptable. Charikar et al. [4] gave a streaming algorithm that achieved a constant factor approximation for kcenter, using O(k) extra space. Also, Charikar et al. [5] gave a streaming algorithm that achieved a constant factor approximation for k-median, using O(k log 2 n) extra space. Histogram problems. Another related problem that has been studied in the theory and database literature is the problem of histogram construction [6, 10, 16, 17] . Generally, these problems are similar to ours, but there are some major distinctions. First, our paradigm and algorithm generalize very naturally to mixtures of other distributions; as we show in this paper, our algorithm is easily adapted to two dimensions, and to piecewise linear density functions. Histograms are only comparable to the one dimensional uniform case.
Guha et al. [12] designed one pass algorithms for the histogram construction problem. Gilbert et al. [11] improved on this, designing one pass algorithms for the maintenance problem, which is more general than our uniform problem (but not the linear or two dimensional cases), since it does not assume the input comes from a mixture. However, we exploit the extra mixture structure to give us the multiple pass aspect of the algorithm to reduce the amount of memory. Thus, in contrast to our space usage ofÕ(k 3 / 2/ ) and O(log k log(1/ )) time per data element, their work uses much more time per update and space (both polynomial in (1/ , k, log n)), where n is the size of the datastream. Mixtures of Gaussians Algorithms for learning mixtures of Gaussian distributions in high dimension have been studied previously [2, 7] , but these are not streaming or pass efficient.
Preliminaries
We first give an alternate description of the structure of the probability density function induced by a mixture of uniform distributions.
let F be the induced probability density function on R. F (except possibly at at most 2k points) can be represented as a collection of at most 2k − 1 dis-joint intervals, with a constant value on each interval.
Since the above characterization of F holds except on a set of measure zero, it will suffice for our algorithm to learn F with this representation. We will be somewhat lax in our language, and say that a set of intervals partitions some larger interval I, even if there are a finite number of points of I that are not included in any interval of the partition.
Definition 2.1. The representation of a mixture of k uniform intervals as a set of at most 2k − 1 pairs, Implicit in this definition is the fact that the m steps form a partition of the interval (x 0 , x m ). The support of a mixture given by step function representation (x i , x i+1 ), h i consisting of m steps is the interval (x 0 , x m ). A jump of a step function is a point x where the density changes (i.e. an endpoint shared by two different steps of the mixture).
We will work exclusively with the step function representation of the mixture.
A Single Pass Algorithm
In this section, we sketch a single pass algorithm that with probability 1 − δ will learn the density function of a mixture of k uniform intervals within L 1 distance using memoryÕ(k 2 / 2 ). The algorithm is a divide and conquer algorithm reminiscent of merge sort.
In a single pass, we choose m =Õ(k 2 / 2 ) points uniformly at random and store them in memory. The algorithm divides the sample into two halves and recursively approximates the density function F in each half. The approximation is given as a partition of the domain into intervals on which the density function is estimated as constant. We then apply a merging procedure that decides whether or not the last interval of one half can be merged with the first interval of the other half. We omit the algorithm due to space constraints. 
Multiple Passes
In this section, we show that additional passes can significantly reduce the amount of memory needed to achieve the same accuracy. Given a mixture of k 1/β) + log k) log(1/δ)) bits of memory.
The Algorithm Subroutine
Estimate draws a random sample S of size |S| =Õ(k 2 / 2 ) from the input stream. It sorts S and partitions it into O(k/ ) intervals. Estimate then calls Constant? on each of the intervals; Constant? uses the entire datastream X to determine if the distribution is constant on the interval. If F is close to constant on an interval, we can output the interval as a step of the final output G with a very accurate constant density estimate, again using the large set of samples, X, read via the datastream. However, if F is far away from constant on the interval, then estimating its density by a constant is too coarse; thus we repeat the process by recursively calling Estimate. This recursive call can be thought of as "zooming in on the jumps." See Figure 1 .
Given a sequence of points X and an interval J, we define X| J to be the subsequence of X that consists of points that fall in J. X| J can be considered a datastream; a pass over X can simulate a pass over X| J . Algorithm SmallRam input: datastream X of samples from distribution with density F , such that n = |X| = Ω
can be found in the first pass of the algorithm).
Call Estimate on p, J.
Subroutine Estimate: input: interval J, and level p. The order in which this recursive algorithm computes each call to Estimate has a natural structure defined by the level of the call (defined by its parameter p): All level p copies of Estimate are run in parallel, then all level p + 1 copies are run in parallel, and so forth. All copies of Estimate running in parallel may read the datastream simultaneously, thus limiting the total number of passes per level to two. The total number of passes is therefore 2 . 
The lemma follows from induction and VC bounds. 
Proof. Follows from the Chernoff bound. The idea behind this Lemma is that an interval may only be marked if it contains a jump in the distribution, and there are at most 2k − 1 jumps.
We summarize all the events that occurred in order to derive the 1 − δ/2 bound from the previous lemma: 
Equation (4.1) holds for all intervals created in
Step 3 of Estimate.
3. There are at most 2k − 1 calls to Estimate at any level.
No calls to Constant? fail (i.e., the low probability event that Constant? doesn't work correctly does not occur).
We now prove the main theorem of this section. Proof. We condition this proof on Corollary 4.2 occurring, which has probability at least 1 − δ/2.
We first bound the amount of memory used. At any level of the computation, we are running at most 2k − 1 parallel copies of Estimate. Since each copy uses at most O(m) bits of memory, the total amount of memory used is at most 2k times this amount:
We now prove that the algorithm outputs a good approximation to F . After all levels of the algorithm, we have density estimates for all of Support(F).
The intervals that define the steps of G are of two types:
1. Intervals that had their density estimated in 
F.
This inequality then implies that
where the last equality follows from the fact that F and G are both constant on J p i . Let Γ be the set of all type (1) case (a) intervals. Since there are at most ((10/9)4 k 2 / ) intervals in Γ, the probability that the above inequality holds for all of them is at least 1 − δ/4. Then, the total error induced by all such intervals is at most:
A bound for the error from type (1), case (b) intervals
Suppose that J p i belongs to case (b). It follows from the Chernoff bound and Corollary 4.2, item 2, that with probability 1 − δ /(32k 2 ), 
Combining the two inequalities above gives us
|F − G| .
If t 1 is the number of case (b) intervals, the total error induced by all case (b) intervals is at most ( /2k + /8k 2 ) · t 1 , with probability at least 1 − δ/4.
A bound for the error from type (2) intervals
Each interval of type (2) was created at a level call to Constant?. Thus by Corollary 4.2, item 1, each contains at most /2k proportion of the weight of F . Estimating F by 0 on an interval of type (2) will induce an error of at most /2k. The total error induced by type (2) intervals is at most /2k · t 2 , where t 2 is the number of type 2 intervals.
A bound for the total error
Since type (1) case (b) and type (2) intervals only occur at jumps in steps of F , t 1 + t 2 ≤ 2k − 1. Thus, with probability at least 1 − δ, the total error is at most 4k
If we analyze the algorithm with 1/ in lieu of , we get an approximation requiringÕ(k 3 / 2/ ) bits of memory (note the / term disappears). |H − 1| ≤ β or not.
Preliminaries:
Approximating the 
It is immediate that H η is a step distribution consisting of at most 1/η steps. Thus, let h i be the constant density of H η on each of the intervals (iη, (i + 1)η). Let α i = |h i − 1| be the distance from 1 of the density of H η on the ith interval. Our interest in H η lies in the following useful properties. The two lemmas establish the connection between H and H η . An algorithm that rejects if there is at least one step i such that α i > β/2k, and that accepts if H η is uniform (i.e. all α i = 0) will be sufficient for the guarantee of Theorem 4.1.
4.2.2
The algorithm and its proof of correctness First, we define a number of random variables based on the datastream that can be used to estimate α i .
1. Let N i = |X ∩(iη, (i+1)η)| be the number of points of X that fall into the interval (iη, (i + 1)η). It is important to note that X consists of samples of H,
The random variableα i gives an estimate of α i , the quantity we are interested in. However, in a single pass we do not have enough space to compute and storeα i for all 1/η values of i. The proof of the next lemma uses Indyk's algorithm to estimate ||α|| 1 using a small amount of space. From the value of ||α|| 1 , we can glean our desired information: a small value of ||α|| 1 implies that allα i are small, whereas a large value implies that at least oneα i is large.
Lemma 4.5. In a single pass over X we can compute an estimate ζ such that (1/2)||α|| 1 ≤ ζ ≤ (3/2)||α|| 1 with probability at least 1 − δ, using space at most O(log(ηn) log(1/δ)).
Proof. First consider the construction of a datastream S X derived from X:
We append to S
Clearly Indyk's algorithm on input S X can be simulated in a single pass over X. We have:
Thus, in a single pass we can derive an estimate ζ of ||α|| 1 such that (1/2)||α|| 1 ≤ ζ ≤ (3/2)||α|| 1 with Indyk's algorithm using space at most O(log(ηn) log(1/δ)).
We now formally describe the algorithm:
2. Simulate Indyk's algorithm on X, as described in Lemma 4.5. Let ζ be the estimate of ||α|| 1 output by the algorithm.
We prove the correctness of Constant? by considering two cases: 5 Matching bounds on memory usage of randomized algorithms In this section, we consider lower bounds on the amount of memory needed by any pass randomized algorithm for a generalization of our learning problem. We then sketch a pass-efficient algorithm for this problem. Intuitively, the problem is to learn the density function of the first k steps of a distribution containing 1/ steps.
We use known lower bounds for the communication complexity of r-round protocols to prove that any pass algorithm needs at least Ω 1 2 1/(2 −1) c −2 +1 bits of memory to solve this problem for the k = 3 case. We then generalize our algorithms for learning mixtures of k-uniform distributions to solving the generalized learning problem. These algorithms will provide an upper bound ofÕ(k 3 / 4/ ) on the number of bits of memory needed by an pass algorithms, for even . for some Boolean function f . An r-round protocol is a protocol with the restriction that Alice and Bob may exchange at most r messages, where Alice must send the first message and only one of the players need output the answer. The r-round probabilistic communication complexity of f , denoted by R r (f ), is the number of bits in the largest message, minimized over all r-round protocols that output f correctly with probability at least 2/3.
A Lower Bound
For the function GT n : {0,
defined by GT n (a, b) = 1 iff a ≥ b, a lower bound of R r (GT n ) = Ω(n 1/r c −r ), for some fixed constant c, and a nearly matching upper bound of R r (GT n ) = O(n 1/r log n) are known [18] . We will use R r (GT n ) to prove lower bounds for multiple pass algorithms: Theorem 5.1. Any pass randomized algorithm that solves the Generalized Learning Problem for k = 3 with probability at least 2/3 and error requires at least Ω Proof. Fix k = 3, , m = 1/(2 ), and an pass algorithm A that solves the Generalized Learning Problem with probability 2/3 and that uses at most M (A) bits of memory. We will prove that A induces a 2 − 1-round protocol for GT m that uses at most M (A) bits of communication per message. This will prove that
). Suppose that Alice and Bob are given vectors a, b ∈ {0, 1} m . Alice will construct a probability distribution Bob has in his possession the vector b and the output of the algorithm: a number t such that on (0, t ), µ is comprised of at least 3 steps, and a function µ approx such that For SmallRam to learn a mixture of k uniform intervals usingÕ(k 3 / 4/ ) bits of memory, it was crucial that at each level the algorithm only zooms in on 2k − 1 intervals (the intervals that contain jumps). If we want to learn the first k + 1 steps of a mixture of 1/ uniform distribution using the same amount of memory, it is only necessary to zoom in on the first k + 1 subintervals that contain a jump (rather than all 1/ intervals).
An Upper Bound

Learning mixtures of linear distributions
Let F be the density function of a mixture of k linear distributions. We will need to make the assumption that the algorithm is given an upper bound on F , call it w: F (x) ≤ w for all x in the domain. As with mixtures of uniform distributions, we can describe F as a piecewise linear density function with at most O(k) different pieces: a i x + b i for x ∈ (x i , x i+1 ).
Let X be a datastream of points drawn from distribution H. There exists a single pass algorithm that will determine whether or not a distribution H is within β of linear, using at most O((log(1/β) + log k + log w) log(1/δ)) bits of memory. A mixture of linear distributions can then be learned in the same way as uniform distributions, with only minor modifications. 
Learning mixtures of uniform distributions in two dimensions
Let F be the density function of a mixture of k uniform distributions on axis-aligned rectangles in (0, 1) × (0, 1) ⊂ R 2 . We call such a distribution a mixture of k uniform (2) distributions. F is thus given by k axis aligned rectangles, R i , i = 1, . . . , k, each with weight w i . Note that each of these rectangles is defined by four boundary lines, for a total of 4k boundary lines.
We say that F is vertical on a rectangle R = (0, a) × (0, b) if it does not contain any horizontal boundary line. Let X be a datastream of points drawn from F . There exists a one pass algorithm that will determine if F is within β of vertical using at most O((log 1/β + log k + log w) log(1/δ)) bits of memory.
Our 4 + 1 pass algorithm for learning a mixture of k uniform(2) distributions is similar to the algorithm for the one dimensional case. As before, we organize the algorithm into pairs of passes. In the first pass of each pair, we partition the domain into rectangles of roughly equal weight. In the second pass of each pair, we test each of these horizontal rectangles for verticality: if the rectangle S is close to vertical, we can project the points of X that lie in S onto the horizontal axis and learn a mixture of O(k) uniform distributions using SmallRam in 2 passes, from which we can derive a good approximation to F on S. Otherwise, we zoom in on S in subsequent passes. 
Open Problems
Our learning problem is very flexible; possible extensions include algorithms for learning mixtures of uniform distributions in three or more dimensions, or mixtures of Gaussian distributions in constant dimension.
