Abstract Nowadays, a lot of time and resources are used to determine the quality of goods and services. As a consequence, the quality of measurements themselves, e.g., the metrological traceability of the measured quantity values is essential to allow a proper evaluation of the results with regard to specifications and regulatory limits. This requires knowledge of the measurement uncertainties of all quantity values involved in the measurement procedure, including measurement standards. This study shows how the uncertainties due to the preparation, as well as the chemical and compositional stability of a chemical measurement standard, or calibrator, can be estimated. The results show that the relative standard uncertainty of the concentration value of a typical analytical measurement standard runs up to 2.8% after 1 year. Of this, 1.9% originates from the preparation of the measurement standard, while 2.0 and 0.53% originate from the chemical and compositional stability during storage at -20°C. The monthly preparation of working calibrators stored at 4°C and used on a weekly basis, results in an additional standard uncertainty of the analyte concentration value of 0.35% per month due to compositional stability. While the preparation procedure is the major contributor to the total measurement uncertainty, the uncertainties introduced by the stability measurements are another important contributor, and therefore, the measurement procedure to evaluate stability is important to minimize the total measurement uncertainty.
Introduction
During the last half of the previous century, the focus on the quality of goods and services increased. This implied a requirement that components, raw materials and finished goods, including food and drugs, should meet quality and regulatory standards. As a consequence, the quality of measurements that form the basis of commercial and regulatory decisions became an important topic. The concept, on which this is built, is known as metrological traceability and is an important general concept in measurement. For analytical laboratories, it requires that the uncertainty of analytical measurement is evaluated, that detection and decision levels like CCb and CCa values include the measurement uncertainty, or even that individually reported analytical results are accompanied by their measurement uncertainty. In this context, the International Organization for Standardization (ISO) produced three important documents: ISO/IEC 17025:2005, ''General requirements for the competence of calibration and testing laboratories'' [1] ; ''Guide to the expression of uncertainty in measurement'', commonly referred to as GUM [2] ; and ISO21748, ''Guidance for the use of repeatability, reproducibility and trueness estimates in measurement uncertainty estimation'' [3] . In addition, Eurachem and CITAC published a guide how to determine the measurement uncertainty of a result in chemical analysis [4] , and more recently, a guide describing the use of uncertainty information in compliance testing, such as testing for the presence of veterinary drugs in food or doping in sports [5] . Other practical and simplified approaches for the evaluation of measurement uncertainty can be found in the literature [6] [7] [8] [9] [10] . This study focuses on the measurement uncertainty of the analyte concentration value carried by the analytical measurement standard, or chemical calibrator, used in the analysis of contaminants and residues. It identifies methods and procedures how this uncertainty can be evaluated and how it contributes to the total measurement uncertainty of a measurement result.
The uncertainty in the analyte concentration value of a chemical calibrator refers to two distinctly different uncertainty components: uncertainty in the analyte concentration due to the preparation of the calibrator, u(prep), and possible changes in the analyte concentration during storage and/or use, u(shelf), as described in Eq. 1. It is important to notice that the uncertainties associated with analyte concentration and possible degradation do not necessarily reflect true deviations or degradation. These uncertainties are not zero because of the uncertainties associated with the instruments used to prepare chemical calibrators and the uncertainties introduced by the measurement of potential degradation. Unfortunately, in general little effort is spent in the assessment of the contribution of individual sources like the analytical measurement standards to the total uncertainty of a measurement procedure. In addition, the approaches for the evaluation of measurement uncertainty found in the literature show that the definition and use of concepts involved in metrological traceability is insufficient and varied. The ''International Vocabulary of MetrologyBasic and general concepts and associated terms'', shortly referred to as VIM [11] , and a publication by De Bièvre [12] , provide a basis for the vocabulary that will be followed in this study.
Materials and methods
The combined standard uncertainty u(c) of the mass concentration value, c, of an analyte in an analytical measurement standard depends upon all input quantities involved in the preparation process. Analysts can decrease the uncertainty by identifying all sources of uncertainty in the preparation process, understanding the principles of uncertainty propagation, and compiling an uncertainty budget. The uncertainty budget lists the sources of uncertainty and their associated standard uncertainties, compiled with a view to evaluating a combined standard uncertainty associated with a measurement result. Metrological traceability is a prerequisite for this evaluation and for the identification of the components of the budget. The general relationship between u(c) and the uncertainty components is as follows:
where x 1 , x 2 , …, x n are the individual components that determine the mass concentration c, k i is a sensitivity coefficient evaluated as k i = dc/dx i , the partial differential of c with respect to x i , and u(c, x i ) denotes the uncertainty in c arising from the uncertainty in x i . The process of compiling the uncertainty budget is most properly divided into the following steps: (1) Specification of how the standard is prepared, (2) Identification of sources and quantification of their contribution to uncertainty, and (3) Calculation of the combined uncertainty. To calculate the total uncertainty, the uncertainty propagation law can be used for expressions in which there are only divisions and products. In that case all individual components are converted into relative uncertainties. From this the standard uncertainty and expanded uncertainty of any measurement standard or calibrator can be calculated as in example A1 presented in QUAM [4] . The concentration of an analyte in a chemical measurement standard can change in time due to a limited stability of the analyte itself (chemical stability) or the calibrator solution (compositional stability). This has been studied before by Linsinger et al. [13] for the stability of reference materials and can as well be used for measurement standards or calibrators. For any changes in the analyte concentration, they assumed that a straight line can be fitted through the data, i.e., it is assumed that the concentration value c changes linearly from the initial value c 0 with a rate b and after time t as:
The rate b is negative for decreasing and positive for increasing concentrations and can be approximated by the slope of the regression line. The most important conclusion that can be drawn from stability measurements is the presence or absence of a significant trend in the data that would hint at a change in the analyte concentration over time. If we assume a linear change in the concentration during storage or use of the standard, the uncertainty in the concentration of the calibrator u(c) at any time can be estimated by propagating the uncertainties u(c 0 ), u(t), and u(b) of the variable c to the independent variables c 0 , t and b, i.e., taking the partial derivatives of c. Since u(c 0 ) is equal to the uncertainty of the calibrator preparation, i.e., u(prep), u(c 0 ) has nothing to do with the uncertainty in the stability of the analyte concentration value of the measurement standard. The derivative of c with respect to t is equal to c 0 b and this term corresponds to the real change of the analyte concentration in time. If the slope b is not significant and set to zero, c 0 b is also zero. The derivative of c with respect to b is equal to c 0 t and this corresponds to the uncertainty in the measurement of the change rate b. With u(b) being the standard uncertainty of the slope calculated from the standard deviation of all measurements, the uncertainty becomes tu(b). If no change in the concentration is observed over time, i.e., b = 0, tu(b) can be used to estimate u(shelf). This is in agreement with common sense since very close to t = 0, u(shelf) is negligible, however, the larger t becomes, the less certain one is about the analyte concentration. For stability testing of an analyte in solution, the Commission Decision 2002/657/EC [14] proposes that the analyte content should be measured in a freshly prepared measurement standard. Thereafter, 10 aliquots of the measurement standard should be stored in the dark at -20°C, ?4°C and at ?20°C and in daylight at ?20°C. A storage time of 1-4 weeks, or longer until the first degradation phenomena are observed, should be used and the measurement standard should be analyzed at regular intervals to measure analyte degradation. While this method does measure changes in analyte concentration due to possible degradation of analytes during storage, i.e., chemical stability, it does not determine potential changes in composition as a consequence of the actual use of the measurement standard over a period of time. These changes in composition may be caused by the storage at higher temperatures (4°C or even room temperature), by the frequent changes in temperature (vials containing measurement standards are allowed to warm to room temperature before aliquots are collected), or by the mixing and actual opening of the vials containing the measurement standard. The combined effect of chemical stability and usage may be evaluated by measuring the concentration of the analyte in time. However, a different approach is proposed here. The most important conclusion that can be drawn from measuring analyte concentrations with time is the presence or absence of a significant trend in the measurement results that would hint at a change in the analyte concentration. The significance of this trend is determined using the Student's t test by comparing the quotient of the slope and the uncertainty in the slope, b/u(b), to the value of the t statistics with a given confidence level. To be able to identify significant trends, it is important to minimize the uncertainty in the slope u(b) by minimizing the variation in the stability measurements and by increasing the number of stability measurements. This can be achieved by analyzing all stability samples in one series, an approach sometimes referred to as isochronous [15] . Therefore, chemical stability is tested by the preparation of a stock solution that is divided over a number of vials that are stored at -20°C and ?4°C. After periods of 0, 1, 3, 6, 9, and 12 months a number of vials are stored at -80°C where they are assumed to be stable. After 12 months, all standards are analyzed in one series and the average analyte concentration after each storage period and temperature is calculated.
Standards and especially working solutions are often stored in glass vials with Teflon-lined polymer screw-caps. Because the coefficient of thermal expansion of Teflon and polymers is generally much larger than that of glass, it is expected that losses due to evaporation or diffusion during storage at low temperature are minimal. Uncertainty of the compositional stability was therefore assumed to originate mainly from the evaporation of the solvent during use of the standard. The maximum amount of solvent that may be lost during the opening of the vial is the amount present in the headspace in the vial. This amount depends on the saturated vapor pressure of the solvent and can be calculated according to the following equation:
where c solv.headspace is the mass concentration of the solvent in the headspace expressed in mg/mL, p sat.vapor is the solvent vapor pressure in Pa, p atm is the atmospheric pressure in Pa, M mass is the solvent molar mass in g/mol, and M volume the gaseous molar volume in l/mol. To determine actual losses, 100 mL vials, typically used for the storage of standard solutions, were filled for 50% with solvents often used in standard preparation. Losses were measured by simulating the use of these ''standards'' once a day for a period of 2 weeks. The vials were stored at 4°C and allowed to warm to room temperature and mixed for 30 s. Subsequently, the vials were opened for 1 min and the collection of an aliquot was simulated using a 100 lL pipette, however, without actually removing or touching the liquid in the vial. After each simulation, the vials were weighed to measure the mass loss due to solvent evaporation.
Results

Uncertainty of the preparation of the analytical measurement standard
Since the measurement uncertainty depends on the uncertainty of the analytical measurement standard, it is not only necessary to know the uncertainty of this standard but also desirable (though not required) to minimize its uncertainty [16] . Therefore, when preparing the measurement standard solutions, adequate procedures and working techniques should be used to minimize the uncertainty in its analyte concentration. Use a positive displacement pipette instead of a piston operated pipette for the transfer of small volumes. Weighing may be more repeatable than volumetric operations although this is more labor intensive. When possible decrease the number of working steps. For the calculation of uncertainty, we considered the preparation of a measurement standard stock solution with an analyte concentration of 1000 mg/L and dilution to a measurement standard working solution with an analyte concentration of 10 mg/L. Preparation of the stock solution involves weighing approximately 10 mg of the pure compound into a tarred 25 or 50 mL flask, calculating the amount of solvent needed to reach the specified concentration, and adding that amount on a mass bases. This stock solution is then diluted to a working solution by volumetric dilution using pipettes and volumetric flasks. The easiest way to identify all potential sources of uncertainty is to write down the measurement function that describes the calculation of the output quantity, i.e., the final analyte mass concentration of the working measurement standard or calibrator, c c . This analyte mass concentration is given as follows:
Here, c c , m c , and P c are the concentration of the analyte in the working calibrator, the original mass of the analyte weighed into the flask, and the fractional purity of the analyte. Further, q s and m s are the density and mass of solvent added to the analyte in the flask, while V p and V v are the volumes of the pipette and volumetric flask used in the preparation of the stock and working measurement standards. Finally, B c is the analyte mass concentration, if any, present in the blank solvent. The calculation of the uncertainties of all these input quantities is illustrated in the Eurachem/CITAC Guide [4] . The values of the input quantities described above, their standard uncertainties, and relative standard uncertainties are summarized in Table 1 .
Substituting the values of the input quantity (x) in Eq. 5, results in an analyte concentration c c of 10.00 mg/L. If B c can be disregarded, the measurement function in Eq. 5 involves only products and quotients and the standard uncertainties of each input quantity can simply be combined, resulting in a relative standard uncertainty of 0.019 and thus a standard uncertainty of 0.19 mg/L for this 10 mg/L working measurement standard. The expanded uncertainty U(c c ) can be calculated by multiplying the standard uncertainty with a coverage factor of 2. This coverage factor is chosen to achieve a desired level of confidence and choosing two results in an expanded uncertainty with a confidence interval of approximately 95%. For our working calibrator with a nominal concentration of 10 mg/L in methanol, the expanded uncertainty U(c c ) = 0.38 mg/L. Major and minor contributors to the total uncertainty can be easily identified by performing all calculations in an Excel spreadsheet as described in QUAM [4] and producing the histogram shown in Fig. 1 . From the histogram, it is clear that the uncertainty in V p , the volume of the pipette is a major contributor to the total uncertainty, and that, if we want to improve the quality, e.g., decrease the uncertainty of the concentration of the working solution, we should focus our attention on V p .
Uncertainty of the chemical stability of the analytical measurement standard
When considering the stability of measurement standards, we have to differentiate between chemical stability and compositional stability. With the former is meant changes in concentration due to chemical degradation or alteration (for example, isomerization) of the analyte. With the latter is meant changes in the concentration of the analyte due to irreversible adsorption of the analyte to the container wall, precipitation of the analyte or evaporation of the solvent. While there are a few publications dealing with the estimation of the shelf-life of reference materials [13, 17] , the literature contains only little information about how to estimate the stability of home-made analytical Blank contribution (B c ) 0 g/mL 0 g/mL 0.0000 [14] . It describes that the chemical stability of working calibrators should be tested for several weeks or longer by comparison of a stored working solution with a freshly prepared working solution. However, as a consequence of comparing working solution prepared at different dates and difference in detector response in the subsequent series relatively large measurement uncertainties will be found. This is illustrated by a study of Croubles et al. who tested the short-term stability of working calibrators for veterinary drugs [18] . Because Croubles analyzed the working calibrators in different time series, differences in detector response in each series resulted in a large measurement uncertainty. As an alternative, the organization of stability tests should be such that all samples are analyzed in one series thereby reducing potential differences in detector response and thus minimizing the resultant uncertainty u(shelf).
As an example, we tested the stability of the paralytic shellfish poisons (PSP's) neosaxitoxin (NEO) and gonyautoxin (GTX-2/3), and the equivalent decarbamoyls, dc-NEO and dc-GTX-2/3. Following the preparation of the working calibrator, this was divided over a number of vials that were stored at -20°C. After periods of 0, 1, 3, 6, 9, and 12 months, a number of vials were stored at -80°C. After 12 months, all vials were analyzed in one series, and the results are given in Table 2 and Fig. 2 . The statistics in Table 2 indicate that the decrease of the dc-NEO concentration is significant at the 95% confidence level while that of the others is not significant. In relation to the organization of the stability test, it is interesting to note that the response differences in Fig. 2 appear to be small, a consequence of measuring all samples in one series. In this case, the stability uncertainty over a 1-year period ranges from 1.5% for dc-GTX-2/3 to 2.9% for dc-NEO. As can be seen in Fig. 2 , the results of the measurements are in the range of 95-105% with no clear trend for NEO, GTX-2/3 and dc-GTX-2/3. While the slope of the regression line of each of these PSP's deviates from zero, b/u(b) is smaller than the Student's t test value indicating that this deviation is not significant since the uncertainty in the slope is much larger than the slope itself. Therefore, the working calibrators are stable for a period of at least 12 months and with u(b) being the standard uncertainty of the slope calculated form the standard deviation of all measurements, the uncertainty becomes tu b . With no change in the concentration observed over time, this expression is used to estimate u(shelf) which is a linear function of t. This is logical because the longer one looks into the future, the less certain one is about the analyte concentration. For dc-NEO, the situation is different. The decrease in the slope is significant, i.e., dc-NEO is degrading and the shelf-life of the standard is limited. It can be decided that this standard is simply not suitable; however, using the slope, the actual concentration over time and its uncertainty can be estimated and the standard can still be used. Additionally, if a maximum deviation for the concentration of standards is set, the slope and uncertainty data can be used to calculate the maximum shelf-life for this standard.
Uncertainty of the compositional stability of the analytical measurement standard For assessing the compositional stability, only the evaporation of solvents during storage or actual use of the neg. = negative, pos. = positive Fig. 2 Chemical stability measurement and stability uncertainty for a calibrator for the paralytic shellfish poisons (PSP), neosaxitoxin (NEO) and gonyautoxin (GTX-2/3), and their decarbamoyl analogs dc-NEO and dc-GTX-2/3 stored at -20°C for 12 months. Note that the curved lines only emphasize the changes in the measured concentrations as represented by the markers and do not represent real concentrations calibrator is being considered. Long-time storage, e.g., longer than 6 months, has been tested for the solvents hexane, dichloromethane, acetonitrile, and methanol. Working calibrators with a typical volume of 2 mL were stored in 4-mL glass vials closed with Teflon-lined polymer screw-caps and stored in a refrigerator at -20°C. The vials were weighed after periods of 1, 2, 3, 6 12, and 18 months. The statistics of the recorded mass values are shown in Table 3 . Figure 3 shows the mass changes of all four solvents relative to t = 0. With the exception of dichloromethane, the results appear to be relatively randomly distributed. Since the total mass of the vials with solvent was 5-10 g and the standard uncertainty of the balance was 3 mg, a relative standard deviation of 0.3% in the seven measurements is not unrealistic. Further statistical analysis of the slope b and its standard uncertainty, u(b), using the t test, shows that only the slope for dichloromethane is significant at a confidence level of p = 0.05. For an 18 months period, the expected loss of dichloromethane calculated from the slope is 0.047 g which, based on the 2 mL dichloromethane in the vial, would result in an increase of the analyte concentration with 1.8%. The conclusion from this observation is that dichloromethane is not a suitable solvent for calibrators that will be stored for periods of 18 months at -20°C. The uncertainty in the composition of the working calibrator in each solvent over any period of storage can now be calculated by multiplying the standard uncertainty in the slope with the storage time. Storage of a working calibrator in hexane for a period of 12 months will lead to a compositional uncertainty of 0.18%. Please note that this uncertainty is not a consequence of the evaporation of solvent, but a consequence of the uncertainty of the mass control measurements.
Since evaporation is an important contributor to the uncertainty of the compositional stability, potential solvent evaporation during actual use of the calibrator is also of importance. The maximum amount of solvent that may be lost upon opening of the vial is the amount present in the headspace of the vial. This amount depends on the size of the headspace, the room temperature, and the saturated vapor pressure of the solvent. Saturated vapor pressures of a number of relevant solvents at different temperatures were collected from the literature or calculated by a method based on an article of Hass and Newton in CRC Handbook of Chemistry and Physics [19] . They are presented in Table 4 .
The amount of solvent in the headspace (expressed in lg/mL) was calculated for 100 mL glass vials filled for 50% with solvent and using the saturated vapor pressures in Table 4 . These 100 mL glass vials were considered typical for the storage of working calibrators while 50% was taken as an average. The loss in mass due to evaporation at 25°C are 0.6 mg for water, 4.4 mg for ethanol, 5.8 mg for methanol, 5.9 mg for acetonitrile, and 22 mg for acetone. In addition to these calculations, experiments were carried out to measure the mass losses every day during a 14 day period in the same type of vials stored at 4°C. Before use they were allowed to warm to room temperature and the content mixed for 30 s. Subsequently, the vials were opened for 1 min and the collection of a number of aliquots was simulated using a 100 lL pipette, however, without actually removing or even touching the liquid in the vial. After each simulation, the vials were closed and weighed to determine the loss in mass due to solvent evaporation. The statistics of the recorded mass values are presented in Table 5 . Figure 4 shows the change in mass of the vials relative to the mass at t = 0. The measurement results in Fig. 4 show a very regular decrease in mass for all solvents as indicated by the high significance of the slope in Table 5 . Comparison of the experimental mass values to the theoretical maximum loss of solvent in the headspace of the vials shows that the actual loss is about 70% of the maximum possible.
Discussion
The total uncertainty of the concentration in a chemical calibrator depends on the uncertainty of the preparation and the uncertainties of the chemical and compositional stability. As an illustration, the average value of the relative standard uncertainties of the concentrations of the three stable PSP analytes in the PSP calibrator in this study is given in Table 6 . Note that the uncertainty in the chemical and compositional stability is expressed per unit of time. The values for the chemical and compositional stability are calculated by multiplying the uncertainty in the slope u(b) with time t when the slope is not significant (chemical stability of the three stable PSP analytes and long-term stability of methanol). When the slope is significant (degradation of dc-NEO and short-term stability of all solvents), the uncertainty should be calculated by multiplying the uncertainty in the slope u(b) with time t, and by multiplying the slope b itself with time t to correct for the real degradation. The two contributions should be added quadratically. For the short time compositional stability, it is assumed that the standard is used each day which is, of course, a worst case scenario. Considering a storage time of 1 year for the calibrator stock and 1 month for the working calibrator, it follows that the maximum total combined standard uncertainty is 2.8%. For a working calibrator of 10 mg/L, the standard uncertainty becomes 0.28 mg/L and the expanded uncertainty with a coverage factor of 2 (95% confidence interval) will be 0.57 mg/L for the storage periods mentioned above. The increase in the uncertainties is graphically expressed in Fig. 5 where it is considered that working calibrators stored at 4°C are prepared fresh from the calibrator stock every month. From this it is clear that the preparation of the chemical calibrator and (in time) the chemical stability contribute most to the total uncertainty of the value carried by the calibrator. However, also notice that the compositional stability of the working calibrators stored at 4°C may become a major source if these are not renewed frequently and are used for periods exceeding 3 months.
Conclusions
This study describes a general procedure to evaluate and calculate the uncertainty of the values embodied in the chemical calibrators and the changes in the uncertainty of their actual analyte concentration over time. In general, the preparation procedure and the chemical stability will be the major sources of their total uncertainty. Note that the uncertainty in the stability mostly results from the uncertainties in the stability measurements themselves and not from actual instability of the analytes in the analytical standard. With respect to the latter conclusion, it was shown that the procedure of the stability measurements is of importance to limit the stability uncertainty. Of course it should be noted that the results in this study only apply to the preparation procedure and materials used in this study. For other procedures or materials, the uncertainties will have to be re-evaluated and recalculated. However, the calculation methods shown will be useful for the evaluation of total uncertainties and the identification of the major individual sources contributing to these uncertainties.
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