Abstract We describe approaches for positive data modeling and classification using both finite inverted Dirichlet mixture models and support vector machines (SVMs). Inverted Dirichlet mixture models are used to tackle an outstanding challenge in SVMs namely the generation of accurate kernels. The kernels generation approaches, grounded on ideas from information theory that we consider, allow the incorporation of data structure and its structural constraints. Inverted Dirichlet mixture models are learned within a principled Bayesian framework using both Gibbs sampler and Metropolis-Hastings for parameter estimation and Bayes factor for model selection (i.e., determining the number of mixture's components). Our Bayesian learning approach uses priors, which we derive by showing that the inverted Dirichlet distribution belongs to the family of exponential distributions, over the model parameters, and then combines these priors with information from the data to build posterior distributions. We illustrate the merits and the effectiveness of the proposed method with two real-world challenging applications namely object detection and visual scenes analysis and classification.
Introduction
The increasing availability of large volumes of data has caused an urgent demand for the deployment of statistical models for the analysis of these data [1] [2] [3] [4] . Several trends have emerged, and there has been a large growth in the number of statistical methods. A review of many of these methods and techniques can be found in [5] . Mixture models are among the most widely used statistical approaches and provide a principled approach for performing inference on heterogenous data in which vectors are supposed to be drawn from different distributions [6] . Indeed, finite mixture models have become arguably among the representations of choice to model data and uncertainty and have been successfully applied in many pattern recognition, computer vision and data mining applications [6] [7] [8] [9] [10] . A significant weakness of many learning models that have considered mixtures of distributions is their reliance on the Gaussian assumption. In fact, it is well-known that inference in statistical models is generally sensitive to modeling assumptions especially the choice of probability density functions. For instance, we have shown in our previous works that other distributions namely the Dirichlet and the generalized Dirichlet offer better modeling capabilities in the case of proportional data [11] [12] [13] . In this paper, we tackle another problem, namely positive data modeling and classification. Indeed, such data arise naturally in many real applications [14, 15] . In particular, we propose the consideration of inverted Dirichlet mixture models that have been largely ignored in the past despite the fact that they offer both flexibility and ease of use as we shall show.
One of the hard problems in the case of finite mixture models is how to effectively learn the mixture model parameters from incomplete data (i.e., in the presence of missing variables). Several approaches have been proposed in the past. The maximum likelihood approach, based on the iterative expectation-maximization (EM) framework [16] , is perhaps the most popular technique. It is wellknown, however, that the maximum likelihood approach depends on the used initialization algorithm and does not allow the selection of the appropriate number of mixture components, which is of central importance [10] . In [17] , we introduced an EM-based approach that combines the standard EM algorithm for parameters optimization and the minimum message length (MML) criterion for model selection. In recent years, however, there has been much interest in Bayesian learning of finite mixture models to resolve inherent problems related to EM-based approaches. Indeed, several recent researches advocated the use of Bayesian techniques that have been considered in a variety of applications (see, for instance, [13, [18] [19] [20] ). This can be justified by the fact that Bayesian inference handles uncertainty in a natural manner and embodies Occam's razor the principle that favors simple but accurate models. With Bayesian approaches, we need fundamentally to combine our prior beliefs about the parameters with the data to obtain posteriors from which we obtain samples using Markov Chain Monte Carlo (MCMC) techniques [21] . Thus, the learning approach that we propose in this paper capitalizes on this trend providing a reliable framework for positive data clustering and a richer inference than the previously proposed EM-based algorithm [14, 17] . An important problem that we address within the proposed Bayesian framework is the determination of the number of mixture components that best describe a given data set. The problem is challenging and has been the subject of extensive research in the past (see, for instance, [22] ). In our framework, we tackle it using Bayes factors. For more details about Bayesian learning and Bayes factors, the reader is strongly encouraged to refer to [23] .
The adoption of finite mixture models can be viewed also as an approach that strives to generate classification rules from examples using the well-known Bayes rule. The main idea is to compare the a posteriori probabilities of all classes and assign each vector to the class with the highest probability. Several other approaches have been proposed for the design of statistical classifiers, and this topic has been the subject of intense study in the pattern recognition and machine learning communities [24] . These approaches can be grouped into two families namely generative and discriminative techniques. Generative approaches (e.g., finite mixture models) are widely adopted when the number of training data are small. On the other hand, if the task to be performed is classification, and a large number of training examples are available, then discriminative techniques are generally deployed to learn classification rules [25] . SVM is perhaps one of the most important techniques, which has been widely applied in problem solving in several areas due to their potential to greatly increase classification accuracy and generalization capabilities [26, 27] . As a discriminative approach, the goal of SVM is to find surfaces that better separate the different data classes. The main ingredient of SVM, which was developed based on the structural risk minimization principle from statistical learning theory, is the kernel trick that allows efficient discrimination in non-linearly separable input feature spaces. Thus, a main problem and one of the important challenges, when using SVM, is the choice of the kernel function that has to be suitable for the data to classify and the general task to solve [28, 29] . Classic kernels include linear, polynomial and radial basis function (RBF) kernels. Unfortunately, these kernels cannot be applied in applications where the objects to classify are represented by sequences (or bags of vectors) that may not have the same length. Bags of vectors occur frequently and naturally in several applications. For instance, an image or a video can be represented by several feature vectors. The importance of this problem has motivated intense research and the main natural question that have arisen is wether we can use the data itself to build SVM kernels. As a result, approaches, often referred to as hybrid generative discriminative learning, have been proposed and have provided a systematic and a reproducible properly motivated approach to classification [30] . Hybrid approaches allow the conversion of data of non-fixed lengths into fixed length and seek to get the best of both approaches and then decrease generalization and prediction errors. In this work, we also propose and derive some kernels for the classification of objects represented by sequences of positive vectors using a hybrid of inverted Dirichlet mixture models and SVM. Our approaches build on the recent progress made in hybrid generative discriminative learning techniques [31] such as Fisher kernel [30] , Kullback-Leibler Divergence Kernels [32] , Rényi and Jensen-Shannon Kernels [33] and product kernels [34] . To illustrate the merits of our approach, we shall consider several challenging applications. In particular, we show that Bayesian methods, coupled with MCMC computational techniques, can be successfully applied in the analysis of complex data sets and the generation of accurate SVMs kernels. 1 The plan of this paper is as follows. In Sect. 2, we describe our generative model namely the inverted Dirichlet mixture and state a fully Bayesian approach for its learning. In Sect. 3, SVM kernels generated from the inverted Dirichlet mixture are proposed for sequences classification. Then, we present our experimental results in Sect. 4 Finally, we conclude the paper with a brief discussion and a summary of the work in Sect. 5.
Bayesian model specification
In this section, we first briefly present the inverted Dirichlet mixture model. An important step that we discuss next is how to set up appropriate prior structure for the model and then compute the necessary posteriors for sampling.
The inverted Dirichlet mixture model
Let X ¼ fX 1 ; . . .; X N g denotes N D-dimensional positive vectors, X i , of measurements on N objects (e.g., images, documents) to be clustered. We define our model to be a mixture of inverted Dirichlet distributions. Mixture models allow the representation of a probability distribution as a linear superposition of component distributions [14] :
where j labels the component, p j denotes the weight of component j (the weights are positive and sum to one), M is the number of mixture components that must be inferred from the data, H ¼ ðfp j g; fa j gÞ denotes the set of all involved parameters, and a j represents the parameters of the inverted Dirichlet distribution representing cluster j:
where
Þ is the vector of parameters and
In mixture learning frameworks (both EM-based and Bayesian), the estimation problem is generally phrased as a missing data problem, tackled using the EM algorithm, where the complete data are {(X i , Z i )}, where Z i ¼ ðZ i1 ; . . .; Z iM Þ is called the membership vector. The hidden variables Z ij ; j ¼ 1; . . .; M are indicators representing which inverted Dirichlet generated which vector such that Z ij = 1 if X i belongs to cluster j and Z ij = 0, otherwise. The E-step of the EM computes the posterior probabilitieŝ Z ij given bŷ
and the M-step then maximizes the expected value of the complete data likelihood. The main problem of EM-based algorithms is the dependency on initialization. Bayesian approaches have been proposed as an alternative to likelihood-based inference [38, 39] . In this work, we shall consider Bayesian inference by considering the parameters vector H of the model to be random variables. We are mainly motivated by the success of Bayesian analysis in handling difficult problems in statistical analysis in general and the problem of mixtures learning in particular. The main goal is to determine the conditional distribution of H given the training data X (i.e., posterior distribution) and the structure of the model M (i.e., the number of clusters in this case). We must therefore select a prior distribution pðHÞ and then compute the resulting posterior distribution pðHjX Þ via the Bayes' theorem [40] :
where pðX jHÞ is the likelihood of the data given the model parameters. In the following section, we state our prior distributions and then compute the related posteriors from which the mixture model's parameters will be generated.
Priors and posteriors
Results can be very sensitive to the choice of the prior. A number of techniques have been suggested to the problem of assessing prior distributions (see, for instance, [41, 42] ). Generally, however, techniques that are satisfying in some situations may not work well in other situations. Thus, we have preferred a formal approach, to develop a conjugate prior, 2 based on the fact that the inverted Dirichlet belongs to the exponential family of distributions, which has several good mathematical properties and has been largely studied in the literature [43, 44] . Using this formal approach, the prior for the a j is given by the following (see Appendix 1):
where ðq 1 ; . . .; q Dþ1 ; jÞ is the set of hyperparameters governing the prior. Having this prior, the posterior distribution pða j jZ; XÞ; where Z ¼ ðZ 1 ; . . .; Z N Þ; associated with a class j is then
We can see clearly that the posterior and the prior distributions have the same form, then pða j Þ is really a conjugate prior on a j : As for the parameters p j , we know that they are defined on the simplex fP ¼ ðp 1 ; . . .; p M Þ : P MÀ1 j¼1 p j \1g; then a natural choice, as a prior, is a Dirichlet distribution with parameters g ¼ ðg 1 ; . . .; g M Þ:
We know also that
where n j ¼ P N i¼1 I Z ij ¼j . Thus,
Having our posteriors, it is possible now to give the complete mixture estimation algorithm. Many computationally intensive Bayesian statistical analyzes have became practical, thanks to the recent development of MCMC techniques such as the Gibbs sampler [45, 46] that we adopt here. The steps of our Gibbs sampler are:
Step t:
. . .; MÞ from Eq. 6 using the Metropolis-Hastings (M-H) algorithm [47] where Mð1;Ẑ ; . . .;Ẑ ðtÀ1Þ iM Þ. It is noteworthy that a M-H algorithm is used here to simulate from the a j posterior since it has not a usual known form. The M-H algorithm is now routinely used in these kind of situations and has been the topic of extensive theoretical and experimental studies in the past (see, for instance, [47] ). As all the a jd are positive, we have used a random walk M-H algorithm with log-normal distribution, as a proposal, with variance v 2 . More details about the M-H algorithm can be found in [48] . A problem of critical importance when considering MCMC techniques is the convergence assessment [49] [50] [51] [52] . Many techniques have been proposed and applied with success [53] . In our case, we have assessed convergence to the stationary distribution using a diagnostic approach, based on a single long-run of the Gibbs sampler, proposed in [54] , which has been shown to often work well in practice.
Model selection
Generally complex models fit well the data, but will have poor generalization 3 capabilities (i.e., overfitting problem). This is especially true for high-dimensional real data involving images, videos, speech and text. It is important then to have a certain compromise between goodness of fit and the complexity of the learned model. Many works have been concerned with the development of model selection (i.e., the problem of choosing the best value of M) procedures and have been based generally on penalized likelihood criteria (see, for instance, [57] ). A model selection approach that have been successful in several mixturebased applications is the consideration of the Bayes factor. The Bayes factor has been widely studied in the past, is efficient and is not sensitive to the initial values (see, for instance, [58] [59] [60] ).
Suppose that we have two models M k 1 and M k 2 in our candidate set. Choosing M k 1 instead of M k 2 is determined by the Bayes factor B k 1 B k 2 given by the following equation where all the candidates are supposed to have the same prior probability:
where pðX jM k 1 Þ is the marginal likelihood (known also as the evidence or the partition function in statistical physics) for model M k 1 given by
where pðX jH k 1 ; M k 1 Þ is the likelihood function. The previous marginal is usually approximated by the Laplace method as [58] :
whereĤ is the posterior mode, N k 1 is the number of free parameters in the mixture model, and R is the Hessian matrix that is actually asymptotically equal to the posterior covariance matrix evaluated at the posterior modeĤ: Note that the previous equation could be also approximated by
, which gives us the MDL criterion [61] :
Having the model selection approach, the complete Bayesian learning algorithm of the finite inverted Dirichlet mixture is as follows: Algorithm 2 For each candidate value of M k 1 :
1. Apply Algorithm 1 2. Select the optimal model M* such that:
Deriving SVM kernels for positive sequence data SVMs are among the most successful and well-established developments within the pattern recognition and machine learning communities. For more details and discussions about SVMs, the reader is referred to [62] and references therein. A problem of prime importance when using SVM is the choice of appropriate kernels [63, 64] . Generally classic kernels (e.g., RBF, polynomial, linear) have been widely used to classify objects when each object is represented by a single vector. However, many real world-world problems involve the representation of objects by non-standard data structures [65] such as sequences of vectors that cannot be handled using these widely used classic kernels. Thus, a crucial problem is to develop kernel functions defined on these kind of data. The problem of generating SVM kernels to classify sequences has been investigated by many researchers. In particular, researchers have in recent years intensified their study of approaches to generate kernels directly from the tackled data in an effort to surmount this barrier. The most successful techniques have been based on deriving kernels from probability distributions in order to extend SVMs ability to handle diverse forms of structured inputs such as bags of vectors, graphs and strings. There is a large and interesting literature on these techniques, so-called hybrid generative discriminative, which has been driven mainly by recent applications, such as objects categorization using local features [66] , which have necessitated new approaches. The goal of this section is to present some techniques confined to generating SVM kernels to handle the classification of bags (or sequences) of positive vectors for which the classic widely used kernels are not appropriate. was proposed initially in [30] , and the main idea is to exploit the geometric structure on the statistical manifold by mapping each individual sequence into a single feature vector, defined in the gradient log-likelihood space. The resulted feature vector is called the Fisher score and defined as U X ¼ opðX jHÞ oH ; where each component is the derivative of the log-likelihood with respect to a particular parameter of the mixture model. The kernel is then defined as KðX ; X 0 Þ ¼ U X FðHÞ À1 U X 0 ; where FðHÞ is the Fisher information matrix which role is less significant and then can be approximated by the identity matrix [30] . Thus, we can develop the Fisher kernel in the case of inverted Dirichlet mixtures by computing the gradient of log pðX jHÞ with respect to the model parameters p j , by taking into account the fact that the p j sum to one, and a jd : Þ; respectively, defined on the space ½0; þ1½: Probability product kernels were proposed initially in [34] by replacing the kernel computation in the original sequence space by computation in the probability density function (PDF) space (i.e., the kernel becomes a measure of similarity between probability distributions) as the following:
KðX ; X 0 Þ ) K q ðpðXÞ; p 0 ðXÞÞ ¼ R þ1 0 pðXÞ q p 0 ðXÞ q dX; where q is a parameter. The two important special cases of probability product kernels are the Bhattacharyya kernel obtained with q = 1/2 and the expected likelihood kernel obtained with q = 1 [34] . Here, we take q = 1/2, which gives us the Bhattacharyya kernel for which it is possible to find a closed-form expression when the mixture model is reduced to one inverted Dirichlet distribution (see Appendix 2):
As for a mixture model we can use the following heuristic [34] :
It is noteworthy that the Bhattacharyya kernel has a cubic complexity [66] but has the main advantage in terms of nonlinear flexibility [34] .
Information divergence kernels
Several information divergence-based kernels have been proposed in [33] . The first one is based on the symmetric Kullback-Leibler (KL) divergence and is given by: 
ÞWðjajÞ ð18Þ
The Rényi kernel is another approach, based on the symmetric Rényi divergence [67] , which has been proposed in [33] KðX 
In the case of an inverted Dirichlet distribution, we can find a closed-form expression for the Rényi divergence (see Appendix 4):
The last kernel is the Jensen-Shannon (JS) Kernel, generated according to the Jensen-Shannon divergence [68] , and is given by [33] 
Experimental results
In this section, we investigate our approach using real-life challenging applications. The first goal of these applications is to verify the capabilities of our Bayesian learning algorithm as compared to a learning algorithm, based on maximum likelihood (ML) estimation and minimum message length selection (ML ? MML), previously proposed in [17] . The second goal is to compare the performance of our inverted Dirichlet mixture model and the widely used Gaussian mixture and to investigate our hybrid generated kernels. In the first real application, we tackle the problem of object detection. The second real application involves the problem of visual scenes analysis and classification. For the hybrid approaches, we use the SVM implementation provided in the LIBSVM. 4 library and train one-versus-all classifiers. Moreover, following [33] , the parameters A and x were selected from A 2 f2 À10 ; 2 À9 ; . . .; 2 4 g and x 2 f0:1; 0:2; . . .; 0:8g; respectively, and the C-SVM formulation, C 2 f2 À2 ; 2 À1 ;
. . .; 2 12 g was used. It is noteworthy that in the case of finite mixture models, closed-form expressions do not exist for the information divergence-based probabilistic kernels; thus, we have used Monte carlo approximation with 15,000 generated points. Our practical experiences have indicated that these choices are appropriate.
Object detection
In this section, we address the problem of detecting objects in images, which has several interesting applications such as automatic images semantic annotation and filtering. In particular, following [69] , we consider the problems of detecting sky and vegetation in images using color and texture features. The main purpose of these experiments is to compare the performance of the widely used Gaussian mixture model with the performance of the inverted Dirichlet mixture learned using both ML ? MML and Bayesian learning. It is noteworthy that a comparison with the numerous generative and discriminative approaches that have been proposed in the past is beyond the scope of this paper. The considered detection framework can be summarized as follows. First a given image is divided into 16 9 16 sub-blocks and then each sub-block is classified as containing the object (vegetation, sky) we are trying to detect or not (non-vegetation, non-sky). As in [69] , each block is described by considering (1) the color extracted by using 6 color moment features namely mean and variance in LUV color space, (2) the texture extracted by using 56 Gabor features namely mean and variance in 4 orientations and 7 scale features, and (3) the 2-dimensional block position described as its center coordinates. Thus, each sub-block is represented as a 64-dimensional vector.
In order to build a sky detector, we consider sky subblocks, taken as positive examples, extracted manually from 500 images collected from the web and non-sky blocks extracted from 1,000 images collected also from the web. Figure 1 displays examples of images from which sky sub-blocks are extracted. As explained above these subblock are described as 64-dimensional feature vectors used then to train an inverted Dirichlet mixture model representing sky and another mixture model representing nonsky blocks. Given these two mixture models and a test image, the well-known Bayes' rule can be used to assign the test image to the sky or non-sky classes. The vegetation detector is build in the same way using both vegetation sub-blocks, extracted from 500 images, and non-vegetation sub-blocks extracted from 1,000 images. However, it is noteworthy that, as recommended in [69] , we do not use the position features for vegetation detection (i.e., each sub-block is described by a 62-dimensional vector of only color and texture features) since generally there are not restrictions on where vegetation may occur in a given image. Figure 2 displays examples of images from which vegetation sub-blocks are extracted. Figure 3 shows the number of components selected, using our inverted Dirichlet mixture learned in a Bayesian way (IDM-B) and when using EM and MML (IDM-EM), to model sky, nonsky, vegetation and non-vegetation sub-blocks. Table 1 shows the classification accuracies when using IDM-B, IDM-EM, Bayesian Gaussian mixture (GM-B) and Gaussian mixture with EM and MML (GM-EM). According to this table, it is clear that the inverted Dirichlet mixture outperforms significantly, according to a student's t test, the Gaussian mixture. We can notice also that Bayesian learning provides better results than ML ? MML approach for both the inverted Dirichlet and Gaussian mixtures.
Visual scenes analysis and classification

Problem statement
The proliferation of images requests their accurate organization and management to enable increased efficiency of retrieval and browsing to meet the needs of the end user. The problem of scenes classification entails the assignment of an unknown scene to one of several classes of scenes based on a set of visual features extracted from the scene. Scenes classification provide important contextual information and cues that can be used later for objects detection and recognition for instance [70] and in many other applications ranging from content-based image retrieval to tracking. Kernel-based methods [71, 72] and in particular SVMs have been widely used for this problem. One crucial ingredient for image classification is the extraction of accurate features, which describes accurately a given scene [73] , to represent the images. A very wide range of recent approaches have proposed the use of local patches (or image subregions) from which local features are extracted to represent images (see, for instance, [74] [75] [76] ). The main motivation was the fact that local features provide a compact representation of objects that is robust to the large variation, because of illumination conditions and viewpoints, changes in scale, translation and affine deformations for instance [77] , which can be seen between images belonging to the same class. In particular, these local features have been used to construct visual vocabularies. A visual vocabulary can be viewed as an intermediate level representation for visual objects obtained through the quantization of a set of local features such as SIFT features that have been developed with an eye toward their use to provide accurate local presentation of objects [78] . Unfortunately, this approach causes the loss of important information about the image or object since it is based on the quantization of the features to obtain a fixedlength representation of the image or object [66] . A better approach is to consider all the set of features representing each scenes that can be handled using the hybrid kernels that we have developed in Sect. 3 [31] . The main goal of this section is to investigate our generated kernels via the description of a given visual scene as a bag of vectors rather than as one vector of features.
Data set and results
We have considered the publicly available ETH-80 data set [79] that is composed of 3280 images grouped into eight object classes with 10 unique objects and 41 views of each (see Fig. 4 ). Interest points in these images have been detected using the Harris detector and then represented using SIFT features [78] . Each image was represented then as a bag of orderless SIFT feature vectors extracted at detected interest points (these feature vectors describe the local image properties for a given particular small area in the image) that can be modeled as a finite inverted Dirichlet mixture model, using the algorithm in Sect. 2, from which our kernels can be generated. As in [66] , a oneversus-all SVM classifier is trained for each generated kernel by measuring the performance via cross-validation where all five views of an object are held out at one. The generated kernels that we have investigated and compared in our experiments were those generated from the inverted Dirichlet mixture namely Fisher kernel (FK-IDM), KL divergence kernel (KL-IDM), Rényi Kernel (R-IDM), Bhattacharyya kernel (B-IDM) and Jensen-Shannon (JS-IDM). In the same way, probabilistic kernels were generated from Gaussian mixture (FK-GM, KL-GM,R-GM, B-GM and JS-GM) learned on the images data set. Figure 5 summarizes the obtained classification results when considering these different generated kernels. It is noteworthy that the results shown in this figure have been obtained by selecting automatically the number of components representing each image using the Bayes factor (i.e., the number of components M representing different images may be different). Classification results when we constrain the number of components to be the same for all the mixture models (we take M as the smallest number of components selected when modeling the different images) are shown in Fig. 6 . We have also conducted another experiment where we assumed that each image may be represented by a single distribution (i.e., M = 1). Figure 7 summarizes the classification results in this case. In these three set of experiments (with different M, with same M, and with M = 1), the best results were obtained by considering the KL-IDM kernel (73.11 % ± 0.28, 72.94 % ± 0.34, and 70.71 % ± 0.21, respectively). We can note that these results are close to the 73 % accuracy obtained for instance in [66] . We can note also that the results when M is determined automatically and when it is fixed to be the same for all mixture models are comparable (i.e., the differences are not statistically significant) which shows that, when integrated with SVM, the mixture models do not need to be complex to reach good classification results. However, reducing the mixture models to single distribution by assuming that M = 1 has caused a small deterioration of the classification accuracy.
We have considered two other well-known data sets, also. The first data set contains 13 categories of natural scenes [80] and consists of 13 categories: coasts (360 images), forest (328 images), mountain (374 images), open country (410 images), highway (260 images), inside of cities (308 images), tall buildings (356 images), streets (292 images), suburb residence (241 images), bedroom (174 images), kitchen (151 images), living room (289 images), and office (216 images). Figure 8 shows examples of images from this data set. The second data set contains 15 categories [81] and consists of the 13 categories of the second data set plus 626 other images divided into two categories (see Fig. 9 ): store (315 images) and industrial (311 images). We divided each of these data sets 10 times randomly into two separate halves, half for training and half for testing. Classification results for the 13 categories data set are summarized in Fig. 10 . The best result was obtained using the KL-IDM kernel (76.03 % ± 0.29). The results in the case of the 15 categories data set are shown in Fig. 10 , and the best performance was reached again using the KL-IDM kernel (71.19 % ± 0.33). The obtained classification results are better than the results obtained in the past using the well-known bag-of-visual words approach (Fig. 11) . This can be explained and interpreted by the fact that the constructed generative kernels respect local image structure in contrast to quantization that does not take into account the spatial information [82] .
Conclusion
In this paper, we have tackled the problems of modeling and clustering of positive data, defined in multidimensional space, into homogeneous groups. Unlike other approaches that have relied on the heavy assumption that the data are Gaussian, which is not true in may real-world applications, the data in this work are represented using finite mixtures of inverted Dirichlet distributions that provide plausible explanations. The consideration of finite mixture models is motivated by the central role they play in many data mining problems, which has led to a variety of techniques for dealing with incomplete data. Several challenging problems have been investigated within the developed statistical framework. In particular, we have proposed a principled purely Bayesian algorithm for the learning of inverted Dirichlet mixtures. Our Bayesian model is based on representing the uncertainty in the inverted Dirichlet parameters via a formal prior that we derive by showing that the inverted Dirichlet belongs to the exponential family of distributions. The Bayesian machinery provides consistent inference where the plausibility of each model within a possible set of models, given the extracted data, is summarized by the joint posterior distribution of the model parameters and evaluated using Bayes factors. As exact inference in purely Bayesian approaches is not tractable to compute, we have used approximation MCMC methods namely Gibbs and Metropolis-Hastings sampling. Using the developed Bayesian learning framework, we have also considered elegant approaches for kernels generation that are theoretically and experimentally well-founded. Indeed, real data generated from challenging real-life applications have been used for experimental purposes and the results, discussed in details, suggest that the proposed approaches are practical and unambiguously demonstrate the utility of the developed kernels. A number of possible avenues for future work suggest itself. Future works could be devoted, for instance, to the investigation of learning approaches that have tried to provide compromises between Bayesian and EM-based approaches such as [83] . Moreover, in many Fig. 9 Additional categories in the second data set. a-c Store, d-f industrial Fig. 10 Average classification performance (%) for the 13 categories data set obtained using different generated kernels by considering inverted Dirichlet and Gaussian mixtures with different number of components obtained automatically using Bayesian learning Fig. 11 Average classification performance (%) for the 15 categories data set obtained using different generated kernels by considering inverted Dirichlet and Gaussian mixtures with different number of components obtained automatically using Bayesian learning complicated problems, the slow convergence of MCMC approaches still posts the great challenge. To overcome this problem, variational techniques could be investigated. Another future work could be devoted to feature selection that is actually a fundamental problem in machine learning and pattern recognition. Indeed, in several situations, some of the variables may be more relevant than others, some variables may be totally irrelevant for the task at hand and some variables may be just linear combinations of other variables. Finally, it is possible to investigate online learning within the developed framework.
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Appendix
In this appendix, we give more details about the calculations made. We do not spell out every calculation step explicitly, since the main goal is to present the most important issues.
Appendix 1: Proof of Eq. 5
If a S-parameter density p belongs to the exponential family, then we can write it as the following [48, 84] 
