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LUBIN-TATE THEORY, CHARACTER THEORY, AND POWER
OPERATIONS
NATHANIEL STAPLETON
Abstract. This expository paper introduces several ideas in chromatic homotopy theory
around Morava’s extraordinary E-theories. In particular, we construct various moduli
problems closely related to Lubin-Tate deformation theory and study their symmetries.
These symmetries are then used in conjunction with the Hopkins-Kuhn-Ravenel charac-
ter theory to provide formulas for the power operations and the stabilizer group action
on the E-cohomology of a finite group.
1. Introduction
Chromatic homotopy theory decomposes the category of spectra at a prime p into a
collection of categories according to certain periodicities. There is one of these categories for
each natural number n and it is called the K(n)-local category. For n > 1, the objects in the
K(n)-local category are often quite difficult to understand computationally. When n = 2,
significant progress has been made but above n = 2 many basic computational questions
are open. Even the most well-behaved ring spectra in the K(n)-local category, the height
n Morava E-theories, still hold plenty of mysteries. In order to understand E-cohomology,
Hopkins, Kuhn, and Ravenel constructed a character map for each E-theory landing in a
form of rational cohomology. They proved that the codomain of their character map serves
as an approximation to E-cohomology in a precise sense. It turns out that many of the deep
formal properties of the K(n)-local category, when specialized to the Morava E-theories,
can be expressed in terms of simple formulas or relations satisfied by simple formulas on
the codomain of the character map. This is intriguing for several reasons: The codomain of
the character map is not K(n)-local, it is a rational approximation to E-cohomology so it
removes all of the torsion from E-cohomology. The codomain of the character map for the
E-cohomology of a finite group is a simple generalization of the ring of class functions on
the group. Thus, in this case, these deep properties of the K(n)-local category are reflected
in combinatorial and group theoretic properties of certain types of conjugacy classes in the
group. Finally, a certain Q-algebra, known as the Drinfeld ring of infinite level structures,
arises from topological considerations as the coefficients of the codomain of the character
map. This Q-algebra plays an important role in local Langlands and the group actions
that feed into local Langlands are closely related to fundamental properties of the Morava
E-theories.
The primary purpose of this article is to explain the relationship between the power
operations
Pm : E
0(BG)→ E0(BG×BΣm)
on the Morava E-cohomology of finite groups and Hopkins-Kuhn-Ravenel character theory.
Morava E-theory is built out of the Lubin-Tate ring associated to a finite height formal
group over a perfect field of characteristic p by using the Landweber exact functor theorem.
Lubin-Tate theory plays an important role in local arithmetic geometry and so it is not too
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surprising that other important objects from arithmetic geometry, such as the Drinfeld ring,
that are closely related to the Lubin-Tate ring arise in the construction of the character map.
The power operations on Morava E-theory are a consequence of the Goerss-Hopkins-Miller
theorem that implies that each Morava E-theory spectrum has an essentially unique E∞-
ring structure. However, this multiplicative structure plays no role in the construction of the
character map, so it should be surprising that the two structures interact as well as they do.
The first indicator that this might be the case is the fact that the Drinfeld ring at infinite
level picks up extra symmetry that does not exist at finite level. This extra symmetry turns
out to be the key to understanding the relationship between character theory and power
operations.
To give a careful statement of the results, we need some setup. Fix a prime p and a height
n formal group F over κ, a perfect field of characteristic p. Associated to this data is an E∞-
ring spectrum E = E(F, κ) known as Morava E-theory. The coefficient ring E0 is the Lubin-
Tate ring. It has the astounding property that the automorphism group of E as an E∞-ring
spectrum is the discrete extended Morava stabilizer group Aut(F/κ) ⋊ Gal(κ/Fp). The
homotopy fixed points of E for this action by the extended stabilizer group are precisely the
K(n)-local sphere - the unit in the category of K(n)-local spectra. Therefore, a calculation
of the E-cohomology of a space is the starting point for the calculation the K(n)-local
cohomotopy of the space.
Of particular interest is the E-cohomology of finite groups. The reason for this is several
fold. Morava E-theory is a generalization of p-adic K-theory to higher height. Thus the
E-cohomology of a finite group is a natural generalization of the representation ring (at the
prime p) of the group. Further, there is an intriguing relationship between the E-cohomology
of finite groups and formal algebraic geometry. This is exemplified in Strickland’s theorem, a
theorem which produces a canonical isomorphism between a quotient of the E-cohomology of
the symmetric group and the ring of functions on the scheme that represents subgroups of the
universal deformation of F. Finally, it seems reasonable to hope that a good understanding
of the these rings could lead to insight into the relationship between chromatic homotopy
theory and geometry.
Hopkins, Kuhn, and Ravenel made significant progress towards understanding these rings
by constructing an analogue of the character map in representation theory for these rings.
Recall that the character map is a map of commutative rings from the representation ring
of G into class functions on G taking values in the complex numbers. Hopkins, Kuhn, and
Ravenel constructed a generalization of the ring of class functions on G, called Cln(G,C0).
The ring C0 is an important object in arithmetic geometry that appears here because of it
carries the universal isomorphism of p-divisible groups between (Qp/Zp)
n and the universal
deformation of F. Using the ring of generalized class functions, they constructed a character
map
χ : E0(BG)→ Cln(G,C0).
The ring Cln(G,C0) comes equipped with a natural action of GLn(Zp). Hopkins, Kuhn,
and Ravenel prove that the character induces an isomorphism
Q⊗ E0(BG) ∼= Cln(G,C0)
GLn(Zp).
Thus Q⊗ E0(BG) admits a purely algebraic description.
The E∞-ring structure on E gives rise to power operations. For each m ≥ 0, these are
multiplicative non-additive natural transformations
Pm : E
0(X)→ E0(X ×BΣm).
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WhenX = BG, one might hope for an operation on generalized class functions Cln(G,C0)→
Cln(G× Σm, C0) compatible with Pm through the character map.
The purpose of this article is to give a formula for such a map. To describe the formula
we need to introduce some more notation. Let L = Znp and let T = L
∗, the Pontryagin dual
of L, so that T is abstractly isomorphic to (Qp/Zp)
n. Let Aut(T) be the automorphisms of
T and let Isog(T) be the monoid of endoisogenies (endomorphisms with finite kernel) of T.
The group Aut(T) is anti-isomorphic to GLn(Zp). There is a right action of Isog(T) by ring
maps on C0. Given a finite group G, let hom(L, G) be the set of continuous homomorphisms
from L to G. This set is in bijective correspondence with n-tuples of pairwise commuting
p-power order elements in G. The group G acts hom(L, G) by conjugation and we will
write hom(L, G)/∼ for the set of conjugacy classes. The ring of generalized class functions
Cln(G,C0) is just the ring of C0 valued functions on hom(L, G)/∼. There is a canonical
bijection
hom(L,Σm)/∼ ∼= Summ(T),
where
Summ(T) = {⊕iHi|Hi ⊂ T and
∑
i
|Hi| = m},
formal sums of subgroups of T such that the sum of the orders is precisely m. Finally let
Sub(T) be the set of finite subgroups of T and let π : Isog(T)→ Sub(T) be the map sending
an isogeny to its kernel. Choose a section φ of π so that, for H ⊂ T, φH is an isogeny with
kernel H .
Now we are prepared to describe the formula for the power operation on class functions
Pφm : Cln(G,C0)→ Cln(G× Σm, C0),
which depends on our choice of section φ. Because of the canonical bijection described
above, an element in hom(L, G × Σm)/∼ may be described as a pair ([α],⊕iHi), where
α : L→ G. Given f ∈ Cln(G,C0), we define
Pφm(f)([α],⊕iHi) =
∏
i
f([αφ∗Hi ])φHi ∈ C0,
where φ∗Hi : L → L is the Pontryagin dual of φHi . Using this construction, we prove the
following theorem:
Theorem. For all section φ ∈ Γ(Sub(T), Isog(T)), there is a commutative diagram
E0(BG)
Pm //
χ

E0(BG×BΣm)
χ

Cln(G,C0)
Pφm // Cln(G× Σm, C0),
where the vertical arrows are the Hopkins-Kuhn-Ravenel character map.
Several ingredients go into the proof of this theorem. The ring C0 is the rationalization
of the Drinfeld ring at infinite level, it is closely related to a certain moduli problem over
Lubin-Tate space. The first ingredient is an understanding of the symmetries of this moduli
problem. These symmetries play an important role in the local Jacquet-Langlands corre-
spondence, do not go into the proof of the Goerss-Hopkins-Miller theorem, and show up here
because of their close relationship to a result of Ando, Hopkins, and Strickland. The second
ingredient is the result of Ando, Hopkins, and Strickland, which gives an algebro-geometric
description of a simplification of Pm applied to abelian groups. The third ingredient is the
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fact that, rationally, the E-cohomology of finite groups can be detected by the E-cohomology
of the abelian subgroups. This is a consequence of Hopkins, Kuhn, Ravenel character theory.
Recall that GLn(Zp) acts on Cln(G,C0). We prove that the choice of section φ disappears
after restricting to the GLn(Zp)-invariant class functions.
Theorem. For all φ ∈ Γ(Sub(T), Isog(T)), the power operation Pφm sends GLn(Zp)-invariant
class functions to GLn(Zp)-invariant class functions and the resulting operation
Cln(G,C0)
GLn(Zp) → Cln(G× Σm, C0)
GLn(Zp)
is independent of the choice of φ.
Both of these results are simplifications of the main results of [BS17]. By proving simpler
statements, we are able to bypass work understanding conjugacy classes of n-tuples of
commuting elements in wreath products and also the application of the generalization of
Strickland’s theorem in [SS15]. This simplifies the argument and allows us to make use of
more classical results in stable homotopy theory thereby easing the background required of
the reader.
A second goal of this article is to describe an action of the stabilizer group on generalized
class functions that is compatible with the action of the stabilizer group on E0(BG) through
the character map. There is a natural action of Aut(F/κ) on C0 and we show that the
diagonal action of Aut(F, κ) on Cln(G,C0) makes the character map into an Aut(F/κ)-
equivariant map. Further, we show that the diagonal action of the stabilizer group on
Cln(G,C0) commutes with the power operations P
φ
m exhibiting an algebraic analogue of the
fact that Aut(F/κ) acts on E by E∞-ring maps.
Acknowledgements. Most of this article is based on [BS17], joint work with Tobias
Barthel. My understanding of this material is a result of our work together and it is a
pleasure to thank him for being a great coauthor. I also offer my sincere thanks to Peter
Bonventre and Tomer Schlank for their helpful comments.
2. Notation and conventions
We will use hom to denote the set of morphisms between two objects in a category. We
will capitalize the first letter, such as in Hom, Level, and Sub, to denote functors. Given a
(possibly formal) scheme X , we will write OX to denote the ring of functions hom(X,A
1)
on X .
3. Lubin-Tate theory
In this section we recall the Lubin-Tate moduli problem and describe several well-behaved
moduli problems that live over the Lubin-Tate moduli problem.
We begin with a brief overview of the theory of (1-dimensional, commutative) formal
groups over complete local rings. Let CompRings be the category of complete local rings.
Objects in this category are local commutative rings (R,m) such that R ∼= limk R/m
k and
maps are local homomorphisms of rings. We will denote the quotient map R→ R/m by π.
Note that if κ is a field, then (κ, (0)) is a complete local ring. Given a complete local ring
(R,m), let CompRingsR/ be the category of complete local R-algebras. The formal affine
line over R,
Aˆ1R : CompRingsR/ → Set∗,
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is the functor to pointed sets corepresented by the complete local R-algebra (R[[x]],m+(x)).
Thus, for a complete local R-algebra (S, n),
Aˆ1R(S, n) = homR-alg(R[[x]], S)
∼= n,
where homR-alg(−,−) denotes the set of morphisms in CompRingsR/ and the last isomor-
phism is the map that takes a morphism to the image of x in S.
A formal group G over R is a functor
G : CompRingsR/ → Abelian Groups
that is abstractly isomorphic to Aˆ1R when viewed as a functor to pointed sets. A coordinate
on a formal group G over R is a choice of isomorphism G
∼=
−→ Aˆ1R. Given a coordinate, the
multiplication map
µ : G×G→ G
gives rise to a map
µ∗ : R[[x]]→ R[[x1, x2]]
and µ∗(x) = x1 +G x2 is the formal group law associated to the coordinate. For i ∈ N, we
define the i-series to be the power series
[i]G(x) =
i terms︷ ︸︸ ︷
x+G . . .+G x .
Given a formal group over a complete local ring R and a map of complete local rings
j : R→ S, we will write j∗G for the restriction of the functor G to the category of complete
local S-algebras.
Let κ be a perfect field of characteristic p. “Perfect” means that the Frobenius σ : κ→ κ
is an isomorphism of fields. A formal group F over κ is said to be of height n if, after
choosing a coordinate, the associated formal group law x +F y has the property that the
p-series [p]F(x) has first term x
pn .
Fix a formal group F over κ of height n. All of the constructions in this section will
depend on this choice. Associated to F/κ is a moduli problem
LT: CompRings→ Groupoids
studied by Lubin and Tate in [LT66]. We will take a coordinate-free approach to this
moduli problem that is closely related to [Str97, Section 6]. The functor LT takes values in
groupoids. Next we will describe the objects and morphisms of these groupoids.
A deformation of F/κ to a complete local ring (R,m) is a triple of data
(G/R, i : κ→ R/m, τ : π∗G
∼=
−→ i∗F),
where G is a formal group over R, i : κ→ R/m is a map of fields, and τ is an isomorphism
of formal groups over R/m. We will often use shorthand and refer to a deformation as a
triple (G, i, τ). The deformations of F/κ form the objects of LT(R,m). The morphisms
of LT(R,m) are known as ⋆-isomorphisms. A ⋆-isomorphism δ between two deformations
(G, i, τ) and (G′, i′, τ ′) only exists when i = i′ and then it is an isomorphism of formal
groups δ : G
∼=
−→ G′ compatible with the isomorphisms τ and τ ′ in the sense that the square
π∗G
τ //
pi∗δ

i∗F
id

π∗G′
τ ′ // i∗F
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commutes.
Given a map of complete local rings j : (R,m) → (S, n), there is an induced map of
groupoids LT(R,m)→ LT(S, n) defined by sending
(G, i, τ) 7→ (j∗G, κ
i
−→ R/m
j/m
−→ S/n, (j/m)∗τ).
This makes LT into a functor. Let W (κ) be the ring of p-typical Witt vectors on κ. This is
a complete local ring of characteristic 0 with the property that W (κ)/p ∼= κ. When κ = Fp,
W (κ) = Zp (the p-adic integers). Now we are prepared to state the Lubin-Tate theorem.
This theorem was proved in [LT66], the homotopy theorist may be interested in reading
[Rez98, Chapters 4 and 5] or [Lur, Lecture 21].
Theorem 3.1. [LT66] The functor LT is corepresented by a complete local ring OLT non-
canonically isomorphic to W (κ)[[u1, . . . , un−1]] called the Lubin-Tate ring.
Part of the content of this theorem is that, for any complete local ring (R,m), the groupoid
LT(R,m) is fine (ie. there is a unique isomorphism between any two objects that are
isomorphic). It follows that OLT carries the universal deformation (Gu, idκ, idF). This
means that, given any deformation (G, i, τ) over a complete local ring R there exists a map
j : OLT → R such that (j
∗Gu, j/m, id(j/m)∗F) is ⋆-isomorphic to (G, i, τ).
It is possible to add various bells and whistles to the Lubin-Tate moduli problem. We
will now explain three ways of doing this.
We construct a modification of the Lubin-Tate moduli problem depending on a finite
abelian group A. If G is a formal group over a complete local ring (R,m), then a ho-
momorphism A → G over R is just a map of abelian groups A → G(R). We will write
hom(A,G(R)) for this abelian group. Define
Hom(A,Gu) : CompRings→ Groupoids
to be the functor with Hom(A,Gu)(R,m) equal to the groupoid with objects triples (f : A→
G, i, τ), where f is a homomorphism from A to G over R and G, i and τ are as before,
and morphisms ⋆-isomorphisms that commute with this structure. In other words, a ⋆-
isomorphism from (f : A→ G, i, τ) to (f ′ : A→ G′, i, τ ′) is a ⋆-isomorphism δ from (G, i, τ)
to (G′, i, τ ′) such that the diagram
A
f //
f ′
  ❆
❆❆
❆❆
❆❆
G
δ

G′
commutes.
The functor Hom(A,Gu) lives over LT. There is a forgetful natural transformation
Hom(A,Gu) → LT given by sending an object (f : A → G, i, τ) to (G, i, τ). It follows
from the definition that the forgetful functor Hom(A,Gu)(R,m) → LT(R,m) is faithful.
Thus Hom(A,Gu)(R,m) is a fine groupoid.
Corollary 3.2. The functor Hom(A,Gu) is corepresentable by a complete local ring OHom(A,Gu)
that is finitely generated and free as a module over OLT.
Proof. The idea of the proof is that we will first construct an OLT-algebra with the correct
algebraic properties and then use Theorem 3.1 to show that the underlying complete local
ring corepresents the moduli problem Hom(A,Gu).
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Recall that CompRingsOLT/ is the category of complete local OLT-algebras. Consider the
functor
GAu : CompRingsOLT/ → Abelian Groups
that sends a complete localOLT-algebra j : OLT → R to the abelian group hom(A, j
∗Gu(R)),
which is isomorphic to hom(A,Gu(R)). When A = Cpk , this functor is corepresented by
OLT[[x]]/[p
k]Gu(x), where [p
k]Gu(x) is the p
k-series for the formal group law associated a
choice of coordinate on Gu. This is a complete local ring with maximal ideal m+(x), where
m is the maximal ideal of OLT, and it follows from the Weierstrass preparation theorem
that it is a free module of rank pkn. If A =
∏
iCpki , then G
A
u is corepresented by a tensor
product of these sorts of OLT-algebras and thus is finitely generated and free as an OLT-
module. Thus OGAu is a complete local OLT-algebra that is finitely generated and free as an
OLT-module.
We will now show that the functor corepresented by the underlying complete local ring
hom(OGAu ,−) : CompRings→ Set
is naturally isomorphic to Hom(A,Gu).
A map of complete local rings OGAu → R is equivalent to the choice of an OLT-algebra
structure on R, j : OLT → R, and a homomorphism A → j
∗Gu. Using this data, we may
form the deformation
(A→ j∗Gu, j/m, id(j/m)∗F).
Let (f : A → G, i, τ) be an object in the groupoid Hom(A,Gu)(R,m). By Theorem 3.1,
there is a map j : OLT → R and a unique ⋆-isomorphism
(G, i, τ) ∼= (j∗Gu, j/m, id(j/m)∗F)
which includes the data of an isomorphism of formal groups t : G ∼= j∗Gu. Thus the defor-
mation (f, i, τ) is (necessarily uniquely) ⋆-isomorphic to the deformation
(A
f
−→ G
t
−→ j∗Gu, j/m, id(j/m)∗F).
Now the data of j and A→ j∗Gu is equivalent to the data of a map OGAu → R. These two
constructions are clearly inverse to each other. 
Let A be a finite abelian p-group. Level structures on formal groups were introduced
by Drinfeld in [Dri74, Section 4]. A level structure f : A → G is a homomorphism from A
to G over R with a property. There is a divisor on G associated to every homomorphism
from A to G and the idea is that a level structure is a homomorphism over R for which the
associated divisor is a subgroup scheme of G. More explictly, fix a coordinate on G, which
provides an isomorphism OG ∼= R[[x]]. For f : A → G(R), let gf (x) =
∏
a∈A
(x − f(a)). The
divisor associated to f is Spf(R[[x]]/(gf (x))) and f is a level structure if this is a subgroup
scheme of G and the rank of A is less than or equal to n (the height). It is useful to think
about level structures as injective maps, even though they are not necessarily injective in
any sense.
We define
Level(A,Gu) : CompRings→ Groupoids
to be the functor that assigns to a complete local ring (R,m) the groupoid Level(A,Gu)(R,m)
with objects triples (l : A→ G, i, τ), where l is a level structure, and morphisms ⋆-isomorphisms
that commute with the level structures in the same way as in the definition of Hom(A,Gu)(R,m).
Again, there is a faithful forgetful natural transformation Level(A,Gu) → LT. The proof
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of the next corollary is along the same lines as the proof of Corollary 3.2 with some extra
work needed to show that the complete local ring is a domain.
Corollary 3.3. [Dri74, Proposition 4.3] The functor Level(A,Gu) is corepresentable by a
complete local domain OLevel(A,Gu) that is finitely generated and free as a module over OLT.
A particular case of this moduli problem will play an important role. Let L = Z×np and
let T = L∗, the Pontryagin dual of L. The abelian group T is abstractly isomorphic to
(Qp/Zp)
×n. We use the notation L to indicate that we have fixed a (p-adic) lattice for
which the Pontryagin dual T is a (p-adic) torus. Let T[pk] be the pk-torsion in the torus
and let
Lpk = p
k L ⊂ L .
By construction, there is a canonical isomorphism T[pk] ∼= (L/Lpk)
∗. Both T[pk] and
L/Lpk are abstractly isomorphic to (Z/p
k)×n. The functors Level(T[pk],Gu) are particularly
important.
Finally we introduce one last moduli problem over LT. Define
Subpk(Gu) : CompRings→ Groupoids
to be the functor that assigns to a complete local ring (R,m) the groupoid Subpk(Gu)(R,m)
with objects triples (H ⊂ G, i, τ), whereH is a subgroup scheme ofG of order pk. Morphisms
are ⋆-isomorphisms that send the chosen subgroup to the chosen subgroup. Just as with the
other moduli problems, there is a faithful forgetful natural transformation Subpk(Gu)→ LT.
Once again, the proof of the next corollary is along the same lines as the proof of Corollary
3.2 with some extra work needed to show that the complete local ring is finitely generated
and free as an OLT-module.
Corollary 3.4. [Str97, Theorem 42] The moduli problem Subpk(Gu) is corepresented by a
complete local ring OSub
pk
(Gu) that is finitely generated and free as a module over OLT.
4. Symmetries of certain moduli problems over Lubin-Tate space
Besides being corepresentable, the moduli problems described in the last section are
highly symmetric. We begin by describing the action of the stabilizer group on each of the
moduli problems and then we will explain how to take the quotient of a deformation by a
finite subgroup and how a certain limit of these moduli problems picks up extra symmetry.
A reference that includes a concise exposition of much of the material in this section is
[Car90, Section 1].
The group Aut(F/κ) is known as the Morava stabilizer group. This group acts on the
right on all of the moduli problems that we have described in a very simple way. Let
s ∈ Aut(F/κ), then
(4.1) s · (G, i, τ) = (G, i, (i∗s)τ),
where i∗s : i∗F → i∗F is the induced isomorphism. This is well-defined: if δ is a ⋆-
isomorphism from (G, i, τ) to (G′, i, τ ′) then f is still a ⋆-isomorphism between s · (G, i, τ)
and s · (G′, i, τ ′) since
π∗G
τ //
pi∗δ

i∗F
i∗s //
=

i∗F
=

π∗G′
τ ′ // i∗F
i∗s // i∗F
LUBIN-TATE THEORY, CHARACTER THEORY, AND POWER OPERATIONS 9
commutes. The actions of Aut(F/κ) on Hom(A,Gu), Level(A,Gu), and Subpk(Gu) are
defined similarly.
There is a right action of Aut(A) on both Hom(A,Gu) and Level(A,Gu) given by pre-
composition and a left action of Aut(A) on both Hom(A,Gu) and Level(A,Gu) given by
precomposition with the inverse. Since neither of these actions affects G, i, or τ , the cor-
responding actions of Aut(A) on OHom(A,Gu) and OLevel(A,Gu) are by OLT-algebra maps.
We mention the left action by precomposition with the inverse because that is the action
that we will generalize and that will play the most important role in our constructions.
Specializing to A = T[pk], we see that there is a left action of Aut(T[pk]) ∼= GLn(Z/p
k) on
Level(T[pk],Gu) given by precomposition with the inverse.
There is a forgetful functor Level(T[pk],Gu) → Level(T[p
k−1],Gu) induced by the map
sending a level structure T[pk]→ G to the level structure given by the composite T[pk−1] ⊂
T[pk]→ G. Let
Level(T,Gu) = lim
k
Level(T[pk],Gu).
We will refer to the ring of functions OLevel(T,Gu) = colimkOLevel(T[pk],Gu) as the Drinfeld
ring. The groupoid Level(T,Gu)(R,m) can be thought of as follows: It consists of tuples
(l : T → G, i, τ) up to ⋆-isomorphism, where l is a map from T to G over R such that, for
all k ≥ 0, the induced map T[pk]→ G is a level structure. If H ⊂ T is a subgroup of order
pk, then H determines a map Level(T,Gu)→ Subpk(Gu) defined by
(l, i, τ) 7→ (l(H) ⊂ G, i, τ).
There is a left action of Aut(T) on Level(T,Gu) given by precomposition with the inverse.
An isogeny T → T is a homomorphism with finite kernel. It turns out that the action of
Aut(T) on Level(T,Gu) extends to an action of Isog(T), the monoid of endoisogenies of T,
a much larger object! To describe this action, we first need to describe the quotient of a
deformation by a finite subgroup.
Let σ : Spec(κ) → Spec(κ) be the Frobenius endomorphism on κ and let σF : F → F be
the Frobenius endomorphism on the formal group F. Let σ∗F be the pullback of F along σ.
The relative Frobenius is an isogeny of formal groups of degree p
Frob: F→ σ∗F.
It is constructed using the universal property of the pullback:
(4.2) F
$$
σF
##
Frob
●
●
##●
●
σ∗F //

F

Spec(κ)
σ // Spec(κ).
The formal group F lives over κ, so there is a canonical map F→ Spec(κ). This fits together
with the σF to produce the map Frob: F → σ
∗F. Using the kth power of the Frobenius σk
and σkF in the diagram above instead of σ and σF, we construct the kth relative Frobenius
Frobk : F → (σk)∗F. The kernel of the kth relative Frobenius is a subgroup scheme of F of
order pk. A formal group over a field of characteristic p has a unique subgroup scheme of
order pk for each k ≥ 0. Thus ker(Frobk) ⊂ F is the unique subgroup scheme of F of order
pk.
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Let (G, i, τ) be a deformation of F/κ to a complete local ring R and let H ⊂ G be a
subgroup scheme of order pk. The quotient of G by H is the formal group
G/H = Coeq(G×H
act //
proj.
// G)
constructed as the coequalizer of the action map and the projection map as in [Str97, Section
5]. There is a canonical way to extend the quotient formal group G/H to a deformation of
F. Let q : G→ G/H be the quotient map. Consider the following diagram of formal groups
over R/m
π∗G
τ //
pi∗q

i∗F
i∗ Frobk

π∗(G/H)
τ/H //❴❴❴ i∗(σk)∗F
Since both ker(π∗q) ⊂ π∗G and ker(i∗ Frobk ◦τ) ⊂ π∗G have the same order, we must have
ker(π∗q) = ker(i∗ Frobk ◦τ). Thus, by the first isomorphism theorem for formal groups,
there is a unique isomorphism (the dashed arrow) making the diagram commutes. We will
call this isomorphism τ/H . Thus, given the deformation (G, i, τ) over R and H ⊂ G, we
may form the deformation
(G/H, i ◦ σk, τ/H).
Finally, we will produce a left action of the monoid Isog(T) on Level(T,Gu). First
note that Isog(T) really is much larger than Aut(T). Pontryagin duality produces an anti-
isomorphism between Aut(T) and GLn(Zp) and an anti-isomorphism between Isog(T) and
the monoid of n× n matrices with coefficients in Zp and non-zero determinant. Let H ⊂ T
be a finite subgroup of order pk, let φH ∈ Isog(T) be an endoisogeny of T with kernel H ,
and let qH : T→ T /H be the quotient map. Recall that if l : T[p
k]→ G is a level structure
and H ⊂ T[pk], then l(H) ⊂ G is a subgroup scheme of order |H |. We will abuse notation
and refer to l(H) ⊂ G as H .
For a deformation equipped with level structure
(l : T→ G, i, τ),
we set
(4.3) φH · (l, i, τ) = (l/H ◦ ψ
−1
H , i ◦ σ
k, τ/H),
where l/H : T /H → G/H is the induced level structure and ψH is the unique isomorphism
that makes the square
(4.4) T
qH

φH
!!❈
❈❈
❈❈
❈❈
❈❈
T /H
ψH
∼=
// T
commute. We leave it to the reader to define the action of φH on ⋆-isomorphisms and to
check that the resulting formula does in fact give an action.
Proposition 4.1. The formula of Equation (4.3) defines a left action of Isog(T) on Level(T,Gu).
Restricting the above action to the case that H = e, the trivial subgroup, we that qe is
the identity map and that ψe = φe so that
φe · (l, i, τ) = (l ◦ φ
−1
e , i, τ).
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This shows that the action of Isog(T) on Level(T,Gu) extends the action of Aut(T) given
by precomposition with the inverse. Since we have a left action of Isog(T) on Level(T,Gu),
we have a right action of Isog(T) on OLevel(T,Gu).
5. Morava E-theory
In this section we construct MoravaE-theory using the Landweber exact functor theorem,
we calculate the E-cohomology of finite abelian groups, we describe the Goerss-Hopkins-
Miller theorem, and we describe the resulting power operations on E-cohomology.
Morava E-theory is a cohomology theory that is built using the Landweber exact functor
theorem using the universal formal group over the Lubin-Tate ring associated to the height
n formal group F/κ. Theorem 3.1 states that there is a non-canonical isomorphism
OLT ∼= W (κ)[[u1, . . . , un−1]].
It follows from [Str97, Section 6] that a coordinate can be chosen on the universal deforma-
tion formal group Gu such that the associated formal group law has the property that
[p]Gu(x) = uix
pi mod (p, u1, . . . ui−1, x
pi+1).
Since (p, u1, . . . , un−1) is a regular sequence in W (κ)[[u1, . . . , un−1]], this property allows the
Landweber exact functor theorem to be applied producing a homology theory E∗(−) =
E(F, κ)∗(−), called Morava E-theory, by the formula
E∗(X) = OLT ⊗MUP0 MUP∗(X),
where MUP is 2-periodic complex cobordism. Good introductions to the Landweber exact
functor theorem can be found in [Hop] and [Lur, Lecture 16].
Example 5.1. When (F, κ) = (Gˆm,Fp), the formal multiplicative group over the field with
p elements, then Gu = Gˆm over W (κ) = Zp. The resulting cohomology theory is precisely
p-adic K-theory.
There is a cohomology theory associated to this homology theory. On spaces equivalent
to a finite CW-complex, it satisfies
E∗(X) = OLT ⊗MUP0 MUP
∗(X).
From now on, we will always write E0 rather than OLT for the Lubin-Tate ring. We will
primarily be interested in spaces of the form BG for G a finite group and these are almost
always not equivalent to a finite CW complex. To get a grip on the E-cohomology of these
large spaces, we boot strap from the calculation of E∗(BS1) using the Atiyah-Hirzebruch
spectral sequence, the Milnor sequence, and the Mittag-Leffler condition to control lim1 as
described very clearly in [Mil, Chapter 2.2].
Proposition 5.2. [Mil, Theorem 2.3] There is an isomorphism of E∗-algebras
E∗(BS1) ∼= E∗[[x]].
Hopkins, Kuhn, and Ravenel observe in [HKR00, Lemma 5.7] that the Gysin sequence
associated to the circle bundle S1 → BCpk → BS
1 can be used to calculate E∗(BCpk ) from
Proposition 5.2.
Proposition 5.3. The isomorphism of Proposition 5.2 induces an isomorphism of E∗-
algebras
E∗(BCpk) ∼= E
∗[[x]]/([pk]Gu(x)).
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Proof. The Gysin sequence associated to the circle bundle S1 → BCpk → BS
1 is the exact
sequence
E∗[[x]]
×[pk]Gu (x) // E∗[[x]] // E∗(BCpk),
where [pk]Gu(x) is in degree −2. Since E
∗[[x]] is a domain, multiplication by [pk]Gu(x) is
injective and the result follows. 
As we noted in the proof of Corollary 3.2, the Weierstrass preparation theorem implies
that E∗[[x]]/([pk]Gu(x)) is a finitely generated free module over E
∗. Since E∗(BCpk) is a
finitely generated free module, we can use the Kunneth isomorphism to boot strap our
calculation to finite abelian groups.
Proposition 5.4. Let A ∼=
∏m
i=1 Cpki , then there is an isomorphism of E
∗-algebras
E∗(BA) ∼= E∗[[x1, . . . , xm]]/([p
k1 ]Gu(x), . . . , [p
km ]Gu(x)).
In this article, we will restrict our attention to the 0th cohomology ring E0(X). Since E
is even periodic, this commutative ring contains plenty of information. The isomorphism of
Proposition 5.4 induces an isomorphism of E0-algebras
E0(BA) ∼= E0[[x1, . . . , xm]]/([p
k1 ]Gu(x), . . . , [p
km ]Gu(x)).
Given the proof of Corollary 3.2, the careful reader may already recognize a close relationship
between E0(BA) and Hom(A,Gu).
Now that we have calculated the E-cohomology of finite abelian groups we describe some
other properties of Morava E-theory. The most important theorem regarding Morava E-
theory is due to Goerss, Hopkins, and Miller [GH04] and we will endeavor to describe it
now. Given a pair (F, κ), we have produced a homology theory E(F, κ)∗(−). Let FG denote
the category with objects pairs (F, κ) of a perfect field of characteristic p and a finite height
formal group over κ. A morphism from (F, κ) to (F′, κ′) is given by a map j : κ → κ′ and
an isomorphism of formal group laws j∗F→ F′. This category is equivalent to the category
called FGL in [GH04]. Goerss, Hopkins, and Miller produce a fully faithful functor
FG
E(−,−)// E∞-ring spectra
such that the underlying homology theory of the E∞-ring spectrum E(F, κ) is E(F, κ)∗(−).
Moreover, they show that the space of E∞-ring spectra R with E(F, κ)∗R an algebra ob-
ject in graded E(F, κ)∗E(F, κ)-comodules isomorphic to E(F, κ)∗E(F, κ) is equivalent to
BAutFG(F, κ). Thus the group of automorphisms of E(F, κ) as an E∞-ring spectrum is the
extended stabilizer group AutFG(F, κ) ∼= Aut(F/κ) ⋊ Gal(κ,Fp). It follows that Aut(F/κ)
acts on E(F, κ)∗(X) by ring maps for any space X .
In the homotopy category, the E∞-ring structure on Morava E-theory gives rise to power
operations. For any E∞-ring spectrum, these are constructed as follows: Let X be a space
and let Σ∞+X → E be a an element of E
0(X). Applying the extended powers functor
(EΣm)+ ∧Σm (−)
∧m to both sides produces a map of spectra
(EΣm)+ ∧Σm (Σ
∞
+X)
∧m ≃ Σ∞+ (EΣm ×Σm X
×m)→ (EΣm)+ ∧Σm E
∧m.
Now the E∞-ring structure on E gives us a map
(EΣm)+ ∧Σm E
∧m → E.
Composing these two maps produces the mth total power operation
Pm : E
0(X)→ E0(EΣm ×Σm X
×m),
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a multiplicative, non-additive map. We will solely be concerned with the case X = BG,
when G is a finite group. There is an equivalence
EΣm ×Σm BG
×m ≃ BG ≀ Σm,
where G ≀ Σm = G
×m ⋊ Σm is the wreath product. In this case, the total power operation
takes the form
(5.1) Pm : E
0(BG)→ E0(BG ≀ Σm).
We will make use of variants of the total power operation which we will introduce after a
brief interlude regarding transfers.
As E∗(−) is a cohomology theory, it has a theory of transfer maps for finite covers.
For H ⊂ G, the map BH → BG is a finite cover and thus there is a transfer map in
E-cohomology of the form
TrE : E
0(BH)→ E0(BG).
This is a map of E0(BG)-modules for the E0(BG)-module structure on the domain from the
restriction map. We will see that these transfers play an important role in understanding
the additive properties of power operations and that they interact nicely with the character
maps of Hopkins, Kuhn, and Ravenel. In particular, these transfers can be used to define
several important ideals. Assume i, j > 0 and that i+ j = m, then there is a transfer map
TrE : E
0(BG ≀ (Σi × Σj))→ E
0(BG ≀ Σm)
induced by the inclusion G ≀ (Σi ×Σj) ⊂ G ≀Σm. Summing over these maps as i and j vary
gives a map of E0(BG ≀ Σm)-modules
⊕
i,j
TrE :
⊕
i,j
E0(BG ≀ (Σi × Σj))→ E
0(BG ≀ Σm).
Define the ideal Jtr ⊂ E
0(BG ≀ Σm) by
Jtr = im(
⊕
i,j
TrE).
When G is trivial, we will refer to this ideal as Itr ⊂ E
0(BΣm).
Since Σm acts trivially on the image of the diagonal ∆: G → G
m, we have a map of
spaces BG×BΣm → BG ≀ Σm. Restriction along this map gives us the power operation
Pm : E
0(BG)
Pm−→ E0(BG ≀ Σm)→ E
0(BG×BΣm).
Since E0(BΣm) is a free E
0-module by [Str98, Theorem 3.2], we have a Kunneth isomor-
phism
E0(BG×BΣm) ∼= E
0(BG)⊗E0 E
0(BΣm).
We will also denote the resulting map by
Pm : E
0(BG)→ E0(BG)⊗E0 E
0(BΣm)
and refer to it as the power operation as well. Both the total power operation Pm and the
power operation Pm are multiplicative non-additive maps. Let ι : ∗ → BΣm be the inclusion
of base point. The maps Pm and Pm are called power operations because the composite
E0(BG)
Pm−→ E0(BG)⊗E0 E
0(BΣm)
id⊗ι∗
−→ E0(BG)
is the mth power map (−)m : E0(BG)→ E0(BG).
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The failure of the total power operation to be additive is controlled by the ideal Jtr. In
other words, Jtr ⊂ E
0(BG ≀ Σm) is the smallest ideal such that the quotient
(5.2) Pm/Jtr : E
0(BG)→ E0(BG ≀ Σm)/Jtr
is a map of commutative rings. The same relationship holds for the ideal Itr and the power
operation Pm, the quotient map
Pm/Itr : E
0(BG)→ E0(BG) ⊗E0 E
0(BΣm)/Itr
is a map of commutative rings.
The total power operation and its variants satisfy several identities that hold for any E∞-
ring spectrum. These are described in great detail in Chapters I and VIII of [BMMS86]. For
the purposes of this paper, we will need the following identity, which follows from [BMMS86,
VIII Proposition 1.1.(i)], that will come in handy for the induction arguments in Section 9:
Let i, j > 0 such that i+ j = m and let ∆i,j : Σi ×Σj → Σm be the canonical map and also
recall that ∆: G→ G×G is the diagonal. The following diagram commutes
(5.3) E0(BG)
Pm //
Pi×Pj

E0(BG ×BΣm)
∆∗i,j

E0(BG×BΣi ×BG×BΣj)
∆∗ // E0(BG×BΣi ×BΣj),
where Pi × Pj is the external product.
6. Character theory
Since Morava E-theory is a well-behaved generalization of p-adic K-theory, one might
wonder if some of the more geometric properties of K-theory can be extended to E-theory.
The character map in classical representation theory is an injective map of commutative
rings from the representation ring of G to the ring of class functions on G taking values in
C
χ : R(G)→ Cl(G,C).
It is the map taking a representation ρ : G → GLn(C) to the class function sending g to
Tr(ρ(g)), the trace of ρ(g). It has the important property that
C⊗ χ : C⊗Z R(G)→ Cl(G,C)
is an isomorphism.
In [HKR00], Hopkins, Kuhn, and Ravenel tackled the question of generalizing the charac-
ter map to MoravaE-theory. They did not have geometric cocycles (such asG-representations)
available to them, but they did have a generalization of the representation ring of G:
E0(BG). Following the construction of the classical character map, they produce an E0-
algebra C0 that plays the role of C above, a ring of “generalized” class functions Cln(G,C0),
and a character map
χ : E0(BG)→ Cln(G,C0)
with the property that the induced map
C0 ⊗E0 E
0(BG)→ Cln(G,C0)
is an isomorphism. In this section we will give a short exposition of their work on character
theory and explain the relationship between their character map and the action of the
stablizer group on E0(BG). A longer exposition on character theory can be found in [Pet18,
Appendix A.1], written by the author, and of course, the best source is the original [HKR00].
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We begin by describing Proposition 5.12 in [HKR00], which draws a connection between
the group cohomology calculations of Section 5 and the moduli problem Hom(A,Gu) of
Section 3. Recall that A∗ = hom(A,S1) is the Pontryagin dual of A.
Proposition 6.1. Let A be a finite abelian group. There is a canonical isomorphism of
E0-algebras
E0(BA) ∼= OHom(A∗,Gu)
compatible with the action of the stabilizer group.
Proof. Recall from the proof of Corollary 3.2 that OHom(A∗,Gu) = OGA∗u . Thus, given a
complete local E0-algebra R, we need to produce a canonical isomorphism
homE0-alg(E
0(BA), R) ∼= hom(A∗,Gu(R)).
Let f : A → S1 be an element of A∗ and let E0(BA) → R be a map of E0-algebras.
Applying E-cohomology to f gives a map E0(BS1) → E0(BA), composing this with the
map E0(BA) → R gives us a map E0(BS1)→ R which is equivalent to a point in Gu(R).
The trick to building a map backwards is to notice that a generating set in A∗ determines
an injection from A into a finite dimensional torus.
Now we will sketch why the isomorphism respects the action of Aut(F/κ). The point is
that we can reduce to the case A = S1 and the stabilizer group acts on Gu (purposefully
not over E0 = OLT) viewed as a functor from complete local rings to groupoids. This
action can be seen in the construction of E∗(−) as a cohomology theory by noting that the
Landweber exact functor theorem can be upgraded in this situation to a functor from FGL
to cohomology theories.
We view Gu as a functor from complete local rings to groupoids in the usual way by
sending a complete local ring (R,m) to the groupoid of deformations equipped with a marked
point (Z → G, i, τ) and ⋆-isomorphisms compatible with the map from Z. The stabilizer
group acts in the usual way. There is another way to describe this action, though. Associated
to s ∈ Aut(F, κ) is the deformation
(Gu, idκ, s).
This determines an isomorphism of commutative rings fs : E
0 → E0 such that π∗(fs) = idκ
and by Theorem 3.1 there is a unique isomorphism
gs : Gu
∼=
−→ f∗sGu
such that π∗(gs) = s. Now we define the action of s ∈ Aut(F, κ) on Gu to be the composite
along the top
Gu
gs // f∗sGu //

Gu

LT
Spf(fs) // LT,
where the square is the pullback square defining f∗sGu. We connect to topology as follows:
it suffices to prove the result for A = S1 in which case we must show that the Aut(F, κ)-
action on E0(BS1) and the Aut(F, κ) action on Gu described above agree. This follows from
Rezk’s functorial construction of the Morava E-theories (as cohomology theories) using the
Landweber exact functor theorem in Section 6.7 of [Rez98].

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The ring C0 is defined to be the rationalization of the Drinfeld ring OLevel(T,Gu). It has
the property that for all k ≥ 0, there is a canonical isomorphism of group schemes
C0 ⊗E0 Gu[p
k] ∼= T[pk] .
In fact, this can be taken as the defining property of C0, but we will not need this fact in
this document. Since C0 is the rationalization of the Drinfeld ring, it comes equipped with
a right action of Isog(T) by ring maps and an action of Aut(T) by Q⊗E0-algebra maps. In
fact, C0 is an Aut(T)-Galois extension of Q⊗ E
0 so there is an isomorphism
C
Aut(T)
0
∼= Q⊗ E0.
Let hom(L, G) be the set of continuous homomorphisms from L to G. This set is in bijec-
tive correspondence with the set of n-tuples of pairwise commuting p-power order elements
of G. There is an action of G on this set by conjugation. We define
Cln(G,C0) =
∏
hom(L,G)/∼
C0,
where hom(L, G)/∼ is the set of conjugacy classes of maps from L to G. Thus Cln(G,C0)
is the ring of conjugation invariant functions on hom(L, G) taking values in C0.
The character map is defined as follows: Given a conjugacy class α : L→ G, there exists
a k ∈ N such that α factors through L/Lpk . Applying the classifying space functor to this
map gives a map of spaces
B L/Lpk → BG.
Applying E-cohomology to this map gives a map of E0-algebras
α∗ : E0(BG)→ E0(B L/Lpk).
By Proposition 6.1, the codomain is canonically isomorphic to OHom(T[pk],Gu), which is the
ring corepresenting Hom(T[pk],Gu). There are canonical forgetful maps of moduli prob-
lems Level(T,Gu) → Level(T[p
k],Gu) → Hom(T[p
k],Gu) over LT that induce maps of
E0-algebras
OHom(T[pk],Gu) → OLevel(T[pk],Gu) → OLevel(T,Gu) → C0.
Composing these gives an E0-algebra map
χ[α] : E
0(BG)
α∗
−→ E0(B L/Lpk) ∼= OHom(T[pk],Gu) → OLevel(T[pk],Gu) → OLevel(T,Gu) → C0.
(6.1)
Putting these together for all of the conjugacy classes in hom(L, G) gives the character map
χ : E0(BG)→ Cln(G,C0).
Example 6.2. Let A be a finite abelian group and let α : L→ A be a map. In this case, χ[α]
admits an interpretation completely in terms of the moduli problems in Section 3. Equation
(6.1) implies that we may view χ[α] as landing in OLevel(T,Gu). Proposition 6.1 implies that
the domain is canonically isomorphic to OHom(A∗,Gu). Putting these observations together,
χ[α] gives us a map
OHom(A∗,Gu) → OLevel(T,Gu)
or on the level of moduli problems, a map
Level(T,Gu)→ Hom(A
∗,Gu).
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Unwrapping the definition of χ[α], when this map is applied to a complete local ring (R,m),
it sends a deformation with level structure
(l : T→ G, i, τ)
to the deformation equipped with homomorphism
(A∗
α∗
−→ T
l
−→ G, i, τ).
There is a left action of Aut(T) on hom(L, G)/∼ given by precomposition with the Pon-
tryagin dual. Combining this with the right action of Aut(T) on C0, there is a right action
on C0-valued function on hom(L, G)/∼ (ie. Cln(G,C0)). Explicitly this action is defined as
follows: Let φ ∈ Aut(T), let f ∈ Cln(G,C0), and let [α] ∈ hom(L, G)/∼ then
(fφ)([α]) = (f([αφ∗]))φ.
To see that this is an action note that, for φ, τ ∈ Aut(T),
((fφ)τ)([α]) = (fφ)([ατ∗])τ = f([ατ∗φ∗])φτ = f([α(φτ)∗ ])φτ.
It turns out that the base change of the character map χ to C0
C0 ⊗ χ : C0 ⊗E0 E
0(BG)→ Cln(G,C0)
is equivariant with respect to the right Aut(T)-action on the source given by the action of
Aut(T) on the left tensor factor and the right Aut(T)-action on the target given above.
Theorem 6.3. [HKR00, Theorem C] The character map induces an isomorphism
C0 ⊗E0 E
0(BG)
∼=
−→ Cln(G,C0)
and taking Aut(T)-fixed points gives an isomorphism
Q⊗ E0(BG)
∼=
−→ Cln(G,C0)
Aut(T).
The primary goal of this document is to give an exposition of the relationship between
the power operations of Section 5 and the character map above. However, we are already
in the position to explain the relationship between the stabilizer group action on E0(BG)
and the character map, so we will do that now.
Since the stabilizer group Aut(F/κ) acts on E by E∞-ring maps, it acts on the function
spectrum EX by E∞-ring maps for any space X and given a map of spaces X → Y , the
induced map of E∞-ring spectra
EY → EX
is Aut(F/κ)-equivariant. Recall from Section 3 that Aut(F/κ) also acts on OHom(T[pk],Gu),
OLevel(T[pk],Gu) and OLevel(T,Gu) by commutative ring maps and thus there is also an action
of Aut(F/κ) on C0. Proposition 6.1 implies that the canonical isomorphism
E0(B L/Lpk) ∼= OHom(T[pk],Gu)
is Aut(F/κ)-equivariant. Putting all of this together, we see that the composite of Equation
6.1
E0(BG)→ E0(B L/Lpk) ∼= OHom(T[pk],Gu) → OLevel(T[pk],Gu) → OLevel(T,Gu) → C0
is Aut(F/κ)-equivariant. Since the character map is a product of maps of this form, we may
conclude the following proposition.
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Proposition 6.4. The Hopkins-Kuhn-Ravenel character map
χ : E0(BG)→ Cln(G,C0)
is Aut(F/κ)-equivariant for the canonical action of Aut(F/κ) on E0(BG) and the diagonal
action of Aut(F/κ) on Cln(G,C0).
7. Transfers and conjugacy classes of tuples in symmetric groups
In keeping with the theme of this article, in this section we will describe the relationship
between transfer maps for Morava E-theory and the character map. In Theorem D of
[HKR00], Hopkins, Kuhn, and Ravenel show that a surprisingly simple function between
generalized class functions, inspired by the formula for induction in representation theory,
is compatible with the transfer map for Morava E-theory.
To describe Theorem D of [HKR00], we need a bit of group-theoretic set-up. Let H ⊂ G
be a subgroup and let [α] ∈ hom(L, G)/∼. The set of cosets G/H has a left action of G
and we can take the fixed points for the action of the image of α on G/H to get the set
(G/H)imα. A key property of these cosets is that if gH ∈ (G/H)imα, then im(g−1αg) ⊂ H .
Mimicking the formula for the transfer in representation theory, Hopkins, Kuhn, and
Ravenel define a transfer map on generalized class functions,
TrC0 : Cln(H,C0)→ Cln(G,C0),
for H ⊂ G by the formula
(7.1) TrC0(f)([α]) =
∑
gH∈(G/H)im α
f([g−1αg])
for a conjugacy class [α] ∈ hom(L, G)/∼ and a generalized class function f ∈ Cln(H,C0).
Note that the formula is independent of the implicit choice of system of representatives of
G/H .
Theorem 7.1. [HKR00, Theorem D] For any finite group G and subgroup H ⊂ G, there is
a commutative diagram
E0(BH)
TrE //
χ

E0(BG)
χ

Cln(H,C0)
TrC0 // Cln(G,C0).
We need one lemma, which we leave to the reader, that will help us compute with the
transfer map TrC0 .
Lemma 7.2. Let H ⊂ G be a subgroup and let α : L→ G. If g ∈ G has the property that
im g−1αg ⊂ H, then gH ∈ (G/H)imα.
Applying Equation (7.1), we may conclude from Lemma 7.2 that if α : L → G has the
property that im g−1αg ⊂ H and if 1[g−1αg] ∈ Cln(H,C0) is the class function with value 1
on [g−1αg] and 0 elsewhere, then
TrC0(1[g−1αg])([α]) > 0.
Also, if [β] 6= [α] ∈ hom(L, G)/∼, then
TrC0(1[g−1αg])([β]) = 0.
Otherwise, β would be conjugate to g−1αg, which is conjugate to α.
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Since the additive power operations are ring maps, they are easier to understand than the
power operations. To study the additive power operations, we will understand the analogue
of the ideal Itr ⊂ E
0(BΣpk) in the ring of generalized class functions Cln(Σpk , C0).
Definition 7.3. Let
Summ(T) = {⊕iHi|Hi ⊂ T,
∑
i
|Hi| = m}
be the set of formal sums of subgroups Hi ⊂ T such that the sum of the orders is m.
Proposition 7.4. There is a canonical bijection of sets
hom(L,Σm)/∼ ∼= Summ(T).
Proof. Since Σm = Aut(m), where m is a fixed m-element set, a map α : L→ Σm gives m
the structure of an L-set. Maps α : L → Σm and β : L → Σm are conjugate if and only if
the corresponding L-sets are isomorphic. Thus hom(L,Σm)/∼ is in bijective correspondence
with the set of isomorphism classes of L-sets of size m.
Given α, decomposem =
∐
imi, wheremi is a transitive L-set and let Li be the stabilizer
of any point in mi. Since L is abelian, the stabilizer does not depend on the choice of point.
We define Hi = (L /Li)
∗ ⊂ L∗ = T. This construction only depends on the conjugacy class
of α, so send [α] to ⊕iHi. We leave it to the reader to check that this map is a bijection. 
Let hom(L,Σm)
trans be the set of transitive homomorphisms L→ Σm. Note that L→ Σm
is transitive if and only if the image is a transitive abelian subgroup of Σm. Since L = Z
n
p ,
this can only occur when m is a power of p.
Corollary 7.5. There is a canonical bijection
hom(L,Σpk)
trans
/∼
∼= Subpk(T),
where Subpk(T) is the set of subgroups H ⊂ T of order p
k.
Proof. Follows immediately from the construction of the bijection of Proposition 7.4. 
The next lemma will be useful when we try to understand the relation between additive
power operations and character theory. Recall the inclusion ∆i,j : Σi × Σj →֒ Σm, where
i+ j = m and i, j > 0. Proposition 7.4 gives an isomorphism
hom(L,Σi × Σj)/∼ ∼= Sumi(T)× Sumj(T).
We leave the proof of the next lemma to the reader.
Lemma 7.6. Assume i, j > 0 and i+ j = m, then the map
Sumi(T, G)× Sumj(T, G)→ Summ(T, G)
induced by ∆i,j sends a pair of sums of subgroups
(
⊕
l
Hl,
⊕
l
Kl)
to the sum ⊕
l
Hl ⊕
⊕
l
Kl.
Corollary 7.7. Let
∑
j ajp
j be the p-adic expansion of m, then the inclusion
∏
j Σ
×aj
pj ⊆ Σm
induces a surjection ∏
j
Sumpj (T)
×aj ։ Summ(T).
20 NATHANIEL STAPLETON
Proof. Follows from Lemma 7.6. 
Finally, we will use this lemma to give a description Cln(Σm, C0)/Itr, where Itr ⊂
Cln(Σm, C0) is the image of the sum of the transfer maps⊕
i,j
TrC0 : Cln(Σi × Σj , C0)→ Cln(Σm, C0)
along the inclusions ∆i,j for all i, j > 1 with i+ j = m.
Proposition 7.8. There is a canonical isomorphism
Cln(Σm, C0)/Itr ∼=
∏
Subm(T)
C0.
Proof. Proposition 7.4 implies that we have a canonical isomorphism
Cln(Σm, C0) ∼=
∏
Summ(T)
C0.
We will show that Itr ⊂ Cln(Σm, C0) consists of the functions supported on the set of sums
of subgroups with more than one summand.
First we will show that functions with support not contained in the set of sums with more
than one summand cannot be hit by the transfer map. The definition of the transfer TrC0
is as a sum over elements that conjugate a conjugacy class in [L→ G] into the subgroup H .
In our case G = Σm and H = Σi ×Σj . If L→ Σm is transitive then every conjugate of the
map is also transitive and so no conjugate can land inside Σi × Σj .
Now let α : L→ Σm be a non-transitive map. Thus [α] corresponds to a sum of subgroups
with more than one summand. Therefore there exists i, j > 0 with i + j = m such that α
is conjugate to a map [β] that lands in Σi × Σj . The discussion after Lemma 7.2 implies
that TrC0(1[β]) is concentrated on [α] and there it is a non-zero natural number (which is
invertible in C0). Thus Itr contains the factor of Cln(Σm, C0) corresponding to [α]. 
By Theorem 7.1, there is a commutative diagram
⊕
i,j
E0(BΣi ×BΣj))
⊕TrE //

E0(BΣm)
⊕
i,j
Cln(Σi × Σj , C0)
⊕TrC0 // Cln(Σm, C0),
where the sum is over all i, j > 0 such that i + j = m, Thus, we have an induced map of
E0-algebras
χ : E0(BΣm)/Itr → Cln(Σm, C0)/Itr ∼=
∏
Sub
pk
(T)
C0
that we will continue to call χ. Theorem 6.3 above implies that this map gives rise to an
isomorphism
C0 ⊗E0 E
0(BΣm)/Itr
∼=
−→ Cln(Σm, C0)/Itr.
Assume that H ∈ Subpk(T) corresponds to the transitive conjugacy class [β : L→ Σpk ]. We
define χH to be the composite
(7.2) χH : E
0(BΣm)/Itr → Cln(Σm, C0)/Itr
piH−→ C0.
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Since the quotient map Cln(Σm, C0) → Cln(Σm, C0)/Itr is just a projection, the maps χH
and χ[β] are related by the following commutative diagram:
E0(BΣpk) //
χ[β]
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
E0(BΣm)/Itr
χH

C0.
8. A theorem of Ando-Hopkins-Strickland
An important ingredient in understanding the relationship between power operations and
character theory is a result of Ando, Hopkins, and Strickland that gives an algebro-geometric
interpretation of a special case of the power operation in terms of Lubin-Tate theory. Their
result indicates that there is a connection between power operations and the Isog(T)-action
on C0.
One starting point for making the connection between algebraic geometry and power
operations is Strickland’s theorem [Str98] which gives an algebro-geometric interpretation
of E0(BΣpk)/Itr.
Theorem 8.1. [Str98, Theorem 9.2] There is a canonical isomorphism of E0-algebras
E0(BΣpk)/Itr ∼= OSubpk (Gu).
idea of the proof. It is worth understanding the origin of this isomorphism. Let
Divpk(Gu) : CompRingsE0/ → Set
be the functor that assigns to j : E0 → R the set of effective divisors on j∗Gu. These divisors
are just subschemes of j∗Gu of the form
Spf(R[[x]]/(a0 + a1x+ . . .+ apk−1x
pk−1 + xp
k
)),
where ai is an element of the maximal ideal of R. Since a subgroup scheme has an underlying
divisor, Subpk(Gu) is a closed subscheme of Divpk(Gu). Proposition 8.31 in [Str99] gives a
canonical isomorphism of formal schemes
Spf E0(BU(pk)) ∼= Divpk(Gu),
where U(pk) is the unitary group.
It is not hard to check that the standard representation spk : Σpk → U(p
k) fits into a
commutative diagram
ODiv
pk
(Gu)
∼= //

E0(BU(pk))
s∗
pk

OSub
pk
(Gu)
 _

E0(BΣpk)/Itr _
∏
Sub
pk
(T)
C0
∼= // Cln(Σpk , C0)/Itr.
The map
OSub
pk
(Gu) →
∏
Sub
pk
(T)
C0
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is just the map to the base change
OSub
pk
(Gu) → C0 ⊗E0 OSubpk (Gu)
∼= OSub
pk
(T)
∼=
∏
Sub
pk
(T)
C0.
and it is an injection since OSub
pk
(Gu) is a finitely generated free E
0-module (Corollary 3.4).
The map E0(BΣpk)/Itr → Cln(Σpk , C0)/Itr is also induced by base change and it is an
injection because Theorem 8.6 of [Str98] states that E0(BΣpk)/Itr is a free E
0-module.
A diagram chase in the commutative diagram above gives us an injective map
OSub
pk
(Gu) →֒ E
0(BΣpk)/Itr.
Proving that this map is an isomorphism requires some work. We refer the reader to [Str97]
or [SS15] to see two different ways that this can be accomplished. 
The isomorphism in Theorem 8.1 is built in such a way that the following diagram
commutes
(8.1) E0(BΣpk)/Itr
∼= //

OSub
pk
(Gu)

Cln(Σpk , C0)/Itr
∼= //
piH

∏
Sub
pk
(T)
C0
piH

C0
= // C0.
The composite of the left vertical arrows is χH from Equation 7.2. The composite of the right
vertical arrows factors through OLevel(T,Gu) and the resulting map OSubpk (Gu) → OLevel(T,Gu)
depending on H ⊂ T is the map of moduli problems sends
(l, i, τ) 7→ (l(H) ⊂ G, i, τ).
Recall that the additive power operation applied to BA for A a finite abelian group is
the ring map
Ppk/Itr : E
0(BA)→ E0(BA)⊗E0 E
0(BΣpk)/Itr.
The domain and codomain both admit interpretations in terms of moduli problems over
Lubin-Tate space. Applying Spf(−) gives a map
Subpk(Gu)×LT Hom(A
∗,Gu)→ Hom(A
∗,Gu).
There is an obvious guess for what this map might do when applied to a complete local ring
R. An object in the groupoid
Subpk(Gu)(R)×LT(R) Hom(A
∗,Gu)(R)
is a deformation of F to R, (G, i, τ), equipped with a subgroup scheme of order pk, H ⊂ G
and a homomorphism A∗ → G. We need to produce a deformation of F equipped with a
map from A∗. This can be accomplished by taking the composite
A∗ → G→ G/H
and recalling that G/H is a deformation in a canonical way. This is the content of Propo-
sition 3.21 of [AHS04]:
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Theorem 8.2. [AHS04, Proposition 3.21] The power operation Ppk/Itr is the ring of func-
tions on the map of moduli problems
Subpk(Gu)×LT Hom(A
∗,Gu)→ Hom(A
∗,Gu)
that, when applied to a complete local ring (R,m), sends a deformation equipped with sub-
group of order pk and homomorphism A∗ → G
(H ⊂ G, A∗ → G, i, τ)
to the tuple
(A∗ → G→ G/H, i ◦ σk, τ/H).
This theorem can be used to understand the relationship between Ppk/Itr applied to finite
abelian groups and the character maps. Recall the construction of χ[α] : E
0(BG) → C0 in
Equation (6.1).
Proposition 8.3. Let H ⊂ T be a subgroup of order pk, let α : L→ A be a group homomor-
phism, and let φH : T → T be an isogeny such that ker(φH) = H. There is a commutative
diagram
E0(BA)
P
pk
/Itr
//
χ[αφ∗
H
]

E0(BA)⊗E0 E
0(BΣpk)/Itr
χ[α]⊗χH

C0
φH // C0.
Proof. Since the image of the character map lands in OLevel(T,Gu), it suffices to prove that
E0(BA)
P
pk
/Itr
//
χ[αφ∗
H
]

E0(BA)⊗E0 E
0(BΣpk)/Itr
χ[α]⊗χH

OLevel(T,Gu)
φH // OLevel(T,Gu).
commutes. Recall the definition of ψH from Diagram (4.4). Now applying Example 6.2
to the maps χ[α] and χ[αφ∗H ], applying the discussion around Diagram (8.1) to χH , and
applying Theorem 8.2 to the top arrow, we just need to check that a certain diagram of
moduli problems commutes. Going around the bottom direction gives
(l, i, τ) 7→ ((l/H)ψ−1H , iσ
k, τ/H) 7→ ((l/H)ψ−1H (αφ
∗
H)
∗, iσk, τ/H)
and going around the top direction gives
(l, i, τ) 7→ (lα∗, i, τ)× (H ⊂ G, i, τ) 7→ (A∗
lα∗
−→ G→ G/H, iσk, τ/H).
We want to show that the two resulting deformations are equal. Taking the quotient with
respect to H ⊂ T and its image in G the level structure l gives the commutative diagram
T
l //
qH

G

T /H
l/H // G/H.
Thus the composite A∗
lα∗
−→ G→ G/H is equal to (l/H)qHα
∗. Now
(l/H)ψ−1H (αφ
∗
H)
∗ = (l/H)ψ−1H φ
∗
Hα
∗ = (l/H)qHα
∗
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by Diagram (4.4), so we are finished. 
9. The character of the power operation
With all of these tools in hand, we can finally get down to business. We’d like to construct
a “power operation” on generalized class functions that is compatible with the total power
operation on E through the character map of Hopkins, Kuhn, and Ravenel. We can say this
diagramatically: we’d like to construct an operation
Cln(G,C0)→ Cln(G× Σm, C0)
making the diagram
E0(BG)
Pm //
χ

E0(BG×BΣm)
χ

Cln(G,C0) // Cln(G × Σm, C0)
commute. Why would we like to do this? Since the ring of generalized class functions is
just the C0-valued functions on a set, such a formula should have a particularly simple
form. Ideally it would only include information from group theory and information about
endomorphisms of the ring C0 and this turns out to be the case. Further, Theorem 6.3
above implies that class functions knows quite a bit about E0(BG). For instance, the
rationalization of E0(BG) sits inside class functions as the Aut(T)-invariants. We will
begin by describing the formula for the power operation on class functions as well as some
of its consequences and then we will give a description of the proof of the fact that it is
compatible with the power operations for E-theory.
We will produce more than one power operation on generalized class functions. Let
Sub(T) be the set of finite subgroups of T. Let π : Isog(T) → Sub(T) be the surjective
map sending an endoisogeny of T to its kernel. The map π makes Isog(T) into an Aut(T)-
torsor over Sub(T) and we will write Γ(Sub(T), Isog(T)) for the set of sections. For each
φ ∈ Γ(Sub(T), Isog(T)),
Isog(T)
pi

Sub(T),
φ
UU
we will produce an operation
Pφm : Cln(G,C0)→ Cln(G× Σm, C0)
compatible with the power operation on E through the character map.
Given a subgroup H ⊂ T, let φH : T → T be the corresponding isogeny of T, so φH ∈
Isog(T) with ker(φH) = H . Let f ∈ Cln(G,C0) be a generalized class function. To define
Pφm we only need to give a value for P
φ
m(f) on a conjugacy class [L→ G×Σm]. Proposition
7.4 implies that this conjugacy class corresponds to a pair ([α : L→ G],⊕Hi). We set
Pφm(f)([α],
⊕
i
Hi) =
∏
i
(
f([α ◦ φ∗Hi ])φHi
)
.
This formula may look like it has come out of the blue. Let us verify that it makes sense in
the case that we understand best:
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Proposition 9.1. Let A be a finite abelian group and let φ ∈ Γ(Sub(T), Isog(T)), then there
is a commutative diagram
E0(BA)
P
pk
/Itr
//
χ

E0(BA) ⊗E0 E
0(BΣpk)/Itr
χ⊗χ

Cln(A,C0)
Pφ
pk
/Itr
// Cln(A,C0)⊗C0 Cln(Σpk , C0)/Itr.
Proof. Let ([α : L → A], H) correspond to a conjugacy class [L → A × Σpk ] which is
transitive on the factor Σpk . Let f ∈ Cln(A,C0), then the definition of P
φ
pk
/Itr applied
to f is
Pφ
pk
/Itr(f)([α], H) = f([αφ
∗
H ])φH .
Thus the value of Pφ
pk
/Itr(f) on the conjugacy class ([α], H) is determined by the value of
f on [αφ∗H ]. Hence, it suffices to prove that the diagram
E0(BA)
P
pk
/Itr
//
χ[αφ∗
H
]

E0(BA)⊗E0 E
0(BΣpk)/Itr
χ[α]⊗χH

C0
φH // C0
commutes. This is Proposition 8.3. 
Now that we have checked our sanity, we will prove that these operations satisfy basic
properties that we’ve come to expect from operations called power operations. We give a
complete proof of the next lemma in order to help the reader get used to manipulating Pφm.
Lemma 9.2. For all φ ∈ Γ(Sub(T), Isog(T)), the power operation Pφm is natural in the
group variable.
Proof. Let γ : G→ K be a group homomorphism so that
γ∗ : Cln(K,C0)→ Cln(G,C0)
is defined by (γ∗f)([α]) = f([γα]) for [α : L→ G]. We wish to show that
Pφm(γ
∗f) = (γ × idΣm)
∗Pφm(f).
This follows because
Pφm(γ
∗f)([α],⊕iHi) =
∏
i
(γ∗f)([αφ∗Hi ])φHi
=
∏
i
f([γαφ∗Hi ])φHi
= Pφm(f)([γα],⊕iHi)
= (γ × idΣm)
∗Pφm(f).

Given two power operations on class function Pφi and P
φ
j , their external product is the
map
Pφi × P
φ
j : Cln(G,C0)→ Cln(G× Σi ×G× Σj , C0)
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given by the formula
(Pφi × P
φ
j )(f)(([α1],
⊕
i
Hi), ([α2],
⊕
i
Ki)) = P
φ
i (f)([α1],
⊕
i
Hi)P
φ
j (f)([α2],
⊕
i
Ki).
Let ∆: G→ G×G be the diagonal map. Restricting Pφi × P
φ
j along the diagonal gives us
a map
∆∗(Pφi × P
φ
j ) : Cln(G,C0)→ Cln(G×G× Σi × Σj , C0)
that we will denote by ∆∗(Pφi × P
φ
j ). The following lemma is an analogue of the identity
involving power operations in Diagram (5.3). We leave the proof to the reader.
Lemma 9.3. Let φ ∈ Γ(Sub(T), Isog(T)) and let i, j > 0 with i + j = m, then restriction
along the inclusion ∆i,j : Σi × Σj ⊂ Σm induces the commutative diagram
Cln(G,C0)
Pφm //
∆∗(Pφi ×P
φ
j )
))❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
Cln(G × Σm, C0)
∆∗i,j

Cln(G× Σi × Σj , C0).
Finally we can state the result that we have been working towards:
Theorem 9.4. Let φ ∈ Γ(Sub(T), Isog(T)) and let G be a finite group. There is a commu-
tative diagram
E0(BG)
Pm //
χ

E0(BG×BΣm)
χ

Cln(G,C0)
Pφm // Cln(G× Σm, C0).
It may seem unsatisfying that any choice of section gives us a power operation on general-
ized class functions that is compatible with the power operation on Morava E-theory. This
is essentially a consequence of the fact that C0 is an Aut(T)-Galois extension of Q ⊗ E
0.
It turns out that the choice disappears after taking the Aut(T)-invariants of the ring of
generalized class functions!
Example 9.5. As we have seen, when (F, κ) = (Gˆm,Fp), E = Kp. In this case n = 1 and
T = Qp/Zp. Hence there is a canonical element in Γ(Sub(T), Isog(T)), the section sending
T[pk] to the multiplication by pk map on T. It turns out that, in this case, the action of
these isogenies on C0 is trivial. Thus the formula for P
φ
m simplifies for this choice of section.
The proof of Theorem 9.4 has three steps. We will first reduce to the case that m = pk,
then we will reduce to the case that G is abelian and finally we will perform an induction on
k. Each step will require a certain map between class functions to be injective. We present
these three injections now as three lemmas.
Lemma 9.6. Let
∑
j ajp
j be the p-adic expansion of m. The inclusion
∏
j Σ
×aj
pj ⊆ Σm
induces an injection
Cln(Σm, C0) →֒
⊗
j
Cln(Σpj , C0)
⊗aj .
Proof. This follows immediately from Corollary 7.7. 
We leave the proof of the next lemma to the reader.
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Lemma 9.7. Let G be a finite group. The product of the restriction maps to abelian sub-
groups of G is an injection
Cln(G,C0) →֒
∏
A⊂G
Cln(A,C0),
where the product ranges over all abelian subgroups of G.
Lemma 9.8. For all k > 0, there is an injection
Cln(Σpk , C0) →֒ Cln(Σ
×p
pk−1
, C0)× Cln(Σpk , C0)/Itr,
where the map to the left factor is the restriction along Σ×p
pk−1
⊂ Σpk and the map to the
right factor is the quotient map.
Proof. Applying Proposition 7.4 and Corollary 7.5 as well as Lemma 7.6, we see that this
map is the C0-valued functions on the map of sets
Subpk(T)
∐
Sumpk−1(T)
×p → Sumpk(T)
sending a subgroup in the first component to itself and the p-tuple of sums of subgroups in
the second component to their sum. This is a surjective map of sets. 
The rest of this section constitutes a proof of Theorem 9.4. We begin with the reduction
to m = pk. Consider the commutative diagram
E0(BG)
Pm //

E0(BG×BΣm) //

E0(BG×
∏
j BΣ
aj
pj )

Cln(G,C0)
Pφm // Cln(G× Σm, C0)
  // Cln(G×
∏
j Σ
aj
pj , C0).
The composite along the top is the external product of power operations ∆∗(
∏
j P
×aj
pj ). The
bottom composite is the external product ∆∗(
∏
j(P
φ
pj )
×aj ). Since the bottom right arrow
is an injection by Lemma 9.6, to prove that the left hand square commutes, it suffices to
prove the large square commutes. The large square is built only using power operations of
the form Ppk and P
φ
pk
.
Now we describe the reduction to finite abelian groups. Assume that the diagram
E0(BA)
P
pk //
χ

E0(BA×BΣpk)
χ

Cln(A,C0)
Pφ
pk // Cln(A× Σpk , C0)
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commutes for any choice of φ and any finite abelian group. Consider the cube
E0(BG)
P
pk
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣

// ∏
A⊆G
E0(BA)
∏
P
pkvv♠♠♠
♠♠
♠♠♠
♠♠♠
♠♠
♠

E0(BG×BΣpk)

// ∏
A⊆G
E0(BA×BΣpk)

Cln(G,C0)
Pφ
pk
xx♣♣♣
♣♣
♣♣
♣♣
♣♣
♣♣
♣
  // ∏
A⊆G
Cln(A,C0)
∏
Pφ
pkvv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
Cln(G× Σpk , C0)
  // ∏
A⊆G
Cln(A× Σpk , C0).
We do not claim that this cube commutes yet. Since Lemma 9.7 implies that the horizontal
arrows of the bottom face are injections, a diagram chase shows that the left face commutes
if the right face commutes. This reduces us to the case of finite abelian groups.
Now we come to the inductive part of the proof. The base case of our induction, k = 0,
is the following proposition:
Proposition 9.9. For each section φ ∈ Γ(Sub(T), Isog(T)), there is a commutative diagram
E0(BA)
P1 //
χ

E0(BA)
χ

Cln(A,C0)
Pφ1 // Cln(A,C0).
Proof. Recall that P1 is the identity map and let e ⊂ T be the trivial subgroup so φe is an
automorphism of T. The power operation Pφ1 is defined by
Pφ1 (f)([α]) = f([αφe])φe.
Thus, working one factor at a time, it suffices to show that the diagram
E0(BA)
id //
χ[αφ∗e ]

E0(BA)
χ[α]

OLevel(T,Gu)
φe // OLevel(T,Gu)
commutes. Now the proof follows the same lines as the proof of Proposition 8.3. Since
H = e, the map ψH of Diagram (4.4) is just φe. Applying Example 6.2 to each of the
vertical arrows and Equation (4.3) to the bottom arrow, we see that, on the level of moduli
problems, going around the bottom direction gives
(l, i, τ) 7→ (lφ−1e , i, τ) 7→ (lφ
−1
e (αφ
∗
e)
∗, i, τ)
and going around the top direction gives
(l, i, τ) 7→ (lα∗, i, τ).
Since lφ−1e (αφ
∗
e)
∗ = lφ−1e φeα
∗ = lα∗, we are done. 
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We use the following commutative diagram in order to be able to apply our induction
hypothesis
E0(BA ×BΣpk)
χ

// E0(BA×BΣ×p
pk−1
)× (E0(BA) ⊗E0 E
0(BΣpk)/Itr)

Cln(A× Σpk , C0)
  // Cln(A× Σ
×p
pk−1
, C0)× (Cln(A,C0)⊗C0 Cln(Σpk , C0)/Itr),
where both of the horizontal arrows are the product of the restriction and quotient maps
and the bottom horizontal arrow is an injection by Lemma 9.8.
Now Diagram (5.3) and Lemma 9.3 imply that it is suffices to prove that the two diagrams
E0(BA)
∆∗(P×p
pk−1
)
//

E0(BA)⊗E0 E
0(BΣ×p
pk−1
)

Cln(A,C0)
∆∗((Pφ
pk−1
)×p)
// Cln(A,C0)⊗C0 Cln(Σ
×p
pk−1
, C0)
and
E0(BA)
P
pk
/Itr
//

E0(BA)⊗E0 E
0(BΣpk)/Itr

Cln(A,C0)
Pφ
pk
/Itr
// Cln(A,C0)⊗C0 Cln(Σpk , C0)/Itr
commute. The first commutes by the induction hypothesis and the second commutes by
Proposition 9.1.
10. Loose ends
Although the author prefers burnt ends to loose ends, in this final section we will try
to wrap up some loose ends. We will describe the restriction of Pφm to Aut(T)-invariant
class functions, we will discuss the relationship between the power operations Pφm and the
stabilizer group action, and we will describe some of the changes necessary to produce a
total power operation on class functions.
In order to show that Aut(T)-invariant class functions are sent to Aut(T)-invariant class
functions by Pφm, we need the following lemma that describes the Aut(T)-action induced on
Summ(T) through the isomorphism of Proposition 7.4.
In order to show that Aut(T)-invariant class functions are sent to Aut(T)-invariant class
functions by Pφm, we need to understand the Aut(T)-action induced on Summ(T) through the
isomorphism of Proposition 7.4. The automorphism γ ∈ Aut(T) acts on hom(L,Σm)/∼ by
γ · [α] = [γ∗α]. The corresponding action of Aut(T) on Summ(T) through the isomorphism
of Proposition 7.4 is given by
γ · ⊕iHi = ⊕iγHi.
To see this, recall from the proof of Proposition 7.4 that Hi = (L /Li)
∗ ⊂ T, where Li is
the stabilizer of the transitive L-set mi. The stabilizer of the L-set structure on mi given
by acting through γ∗ is (γ∗)−1 Li and there is a canonical isomorphism
(L /(γ∗)−1 Li)
∗ ∼= γ((L /Li)
∗) = γHi.
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Proposition 10.1. For any section φ ∈ Γ(Sub(T), Isog(T)), the power operation
Pφm : Cln(G,C0)→ Cln(G× Σm, C0)
sends Aut(T)-invariant class functions to Aut(T)-invariant class functions and the resulting
map
Cln(G,C0)
Aut(T) → Cln(G× Σm, C0)
Aut(T)
is independent of the choice of φ.
Proof. This is a calculation. Recall that if f ∈ Cln(G,C0) and γ ∈ Aut(T), then
(f · γ)([α]) = (f([αγ∗]))γ.
Let f ∈ Cln(G,C0)
Aut(T), let φ be a section, and let γ ∈ Aut(T), then
(Pφm(f) · γ)([α],⊕Hi) = P
φ
m(f)(γ · ([α],⊕Hi))γ
= Pφm(f)(([αγ
∗],⊕γHi))γ
=
(∏
i
f([αγ∗φ∗γHi ])φγHi
)
γ
=
∏
i
(
f([αγ∗φ∗γHi ])φγHiγ
)
.
Now notice that, for each subgroup Hi, there is an automorphism σi making the following
diagram
T
γ //
φHi

T
φγHi

T
σi // T
commute. This implies that φγHiγ = σiφHi . Applying this to the last equality gives∏
i
(
f([αγ∗φ∗γHi ])φγHiγ
)
=
∏
i
(
f([αφ∗Hiσ
∗
i ])σiφHi
)
=
∏
i
(
f([αφ∗Hi ])φHi
)
= Pφm(f)([α],⊕Hi),
where the second equality follows from the fact that f is Aut(T)-invariant.
Now assume that φ, ξ ∈ Γ(Sub(T), Isog(T)) are two sections. Then for each H ⊂ T there
exists σH ∈ Aut(T) such that ξH = σHφH . Now assume f ∈ Cln(G,C0)
Aut(T), then
P ξm(f)([α],⊕Hi) =
∏
i
f([αξ∗Hi ])ξHi
=
∏
i
f([αφ∗Hiσ
∗
Hi ])σHiφHi
=
∏
i
f([αφ∗Hi ])φHi
= Pφm(f)([α],⊕Hi).
This proves that the resulting power operation
Cln(G,C0)
Aut(T) → Cln(G× Σm, C0)
Aut(T)
is independent of the choice of section. 
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Theorem 6.3 states that there is an isomorphism
Q⊗ E0(BG) ∼= Cln(G,C0)
Aut(T).
Thus we have produced a “rational power operation”
PQm : Q⊗ E
0(BG)→ Q⊗ E0(BG×BΣm)
and, at the same time, given a formula for it.
Proposition 10.2. For any φ ∈ Γ(Sub(T), Isog(T)), the diagonal action of the stabilizer
group Aut(F/κ) on generalized class functions commutes with the power operation Pφm. That
is, for s ∈ Aut(F/κ), there is a commutative diagram
Cln(G,C0)
Pφm //
s

Cln(G × Σm, C0)
s

Cln(G,C0)
Pφm // Cln(G× Σm, C0).
Proof. Recall that Aut(F/κ) acts on C0 on the right through ring maps and that Isog(T)
acts on C0 on the right through ring maps. Tracing through the diagram in the proposition,
we want to show that, for f ∈ Cln(G,C0) and s ∈ Aut(F/κ),∏
i
f([αφ∗Hi ])sφHi =
∏
i
f([αφ∗Hi ])φHis.
Thus it suffices to show that the actions of Aut(F/κ) and Isog(T) on C0 commute. Since
C0 = Q⊗OLevel(T,Gu), it suffices to show that the actions commute on OLevel(T,Gu) and this
is a question about moduli problems over Lubin-Tate space.
Recall the formulas of Equations (4.1) and (4.3). Since Aut(F, κ) does not affect the data
of G or i in a deformation, it suffices to show that
((iσk)∗s)(τ/H) = (i∗sτ)/H
and this is a statement about isogenies of formal groups over κ. Unwrapping this equality,
we want to show that the diagram
π∗G
τ //

i∗F
i∗s //
i∗ Frobk

i∗F
i∗ Frobk

(π∗G)/H
τ/H
// (iσk)∗F
(iσk)∗s
// (iσk)∗F
commutes. The left hand square commutes by construction and the right hand square is i∗
applied to the square
F
s //
Frobk

F
Frobk

(σk)∗F
(σk)∗s // (σk)∗F.
It is not hard to see that this commutes. Choose a coordinate so that we have formal group
laws x +F y and x +(σk)∗F y and automorphisms of formal group laws fs(x) and f(σk)∗s(x)
such that
(x +F y)
pk = xp
k
+(σk)∗F y
pk
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and
(fs(x))
pk = f(σk)∗s(x
pk).
Then the induced diagram of κ-algebras
κ[[x]] κ[[x]]oo
κ[[x]]
OO
κ[[x]]oo
OO
sends
f(σk)∗s(x
pk) = (fs(x))
pk xp
k✤oo
f(σk)∗s(x)
❴
OO
x
✤oo ❴
OO
and thus commutes. 
Finally, we describe a few of the changes necessary to construct a total power operation,
rather than just a power operation, on generalized class functions and prove that it is
compatible with the total power operation on Morava E-theory. Just as in the case of Pφm,
the construction of the total power operation on generalized class functions
Pφm : Cln(G,C0)→ Cln(G ≀ Σm, C0)
depends on the choice of a section φ ∈ Γ(Sub(T), Isog(T)).
Recall Diagram (4.4), it plays a more important role in the definition of Pφm. For H ⊂ T,
let LH = (T /H)
∗ so that we have an inclusion q∗H : LH →֒ L.
Consider the set
Summ(T, G) = {⊕i(Hi, [αi])|Hi ⊂ T,
∑
i
|Hi| = m, and [αi : LHi → G]}.
When G = e, this is Summ(T). Proposition 7.4 generalizes to give the following proposition.
Proposition 10.3. There is a canonical bijection
hom(L, G ≀ Σm)/∼ ∼= Summ(T, G).
Using this proposition, we define Pφm as follows:
Pφm(f)(⊕i(Hi, [αi])) =
∏
i
f([αiψ
∗
Hi ])φHi
for f ∈ Cln(G,C0).
The main result of [BS17] is the following:
Theorem 10.4. [BS17, Theorem 9.1] Let φ ∈ Γ(Sub(T), Isog(T)) and let G be a finite
group. There is a commutative diagram
E0(BG)
Pm //
χ

E0(BG ≀ Σm)
χ

Cln(G,C0)
Pφm // Cln(G ≀ Σm, C0).
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To prove Theorem 10.4, we need generalizations of the ingredients that were required for
the proof of Theorem 9.4. We require a generalization of Theorem 8.2 to the additive total
power operation (Equation (5.2)) applied to abelian groups:
Pm : E
0(BA)→ E0(BA ≀ Σm)/Jtr.
This is provided by [BS17, Theorem 8.4]. It makes use of a generalization of Theorem 8.1
to rings of the form E0(BA ≀ Σpk)/Jtr, which is the main result of [SS15].
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