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Re´sume´
L’objectif de la the`se est de proposer des me´thodes permettant d’ame´liorer l’expressivite´ des
syste`mes de synthe`se de la parole. Une des propositions centrales de ce travail est de de´finir, uti-
liser et mesurer l’impact de structures linguistiques ope´rant au dela` du niveau de la phrase, par
opposition aux approches ope´rant sur des phrases isole´es de leur contexte.
Le cadre de l’e´tude est restreint au cas de la lecture de contes pour enfants. Les contes ont la
particularite´ d’avoir e´te´ l’objet d’un certain nombre d’e´tudes visant a` en de´gager une structure
narrative et de faire intervenir un certain nombre de ste´re´otypes de personnages (he´ros, me´chant,
fe´e) dont le discours est souvent rapporte´. Ces caracte´ristiques particulie`res sont exploite´es pour
mode´liser les proprie´te´s prosodiques des contes au dela` du niveau de la phrase. La transmission
orale des contes a souvent e´te´ associe´e a` une pratique musicale (chants, instruments) et leur lecture
reste associe´e a` des proprie´te´s me´lodiques tre`s riches, dont la reproduction reste un de´fi pour les
synthe´tiseurs de parole modernes.
Pour re´pondre a` ces proble´matiques, un premier corpus de contes e´crits est collecte´ et annote´
avec des informations relatives a` la structure narrative des contes, l’identification et l’attribu-
tion des citations directes, le re´fe´rencement des mentions des personnages ainsi que des entite´s
nomme´es et des e´nume´rations e´tendues. Le corpus analyse´ est de´crit en terme de couverture et
d’accord inter-annotateurs. Il est utilise´ pour mode´liser des syste`mes de segmentation des contes
en e´pisodes, de de´tection des citations directes, des actes de dialogue et des modes de communi-
cation. Un deuxie`me corpus de contes lus par un locuteur professionnel est pre´sente´. La parole
est aligne´e avec les transcriptions lexicale et phone´tique, les annotations du corpus texte et des
me´ta-informations de´crivant les caracte´ristiques des personnages intervenant dans le conte. Les
relations entre les annotations linguistiques et les proprie´te´s prosodiques observe´es dans le corpus
de parole sont de´crites et mode´lise´es. Finalement, un prototype de controˆle des parame`tres expres-
sifs du synthe´tiseur par se´lection d’unite´s Acapela est re´alise´. Le prototype ge´ne`re des instructions
prosodiques ope´rant au dela` du niveau de la phrase, notamment en utilisant les informations lie´es
a` la structure du conte et a` la distinction entre discours direct et discours rapporte´. La validation
du prototype de controˆle est re´alise´e dans le cadre d’une expe´rience perceptive, qui montre une
ame´lioration significative de la qualite´ de la synthe`se.
Mots cle´s
Synthe`se de parole, corpus de texte, corpus de parole, expressivite´, prosodie, accord inter-
annotateur, conte pour enfant, structure narrative, citation directe, CRF
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Abstract
The aim of this thesis is to propose ways to improve the expressiveness of speech synthesis
systems. One of the central propositions of this work is to define, use and measure the impact
of linguistic structures operating beyond the sentence level, as opposed to approaches operating
on sentences out of their context. The scope of the study is restricted to the case of storytelling
for children. The stories have the distinction of having been the subject of a number of studies
in order to highlight a narrative structure and involve a number of stereotypical characters (hero,
villain, fairy) whose speech is often reported. These special features are used to model the prosodic
properties tales beyond the sentence level. The oral transmission of tales was often associated with
musical practice (vocals, instruments) and their reading is associated with rich melodic proper-
ties including reproduction remains a challenge for modern speech synthesizers. To address these
issues, a first corpus of written tales is collected and annotated with information about the narra-
tive structure of stories, identification and allocation of direct quotations, referencing references to
characters as well as named entities and enumerations areas. The corpus analyzed is described in
terms of coverage and inter-annotator agreement. It is used to model systems segmentation tales
episode, detection of direct quotes, dialogue acts and modes of communication. A second corpus
of stories read by a professional speaker is presented. The word is aligned with the lexical and
phonetic transcriptions, annotations of the corpus text and meta-information describing the cha-
racteristics of the characters involved in the story. The relationship between linguistic annotations
and prosodic properties observed in the speech corpus are described and modeled. Finally, a pro-
totype control expressive synthesizer parameters by Acapela unit selection is made. The prototype
generates prosodic operating instructions beyond the sentence level, including using the informa-
tion related to the structure of the story and the distinction between direct speech and reported
speech. Prototype validation control is performed through a perceptual experience, which shows
a significant improvement in the quality of the synthesis.
Keywords
Text To Speech, text corpus , speech corpus, expressivity, prosody, inter annotator agreement,
children tale, narrative structure, direct quotation , CRF
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Sa parole (du conteur) est e´phe´me`re : belle et juste dans l’instant, elle s’appauvrit
bien souvent lorsqu’on la retire de son contexte, dans l’espoir fe´brile de l’exploiter. Ou
de l’offrir comme les fleurs. Elle est relie´e au moment exact qui l’a fait naˆıtre, elle
respire avec le partenaire qui la de´sirait.
Michel Hindenoch (Touati, 2000, page 24)
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Chapitre 1
Introduction
1.1 L’art de raconter des histoires
L’art de raconter des histoires est l’une des plus vieilles formes artistiques, dont de´coulent le
the´aˆtre et la litte´rature (Henri Gougaud dans Touati, 2000). Les contes sont intimement lie´s a`
la tradition orale et ont eu pour fonctions l’e´ducation des enfants, la transmission de valeurs
morales, la pre´vention des dangers et la construction d’histoires collectives. A` l’aide d’images, ils
permettent de re´pondre aux questions angoissantes que peuvent se poser les enfants et jouent un
roˆle central dans leur de´veloppement (Bettleheim, 1976).
Le me´tier de conteur a pris diffe´rentes formes dans les socie´te´s traditionnelles, qu’il s’agisse des
ae`des de la Gre`ce antique, des bardes de l’antiquite´ celte, des troubadours trouve`res et me´nestrels
de l’Europe moyenaˆgeuse, des griots africains ou des geishas au Japon. En fonction du contexte
culturel conside´re´, les conteurs pouvaient eˆtre amene´s a` transmettre les histoires sous forme de
chants ou en s’accompagnant d’un instrument de musique. Au quotidien, la fonction de conteur
reste bien souvent assure´e par les parents ou la famille proche.
On recense en France trois cents conteurs professionnels ayant un statut d’intermittent du
spectacle et pre`s de quatre mille personnes ayant une activite´ de conteur amateur (Touati, 2000).
Chaque conteur se caracte´rise par son re´pertoire particulier. Les artistes-conteurs de´finissent leur
activite´ comme l’art de raconter oralement une histoire sans support autre que sa me´moire, son
imaginaire et ses talents d’improvisation. Les conteurs sont dans un rapport de proximite´ avec
leur auditoire et interviennent au sein d’e´coles, bibliothe`ques, the´aˆtres, cafe´s et festivals.
Mis a` part les choix lexicaux, la transmission d’images, d’e´motions et d’intuitions se fait principa-
lement via un processus de communication non verbale, qui peut se de´crire par des intonations, des
postures et des mimiques. Le controˆle de ces processus de communication est difficile et ne´cessite
1
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assez souvent que le conteur fasse appel a` des proce´de´s d’auto-suggestion comme se persuader
temporairement que l’histoire est re´elle ou encore qu’il assiste de fac¸on imaginaire a` la sce`ne qu’il
de´crit au cours de sa prestation. Diverses citations, attribue´es a` des conteurs professionnels, sont
pre´sente´es ci-dessous, afin d’illustrer les diffe´rents proce´de´s utilise´s par les conteurs pour donner
vie a` leurs histoires et ainsi captiver leur auditoire.
Pour raconter un conte, il faut qu’il me travaille au corps, qu’il ne me laˆche plus,
que j’en reˆve. (...) Je cherche la formulation, les mots, le rythme. C’est toujours tre`s
musical. Cela demande beaucoup d’essayages. (...) Quand je raconte une histoire, je la
vis, je m’installe au cœur de l’action. Je peux eˆtre un simple te´moin mais je peux aussi,
a` un moment donne´, incarner un personnage. Je deviens partie prenante de l’histoire
si je dis “je”, meˆme si ce “je” n’est pas ne´cessairement un “je” de ve´rite´. Je peux
e´galement sortir de l’histoire puis y entrer a` nouveau, a` la diffe´rence d’un acteur qui,
lui, joue toujours un personnage.
Muriel Bloch (Touati, 2000, page 19)
Je me de´finis comme un maillon d’une chaˆıne. J’ai le devoir (...) de nourrir ce maillon
qui est l’instant ou` je raconte une histoire, d’autant de vie que possible. Un conteur
nourrit un conte de sa propre vie, de ce qu’il est, de ses expe´riences, de son talent, de
sa capacite´ de transmettre quelque chose qui est de l’ordre du non-dit et de l’indicible.
(...) Si on admet que tous les arts ont une racine commune qui est, comme les cher-
cheurs le disent, la magie primitive, l’art le plus proche de la magie primitive, c’est
celui de la parole, celui du prophe`te, du poe`te, de l’ae`de. A la suite de ces prophe`tes,
de ces poe`tes, de ces ae`des est le conteur.
Henri Gougaud (Touati, 2000, pages 22-23)
J’e´cris des textes et je les raconte dans une adresse directe au public, c’est dans ce
sens que je suis conteur, mais en meˆme temps, je me donne la possibilite´ de jouer en
sce`ne les situations, les personnages ou de devenir les morceaux de de´cor de manie`re
e´phe´me`re tout en accordant de l’importance a` la forme du langage, au jeu avec les
mots. Pour moi, la forme est aussi importante que le fond. Ce qui se raconte me tient
a` cœur, mais la manie`re dont c’est raconte´ et la relation avec le public m’importent
autant que l’histoire elle-meˆme De´ja`, lorsqu’un conteur raconte, dans son corps, dans
sa voix, dans sa relation a` l’auditoire, il manifeste des images par, disons, le the´aˆtre
qu’il se fait dans sa teˆte.
Pe´pito Mate´o (Touati, 2000, pages 28-29)
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Figure 1.1 – Le robot humano¨ıde Nao
1.2 Contexte : Le projet GV-LEx
La the`se pre´sente´e dans ce manuscrit est re´alise´e dans le cadre du projet GV-LEx (Geste et
Voix pour une Lecture Expressive Gelin et al., 2010). Le projet fait intervenir trois entreprises et
deux laboratoires de recherche : Aldebaran Robotics, Acapela group, Syllabs, Te´le´com Paris-Tech
et le LIMSI-CNRS. Il a pour objectif de doter le robot humano¨ıde Nao (Gouaillier et al., 2009) et
l’avatar Greta (Bevacqua et al., 2007) de capacite´s expressives suffisantes pour lire des histoires
face a` un public d’enfants.
Comme cela a e´te´ mentionne´ dans la section pre´ce´dente, le racontage est une discipline artistique
a` part entie`re. La compre´hension, l’impre´gnation et l’adhe´sion a` l’histoire dans son ensemble est
la condition ne´cessaire pour en faire une interpre´tation optimale. Ce projet se restreint a` la lecture
expressive de textes et n’aborde pas un certain nombre de proble´matiques lie´es a` la profession
des conteurs, telles que l’e´criture d’histoires originales, la capacite´ a` reformuler des phrases pour
pouvoir les prononcer avec un ton optimal, l’improvisation et l’interaction avec le public. Le
but du projet consiste donc a` cre´er des syste`mes capables d’analyser des textes, pour pouvoir
de´terminer et retranscrire l’ensemble des intonations, gestes, mimiques approprie´s aux diffe´rents
passages d’un conte.
Dans le cadre de ce projet, Aldebaran assume le roˆle de coordination entre les diffe´rents parte-
naires et contribue a` l’ame´lioration des bibliothe`ques de mouvements pouvant eˆtre re´alise´es par
le robot Nao (figure 1.1). La taˆche d’Acapela Group consiste a` e´tendre le choix de voix et d’ef-
fets pris en charge par leur synthe´tiseur pour en ame´liorer les capacite´s expressives et a` re´aliser
un logiciel permettant d’e´diter manuellement les instructions prosodiques prises en charge par
le synthe´tiseur. Le roˆle du LIMSI est de re´aliser un module permettant d’analyser des textes
– 3 –
Chapitre 1. Introduction
Figure 1.2 – L’avatar Greta de´veloppe´ par Te´le´com ParisTech
de contes pour de´terminer automatiquement les instructions prosodiques optimales devant eˆtre
re´alise´es par le synthe´tiseur Acapela, ce qui peut eˆtre assimile´ a` un controˆle automatique des pa-
rame`tres me´lodiques et expressifs du synthe´tiseur. Syllabs a pour mission de re´aliser un logiciel
d’annotation linguistique spe´cifique aux besoins du projet et a` re´aliser l’annotation d’un corpus
linguistique selon les consignes d’annotation de´finies par le LIMSI. Le travail de Te´le´com ParisTech
consiste a` utiliser les informations extraites par le module d’analyse du LIMSI pour ge´ne´rer des
gestes et des mimiques qui seront exe´cute´s par le robot Nao et l’avatar Greta (figure 1.2).
1.3 Objectifs
Le but de la the`se consiste a` concevoir un syste`me capable de ge´ne´rer des instructions
prosodiques permettant d’ame´liorer l’expressivite´ de la parole synthe´tise´e dans le cadre de la
lecture de contes. En l’e´tat actuel des connaissances, les syste`mes de synthe`se de parole se basent
principalement sur une analyse syntaxique des phrases pour en de´terminer l’intonation. Ces
syste`mes sont ge´ne´ralement suffisants pour lire des phrases de fac¸on neutre, mais peuvent as-
sez vite provoquer la lassitude de l’auditeur lorsque la taille du texte de´passe quelques paragraphes.
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Une des propositions centrales de la the`se est que la prise en compte d’informations linguistiques
de haut niveau, notamment des informations au dela` du niveau de la phrase (Hendricks, 1967; Van-
dendorpe, 1995; Sluijter and Terken, 2009), peut permettre d’ame´liorer les capacite´s expressives
des synthe´tiseurs de parole. Il s’agit donc de :
• De´finir des informations linguistiques utiles pour ame´liorer la synthe`se
• Concevoir des syste`mes permettant d’extraire automatiquement ces informations linguistiques
a` partir du texte
• Mettre au point des re`gles de mise en correspondance des informations linguistiques en ins-
tructions prosodiques
1.4 De´marche
La de´marche propose´e pour re´pondre aux trois proble´matiques expose´es dans la section
pre´ce´dente est fonde´e sur la constitution et l’analyse de corpus. Un corpus de textes et un corpus
de parole sont collecte´s et annote´s pour permettre de mode´liser les phe´nome`nes observe´s au dela`
du niveau de la phrase.
Le corpus de textes est annote´ avec des informations linguistiques susceptibles d’aider a`
ame´liorer les syste`mes de synthe`se de parole et de gestes, telles que la segmentation des contes
en e´pisodes e´tiquete´s, la de´tection et l’attribution des citations directes, le re´fe´rencement des
personnages, les e´nume´rations et les entite´s nomme´es. Il est utilise´ a` la fois pour analyser la
reproductibilite´ des informations de´finies et concevoir des syste`mes capables d’extraire automa-
tiquement ces informations a` partir d’un texte. Le sche´ma d’annotation de´fini est suffisamment
ge´ne´ral pour eˆtre utilise´ dans d’autres contextes que la synthe`se de parole, comme les applications
de ge´ne´ration d’histoires (Gerva´s et al., 2005), la mise au point d’histoires interactives (Grasbon
and Braun, 2001) ou encore l’ame´lioration de la robustesse des syste`mes d’extraction d’informa-
tion, principalement optimise´s pour l’analyse des articles de journaux ou des textes me´dicaux
(Goh et al., 2012; Maarouf and Villaneau, 2012).
Le corpus de parole contient des enregistrements de contes lus, annote´s avec les informations
linguistiques utilise´es dans le corpus texte et enrichis avec des annotations permettant de
de´crire les proprie´te´s prosodiques observe´es sur le signal. Le corpus est utilise´ pour de´crire les
phe´nome`nes prosodiques observe´s dans des contes lus, notamment en analysant les interactions
de ces phe´nome`nes avec les informations linguistiques de haut niveau associe´es aux transcriptions.
Les analyses re´alise´es sur les corpus sont combine´es pour proposer un prototype de controˆle
automatique des parame`tres expressifs du synthe´tiseur Acapela. Le synthe´tiseur utilise´ est base´
sur un moteur de se´lection d’unite´s de taille variable (Bozkurt et al., 2002) et utilise son propre
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module d’analyse linguistique pour de´terminer l’intonation au niveau de la phrase. Ce type
de synthe´tiseur permet de cre´er de la parole artificielle de tre`s bonne qualite´ relativement aux
autres me´thodes de synthe`se existantes, souvent au prix d’un moindre controˆle des parame`tre
prosodiques et expressifs (Burkhardt and Stegmann, 2009). Le jeu d’instructions permettant de
modifier les proprie´te´s prosodiques de la parole synthe´tise´e est relativement restreint, ce qui ne
permet de mettre en application qu’une partie des re`gles prosodiques de´termine´es lors de l’analyse
du corpus de parole. La description prosodique formelle des unite´s contenues dans les bases n’est
pas accessible, et ne permet pas de de´finir des re`gles de se´lection de bases utilisant uniquement les
analyses prosodiques. En conse´quences, les re`gles lie´es au choix de bases d’unite´s ont principale-
ment consiste´ a` repe´rer les motifs lexicaux associe´s a` la description des bases (rires, pleurs, cris, ...).
La validation de l’ensemble de la de´marche est re´alise´ dans le cadre d’une expe´rience perceptive,
consistant a` noter des extraits de parole synthe´tise´e obtenus dans diffe´rentes conditions.
1.5 Organisation du manuscrit
Un certain nombre de the´matiques est aborde´ au long de ce manuscrit : la linguistique de
corpus, le traitement automatise´ du langage, le traitement du signal, la mode´lisation prosodique
et la synthe`se de parole.
Le deuxie`me chapitre du manuscrit de´crit le corpus textuel de contes re´alise´ dans le cadre du
projet. Les spe´cificite´s du sche´ma d’annotation propose´ sont de´taille´es et compare´es aux autres
corpus de contes annote´s mentionne´s dans la litte´rature. La repre´sentativite´ et la reproductibilite´
des annotations re´alise´es sont de´crites dans le cadre d’une analyse de couverture et d’accord
inter-annotateurs.
Les proce´dures mises au point pour extraire automatiquement des informations a` partir du
texte sont de´crites dans le troisie`me chapitre. Elles incluent des proce´dures d’annotation des
unite´s lexicales, un module de de´tection des citations directes, un module de segmentation des
contes en se´quences d’e´pisodes et un module de de´tection des actes de dialogue et des modes
expressifs.
Le quatrie`me chapitre de´crit le corpus oral de contes. La strate´gie d’annotation du corpus est
de´taille´e et compare´e aux autres corpus de contes de´crits dans la litte´rature. Des me´thodes de
stylisation prosodiques mises au point dans le cadre de cette the`se sont de´taille´es.
Le cinquie`me chapitre vise a` de´crire les proprie´te´s prosodiques observe´es dans le corpus de
contes. Les proprie´te´s prosodiques du corpus sont dans un premier temps compare´es a` des
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analyses effectue´es dans des conditions similaires sur d’autres styles de lecture afin de de´terminer
les spe´cificite´s de la lecture de contes. Les analyses suivantes de´crivent les caracte´ristiques lie´es
aux diffe´rents e´pisodes et aux caracte´ristiques des personnages incarne´s. Une proce´dure de
mode´lisation de la dure´e des pauses en fonction de la taille du contexte est propose´e, permettant
a` la fois d’accroˆıtre la variabilite´ des syste`mes de synthe`se de parole et de normaliser les dure´es
des pauses dans les corpus oraux.
Le dernier chapitre synthe´tise l’ensemble des analyses pre´sente´es dans ce manuscrit pour
proposer un prototype de controˆle automatique des parame`tres expressifs de la voix synthe´tise´e.
Les re`gles de mise en relation entre les informations linguistiques de haut niveau et les instructions
prosodiques supporte´es par le synthe´tiseur Acapela sont de´taille´es. Le syste`me est e´value´ a` l’aide
d’un test perceptif et les re´ponses des sujets sont analyse´es.
L’annexe A de´taille la DTD de´finie pour repre´senter les informations linguistiques dans le corpus
textuel. Un conte entie`rement annote´ a` l’aide de ce sche´ma est pre´sente´ dans l’annexe B. L’an-
nexe C de´taille les mode`les conc¸us pour la de´tection des citations directes. L’annexe D fournit
les de´tails des proprie´te´s prosodiques moyennes de´crivant les personnages incarne´s par le locuteur
dans le corpus de parole. L’ensemble des textes utilise´s dans le cadre de l’e´valuation du prototype
de synthe`se propose´ sont fournis dans l’annexe E. La richesse des phe´nome`nes prosodiques pou-
vant eˆtre observe´e dans le corpus est illustre´e par l’annexe F et correspond aux repre´sentations
graphiques mises au point dans le cadre de cette the`se pour repre´senter la prosodie.
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Chapitre 2. Conception et Analyse d’un corpus textuel de contes
2.1 Re´sume´ du chapitre
Ce chapitre de´crit un corpus de contes s’adressant a` des enfants aˆge´s de sept ou huit ans. Le
corpus contient quatre-vingt-neuf contes annote´s en Franc¸ais a` l’aide de structures linguistiques
permettant de de´crire le texte au dela` du niveau de la phrase : structure narrative, re´fe´rencement
des mentions des personnages, citations directes attribue´es. Des structures lexicales sont e´galement
utilise´es pour identifier les e´nume´rations ainsi que les entite´s nomme´es spatiales, temporelles et de
personnes. Une analyse des accords inter-annotateurs a e´te´ effectue´e sur le corpus afin de de´crire
la reproductibilite´ du sche´ma d’annotation propose´. Les accords les plus forts sont observe´s pour
l’identification des citations directes, des entite´s de personne ainsi que pour les chaˆınes de re´fe´rences
associe´es aux citations directes et aux entite´s de personne.
2.2 E´tat de l’art : les corpus de contes annote´s
Des motivations diverses ont donne´ lieu a` la constitution de corpus de contes annote´s.
Parmi les ouvrages les plus influents, on peut mentionner les travaux de Aarne and Thompson
(1961), poursuivis par Uther (2004). Ces travaux ont donne´ lieu a` la constitution d’un corpus
de plusieurs milliers de contes, organise´s de manie`re the´matique. Une structure hie´rarchique de
contes types est de´finie et utilise´e pour classer les contes du corpus. Cette classification a pour
but d’isoler les motifs et les variantes culturelles de re´cits similaires et a permis l’e´laboration de
plusieurs catalogues de contes.
Dans le cadre de ses travaux sur la morphologie des contes, Vladimir Propp (Propp, 1928)
de´finit un sche´ma d’annotation structuraliste restreint aux contes merveilleux (classe´s dans l’index
d’Aarne et Thompson sous les nume´ros 300 a` 749) et l’utilise pour annoter une centaine de contes en
russe issus des recueils d’Alexandre Afanassiev. Ce formalisme consiste a` repre´senter les contes en
fonction de leur structure plutoˆt qu’en fonction de leurs motifs. Il est pense´ pour faciliter l’analyse
et la classification des contes merveilleux russes. Les personnages sont assimile´s a` l’une des sept
cate´gories de personnages abstraits de´finies : l’agresseur, le donateur, l’auxiliaire, le mandateur,
l’objet de la queˆte, le he´ros et le faux he´ros. L’histoire est ensuite retranscrite a` l’aide d’une
grammaire compose´e de 31 fonctions narratives, regroupe´es en se´quences. Ces fonctions narratives
sont cre´e´es pour couvrir l’ensemble des actions rencontre´es dans les contes traditionnels russes
(interdiction, tentative de tromperie, de´part du he´ros...) et ne peuvent eˆtre accomplies que par
des personnages d’une cate´gorie donne´e. Chaque conte est associe´ a` une se´quence de fonctions
narratives. La cate´gorisation des personnages n’est pas fournie explicitement et peut eˆtre de´duite
a` partir des se´quences narratives. Les portions de texte associe´es aux fonctions narratives n’y sont
pas explicite´es.
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Table 2.1 – Caracte´ristiques de corpus de contes annote´s de´crits dans la litte´rature
Nom Langue nb contes nb phrases nb mots type d’annotations
Francisco
et al. (2011)
Anglais 18 1389 16 816 e´tats e´motionnels
Maarouf
and Vil-
laneau
(2012)
Franc¸ais 139 160 000 annotation syntaxique,
re´fe´rencement des personnages
Zhang et al.
(2003)
Anglais 133 438 000 citations directes partielles, at-
tribution des citations, entite´s
personne
Mamede
and Cha-
leira (2004)
Portugais 15 citations directes, me´ta-
informations
Goh et al.
(2012)
Anglais 8 12 000 Identification des personnages
principaux
Malec
(2010)
Russe 20 fonctions narratives proppiennes
Bod et al.
(2012)
Anglais 4 fonctions narratives et assigna-
tion des personnages aux sept
cate´gories proppiennes
Alm et al.
(2005)
Anglais 22 1580 e´motions et valence
GV-LEx Franc¸ais 89 5438 66922 segmentation en e´pisodes, ci-
tations directes, e´nume´rations,
attribution des citations,
re´fe´rencement des mentions des
personnages, entite´s nomme´es
Plus re´cemment, la constitution de corpus de contes annote´s a e´te´ relance´e par diffe´rents enjeux
acade´miques ou industriels. Ces corpus sont ge´ne´ralement conc¸us pour permettre la mise au
point et l’e´valuation de proce´dures d’analyse automatique de texte. Parmi les applications dont
la re´alisation ne´cessite d’extraire automatiquement des informations dans des textes assimilables
a` des contes, on peut mentionner les ge´ne´rateurs d’histoires (Gerva´s et al., 2005), les applications
de narration interactive (Grasbon and Braun, 2001), les robots destine´s a` interagir avec des
enfants (Maarouf and Villaneau, 2012; Mutlu et al., 2006) ou les syste`mes de synthe`se de parole
(Zhang et al., 2003; Mamede and Chaleira, 2004; Alm et al., 2005; Theune et al., 2006; Francisco
et al., 2011). Une liste de corpus de contes annote´s de´crits dans la litte´rature est fournie dans la
table 2.1. On peut y distinguer un certain nombre de tendances.
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Ainsi, certains corpus (Malec, 2010; Bod et al., 2012) sont annote´s en utilisant le formalisme
structuraliste de´fini par Vladimir Propp (Propp, 1928). Le corpus de´crit par Malec (2010) contient
20 contes annote´s avec les fonctions narratives de Propp et a e´te´ utilise´ pour entrainer un syste`me
d’annotation automatique. L’utilite´ d’un tel syste`me est principalement lie´e a` des applications de
ge´ne´ration d’histoires (Gerva´s et al., 2005) ou a` la gestion d’histoires interactives (Grasbon and
Braun, 2001) dont l’architecture est base´e sur le formalisme de Propp. Cette volonte´ d’extraire
des informations structurelles a donne´ lieu a` la mise au point d’un format d’annotation base´
sur le XML (Extensible Markup Language) et conc¸u pour repre´senter les se´quences de fonctions
narratives : le PftML ( Proppian Fairy Tale Markup Language, Malec, 2004). Ce format a, par
la suite, e´te´ enrichi pour y inte´grer des informations lie´es a` l’analyse linguistique des textes
(Lendvai et al., 2010) dans le but d’affiner le sche´ma d’annotation initialement propose´ par
Propp. Plus re´cemment, Bod et al. (2012) de´crivent l’accord inter-annotateurs observe´ pour
l’annotation de quatre contes pour lesquels il existe une annotation de re´fe´rence re´alise´e par
Propp lui-meˆme. La premie`re expe´rience comporte neuf annotateurs charge´s de de´terminer les
cate´gories de personnages et les se´quences de fonctions narratives. Dans la deuxie`me expe´rience,
six annotateurs, a` qui l’on fournit les cate´gories de personnages de re´fe´rence, doivent annoter des
se´quences de fonctions narratives. Cette e´tude tend a` montrer un faible accord inter-annotateurs
dans l’assignement des personnages a` l’une des sept cate´gories de´finies par Propp. Ces confusions
se re´percutent sur l’accord entre se´quences de fonctions narratives. Meˆme lorsque les cate´gories
des personnages sont fournies aux annotateurs, les auteurs observent une certaine disparite´ dans
l’association des contes a` des se´quences de fonctions narratives et concluent que la comparaison
de ces se´quences n’est pas triviale. Les conclusions de cette e´tude tendent a` montrer que les
consignes d’annotations de´finies par Propp ne sont pas assez strictes pour eˆtre reproductibles de
manie`re fiable a` l’aide de syste`mes automatiques.
Les approches cherchant a` extraire automatiquement des informations utiles a` la synthe`se de
parole ont principalement consiste´ a` piloter des syste`mes de synthe`se par se´lection d’unite´s. Dans
ce cadre, les informations extraites sont destine´es a` se´lectionner la base d’unite´s a` utiliser pour la
synthe`se. Chaque base peut contenir des unite´s correspondant a` un locuteur particulier ou des
unite´s correspondant a` une e´motion ou a` une qualite´ de voix donne´e. Le but des syste`mes de
pilotage automatique de synthe´tiseurs de parole consiste donc a` se´lectionner la voix la plus appro-
prie´e parmi un ensemble de possibles. Les diffe´rents corpus recense´s contiennent des annotations
qui facilitent le pilotage de syste`mes de synthe`se parole. L’approche propose´e par Zhang et al.
(2003) et Mamede and Chaleira (2004) consiste a` collecter des corpus contenant des annotations
relatives a` l’identification et a` l’attribution des citations directes aux diffe´rents personnages.
Ces corpus servent de base aux syste`mes de pilotages semi-automatiques ; l’attribution d’une
voix particulie`re a` un personnage devant eˆtre re´alise´e manuellement. Une piste d’enrichissement
de ces corpus pourrait constituer en l’ajout de me´ta-informations associe´es aux personnages
qui permettraient un choix automatique de la base de synthe`se associe´e (par exemple voix
d’homme, de femme, d’enfant, “d’animal”, de “gentil”, de “me´chant”, etc.). Cette approche
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montre plusieurs limites. Lorsqu’un conteur raconte une histoire, il incarne tous les personnages –
et s’il utilise des strate´gies pour diffe´rencier vocalement ces personnages, sa voix gardera toujours
des caracte´ristiques propres. En conse´quence, une strate´gie visant a` se´lectionner des unite´s
enregistre´es par des locuteurs diffe´rents en fonction du personnage a` incarner ne reproduira pas
la situation d’un conteur face a` un auditoire, meˆme si le re´sultat final peut se re´ve´ler autant, voir
plus captivant. Par ailleurs, les me´ta-informations associe´es a` un personnage ne de´crivent pas la
variation de ses affects au cours d’une histoire. Un meˆme personnage peut se montrer agressif,
heureux ou me´fiant selon les diffe´rentes situations auxquelles il est confronte´.
Deux corpus de contes conc¸us pour ge´ne´rer de la parole de synthe`se proposent d’associer chaque
phrase rencontre´e dans les contes a` une e´motion. Alm et al. (2005) associent chaque phrase
a` une e´motion dite de base : neutre, cole`re, de´gout, peur, gaiete´, tristesse, surprise positive,
surprise ne´gative. Ces e´motions sont annote´es pour chaque conte par deux annotateurs. L’accord
inter-annotateurs associe´ est mesure´ sur les diffe´rents contes a` l’aide du Kappa de Cohen (Cohen
et al., 1960) et varie entre 0.24 (accord faible) et 0.51 (accord mode´re´).
Le corpus Emotales (Francisco et al., 2011) propose deux protocoles d’annotation e´motionnelle
distincts : le premier consiste a` choisir une e´tiquette e´motionnelle parmi 119 propositions,
regroupe´es sous forme d’une ontologie. Un total de 36 annotateurs ont contribue´ a` l’annotation
d’Emotales ; chaque conte e´tant annote´ par sept a` douze annotateurs diffe´rents. Les accords
inter-annotateurs sont estime´s a` l’aide du Kappa de Cohen, en conside´rant les cate´gories initiales
ou les cate´gories d’une profondeur donne´e dans l’ontologie. Selon le niveau ontologique conside´re´,
le Kappa moyen varie de 0.16 a` 0.27, ce qui est conside´re´ comme un accord tre`s faible a` faible.
Le second protocole consiste a` de´terminer les e´motions exprime´es dans chaque phrase dans un
espace tridimensionnel selon les dimensions de valence (ne´gative, positive), d’activation (faible,
forte) et de controˆle (domine´, dominant). Vingt-six annotateurs ont participe´ a` ce protocole et
chaque conte est annote´ par six a` quatorze annotateurs diffe´rents. L’accord est estime´ a` l’aide de
l’e´cart type observe´ sur les diffe´rentes dimensions ; e´cart qui est de 0.68 pour la valence, 0.90 pour
l’activation et 0.55 pour le controˆle. Ces valeurs sont conside´re´es par les auteurs comme un accord
fort et les poussent a` pre´coniser l’emploi de dimensions e´motionnelles plutoˆt que des cate´gories
e´motionnelles dans le cadre de l’annotation d’un corpus.
Parmi les autres corpus de contes annote´s, les travaux de Goh et al. (2012) proposent d’identifier
les personnages principaux de diffe´rents contes. Le but du corpus est d’ame´liorer les capacite´s des
extracteurs d’entite´s nomme´es, ge´ne´ralement e´value´s sur des textes me´dicaux ou journalistiques.
Les auteurs conside`rent que les textes de fiction posse`dent des proprie´te´s diffe´rentes dont l’e´tude
pourrait permettre d’ame´liorer les performances des syste`mes d’extraction d’information pour ce
genre de textes.
Le corpus FTC (Fairy Tales Corpus) regroupe ainsi des histoires e´crites par des adultes et des
enfants (Maarouf and Villaneau, 2012). Il a e´te´ re´alise´ dans le but de mode´liser la langue destine´e
aux enfants : travail ne´cessaire pour concevoir des interfaces robotiques interagissant avec ce
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public. Le corpus est annote´ avec des lemmes et des parties du discours corrige´s manuellement,
et spe´cifiant le roˆle se´mantique des verbes. Les noms propres et les pronoms sont re´fe´rence´s, et
associe´s a` une cate´gorie re´fe´rentielle (prince, e´le´phant, chaise). Les cate´gories re´fe´rentielles sont
organise´es en quarante cate´gories ontologiques ge´ne´rales (humain, cre´ature imaginaire, lieu, partie
du corps, nourriture...).
A` notre connaissance, les corpus GV-LEx et FTC sont les seules ressources de contes annote´s dis-
ponibles en langue franc¸aise. Ces deux corpus fournissent des annotations permettant de re´fe´rencer
les diffe´rents personnages. Le corpus GV-LEx se distingue en proposant des annotations lie´es a`
la structure des contes conside´re´s et aux citations directes, ainsi que des de´finitions e´tendues des
entite´s nomme´es et des e´nume´rations, tandis que le corpus FTC propose des informations linguis-
tiques corrige´es a` la main (lemmes et parties du discours), l’assignation des personnages a` des
cate´gories ontologiques, et l’annotation se´mantique du roˆle des verbes.
L’annotation des citations directes semble avoir e´te´ re´alise´e a` plus grande e´chelle dans le corpus
GV-LEx que dans les autres corpus de contes rencontre´s dans la litte´rature, ce qui en fait une
ressource pre´cieuse pour l’entrainement de mode`les statistiques. Le sche´ma d’annotations struc-
turelles propose´ reprend un certain nombre des ide´es introduites par Propp (1928), simplifie´es
afin d’eˆtre utilise´es sur des contes d’origines culturelles varie´es. Les annotations relatives aux en-
tite´s nomme´es peuvent eˆtre utilise´es dans le cadre de l’entrainement de mode`les statistiques et de
l’e´valuation de syste`mes automatiques adapte´s aux textes de fiction, travail dont la ne´cessite´ est
mise en e´vidence par les travaux de Gerva´s (2010); Goh et al. (2012).
2.3 Constitution du corpus GV-LEx
2.3.1 Collecte de contes
Les crite`res de se´lection des contes consistaient a` choisir des textes pouvant eˆtre lus en cinq
minutes environ devant un public compose´ d’enfants aˆge´s de 7 ou 8 ans. En conse´quence, le lexique
devait eˆtre suffisamment simple pour eˆtre compris par le public vise´. Afin de pouvoir travailler
sur la parole des personnages, chaque conte devait contenir un minimum de deux personnages
associe´s a` des citations directes. Un total de 89 contes a e´te´ retenu : 86 d’entre eux ont e´te´ obtenus
via un site collaboratif de contes pour enfants libres de droits 1. Les trois contes restants ont e´te´
fournis a` titre gracieux par leur auteur : Rose-Marie Vassalo. Les contes retenus sont compose´s
de textes traditionnels ou contemporains et proviennent d’origines culturelles varie´es. Le corpus
collecte´ contient des contes de diverses cate´gories : des contes de fe´es, des contes d’animaux, des
contes re´alistes, des contes a` structure re´pe´titive, etc.
1. http://www.contes.biz
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Table 2.2 – Nombre moyen, minimum et maximum d’e´le´ments observe´s sur les 89 contes suite
au processus de tokenisation
Moyenne Min Max Total
Nb mots 752.1 309 1054 66935
Nb ponctuations 149.7 71 286 13320
Nb phrases 61.2 26 131 5444
Nb paragraphes 19.6 3 41 1742
taille moyenne des phrases (nb mots) 13.0 6.8 22.1
taille maximum des phrases (nb mots) 40.2 22 116
2.3.2 Normalisation des textes
Les contes du site collaboratif ont e´te´ obtenus au format HTML. La conversion des fichiers
HTML vers un format en texte seul a e´te´ re´alise´e a` l’aide de l’outil Wmatch (Galibert, 2009; Rosset
et al., 2009). Un certain nombre d’instructions relatives a` la mise en pages ont e´te´ conserve´es
dans les fichiers texte re´sultants. Ainsi, les retours a` la ligne et les balises de paragraphe ont
respectivement e´te´ associe´s a` un ou deux caracte`res de retour a` la ligne. Les fautes d’orthographe
et les erreurs grammaticales ont par la suite e´te´ corrige´es manuellement.
Le logiciel de tokenisation du LIMSI (Adda et al., 1997) a e´te´ utilise´ dans un second temps
pour segmenter les textes en unite´s d’analyse e´le´mentaire (tokens). Ces unite´s correspondent a`
des mots, des signes de ponctuation, des phrases et des paragraphes. L’utilisation de ce logiciel
de tokenisation a e´te´ motive´e par les traitements a` re´aliser ulte´rieurement sur le corpus, tels
que l’annotation automatique des parties du discours ou l’alignement semi-automatique entre
texte et parole. Les fichiers re´sultant de cette e´tape de tokenisation sont tels que les mots et
symboles de ponctuation sont se´pare´s par des espaces, les phrases par un caracte`re de retour a`
la ligne et les paragraphes par deux caracte`res de retour a` la ligne. Un autre roˆle de ce logiciel
consiste a` de´sambigu¨iser les caracte`res non-alphabe´tiques. Dans le cas du signe - il faut de´terminer
s’il s’agit d’un tiret, signe de ponctuation, ou d’un trait d’union. Les mots compose´s (comme
“chauve-souris”) sont associe´s a` un seul token. Les clitiques sont se´pare´s de leur mot hoˆte pour
constituer deux tokens distincts (par exemple : ‘‘j’ai’’ est associe´ aux tokens <j’> et <ai>).
Les majuscules sont conserve´es uniquement dans le cas des e´le´ments lexicaux identifie´s comme
e´tant des noms propres.
Les re´sultats du comptage des diffe´rents tokens obtenus pour l’ensemble des contes suite a` ce
processus sont pre´sente´s dans la table 2.2. Les contes du corpus contiennent une moyenne de
752 mots, 61 phrases et 20 paragraphes. Le premier paragraphe est syste´matiquement associe´ au
titre du conte conside´re´. Les strate´gies d’indentation (notamment en ce qui concerne l’utilisation
des retours a` la ligne) sont tre`s variables selon les auteurs. Le nombre de paragraphes varie (si
l’on exclut le titre) de 2 a` 39 selon les contes. Ceux contenant un grand nombre de paragraphes
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sont ge´ne´ralement associe´s a` des strate´gies d’indentation consistant a` inse´rer un marqueur de
paragraphe avant chaque citation directe. Les phrases les plus courtes sont ge´ne´ralement associe´es
aux citations directes et aux motifs pre´cisant les citations (cf. exemple 1). Les phrases les plus
longues ont e´te´ observe´es dans le cadre de descriptions et dans les contes a` structure re´pe´titive
(cf. exemple 2).
(1) “- Oui !
dit la souris.”
(2) “Viens ronger le cordon, qui refuse d’e´trangler le forgeron, qui refuse de briser cette lame, qui refuse
de tuer le taureau, qui refuse de boire l’eau, qui refuse d’e´teindre ce feu, qui refuse de bruˆler ce baˆton,
qui refuse de frapper Brirouch, qui refuse de dˆıner, parce qu’il a perdu son chevreau.”
2.3.3 Protocole d’annotation
La tache d’annotation des 89 contes a e´te´ confie´e a` l’entreprise Syllabs. Deux annotateurs
(familiers avec les taˆches d’annotation linguistique) ci-apre`s de´signe´s comme A1 et A2, ont
respectivement annote´ 61 et 35 contes, pour un total de 96 annotations distinctes. Sept contes ont
donc e´te´ annote´s par A1 et A2 et seront utilise´s par la suite pour estimer l’accord inter-annotateur
(section 2.6). Un sche´ma de stockage XML 2 hie´rarchique, associe´ a` une grammaire de classe de
document (DTD 3) a e´te´ utilise´ pour encoder les annotations. Des consignes d’annotation et un
exemple de conte entie`rement annote´ ont e´te´ fournis aux annotateurs. Les textes ont e´te´ annote´s
a` l’aide d’un logiciel d’annotations multi plateforme de´veloppe´ par Syllabs pour re´pondre aux
besoins spe´cifiques du projet GV-LEx. Ce logiciel permet de pre´server l’indentation du texte
normalise´, qu’il s’agisse de retours a` la ligne simples ou multiples marquant les paragraphes.
Il permet une visualisation intuitive des e´le´ments annote´s. Le logiciel utilise la de´finition de la
grammaire du document XML de´finie par le LIMSI, au format DTD, pour ge´ne´rer les menus
et sous-menus associe´s a` un sche´ma hie´rarchique quelconque. Cette caracte´ristique permet une
certaine flexibilite´ et laisse la possibilite´ de rede´finir le sche´ma d’annotation, tout en gardant le
meˆme logiciel.
L’interface d’annotation du logiciel est illustre´e par la figure 2.1. Le menu de navigation gauche
permet de se´lectionner un conte dans le corpus. Le menu de la partie supe´rieure droite renseigne
sur le nombre d’annotations contenu dans le conte courant et permet de se´lectionner les marqueurs
a` afficher. Le menu infe´rieur permet de se´lectionner chaque marqueur se´pare´ment et d’e´diter ses
attributs. Les diffe´rents niveaux hie´rarchiques des annotations correspondants a` un mot ou a` une
zone de texte donne´s sont accessibles via des sous-menus. Dans cet exemple, les entite´s e´tendues
relatives aux personnes sont repre´sente´es avec un fond bleu et les citations directes sont affiche´es
avec une police rouge.
2. Extensible Markup Language
3. Document Type Definition
– 16 –
2.3. Constitution du corpus GV-LEx
Figure 2.1 – Capture d’e´cran du logiciel d’annotation linguistique conc¸u par l’entreprise Syllabs
pour les besoins spe´cifiques du projet GV-LEx.
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Table 2.3 – Marqueurs XML utilise´s dans les corpus GV-LEx
Marqueur Description
Marqueurs Structurels
gvlex_tale Contient l’ensemble du conte
title Le titre de l’histoire
exposition Introduction, situation initiale et pre´sentation des personnages
triggering-event E´le´ment de´clencheur qui modifie la situation initiale et engendre les
pe´ripe´ties
scene Unite´ atomique, passage du re´cit qui fait avancer l’histoire
refrain Passage du re´cit re´current a` quelques de´tails pre`s
epilogue Conclusion, de´nouement et/ou morale du re´cit
Tours de Parole
narr Tour de parole du narrateur.
spkr Citation directe d’un personnage du conte, identifie´ avec l’attribut anapho-
rique persid
E´le´ments Lexicaux et semi-structurels
pseudo_sentence Pseudo-phrase qui ne peut s’e´tendre sur plusieurs tours de parole
enum E´nume´ration e´tendue
Entite´s nomme´es e´tendues
person Mention d’un personnage identifie´ a` l’aide de l’attribut anaphorique persid
place Mention d’un lieu
time Mention d’une date ou d’une e´poque
E´le´ments Atomiques
word Mot contenant les attributs small_pos et large_pos stockant les parties
du discours
punctuation Signe de ponctuation
2.4 Sche´ma d’annotation
Cette partie de´crit les sche´mas d’annotation de´finis pour le corpus ainsi que les consignes ayant
e´te´ donne´es aux annotateurs. Les contes sont divise´s en e´pisodes permettant de de´crire la structure
narrative. La distinction entre les citations directes et le reste du texte est re´alise´e via l’annotation
en tours de parole. Des de´finitions e´tendues des e´nume´rations et des entite´s nomme´es de´crivant
des dates, des lieux ou des personnes sont utilise´es. Les tours de parole et les entite´s relatives aux
personnes sont enrichis avec des informations anaphoriques permettant de repe´rer les mentions des
diffe´rents personnages et de leur attribuer les citations directes. L’ensemble des marqueurs XML
utilise´s pour annoter les textes sont de´crit dans la table 2.3. La DTD 4 de´finissant la grammaire
des annotations XML, et un exemple de conte annote´ sont fournis dans les annexes A et B.
4. Document Type Definition
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2.4.1 E´nume´rations e´tendues
Les e´nume´rations e´tendues sont associe´es a` toute structure assimilable a` une e´nume´ration ou a`
une liste. Il peut s’agir d’une e´nume´ration d’objets (cf. exemple 3), d’adjectifs (cf. exemple 4),
d’actions, comme de personnages.
(3) Suzon ouvrit ensuite tout grand <enum>les portes, les fene^tres et me^me
les volets</enum>.
(4) Vous e^tes <enum>si belle, si bonne et si honne^te</enum>, que
je ne puis m’empe^cher de vous faire un don.
2.4.2 Entite´s nomme´es e´tendues
Les entite´s nomme´es relatives aux personnes sont de´finies pour identifier toutes les mentions dans
un conte d’un personnage ou d’un groupe de personnages. Ces annotations sont enrichies avec des
informations anaphoriques qui permettent de distinguer les diffe´rents personnages. Les mentions
des personnages peuvent eˆtre constitue´es par des noms propres, des pronoms ou tout groupe
nominal significatif. Les pronoms possessifs isole´s ne sont pas conside´re´s comme des mentions
explicites d’un personnage, par contre ils peuvent eˆtre utilise´s au sein d’un groupe nominal pour
faire re´fe´rence a` un personnage (cf. exemple 5).
(5)
<person id=3>Il</person> demanda a` <person id=6>la me`re de <person id=5>son
fils</person></person>, ce qu’<person id=3>il</person> pouvait faire pour qu’
<person id=6>elle</person> <person id=3>lui</person> pardonna.
Les contes sont des fictions et les personnages peuvent eˆtre des humains, des animaux, des plantes
ou des objets. Les entite´s nomme´es spatiales marquent toutes les structures se re´fe´rant a` un
lieu au sens large. Il peut s’agir d’une ville (“Paris”) comme d’un endroit dont l’emplacement
est approximatif (par exemple : “quelque part en Afrique”), “la` bas”, “dans la chambre”). Les
entite´s nomme´es temporelles sont utilise´es pour identifier les dates pre´cises, les pe´riodes ou les
expressions temporelles relatives (par exemple : “un an plus tard”, “apre`s une courte discussion”,
“la veille de noe¨l”, “il e´tait une fois”). Ces entite´s nomme´es peuvent eˆtre de´finies de manie`re
hie´rarchique ou a` l’aide d’ope´rations de composition permettant de de´crire une entite´ a` l’aide
d’une autre. Dans l’exemple 6, l’entite´ spatiale “entre les enfants et la vieille” est de´finie relati-
vement a` la position d’autres entite´s faisant re´fe´rence a` des personnes : “les enfants” et “la vieille”.
(6) <time>Aussito^t</time> une toile d’ araigne´e s’ e´le`ve <place>entre <person id=5>les
enfants</person> et <person id=6>la vieille</person></place>.
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2.4.3 Tours de parole
L’annotation des textes en tours de parole permet de distinguer les citations directes du reste du
texte (exemple 7). Les citations directes rencontre´es dans le corpus ne sont pas syste´matiquement
associe´es a` des signes de ponctuation tels que les guillemets ou les tirets. Les tours de parole des
personnages, annote´s a` l’aide de balises <spkr>, correspondent aux portions de texte assimilables
a` une citation directe d’un personnage. Un tour de parole est de´fini comme une zone contigu¨e de
texte attribue´ a` un meˆme personnage. La taille de cette re´gion peut varier de quelques mots a`
quelques phrases. Les balises entourant cette re´gion contiennent un attribut anaphorique faisant
re´fe´rence au personnage a` qui est attribue´ la citation. Il est ainsi possible que le narrateur se
cite lui-meˆme (cf. exemple 8), dans le cas des re´cits au cours desquels le narrateur raconte des
e´ve`nements auxquels il affirme avoir participe´. Par convention, l’attribut anaphorique associe´ au
narrateur est 0. Lorsque la portion de texte conside´re´e n’est pas une citation directe, on conside`re
qu’il s’agit du tour de parole du narrateur, entoure´ de balises <narr>.
(7) <spkr id=2>"eh bien!",</spkr> <narr>dit <person id=2>le loup</person>
,</narr> <spkr id=2>"<person id=2>je</person> veux y aller voir aussi."</spkr>
(8) <spkr id=0>-<person id=0>je</person> crois que c¸a doit e^tre un hibou,</spkr>
<narr>re´pondis-<person id=0>je</person> sans trop y croire.</narr>
2.4.4 Structure narrative
Les annotations relatives a` la structure narrative consistent a` segmenter les contes de manie`re
a` les repre´senter sous forme de se´quence d’e´pisodes. Les annotations structurelles de´finies pour
l’annotation du corpus sont inspire´es par les e´pisodes (van Dijk (1982)), les fonctions narratives
(Propp (1928)) et les sous-the`mes (Hearst (1997)). Il s’agit de segments line´aires sans chevauche-
ment, pouvant s’e´tendre sur des re´gions compose´es d’une ou plusieurs phrases normalise´es. Les
frontie`res des e´pisodes sont ge´ne´ralement associe´es a` des changements temporels, spatiaux ; des
changements de sujets ou a` l’introduction de nouveaux personnages dans le re´cit. Les annotations
structurelles ne sont pas ne´cessairement associe´es aux marques de paragraphe rencontre´es dans le
texte. En effet, il arrive que des marques de paragraphe ne soient inse´re´es que pour ae´rer l’aspect
physique d’un texte, sans pour autant eˆtre associe´es a` une information linguistique particulie`re
(Hearst, 1997).
Les marques de paragraphes ont e´te´ conserve´es dans les textes pre´sente´s aux annotateurs. Un
ensemble de cinq cate´gories sont de´finies pour caracte´riser les e´pisodes rencontre´s : situation
initiale, e´le´ment de´clencheur, sce`ne, refrain, e´pilogue. Les cate´gories ont e´te´ de´finies de manie`re
suffisamment ge´ne´rale pour de´crire des contes ayant e´te´ e´crits a` des e´poques diffe´rentes ou ayant
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des origines ge´ographiques varie´es. La situation initiale correspond ge´ne´ralement aux premie`res
phrases du re´cit. Elle de´crit le contexte du re´cit, et pre´sente l’histoire et les personnages. On peut
l’assimiler a` la notion de situation initiale de´finie par Propp (Propp, 1928). L’e´le´ment de´clencheur
alte`re la situation initiale et engendre les pe´ripe´ties. Il peut s’agir de la mort d’un personnage, de
la violation d’une interdiction. Par analogie avec la the´orie proppienne, cet e´pisode s’e´tend de la
fin de la situation initiale, jusqu’au de´part du he´ros. Une sce`ne est un passage du re´cit qui fait
avancer l’histoire. Il s’agit de la cate´gorie e´pisodique la plus fre´quente. La de´cision de changement
de sce`ne s’appuie essentiellement sur des marqueurs the´matiques et structuraux (apparition d’un
nouveau personnage, changement spatial ou temporel, nouveau paragraphe) ou alors sur l’iden-
tification d’un refrain. Un refrain est un passage du re´cit re´current dans la forme et, a` quelques
de´tails pre`s, dans le contenu. Il peut s’agir de phrases ou de paragraphes strictement identiques
qui se re´pe`tent re´gulie`rement au cours du re´cit, ou de portions de texte qui subissent quelques mo-
difications de contenu. L’e´pilogue repre´sente ge´ne´ralement les dernie`res lignes d’un re´cit. Il s’agit
de la conclusion, du de´nouement, de la morale du re´cit. Dans la the´orie proppienne, cet e´pisode
inclut la reconnaissance du he´ros, la punition du me´chant, la transfiguration du he´ros et le mariage.
L’ordre dans lequel les diffe´rents types d’e´pisodes peuvent eˆtre rencontre´ est de´fini dans la
DTD pre´sente´e dans l’annexe A. Un conte commence par un titre, la pre´sence de tous les autres
marqueurs structurels est facultative. Dans le cas ou` les marqueurs sont identifie´s, on trouvera
d’abord la situation initiale, puis l’e´le´ment de´clencheur, ensuite des sce`nes, et enfin un e´pilogue.
Toutes ces structures peuvent eˆtre entrecoupe´es de refrains.
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2.5 Couverture et Re´partition des Annotations
2.5.1 Unite´s textuelles
Cette section de´crit la re´partition des annotations dans les 89 contes du corpus textuel. Les
annotations sont de´crites en terme de nombre d’unite´s annote´es et de pourcentage de couverture
sur le corpus. Ce pourcentage de couverture est de´fini comme le pourcentage de mots du corpus
inclus dans une unite´ d’un type donne´, en excluant de la mesure les marqueurs de ponctuation.
Les mesures sont effectue´es en conside´rant un seul annotateur par conte afin d’e´viter de sur-
repre´senter les contes ayant e´te´ annote´s deux fois. Seules les annotations re´alise´es par l’annotateur
A2 ont e´te´ prises en compte dans le cas des contes annote´s deux fois, afin d’e´quilibrer le nombre
d’annotations conside´re´es par annotateur. En conse´quence, les mesures re´alise´es dans cette partie
sont obtenues a` partir de 54 annotations re´alise´es par A1 et 35 annotations par A2.
Un re´sume´ des distributions d’annotations et des pourcentages de couverture est fourni par la
table 2.4. Les tailles me´diane, moyenne et maximum de chaque annotation sont exprime´es en
nombre de mots couverts par une annotation donne´e.
Un conte contient toujours un titre et 5 sce`nes en moyenne. La majorite´ des contes contient
une situation initiale, un e´pilogue, et dans une moindre mesure un e´ve`nement de´clencheur. Les
sce`nes sont en ge´ne´ral plus longues que les autres cate´gories d’e´pisodes et couvrent plus de 70% du
corpus. Les e´pilogues et les e´ve´nements de´clencheurs sont en ge´ne´ral plus courts que les situations
initiales. Un cinquie`me des contes annote´s contient des refrains. Il s’agit de la cate´gorie e´pisodique
montrant la plus faible couverture et la plus petite taille moyenne, a` l’exception du titre.
Le corpus contient un grand nombre de citations directes de personnages (les passages du corpus
annote´s comme faisant partie du tour de parole d’un personnage), tandis que des citations directes
du narrateur n’ont e´te´ observe´es que pour un seul conte. En fonction du conte conside´re´, la
couverture des citations directes peut varier de 4,5% a` 72%, avec une couverture moyenne aux
alentours de 30%. Au total, 381 personnages diffe´rents re´alisent ces citations directes dans le
corpus, avec un nombre me´dian de 4 personnages par conte et un maximum de 14 personnages
diffe´rents prenant la parole. Les phrases attribue´es au narrateur sont ge´ne´ralement plus longues
que les phrases attribue´es aux personnages avec une taille me´diane respective de 11 vs. 7 mots.
Le texte cite´ correspond aux portions de texte comprises entre des guillemets, ou aux phrases
normalise´es commenc¸ant par un tiret et repre´sente 23,7% des mots contenus dans le corpus. Ce
texte cite´ est constitue´ pour 88% par des citations directes et pour 12% par des incises ou des
mots entre guillemets. Le texte cite´ est donc constitue´ en majeure partie de citations directes.
Cependant, les citations directes ne se trouvent pas uniquement dans le texte cite´. On trouve en
effet une part non ne´gligeable de citations directes en dehors du texte cite´ (12,1%). Cela repre´sente
presqu’un tiers de l’ensemble des citations directes observe´es sur l’ensemble du corpus.
Les annotations relatives aux e´nume´rations couvrent un cinquie`me du corpus et 18,2% de ces
structures couvrent des phrases entie`res. Les entite´s nomme´es e´tendues relatives aux personnages
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Table 2.4 – Distribution des annotations dans les 89 contes du corpus texte. Le pourcentage de
couverture correspond au pourcentage de mots du corpus inclus dans une unite´ d’un type donne´,
en excluant de la mesure les marqueurs de ponctuation
Annotation Nombre Couverture (%) taille me´diane taille moyenne taille maximum
E´pisodes
Titre 89 0.6 4 4.6 9
Situation ini-
tiale
88 11.6 64 88.5 483
E´ve´nement
de´clencheur
83 9.5 39 76.3 372
Sce`ne 443 70.7 80 106.8 599
Refrain 75 2.8 20 25.0 109
E´pilogue 88 4.8 32 36.4 95
Tours de parole du narrateur et des personnages
Personnage 1509 30.1 8 13.4 148
Narrateur 1205 69.9 15 38.8 635
E´le´ments semi-structuraux et lexicaux
E´nume´ration 1270 20.0 9 10.5 86
Entite´
nomme´e
spatiale
1377 6.8 3 3.3 13
Entite´
nomme´e
temporelle
910 3.5 2 2.6 14
Entite´
nomme´e
personne
9500 22.3 1 1.6 18
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sont beaucoup plus fre´quentes que les entite´s nomme´es temporelles et spatiales : avec en moyenne
107 entite´s de personnage par re´cit, contre respectivement 15 et 10. Un certain nombre d’entite´s
nomme´es compose´es ont e´te´ observe´es dans le corpus : il s’agit d’entite´s de´finies relativement a`
d’autres entite´s, via des me´canismes hie´rarchiques. L’analyse des compositions d’entite´s montre
que 13,6% des entite´s spatiales et 2% des entite´s temporelles sont de´finies relativement a` une
entite´ de personne (par exemple : “la maison de Monsieur Martin” est une entite´ spatiale, de´finie
relativement a` l’entite´ personne “Monsieur Martin”). Les autres sche´mas de composition sont
beaucoup moins fre´quents et concernent moins d’un pourcent des cas rencontre´s (par exemple une
personne de´finie relativement a` une autre personne, ou une personne de´finie relativement a` un
lieu, etc.).
Les proprie´te´s syntaxiques des entite´s de personne sont de´crites a` l’aide de parties du discours
obtenues de manie`re automatique. Un mode`le d’annotation automatique base´ sur l’algorithme
TreeTagger (Schmid, 1994) est utilise´. Les conditions d’apprentissage du mode`le sur la langue
franc¸aise sont de´taille´es dans Stein and Schmid (1995). Les entite´s de personnes sont principale-
ment associe´es a` des pronoms personnels (52%), a` des articles suivis de noms (15%), a` des noms
propres (7%), a` des pronoms possessifs suivis de noms (3,6%) et a` des structures constitue´es d’un
article, d’un adjectif puis d’un nom (2,6%). Les 17% restants ont des structures et des complexite´s
varie´es. Les entite´s de personnes e´tendues constituent pour 99.2% des structures de 5 mots au
maximum.
2.5.2 Annotations anaphoriques et chaˆınes de core´fe´rence
L’e´tude de la couverture des annotations anaphoriques est re´alise´e en regroupant les unite´s
faisant re´fe´rence a` une meˆme entite´ sous forme de chaˆıne de core´fe´rence. Une chaˆıne de core´fe´rence
est de´finie comme la liste des unite´s annote´es au sein d’un meˆme document partageant le meˆme
attribut anaphorique. La liste est ordonne´e selon l’ordre d’apparition des unite´s au sein d’un
document, et peut contenir des doublons. Dans le cas des entite´s de personne (section 2.4.2) ,
la chaˆıne contient toutes les unite´s faisant re´fe´rence a` un meˆme personnage (exemple : “le petit
chaperon rouge”, “un petite fille”, “lui”, “l’ ”, “elle”, “la pauvre enfant”). Dans le cas des tours
de parole (section 2.4.3), les e´le´ments de la liste correspondent aux tours de parole attribue´s un
meˆme personnage. Chaque e´le´ment correspond a` une pseudo-phrase, ou a` plusieurs pseudo-phrases
adjacentes.
La table 2.5 fournit une description des chaines de core´fe´rence relatives aux tours de parole et
aux entite´s de personnes. Les chaines conside´re´es sont associe´es aux tours de parole (TP), aux
entite´s de personne cite´es directement au moins une fois dans le re´cit (EPP : Entite´s Personne
Parlante), et aux entite´s de personnes qui ne sont pas cite´s directement dans le re´cit (EPNP :
Entite´s Personne Non Parlante). Pour chacune de ces cate´gories la table de´crit le nombre de
chaines observe´es ainsi que le nombre d’unite´s associe´es. Viennent ensuite les pourcentages de
chaines a` un seul e´le´ment qui correspondent soit aux tours de parole associe´s a` un personnage cite´
directement une seule fois au cours du re´cit, soit a` un personnage mentionne´ une seule fois dans
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Table 2.5 – Description des chaines de core´fe´rence associe´es aux tours de parole (TP), aux entite´s
personne parlante (EPP) et aux entite´s personne non parlante (EPNP)
Type de Nb. chaines Nb. unite´s Pourcentage de Longueur Troisie`me Longueur
chaine chaines a` me´diane quartile maximale
un seul e´le´ment
TP 381 1509 29.9% 3 5 20
EPP 377 7287 8.8% 13 28 90
EPNP 545 2213 40.4% 2 4 71
le re´cit. La distribution des longueurs de chaines de core´fe´rence est de´crite a` l’aide de la me´diane,
du troisie`me quartile, et de la valeur maximale. Le nombre d’unite´s observe´es est moins important
pour les tours de parole, car ils couvrent de plus grandes zones de texte. Les 9500 entite´s nomme´es
e´tendues relatives aux personnages font re´fe´rence a` un total de 922 personnages distincts. 41%
des personnages identifie´s dans les contes sont associe´s a` au moins un tour de parole. Une grande
partie des marqueurs d’entite´s de personne (76,7%) fait re´fe´rence a` des personnages auxquels est
associe´ au moins un tour de parole. Plus d’un quart (27%) des entite´s de personne font re´fe´rence
a` des personnages qui ne sont mentionne´s qu’une seule fois dans tout le re´cit. La taille me´diane
du nombre de re´fe´rences portant sur les personnages associe´s a` au moins un tour de parole est de
13, le nombre de re´fe´rences maximales pour un personnage e´tant de 90. La taille des chaines de
core´fe´rence associe´es au tour de parole de´crit le nombre de zones de texte contigu¨es attribue´es a`
un meˆme personnage. Ces zones peuvent aussi bien contenir quelques mots que quelques phrases.
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2.6 Accord inter-annotateurs
L’annotation d’un corpus est une taˆche d’interpre´tation qui comporte ne´cessairement une part
de subjectivite´ (Leech et al., 1997). Les de´saccords peuvent provenir d’erreurs d’annotation, de
consignes ambigue¨s ou de taˆches trop complexes. Plusieurs interpre´tations peuvent eˆtre propose´es
pour de´crire un meˆme motif et il n’est pas toujours possible de de´terminer laquelle est la plus
pertinente.
L’analyse des accords inter-annotateurs permet d’estimer la robustesse d’un sche´ma d’anno-
tation. Un score e´leve´ d’accord entre annotateurs permet de conside´rer des annotations comme
fiables et reproductibles. Un faible accord peut donner lieu a` des reformulations de consignes
d’annotation jusqu’a` obtention d’un accord juge´ suffisant (Bittar et al., 2012). Dans le cas d’anno-
tations destine´es a` entraˆıner et a` e´valuer des syste`mes de traitement automatique, la connaissance
de l’accord inter-annotateurs fournit une information sur les plafonds de performance pouvant
eˆtre attendus : on peut difficilement espe´rer que l’accord entre des annotations manuelles et les
pre´dictions d’un syste`me automatique soit meilleur qu’entre deux annotateurs entraine´s. Comme
nous l’avons signale´, les mesures d’accord pre´sente´es dans cette section ont e´te´ obtenues a` partir
des 7 contes annote´s par les annotateurs A1 et A2.
2.6.1 Segmentation en e´pisodes
La segmentation du texte en e´pisodes e´tiquete´s combine la segmentation du texte en unite´s et
le choix d’une e´tiquette de´crivant son contenu. L’unite´ atomique choisie pour mesurer la fiabilite´
de cette taˆche est la phrase normalise´e. Tous les contes du corpus texte commencent par un titre
correspondant a` la premie`re ligne du fichier et le titre est syste´matiquement se´pare´ du reste du
conte par des marqueurs de paragraphe. Pour e´viter de prendre en compte cette taˆche triviale
dans les mesures d’accord, l’annotation des titres a e´te´ exclue des mesures pre´sente´es ci-dessous.
Afin d’annoter les diffe´rences entre annotateurs, la proce´dure suivante est utilise´e. Chaque phrase
normalise´e est associe´e a` une e´tiquette. S’il s’agit de la premie`re phrase d’un e´pisode, l’e´tiquette
attribue´e est le nom de l’e´pisode. Dans le cas contraire, l’e´tiquette attribue´e est “pas de frontie`re”.
Par exemple, si l’on se rapporte a` la table 2.6, qui contient la matrice de confusion inter-annotateurs
pour la segmentation en e´pisodes, on observe que la valeur 7 trouve´e a` la ligne sce`ne et a` la
colonne pas de frontie`re indique que 7 phrases ont e´te´ de´tecte´es par A1 comme des frontie`res
de sce`nes, tandis que A2 les situes a` l’inte´rieur d’un e´pisode. La taille moyenne des segments
annote´s est de 6,95 phrases pour l’annotateur A1 et de 4,91 pour A2. L’accord maximal observe´
correspond a` l’annotation des refrains. L’avis des annotateurs varie selon la pre´sence et les bornes
de l’introduction et de l’e´le´ment de´clencheur. Les annotateurs s’accordent sur la localisation du
commencement de l’e´pilogue pour 5 contes sur 7. Bien qu’un accord substantiel soit observe´ pour
les frontie`res des sce`nes, on observe une tendance de la part d’A2 a` conside´rer de plus petites
sce`nes, ce qui introduit des diffe´rences.
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Table 2.6 – Matrice de confusion entre A1 et A2 pour la segmentation en e´pisodes.
A1\A2 Intro. Evt. de´clencheur Sce`ne E´pilogue Refrain Pas de frontie`re
Intro. 6 0 0 0 0 0
Evt. de´clencheur 1 2 1 0 0 2
Sce`ne 0 1 25 0 0 7
E´pilogue 0 0 1 5 0 1
Refrain 0 0 0 0 8 0
Pas de frontie`re 0 4 29 2 0 322
Table 2.7 – Table d’interpre´tation du Kappa de Cohen
κ Interpre´tation
< 0 De´saccord
0.0|0.20 Accord tre`s faible
0.21|0.40 Accord faible
0.41|0.60 Accord mode´re´
0.61|0.80 Accord fort
0.81|1.00 Accord presque parfait
Pour la suite des observations, l’accord est mesure´ sur la position des frontie`res uniquement et
non plus sur les e´tiquettes des e´pisodes. Ce choix est fait pour se concentrer sur les frontie`res
de´termine´es par les annotateurs, et non pas sur leur interpre´tation des e´tiquettes des diffe´rentes
sortes d’e´pisodes. Pour cela, les contes sont pre´alablement convertis en une se´quence de valeurs
binaires, dans laquelle chaque e´le´ment correspond a` une frontie`re de phrase. L’e´le´ment prend la
valeur de 1 si la frontie`re correspond a` une frontie`re d’e´pisode et 0 sinon (observation ne´gative). Un
conte contenant N e´pisodes aura en conse´quences N-1 frontie`res d’e´pisodes. Pour e´viter de prendre
en compte l’accord sur des cas triviaux, la frontie`re entre le titre et le de´but du conte n’est pas
prise en compte dans ces repre´sentations binaires. Pour la suite de cette analyse, on conside`rera
pour chaque annotateur la chaine binaire correspondant a` la concate´nation des repre´sentations
binaires des sept contes annote´s. Les estimations d’accord qui en de´coulent sont rapporte´es dans
la table 2.8.
Les diffe´rentes me´triques permettant de mesurer un accord inter-annotateurs sont destine´es
a` traiter diffe´rentes situations, et donnent donc des re´sultats diffe´rents sur ces meˆmes donne´es -
indiquant plusieurs types de variations entre annotateurs. Le Kappa de Cohen (Cohen et al., 1960)
constitue la seule mesure utilise´e dans cette e´valuation prenant en compte l’accord par hasard. Il
est de´fini par l’e´quation 2.1 pre´sente´ ci-dessous.
κ =
Pr(a)− Pr(e)
1− Pr(e) (2.1)
Tel que Pr(a) soit l’accord relatif entre codeurs et Pr(e) la probabilite´ d’un accord ale´atoire. Il
peut eˆtre interpre´te´ a` l’aide de la table de correspondance 2.7.
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Table 2.8 – Accord sur la localisation des frontie`res d’e´pisodes entre A1 et A2, estime´ a` l’aide
des me´triques Kappa, F-Measure, WindowDiff, Weighted WindowDiff et Pk
Kappa F-Measure WD WWD Pk
0.59 0.66 0.32 0.36 0.28
Un Kappa de 0,59 est observe´ entre les deux annotateurs, ce qui est compris dans la plage des
accords observe´s sur des taˆches similaires (Artstein and Poesio, 2008). La F-mesure (de´finie dans
l’e´quation 2.4 de la section 2.6.2) peut eˆtre conside´re´e comme un estimateur d’accord similaire au
Kappa de Cohen dans des cas de figure ou` le nombre d’observations ne´gatives est e´leve´ (Hripcsak
and Rothschild, 2005). Dans notre cas, le nombre de frontie`res de phrases qui ne sont pas des
frontie`res d’e´pisodes est environ 6 fois plus important que les autres frontie`res ; l’usage de la F-
Mesure semble dont pertinent.
Le Kappa et la F-Mesure ont pour particularite´ de comptabiliser indiffe´remment les erreurs de
frontie`re quelle que soit leur distance avec la frontie`re de re´fe´rence. Les estimations d’accord lie´es a`
ces mesures peuvent eˆtre conside´re´es comme pessimistes : les annotateurs peuvent avoir tendance
a` s’accorder sur le cœur des segments et a` eˆtre en de´saccord sur la localisation des frontie`res.
Les me´triques Pk (Beeferman et al., 1999) et WindowDiff (WD) (Pevzner and Hearst, 2002) (cf.
e´quations 2.2 et 2.3) pe´nalisent les erreurs de frontie`re proportionnellement a` leur distance par
rapport aux frontie`res de re´fe´rence. Ces me´triques sont initialement conc¸ues pour estimer la qualite´
d’une segmentation obtenue via un syste`me automatique en la comparant a` une segmentation de
re´fe´rence, juge´e fiable. Leur utilisation pour estimer l’accord inter-annotateur a e´te´ propose´e par
Artstein and Poesio (2008). Ces deux mesures consistent a` comparer les segmentations par le biais
de feneˆtres s’e´tendant sur plusieurs unite´s et a` retourner un score de dissimilitude. Un score de 0
correspond au score obtenu pour deux chaines identiques. Ces mesures ont e´te´ utilise´es de manie`re
comple´mentaire. Pk est connue pour pe´naliser davantage les faux ne´gatifs que les faux positifs
(Pevzner and Hearst, 2002), tandis que WindowDiff a tendance a` favoriser les segmentations
contenant moins de frontie`res (Lamprier et al., 2007).
PK(r, h) =
1
N −K
N−k∑
i=1
(|δ(ri, ri+k)− δ(hi, hi+k)|) (2.2)
WD(r, h) =
1
N −K
N−k∑
i=1
(|b(ri, ri+k)− b(hi, hi+k)| > 0) (2.3)
La variable r correspond a` la segmentation de re´fe´rence, h a` la segmentation teste´e, k a` la taille de
feneˆtre, b(i, j) au nombre de frontie`res de segments entre la ie`me et la jie`me frontie`re de phrase
rencontre´e dans le re´cit. δ(i, k) retourne 1 s’il y a au moins une frontie`re de segment entre la ie`me
et la jie`me frontie`re et 0 sinon. N repre´sente le nombre de frontie`res de phrases rencontre´es dans
le texte. La valeur recommande´e pour la taille de feneˆtre k est la moitie´ de la taille moyenne
des segments rencontre´s dans la segmentation de re´fe´rence. Dans le cadre de cette e´valuation, la
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longueur moyenne de segment est estime´e sur l’ensemble des annotations contenues dans le corpus,
en excluant les sept annotations re´alise´es par A1 pour lesquelles il existe une annotation re´alise´e
par A2. Le choix de prendre en compte l’ensemble du corpus, plutoˆt que les seuls sept contes sur
lesquels est estime´ l’accord, a e´te´ fait afin d’estimer une taille moyenne de segment (et donc une
taille de feneˆtre puis des estimations d’accord) comparable aux estimations de performance des
syste`mes automatiques re´alise´s dans les chapitres suivants. Un total de 688 frontie`res d’e´pisodes
est observe´ parmi les 5260 frontie`res de phrases contenues dans le corpus. La taille moyenne des
segments observe´s est e´gale a` 7,65 phrases, ce qui donne une taille de feneˆtre k e´gale a` 4.
A` ma connaissance, les me´triques Pk et WindowDiff n’ont pas encore e´te´ utilise´es pour de´crire
un accord inter-annotateurs observe´ sur des taˆches de segmentation. Leur utilisation dans ce
cadre reste cependant cohe´rente avec les recommandations formule´es par (Artstein and Poesio,
2008), ainsi qu’avec les e´tudes de (Mathet et al., 2012). Les mesures effectue´es dans cette section
contribuent a` fournir des donne´es de comparaisons pour les e´tudes a` venir. Dans le cadre de ce
manuscrit, elles fournissent de plus une base de re´fe´rence qui sera utilise´e pour e´valuer les mode`les
de segmentation en e´pisodes qui seront pre´sente´s par la suite.
2.6.2 Identification des e´le´ments structurels et lexicaux
Cette section de´crit l’accord observe´ pour les taˆches d’annotation relatives aux unite´s lexicales
que sont les e´nume´rations et les entite´s nomme´es spatiales, temporelles et de personne. L’accord
pour l’annotation des tours de parole est e´galement traite´. Les tours de parole couvrant l’inte´gralite´
du texte des contes, chaque mot est attribue´ soit a` un personnage, soit au narrateur. Il est aussi
possible de de´crire l’accord pour les tours de parole en ignorant les unite´s correspondant aux
tours de parole du narrateur, c’est-a`-dire en ne prenant en compte que les tours du parole des
personnages comme s’il s’agissait d’unite´s lexicales standards.
Sur la base des travaux de Grouin et al. (2011) et Fort et al. (2012), un ensemble de mesures ont
e´te´ utilise´es pour e´valuer les accords inter-annotateurs pour ces types d’annotations : on utilisera
donc la F-Mesure stricte (FS), la half-point F-Measure (FH), le slot error rate strict (SERS)
et le half-point slot error rate (SERH). On se re´fe`rera aux e´quations 2.4 a` 2.7 pour plus de
de´tails. Les accords lie´s au hasard sont pris en compte en utilisant une adaptation du Kappa de
Cohen de´crite dans Grouin et al. (2011). Cette adaptation consiste a` contourner le proble`me de
mode´lisation d’un accord ale´atoire, en conside´rant chaque unite´ annote´e au moins une fois comme
une proposition d’annotation (inde´pendamment de sa cate´gorie). Le Kappa est alors calcule´ sur
la base de chaque re´ponse de chaque annotateur. Dans les mesures suivantes, un total de 1152
propositions d’annotations est conside´re´, qui correspond a` l’union de toutes les unite´s identifie´es
par A1 ou A2 comme des entite´s ou comme des e´nume´rations. Les tours de parole diffe`rent des
autres unite´s conside´re´es car ils tendent a` s’e´tendre sur plusieurs phrases plutoˆt que sur plusieurs
mots et ne peuvent eˆtre traite´s comme des unite´s lexicales standard. Pour cette raison, l’estimation
de l’accord pour les tours de parole n’est pas re´alise´e a` l’aide du Kappa de Cohen. Les propositions
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d’annotation correspondantes ne sont pas prises en compte pour estimer l’accord sur les autres
unite´s lexicales.
FS = 100
2sm
|A1|+ |A2| (2.4)
FH = 100
2sm+ pm
|A1|+ |A2| (2.5)
SERS = 100
2e+ 2pm
|A1|+ |A2| (2.6)
SERH = 100
2e+ pm
|A1|+ |A2| (2.7)
ou` |A1| et |A2| correspondent respectivement au nombre d’unite´s d’un type donne´ (entite´s tem-
porelles, tours de parole, ...) identifie´es par A1 ou A2. sm (strict match) repre´sente le nombre
d’unite´s strictement identiques identifie´es par A1 et A2 pour un type d’unite´ donne´. pm (partial
match) repre´sente le nombre d’unite´s partiellement identiques identifie´es par A1 et A2 : couvrant
une portion commune de texte, mais ayant des frontie`res diffe´rentes. e est le nombre d’unite´s d’un
type donne´ pour lesquelles il n’y a pas de correspondance entre les annotations de A1 et A2 et se
trouve de´fini comme e = |A1|+ |A2| − 2sm− 2pm.
Les estimations d’accord pour les annotations lexicales et structurelles sont rapporte´es dans la
table 2.9. Quelle que soit la me´trique conside´re´e, les unite´s correspondant aux tours de parole sont
caracte´rise´es par un accord proche de la perfection. La difficulte´ spe´cifique lie´e a` l’annotation des
entite´s de personne est due la nature fictive des contes : une entite´ de personne peut eˆtre utilise´e
pour de´signer n’importe quelle entite´ conside´re´e comme un personnage agissant, qu’il s’agisse d’un
humain, d’une plante, d’un objet ou d’un animal. L’accord observe´ pour cette taˆche reste cependant
relativement haut et largement supe´rieur a` l’accord observe´ pour les autres unite´s lexicales. Dans
le cas des e´nume´rations (et dans une moindre mesure pour les entite´s spatiales), on observe une
importante proportion d’accords partiels. Cela traduit une difficulte´ des annotateurs a` de´terminer
les frontie`res exactes des unite´s annote´es, ce qui s’observe dans les plus grands e´carts entre variantes
strictes et partielles (half-point) des mesures d’estimation d’accord conside´re´es. Malgre´ l’accord
moins important observe´ sur les entite´s spatiales et temporelles, les mesures re´alise´es restent
cohe´rentes avec d’autres taˆches d’annotations similaires (Zhang et al., 2010).
2.6.3 Re´fe´rencement des personnages
Cette partie pre´sente les estimations d’accord relatives aux annotations anaphoriques associe´es
aux entite´s personne, et aux tours de parole (l’accord sur l’identification de ces structures a e´te´
pre´sente´ se´pare´ment dans la partie pre´ce´dente). Les annotations anaphoriques permettent d’identi-
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Table 2.9 – Estimation de l’accord inter-annotateurs pour les unite´s lexicales et les tours de
parole.
|A1| |A2| sm pm FS FH SERS SERH Kappa
tours de parole 128 128 126 1 98.4 98.8 2.3 2.0
entite´s personne 809 839 774 17 93.9 95.0 10.1 9.0 0.787
e´nume´rations 102 100 68 16 67.3 75.2 49.5 41.6 0.642
entite´s temporelles 54 76 46 4 70.8 73.8 52.3 49.2 0.691
entite´s spatiales 85 86 63 8 73.7 78.4 43.3 38.6 0.716
fier les personnages rencontre´s dans les contes. En accord avec les recommandations formule´es par
Artstein and Poesio (2008) et Passonneau (2004), l’accord sur les chaines de core´fe´rences (de´finies
dans la section 2.5.2) est mesure´ a` l’aide de l’alpha de Krippendorff (Krippendorff, 1980), de´fini
par l’e´quation suivante :
α = 1− Do
De
(2.8)
Avec Do la mesure du de´saccord observe´, et De le de´saccord attendu en cas d’annotation ale´atoire,
de´finis par :
Do =
N∑
u=1
mu
n
Du =
1
n
N∑
u=1
1
mu − 1
m∑
i=1,j=1
d(ciu, cju)
2 (2.9)
De =
1
n(n− 1)
N∑
u=1,w=1
m∑
i=1,j=1
d(ciu, cju)
2 (2.10)
Avec N le nombre d’unite´s identifie´es, m le nombre d’annotateurs, mu le nombre d’annotations
associe´es a` l’unite´ u (permet de ge´rer les annotations incomple`tes), ciu l’annotation donne´e par
l’annotateur i a` l’unite´ u, et d la mesure de dissimilarite´ retenue pour comparer deux annotations.
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Les me´triques dp, Jaccard (dj) et MASI (dm) (cf. e´quations 2.11 a` 2.13) sont utilise´es pour
estimer la distance entre deux ensembles d’unite´s. L’utilisation de l’alpha de Krippendorff ne´cessite
qu’une e´tiquette soit assigne´e a` chaque unite´ par un minimum de deux annotateurs, ce qui le
rend particulie`rement adapte´ aux taˆches pour lesquelles les annotations sont disponibles en grand
nombre. Dans le cadre de cette analyse qui mesure l’accord base´ sur deux annotateurs, l’utilisation
de l’alpha de Krippendorff ne´cessite d’ignorer les unite´s n’ayant e´te´ identifie´es que par un seul des
annotateurs (les entite´s nomme´es de personnes et les tours de parole).
dp =

0 si A = B
1 si A ∩B = ∅
1/3 si A ⊂ B or B ⊂ A
2/3 autrement
(2.11)
dj = 1− |A ∩B||A ∪B| (2.12)
dm = dp ∗ dj (2.13)
Le protocole utilise´ par Uzuner et al. (2012) consiste a` utiliser une adaptation de la F-Mesure
pour estimer l’accord observe´ sur les annotations anaphoriques. Cette adaptation compare les
paires de core´fe´rences plutoˆt que les chaines de core´fe´rences. Elle est de´finie par l’e´quation 2.14.
F =
2 ∗ |Paires(A1) ∩ Paires(A2)|
|Paires(A1)|+ |Paires(A2)| (2.14)
Deux variantes de cette mesure ont e´te´ utilise´es : Fo qui correspond a` la variante optimiste de
la mesure, pour laquelle seules les unite´s identifie´es par les annotateurs A1 et A2 sont prises en
compte. Fp, la variante pessimiste de la mesure, qui prend en compte toute unite´ identifie´e par au
moins un des deux annotateurs et dont la mesure estime a` la fois l’accord sur l’identification des
unite´s et celui sur les annotations anaphoriques.
Les mesures d’accord associe´es aux annotations anaphoriques sont fournies dans la table 2.10.
Quelle que soit la me´trique utilise´e avec l’alpha de Krippendorff (dp, dj ou dm), le coefficient
observe´ est supe´rieur a` 0.8. Ceci permet de conside´rer que les annotations anaphoriques utilise´es
pour enrichir les entite´s de personne et les tours de parole sont fiables (Krippendorff, 1980).
L’accord estime´ pour les annotations anaphoriques des tours de parole est plus important que celui
observe´ pour les entite´s de personne. Ces diffe´rences peuvent eˆtre partiellement explique´es par le
fait que les unite´s correspondant aux tours de parole sont moins nombreuses, couvrent l’ensemble
du texte et sont associe´es a` des chaines de core´fe´rence plus courtes. Ces proprie´te´s rendent la taˆche
d’annotation plus rapide, moins complexe et diminue le risque d’erreur d’annotation. L’e´cart non
ne´gligeable observe´ entre les variantes pessimiste et optimiste de la F-Mesure est principalement
lie´ aux de´saccords portant sur l’identification des unite´s de personne pre´sente´es dans la table
2.9, plutoˆt que sur les annotations anaphoriques proprement dites. Malgre´ tout, les estimations
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Table 2.10 – Accord inter-annotateurs estime´ pour les annotations anaphoriques
alpha dj alpha dp alpha dm Fp Fo
Entite´s e´tendues personne 0.96 0.85 0.97 0.88 0.98
Tours de parole personnages 0.98 0.96 0.99 0.97 0.99
d’accord obtenues via la F-mesure restent bonnes et sont similaires a` ce qui a pu eˆtre mesure´ sur
les entite´s personne lors de l’e´laboration du corpus utilise´ pour le concours i2b2/VA 2011 (Uzuner
et al., 2012) (re´fe´rencement de symptoˆmes, personnes, proce´dures de test et traitements dans des
documents me´dicaux).
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Chapitre 3. Module d’extraction d’informations linguistique
3.1 Re´sume´ du chapitre
Ce chapitre de´crit les diffe´rentes composantes du module d’analyse linguistique destine´ a` l’anno-
tation automatique de texte de contes. Ce module prend en entre´e un texte normalise´ et produit
un texte enrichi, dans un format XML correspondant a` un enrichissement de la DTD utilise´e pour
repre´senter les contes. La premie`re composante du module consiste a` annoter les unite´s lexicales
a` l’aide de proce´dures externes, qui permettent d’extraire les parties du discours, les lemmes, les
racines, les synsets, la structure syntaxique et la transcription phone´mique des mots. La deuxie`me
composante consiste a` de´tecter les tours de parole (les citations directes) a` l’aide de mode`les base´s
sur des champs conditionnels ale´atoires, qui sont entraine´s et e´value´s sur le corpus texte de´crit
dans le chapitre pre´ce´dent. Diffe´rents mode`les, destine´s a` ope´rer une segmentation des contes en
se´quences d’e´pisodes, sont propose´s puis e´value´s sur le corpus. Ces mode`les sont base´s sur l’utili-
sation des marques de paragraphe, des informations relatives aux tours de parole et des re´fe´rences
aux personnages. La dernie`re composante du module linguistique vise a` enrichir les phrases at-
tribue´es aux personnages a` l’aide d’actes de dialogues et de modes de communication. Les mode`les
propose´s sont base´s sur des expressions re´gulie`res prenant en compte le contexte imme´diat des
tours de parole.
3.2 Annotation des unite´s lexicales
On de´signera par unite´s lexicales les mots et signes de ponctuation identifie´s au cours du pro-
cessus de tokenisation de´crit dans la section 2.3.2. Ce processus d’annotation consiste a` associer
a` chaque unite´ lexicale des informations obtenues par des proce´dures externes. Les informations
extraites sont mises au format XML a` l’aide des balises word et punct, selon qu’il s’agit d’un
mot ou d’un signe de ponctuation. Chaque information extraite est stocke´e dans un attribut de la
balise.
3.2.1 Signes de Ponctuation
Les signes de ponctuation sont associe´s a` un attribut ptype qui de´crit le signe observe´. Le roˆle des
guillemets est pre´cise´, en utilisant les valeurs lquote ou rquote, selon qu’il s’agit d’un guillemet
ouvrant ou fermant. Les marques de frontie`re de phrase et de paragraphe sont remplace´es par les
chaines de caracte`res \n et \n\n. Ces chaines sont conside´re´es comme des signes de ponctuation
et balise´es avec des marqueurs <punct ptype="carriage_return">. Lorsque plusieurs signes de
ponctuation identiques se suivent, ils sont regroupe´s au sein d’une seule balise portant l’attribut
de ce signe de ponctuation, comme c’est le cas du texte balise´ de l’exemple 9.
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(9)
<punct ptype="exclamation">!</punct> <punct ptype="exclamation">!</punct> <punct
ptype="exclamation">!</punct> <punct ptype="exclamation">!</punct>
est transforme´ en
<punct ptype="exclamation">!!</punct>
3.2.2 Parties du Discours
Les parties du discours permettent de classer les mots rencontre´s en neuf cate´gories princi-
pales : adjectif, adverbe, article, conjonction, interjection, nom, pre´position, pronom et verbe.
Selon la proce´dure d’analyse utilise´e, des informations comple´mentaires sont utilise´es pour de´crire
ces unite´s lexicales : mode, voix, personne, nombre et temps des verbes, le type de pronom (posses-
sif, de´monstratif, inde´fini, personnel, relatif), etc. Ces parties du discours ont e´te´ obtenues graˆce a`
deux proce´dures distinctes. Le premier syste`me d’extraction utilise´ est un outil interne du LIMSI.
Ce syste`me est base´ sur des mode`les de Markov cache´s (HMM)(Rabiner and Juang, 1986) en-
traˆıne´s sur le corpus MULTITAG (Allauzen and Bonneau-Maynard, 2008). Le format d’encodage
des informations extraites a` l’aide de cette proce´dure est de´taille´ dans Rajman et al. (1997). La
seconde proce´dure d’extraction des parties du discours est base´e sur des arbres de de´cision proba-
bilistes (Schmid, 1994). L’outil TreeTagger 1 est utilise´, en se servant des mode`les entraˆıne´s sur la
langue franc¸aise par Stein and Schmid (1995).
La table 3.1 de´crit l’accord observe´ entre les deux syste`mes d’annotation des parties du dis-
cours, en se restreignant aux neuf cate´gories principales. Pour chaque cate´gorie morphosyntaxique,
le nombre d’unite´s pour lesquelles les deux syste`mes sont en accord est mentionne´. Le nombre
d’alarmes correspond aux unite´s d’une cate´gorie donne´e de´tecte´es par un seul syste`me. L’accord
est estime´ a` l’aide de la F-Mesure, de´finie par l’e´quation 3.1.
F =
2 ∗ nb accords
2 ∗ nb accords+AlarmesTree−Tagger +AlarmesHMM (3.1)
L’accord estime´ sur l’e´tiquetage varie en fonction des diffe´rentes cate´gories morphosyntaxiques
observe´es. Pour la plupart des cate´gories, il est supe´rieur a` 90%, a` l’exception des interjections
(61.1%) et des adjectifs (81.3%). Ces diffe´rences soulignent la difficulte´ lie´e a` l’obtention de par-
ties du discours par le biais de proce´dures automatiques. Cette difficulte´ peut eˆtre partiellement
explique´e par les spe´cificite´s du mate´riel utilise´, a` savoir des contes pour enfants. La plupart des
syste`mes d’extraction d’information sont optimise´s pour fonctionner sur des articles de journaux
ou des textes me´dicaux (Maarouf and Villaneau, 2012; Goh et al., 2012) et non pas sur des textes
de fiction. A` de´faut de pouvoir connaitre le syste`me d’e´tiquetage le plus adapte´ au cas du conte
pour enfants, les informations obtenues peuvent eˆtre combine´es pour accroitre la robustesse des
syste`mes dont le fonctionnement ne´cessite l’utilisation de parties du discours. La pertinence des
1. disponible en ligne http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/data/french-tagset.
html
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Table 3.1 – Accord observe´ pour l’e´tiquetage des parties du discours entre un syste`me a` base de
HMM et un syste`me base´ sur TreeTagger
Cate´gorie Nb. accords Alarmes Alarmes Estimation d’accord
morpho-syntaxique TreeTagger HMM (F-Mesure)
pronom 9183 1259 463 91.4%
verbe 12261 806 340 95.5%
nom 13059 1127 767 93.2%
adjectif 3055 417 986 81.3%
de´terminant 8367 103 1472 91.4%
adverbe 4715 699 263 90.7%
conjonction 3521 202 445 91.6%
interjection 116 72 76 61.1%
pre´position 7648 311 185 96.9%
e´tiquetages obtenus via ces deux syste`mes combine´s sera e´value´e dans les sections suivantes en
mesurant l’impact de leur utilisation sur les performances des syste`mes qui les utilisent (pour la
segmentation en tours de parole et en e´pisodes).
3.2.3 Lemmatisation et Racinisation
La lemmatisation consiste a` de´terminer la forme canonique d’un mot (par exemple : chevaux
→ cheval). Pour les verbes il s’agit de l’infinitif, pour les noms et adjectifs il s’agit de la forme
masculin singulier. La racinisation, e´galement appele´e de´suffixation (en anglais stemming) consiste
a` obtenir la forme tronque´e d’un mot, en supprimant ces suffixes et flexions (ex : chevaux→ cheva).
Bien que les buts de ces proce´dures soient proches, elles pre´sentent diffe´rents avantages et
inconve´nients. Les proce´dures de lemmatisation tre`s souvent base´es sur des dictionnaires de formes
fle´chies, ont tendance a` e´chouer a` la moindre faute d’orthographe rencontre´e. Elles ne´cessitent de
de´sambigu¨iser le mot conside´re´, ce qui peut entrainer des erreurs de re´solution. Les proce´dures
de racinisation ne ne´cessitent pas de prendre en compte le contexte des mots rencontre´s, et ont
l’avantage d’eˆtre moins sensibles aux fautes d’orthographe. Elles ge`rent relativement mal les
diffe´rentes flexions pouvant eˆtre rencontre´es sur les verbes irre´guliers.
Les lemmes ont e´te´ obtenus en utilisant l’algorithme TreeTagger (Schmid, 1994), utilise´ avec le
fichier de parame`tres pour la langue franc¸aise re´alise´ par Achim Stein (Stein and Schmid, 1995). Les
racines des mots sont obtenues en utilisant les re`gles exprime´es en langage Snowball (Porter, 2001)
fournies dans NLTK (Loper and Bird, 2002). La table 3.2 recense quelques exemples illustrant les
cas ou` l’usage de ces proce´dures peut eˆtre proble´matique.
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Table 3.2 – Comparaison des racines obtenues avec NLTK et des lemmes obtenus avec TreeTagger
Phrase initiale Racinisation Lemmatisation
je suis en retard je suis en retard je suivre|eˆtre en retard
tu es en retard tu e en retard tu eˆtre en retard
il est en retard il est en retard il eˆtre en retard
nous sommes en retard nous somm en retard nous sommer|eˆtre en retard
vous eˆtes en retard vous eˆte en retard vous eˆtre en retard
ils sont en retard il sont en retard ils eˆtre en retard
un instituteur un instituteur un instituteur
une institutrice une institutric un instituteur
3.2.4 Synsets et Hyperonymes
Les synsets (de l’anglais : synonym set, ensemble de synonymes) sont des ensembles de mots
interchangeables dans un contexte donne´ (exemple : manger, de´jeuner, se nourrir, grignoter, ...).
Les mots polyse´miques (qui ont plusieurs sens) appartiennent a` plusieurs synsets. Les hyperonymes
sont des cate´gories dont le sens inclut celui d’un autre mot (fruit est un hyperonyme de kiwi,
pomme, orange).
L’annotation des synsets et hyperonymes a e´te´ re´alise´e en utilisant la base de donne´es WOLF
(Sagot et al., 2008), qui est une traduction en Franc¸ais du projet anglophone Wordnet (Miller,
1995). Chaque mot de la base est associe´ a` une liste de synsets correspondant a` ses diffe´rentes
significations. La probabilite´ d’appartenance d’un mot a` un synset est e´galement mentionne´. Les
synsets y sont organise´s sous forme d’ontologie : c’est-a`-dire sous forme d’arbre de´fini tel que le
pe`re d’un noeud soit son hyperonyme.
L’e´tiquetage des synsets et des hyperonymes a consiste´ a` faire correspondre les mots aux synsets
pour lesquels ils ont la plus grande probabilite´ d’appartenance (sans prise en compte du contexte
d’apparition). Chaque mot a e´te´ associe´ a` l’identifiant nume´rique de son synset, ainsi qu’aux
identifiants de ses hyperonymes pour des profondeurs fixe´es.
3.2.5 Structure Syntaxique
La structure syntaxique des textes est repre´sente´e sous forme d’arbre syntaxique abstrait, comme
illustre´ par la figure 3.1. L’arbre est obtenu a` partir de re`gles ope´rant sur les parties du discours ob-
tenues a` l’aide du syste`me de´crit pre´ce´demment (Allauzen and Bonneau-Maynard, 2008). Les re`gles
de construction de l’arbre sont de´finies pour eˆtre utilise´es avec le moteur d’expressions re´gulie`res
WMATCH (Galibert, 2009; Rosset et al., 2009). Ce moteur permet de ge´ne´rer des structures
arborescentes a` partir d’expressions re´gulie`res de´finies sur des mots, ou d’autres structures arbo-
rescentes. La structure arborescente est ensuite convertie de manie`re a` pouvoir eˆtre repre´sente´e a`
l’aide d’un attribut multidimensionnel par mot, comme illustre´ par la figure 3.2.
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Figure 3.1 – Arbre syntaxique abstrait correspondant a` la phrase “le chat mange la souris”. P
est une phrase, GN un groupe nominal, GV un groupe verbal
S GN Det le le
S GN Nom chat chat
S GV Vtr mange mange
S GV GN Det la
S GV GN Nom souris
Figure 3.2 – Arbre syntaxique abstrait e´quivalent a` la figure 3.1 repre´sente´ a` l’aide d’un attribut
multidimensionnel par mot
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3.2.6 Transcription phone´tique
Le syste`me de synthe`se de la parole utilise´ dans le cadre du projet GV-LEx proce`de a` une
conversion graphe`me-phone`me permettant de se´lectionner les unite´s de parole les plus adapte´es a`
un contexte donne´. Cependant, du fait de la structure des traitements automatique mis en œuvre
dans le cadre du projet, il n’est pas possible d’acce´der a` la transcription phone´tique utilise´e par
ce syste`me - qui intervient sur le fichier XML cre´e´ par ces pre´traitements. Cette transcription est
ne´cessaire pour pouvoir utiliser des re`gles de controˆle prosodiques lie´es a` la taille du contexte,
exprime´ en nombre de phone`mes. Le syste`me libre a` base de re`gles LIA_PHON (Be´chet, 2001) a
donc e´te´ utilise´ a` cette fin.
3.3 Module de de´tection automatique de tours de parole
Cette section de´crit les diffe´rents prototypes d’annotation automatique des tours de parole
re´alise´s dans le cadre de cette the`se. Un tour de parole se de´finit comme une zone de texte contigu¨e
qui correspond a` une citation directe attribue´e a` un unique personnage (cf. section 2.4.3). La taille
de cette zone est variable : il peut s’agir de quelques mots ou de quelques phrases. Une citation
directe peut correspondre a` ce que dit le personnage, comme a` ce qu’il pense (cf. exemple 10).
Une meˆme phrase peut contenir plusieurs tours de parole (cf. exemple 11), entrecoupe´s par des
incises, permettant d’identifier le personnage cite´, ou la manie`re dont l’information cite´e a e´te´
formule´e (pense´e, hurlement, soupir...). Meˆme si ce n’est pas syste´matique, les premie`res phrases
des citations directes sont souvent indique´es par des signes de ponctuation spe´cifiques, tels que
des tirets ou des guillemets (l’analyse du corpus a montre´ que plus de 2/3 des citations directes
posse´daient une telle ponctuation). Les syste`mes de de´tection doivent eˆtre a` meˆme de de´terminer
si les phrases suivantes restent attribue´es au personnage de la citation initiale ou si elles doivent
eˆtre attribue´es au narrateur (cf. exemple 12).
(10) alors il pensa :
- “si un eˆtre rencontre son ennemi a` l’endroit ou` il va eˆtre sacrifie´, il ne peut que se battre pour se
de´fendre et ne pas abandonner.”
(11) - tu verras ma brave petite fille dit la sorcie`re en enveloppant Ludivine dans une cape, tu seras
bien avec moi.
(12) La fe´e continua : - Je t’ordonne d’achever ce que tu as de plus cher aujourd’hui : ton cheval !
Bouleverse´, le prince lui re´pondit :
- Mon cheval !
Jamais !
Les citations directes observe´es a` l’oral sont ge´ne´ralement lie´es a` un certain nombre de proprie´te´s
prosodiques (Holt, 1996). Ces effets se traduisent ge´ne´ralement par une hauteur plus e´leve´e et un
volume plus important. Dans le cas de la lecture de contes, il peut aussi s’agir d’effets destine´s a`
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imiter un personnage type (Prˇibil and Prˇibilova´, 2008). Un certain nombre d’approches visant a`
ame´liorer l’expressivite´ des syste`mes de synthe`se ont consiste´ a` concevoir des syste`mes a` base de
re`gles capables d’identifier les citations directes (cf. Zhang et al. (2003) pour l’Anglais et Mamede
and Chaleira (2004) pour le Portugais), pour y associer manuellement dans un second temps des
voix de synthe`se correspondant aux personnages. Les annotations relatives aux tours de parole
des personnages couvrent une partie importante du corpus texte GV-LEx (30.1% des mots) et
sont associe´es a` un tre`s fort accord inter-annotateur. Ces proprie´te´s permettent d’utiliser le corpus
pour entrainer et e´valuer des mode`les d’annotation automatique.
3.3.1 Mode`le de de´tection base´ sur des automates simples
Deux automates base´s sur des re`gles simples ont e´te´ conc¸us pour de´tecter des tours de parole.
Ces automates servent de base a` la description des performances obtenues a` l’aide de mode´lisations
plus complexes.
Les deux mode`les propose´s de´tectent les tours de parole dans des zones de texte associe´es a`
des marqueurs de ponctuation tels que les guillemets et les tirets. Ces zones sont de´finies, soit
comme des phrases (obtenues lors du processus de tokenisation) commenc¸ant par un tiret, soit
comme des zones de texte comprises entre deux guillemets. Ces de´finitions ont e´te´ e´tendues afin
de prendre en compte diffe´rents cas de figure rencontre´s dans le corpus : la pre´sence de guillemets
suivis ou pre´ce´de´s par un tiret ou des guillemets fermants suivis par des signes de ponctuation
terminaux (indiquant la fin d’une phrase). Un nouveau tour de parole de personnage est pre´dit
au commencement de chacune de ces zones. Les changements de personnage au sein d’une zone
entoure´e par des guillemets sont lie´s a` la pre´sence de tirets, et associe´s a` la cre´ation de nouveaux
tours de parole.
L’automate le plus simple, appele´ TPAutoPunct, n’utilise que les signes de ponctuation pour
de´terminer la pre´sence de tours de parole. Un deuxie`me automate, TPAutoPOS, utilise les anno-
tations de parties du discours obtenues a` l’aide du mode`le a` base de HMM propose´ par Allauzen
and Bonneau-Maynard (2008) et pre´sente´ dans la section 3.2.2. Les parties du discours sont uti-
lise´es pour de´tecter les incises, qui sont associe´es a` des changements de tour de parole au sein
d’une meˆme phrase normalise´e. Les re`gles de de´tection des incises consistent a` repe´rer les signes
de ponctuation suivis, soit par des verbes, soit par des pronoms personnels datifs (lui) ou re´flexifs
(se) a` la troisie`me personne et suivis par des verbes. La de´tection d’une incise a pour effet de
fermer le tour de parole du personnage, et de cre´er un tour de parole du narrateur. Un tour de
parole de personnage supple´mentaire est cre´e´ si un signe de ponctuation est de´tecte´ apre`s l’incise.
Le comportement des deux automates est illustre´ par l’exemple 13.
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(13) Annotation en tours de parole obtenue avec l’automate TPAutoPunct
<spkr>-”est-ce que je suis ici venue, lui dit cette brutale orgueilleuse, pour vous donner a` boire ?”</spkr>
Annotation en tours de parole obtenue avec l’automate TPAutoPOS
<spkr>-”est-ce que je suis ici venue,</spkr> lui dit cette brutale orgueilleuse, <spkr>pour vous donner
a` boire ?”</spkr>
3.3.2 Mode`les base´s sur des Champs Conditionnels Ale´atoires Line´aires
Les champs conditionnels ale´atoires (Lafferty et al., 2001) sont des mode`les probabilistes discri-
minants, adapte´s aux donne´es structure´es sous forme de graphe. L’efficacite´ de leur formulation
line´aire, restreignant leur utilisation aux se´quences, a e´te´ atteste´e sur un grand nombre de taches
ayant trait au traitement automatique des langues : extraction des parties du discours (Lafferty
et al., 2001; PVS and Karthik, 2007; Gimpel et al., 2011), ou encore de´tection d’entite´s nomme´es
(McCallum, 2002; Settles, 2004). Cette partie de´crit l’utilisation de ces mode`les pour la taˆche de
segmentation des contes en tours de parole. Dans la suite de cette partie, les champs conditionnels
ale´atoires seront de´signe´s a` l’aide de leur acronyme anglais : CRF (Conditional Random Fields).
Champs Conditionnels Ale´atoires Line´aires
Un CRF line´aire consiste a` pre´dire la probabilite´ d’une se´quence d’annotation y = (y1, ..., yT )
pour une se´quence d’observations donne´e x = (x1, ..., xT ), tel que :
p(y|x) = 1
Z(x)
exp(
T∑
t=1
∑
k
λkfk(x, y, t)) (3.2)
Les fonctions fk, appele´es features, sont des fonctions a` valeur re´elle. Il s’agit ge´ne´ralement
de fonctions binaires qui retournent 1 si un phe´nome`ne est observe´, 0 sinon. Elles sont
syste´matiquement de´finies par l’utilisateur d’un mode`le CRF pour inte´grer ses connaissances sur
les phe´nome`nes a` mode´liser. Les coefficients λk sont assimilables a` des poids permettant d’accorder
plus ou moins d’importance aux diffe´rentes features. Il s’agit de parame`tres ge´ne´ralement appris
via une proce´dure d’entraˆınement sur des donne´es annote´es. Z(x) est une fonction de normalisation
de´finie telle que :
Z(x) =
∑
y
exp(
T∑
t=1
∑
k
λkfk(x, y, t)) (3.3)
Lorsque les poids d’un mode`le CRF sont fixe´s, celui-ci est utilise´ pour pre´dire les probabilite´s
associe´es a` l’ensemble des se´quences d’annotations possibles. Le choix de la se´quence d’annota-
tion optimale est ge´ne´ralement re´alise´ via un algorithme de programmation dynamique, tel que
l’algorithme de Viterbi (Viterbi, 1967).
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Formalisme d’annotation des tours de parole
Les tours de parole sont des segments contigus. Leur utilisation avec des CRF ne´cessite de de´finir
un formalisme de repre´sentation de ces segments, base´ sur un nombre fini de symboles. Chaque
observation (en l’occurrence : les mots et les signes de ponctuation des textes) est associe´e a` un
symbole yi (e´quation 3.2). Pour cela, un sche´ma d’e´tiquetage inspire´ par les repre´sentations BIO
2,
compose´ de quatre e´tiquettes, (Ramshaw and Marcus, 1995) est de´fini. Les e´tiquettes pre´fixe´es par
BEGIN indiquent un nouveau tour de parole. La distinction entre le narrateur (NARR) et les
personnages (SPKR) est pre´cise´e par le suffixe de l’e´tiquette. L’ensemble des e´tiquettes de´finies
est liste´ ci-dessous. L’exemple 14 illustre l’utilisation de ce formalisme sur une phrase.
BEGIN NARR : De´but d’un segment tour de parole du narrateur (de´but d’un texte, ou fin
d’un tour de parole de personnage)
INSIDE NARR : Inte´rieur d’un segment tour de parole du narrateur
BEGIN SPKR : De´but d’un segment tour de parole de personnage (apre`s un tour de parole du
narrateur, ou d’un personnage diffe´rent)
INSIDE SPKR : Inte´rieur d’un segment tour de parole narrateur
(14)
j’ BEGIN_SPKR
ai INSIDE_SPKR
faim INSIDE_SPKR
, INSIDE_SPKR
dit BEGIN_NARR
la INSIDE_NARR
souris INSIDE_NARR
, INSIDE_NARR
et BEGIN_SPKR
j’ INSIDE_SPKR
ai INSIDE_SPKR
soif INSIDE_SPKR
! INSIDE_SPKR
De´finition des fonctions features utilise´es pour la tache de segmentation en tours de
parole
Dans le cadre de cette e´tude, les fonctions features utilise´es sont des fonctions boole´ennes
qui retournent 1 si une proprie´te´ est observe´e, 0 sinon. Les observations xi peuvent eˆtre multi-
dimensionnelles : les diffe´rentes dimensions d’une observation peuvent correspondre au token brut
observe´ (mot ou signe de ponctuation), ou a` un descripteur quelconque tel que de´fini dans la
section 3.3.2 (partie du discours, lemme, racine...). Quelques exemples de fonction features sont
de´crits ci-dessous :
2. de l’anglais Begin Inside Outside
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• f1(x, y, t) = 1 si xt[token] = j′ et yt = BEGIN SPKR
• f2(x, y, t) = 1 si yt = BEGIN SPKR et yt−1 = INSIDE NARR et xt[token] = j′
• f3(x, y, t) = 1 si yt = BEGIN SPKR et yt−1 = INSIDE NARR
et xt[partiedudiscours] = pronom personnel premie`re personne
et xt[partiedudiscours] = verbe pre´sent premie`re personne
La fonction f1 s’active si le token observe´ est “j’ ” et si l’annotation associe´e est un de´but de
tour de parole de personnage. La fonction f2 prend en conside´ration la valeur de l’annotation
courante ainsi que celle de l’annotation pre´ce´dente. On parle alors de bigramme d’annotation.
Elle s’active en cas de transition narrateur vers personnage, si le token courant est e´gal a` “j”’.
La fonction f3 est e´galement de´finie par rapport a` un bigramme d’annotation. Elle s’active si
le bigramme correspondant aux parties du discours de l’observation courante et suivante est un
pronom personnel premie`re personne suivi d’un verbe conjugue´ a` la premie`re personne du pre´sent.
Patron de de´finition de fonction features
Le nombre de fonctions features de´finies dans le cadre d’une taˆche de traitement des langages
naturels peut eˆtre tre`s grand. Il est courant de de´finir une fonction feature pour chaque obser-
vation, ou bigramme d’observations, rencontre´s dans les donne´es d’entraˆınement : qu’il s’agisse
d’unite´s lexicales (tokens) ou de descripteurs (parties du discours, lemmes...) En conse´quence, les
utilisateurs de mode`les CRF de´finissent ge´ne´ralement des patrons permettant de ge´ne´rer des fonc-
tions features a` partir des donne´es d’entraˆınement. L’exemple 15 de´crit un patron d’extraction
de fonction features, de´fini pour des observations de dimension 3, telle que la premie`re dimension
corresponde au token brut, la deuxie`me a` la partie du discours, et la troisie`me au lemme. Chaque
ligne repre´sente une re`gle d’extraction de feature. Le premier symbole peut prendre les valeurs
U : si la feature s’active pour la valeur de l’annotation courante (yt)
B : si la feature s’active pour la valeur du bigramme correspondant a` l’annotation courante et
l’annotation pre´ce´dente (yt−1/yt)
* si l’on souhaite cre´er une feature prenant en compte la valeur de l’annotation courante (U) et
une autre feature qui prenne en compte la valeur du bigramme (B).
Les observations x[i, j] sont indice´es par leur position relative a` l’observation courante (i) et la
dimension de l’observation conside´re´e (j).
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(15)
U : x[0,0] % token courant, annotation courante
B : x[0,0] % token courant, bigramme annotation pre´ce´dente/courante
* : x[-1,0]/x[0,0] % bigramme token pre´cedent/token courant, annotation courante + bigramme
annotation pre´ce´dente/courante
* : x[0,0]/x[1,0] % bigramme token courant/token suivant
* : x[-1,0]/x[0,0]/x[1,0] % trigramme token pre´ce´dent/courant/suivant
* : x[-1,1]/x[0,1] % bigramme partie du discours pre´ce´dente/courante
* : x[0,1]/x[0,2] % bigramme partie du discours/lemme courants
Entraˆınement de mode`les CRF sur le corpus GV-LEx
L’espace des parame`tres d’entraˆınement des mode`les CRF est explore´ de manie`re exhaustive
afin de trouver le mode`le le plus adapte´ a` la taˆche de segmentation en tours de parole.
Le premier axe d’exploration consiste a` de´terminer une combinaison optimale de descripteurs
associe´s aux unite´s lexicales. En d’autres termes, il s’agit de de´terminer le nombre de dimension
des observations xi, et le type d’information stocke´ dans chaque dimension. Un total de treize des-
cripteurs distincts sont conside´re´s : unite´ lexicale brute (mot ou signe de ponctuation), pre´sence de
lettre majuscule (descripteur boole´en), distinction entre mots et signes de ponctuation (boole´en),
racines et suffixes, lemmes, structure syntaxique, parties du discours (de´taille´s dans la section ).
En fonction du niveau de de´tail des parties du discours conside´re´es, celles-ci peuvent eˆtre scinde´es
en plusieurs descripteurs distincts, afin d’ame´liorer les capacite´s de ge´ne´ralisation des mode`les.
Les parties du discours obtenues a` l’aide de l’algorithme TreeTagger (Stein and Schmid, 1995)
sont les moins de´taille´es (on observe 29 e´tiquettes diffe´rentes). Elles contiennent la cate´gorie syn-
taxique principale (nom, verbe) pouvant eˆtre concate´ne´e avec un symbole permettant de de´tailler
l’entite´ lexicale (temps de conjugaison, type de pronom). Les parties du discours obtenues a` l’aide
du syste`me par HMM (Allauzen and Bonneau-Maynard, 2008) sont davantage de´taille´es (232
e´tiquettes diffe´rentes observe´es). Chaque e´tiquette obtenue via cette proce´dure est utilise´e pour
ge´ne´rer quatre descripteurs supple´mentaires : la cate´gorie principale (nom, verbe, ...), la personne
(pour les verbes, pronoms, de´terminants), l’e´tiquette simplifie´e (c’est-a`-dire ne contenant plus d’in-
formations relatives au genre, au nombre ou a` la personne) et la se´paration de l’e´tiquette en sept
descripteurs atomiques utilise´s de manie`re combine´e (cf. Rajman et al., 1997). Un total de 24
combinaisons de descripteurs est ainsi e´value´ sur le corpus.
Le deuxie`me axe d’exploration de l’espace des parame`tres consiste a` de´terminer l’impact de
la taille des diffe´rentes feneˆtres d’observation. Les observations sont syste´matiquement associe´es
a` l’annotation courante, ainsi qu’au bigramme contenant l’annotation pre´ce´dente et l’annotation
courante. Pour chaque dimension, l’ensemble des unigrammes d’observations est pris en compte
sur des intervalles contextuels dont la taille varie entre (−2,+2) a` (−9,+9). L’ensemble des obser-
vations regroupe´es en bigrammes sont prises en compte sur des feneˆtres dont la taille varie entre
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(0, 0) a` (−3,+3). Des expe´riences supple´mentaires non concluantes ont e´te´ re´alise´es en regroupant
les observations en trigrammes. Elles ne seront pas de´taille´es dans la suite de ces travaux.
La suite d’outils Wapiti 1.1.2 (Lavergne et al., 2010) est utilise´e pour entraˆıner des mode`les
CRF sur le corpus texte. L’algorithme d’entraˆınement se´lectionne´ pour entraˆıner les mode`les est L-
BFGS (Liu and Nocedal, 1989). Pour chacune de ces combinaisons, trois valeurs de crite`res d’arreˆt
et trois valeurs de pe´nalite´ elastic-net L1 (Zou and Hastie, 2005) sont e´value´es. L’ensemble des
combinaisons de ces diffe´rents parame`tres (ensemble de descripteurs, taille contextuelle des uni-
grammes, taille contextuelle des bigrammes, crite`res d’arreˆt et pe´nalite´ elastic-net L1) repre´sente
un total de 6912 mode`les. L’entraˆınement et l’e´valuation de ces mode`les est re´alise´ sur un cluster
de calcul Sun Grid Engine(Etsion and Tsafrir, 2005).
3.3.3 E´valuation
Le corpus texte GV-LEx a e´te´ utilise´ pour l’entrainement et l’e´valuation des diffe´rents mode`les
pre´sente´s. L’ensemble des annotations disponibles est utilise´, a` l’exception des annotations dou-
blons (contes annote´s par plusieurs annotateurs). Les crite`res de se´lection des annotations doublons
sont identiques a` ceux de´crits dans la section 2.5. Les mode`les ne´cessitants des donne´es d’appren-
tissage sont e´value´s en utilisant un processus de validation croise´e a` 10 e´chantillons 3 (Kohavi et al.,
1995).
Les me´triques utilise´es pour e´valuer les performances des mode`les sont la F-Mesure stricte
(e´quation 2.4), ainsi que le Slot Error Rate (SER) (Makhoul et al., 1999) de´fini par l’e´quation
3.4.
SER(ref, hyp) = 100
D + I + FB
|ref | (3.4)
Ou` |ref | repre´sente le nombre d’unite´s (tours de parole personnage) trouve´s dans l’annotation de
re´fe´rence,D la quantite´ de suppressions (faux ne´gatifs : tours de parole personnage non de´tecte´s par
le mode`le), I la quantite´ d’insertions (faux positifs : unite´s pre´dites par le mode`le, mais absentes
dans la re´fe´rence) et FB le nombre de paires d’unite´s se chevauchant et ayant des frontie`res
diffe´rentes. Les meilleurs mode`les doivent combiner une F-Mesure e´leve´e et un SER faible.
Les performances obtenues par les diffe´rents mode`les sont de´taille´es dans la table 3.3. Les au-
tomates TPAutoPunct et TPAutoPOS permettent de de´tecter respectivement 41% et 54% des
tours de parole du corpus. Les re`gles base´es sur l’utilisation des parties du discours utilise´es dans
TPAutoPunct permettent de re´duire les erreurs lie´es a` la non-de´tection des incises. Une limitation
pre´visible de ces mode`les se trouve dans leur incapacite´ a` de´tecter les tours de parole des per-
sonnages hors des zones associe´es a` des tirets ou des guillemets, qui couvrent 12% du corpus et
presqu’un tiers des tours de parole (cf. section 2.5). Une autre limitation majeure de ces mode`les
vient de leur incapacite´ a` de´terminer si les phrases qui suivent la premie`re phrase d’un personnage
font partie ou non du meˆme tour de parole, si elles ne sont pas de´limite´es par des guillemets.
3. 10-fold cross validation
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Les performances des mode`les s’appuyant sur des CRF sont regroupe´es par type de descripteur
utilise´ :
O : Descripteurs orthographiques (chaine de caracte`res brute, majuscules et distinction mot/-
signe de ponctuation)
HPOS : Parties du discours obtenues avec le syste`me base´ sur des HMM
TPOS : Parties du discours obtenues avec le syste`me base´ sur TreeTagger
STM : Racinisation et/ou suffixes
SP : Structure syntaxique
Seules les performances obtenues avec le meilleur mode`le de chaque cate´gorie (taille contextuelle et
parame`tres d’entrainement fournissant la meilleure combinaison) sont retranscrites, afin de de´crire
essentiellement l’impact des diffe´rents descripteurs. Les meilleures performances proviennent du
mode`le qui combine les parties du discours obtenues avec les deux syste`mes (cf. section 3.2.2).
L’ajout d’informations relatives a` la racinisation ou a` la structure syntaxique ne permet pas d’ob-
tenir de meilleurs re´sultats. Suite a` des analyses comple´mentaires, il s’ave`re que ces informations
permettent d’ame´liorer les performances des mode`les lorsqu’elles utilise´es avec des faibles tailles
contextuelles, mais se re´ve`lent inefficaces combine´es avec des grandes tailles contextuelles. La figure
3.3 illustre les meilleures performances obtenues par les mode`les, tous ensembles de descripteurs
confondus, pour des tailles contextuelles fixe´es. Les tailles contextuelles optimales sont observe´es
pour des contextes d’unigrammes compris entre (-6, +6) et (-9,+9), combine´s avec des contextes
de bigrammes compris entre (-1,+1) et (-2,+2). Pour toutes les tailles contextuelles prises en
compte dans cette e´valuation, les mode´lisations a` base de CRF permettent d’obtenir des re´sultats
nettement supe´rieurs a` ceux obtenus par les automates de base. La mode´lisation a` base de CRF
la plus simple, n’utilisant que les descripteurs orthographiques et la plus petite taille contextuelle
prise en compte (-2,+2) permet d’obtenir une F-Mesure de 81,3 associe´e a` un SER de 24,9. Le
meilleur mode`le obtenu utilise des unigrammes de taille contextuelle e´gale a` (-9, +9), associe´s a` des
bigrammes de taille contextuelle e´gale a` (-2,2). Il permet d’obtenir une F-mesure de 88,8 associe´e
a` un SER de 15.1. Il permet de de´tecter correctement 86% des tours de parole des personnages.
L’analyse des erreurs de pre´diction montre que 9% des erreurs sont dues a` des insertions de tour
de parole, 20% a` des suppressions et 71% a` des erreurs de frontie`re.
3.3.4 Conclusion Partielle
La quantite´ suffisante d’annotations de citations directes dans le corpus GV-LEx a permis de pro-
poser, d’entrainer et d’e´valuer des syste`mes de de´tection des citations directes. Les mode´lisations
a` base de CRF ont permis d’obtenir des re´sultats encourageants. Leur utilisation peut eˆtre
inte´ressante hors du cadre de la synthe`se de parole, par exemple pour la conception de syste`me
de question re´ponse, ou de proce´dures d’analyse du discours, sous re´serve que la robustesse des
mode`les propose´s soit e´value´e sur des ressources qui ne soient pas de textes de fiction.
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Table 3.3 – Re´sultats obtenus par les automates et les mode´lisations a` base de CRF pour la taˆche
de segmentation en tours de parole.
Mode`le F-Mesure SER
TPAutoPunct 40.2 80.0
TPAutoPOS 50.9 70.4
O 83.7 21.4
O + HPOS 86.8 17.8
O + TPOS 88.2 16.0
O + HPOS + TPOS 88.9 15.1
O + HPOS et/ou TPOS + SP et/ou STM 88.9 15.3
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Figure 3.3 – Variation des performances obtenues pour la taˆche de segmentation en tours de
parole par les mode´lisations base´es sur des CRF, pour des tailles contextuelles d’unigrammes et
de bigrammes fixe´es
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Dans le cadre de tests pre´liminaires, il a e´te´ observe´ que l’utilisation des synsets et des lemmes
(sections 3.2.4 et 3.2.3) a de´te´riore´ les performances des mode`les. La proce´dure d’e´tiquetage des
synsets peut en partie expliquer ce phe´nome`ne : un meˆme mot peut en effet correspondre a`
plusieurs synsets. Le choix du synset optimal ne´cessite une analyse du contexte dans lequel le mot
est employe´, qui n’a pas e´te´ re´alise´e. Par soucis de concision, les expe´riences utilisant les lemmes
et synsets ne sont pas mentionne´es plus avant dans ce manuscrit.
Plusieurs pistes d’ame´lioration des mode`les propose´s sont envisageables. Les meilleurs mode`les
obtenus combinent des annotations des parties du discours obtenues via deux proce´dures automa-
tiques diffe´rentes (Allauzen and Bonneau-Maynard, 2008; Stein and Schmid, 1995). Il semble donc
vraisemblable que l’utilisation de proce´dures d’e´tiquetage des parties du discours supple´mentaires,
telle que l’analyseur de Stanford (Toutanova et al., 2003), puissent ame´liorer les performances des
mode`les. D’autres approches consisteraient a` utiliser des dictionnaires de verbes ge´ne´ralement as-
socie´s a` des citations directes, ou encore a` utiliser les pre´dictions de syste`mes a` base de re`gles (par
exemple Weiser and Watrin, 2012) comme des descripteurs supple´mentaires qui seront utilise´s
par les mode´lisations base´es sur des CRF.
3.4 Mode`les de segmentation en e´pisodes
Cette partie de´crit diffe´rents mode`les qui permettent de segmenter les contes en se´quences
d’e´pisodes dont l’efficacite´ est e´value´e sur le corpus texte GV-LEx. Comme cela de´ja` e´te´ men-
tionne´, les titres des contes correspondent syste´matiquement a` la premie`re ligne des documents,
se´pare´e du reste du texte par des marqueurs de paragraphes. Leur identification est triviale, et
pour cette raison, ils sont ignore´s dans les expe´riences ci-dessous. Les mode`les propose´s utilisent
diffe´rentes informations : les marques de paragraphes, les annotations en tours de parole et les
entite´s personnage enrichies avec des annotations anaphoriques. Les marques de paragraphes sont
obtenues de manie`re automatique a` l’issue du processus de tokenisation. Les annotations en tour
de parole sont obtenues automatiquement en utilisant le meilleur mode`le a` base de CRF de´crit
dans la section pre´ce´dente. Les annotations utilise´es correspondent aux annotations ge´ne´re´es lors
du processus de validation croise´e ; en d’autres termes les annotations en tour de parole qui cor-
respondent a` un conte donne´ sont obtenues a` l’aide d’un mode`le qui n’a pas utilise´ le conte dans
sa base d’apprentissage. Les entite´s personnage sont obtenues a` partir des annotations manuelles.
Leur utilisation ne permet pas d’obtenir des prototypes utilisables en l’e´tat, mais leur e´valuation
permet de sugge´rer des pistes d’ame´lioration des mode`les de segmentation.
La qualite´ des segmentations obtenues a` l’aide des diffe´rents mode`les est e´value´e a` l’aide de plu-
sieurs me´triques. Le Ratio de Frontie`res E´pisodiques (RFE) de´fini comme le nombre de frontie`res
observe´es dans une segmentation pre´dite, divise´ par le nombre de frontie`res observe´es dans la seg-
mentation de re´fe´rence. Un RFE supe´rieur a` 1 signifie que la segmentation obtenue a` l’aide d’un
mode`le contient plus de frontie`res que la segmentation de re´fe´rence. La pre´cision, de´finie comme
le ratio de frontie`res pre´dites qui sont observables dans la segmentation de re´fe´rence. Le rappel,
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Table 3.4 – E´valuation des mode`les de segmentation en e´pisodes base´s sur des automates
Segmenteur RFE Pre´cision Rappel F-Mesure WD Pk
SegVide 0.00 inf 0.00 0.00 0.43 0.43
SegSyst 7.65 0.13 1.00 0.23 1.00 0.57
SegAle´atoire 1.00 0.12 0.12 0.12 0.56 0.51
Fp 2.27 0.31 0.71 0.43 0.57 0.40
FpTpManu 1.45 0.42 0.61 0.49 0.47 0.36
FpTpAuto 1.46 0.41 0.60 0.49 0.48 0.36
de´fini comme le ratio de frontie`res contenues dans la segmentation de re´fe´rence qui sont observe´es
dans la segmentation pre´dite par un mode`le. La F-mesure, de´finie comme la moyenne harmonique
de la pre´cision et du rappel. Les mesures WindowDiff et Pk (mesures de´taille´es a` la section 3.4.3),
utilise´es avec une taille de feneˆtre k = 4. A´ l’exception de la RFE, toutes ces me´triques fournissent
une valeur re´elle comprise entre 0 et 1. Les meilleurs mode`les sont ceux permettant d’optimiser
l’ensemble des me´triques, c’est-a`-dire a` combiner les plus grands rappels, pre´cision et F-Mesure,
avec les plus basses valeurs de WindowDiff et Pk et un RFE le plus proche de 1.
3.4.1 Mode`les de segmentation en e´pisodes base´s sur des automates
Les frontie`res des e´pisodes sont ge´ne´ralement induites par des changements de sujet, l’apparition
d’un nouveau personnage, un de´placement spatial, ou un changement temporel dans le cours du
re´cit. Ces changements sont souvent indique´s typographiquement graˆce a` des strate´gies d’indenta-
tion, se traduisant par des marques de paragraphe ou des retours a` la ligne dans le texte normalise´.
Cependant, il arrive que les marques de paragraphe soient inse´re´es par l’auteur dans le seul but
d’ae´rer l’apparence du texte et ainsi de faciliter la lecture (Hearst, 1997).
Dans l’expe´rience ci-dessous, les relations entre marqueurs de paragraphes et frontie`res
d’e´pisodes sont explore´es a` l’aide d’automates. Un mode`le na¨ıf consiste a` associer chaque marque
de paragraphe a` une frontie`re d’e´pisode (Fp). Dans le cadre d’analyses informelles du corpus, il a
e´te´ observe´ que les frontie`res de paragraphe suivies par des citations directes de personnage e´taient
rarement associe´es a` des frontie`res d’e´pisode. Cette observation est formalise´e a` l’aide d’automates
qui n’associent que les marques de paragraphes suivies par un tour de parole du narrateur aux
frontie`res d’e´pisodes : FpTpManu et FpTpAuto, mode`les qui utilisent respectivement les tours
de parole obtenues a` partir des annotations manuelles et ceux obtenus a` l’aide d’une proce´dure
automatique base´e sur des CRF. Afin de faciliter la description de la qualite´ des segmentations
obtenues et de re´duire les biais spe´cifiques aux diffe´rentes me´triques d’e´valuation conside´re´es, trois
segmentations de´ge´ne´re´es sont e´galement de´crites. Une segmentation ale´atoire (SegAle´atoire),
qui contient le meˆme nombre de frontie`res que la segmentation de re´fe´rence. Une segmentation
vide (SegVide), ne contenant aucune frontie`re. Une segmentation telle que chaque frontie`re de
phrase soit syste´matiquement associe´e a` une frontie`re d’e´pisode (SegSyst).
La table 3.4 de´crit l’estimation de la qualite´ des diffe´rentes segmentations obtenues a` l’aide de
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l’ensemble des me´triques de´crites ci-dessus. La valeur de rappel associe´e a` l’automate n’utilisant
que les marques de paragraphe (Fp) montre que 71% des frontie`res des e´pisodes sont associe´es
a` des marques de paragraphe. La conse´quence directe de cette observation est qu’un mode`le de
segmentation en e´pisodes dont les pre´dictions seraient restreintes aux frontie`res de paragraphe
n’est pas a` meˆme de de´tecter 29% des frontie`res d’e´pisode. La valeur de pre´cision associe´e a`
l’automate Fp montre que plus des deux tiers des marques de paragraphe ne sont pas associe´es a`
des frontie`res d’e´pisodes. La combinaison des marques de paragraphe et des annotations relatives
aux tours de parole permet d’ame´liorer la qualite´ des segmentations estime´es par l’ensemble des
me´triques, a` l’exception du rappel. Les re´sultats obtenus en utilisant les tours de parole provenant
des annotations manuelles ou des proce´dures automatiques sont tre`s similaires et permettent de
conside´rer que les proce´dures de segmentation automatique en tours de parole sont suffisamment
robustes pour eˆtre utilise´es par de´faut dans la suite des essais de segmentation en e´pisode. Les
segmentations base´es sur les marques de paragraphes et/ou sur les informations lie´es aux tours
de parole sont juge´es de meilleure qualite´ que les segmentations de´ge´ne´re´es par les me´triques
F-Mesure et Pk. Leur important taux de fausses alarmes provoque un score de WindowDiff de
moindre qualite´ que celui obtenu en conside´rant la segmentation vide.
3.4.2 Mode`les des segmentation statistiques
Malgre´ leurs performances raisonnables, les automates propose´s dans la partie pre´ce´dente
pre´sentent un certain nombre de limitations. Leur utilisation est restreinte aux textes
pre´alablement segmente´s en paragraphes. Cette limitation n’est pas force´ment geˆnante si l’on
se situe dans des sce´narios pour lesquels cette information est disponible, mais elle exclue 29%
des frontie`res d’e´pisodes annote´es de l’ensemble des pre´dictions possibles. Dans le cas d’un au-
tomate utilisant conjointement les marques de paragraphe et les tours de parole, c’est alors 39%
des frontie`res annote´es manuellement qui ne sont pas de´tecte´es. De plus, ces mode`les pre´sentent
une tendance a` identifier un plus grand nombre de frontie`res d’e´pisodes qu’il n’y en a dans les
segmentations de re´fe´rence.
Diffe´rents mode`les, base´s sur l’algorithme de segmentation the´matique TextTiling (Hearst, 1997),
sont propose´es dans cette partie pour tenter de re´pondre a` ces limitations. L’algorithme TextTiling
est une me´thode de segmentation non supervise´e, qui part du postulat que chaque sous-the`me,
e´galement appele´ passage, se caracte´rise par un vocabulaire redondant. L’algorithme consiste a`
analyser l’ensemble des cooccurrences lexicales et a` associer les changements de vocabulaire a` des
changements the´matiques. L’imple´mentation de TextTiling fournie dans NLTK (Loper and Bird,
2002) sert de base aux mode`les propose´s ci-dessous.
Le comportement par de´faut de l’imple´mentation consiste a` utiliser une proce´dure de norma-
lisation qui associe les frontie`res the´matiques aux frontie`res de paragraphe les plus proches (P).
Deux me´thodes de normalisation supple´mentaires ont e´te´ re´alise´es. La premie`re consiste a` ignorer
les marques de paragraphe et a` conside´rer chaque frontie`re de phrase comme un candidat potentiel
(S). Cette alternative a pour but de permettre la de´tection des 29% de frontie`res non associe´es a`
– 52 –
3.4. Mode`les de segmentation en e´pisodes
des frontie`res de paragraphe. Le deuxie`me crite`re de normalisation propose´ consiste a` utiliser les
annotations en tour de parole obtenus via des proce´dures automatiques (TP). Cette strate´gie a
pour but de ne conside´rer que les candidats de´tecte´s par l’automate FpTpAuto et utilise l’algo-
rithme TextTiling pour re´duire le taux de fausse de´tection de frontie`re, afin d’ame´liorer la pre´cision
du mode`le et le ratio de frontie`res e´pisodiques (RFE).
Le comportement par de´faut de l’algorithme TextTiling consiste a` fonder ses de´cisions sur les
cooccurrences lexicales (W). Une stop list est utilise´e pour exclure les mots les plus fre´quemment
utilise´s dans la langue, susceptibles de bruiter l’analyse des cooccurrences. Cette particularite´ a
pour effet de ne conserver que les mentions explicites des personnages et de supprimer tous les
pronoms. Les changements d’e´pisodes peuvent eˆtre lie´s a` l’introduction d’un nouveau personnage,
et a` la pre´sence des personnages a` un moment donne´. En partant de cette hypothe`se, une variante
de TextTiling a e´te´ mise au point, consistant a` remplacer toutes les mentions des personnages
rencontre´es dans le texte (entite´s personne) par un identifiant unique associe´ a` leur attribut ana-
phorique. Les identifiants sont ensuite utilise´s en combinaison avec les mots non associe´s a` des
entite´s personne (W+R). Une dernie`re variante consiste a` ignorer tous les mots et a` n’analyser
que les cooccurrences d’identifiants anaphoriques (R) pour de´tecter les changements de sce`ne.
Le comportement de l’algorithme TextTiling est influence´ par deux parame`tres principaux :
la taille des pseudo-phrases utilise´es (w), exprime´e en nombre de mots et la taille de bloc (k),
correspondant au nombre de pseudo-phrases conside´re´es simultane´ment. Chaque combinaison de
parame`tres a pour effet d’optimiser ou non une me´trique d’e´valuation de segmentation. Un en-
semble exhaustif de parame`tres est e´value´, en conside´rant l’ensemble des combinaisons faisant
varier la taille de bloc k entre 3 et 15 pseudo-phrases, et la taille des pseudo-phrases entre 3 et 30
mots.
Les mode`les optimisant respectivement la F-mesure, WindowDiff et Pk apparaissent dans les
tables 3.5, 3.6 et 3.7. D’apre`s ces trois me´triques, l’utilisation de me´thodes de normalisation des
frontie`res combinant les paragraphes et les tours de parole permet syste´matiquement d’ame´liorer
les mode`les de pre´dictions de frontie`res. Le meilleur mode`le obtenu selon la me´trique WindowDiff
utilise a` la fois les cooccurrences de mots et les re´fe´rences vers les personnages de l’histoire. La
F-mesure et Pk sont optimise´es par un meˆme mode`le utilisant une taille de pseudo-phrase w = 5,
associe´es a` une taille de bloc k = 12. Le mode`le utilise pour ses pre´dictions les marques de
paragraphe, les tours de parole et les re´fe´rences vers les personnages, en ignorant l’ensemble des
mots. Ces proprie´te´s appuient la the`se que les algorithmes de segmentation non-supervise´e peuvent
eˆtre ame´liore´s en remplac¸ant les entite´s lexicales par des unite´s linguistiques de plus haut niveau,
sous re´serve que des proce´dures d’extraction automatique de ces unite´s soient disponibles.
Aucun des mode`les de segmentation non-supervise´e pre´sente´s dans cette partie ne permet d’ob-
tenir une meilleure F-mesure sur la taˆche de segmentation que l’automate FpTpAuto pre´sente´
dans la sous-section pre´ce´dente. Ne´anmoins, ces mode`les permettent ame´liorer la qualite´ globale
des segmentations, estime´e a` l’aide de l’ensemble des me´triques.
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Table 3.5 – E´valuation de mode`les de segmentation en e´pisodes base´s sur TextTiling et optimisant
la F-Mesure
Norm Features params RFE Prec. Rec. FMes. WD Pk
S W (5, 4) 2.72 0.15 0.41 0.22 0.76 0.55
S R (5, 3) 2.57 0.16 0.40 0.22 0.74 0.54
S W+R (2, 3) 3.33 0.16 0.53 0.25 0.82 0.54
P W (6, 5) 1.40 0.34 0.48 0.40 0.51 0.41
P R (12, 5) 1.40 0.37 0.52 0.44 0.47 0.37
P W+R (15, 3) 1.48 0.34 0.51 0.41 0.51 0.41
TP W (12, 5) 1.11 0.42 0.47 0.44 0.46 0.38
TP R (12, 5) 1.19 0.44 0.52 0.48 0.43 0.34
TP W+R (14, 3) 1.34 0.42 0.56 0.48 0.46 0.36
Table 3.6 – E´valuation de mode`les de segmentation en e´pisodes base´s sur TextTiling et optimisant
WindowDiff
Norm Features params RFE Prec. Rec. FMes. WD Pk
S W (2, 28) 0.53 0.17 0.09 0.12 0.48 0.45
S R (3, 29) 0.49 0.18 0.09 0.12 0.46 0.44
S W+R (1, 29) 0.49 0.16 0.08 0.11 0.46 0.43
P W (2, 28) 0.51 0.39 0.20 0.26 0.43 0.40
P R (3, 29) 0.48 0.43 0.20 0.28 0.42 0.39
P W+R (5, 29) 0.46 0.39 0.18 0.24 0.43 0.40
TP W (4, 23) 0.61 0.47 0.28 0.35 0.42 0.38
TP R (3, 29) 0.47 0.48 0.23 0.31 0.41 0.38
TP W+R (1, 24) 0.56 0.47 0.26 0.34 0.40 0.37
Table 3.7 – E´valuation de mode`les de segmentation en e´pisodes base´s sur TextTiling et optimisant
Pk
Norm Features params RFE Prec. Rec. FMes. WD Pk
S W (2, 28) 0.53 0.17 0.09 0.12 0.48 0.45
S R (10, 23) 0.60 0.20 0.12 0.15 0.47 0.44
S W+R (1, 29) 0.49 0.16 0.08 0.11 0.46 0.43
P W (5, 15) 0.87 0.38 0.33 0.35 0.45 0.39
P R (15, 7) 1.27 0.37 0.47 0.41 0.46 0.37
P W+R (6, 9) 1.07 0.36 0.39 0.38 0.47 0.40
TP W (5, 14) 0.84 0.45 0.38 0.41 0.42 0.37
TP R (12, 5) 1.19 0.44 0.52 0.48 0.43 0.34
TP W+R (2, 6) 1.23 0.43 0.53 0.47 0.43 0.34
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3.4.3 Conclusion partielle
Plusieurs mode`les permettant de segmenter les contes en se´quences d’e´pisodes ont e´te´ propose´s
dans cette partie. La difficulte´ de la segmentation en e´pisodes est en partie lie´e a` l’accord inter-
annotateur mode´re´ observe´ sur le corpus (section ). Il a e´te´ montre´ dans un premier temps qu’un
automate utilisant exclusivement les informations lie´es aux tours de parole et aux marques de
paragraphe permet d’obtenir des re´sultats acceptables. Dans un second temps, une proce´dure
de normalisation utilisant les tours de parole et les marques de paragraphe a e´te´ propose´e, qui
permet d’ame´liorer syste´matiquement les performances de l’algorithme TextTiling (Hearst, 1997).
Il a e´galement e´te´ montre´ que l’utilisation d’annotations anaphoriques, obtenues manuellement,
contribue a` ame´liorer les performances de TextTiling, et que si ces informations sont disponibles,
le reste des unite´s lexicales n’est pas ne´cessaire pour segmenter un texte. Les re´sultats obtenus par
les diffe´rents syste`mes restent acceptables, au regard de la difficulte´ intrinse`que a` la taˆche.
D’autres tests ont e´te´ re´alise´s, en adaptant les imple´mentations des algorithmes de segmenta-
tion non supervise´e TextTiling et C99 (Choi, 2000) fournies dans la suite d’outils MorphAdorner
(Burns, 2009) et en utilisant un protocole identique a` celui employe´ dans la section pre´ce´dente.
Des proprie´te´s similaires lie´es a` l’utilisation des marques de paragraphes, des tours de parole et des
annotations anaphoriques ont e´te´ observe´es. Cependant, les re´sultats obtenus e´taient moins bons
que ceux base´s sur l’adaptation de l’imple´mentation de TextTiling fournie dans NLTK (Loper and
Bird, 2002) et le de´tail de ces expe´riences n’est pas mentionne´ dans ce manuscrit.
La limitation principale des mode`les propose´s ici vient de leur incapacite´ a` de´tecter des frontie`res
d’e´pisode non associe´es a` des marques de paragraphe. La geˆne occasionne´e par cette limitation
reste tre`s de´pendante de la manie`re dont les segmentations doivent eˆtre utilise´es par la suite. Dans
un contexte de synthe`se de parole, une analyse informelle re´alise´e sur le corpus a montre´ que les
pauses associe´es aux frontie`res d’e´pisode e´taient plus longues lorsque les frontie`res e´taient associe´es
a` des marques de paragraphe. Ce de´faut de de´tection des frontie`res non associe´es a` des paragraphes
ne devrait donc pas pe´naliser trop lourdement une analyse destine´e a` la synthe`se, comme c’est
le cas de celle-ci. L’e´valuation de la qualite´ intrinse`que des segmentations e´tait rendue difficile a`
cause du nombre de me´triques comple´mentaires a` optimiser. Pour cette raison, dans les cas pour
lesquels la segmentation n’est qu’un traitement interme´diaire d’une chaine de traitements plus
vaste (par exemple en vue de la synthe`se ou du re´sume´ automatique), il semble judicieux d’e´valuer
la qualite´ des segmentations en sortie de chaine, lorsque cette option est possible.
Les ame´liorations lie´es a` l’utilisation des annotations anaphoriques manuelles relatives aux per-
sonnages sugge`rent une piste d’ame´lioration, qui ne´cessite de mettre au point des syste`mes de
re´solution des core´fe´rences fonctionnant sur les re´cits. Une autre piste d’ame´lioration sugge´re´e par
cette observation consiste a` ge´ne´raliser les re´fe´rencements des entite´s de personnage aux entite´s
spatiales et temporelles. D’autres pistes d’ame´lioration pourraient passer par la mise au point de
proce´dures spe´cialise´es dans la de´tection des refrains, qui sont conside´re´s comme des e´pisodes dans
ces expe´riences, mais qui d’un point de vue structurel, peuvent eˆtre assimile´s a` des sous e´pisodes
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ou a` des ponts inter-e´pisodes. Il est e´galement envisageable d’utiliser des proce´dures spe´cialise´es
pour de´tecter le de´but de l’e´le´ment de´clencher, ou de l’e´pilogue, en utilisant des re`gles lexicales.
Dans le cadre de ces expe´riences, l’e´tiquetage des e´pisodes (e´le´ment de´clencheur, sce`ne) n’a pas
e´te´ aborde´. Celui-ci est effectue´ dans un second temps de manie`re empirique, en conside´rant que le
premier segment est le titre, le deuxie`me est la situation initiale, le troisie`me l’e´le´ment de´clencheur,
le dernier l’e´pilogue, et tous les autres sont des sce`nes.
3.5 Module d’extraction des actes de dialogue et de modes de
communication
La de´tection des actes de dialogue (Rosset et al., 2008) et des modes de communication permet
de de´crire les phrases assimilables a` un discours direct. Dans le cadre de la re´alisation d’un module
de controˆle de la synthe`se de parole, ces informations peuvent eˆtre utilise´es pour de´crire les phrases
contenues dans les tours de parole attribue´s aux personnages. Le module ne´cessite une annotation
pre´alable du texte en parties du discours (section 3.2.2), en tours de parole (section 3.3) et en
pseudo-phrases, de´duites a` partir des tours de parole et du processus de tokenisation (section
2.3.2).
Les actes de dialogue et les modes de communication sont de´tecte´s a` l’aide de re`gles, pouvant
ne´cessiter la prise en compte du contexte des phrases. Le moteur d’expressions re´gulie`res Wmatch
(Galibert, 2009; Rosset et al., 2009) est utilise´ afin de de´finir des re`gles s’appliquant a` des structures
arborescentes, telles que les documents XML.
3.5.1 Modes de communication
Quatre modes de communication sont de´finis pour qualifier les phrases attribue´es a` des person-
nages : pleur, cri, exclamation et rire. Chaque mode est associe´ a` une liste de verbes expressifs,
dont la pre´sence est ve´rifie´e lors du processus d’annotation.
Pour chaque mode, deux dictionnaires sont constitue´s. Le premier contient l’ensemble des verbes
conjugue´s a` la premie`re personne du pre´sent. Ce dictionnaire est utilise´ pour de´tecter les situations
pendant lesquelles un personnage donne des informations sur son e´tat au cours d’une citation. Les
verbes conjugue´s peuvent alors eˆtre de´tecte´s au sein du tour de parole du personnage (cf. exemple
16). Le deuxie`me dictionnaire contient la forme infinitive des verbes, les participes passe´ et pre´sent,
ainsi que les flexions correspondant aux deuxie`mes et troisie`mes personnes du pre´sent, du passe´
simple et de l’imparfait. Il est utilise´ pour de´tecter les passages ou` le narrateur pre´cise le mode
de communication utilise´ par le personnage. Les modes peuvent eˆtre mentionne´s pendant le tour
de parole du narrateur pre´ce´dent (cf. exemple 17) ou succe´dant le tour de parole du personnage
concerne´ (cf. exemple 18). Le dictionnaire peut e´galement eˆtre utilise´ dans le cadre de dialogues,
lorsqu’un personnage A mentionne le mode de communication d’un personnage B. Cette mention
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peut eˆtre re´alise´e au cours du tour de parole pre´ce´dent (exemple 19) ou suivant (exemple 20) le
tour de parole du personnage B.
(16) - je pleure parce que j’ ai tre`s peur ! !
(17) - ” notre me`re est morte ; le singe l’ a tue´e . ”
, re´pondirent -ils en pleurant .
(18) il s’ exclama soudain : - viens le corbeau , je vais devenir ton avocat , on va aller les voir ces
volatiles de´biles .
(19) - ” petits crabes , pourquoi pleurez -vous donc ? ”
- ” notre me`re est morte ; le singe l’ a tue´e . ”
(20) - Donnes moi ton cheval !
- Ce n’est pas la peine de hurler, re´pondit Erik
3.5.2 Actes de dialogue
Un ensemble de cinq actes dialogue sont de´finis : les questions, les ordres, les interdictions (ordre
ne´gatif), les assertions et les ne´gations (assertion ne´gative). Leur de´tection est re´alise´e au niveau
de la phrase, sans prendre en compte les phrases avoisinantes.
Les questions sont de´tecte´es a` l’aide de diffe´rents marqueurs. Le plus simple consiste a` repe´rer
les phrases se terminant par un point d’interrogation. Un autre marqueur spe´cifique consiste a`
repe´rer les verbes suivis par des pronoms personnels (“est-elle”, “fais-tu”). Certaines expressions
spe´cifiques sont e´galement utilise´es (“est-ce que”, “je voudrais savoir”...).
Les ordres sont associe´s aux phrases contenant des verbes conjugue´s a` l’impe´ratif. Pour accroitre
la robustesse des re`gles de de´tection, de´pendantes de l’annotation en parties du discours, des
re`gles supple´mentaires sont utilise´es qui englobent les verbes conjugue´s a` la troisie`me personne
de l’indicatif pre´sent, suivis par un pronom personnel comple´ment (moi, lui, toi). Lorsqu’un ordre
commence par l’adverbe de ne´gation “ne”, la phrase est assimile´e a` une interdiction.
Les assertions et les ne´gations sont les actes de dialogues utilise´s par de´faut. La distinction entre
les deux actes re´side dans la pre´sence de l’adverbe de ne´gation “ne” dans les ne´gations.
3.5.3 Conclusion partielle
Des re`gles utilisant des expressions re´gulie`res ont e´te´ imple´mente´es afin de de´tecter des actes
de dialogues et de modes communicatifs, ce qui permet de de´crire les phrases attribue´es aux per-
sonnages. Les re`gles relatives aux modes communicatifs prennent en compte le contexte imme´diat
de la phrase conside´re´e et permettent d’extraire des informations au dela` du niveau de la phrase.
L’e´valuation de la pertinence des re`gles propose´es ne´cessiterait de disposer d’un corpus de re´fe´rence
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pour ces informations. En l’absence de ressource ade´quate, les re`gles seront e´value´es en fin de
chaine, sur leur contribution a` l’ame´lioration de l’expressivite´ d’un syste`me de synthe`se de parole.
Parmi les pistes d’ame´lioration envisageables, l’ajout de cate´gories de modes de communication
tels que les chuchotements permettraient d’enrichir la palette expressive pouvant eˆtre re´alise´e par
un synthe´tiseur. Une autre piste d’ame´lioration de la proce´dure de de´tection de modes pourrait
consister a` cre´er de nouvelles re`gles, non restreintes aux verbes. Le narrateur donne fre´quemment
des indications sur le mode de communication a` l’aide d’adjectifs, utilise´s conjointement avec le
mot voix : (“avec une grosse voix”, “d’une voix rauque”, “de sa traditionnelle voix tonitruante”,
“d’une voix suave”...).
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Ce chapitre traite du corpus audio enregistre´ et analyse´ dans le cadre du projet GV-LEx. Ce
corpus est compose´ de 12 contes choisis parmi ceux du corpus texte. Apre`s un bref aperc¸u de
corpus similaires de´crits dans la litte´rature et du type d’information qui en sont extraites (cf.
section 4.1), une analyse de ce corpus sera fournie. Les enregistrements sont aligne´s avec les textes
et tout un ensemble d’annotations, de´crites dans la section 2.4. Des proce´dures de stylisation
prosodique ont e´te´ applique´es au corpus afin de faciliter son analyse et la mise en relation des
variations prosodiques et des changements structurels des contes.
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4.1 Corpus oraux de contes annote´s
Les annotations contenues dans les corpus oraux peuvent eˆtre regroupe´es en deux cate´gories
principales : d’une part les annotations base´es sur l’analyse du contenu linguistique re´alise´es a` partir
d’une transcription textuelle de la parole (type de texte, structures syntaxiques, re´fe´rencement
et descriptions des personnages) ; et d’autre part les annotations permettant une description des
variations de ce signal de parole (transcription phone´tique, stylisation prosodique, etc.). Le premier
type d’analyse est principalement de´die´ a` l’analyse linguistique de l’oral (cf. Blanche-Benveniste,
2011). Le pre´sent travail se situe dans une optique tenant plutoˆt de la seconde approche. Il s’agit
non pas d’e´tudier l’oral, mais d’extraire des informations d’un texte lu, dans le but de guider un
syste`me de synthe`se.
Pour cela, il est ne´cessaire d’extraire du corpus un ensemble de descripteurs pour e´tudier leur va-
riabilite´. Ces descripteurs peuvent eˆtre phone´tiques (voir Adda-Decker et al., 2008), ou prosodique.
Dans ce cas, il s’agit d’extraire des informations quant aux structures prosodiques observe´es dans
le corpus et cela demande ge´ne´ralement l’application d’un mode`le prosodique. Ce mode`le peut
eˆtre phonologique (par exemple, pour le franc¸ais : Mertens et al., 2001; Jun and Fougeron, 2002)
et/ou proce´der graˆce a` une stylisation des variations observe´es (voir par exemple d’Alessandro and
Mertens, 1995; Hirst et al., 2000; Mixdorff and Fujisaki, 2000; Taylor, 2000). Il peut aussi s’agir
d’approches plus cible´es, inte´resse´es par un aspect particulier des variations prosodiques, comme
la mesure de la proe´minence (Avanzi et al., 2010). Les choix qui sont fait pour ces transcriptions
de´pendent pour beaucoup du but des analyses et des contraintes lie´es a` l’utilisation de syste`mes
particuliers.
Les transcriptions sont ge´ne´ralement aligne´es sur le signal de parole, c’est-a`-dire associe´es a`
des intervalles temporels qui correspondent a` leur position sur le signal de parole. L’alignement
peut eˆtre re´alise´ manuellement ou via des proce´dures automatise´es. Diffe´rentes unite´s peuvent
eˆtre utilise´es pour effectuer cet alignement : les groupes de souﬄe, les mots, les syllabes ou les
phone`mes.
Un certain nombre de travaux visant a` mesurer la variabilite´ expressive ont conduit a` la consti-
tution de corpus oraux de contes annote´s (cf. table 4.1). L’inte´reˆt pour les collections de contes lus
ou raconte´s peut s’expliquer par la richesse des phe´nome`nes prosodiques qui y sont observe´s : des
occurrences de discours descriptif, direct ou rapporte´, des strate´gies d’incarnation de personnages,
des re´alisations d’affects et d’e´motions dans des contextes diffe´rents, etc.
On peut observer diffe´rentes tendances dans les strate´gies utilise´es pour observer la variation
prosodique dans des contes. Certains auteurs cherchent par exemple a` comparer les spe´cificite´s
prosodiques du storytelling a` celles d’autres styles (informations, recettes, ...) (Fackrell et al.,
2000). Les travaux de (Levin et al., 1982) cherchent a` mesurer les diffe´rences entre les contes lus
et raconte´s (c’est-a`-dire la retransmission orale d’un conte me´morise´ pre´alablement). C’est aussi
un aspect du travail de Mixdorff and Barbosa (2012), qui ajoutent la comparaison prosodique
entre l’allemand et le portugais bre´silien. Des annotations e´motionnelles peuvent eˆtre utilise´es
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Table 4.1 – Corpus annote´s de parole contenant des contes
Name Language characteristics
Levin et al. (1982) Anglais 2 contes , 4 locuteurs
Alm and Sproat
(2005)
Anglais 2 contes, 10 minutes
Fackrell et al. (2000) Ne´erlandais, Anglais,
Franc¸ais
6 heures
Theune et al. (2006) Ne´erlandais 5 contes (dure´e entre 5 et 12 mins)
Adell et al. (2005) Espagnol 1 conte, 798 phrases
Mixdorff and Bar-
bosa (2012)
Allemand, Portugais
Bre´silien
1 conte (1500 mots), 2 styles, 15 locuteurs
GVLEX Franc¸ais 12 contes, 1 heure
pour identifier les e´motions de´tecte´es a` partir de l’analyse du texte seul (Adell et al., 2005), ou les
e´motions perc¸ues par les auditeurs lors de l’e´coute du signal de parole (Alm and Sproat, 2005). Des
annotations structurelles sont utilise´es pour de´crire les modes discursifs (narration, description,
dialogue) (Adell et al., 2005), le suspense, ou la tension croissante (Theune et al., 2006). Une
dernie`re tendance consiste a` annoter directement la prosodie du signal a` l’aide de structure de
haut niveau (Klabbers and van Santen, 2004).
Le corpus oral GV-LEx, de´crit dans la suite de ce chapitre constitue un important volume de
donne´es enregistre´es par un meˆme locuteur. Sa dure´e est comparable a` celle des corpus de contes
existant dans d’autres langues mentionne´es dans la table 4.1. L’originalite´ du sche´ma d’annotation
de ce corpus vient de ce qu’il propose des informations linguistiques varie´es : sur la structuration
des contes en e´pisodes, l’identification et l’attribution des citations directes, des me´ta-informations
de description des personnages, de re´fe´rencement des mentions des personnages et des entite´s
nomme´es, ainsi que d’autres informations obtenues a` l’aide de proce´dures automatiques. Les enre-
gistrements sont aligne´s avec les transcriptions phone´tiques du signal, permettant une description
fine des proprie´te´s prosodiques observe´es dans le signal et l’utilisation de mode`les de stylisation
prosodique.
4.2 Enregistrement d’un corpus de contes
Afin de constituer un corpus de re´fe´rence de ce que peut eˆtre la lecture d’un conte dans les
conditions de´crites pour le projet GV-LEx, douze contes ont e´te´ se´lectionne´s parmi ceux du corpus
de texte. Ces contes ont e´te´ lus par un locuteur professionnel, habitue´ aux enregistrements en
studio. Les textes normalise´s des contes ont e´te´ fournis au locuteur avant la se´ance d’enregistrement
afin qu’il puisse les lire a` l’avance. Le locuteur a e´te´ encourage´ a` modifier certaines portions de
texte s’il jugeait que leur prononciation ne serait pas naturelle. Il a e´te´ informe´ du but de cet
enregistrement, a` savoir l’analyse prosodique de contes lus et il lui a e´te´ demande´ de produire les
diffe´rentes histoires comme s’il s’adressait a` un public d’enfants.
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Les contes ont e´te´ enregistre´s dans un studio, pendant une se´ance qui a dure´ quatre heures.
Les enregistrements re´sultant durent une heure environ. Le locuteur e´tait assiste´ par un inge´nieur
du son avec qui il avait l’habitude de travailler. Les contes ont e´te´ enregistre´s via un proce´de´
d’overdubbing. Ce proce´de´ permet au locuteur d’interrompre l’enregistrement a` tout moment,
de relire les portions enregistre´es en effac¸ant les parties proble´matiques. Ce proce´de´ fournit au
locuteur un controˆle optimal sur sa prestation et permet d’obtenir des enregistrements contenant
moins d’erreurs (re´pe´titions, he´sitations, etc.) que s’il s’agissait de parole lue ou spontane´e. Cette
proprie´te´ est tre`s de´sirable lorsque les enregistrements doivent servir de mode`le pour ame´liorer
les capacite´s expressives des synthe´tiseurs de parole. Les enregistrements obtenus sont de qualite´
comparable a` celle d’un livre audio, malgre´ les quelques restrictions ne´cessaires pour permettre leur
utilisation dans le cadre d’analyses prosodiques. Ainsi, la voix n’est pas me´lange´e a` de la musique
et aucun effet audio (compression, e´galisation) n’a e´te´ utilise´. Un seul locuteur a e´te´ enregistre´.
Dans les analyses qui suivent, seule la variation intra-locuteur sera donc e´tudie´e.
Les enregistrements ont e´te´ nume´rise´s avec un format d’e´chantillon flottant de 32 bits, associe´ a`
un taux d’e´chantillonnage de 48 KHz. Ils contiennent deux canaux obtenus a` l’aide de deux micro-
phones distincts. Le premier canal correspond aux enregistrements obtenus avec un microphone
Neumann U87, ge´ne´ralement utilise´s en studio pour enregistrer de la voix ou de la musique. Le
deuxie`me canal a e´te´ obtenu via un microphone Earthworks M30, plus adapte´ aux mesures acous-
tiques. Le microphone Earthworks a e´te´ calibre´ a` l’aide d’un calibreur Bru¨el et Kjær, permettant
d’estimer l’intensite´ absolue du signal enregistre´.
4.3 Alignement lexical et phone´tique de la parole
L’alignement lexical et phone´tique de la parole consiste a` de´terminer les positions des frontie`res
de mots et de phone`mes dans des enregistrements de parole. Au cours d’une premie`re e´tape ma-
nuelle, les paroles prononce´es par le locuteur sont retranscrites, et aligne´es grossie`rement avec le
signal de parole. Plusieurs variantes de prononciation peuvent co-exister pour un lexique donne´
(phone`mes optionnels ou interchangeables). L’e´tape suivante consiste donc a` de´terminer la trans-
cription phone´tique associe´e au signal de parole, ainsi puis les frontie`res des phone`mes sur le
signal.
4.3.1 Transcription lexicale de la parole
La transcription lexicale des contes et son alignement grossier avec le signal de parole a e´te´
re´alise´e a` l’aide du logiciel Transcriber (Barras et al., 2001). La transcription a e´te´ grandement
facilite´e par l’existence du texte normalise´ lu par le locuteur : seules les modifications introduites
par le conteur ont e´te´ l’objet d’une correction. L’alignement de cette transcription consiste a`
identifier les frontie`res des diffe´rents groupes de souﬄe, de´finis comme les passages de parole
de´limite´s par des pauses. Une fois les groupes de souﬄe identifie´s, ils sont annote´s avec la trans-
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Figure 4.1 – Transcription de l’enregistrement d’un conte a` l’aide du logiciel Transcriber. Les
balises [i] marquent les inspirations.
cription du texte prononce´ (figure 4.1). Ils sont ensuite corrige´s depuis l’interface de transcription
pour prendre en compte les diffe´rences entre le script initial et les mots ayant effectivement e´te´
prononce´s. La transcription des textes est enrichie avec l’annotation des e´ve´nements non lexicaux
observe´s dans les enregistrements (respirations, rires, claquements de langue, etc.).
Une description sommaire des caracte´ristiques des transcriptions est pre´sente´e dans la table
4.2. Les pseudo-syntagmes sont de´finis comme des groupes de mots se´pare´s par des signes de
ponctuation non terminaux. Par exemple la phrase “Mais son fre`re, qui e´tait tre`s avare, refusa
tout net de l’ aider et le cadet reparti.” correspond a` trois pseudo-syntagmes : “Mais son fre`re”,
“qui e´tait tre`s avare” puis de “refusa tout net de l’ aider et le cadet reparti”. La de´tection des
phrases et des paragraphes, re´alise´e lors du processus de tokenisation (section 2.3.2), est corrige´e
a` l’aide du syste`me d’annotation automatique des tours de parole pre´sente´ dans la section 3.3.
Les erreurs de tokenisation sont lie´es a` la mauvaise de´tection d’un certain nombre d’incises, qui
sont assimile´es a` des frontie`res de phrase ou de paragraphe. Leur correction consiste a` de´tecter un
tour de parole de personnage suivi par un tour de parole du narrateur (a` l’aide des mode`les a` base
de CRF), puis a` ve´rifier si le tour de parole du narrateur correspond a` une incise en utilisant les
re`gles syntaxiques utilise´es par l’automate TPAutoPOS, de´fini dans la section 3.3.1. La pertinence
des corrections apporte´es de cette manie`re a e´te´ valide´e par une inspection manuelle.
Le sous-ensemble de contes se´lectionne´s pour eˆtre enregistre´s, et pre´sente´ dans la table 2.2, se
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Table 4.2 – Caracte´ristiques des transcriptions des douze contes contenus dans le corpus de
parole. Le signe * indique les mesures effectue´es apre`s la correction automatique des erreurs de
tokenisation lie´es a` la de´tection des incises. La taille des phrases est mesure´e en nombre de mots.
Moyenne Minimum Maximum Total
Nb Mots 805,3 626 1031 9664
Nb signes de ponctuation 179,4 92 281 2153
Nb pseudo-syntagmes* 129,8 80 215 1157
Nb phrases 70,8 43 127 849
Nb phrases* 64,5 43 122 774
Nb paragraphes 20,9 11 34 251
Nb paragraphes* 19,9 10 33 239
Taille moyenne des phrases 12,4 7,3 20,5
Taille maximum des phrases 40,3 25 62
Table 4.3 – Diffe´rences observe´es entre les textes des contes fournis au locuteur (9664 mots) et
les transcriptions des enregistrements du corpus de parole
Suppressions Insertions Modifications De´placements
40 31 41 4
caracte´rise par des textes le´ge`rement plus longs que la moyenne du corpus texte (805 mots contre
752). La taille moyenne des phrases varie du simple au triple en fonction du conte conside´re´ ce qui
de´note une certaine diversite´ syntaxique au sein du corpus oral.
Les diffe´rences observe´es entre les textes originaux et les transcriptions sont de´crites dans la
table 4.3, en termes de nombre de suppressions ou d’insertions de mots, de modifications (ce qui
inclus le remplacement par un synonyme) et de changements de position d’un mot au sein d’une
phrase, re´alise´s par le locuteur. Les faibles taux de diffe´rences observe´es (de l’ordre du pourcent)
montrent une fide´lite´ au texte original raisonnable. L’analyse manuelle de ces diffe´rences montre
que les modifications de script re´alise´es par le locuteur n’affectent ni la structure des contes, ni la
structure des phrases.
4.3.2 Proce´dure d’alignement
L’alignement lexical et phone´tique est effectue´ a` l’aide d’une proce´dure semi-automatique qui
permet d’obtenir les frontie`res des mots, des phone`mes, et des pauses. Diffe´rents types de pauses,
telles que de´finies dans (Campione and Ve´ronis, 2004), sont identifie´s. Les pauses silencieuses
correspondent aux portions de parole pour lesquelles la production vocale est interrompue. Cette
de´finition inclue les phe´nome`nes de respirations audible, qui sont identifie´s a` l’aide de symboles
spe´cifiques. Les pauses remplies, e´galement appele´es pauses sonores, correspondent a` des portions
de parole associe´es a` des e´le´ments quasi-lexicaux, tels que des marques d’he´sitations (euh),
exclamations, grelottements, ...
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Figure 4.2 – Visualisation et e´dition des frontie`res lexicales et phone´tiques depuis Praat
Outre la re´duction du couˆt de l’annotation, l’utilisation de syste`mes semi-automatique permet
d’obtenir des positions de frontie`res phone´miques reproductibles et cohe´rentes sur l’ensemble du
corpus. Sachant que les limites des unite´s phone´miques sont souvent issues de choix ne pouvant eˆtre
conside´re´s comme une ve´rite´ incontestable (Astesano et al., 1995). Le syste`me d’alignement retenu
prend en entre´e une segmentation pre´alable des transcriptions en groupes de souﬄe, aligne´es avec
le signal de parole (segmentation de´crite dans la sous-section pre´ce´dente) et ne´cessite l’utilisation
de fichiers audio e´chantillonne´s a` 16 KHz. Le dictionnaire de variantes de prononciation de´crit par
Adda-Decker and Lamel (1999) est utilise´ conjointement avec le syste`me d’alignement automatique
du LIMSI (Gauvain et al., 2005), charge´ de de´terminer la transcription phone´tique la plus plausible
pour un segment de parole, ainsi que les frontie`res des phone`mes et des mots.
Les proce´dures d’alignement automatique permettent d’obtenir des segmentations relativement
fiables, a` l’exception des positions exactes des frontie`res des groupes de souﬄe, qui ont e´te´ cor-
rige´es manuellement. L’e´dition manuelle des frontie`res des groupes de souﬄe a e´te´ re´alise´e graˆce
au logiciel Praat (Boersma, 2002). La figure 4.2 illustre l’interface d’e´dition de ce logiciel, qui
permet de visualiser simultane´ment les frontie`res des mots et des phone`mes, le signal audio et sa
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Table 4.4 – Description des donne´es obtenues suite a` l’alignement lexical et phone´tique du corpus
de parole (dure´e totale : 3593 secondes)
Type min max moyenne total couverture (secondes)
Phone`mes 1995 2914 2373,8 28486 2531,4
Voyelles 894 1316 1077,4 12929 1199,6
Pauses silencieuses 81 187 120,8 1449 837,7
Respirations audibles 23 116 56,9 683 203,8
Pauses remplies 1 33 11,5 138 20,4
de´composition spectrographique, superpose´e a` l’estimation de la fre´quence fondamentale du signal
(de couleur cyan), a` son intensite´ (en jaune) et ses formants (rouge). L’ensemble des frontie`res est
inspecte´ manuellement dans un second temps et seules les erreurs flagrantes (de phone´tisation, de
positionnement des frontie`res, de pauses remplies) ont e´te´ corrige´es. Toutes les annotations sont
finalement enregistre´es dans des fichiers au format TextGrid de Praat. Les statistiques obtenues a`
l’issue de cette proce´dure d’alignement sont fournies dans la table 4.4.
4.4 Annotations
Toutes les annotations manuelles obtenues lors de la constitution du corpus texte (section 2.4)
ont e´te´ adapte´es manuellement pour correspondre aux transcriptions du signal de parole. Les
proce´dures d’enrichissement automatique des unite´s lexicales, d’annotations des actes de dialogue
et des modes expressifs (cf. sections 3.3.2 et 3.5) ont e´te´ utilise´es pour annoter les transcriptions du
signal de parole. Des proce´dures automatiques supple´mentaires sont utilise´es afin d’annoter des
unite´s d’analyses prosodiques courantes a` partir des transcriptions phone´miques. La proce´dure
de syllabation de´crite par Adda-Decker et al. (2005) a e´te´ utilise´e pour obtenir les frontie`res des
syllabes. Les Groupes Inter Perceptual Center Group (GIPC ) ont aussi e´te´ extraits a` partir de
la chaine phone´mique en utilisant l’approximation utilise´e par Barbosa and Bailly (1994) qui
consiste a` faire de´buter un GIPC a` chaque noyau vocalique (sauf dans le cas des consonnes suivant
imme´diatement une pause). Les annotations relatives aux tours de parole des personnages sont
enrichies manuellement afin d’inclure des me´ta-informations de´crivant les caracte´ristiques globales
des personnages des contes. Ces informations sont de´taille´es dans la table 4.5.
La table 4.6 de´crit la couverture des annotations linguistiques dans le corpus de parole. Le corpus
de parole contient une plus grande proportion de citations directes (40% de texte attribue´ aux
personnages) que le corpus textuel (cf. table 4.6) et permet donc de fournir des donne´es optimise´es
pour l’e´tude du discours narratif. On peut ainsi s’attendre a` observer plus de variations dans les
strate´gies de discours direct rapporte´, en ce qui concerne l’expressivite´ au niveau de la phrase
comme pour les phe´nome`nes lie´s aux caracte´ristiques globales des personnages incarne´s.
Toutes ces annotations sont aligne´es avec le signal de parole et enregistre´es dans des fichiers au
format TextGrid, en utilisant une tier par type d’information annote´e. La figure 4.3 repre´sente une
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Table 4.5 – Me´ta-informations utilise´es pour l’enrichissement de la caracte´risation des personnages
du corpus de parole
information attributs
aˆge enfant, jeune, adulte, vieux
Genre masculin, fe´minin
Taille petit, moyen, grand, tre`s grand
Type humain, fe´e, loup, e´le´ment naturel, ...
Valence gentil, me´chant
he´ro vrai, faux
Cate´gorie proppienne agresseur, auxiliaire, donateur,
(Propp, 1928) faux he´ros, he´ros, mandateur, objet
Roˆle actantiel sujet, objet, destinateur,
(Greimas, 1966) destinataire, adjuvant, opposant
annotation simplifie´e. Les diffe´rentes tiers pre´sentes sur la figure correspondent, de haut en bas,
aux e´pisodes, tours de parole, pseudo-phrases, genre des personnages, valence des personnages,
taille des personnages, entite´s personne, segmentation en paragraphes, segmentation en phrases
normalise´es, segmentation en mots, parties du discours, phone`mes, GIPC, syllabes, et signes de
ponctuation. Le format TextGrid a e´te´ retenu pour le stockage dans le but de faciliter la diffusion
du corpus : il permet de re´aliser des analyses prosodiques sous Praat et est pris en charge par de
nombreux logiciels. Il est de plus aise´ment convertible dans d’autres formats de fichier.
4.5 Stylisation Prosodique
Le Tre´sor de la Langue Franc¸aise (Dendien and Pierrel, 2003) propose plusieurs de´finitions du
terme stylisation, et donne comme synonymes sche´matisation et simplification. Dans le domaine
des arts plastiques, il s’agit du “fait de repre´senter un objet en le re´duisant a` ses caracte`res les
plus typiques ou en lui donnant une configuration conventionnelle” Il s’agit donc par analogie du
“fait de de´gager des lignes principales”. Dans le domaine litte´raire, ce terme correspond au “fait
de s’exprimer de manie`re concise, en se limitant aux traits essentiels, en estompant les de´tails
trop particuliers” et donc au sens figure´ : “fait de se limiter aux e´le´ments les plus caracte´ristiques
ou conventionnels”.
La prosodie peut eˆtre de´crite comme la perception des grandeurs de hauteur, de longueur et de
sonie, ayant comme corre´lats acoustiques les plus classiques la fre´quence fondamentale (F0 en Hz
ou demi-tons), la dure´e (en seconde) et l’intensite´ (en dB) (Di Cristo, 2004). On peut rajouter a`
ces parame`tres la notion complexe de “qualite´ de voix” (voir d’Alessandro, 2006). La stylisation
prosodique consiste a` extraire de ces descripteurs prosodiques les composantes perceptibles interve-
nant dans les processus de communication (Hermes, 2006). La majorite´ des mode`les de stylisation
existants consistent a` de´crire les contours me´lodiques du signal (soit en ge´ne´ral sa fre´quence fon-
damentale) a` l’aide d’unite´s discre`tes : des segments (t Hart, 1976; d’Alessandro and Mertens,
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Figure 4.3 – Exemple re´duit d’annotations aligne´es avec le signal de parole et visualise´es a` l’aide
du logiciel Praat.
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1995), des points cibles (Hirst and Espesser, 1993), ou encore un codage symbolique (Hirst and
Di Cristo, 1998). L’intensite´ et la pe´riodicite´ du signal sont ge´ne´ralement utilise´es implicitement
dans ces repre´sentations, afin de de´terminer la validite´ des estimations de fre´quence fondamentale.
La proce´dure de stylisation propose´e dans cette section consiste a` repre´senter de manie`re explicite
et concise les mouvements associe´s a` trois descripteurs prosodiques : la fre´quence fondamentale,
l’intensite´ et la pe´riodicite´.
4.5.1 Estimation de descripteurs prosodiques bruts
L’imple´mentation Matlab de l’algorithme Yin (De Cheveigne´ and Kawahara, 2002) est utilise´e
dans ce travail pour estimer la fre´quence fondamentale, l’intensite´ et la pe´riodicite´ du signal de
parole. L’algorithme est parame´tre´ pour de´tecter des fre´quences fondamentales comprises entre 40
et 1000Hz, estime´es sur des feneˆtres de 25ms espace´es de 2ms chacune. Par analogie avec le syste`me
de notation musical, la fre´quence fondamentale est convertie en demi-tons relatifs a` la fre´quence
1Hz (e´quation 4.1), tel que la note la ayant pour fre´quence fondamentale 110 Hz corresponde a`
81,38 demi-tons.
f0ST = 12 ∗ log2(f0Hz); (4.1)
avec f0Hz l’estimation de la fre´quence fondamentale en Hertz, f0ST sa conversion exprime´e en
demi-tons relatifs a` 1 Hertz.
L’intensite´ est exprime´e en de´cibels (dB) et obtenue via l’e´quation v4.2.
IdB = max(−35, 10 log10(
I
IRef
)) (4.2)
Avec I et IRef les intensite´s instantane´es estime´es sur des feneˆtres utilise´es pour le calcul de
la fre´quence fondamentale. I e´tant l’intensite´ estime´e sur la feneˆtre courante et IRef l’intensite´
maximale estime´e sur le corpus. Les estimations d’intensite´ obtenues via ce proce´de´ sont comprises
entre 0 et − inf. Un seuil est fixe´ a` −35dB, en dessous duquel on conside`re que le signal contenu
dans une feneˆtre ne correspond pas a` de la parole audible, et ou` les descripteurs prosodiques
associe´s ne sont pas pris en compte par les mode`les de stylisation.
L’estimation de la pe´riodicite´ est ge´ne´ralement utilise´e pour mesurer la fiabilite´ de l’estimation
de la fre´quence fondamentale sur une feneˆtre donne´e. Cette estimation peut aussi caracte´riser
certains aspects de la qualite´ vocale. La mesure de pe´riodicite´ est obtenue a` partir de l’e´quation
4.3.
Periodicite = min(0, 1−ApY in) (4.3)
avec ApY in le coefficient d’ape´riodicite´ calcule´ par Yin et compris dans l’intervalle [0,+ inf[. Selon
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les auteurs de l’algorithme Yin (De Cheveigne´ and Kawahara, 2002), les estimations de fre´quence
fondamentale doivent eˆtre conside´re´es comme incertaines lorsque la mesure de pe´riodicite´ est
infe´rieure a` 0,6, bonnes lorsque la mesure est comprise entre 0,6 et 0,8, et optimales lorsqu’elles
sont comprises entre 0,8 et 1.
4.5.2 Stylisation base´e sur un mode`le de perception tonale
Une proce´dure de stylisation base´e sur le mode`le de perception tonale de´crit dans (d’Alessandro
and Mertens, 1995) a e´te´ de´veloppe´e. La hauteur et sonie perc¸ue sont estime´es pour chaque voyelle
puis repre´sente´es a` l’aide d’un ou plusieurs segments. Les bornes de chaque segment sont de´finies
par un triplet correspondant a` sa position temporelle, sa fre´quence fondamentale et son intensite´.
Un seuil de pe´riodicite´ minimal (e´gal a` 0, 2) et un seuil d’intensite´ minimale (e´gal a` −32.5dB)
sont de´finis. Les frontie`res des voyelles sont re´ajuste´es de telle sorte que les feneˆtre de signal
correspondant au de´but et a` la fin de la voyelle soient associe´es a` une pe´riodicite´ et a` une intensite´
supe´rieure ou e´gale aux seuils. Lorsque cette condition est ve´rifie´e, il est tole´re´ que des feneˆtres
de signal comprises entre les frontie`res re´ajuste´es ne respectent pas ces conditions. Lorsqu’aucune
feneˆtre comprise entre les frontie`res ne respecte ces conditions, le mode`le ignore la voyelle.
Les estimations de fre´quence fondamentale et d’intensite´ comprises entre les frontie`res re´ajuste´es
sont filtre´es par un mode`le de moyenne temporelle ponde´re´e 1 (d’Alessandro et al., 1998), de´fini
par l’e´quation 4.4.
WTAMf (t) =
∫ t
0 exp
−22(t−τ) f(τ)dτ∫ t
0 exp
−22(t−τ) dτ
(4.4)
Avec f le descripteur a` filtrer, pouvant eˆtre la hauteur (en Hertz) ou l’intensite´ (en de´cibels).
Le mode`le de perception tonale est utilise´ avec un seuil diffe´rentiel de changement de hau-
teur e´gal a` 12 demi-tons par seconde, qui permet de fusionner les segments me´lodiques de pente
infe´rieure au seuil. Le seuil de glissando n’est pas utilise´, la diffe´renciation entre les tons statiques
et les tons dynamiques peut ne´anmoins eˆtre de´termine´e lors de phases d’analyse ulte´rieures. Les
segments dont la pente est supe´rieure a` 100 demi-tons par seconde sont conside´re´s comme associe´s
a` des erreurs d’estimation de la fre´quence fondamentale et sont exclus des donne´es. Les bornes
des segments, calcule´es a` partir de la fre´quence fondamentale filtre´e, sont utilise´es pour de´crire
l’intensite´ filtre´e par le mode`le de moyenne ponde´re´e.
4.5.3 Enregistrement des donne´es stylise´es dans des feuilles de calcul
Les informations prosodiques extraites selon ce proce´de´ sont enregistre´es dans des feuilles de cal-
cul, qui seront diffuse´es avec le corpus, et utilise´es dans le cadre d’analyses prosodiques ulte´rieures.
1. Weighted Time Average Model : WTAM
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Ces feuilles de calcul contiennent un enregistrement par voyelle, associe´ a` diffe´rents champs don-
nant des informations sur les proprie´te´s acoustiques du signal, telles que :
• Les positions temporelles des frontie`res des vocaliques, obtenues suite a` la proce´dure d’aligne-
ment semi-automatique.
• Les positions temporelles rectifie´es automatiquement pour eˆtre associe´es a` une pe´riodicite´
supe´rieure a` 0,2, une intensite´ supe´rieure a` -32,5 dB et ne contenant pas de segments dont la
pente exce`de 100 demi-tons par secondes.
• Les valeurs moyennes, me´dianes, maximales et minimales de la fre´quence fondamentale, de
l’intensite´ et de la pe´riodicite´, mesure´es a` l’inte´rieur des frontie`res rectifie´es automatiquement.
• Les donne´es obtenues graˆce au mode`le de perception tonale. A` savoir : les positions des
diffe´rents segments et les valeurs filtre´es a` l’aide du mode`le de moyenne temporelle ponde´re´e
et correspondant a` la hauteur tonale et a` l’intensite´ mesure´es aux frontie`res des segments.
4.5.4 Repre´sentation graphique du corpus GV-LEx
Les descripteurs prosodiques (section 4.5.1) et les segments obtenus a` l’aide du mode`le de per-
ception tonale (section 4.5.2) sont combine´s pour ge´ne´rer des repre´sentations graphiques. Ces
repre´sentations permettent de rendre, sur une meˆme figure, la dure´e, la fre´quence fondamentale
(brute et stylise´e), l’intensite´, la pe´riodicite´, avec les transcriptions lexicales et phone´tiques ainsi
que la distinction entre les citations directes et les tours de parole du narrateur. La distinction entre
citations directes et tours de parole est effectue´e en associant une couleur distincte a` chaque per-
sonnage. Une telle repre´sentation constitue une sorte de “partition” prosodique et permet de lire les
variations expressives observe´es dans le corpus de contes. Cela permet de guider la mode´lisation de
phe´nome`nes lie´s a` ces variations expressives. Un exemple des repre´sentations graphiques re´alise´es
est repre´sente´ a` la figure 4.4.
Les descripteurs non stylise´s sont repre´sente´s a` l’aide de courbes affichant la fre´quence fondamen-
tale en fonction du temps, courbe dont l’e´paisseur est line´airement proportionnelle a` l’intensite´ du
signal exprime´e en dB, et dont la couleur varie en fonction de la pe´riodicite´ estime´e. On conside`re
que les descripteurs associe´s a` une intensite´ infe´rieure ou e´gale a` -35dB ne correspondent pas a` de
la parole audible. En conse´quence, ils sont associe´s a` une e´paisseur de trait nulle et ne sont donc
pas affiche´s. La pe´riodicite´ renseigne sur la fiabilite´ de l’estimation de la fre´quence fondamentale
et de´crit certains aspects de la qualite´ de voix. Elle est associe´e au code couleur “Jet” propose´
par Matlab c© : le bleu fonce´ repre´sente les pe´riodicite´s les plus faibles tandis que le rouge fonce´
repre´sente les pe´riodicite´s les plus fortes.
Les segments obtenus a` l’aide du mode`le de perception tonale sont superpose´s a` cette courbe
de F0 et rendus avec une couleur bleue transparente. La largeur des segments est line´airement
proportionnelle a` l’estimation de l’intensite´ filtre´e.
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Figure 4.4 – Repre´sentation graphique de la prosodie du corpus GV-LEx, stylise´e selon un mode`le
de perception tonale.
76.5 77 77.5 78 78.5 79 79.5
75 st
80 st
85 st
90 st
95 st
. o w i . d i l x p x t i S a p x r O r u Z .
oh oui dit le petit chaperon rouge
110 Hz
4.5.5 Stylisation base´e sur le Prosogram
Le Prosogram (Mertens, 2004) est un logiciel de stylisation prosodique fonctionnant graˆce au
logiciel Praat Boersma (2002). Le Prosogram fournit une imple´mentation du mode`le de percep-
tion tonale de´crit dans (d’Alessandro and Mertens, 1995), et montre quelques diffe´rences avec
l’imple´mentation propose´e dans la section 4.5.2. L’algorithme d’estimation de la fre´quence fon-
damentale et de la pe´riodicite´ du signal est celui propose´ par Boersma (1993). Les seuils qui
permettent de de´terminer si les feneˆtres de signal correspondent a` de la parole audible sont cal-
cule´s diffe´remment et la me´thode de rendu de la prosodie stylise´e utilise les primitives de dessin
disponibles sous Praat (figure 4.5).
Un certain nombre d’analyses prosodiques sur des corpus en langue franc¸aise ont e´te´ re´alise´es
en utilisant des donne´es stylise´es a` l’aide du Prosogram (Patel et al., 2006; Roekhaut et al., 2010).
En conse´quence, cet outil est utilise´ dans les expe´riences de´crites dans la suite de ce manuscrit, car
il fournit une proce´dure “standardise´e” d’extraction de descripteurs prosodiques, ce qui permet
de comparer les caracte´ristiques prosodiques observe´es sur le corpus GV-LEx aux caracte´ristiques
publie´es pour de´crire d’autres corpus.
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Figure 4.5 – Stylisation obtenue avec le Prosogram
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5.1 Introduction
Ce chapitre pre´sente les analyses prosodiques re´alise´es sur le corpus GV-LEx. Les analyses
de´crites dans les sections 5.3 a` 5.5 se base sur l’ensemble des parame`tres prosodiques de´crits dans la
section 5.2. La mise en application de ces observations ne´cessite d’utiliser des synthe´tiseurs offrant
un jeu d’instruction exhaustif. Pour cette raison, un effort particulier est re´alise´ sur l’analyse de la
dure´e des pauses de´taille´e dans la section 5.6, permettant formaliser des re`gles de controˆle pouvant
eˆtre utilise´ avec la majorite´ des synthe´tiseurs.
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5.2 Descripteurs prosodiques
Les proprie´te´s prosodiques du corpus GV-LEx sont de´crites tout au long de ce chapitre, a` l’aide
des descripteurs de´taille´s ci-dessous :
NS : Le Nombre de Syllabes observe´es sur une portion donne´e du corpus
TP : Le Taux de Parole, mesure´ en nombre de syllabes prononce´es par secondes et en excluant
les pauses (silencieuses et remplies, cf section 4.3.2) des mesures.
PTP : Le Pourcentage de Temps de Pause observe´
NSP : Nombre moyen de Syllabes entre deux Pauses (taille moyenne des groupes de souﬄe)
HES : Les he´sitations, descripteur de´fini comme le pourcentage de syllabes associe´es a` des
he´sitations (comme euh, mhhh).
PVR : Le Pourcentage de Voyelles Rejete´es par le Prosogram (Mertens, 2004, section 4.5.5),
ge´ne´ralement associe´es a` un voisement ou a` une intensite´ trop faibles, mettant en cause la
fiabilite´ de l’estimation de la fre´quence fondamentale. Ces voyelles sont par la suite ignore´es
dans les mesures de´crivant la hauteur ou l’intensite´ du signal.
PTD : Le Pourcentage de Tons Dynamiques, de´termine´ a` l’aide du Prosogram, correspondant au
pourcentage de voyelles pour lesquelles un mouvement me´lodique est perceptible
HM : La Hauteur Moyenne perc¸ue, exprime´e en demi-tons relatifs a` 1Hz, obtenue a` partir des
segments correspondant a` la fre´quence fondamentale stylise´e a` l’aide du Prosogram, en ne
conside´rant que la hauteur maximale observe´e pour chaque voyelle
IM : L’Intensite´ Moyenne, obtenue en ne conservant que l’estimation de puissance maximale
observe´e sur chaque voyelle.
DHIS : La Diffe´rence de Hauteur Inter-Syllabique, exprime´e en demi-tons, obtenue en mesurant
la diffe´rence de hauteur entre la fin du segment stylise´ a` l’aide du Prosogram sur la voyelle
pre´ce´dente et le de´but du segment stylise´ pour la voyelle courante.
DIIS : La Diffe´rence d’Intensite´ Inter-Syllabique, obtenue en mesurant l’e´cart entre l’intensite´
maximale estime´e sur la voyelle pre´ce´dente et la voyelle courante.
TES : La TESsiture, exprime´e en demi-tons et de´fini comme l’intervalle compris entre le cin-
quie`me et le quatre-vingt quinzie`me centile de la distribution des hauteurs perc¸ues, obtenue
a` l’aide du Prosogram
EI : L’E´tendue des Intensite´s observe´es, exprime´e en de´cibels est de´finie comme l’intervalle com-
pris entre le cinquie`me et le quatre-vingt quinzie`me centile de la distribution des intensite´s
maximales observe´es sur les voyelles
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Table 5.1 – Comparaison des proprie´te´s prosodiques du corpus GV-LEx et du corpus de´crit par
Patel et al. (2006)
proprie´te´ prosodique GV-LEx Patel et al. (2006)
PVR (%) 2 2
TP (syll/sec) 6,15 6,1
PTD (%) 13 2
5.3 Comparaison des proprie´te´s prosodiques globales du corpus
de contes a` d’autres corpus de parole
Cette comparaison vise a` caracte´riser les singularite´s prosodiques propres a` la lecture de contes.
Pour cela, les proprie´te´s prosodiques du corpus GV-LEx sont compare´es a` des analyses similaires
re´alise´es sur d’autres corpus oraux en franc¸ais - donne´es de´crites dans les travaux de Patel et al.
(2006) et de Roekhaut et al. (2010).
Les mesures de´crites par Patel et al. (2006) sont obtenues sur des actualite´s, lues par 4 locuteurs
diffe´rents. Cinq phrases, d’une dure´e moyenne de 17,3 voyelles sont lues par chaque locuteur et
forment un total de vingt phrases d’une dure´e le´ge`rement infe´rieure a` une minute. Les proprie´te´s de
ce corpus sont compare´es avec celles du corpus GV-LEx et de´crites dans la table 5.1. Le pourcentage
de voyelles rejete´es et le taux de parole sont similaires pour les deux corpus. La proportion de tons
dynamiques observe´s sur le corpus GV-LEx est plus de six fois supe´rieure a` celle observe´e sur
(Patel et al., 2006). Cette diffe´rence importante montre que la lecture de contes est associe´e a`
une dynamique me´lodique plus importante que celle observe´e dans la lecture d’actualite´s. Cette
observation est ne´anmoins nuance´e par la faible quantite´ de donne´es contenues dans le corpus
d’actualite´s.
Les analyses de´crites par Roekhaut et al. (2010) portent sur trois styles : des actualite´s radiopho-
niques, des discours politiques et des conversations. Pour chaque style, dix minutes de parole sont
analyse´es. Les proprie´te´s de ces styles sont compare´es aux proprie´te´s du corpus GV-LEx dans la
table 5.2. On y trouvera aussi les spe´cificite´s prosodiques propres au narrateur du corpus GV-LEx
(sous-corpus GV-LEx-Narr). Ce sous-corpus permet une description des proprie´te´s prosodiques
associe´es a` la narration se´pare´e des variations prosodiques lie´es au discours direct rapporte´ (in-
carnation de personnages). Le corpus GV-LEx pre´sente un certain nombre de similarite´s avec le
style associe´ aux discours politiques. Tous deux contiennent un pourcentage de temps de pause
important, correspondant a` environ 30% de la dure´e du signal de parole, associe´ a` un nombre de
syllabes entre deux pauses environ deux fois moindre que pour les autres styles. Le corpus GV-LEx
se distingue des autres styles par une tessiture nettement plus vaste, qui te´moigne de la richesse
des variations me´lodiques propre a` la lecture de contes. Le taux de parole du corpus est le´ge`rement
plus important que celui observe´ pour les autres styles, et peut partiellement eˆtre explique´es par les
conditions d’enregistrement du corpus, permettant au locuteur d’interrompre l’enregistrement a`
tout moment. Le taux d’he´sitations du corpus GV-LEx est relativement faible, mais reste supe´rieur
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Table 5.2 – Proprie´te´s prosodiques des corpus GV-LEx et GV-LEx-Narr et des styles correspon-
dant aux actualite´s radiophoniques (AR), a` des discours politiques (DP)et a` des conversations
(CONV) (Roekhaut et al., 2010)
AR DP CONV GV-LEx GV-LEx-Narr
TP (syll/sec) 5,8 4,8 5,3 6,15 6,2
PTP (%) 10,97 31,67 16,73 29,55 24,0
NSP (nb syll) 15 8 16 7,4 7,4
TES (demi-tons) 10,5 10,5 7,4 17,4 16,1
HES (%) 1,83 0,05 7,51 1,01 0,61
a` celui observe´ pour les discours politiques malgre´ des conditions d’enregistrement permettant plus
de controˆle. Ce phe´nome`ne peut partiellement eˆtre explique´ par la de´finition utilise´e pour annoter
les he´sitations dans notre corpus, qui englobe a` la fois des he´sitations involontaires, ainsi que cer-
taines onomatope´es non pre´sentes dans les scripts de lecture. 37% des he´sitations sont observe´es
dans les tours de parole des personnages, et 27% dans les zones transitoires se´parant les tours
de parole du narrateur des tours de parole des personnages. Cette observation laisse supposer
qu’une partie de ces phe´nome`nes est re´alise´e volontairement, lors de la prise de parole des person-
nages. Mis a` part ce phe´nome`ne, peu de diffe´rences sont observe´es entre le corpus GV-LEx et le
sous-ensemble lie´ au narrateur . L’exclusion des zones de transition entre tours de parole dans le
sous-corpus explique les diffe´rences observe´es sur le pourcentage de temps de pause.
5.4 Proprie´te´s prosodiques lie´es aux e´tiquettes d’e´pisodes
Cette section pre´sente l’analyse des proprie´te´s prosodiques associe´es aux diffe´rents types
d’e´pisodes dont l’annotation est de´taille´e dans la section : le titre, la situation initiale, l’e´le´ment
de´clencheur, les sce`nes, refrains et l’e´pilogue. Toutes ces proprie´te´s sont de´crites dans la table 5.3, en
se restreignant au sous-ensemble GV-LEx-Narr de´fini dans la section 5.3, afin d’exclure de l’analyse
les effets lie´s aux incarnations de personnages, qu’il est plus difficile de relier syste´matiquement
aux e´pisodes du fait de la re´partition de leurs tours de parole. L’analyse se´pare´e des diffe´rents
e´pisodes a pour effet d’exclure les pauses inter-e´pisodes. Ce phe´nome`ne, combine´ a` l’exclusion des
pauses se´parant les tours de parole intrinse`que au sous-corpus GV-LEx-Narr, se re´percute dans les
mesures par un pourcentage de temps de pause infe´rieur a` celui observe´ sur l’ensemble du corpus
fourni dans la table 5.2.
L’e´tiquette e´pisodique ayant la plus large couverture dans le corpus correspond aux sce`nes et
couvre 63, 5% des syllabes observe´es. Les proprie´te´s prosodiques des sce`nes correspondent globa-
lement a` la moyenne des proprie´te´s observe´es dans l’ensemble du corpus et se caracte´risent par un
pourcentage de tons dynamiques un peu plus faible que pour les autres types d’e´pisodes.
L’e´nonce´ du titre se distingue des autres parties par une proportion de tons dynamiques beau-
coup plus e´leve´e, associe´e a` de plus fortes hauteurs moyennes, intensite´s moyennes, tessiture,
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diffe´rence de hauteur inter-syllabique, ainsi qu’au plus faible taux de parole observe´ sur le corpus.
Le pourcentage de temps de pause tre`s faible observe´ sur cette partie s’explique bien suˆr par la
tre`s faible dure´e de ces passages. Ces proprie´te´s tendent a` montrer que le style de lecture qui cor-
respond a` l’e´nonce´ du titre se caracte´rise par un volume plus important, associe´ a` des mouvements
me´lodiques plus amples que ceux observe´s par la suite et par une vitesse d’e´locution plutoˆt lente.
Le locuteur e´nonce clairement et distinctement le titre pour attitrer l’attention de son auditoire.
La lecture des premiers e´pisodes des contes, a` savoir la situation initiale et l’e´le´ment de´clencheur,
partagent un certain nombre de points communs : une forte proportion de tons dynamiques ainsi
qu’une diffe´rence de hauteur inter-syllabique e´leve´e. Ces proprie´te´s sont associe´es a` une me´lodie
plus dynamique, qui peut eˆtre destine´e, comme lors de l’e´nonce´ du titre, a` obtenir l’attention de
l’auditoire. Ces deux cate´gories diffe`rent principalement au niveau de leur intensite´ moyenne, qui
est plus faible pour l’e´le´ment de´clencheur, et peut eˆtre attribue´ a` une voix plus intime permettant
de provoquer des effets de suspense (Theune et al., 2006).
Les refrains se caracte´risent par la plus faible diffe´rence de hauteur inter-syllabique, montrant
des valeurs proches de la mesure observe´e pour les sce`nes et les e´pilogues. Leur faible pourcentage
de temps de pause peut lui aussi eˆtre explique´ par leur taille moyenne re´duite (16.1 mots) et aussi
par le fait qu’ils constituent un ensemble homoge`ne, lie´ par un motif qui se re´pe`te d’un refrain a`
l’autre.
Les e´pilogues se caracte´risent quant a` eux par une tessiture, une e´tendue d’intensite´, une intensite´
moyenne et un taux de parole plus faible que pour les autres e´pisodes. Ces proprie´te´s sont associe´es
a` une intonation moins dynamique (et donc plus “plate”), indiquant la fin de l’histoire.
5.5 Caracte´ristiques prosodiques lie´es a` l’incarnation des person-
nages
Cette partie de´crit la variabilite´ prosodique associe´e aux phe´nome`nes d’incarnation de person-
nages. On parle d’incarnation lorsque le texte lu par le conteur correspond a` une citation directe
attribue´e a` l’un des personnages. Le but de cette partie est de de´crire les relations entre les ca-
racte´ristiques des personnages (de´taille´es dans la table 4.5) et les strate´gies prosodiques pouvant
eˆtre utilise´es par le conteur lors de leur incarnation.
5.5.1 Impact de l’aˆge et du genre sur les distributions de fre´quence fondamen-
tale et d’intensite´
La figure 5.1 obtenue avec la fonction chplot de R, pre´sente les distributions de F0 et d’intensite´
pour les incarnations de personnages regroupe´s par genre (homme/femme) et par classe d’aˆge
(enfant, jeune, adulte, vieux). La distribution du narrateur correspond aux portions de parole qui
ne sont pas attribue´es a` des personnages.
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Figure 5.1 – Distribution de F0 et d’intensite´ observe´es pour les diffe´rents roˆles narratifs du
conteur : narrateur (N0) et diffe´rentes cate´gories de personnages regroupe´es par aˆge (enfants,
adolescents, adultes, aˆge´) et par genre (Fe´minin/Masculin)
On observe que le conteur tend a` utiliser une voix plus intense et plus e´leve´e lors des phe´nome`nes
d’incarnation de personnages.Cette observation est en accord avec les travaux de´crivant les pro-
prie´te´s prosodiques observe´es dans le discours rapporte´ direct (Holt, 1996). Elle peut correspondre
a` une strate´gie permettant de rendre plus saillante les voix des personnages.
Pour les classes d’aˆge jeune, adulte et vieux, on observe des distributions de fre´quence fonda-
mentale et d’intensite´ similaires. Le genre des personnages incarne´s a un impact ne´gligeable sur
les proprie´te´s de ces distributions. Les registres de voix des personnages de la classe d’aˆge enfant
se distinguent de ceux des autres personnages : notamment par des voix plus aigue¨s. On observe
chez les petits garc¸ons les valeurs me´dianes de F0 et d’intensite´ les plus e´leve´es, caracte´rise´es par
une diffe´rence de 3 demi-tons et 1dB par rapport aux autres classes d’aˆge. Pour les petites filles
un observe une valeur me´diane de F0 le´ge`rement plus e´leve´e que pour les autres classes d’aˆge (1
demi-ton) et intensite´ sensiblement plus faible (-5dB). Les limites de ces observations sont lie´es
aux diffe´rents contextes d’apparition de ces personnages. Cette utilisation d’un registre plus e´leve´
pour des personnages tre`s jeunes (et donc plus faible et plus petits) est cohe´rente avec la notion
de frequency code propose´ par Ohala (1984), qui montre une corre´lation entre la fre´quence fonda-
mentale et la taille (et donc la puissance) des mammife`res et des oiseaux. Ce lien entre fre´quence
et taille serait utilise´ dans la communication humaine pour signifier des diffe´rences de rapport de
puissance, notamment. Il pourrait eˆtre ici a` l’œuvre pour incarner des personnages ayant un roˆle
plus ou moins empreint de pouvoir.
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5.5.2 Regroupement des personnages base´ sur leur profil prosodique
Donne´es
Cette partie consiste a` regrouper les personnages incarne´s par le conteur en fonction de leur
profil prosodique. Les profils prosodiques des personnages prennent en compte l’ensemble des des-
cripteurs pre´sente´s dans la section 5.2. La valeur moyenne de ces descripteurs est calcule´e pour
chaque personnage, et utilise´e pour de´finir son profil prosodique utilise´ dans la suite de cette
partie. L’ensemble des profils prosodiques des personnages est de´taille´ dans l’annexe D. Afin d’ob-
tenir des donne´es fiables, seuls les personnages pour lesquels au moins 50 syllabes sont observe´es
ont e´te´ conserve´s. Le regroupement des profils prosodique est effectue´ se´pare´ment sur les person-
nages fe´minins et masculins. Comme la fonction du narrateur ne rentre pas a` proprement parler
dans cette distinction de genre et que les extraits qui le concernent montrent les variations proso-
diques les plus importantes, ils ont e´te´ conserve´s dans les deux ensembles pour servir de re´fe´rence.
Deux personnages correspondant a` des oiseaux ont e´te´ supprime´s car leur genre n’a pas pu eˆtre
de´termine´. Trois autres personnages ont e´te´ supprime´s car les parame`tres prosodiques qui les ca-
racte´risent montraient trop de diffe´rences avec le reste des personnages (un tre`s grand nombre
de de´voisements a e´te´ observe´ pour ces personnages). Les donne´es retenues dans la suite de cette
analyse correspondent a` 13 profils de personnages fe´minins, 14 profils de personnages masculins,
et au profil du narrateur lorsqu’il n’incarne pas un personnage.
Me´thode
L’analyse des profils prosodiques est effectue´e a` l’aide de la suite d’outils FactoMineR conc¸ue
pour les taˆches d’analyse de donne´es exploratoire en R. La proce´dure HCPC (Hierarchical Cluste-
ring on Principal Components, Husson et al., 2010) est utilise´e pour obtenir les regroupements et
les visualisations des profils prosodiques. Cette me´thode est base´e sur l’utilisation de proce´dures
d’analyse en composantes principales (ACP, Shlens, 2014). L’ACP permet de transformer des
variables corre´le´es en nouvelles variables de´corre´le´es les unes des autres. Elle consiste a` de´terminer
un nouvel espace de repre´sentation des donne´es, tel que les dimensions de l’espace d’arrive´e cor-
respondent a` une combinaison line´aire des dimensions de l’espace de de´part. Les axes de l’espace
d’arrive´e sont perpendiculaires, et de´termine´s de manie`re maximiser la variance de la premie`re
dimension, puis de la seconde, etc... L’information associe´e a` chaque axe est de´crite par son pour-
centage de variance. Elle est fre´quemment utilise´e comme une me´thode de re´duction de dimensions,
en conservant les N premiers axes de l’espace d’arrive´e, de manie`re a` ce que la somme des pour-
centages des variances des axes retenues soit supe´rieure a` un seuil informatif juge´ acceptable. Dans
le cadre de notre e´tude, l’ACP est utilise´e comme une me´thode de de´bruitage, en conside´rant que
l’information contenue dans les derniers axes (expliquant le moins la variance) est assimilable a`
du bruit.
La proce´dure HCPC est compose´e de plusieurs e´tapes successives, de´taille´es ci-apre`s.
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• Appliquer une proce´dure analyse en composantes principales (ACP) sur les donne´es
• Ne conserver que les N premie`res composantes de l’analyse pour de´bruiter les donne´es.
• Utiliser un algorithme de regroupement hie´rarchique sur la sortie de l’ACP
• Visualiser les e´tapes du regroupement sous forme de dendrogramme
• Visualiser les ensembles obtenus dans un espace a` deux dimensions, correspondant aux deux
premiers axes obtenus a` l’aide de l’ACP
Dans le cadre de notre analyse, les 5 (sur 9) premie`res composantes de l’ACP sont conserve´es.
Le regroupement hie´rarchique mene´ sur la sortie de l’ACP est re´alise´ un utilisant comme crite`re
d’arreˆt le tiers de la distance maximum.
Personnages fe´minins
Le groupe fe´minin comporte 14 personnages (narrateur compris), parmi lesquels on trouve une
“maman souris”, des fe´es, une poule, une me`re, une grand-me`re et des jeunes filles. L’ACP mene´e
sur le groupe fe´minin est re´sume´e dans la table 5.4. Les 5 premie`res dimensions conserve´es pour
la suite de l’analyse permettent d’expliquer 93.75% de la variance des donne´es. Une inspection
des deux premie`res composantes principales de l’ACP mene´e sur le groupe fe´minin montre que la
premie`re composante principale est lie´e positivement avec les mesures lie´es aux variations locales
de F0 et d’intensite´ (comme les glides et les diffe´rences inter-syllabiques) et l’intensite´ moyenne et
ne´gativement avec le pourcentage de voyelles de´voise´es. La seconde composante principale est lie´e
a` la fre´quence fondamentale moyenne et a` la taille des segments de parole entre deux pauses. Le re-
groupement hie´rarchique permet de distinguer quatre groupes de personnages fe´minins, repre´sente´s
sur le dendrogramme de la figure 5.2. L’observation des quatre groupes sur les deux premie`res com-
posantes principales (cf. figure 5.3), permet d’identifier les strate´gies narratives suivantes :
1. Deux jeunes filles ayant un roˆle dirigeant sont incarne´es par le conteur avec une voix dans
un registre e´leve´e, une me´lodie plate et un fort pourcentage de voyelles de´voise´es.
2. Des femmes adultes ayant un roˆle de support proche de celui du narrateur sont incarne´es
avec une voix assez proche de celle du narrateur.
3. Des femmes plus aˆge´es ou des personnages ayant la charge d’une importante responsabilite´
(par exemple “maman souris” a` la responsabilite´ d’e´lever des enfants) sont incarne´es avec
une intensite´ moyenne plus e´leve´e et plus de mouvements me´lodiques locaux.
4. Un personnage fe´minin charge´ d’aider le he´ros et incarne´ avec une voix e´leve´e et intense.
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Table 5.4 – Donne´es de l’Analyse en Composantes Principale mene´e sur le groupe de personnages
fe´minins. ctr correspond a` la contribution d’une observation pour axe (pour chaque axe
∑
ctr =
100), cos2 a` la qualite´ de repre´sentation d’une observation sur l’axe conside´re´
Composantes
Principales
Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9
Variance 3.73 2.12 1.21 0.96 0.41 0.27 0.12 0.09 0.07
% de var. 41.46 23.60 13.46 10.68 4.55 3.05 1.34 1.04 0.82
% de var.
cumule´
41.46 65.06 78.52 89.20 93.75 96.80 98.14 99.18 100
Individus Dist Dim.1 ctr cos2 Dim.2 ctr cos2 Dim.3 ctr cos2
Femme 3.85 0.84 1.34 0.05 3.27 35.87 0.72 1.24 9.11 0.10
Nae¨lle 3.15 -3.01 17.41 0.92 0.10 0.04 0.00 0.08 0.04 0.00
PCR 4.79 -4.35 36.24 0.82 1.63 8.92 0.12 -0.98 5.64 0.04
Poule 1.81 0.34 0.22 0.03 0.24 0.20 0.02 -1 5.90 0.30
Femme
Sourde
2.32 1.58 4.78 0.46 0.91 2.78 0.15 -0.67 2.69 0.08
Me`re1 2.32 1.97 7.41 0.72 0.38 0.50 0.03 -0.48 1.34 0.04
Fe´e1 3.07 -0.87 1.45 0.08 -2.42 19.72 0.62 -0.64 2.43 0.04
Maman
Souris
2.40 0.50 0.48 0.04 0.33 0.36 0.02 -1.89 21.06 0.62
Me`re2 3.13 -0.57 0.62 0.03 -0.70 1.65 0.05 2.72 43.63 0.75
N0 2.59 -0.47 0.43 0.03 -1.35 6.11 0.27 0.55 1.81 0.05
Fermiere 2.94 2.78 14.77 0.89 0.44 0.65 0.02 -0.16 0.15 0.00
Soeur 2.53 0.14 0.04 0.00 0.73 1.79 0.08 1.01 5.97 0.16
Grand-
Me`re2
3.27 2.45 11.50 0.56 -1.84 11.42 0.32 0.02 0.00 0.00
Fe´e2 2.63 -1.32 3.31 0.25 -1.72 9.98 0.43 0.19 0.22 0.00
Variables Dim.1 ctr cos2 Dim.2 ctr cos2 Dim.3 ctr cos2
PTD 0.76 15.38 0.57 0.19 1.76 0.04 -0.31 8.06 0.10
DIIS 0.77 15.93 0.59 0.15 1.06 0.02 0.38 11.89 0.14
IM 0.74 14.80 0.55 0.55 14.14 0.30 -0.13 1.48 0.02
NS -0.20 1.08 0.04 0.79 29.77 0.63 0.27 5.82 0.07
DHIS 0.83 18.42 0.69 -0.30 4.34 0.09 0.11 1.00 0.01
HM 0.10 0.29 0.01 0.93 41.19 0.87 -0.16 2.18 0.03
TES 0.79 16.82 0.63 -0.40 7.61 0.16 -0.19 3.15 0.04
TP 0.41 4.44 0.17 -0.04 0.08 0.00 0.86 61.25 0.74
PVR -0.69 12.84 0.48 0.03 0.04 0.00 0.25 5.17 0.06
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Figure 5.2 – Dendrogramme montrant le regroupement hie´rarchique des personnages fe´minins,
obtenu a` partir de l’ACP mene´e sur les donne´es issues de la stylisation en Prosogram
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Personnages masculins
Le groupe masculin regroupe 15 personnages (narrateur compris), parmi lesquels on trouve un
ours et de nombreux autres animaux, un fermier, un homme sourd, un he´ros adulte, un garc¸on
ou un petit monstre. L’ACP mene´e sur le groupe masculin est re´sume´e dans la table 5.5. Les 5
premie`res dimensions conserve´es pour la suite de l’analyse permettent d’expliquer 89.6% de la
variance des donne´es. L’inspection des re´partitions des variables sur les composantes principales
montre que la premie`re composante principale est lie´ ne´gativement a` la fre´quence fondamentale
moyenne, et positivement aux mouvement locaux de F0 (glides et diffe´rences inter-syllabiques).
La seconde composante principale oppose l’empan de F0 au pourcentage de voyelles de´voise´es et
a` la diffe´rence d’intensite´ inter-syllabique.
Le regroupement mene´ sur la sortie de l’ACP permet d’identifier cinq ensembles de personnages,
repre´sente´s par le dendrogramme de la figure 5.4. La dispersion des repre´sentants du groupe
masculin sur deux premiers axes de l’ACP est un peu plus complexe (cf. figure 5.5). Les groupes
identifie´s pre´sentent les caracte´ristiques suivantes :
1. Des personnages de he´ros, jeunes et inexpe´rimente´s, incarne´s avec une fre´quence fondamen-
tale et une intensite´ moyenne e´leve´e, et peu de variations locales.
2. Des personnages ayant un roˆle de support du he´ros, montrant des caracte´ristiques proso-
diques proches de celles du groupe pre´ce´dent.
3. Des personnages conseillant et aidant le he´ros, joue´s dans un registre bas ou moyen et avec
une importante dynamique de F0.
4. Des personnages plus aˆge´s ou plus puissants (prosodiquement proches du narrateur), ils sont
incarne´s avec un registre bas ou moyen mais avec plus d’intensite´ et de notables variations
prosodiques locales.
5. Un personnage particulier, un ours agressif, ayant une voix tre`s basse, avec d’important
changements locaux d’intensite´ et plus de de´voisements que les autres personnages.
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Table 5.5 – Donne´es de l’Analyse en Composantes Principale mene´e sur le groupe de personnages
masculins. ctr correspond a` la contribution d’une observation pour axe (pour chaque axe
∑
ctr =
100), cos2 a` la qualite´ de repre´sentation d’une observation sur l’axe conside´re´
Composantes
Principales
Dim.1 Dim.2 Dim.3 Dim.4 Dim.5 Dim.6 Dim.7 Dim.8 Dim.9
Variance 3.10 1.90 1.51 0.95 0.61 0.40 0.24 0.17 0.12
% of var. 34.49 21.09 16.76 10.52 6.74 4.48 2.61 1.94 1.37
% of var.
cumule´
34.49 55.57 72.34 82.86 89.60 94.08 96.69 98.63 100
Individus Dist Dim.1 ctr cos2 Dim.2 ctr cos2 Dim.3 ctr cos2
Homme
Sourd
1.64 0.09 0.02 0.00 0.69 1.69 0.18 1.11 5.47 0.46
Renard 3.51 2.71 15.73 0.60 1.65 9.56 0.22 -0.50 1.11 0.02
Monstre 3.95 -1.75 6.56 0.20 -0.87 2.66 0.05 -3.31 48.31 0.70
Ours 4.88 3.60 27.88 0.55 -3.08 33.26 0.40 -0.02 0.00 0.00
Chien 2.27 -1.07 2.47 0.22 0.61 1.33 0.07 0.39 0.67 0.03
Chef Loup 2.80 0.39 0.33 0.02 -1.78 11.07 0.40 1.78 14.08 0.41
Conseiller 3.53 1.87 7.49 0.28 2.14 16.14 0.37 -0.91 3.62 0.07
Fermier 3.03 -2.00 8.63 0.44 -0.72 1.82 0.06 1.74 13.35 0.33
Maxence 2.40 -1.22 3.20 0.26 -1.15 4.62 0.23 -1.17 6.08 0.24
N0 2.88 1.56 5.22 0.29 -0.55 1.07 0.04 -0.57 1.43 0.04
Veau 3.39 -2.33 11.62 0.47 -0.42 0.63 0.02 0.15 0.10 0.00
Chat 1.98 -1.42 4.35 0.52 0.65 1.48 0.11 0.71 2.26 0.13
Chef 2.62 1.06 2.43 0.16 0.75 1.98 0.08 0.64 1.82 0.06
Erik 1.77 -1.37 4.04 0.60 0.17 0.10 0.01 -0.47 0.97 0.07
Paon 2.56 -0.11 0.03 0.00 1.89 12.59 0.55 0.41 0.73 0.03
Variables Dim.1 ctr cos2 Dim.2 ctr cos2 Dim.3 ctr cos2
PTD 0.56 10.05 0.31 0.23 2.72 0.05 0.60 24.25 0.37
DIIS 0.61 12.13 0.38 -0.52 14.35 0.27 0.32 6.83 0.10
IM -0.59 11.40 0.35 -0.06 0.21 0.00 0.52 17.89 0.27
NS -0.25 1.95 0.06 0.46 10.98 0.21 0.49 16.11 0.24
DHIS 0.82 21.73 0.67 0.32 5.51 0.10 -0.01 0.01 0.00
HM -0.83 22.14 0.69 0.14 0.97 0.02 -0.10 0.67 0.01
TES 0.52 8.72 0.27 0.77 31.40 0.60 0.10 0.61 0.01
TP -0.45 6.41 0.20 -0.09 0.46 0.01 0.69 31.17 0.47
PVR 0.41 5.49 0.17 -0.80 33.38 0.63 0.19 2.46 0.04
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Figure 5.4 – Dendrogramme montrant le regroupement hie´rarchique des personnages masculins
obtenu a` partir de l’ACP mene´e sur les donne´es issues de la stylisation en Prosogram
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5.6 Analyse et mode´lisation de la dure´e des pauses
5.6.1 Motivations
Des e´tudes ont montre´ que le controˆle de la dure´e et de la localisation des pauses permet
d’ame´liorer l’expressivite´ de la parole de synthe`se (Wang et al., 2008). Le difficile e´quilibre entre
qualite´ et expressivite´ de la parole de synthe`se (Burkhardt and Stegmann, 2009) est en partie
responsable de l’importance des pauses dans ce contexte. Par ailleurs, et comme nous l’avons vu a`
la section 5.3, les pauses ont une importance particulie`re dans la lecture de conte, si on la compare
a` d’autres styles de parole (et ressemble en cela au discours politique, un autre style expressif). La
mode´lisation des pauses dans le cadre de la cre´ation d’un mode`le de synthe`se expressif reveˆt donc
une double importance : il s’agit d’informations vraisemblablement pertinentes pour notre sujet,
particulie`rement facile a` ge´ne´rer sans artefact de synthe`se. E´tant donne´ la complexite´ du controˆle
d’un synthe´tiseur de parole, si l’on ne veut pas faire chuter sa qualite´, un effort particulier sera
donc fournit pour cette mode´lisation.
Des e´tudes mene´es sur de la parole neutre produite par des locuteurs non professionnels ont
montre´ des corre´lations entre la dure´e des pauses et la taille des segments de parole qui les en-
vironnent (Ferreira, 1991; Zvonik, 2004; Krivokapic´, 2007). Nous allons tenter ici de trouver des
liens similaires entre la structure des contes et l’apparition et la dure´e de pauses. A` partir de ces
observations, des mode`les statistiques sur la distribution de ces pauses seront appris, afin de cre´er
un mode`le de ge´ne´ration automatique pour le syste`me de synthe`se. Les mode`les propose´s montrent
une nette diffe´rence entre les pauses apparaissant a` l’inte´rieur des phrases et celles observe´es entre
deux phrases. Le roˆle du contexte et de la structure du texte reveˆt une importance claire : il est
donc important de ge´rer un syste`me de synthe`se expressif a` partir d’informations au-dela` de la
phrase. Par ailleurs, comme la longueur des phrases influe sur la dure´e des pauses, ce parame`tre
constitue un biais pour mesurer l’influence d’autres facteurs. Des propositions seront donc faites
pour normaliser l’influence de la taille des phrases sur la dure´e des pauses, afin de mesurer plus
pre´cise´ment l’effet des autres facteurs sur cette meˆme dure´e.
5.6.2 Me´thodologie
Une pause est de´finie comme un intervalle entre deux phone`mes d’une dure´e minimale fixe´e a`
40 millisecondes, correspondant au seuil a` peu pre`s maximum de dure´e de tenue d’une plosive.
Toutes les pauses rencontre´es dans le corpus GV-LEx ont e´te´ inspecte´es et corrige´es manuellement.
Dans le cadre de cette e´tude, elles sont regroupe´es en quatre cate´gories principales, mutuellement
exclusives : les pauses observe´es aux frontie`res des paragraphes (FPA), aux frontie`res des phrases
(FPH), aux frontie`res des pseudo-syntagmes (FPS, les pseudo-syntagmes sont de´finis dans la
section 4.3.1) et les pauses observe´es a` l’inte´rieur des pseudo-syntagmes (IPS).
Les trois premie`res cate´gories de pauses (FPA, FPH, FPS) sont de´finies a` partir des scripts
de lecture fournis au locuteur et de´crivent des phe´nome`nes associe´s aux marques de ponctua-
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Table 5.6 – Distributions des pauses observe´es dans le corpus GV-LEx
Cate´gorie Nombre Pourcentage de Dure´e
de pause d’observations re´alisation me´diane (ms)
intra-pseudo-syntagme 376 261,0
inter-pseudo-syntagme 750 70,9 385,7
inter-phrase 556 98,2 719,9
inter-paragraphe 239 100,0 1126,8
tions (marque de paragraphe, ponctuation terminale, ponctuation non-terminale). On parlera de
re´alisation de pause lorsqu’une marque de frontie`re est associe´e a` une pause, telle qu’elles sont
de´finies ci-dessus. Les pauses observe´es a` l’inte´rieur des pseudo-syntagmes ne sont pas associe´es a`
des marqueurs de ponctuation.
Ci-dessous, les pauses associe´es aux frontie`res de phrases et aux frontie`res de pseudo-syntagmes
seront de´crites en fonction de la taille de leur contexte (respectivement les phrases et pseudo-
syntagmes pre´ce´dant et suivant la pause conside´re´e). En d’autres termes, une frontie`re de phrase
(respectivement de pseudo-syntagme) est de´crite a` l’aide de la taille de la phrase pre´ce´dant la
frontie`re, combine´e a` la taille de la phrase observe´e apre`s la frontie`re. Ces tailles peuvent eˆtre
exprime´es en nombre de mots, de syllabes, de caracte`res ou de phone`mes.
Dans un souci d’ade´quation avec la perception humaine, les dure´es des pauses sont converties
dans une e´chelle logarithmique, en utilisant le log10 de la dure´e des pauses exprime´es en millise-
condes (ainsi log10(10 ms) = 1, log10(100 ms) = 2 et log10(1000 ms) = 3).
5.6.3 Distributions des pauses
Les distributions associe´es a` chaque cate´gorie de pauses sont de´crites dans la table 5.6. Le
nombre d’observations correspond au nombre de pauses associe´es a` des marques de ponctuation
correspondant aux diffe´rentes cate´gories de pauses conside´re´es (FPA, FPH et FPS). Dans le cas
des IPS, il s’agit du nombre de pauses observe´es dans le corpus et non associe´es a` des marques de
ponctuation. Le pourcentage de re´alisation des pauses n’est de´fini pour les cate´gories de pauses
associe´es a` des marques de ponctuation et correspond au pourcentage de frontie`res associe´es a` une
pause perceptible dans le signal de parole par rapport au nombre de frontie`res total de ce type.
La dure´e me´diane des pauses est calcule´e en ne prenant en compte que les pauses re´alise´es.
On observe que 29% des frontie`res de pseudo-syntagmes ne sont pas associe´es a` des pauses
perceptibles. Si l’on compare ce nombre au nombre de pauses observe´es a` l’inte´rieur des pseudo-
syntagmes, on observe que 41% des pauses observe´es a` l’inte´rieur des phrases du corpus ne sont
pas associe´es a` des signes de ponctuation, ce qui laisse supposer que le locuteur a effectue´ une
re´interpre´tation expressive de la structure syntaxique du texte.
La distribution des dure´es des pauses est aussi illustre´e par la figure 5.6. Les distributions
associe´es a` chaque type de pause montrent une grande variance ; et si l’on observe un clair accrois-
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Figure 5.6 – Dure´es des diffe´rents types de pauses : a` l’inte´rieur des pseudo-syntagmes, aux
frontie`res des pseudo-syntagmes, des phrases et des paragraphes.
sement de la dure´e avec les 4 cate´gories de pauses conside´re´es (selon le sche´ma : FPA > FPH >
FPS > IPS), le recouvrement des dure´es entre deux cate´gories est tre`s important
L’impact de la longueur du contexte sur la pre´sence de pause aux frontie`res des pseudo-syntagmes
est important : on observe des pauses pour 54% des pseudo-syntagmes dont la taille est infe´rieure
a` 12 phone`mes, alors que 87.4% de ces frontie`res sont associe´es a` des pauses lorsque la taille
des pseudo-syntagmes est supe´rieure a` 24 phone`mes. Nous tentons dans la section suivante de
mode´liser l’influence de la taille du contexte sur la dure´e des pauses.
5.6.4 Mode´lisation non parame´trique de la dure´e des pauses en fonction de la
taille du contexte
Une me´thode de re´gression a` base de Kernel (Nadaraya, 1964), de´finie par l’e´quation 5.1, est
utilise´e pour mode´liser la dure´e des pauses en fonction de la taille de leur contexte.
dur(cont) =
∑n
i=1K(cont, conti) duri∑n
i=1K(cont, conti)
(5.1)
La fonction dur pre´dit la dure´e des pauses (en utilisant une e´chelle logarithmique) a` partir
de l’argument cont = (lp, ls) qui est un vecteur bidimensionnel contenant la longueur de l’unite´
pre´ce´dente (lp) et de l’unite´ suivante (ls). Les pre´dictions de dure´e sont base´es sur les n observations
de pauses d’une cate´gorie donne´e (inter-phrase ou inter-pseudo-syntagme) pre´sentes dans le corpus,
avec conti = (lpi, lsi) repre´sentant la taille contextuelle et duri la dure´e associe´es a` la pause i du
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corpus. La fonction Kernel K permet de ponde´rer l’impact des donne´es observe´es dans le corpus
en fonction de leur distance avec le point a` approximer. Dans le cadre de ce mode`le, la fonction
Kernel choisie est de´finie par l’e´quation 5.2, dans laquelle la variable h repre´sente la largeur de
bande du Kernel et est utilise´e comme un parame`tre de lissage.
K(x, y) = exp(−h||x− y||2) (5.2)
La dure´e des pauses est exprime´e dans une e´chelle logarithmique, ce qui ne permet pas de
prendre en compte les pauses non re´alise´es dans les mode`les (une dure´e nulle correspondant a`
− inf a` l’e´chelle logarithmique). Le compromis choisi pour pouvoir prendre en compte la non-
re´alisation des pauses consiste a` pre´-traiter les donne´es de telle sorte que les pauses non re´alise´es
soit e´quivalentes a` des pauses tre`s courtes, d’une dure´e de 40 millisecondes (seuil de de´finition
des pauses dans ce travail). Ce choix permet aux mode`les de ne pas ignorer la non re´alisation des
pauses, crite`re tout aussi important que la dure´e des pauses re´alise´es.
Les figures 5.7 et 5.8 illustrent les fonctions de pre´diction associe´es aux mode`les de pre´diction
de la dure´e des pauses en fonction de la taille du contexte. L’unite´ utilise´e pour de´crire les tailles
contextuelles est le phone`me. Par soucis de lisibilite´, les tailles de contextes supe´rieures au 9e`me
de´cile de l’ensemble des tailles observe´es ne sont pas affiche´es. La figure 5.7 correspond a` la dure´e
des pauses inter-phrases et est obtenue en utilisant une largeur de bande h = 0.005. Les dure´es
pre´dites a` l’aide de ce mode`le varient de 427 a` 912ms. La dure´e des pauses observe´es aux frontie`res
des pseudo-syntagmes est illustre´e par la figure 5.8, obtenue une utilisant une largeur de bande
h = 0.02. Les dure´es pre´dites a` l’aide de ce mode`le varient entre 93 et 347ms.
Les mode`les pre´sente´s dans ci-dessus mettent en e´vidence l’impact de la taille du contexte
gauche et droit sur la dure´e des pauses. Ils peuvent eˆtre utilise´s tels quels pour pre´dire la dure´e
des pauses en fonction de la taille du contexte. Une de leurs limitations principales vient de leur
sensibilite´ au bruit, notamment lorsque les donne´es sont re´parties de manie`re parcimonieuse. Une
autre limitation, lie´e au choix du Kernel, vient de ce qu’il est difficile de contraindre l’espace des
solutions explore´es, par exemple en imposant que la dure´e soit une fonction croissante de la taille
du contexte. Le syste`me de repre´sentation des connaissances utilise´ est une boite noire qui rend
difficile l’explication des phe´nome`nes observe´s.
5.6.5 Mode`les parame´triques
Cette partie propose une mode´lisation de la dure´e des pauses en fonction de la taille contextuelle
a` l’aide de mode`les parame´triques. L’observation du comportement des fonctions de pre´dictions de
dure´e non parame´trique (illustre´ par les figures 5.7 et 5.8) sert de base pour de´finir un total de 15
mode`les. Ces mode`les sont base´s sur la composition de fonctions simples : addition, multiplication,
minimum, exponentielle et logarithme ; fonctions qui sont soit additionne´es, soit multiplie´es. Les
mode`les de´finis incluent des polynoˆmes d’ordre infe´rieur ou e´gal a` 3 qui peuvent prendre en compte
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Figure 5.7 – Dure´e des pauses observe´es aux frontie`res des phrases (log10(ms)), obtenue a` l’aide
d’un mode`le de re´gression a` base de Kernel, utilisant la taille des phrases pre´ce´dentes et suivantes.
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Figure 5.8 – Dure´e des pauses observe´es aux frontie`res des pseudo-syntagmes (log10(ms)), obtenue
a` l’aide d’un mode`le de re´gression a` base de Kernel, utilisant la taille des pseudo-syntagmes
pre´ce´dents et suivants.
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Table 5.7 – Mode`les parame´triques utilise´s pour la pre´diction de la dure´e des pauses en fonction
de la taille du contexte. Les mode`les de dure´e ont deux arguments correspondant a` la taille de
l’unite´ pre´ce´dente lp, et a` la taille de l’unite´ suivante ls. Les parame`tres des mode`les ci sont estime´s
sur les donne´es a` l’aide d’une proce´dure de re´gression non line´aire.
Mode`le De´finition
durconst c1
dursumlength c1 ∗ (lp+ ls) + c2
durlogsumlength c1 ∗ log(lp+ ls) + c2
durlinpred c1 ∗ lp+ c2 ∗ ls+ c3
durloglinpred durlinpred(log(lp), log(ls))
durloglinpred2 durloglinpred(lp+ 1, ls+ 1)
durlogandlin durlinpred + c4 ∗ log(lp+ 1) + c5 ∗ log(ls+ 1)
durlinpredmult durlinpred(lp, ls) + c4 ∗ lp ∗ ls
durlogandlinandmult durlogandlin + c6 ∗ lp ∗ ls
durlinpredmultlog durlinpredmult(log(lp+ 1), log(ls+ 1))
durpoly2 durlinpredmult(lp, ls) + c5 ∗ lp2 + c6 ∗ ls2
durpoly2log durpoly2(log(lp+ 1), log(ls+ 1))
durpoly2andlog durpoly2(lp, ls) + c7 ∗ log(lp+ 1) + c8 ∗ log(ls+ 1)
durpoly2andmin durpoly2(lp, ls) + c7 ∗min(lp, ls) + c8 ∗min(lp2, ls2)
durpoly3 durpoly2(lp, ls) + c7 ∗ lp3 + c8 ∗ ls3 + c9 ∗ lp2 ∗ ls+ c10 ∗ lp ∗ ls2
le logarithme de la taille contextuelle. Les mode`les sont utilise´s pour mode´liser la dure´e des pauses
a` la frontie`re des phrases (FPH) et a` la frontie`re des pseudo-syntagmes. L’ensemble des mode`les
conside´re´s est de´taille´ dans la table 5.7.
L’e´valuation des mode`les qui ope`rent sur les frontie`res des pseudo-syntagmes est re´alise´e
dans deux conditions distinctes. Pour la premie`re condition (FPS), on utilise l’ensemble des
frontie`res de syntagmes pour l’entraˆınement et l’e´valuation du mode`le. Pour les meˆmes raisons
que pre´ce´demment, les frontie`res non associe´es a` une pause perceptible sont associe´es a` une dure´e
de 40ms, ce qui permet d’inclure le phe´nome`ne de re´alisation de la pause dans le mode`le. Dans
la deuxie`me condition (FPS*), on exclut les frontie`res de syntagmes qui ne sont pas associe´es
a` des pauses re´alise´es. Dans un cadre de synthe`se de la parole, l’utilisation d’un mode`le FPS*
ne´cessiterait de concevoir une proce´dure pre´alable permettant de pre´dire si la marque de ponc-
tuation conside´re´e doit eˆtre associe´e ou non a` une pause.
La proce´dure nlinfit de Matlab est utilise´e pour cette tache de re´gression non-line´aire. Les
parame`tres des mode`les sont optimise´s afin de satisfaire le crite`re de minimisation des moindres
carre´s. Pour e´viter un sur-apprentissage, les mode`les sont e´value´s via une proce´dure de validation
croise´e qui utilise un partitionnement en 20 sous-ensembles (20-fold cross validation). L’ensemble
des descripteurs de longueur contextuelle disponibles sont utilise´s dans le cadre de cette e´valuation :
le nombre de phone`mes, de caracte`res, de syllabes et de mots. Pour un mode`le donne´, les meilleurs
re´sultats sont syste´matiquement obtenus en utilisant les phone`mes comme unite´ de mesure de la
taille contextuelle.
Seules les performances des mode`les qui utilisent les phone`mes comme unite´ de description de la
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Table 5.8 – Erreur quadratique moyenne obtenue par les mode`les parame´triques de pre´diction de
la dure´e d’une pause en fonction de la taille du contexte.
Taˆche Pire mode`le Meilleur mode`le Mode`le constant
FPH 0,069 0,070 0,077
FPS 0,213 0,221 0,244
FPS* 0,071 0,073 0,077
taille contextuelle sont re´sume´es dans la table 5.8. La mesure de performance utilise´e est l’erreur
quadratique moyenne obtenue par les mode`les sur les sous-ensembles de test. Les performances des
mode`les sont compare´es aux performances d’un mode`le retournant une valeur constante (valeur
optimisant le crite`re des moindres carre´s) afin de quantifier la contribution des informations contex-
tuelles dans l’explication de la dure´e des pauses. Les moyennes des erreurs quadratiques obtenues
sur les ensembles de test, associe´es a` leur e´cart-types respectifs, ne permet pas de de´signer un des 16
mode`les comme plus approprie´ pour la taˆche de pre´diction de la dure´e des pauses. En conse´quence,
seules les moyennes des erreurs quadratiques qui correspondent aux pires et aux meilleurs mode`les
sont de´crits dans la table. La diffe´rence de moyenne entre les pires et les meilleurs mode`les est
syste´matiquement plus petite que la diffe´rence observe´e avec le mode`le constant minimisant le
crite`re des moindres carre´s. Ceci montre l’utilite´ des informations de longueur contextuelle pour la
pre´diction des pauses. Les pre´dictions du mode`le ope´rant sur les frontie`res de phrases (FPH) sont
plus proches des donne´es que celles des mode`les ope´rant sur les frontie`res de pseudo-syntagmes
(FPS et FPS*). L’erreur quadratique moyenne obtenue par le mode`le prenant en compte les
phe´nome`nes de non re´alisation de pause (FPS) est trois fois supe´rieure a` l’erreur observe´e en ex-
cluant les pauses non re´alise´es des observations. Ce re´sultat met en avant l’importance de mettre
au point des proce´dures se´pare´es permettant de pre´dire la re´alisation d’une pause associe´e a` une
frontie`re de pseudo-syntagme.
Les proprie´te´s des mode`les obtenus ont e´te´ inspecte´es manuellement. Les mode`les line´aires ont
tendance a` surestimer les dure´es des pauses observe´es pour des tailles contextuelles extreˆmes (tre`s
courtes ou tre`s longues). Inversement, les mode`les logarithmiques ont tendance a` sous-estimer
la dure´e des pauses pour ces tailles extreˆmes. Les mode`les polynomiaux ont tendance a` sur-
apprendre les donne´es. Sachant que les diffe´rents mode`les parame´triques obtenus ont des per-
formances e´quivalentes, seuls les parame`tre de la mode´lisation la moins complexe, base´e sur un
mode`le line´aire, sont de´crites ci-dessous. Les e´quations 5.3, 5.4 et 5.5 de´crivent les parame`tres
des mode`les pre´disant la dure´e des pauses inter-phrases (durFPH et inter-pseudo-syntagmes en
distinguant les cas ou les phe´nome`nes de non re´alisation des pauses sont pris en compte (durFPS)
ou non (durFPS∗). La taille contextuelle est exprime´e en nombre de phone`mes. Les variables lp
(respectivement ls) correspondent a` la taille de l’unite´ pre´ce´dente (ou suivante).
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durFPH(lp, ls) = 0, 0026 lp+ 0, 0017 ls+ 2, 6696 (5.3)
durFPS(lp, ls) = 0, 0068 lp+ 0, 0129 ls+ 1, 9521 (5.4)
durFPS∗(lp, ls) = 0, 0031 lp+ 0, 0038 ls+ 2, 4337 (5.5)
L’analyse des parame`tres des mode`les tend a` montrer que la dure´e des pauses associe´es aux
frontie`res de phrases (e´quation 5.3) est davantage influence´e par la taille de la phrase pre´ce´dant
la pause, ce qui est conforme aux re´sultats de Zvonik (2004). A` ma connaissance, la plus grande
importance de la taille du pseudo-syntagme suivant une marque de ponctuation pour la pre´diction
de la dure´e de la pause, de´crit dans les e´quations 5.4 et 5.5, n’a pas e´te´ mentionne´ dans la
litte´rature. L’analyse des autres mode`les (logarithmiques et polynomiaux) permet d’aboutir aux
meˆmes conclusions.
5.6.6 Impact des tours de parole sur la dure´e des pauses
On se propose ici de quantifier l’impact des informations correspondant aux tours de parole (cf.
section 2.4.3) sur la dure´e des pauses. Comme cela a e´te´ montre´ dans les sections pre´ce´dentes, la
taille du contexte a une influence sur la dure´e des pauses qui doit eˆtre prise en compte pour mesurer
l’impact des autres phe´nome`nes lie´s aux proprie´te´s linguistiques du texte. Afin de re´duire ce biais,
les mode`les line´aires de´crits pre´ce´demment (e´quations 5.3 et 5.5) sont utilise´s pour normaliser la
dure´e des pauses observe´es. Le processus de normalisation consiste donc a` convertir les dure´es des
pauses dans le domaine logarithmique, puis a` les diviser par la dure´e estime´e par les mode`les de
pre´diction line´aire pour une taille contextuelle donne´e. Ce processus est illustre´ par l’e´quation 5.6
dans le cas des pauses inter-phrases,
NdurFPH(d, lp, ls) =
log10(max(d, 40))
durFPH(lp, ls)
(5.6)
ou` l’argument d correspond a` la dure´e de la pause observe´e dans le corpus, exprime´e en mil-
lisecondes, durFPH(lp, ls) est la fonction qui pre´dit le log10 de la dure´e des pauses de´finie par
l’e´quation 5.3.
Les tables 5.9 et 5.10 de´crivent les valeurs me´dianes des pauses normalise´es, regroupe´es en
cate´gories lie´es aux tours de parole. Ces cate´gories sont de´finies pour distinguer les pauses observe´es
a` l’inte´rieur du tour de parole du narrateur, d’un personnage, ou a` une frontie`re de tour de
parole (transition narrateur-personnage, personnage-narrateur, personnage-personnage). Les re`gles
permettant de pre´dire la dure´e des pauses en fonction de la taille du contexte et des informations
lie´es aux tours de parole consistent a` satisfaire la condition de´crite par l’e´quation 5.7, telle que la
dure´e pre´dite, normalise´e par la taille de son contexte, soit e´gale a` la valeur normalise´e me´diane
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Table 5.9 – Influence des tours de parole sur la dure´e des pauses inter-phrase. La dure´e est
pauses en fonction des transitions de tours de parole est de´finie par durFPH(lp, ls)
DTM , avec
durFPH de´finie par l’e´quation 5.3, et DTM la dure´e normalise´e me´diane des pauses pour ce type
de transition. La dernie`re colonne de la table renseigne sur l’impact de la pre´sence d’un tour
de parole sur la dure´e d’une pause inter-phrase, avec une taille contextuelle moyenne, telle que
durFPH(lp, ls) = 713ms
Contexte Nb. dure´e normalise´e Impact sur la
observations me´diane (DTM) dure´e moyenne
Transition narrateur-personnage 114 1,019 808
Transition personnage-personnage diffe´rent 70 1,036 903
Meˆme personnage 130 0,983 638
Transition personnage-narrateur 21 1,048 977
Narrateur 221 0,996 694
de la cate´gorie de pause conside´re´e.
MedNormDurTp =
log10(predTailleTp)
log10(predTaille)
(5.7)
ou` predTailleTp est la dure´e a` pre´dire exprime´e en millisecondes, predTaille la dure´e pre´dite par
le mode`le n’utilisant que la taille contextuelle (e´quations 5.3 ou 5.5), et MedNormDurTp est a` la
valeur normalise´e me´diane observe´e pour la cate´gorie de´finie par des tours de parole. La re´solution
de cette condition est illustre´e par l’e´quation 5.8 :
predTailleTp = predTailleMedNormDur (5.8)
En conse´quence, les re`gles de pre´diction consistent a` retourner la dure´e pre´dite a` l’aide de mode`les
base´s sur la taille du contexte, a` la puissance correspondant a` la dure´e me´diane normalise´e de la
cate´gorie. L’impact sur la dure´e moyenne rapporte´ dans les tables correspond a` l’application de
l’e´quation 5.8 dans le cas ou` predTaille est e´gal a` la dure´e moyenne de pause observe´e.
Qu’il s’agisse des pauses associe´es aux frontie`res de phrases ou de syntagmes, les dure´es les plus
courtes sont observe´es a` l’inte´rieur des tours de parole des personnages. Les frontie`res de phrase
associe´es a` des transitions de tour de parole ont des dure´es plus longues que celles observe´es a`
l’inte´rieur du tour de parole du narrateur. Dans le cas des incises observe´es aux frontie`res de
pseudo-syntagmes, on observe des pauses courtes lors des transitions personnage-narrateur, et des
pauses plus longues lorsque le personnage reprend la parole (transition narrateur-personnage).
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Table 5.10 – Influence des tours de parole sur la dure´e des pauses inter-pseudo-syntagme. La
dure´e est pauses en fonction des transitions de tours de parole est de´finie par durFPS(lp, ls)
DTM ,
avec durFPS de´finie par l’e´quation 5.4, et DTM la dure´e normalise´e me´diane des pauses pour ce
type de transition. La dernie`re colonne de la table renseigne sur l’impact de la pre´sence d’un tour
de parole sur la dure´e d’une pause inter-pseudo-syntagme, avec une taille contextuelle moyenne,
telle que durFPS(lp, ls) = 244ms
Contexte Nb. dure´e normalise´e Impact sur la
observations me´diane (DTM) dure´e moyenne
Transition narrateur-personnage 32 1,066 351
meˆme personnage 247 0,950 186
Transition personnage-narrateur 125 0,962 198
Narrateur 346 1,012 260
5.7 Conclusion partielle
L’analyse des variations prosodique du corpus de contes lus a montre´ la grande variabilite´ des
productions du conteur. Une telle variabilite´ de´passe grandement celle observe´e dans d’autres styles
de parole, meˆme si elle montre des points communs avec le discours politique dans sa gestion des
pauses. Cette variabilite´ est lie´e a` de nombreux parame`tres, dont un certain nombre ont montre´
des effets robustes et dont de nombreux autres restent a` e´valuer.
En premier lieu, la structure du conte se refle`te dans la production du conteur. Le titre et les
premiers e´pisodes servent a` attirer l’attention de l’auditoire et montrent de nombreuses variations
me´lodiques, ainsi qu’une intensite´ moyenne assez e´leve´e. L’e´le´ment de´clencheur, qui apporte un
suspens au re´cit, est re´alise´ avec une intensite´ moyenne clairement re´duite, ce qui confirme les
observations faites par Theune et al. (2006). De meˆme, l’e´pilogue montre une baisse des variations
prosodiques qui, a` la diffe´rence de l’e´le´ment de´clencheur, ne sert pas un suspens, mais plutoˆt un
calme retour a` la re´alite´, hors du conte.
L’incarnation par le meˆme locuteur de diffe´rents personnages donne lieu a` une grande variabilite´
prosodique. Cette variabilite´ est si grande qu’elle atteint parfois les limites des corre´lats acoustiques
classiques de la prosodie. Ainsi, l’indicateur de la hauteur perc¸ue qu’est la fre´quence fondamentale
ne sert plus a` grand chose pour certains personnages pour lesquels le conteur utilise une voix en
grande partie de´voise´e. Il est malheureusement encore difficile de caracte´riser acoustiquement de
manie`re robuste les variations des parame`tres de la source. On se re´fe`rera utilement a` d’Alessandro
(2006) pour une description des parame`tres utilisables. Il n’a donc pas e´te´ tente´ d’aller plus loin
dans la caracte´risation de la qualite´ vocale car ce genre de parame`tres ne sont pas disponibles pour
guider le synthe´tiseur.
Parmi les variations observe´es, l’utilisation du frequency code (Ohala, 1984) pour informer sur
la dominance relative des personnages est notable. Un tel code peut eˆtre tre`s utile en synthe`se (la
F0 moyenne est un parame`tre facile a` controˆler), a` condition de savoir de´terminer ce parame`tre
de pouvoir.
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Enfin, la gestion expressive des pauses constitue l’observation la plus aboutie de cette analyse.
La dure´e des pauses de´pend de nombreux parame`tres, clairement au dela` du niveau de la phrase, et
l’analyse de la structure des contes nous a permis de proposer des mode`les prenant en compte deux
aspects de cette variation. Tout d’abord la taille du contexte (contexte syntagmatique, phrastique
ou de paragraphe) permet d’estimer la dure´e de la pause. Cette estimation est raffine´e par la
gestion des tours de parole et des incises, qui viennent fournir des contraintes supple´mentaires.
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6.1 Re´sume´ du chapitre
Ce chapitre de´crit le prototype de synthe`se de parole expressive re´alise´ dans le cadre de cette
the`se. Le prototype pilote le syste`me de synthe`se par se´lection d’unite´s variables Acapela. Les
instructions retenues pour moduler automatiquement la prosodie de la parole synthe´tise´e consistent
a` controˆler le volume, la dure´e des pauses et a` se´lectionner la base d’unite´s (et donc un type de
voix) la plus approprie´e parmi cinq bases provenant d’un meˆme locuteur re´alise´es dans le cadre
du projet GV-LEx.
Ce prototype est e´value´ dans le cadre d’un test perceptif consistant a` comparer la parole de
synthe`se obtenue en sortie de ce processus avec des extraits de contes lus par un locuteur profes-
sionnel, la voix de synthe`se neutre correspondant au fonctionnement par de´faut du synthe´tiseur, et
une voix de synthe`se ayant be´ne´ficie´ de corrections manuelles apre`s la sortie de ce prototype sans
restrictions sur le jeu d’instructions prosodiques disponibles. L’analyse des re´sultats montre que
le syste`me propose´ permet d’ame´liorer significativement la qualite´ globale de la synthe`se neutre.
A´ l’exception d’un conte, la synthe`se avec controˆle manuel des parame`tres prosodiques permet
d’obtenir de meilleurs re´sultats que la synthe`se a` controˆle automatique. Sans surprise, l’enregistre-
ment correspondant au locuteur professionnel reste en toute circonstances largement pre´fe´re´ par
les auditeurs et montre l’ampleur du chemin restant a` accomplir.
6.2 Architecture du syste`me de synthe`se de parole expressive
Le syste`me de synthe`se de parole expressive re´alise´ consiste a` synthe´tiser un fichier audio a` partir
d’un fichier texte. Il est constitue´ de trois modules principaux : un module d’analyse linguistique,
un module de transformation des informations linguistiques en instructions prosodiques, et un
synthe´tiseur de parole. Le de´tail des traitements et des interactions entre les diffe´rents modules
est illustre´ par le diagramme de flux de la figure 6.1.
La communication entre les diffe´rents modules se fait a` l’aide de fichiers XML. Le module
d’analyse linguistique ge´ne`re des fichiers respectant la DTD GV-LEx de´finie pour l’annotation
du corpus de textes de contes de´crit dans le chapitre 2. Le module de synthe`se d’instructions
prosodiques prend en entre´e une annotation linguistique respectant la DTD GV-LEx, et ge´ne`re des
fichiers au format XVST, pouvant eˆtre lus et e´dite´s depuis de le logiciel Virtual Story Teller re´alise´
par Acapela. Le choix des formats d’e´changes est justifie´ par un certain nombre de contraintes
lie´es aux spe´cificite´s du projet GV-LEx. Les deux formats d’e´change retenus sont pris en charge
par des logiciels d’annotation manuelle spe´cifiques : le logiciel d’annotation linguistique manuelle
GV-LEx (section 2.3.3), et Virtual Story Teller, le logiciel d’annotation d’instructions prosodiques
adapte´es au synthe´tiseur Acapela. Cette spe´cificite´ permet d’envisager des sce´narios de pilotage
manuel, semi-automatique, ou totalement automatique du synthe´tiseur de parole Acapela.
Diffe´rents types de sce´narios d’utilisation semi-automatiques du syste`me sont possible. Le pre-
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mier sce´nario consiste a` utiliser les annotations linguistiques manuelles du corpus de´crit dans le
chapitre 2 en entre´e du module de synthe`se d’instructions prosodiques. Cette approche permet
de tester diffe´rentes strate´gies de synthe`se d’instructions prosodiques en utilisant des annotations
linguistiques “ide´ales”. De cette manie`re, il est possible de de´terminer quelles informations linguis-
tiques permettent d’obtenir les re´sultats de synthe`se expressive les plus encourageants. Il s’agit
donc d’un sce´nario adapte´ au de´veloppement du syste`me de synthe`se, mais pas a` une utilisation
re´elle : l’annotation linguistique manuelle de textes peut se re´ve´ler plus couˆteuse qu’une annota-
tion prosodique manuelle. Les deux autres sce´narios consistent a` corriger, ou enrichir manuellement
les annotations linguistiques ou prosodiques obtenues via des proce´dures automatiques. De cette
manie`re, il est possible de tirer parti des informations pouvant eˆtre obtenues automatiquement
pour re´duire le couˆt de l’annotation prosodique d’un texte a` synthe´tiser. Il s’agit du cadre d’utili-
sation le plus viable dans un contexte industriel.
Les caracte´ristiques du synthe´tiseur de parole utilise´ dans le syste`me, ainsi que le jeu d’instruc-
tions prosodiques disponibles sont de´taille´s dans la section 6.3.
Le module d’analyse linguistique est constitue´ diffe´rentes proce´dures lie´es par des relations de
de´pendance. La premie`re e´tape consiste a` segmenter le texte en unite´s e´le´mentaires a` l’aide du
logiciel de tokenisation tokenisation du LIMSI (Adda et al. (1997)). Chaque unite´, ou token, est
associe´ a` un certain nombre d’informations (parties du discours, lemmes, ...) de´taille´es la section
3.3.2. Les unite´s enrichies en entre´e d’un syste`me d’annotation en tours de parole, dont la concep-
tion est de´taille´e dans la partie 3.3. Les tours de parole et les unite´s enrichies sont ensuite utilise´s
en entre´e d’un syste`me de de´tection des e´pisodes (section 3.4) et d’un syste`me de de´tection des
actes de dialogue et des modes de communication (3.5).
Le module d’annotation prosodique automatique, de´taille´ dans la section 6.4, fait le lien entre les
informations linguistiques pouvant eˆtre extraites automatiquement, et les instructions prosodiques
prise en charge par le synthe´tiseur Acapela, afin d’ame´liorer l’expressivite´ de la parole synthe´tise´e.
Il permet de se´lectionner automatiquement la base d’unite´s utilise´es pour la synthe`se, de calcu-
ler la dure´e des pauses, et de faire varier le volume de lecture des diffe´rentes portions de texte
conside´re´es.
6.3 Caracte´ristiques du synthe´tiseur de parole utilise´
Le synthe´tiseur de parole utilise´ dans le cadre du projet GV-LEx est le syste`me de synthe`se par
se´lection d’unite´s de tailles variables commercialise´ par la socie´te´ Acapela.
6.3.1 Instructions prises en charge
Les proprie´te´s prosodiques de la voix ge´ne´re´e peuvent eˆtre alte´re´es via un certain nombre d’ins-
tructions prises en charge par le synthe´tiseur. Il est possible de choisir une base d’unite´s parmi
une vingtaine de bases de donne´es vocales disponibles en langue franc¸aise. Chaque base se ca-
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racte´rise par un certain nombre de proprie´te´s, telles que les caracte´ristiques du locuteur (homme,
femme, accent, etc.), ou encore le type d’expression re´alise´e par le locuteur lors de l’enregistre-
ment de la base (neutre, cole`re, joie...). Il est e´galement possible d’appliquer certains effets audio
nume´riques comme des effets de transposition de la hauteur (pitch shifting), d’e´tirement temporel
(time stretching), de modification du timbre ou du volume. De tels effets audio s’appliquent au
niveau du mot : en d’autres termes, il est possible de changer la hauteur ou la dure´e d’un mot dans
sa globalite´, mais il n’est pas possible d’appliquer des modifications sur une syllabe particulie`re.
D’autres instructions permettent de modifier le signal synthe´tise´ : le controˆle de la re´alisation et de
la dure´e des pauses, l’ajout de smileys vocaux (rires, e´ternuements, exclamations). Il est e´galement
possible d’inse´rer un fichier audio externe et de le me´langer a` la parole synthe´tise´e afin de cre´er
des ambiances sonores.
6.3.2 Voix de synthe`se
Dans le cadre des besoins spe´cifiques du projet GV-LEx, il a e´te´ de´cide´ d’enregistrer cinq bases
de synthe`se diffe´rentes (l’enregistrement a e´te´ entie`rement effectue´ par Acapela), et de les inte´grer
au syste`me de synthe`se. Afin de reproduire la situation d’un conteur racontant une histoire, il a
e´te´ de´cide´ que les unite´s utilise´es pour la synthe`se de parole proviendraient du meˆme locuteur. Le
choix re´alise´ au de´but du projet s’est donc porte´ sur les bases suivantes : une base de voix neutre,
une de voix souriante, une voix triste, une voix projete´e et une voix de proximite´. Les bases de voix
de souriante, voix projete´e et voix de proximite´ ont e´te´ enregistre´es en donnant des instructions
au locuteur lui permettant de modifier explicitement la configuration de son appareil vocal. Cette
particularite´ permet de de´finir des bases par rapport a` des timbres de voix cibles plutoˆt que des
affects ou des e´motions, plus de´licats a` mode´liser car associe´s a` des dynamiques prosodiques lie´es
au contexte. Cette strate´gie contribue aussi a` diminuer la part de subjectivite´ lie´e aux consignes
d’enregistrement des bases. Il est en effet de´licat de demander a` un locuteur d’enregistrer pendant
une heure une meˆme e´motion de manie`re re´aliste et sur un contenu lexical inadapte´. Dans un souci
de cohe´rence avec l’analyse prosodique pre´sente´e dans le chapitre 4, le meˆme locuteur professionnel
a e´te´ sollicite´ pour enregistrer les bases de donne´es vocales et les contes lus du corpus de parole.
La base de voix neutre, qui peut e´galement eˆtre conside´re´e comme une base de voix narrative, a
e´te´ enregistre´e en informant le locuteur que les unite´s collecte´es seraient utilise´es dans un contexte
de synthe`se de contes pour enfants. La parole synthe´tise´e a` l’aide de cette base est a` priori plus
dynamique et a une plus grande variabilite´ me´lodique, qu’une voix lue utilise´e plus classiquement
en synthe`se. On peut comparer les motivations a` l’origine de la conception de cette base aux
motivations de´crites dans Theune et al. (2006), qui proposent de mode´liser un style de lecture
adapte´ a` la lecture d’histoires (style de´crit par les auteurs comme un global storytelling speaking
style) a` l’aide de re`gles prosodiques adapte´es a` un syste`me de synthe`se de parole par concate´nation
de diphones.
La base de voix souriante est destine´e a` produire un affect positif, telle que la joie ou la gaiete´, en
ve´hiculant les parame`tres acoustiques induits par l’e´tirement des le`vres conse´cutif au sourire. Pour
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obtenir cette base, il a e´te´ demande´ au locuteur de sourire pendant l’enregistrement des unite´s.
Le fait prononcer des phrases en souriant permet de modifier la forme du conduit vocalique,
qui impacte les proprie´te´s formantiques du signal de parole. Cette modification produit une voix
associe´e a` des e´motions positives (Tartter, 1980). On notera cependant que la transmission d’affects
positifs ne se re´sume pas aux modifications du timbre induites par le sourire et fait intervenir
d’autres modulations prosodiques (Auberge´ and Cathiard, 2003) plus dynamiques. Cependant,
diffe´rentes expe´riences ont montre´ cette seule modification des proprie´te´s formantiques d’un signal
de parole de synthe`se, qui reproduit les proprie´te´s du signal de parole lorsque le locuteur sourit,
cre´e une voix associe´e a` des percepts positifs (Mustafa et al., 2008).
La base de voix porte´e, ou voix projete´e, a e´te´ enregistre´e en donnant la consigne au locuteur
de s’adresser a` quelqu’un situe´ loin de lui. Ce type de voix correspond a` des modifications de
la source glottique, et en particulier a` une acce´le´ration de la vitesse de fermeture de la source
glottique (cf. d’Alessandro, 2006)), ainsi que quelques ajustements du conduit vocal. La voix
porte´e se caracte´riserait ainsi par un troisie`me formant relativement faible, une certaine proximite´
entre le troisie`me et le quatrie`me formant, une fre´quence fondamentale plus e´leve´e, et un volume
perc¸u plus important lie´ a` un spectre plus riche (Acker, 1987; Master et al., 2008).
La base de voix triste, aussi appele´e voix de´prime´e, a e´te´ obtenue en demandant au locuteur
d’exprimer un affect plutoˆt ne´gatif. Elle se caracte´rise par une fre´quence fondamentale relativement
basse et une faible amplitude de variation me´lodique.
La base de voix de proximite´ a e´te´ enregistre´e en demandant au locuteur de prononcer les
diffe´rentes unite´s comme s’il parlait a` l’oreille d’un auditeur, en l’informant que la voix serait
utilise´e pour les situations de suspens, ou pour faire des confidences. La voix obtenue est proche
du chuchotement, et se caracte´rise par un affaiblissement du taux de voisement.
6.3.3 Outil d’e´dition manuelle des parame`tres expressifs utilise´s pour la
synthe`se
Le logiciel Virtual Story Teller a e´te´ re´alise´ par Acapela pour les besoins spe´cifiques du projet
GV-LEx. Ce logiciel permet fournit plusieurs interfaces de controˆle graphique permettant d’e´diter
les instructions expressives utilise´es pour la synthe`se, et de les convertir au format pris en charge
par le synthe´tiseur Acapela.
Une premie`re interface illustre´e par la figure 6.2 permet d’e´diter les instructions globales de
synthe`se consistant a` structurer le texte en paragraphes. Il est possible de de´finir des profils de
personnage caracte´rise´s par une voix (base d’unite´ utilise´e) ainsi qu’un volume, une vitesse, une
hauteur et un timbre relatif. L’utilisateur peut ensuite structurer le texte en tours de parole, et
associer un profil de personnage a` chaque passage.
Une seconde interface, illustre´e par la figure 6.3, permet d’e´diter les parame`tres expressifs locaux,
tel que la dure´e et la localisation des pauses, l’insertion de smiley vocaux, la modulation locale
des parame`tres expressifs d’un profil de personnage.
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Figure 6.2 – Interface d’e´dition des proprie´te´s expressives globales de la synthe`se depuis Virtual
Story Teller, logiciel d’e´dition manuelle d’instructions prosodiques de´veloppe´ par Acapela Group
Les autres interfaces de controˆle permettent d’e´diter directement le fichier XML au format
XVST, pouvant eˆtre lu et e´dite´ depuis Virtual Story Teller. La dernie`re interface permet d’e´diter
directement les instructions devant eˆtre re´alise´es par le synthe´tiseur.
6.4 Module d’annotation prosodique automatique
Le module d’annotation prosodique consiste a` ge´ne´rer des instructions prosodiques prises en
charge par le synthe´tiseur Acapela qui permettent de moduler la voix de synthe`se, dans le but
d’ame´liorer la lecture de contes. Pour ge´ne´rer ces instructions, le module utilise les informations
extraites par le module d’analyse linguistique de´crit dans le chapitre 3, a` savoir : les frontie`res des
e´pisodes, les tours de parole, les actes et les modes de dialogue, les transcriptions phone´miques et
le texte brut. Le module d’annotation automatique permet de controˆler trois types de parame`tres
prosodiques :
• Le volume
• La base d’unite´s utilise´es pour la synthe`se
• La dure´e des pauses
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Figure 6.3 – Interface d’e´dition des proprie´te´s expressives locales de la synthe`se depuis Virtual
Story Teller, logiciel d’e´dition manuelle d’instructions prosodiques de´veloppe´ par Acapela Group
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tour de mode et base d’unite´s
parole acte de dialogue se´lectionne´e
narrateur de´faut voix neutre
narrateur dernier e´pisode voix de proximite´
personnage de´faut voix souriante
personnage Mexclamatif + Aordre voix projete´e
personnage Mcri voix projete´e
personnage Mpleur voix triste
personnage Mrire voix souriante
personnage Mexclamatif voix souriante
personnage Ane´gation voix souriante
personnage Aordre voix projete´e
personnage Ainterdiction voix projete´e
personnage Aassertion voix souriante
personnage Aquestion voix souriante
Table 6.1 – Re`gles de mise en relation des informations linguistiques avec le choix de la base
d’unite´s de synthe`se. Les modes sont pre´fixe´s avec la lettre M, et les actes de dialogue sont pre´fixe´s
avec la lettre A. Quand seul le mode est mentionne´, l’acte de dialogue est ignore´.
Les re`gles prosodiques infe´re´es suite a` l’analyse du corpus de parole (chapitre 4) sont applique´es
directement lorsque les parame`tres de controˆle du synthe´tiseur le permettent. Le volume associe´
aux tours de parole est augmente´ de quatre de´cibels lorsqu’un personnage parle, et non plus le
narrateur. Plusieurs re`gles permettent d’affecter la dure´e des pauses. La dure´e des pauses entre
l’e´nonce´ du titre et le reste du conte est fixe´e a` deux secondes, la dure´e de la pause se´parant le conte
du dernier e´pisode (e´pilogue) est fixe´e a` 1.5 secondes et les pauses associe´es aux autres frontie`res
d’e´pisodes ont une dure´e fixe´e a` 1.3 secondes. La dure´e des pauses inter-phrases et intra-phrase est
de´pendante de la longueur du contexte imme´diat, exprime´e en nombre de phone`mes (la longueur
des pseudo-phrases, ou respectivement des pseudo-syntagmes). Les informations relatives aux tours
de parole sont e´galement utilise´es pour moduler la dure´e des pauses, en utilisant les mode`les de´crits
dans la section 5.6.
Les re`gles relatives au choix de la base d’unite´s de synthe`se ont e´te´ de´termine´es empiriquement,
suite a` diffe´rents tests effectue´s depuis l’interface Virtual Story Teller de´crit dans la section 6.3.3.
L’ensemble des re`gles permettant de choisir la base d’unite´s utilise´e pour la synthe`se est illustre´
par la table 6.1. Les tours de parole attribue´s au narrateur utilisent la voix neutre, a` l’exception
du dernier e´pisode, assimile´ a` l’e´pilogue, pour lequel la voix de proximite´ est pre´fe´re´e. La base
d’unite´s attribue´e par de´faut aux personnages est la voix souriante. La voix projete´e est associe´e
aux actes de langage tels que les ordres ou les interdictions mais aussi aux cris. La voix triste est
associe´e aux pleurs. Une re`gle supple´mentaire est utilise´e dans le cas de phrases contenant des
mots compose´s tre`s longs (exemple 21), qui sont lus en utilisant la voix projete´e.
(21) ”sa-queue-est-magnifique-comme-le-soleil-quand-il-brille-sur-les-montagnes-dans-les-brouillards-
du-matin” vient d’eˆtre emporte´ par le renard !
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6.5 Me´thodologie d’e´valuation du prototype de synthe`se
L’e´valuation du prototype de synthe`se expressive a e´te´ re´alise´e lors d’un test perceptif, conc¸u
en collaboration avec Acapela. Six extraits de contes contenus dans le corpus audio GV-LEx ont
e´te´ se´lectionne´s. Chaque extrait est associe´ a` quatre fichiers audio, obtenus dans des conditions
spe´cifiques.
Locuteur Professionnel (LP) : l’extrait correspond a` l’enregistrement du locuteur professionnel
re´alise´ lors de la constitution du corpus de parole GV-LEx (chapitre 4).
Synthe`se Neutre (SN) : l’extrait est obtenu en utilisant la voix neutre du synthe´tiseur Acapela.
La voix utilise le mode`le prosodique par de´faut du synthe´tiseur, traitant chaque phrase
se´pare´ment.
Synthe`se Automatique (SA) : l’extrait est obtenu en utilisant le prototype de synthe`se expressive,
fruit du travail de cette the`se. Les effets prosodiques sont restreints au choix d’une base
d’unite´s parmi les 5 bases enregistre´es par un meˆme locuteur, a` la modification du volume
et a` la gestion de la dure´e des pauses.
Synthe`se avec correction Manuelle (SM) : les instructions prosodiques en sortie de la Synthe`se
Automatique sont e´dite´es manuellement depuis l’interface Virtual Story Teller (de´veloppe´e
dans ce but par Acapela, dans le cadre du projet GV-LEx). Il n’y a pas de restrictions quant
au choix de la base de synthe`se et les 20 bases d’Acapela disponibles pour le franc¸ais peuvent
eˆtre utilise´es. Les smileys vocaux, les effets d’e´tirement temporel, de changement de hauteur
et de timbre peuvent eˆtre utilise´s.
Le test perceptif a e´te´ propose´ aux sujets par l’interme´diaire d’une interface web. Pre´alablement
au test, chaque participant renseignait un ensemble d’informations personnelles : nom, pre´nom,
aˆge, une e´ventuelle habitude d’e´couter de la voix de synthe`se, sa langue maternelle (franc¸ais, an-
glais ou autre) et le dispositif d’e´coute utilise´ (haut-parleurs ou casque). La figure 6.4 illustre
les instructions donne´es aux sujets lors de l’e´valuation. Les quatre fichiers audio correspondant
a` un meˆme extrait de conte sont pre´sente´s simultane´ment aux sujets qui devaient juger de leur
qualite´ respective sur une e´chelle allant de 0 (tre`s mauvaise qualite´) a` 5 (qualite´ optimale). Dans
le cas de jeunes enfants, il a e´te´ demande´ aux parents d’assister leurs enfants pendant le proces-
sus d’e´valuation, pour s’assurer qu’ils comprennent bien les consignes. Tous les extraits ont e´te´
pre´sente´s comme e´tant synthe´tiques, y compris la voix naturelle. L’interface de pre´sentation et
d’e´valuation des fichiers audio est illustre´e par la figure 6.5. Les sujets ont la possibilite´ d’e´couter
chaque fichier audio a` loisir et sont invite´s a` laisser des commentaires en plus de leur notation.
L’ordre de pre´sentation des extraits de conte et la disposition des extraits audio au sein d’un test
sont ale´atoires et varient d’un sujet a` l’autre. Le de´tail des textes utilise´s lors du test est pre´sente´
dans l’annexe E. Les extraits de conte contiennent entre 42 et 111 mots, pour une taille moyenne
de 77.
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Figure 6.4 – Instructions fournies aux sujets lors de l’e´valuation du syste`me de synthe`se expressive
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Figure 6.5 – Interface d’e´valuation du syste`me de synthe`se expressive
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Figure 6.6 – Dispersion des notes donne´es a` la synthe`se neutre (SN), a` la synthe`se automatique
(SA), a` la synthe`se manuelle (SM) et au locuteur professionnel (LP) par les sujets de moins de 10
ans
6.6 Analyse des re´sultats du test perceptif
L’e´valuation des extraits de parole a e´te´ re´alise´e par 77 sujets, dont dix enfants d’aˆge infe´rieur
ou e´gal a` 10 ans (et donc correspondant aux crite`res du projet GV-LEx). Les deux groupes de
sujets sont donc e´tudie´s se´pare´ment. Tout d’abord les dix sujets de 10 ans au plus (avec un aˆge
moyen de 7 ans) sont analyse´s a` l’aide d’un test sur les rangs de Kruskal-Wallis (un test statistique
non-parame´trique est pre´fe´re´ a` une ANOVA (ANalysis Of VAriance) du fait du petit nombre de
sujets). Dans un second temps, les re´sultats obtenus par les adultes (les 67 sujets aˆge´s de plus de
10 ans, ayant un aˆge moyen de 28 ans) sont analyse´s graˆce a` une analyse de variance (ANOVA).
6.6.1 E´valuations re´alise´es par les enfants
L’analyse des re´sultats obtenus avec les sujets les plus jeunes donne des informations sans doute
moins robustes que celles fournies par les adultes, mais elle correspond au jugement du public vise´
par le projet GV-LEx. Du fait du petit nombre d’enfants ayant pu passer le test d’e´valuation,
le choix de tests statistiques non-parame´triques a e´te´ fait, de pre´fe´rence a` celui d’une ANOVA
plus classique. Le test sur les rangs de Kruskal-Wallis montre un effet tre`s significatif du syste`me
ayant produit les extraits sur le jugement des enfants (χ2= 65, 35 ; ddl = 3 ; p < 0, 00001). La
proce´dure kruskal.test() du logiciel R a e´te´ utilise´e. Inversement, les 6 contes qui leur sont pre´sente´s
n’induisent pas de variation significative dans leurs re´ponses (χ2= 3, 7798 ; ddl = 5 ; p = 0.5815).
Le public vise´ est donc bien sensible a` la strate´gie de synthe`se des contes qu’on leur pre´sente.
Les distributions des re´sultats pour les 4 syste`mes pre´sente´s sont de´taille´es a` la figure 6.6. On
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Figure 6.7 – Dispersion des notes donne´es par les enfants a` la synthe`se neutre (SN), a` la synthe`se
automatique (SA), a` la synthe`se manuelle (SM) et au locuteur professionnel (LP), pour chaque
conte
y voit clairement que le conteur professionnel est le pre´fe´re´ de ce jeune public. Viennent ensuite
la synthe`se manuelle, suivie de la synthe`se automatique et de la synthe`se neutre. Les diffe´rences
entre paires sont teste´es par un test U de Mann–Whitney La proce´dure wilcox.test() du logiciel R
a e´te´ utilise´e. Les diffe´rences entre les scores obtenus par la synthe`se manuelle et automatique, et
entre la synthe`se automatique et neutre ne sont donc pas significatives (les re´sultats pour ces deux
paires sont respectivement : U = 1970, 5 ; p = 0.37 et U = 1992, 5 ; p = 0, 31). Notons toutefois que
la diffe´rence entre la synthe`se neutre et la synthe`se manuelle montre un accroissement significatif
(U = 2181 ; p < 0, 05).
Il y a donc bel et bien un effet induit par la strate´gie de synthe`se choisie. Ces diffe´rences
perceptives sont plus flagrantes sur la figure 6.7, sur laquelle on peut observer de nombreuses
variations induites par les diffe´rences de strate´gie utilise´es pour synthe´tiser les diffe´rents contes,
par chaque syste`me. Il est toutefois de´licat de baser une analyse plus fine sur les re´ponses de ce
jeune public, d’une part car seulement 10 sujets ont pu eˆtre interroge´s mais aussi parce que ce
public fait preuve d’un esprit moins analytique que le public adulte dans ses re´ponses, comme la
figure 6.8 le montre bien. L’amplitude des notes utilise´es par les enfants est clairement re´duite
compare´e a` celle des adultes. Ils fournissent une majorite´ de 5, note maximale, la distribution de
leurs re´ponses allant rarement en dessous du 3 ; a` l’inverse, les adultes montrent une proportion
e´quivalente de l’usage des notes de 2 a` 5. Ce manque d’esprit critique des enfants, s’il est sans
doute une bonne chose pour un syste`me de synthe`se qui viserait ce public, est un de´faut pour
qui souhaite une e´valuation constructive. La suite de l’analyse se basera donc sur les notes des 67
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Figure 6.8 – Comparaison de la dispersion des notes donne´es par les enfants et les adultes
Table 6.2 – Re´sultats de l’ANOVA applique´e aux re´ponses des sujets adultes
F ddl ddl erreur p η2 partiel
Conte 4,9250 5 1584 0,0002 0,01531
Syste`me 458,4384 3 1584 0,0000 0,46474
Conte*Syste`me 5,1863 15 1584 0,0000 0,04681
adultes.
6.6.2 E´valuations re´alise´es par les adultes
Une analyse de variance a` deux facteurs a e´te´ mene´e sur les re´sultats obtenus par les adultes. Un
facteur Conte (pour les 6 extraits de contes pre´sente´s aux sujets) et un facteur Syste`me (pour les
4 syste`mes ayant produit les stimuli) sont utilise´s par l’ANOVA. La proce´dure lm() du logiciel R
a e´te´ utilise´e pour obtenir les re´sultats qui sont re´sume´s dans la table 6.2. Les re´sultats montrent
l’importance significative des deux facteurs, conte & syste`me, sur le jugement des sujets, tout
comme de leur interaction.
La colonne η2 partiel de la table 6.2 indique l’importance des effets de chacun des facteurs
(Rietveld and Van Hout, 2005). On remarque que les diffe´rents syste`mes qui ont produit les
contes sont clairement a` l’origine de la majeure partie des variations observe´es dans les re´sultats.
L’interaction entre les facteurs syste`me & conte explique la seconde part la plus importante de
la variance (loin derrie`re le facteur syste`me, cependant) : des particularite´s de synthe`se propres
a` certains extraits peuvent expliquer des diffe´rences de re´sultats notables. Enfin, le facteur conte
explique une part assez re´duite de la variance des re´sultats.
Pour mieux comprendre ces re´sultats, les notes moyennes attribue´es a` chaque syste`me sont
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Figure 6.9 – E´valuation de la qualite´ des syste`mes de synthe`se. Les diffe´rences entre moyennes
sont teste´es par un test post-hoc Tukey HSD, dont les re´sultats sont indique´s par les aste´risques
(** : p<0,01 ; *** : p<0,001).
illustre´es par la figure 6.9. Un test post-hoc (test HSD de Tukey) sur les re´sultats de l’ANOVA
permet de tester la signification statistique des diffe´rences entre les diffe´rents niveaux des facteurs
observe´s. La proce´dure HSD.test() du logiciel R a e´te´ utilise´e pour effectuer ce test, sur la sortie de
la proce´dure lm(). Les re´sultats pour le facteur syste`me sont rapporte´s sur la figure 6.9 (les compa-
raisons deux-a`-deux des syste`mes classe´s par ordre de performances de´croissantes sont rapporte´s) :
les scores moyens obtenus par chaque syste`me sont significativement diffe´rents les uns des autres,
ce qui permet de classer la performance des syste`mes dans un ordre strictement de´croissant de
performance : LP>SM>SA>SN. On observe sans surprise la grande marge qualitative entre une
production humaine et une production de synthe`se (une diffe´rence de l’ordre de 2 sur une e´chelle
de 0 a` 5). Les notes moyennes attribue´es aux trois syste`mes de synthe`se sont comprises entre 2,3
et 2,8. La progression observe´e entre les trois syste`mes de synthe`se est donc significative, mais
d’une amplitude toutefois beaucoup plus faible que la diffe´rence observe´e avec la parole naturelle.
Tout cela illustre le chemin restant a` parcourir pour mettre au point des syste`mes de synthe`se de
parole a` meˆme d’e´galer l’humain.
Le syste`me obtenant les moins bons re´sultats correspond a` la strate´gie de synthe`se par de´faut,
utilisant uniquement la voix neutre (SN) et donc non adapte´e a` la taˆche de lecture de contes. Le
syste`me tout automatique, re´alise´ dans le cadre de cette the`se, fournit une performance moyenne
significativement meilleure (ame´lioration d’une amplitude de +0,26). Ce re´sultat est encourageant,
car il signifie que les instructions prosodiques ge´ne´re´es automatiquement ne de´te´riorent pas la
synthe`se mais au contraire contribuent a` son ame´lioration, toujours dans le cadre de cette taˆche
de lecture de contes. Le syste`me de synthe`se re´sultant d’une correction manuelle de la sortie du
syste`me automatique fournit encore une ame´lioration supple´mentaire (de +0,23). Le fait d’observer
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Figure 6.10 – E´valuation de la qualite´ des syste`mes de synthe`se par conte
une ame´lioration e´tait attendu, sachant qu’il correspond a` un usage expert du jeu d’instructions
prosodiques, et de plus adapte´ pre´cise´ment au contenu du conte. L’amplitude de cette ame´lioration
n’est cependant pas plus grande que celle obtenue par le syste`me automatique.
Une analyse plus de´taille´e des re´sultats est pre´sente´e dans la figure 6.10, qui donne les scores
moyens attribue´s a` chaque syste`me pour chaque conte (donne´es correspondant a` l’interaction des
facteurs conte & syste`me de l’ANOVA). Les re´sultats du test post-hoc associe´ a` ces donne´es sont
fournis par la table 6.3. Aucune diffe´rence significative entre les diffe´rentes strate´gies de synthe`se
(sans prendre en compte l’humain) conside´re´es deux a` deux n’est observe´e pour les contes “Nae¨lle
va chercher du bois dans la foreˆt”, “Erik , le paysan ruse´” et “Cre´tin de paon”.
Dans le cas de “L’histoire des trois sourds”, les instructions prosodiques ge´ne´re´es automatique-
ment permettent d’obtenir de meilleurs re´sultats que les instructions prosodiques manuelles (il
s’agit de la seule diffe´rence significative). L’extrait se´lectionne´ correspond a` l’e´pilogue du conte et
contient une morale. Les meilleurs re´sultats obtenus par le syste`me automatique peuvent partiel-
lement eˆtre explique´s par la re`gle qui associe les e´pilogues a` l’utilisation de la voix de proximite´,
choix automatique qui a e´te´ modifie´ sur cet extrait par le syste`me manuel et qui n’est pas ce-
lui du syste`me neutre. Les moins bons re´sultats obtenus par le syste`me de synthe`se manuelle
peuvent e´galement eˆtre explique´s par l’introduction de pauses longues, qui semblent n’avoir pas
e´te´ appre´cie´es par les auditeurs.
Dans le conte “Maxence et le monstre sous le lit”, des diffe´rences (marginalement significative
entre SM & SA, significative entre SM & SN) expriment la pre´fe´rence affiche´e pour la synthe`se
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Table 6.3 – Re´sultats du test HSD de Tukey mesurant la signification statistique des diffe´rences
entre les diffe´rents niveaux des facteurs syste`me (pour les syste`mes automatiques) et conte
Syste`mes conside´re´s Diffe´rence des moyennes p
L’histoire des trois sourds
SN-SA -0,54 0,1747
SM-SA -0,78 0,0010
SM-SN -0,24 0,9994
Erik , le paysan ruse´
SN-SA 0,06 1,0000
SM-SA 0,55 0,1556
SM-SN 0,49 0,3550
Le roi Glagla
SN-SA -0,25 0,9991
SM-SA 0,82 0,0003
SM-SN 1,07 0,0000
Maxence et le monstre sous le lit
SN-SA -0,04 1,0000
SM-SA 0,61 0,0545
SM-SN 0,65 0,0256
Nae¨lle va chercher du bois dans la foreˆt
SN-SA -0,28 0,9933
SM-SA 0,20 1,0000
SM-SN 0,49 0,3868
Cre´tin de paon
SN-SA -0,55 0,1556
SM-SA -0,03 1,0000
SM-SN 0,52 0,2422
manuelle, qui diffe`re notamment par l’attribution de la voix de proximite´ au monstre (qui dans ce
cas pre´cis se trouve eˆtre timide, chose qu’il est difficile d’appre´hender de manie`re automatique).
Le conte du “roi Glagla” est celui pour lequel les instructions prosodiques manuelles ont permis
d’obtenir la plus nette ame´lioration par rapport aux syste`mes automatiques (meˆme s’il ne s’agit pas
de sa meilleure performance absolue). Dans cet extrait, un grand nombre de smileys vocaux ont e´te´
inse´re´s manuellement. Ils correspondent aux bruits d’e´ternuement et a` des bruits de grelottement
qui avaient e´te´ enregistre´s spe´cifiquement par Acapela dans le cadre du projet et montrent tout
l’inte´reˆt qu’il peut y avoir a` utiliser des vocalisations non lexicales pour produire de la synthe`se
expressive.
Une premie`re conclusion de cette comparaison de´taille´e des 3 syste`mes de synthe`se pourrait eˆtre
que l’apport des re`gles de synthe`ses mises au point dans le cadre de ce travail est, certes limite´,
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mais jamais ne´gatif (aucune diffe´rence ne´gative n’est observe´e par rapport au syste`me neutre de
re´fe´rence). Il s’agit donc d’un ensemble de re`gles robustes sur lesquelles il sera possible de baˆtir des
modifications prosodiques plus avance´es. A` l’inverse, on voit que les choix effectue´s par l’expert
pour ame´liorer la synthe`se manuellement sont, bien suˆr, ge´ne´ralement bons, mais peuvent se re´ve´ler
contre productifs. Il est donc de´licat de proposer des ame´liorations prosodiques, et il faut baser
celles-ci sur des analyses complexes des nombreux parame`tres qui rentrent en ligne de compte dans
ce style de lecture
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Chapitre 7. Conclusion
L’ensemble des travaux de´crits dans ce manuscrit vise a` ame´liorer l’expressivite´ des synthe´tiseurs
de parole, en se concentrant sur le cas de la lecture d’histoires pour enfants. Le paradigme central
de la the`se veut que les limitations expressives de la majorite´ des synthe´tiseurs sont lie´es au fait
qu’ils analysent chaque phrase se´pare´ment et que la qualite´ globale des textes synthe´tise´s peut
eˆtre ame´liore´e en prenant en compte les informations lie´es au contexte des phrases. La de´marche
propose´e pour re´pondre a` cette proble´matique a consiste´ a` :
• de´finir des informations linguistiques permettant de de´crire les textes au dela` du niveau de la
phrase
• cre´er un corpus textuel et un corpus de parole annote´s selon ce formalisme
• de´crire les relations observe´es entre les annotations linguistiques et les proprie´te´s prosodiques
estime´es sur le signal de parole
• mettre au point des proce´dures permettant d’extraire du texte automatiquement les informa-
tions linguistiques juge´es utiles pour ame´liorer la synthe`se
• transposer les analyses prosodiques re´alise´es en re`gles permettant de controˆler les parame`tres
expressifs d’un synthe´tiseur de parole
• valider l’ensemble de la de´marche via une expe´rience perceptive permettant de mesurer l’im-
pact des re`gles de´finies sur la qualite´ globale de la parole synthe´tise´e
7.1 Contributions de la the`se
7.1.1 Constitution, e´valuation et diffusion de corpus
Un corpus textuel de 89 contes (chapitre 2) et un corpus oral de 12 contes (chapitre 4) ont e´te´
collecte´s, annote´s, analyse´s et diffuse´s 1. Les corpus sont annote´s a` l’aide d’informations de´crivant
le contenu du texte au dela` de la phrase : structure narrative, re´fe´rencement des mentions des
personnages, citations directes attribue´es et me´ta-informations de´crivant les personnages 2. Des
informations de´crivant les groupes lexicaux sont e´galement utilise´es et incluent des e´nume´rations,
ainsi que les entite´s nomme´es spatiales, temporelles et de personnes. Les annotations re´alise´es
sont suffisamment ge´ne´riques pour eˆtre utilise´es dans d’autres contextes que la synthe`se de parole
expressive et re´pondent a` un besoin croissant de donne´es annote´es sur des textes fictifs (Goh
et al., 2012; Gerva´s, 2010; Maarouf and Villaneau, 2012). Les annotations portant sur les groupes
lexicaux ne de´crivent pas le texte au dela` du niveau de la phrase, de´fini comme le paradigme
majeur de la the`se. Cependant leur identification peut eˆtre conside´re´e comme une e´tape pre´alable
a` l’identification de structures linguistiques de plus haut niveau (Gerva´s, 2010). Une analyse des
accords inter-annotateurs a e´te´ effectue´ sur le corpus afin de de´crire la reproductibilite´ du sche´ma
d’annotation propose´. Les accords les plus forts sont observe´s pour l’identification des citations
1. Les de´marches ont e´te´ effectue´es aupre`s de l’ELRA (European Language Resources Association) pour diffuser
gratuitement les corpus, ainsi que le logiciel d’annotation linguistique re´alise´ par Syllabs. La diffusion des corpus sera
effective lors de la publication de l’article (Doukhan et al., itre), qui de´crit exhaustivement le contenu des corpus.
2. Les me´ta-informations de´crivant les caracte´ristiques des personnages n’ont e´te´ utilise´es que pour annoter le
corpus oral
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directes, des entite´s de personne, ainsi que pour les chaˆınes de re´fe´rences associe´es aux citations
directes et aux entite´s de personne.
7.1.2 Extraction automatique d’informations dans des textes fictifs
Trois syste`mes permettant d’extraire des informations au dela` du niveau de la phrase sont
de´crits dans le chapitre 3.
Un prototype de de´tection de tours de parole (section 3.3) consistant a` identifier les zones de
texte contigu¨es correspondant a` des citations directes attribue´es a` un unique personnage. Le
prototype est base´ sur une mode´lisation a` base de CRF (Lafferty et al., 2001), ce qui le distingue
des autres approches mentionne´es dans la litte´rature, de´crivant des syste`mes a` base de re`gles
(Zhang et al., 2003; Mamede and Chaleira, 2004; Weiser and Watrin, 2012). Le prototype est
e´value´ sur le corpus texte et permet d’obtenir des re´sultats tre`s satisfaisants, se traduisant par
une F-Mesure e´gale a` 88,8 et un Slot Error Rate e´gal a` 15,1.
Plusieurs me´thodes de segmentation des contes en se´quence d’e´pisodes, base´es sur des extensions
de l’algorithme TextTiling (Hearst, 1997) sont propose´es. La premie`re me´thode utilise les tours
de parole obtenus de manie`re automatique pour normaliser les frontie`res des e´pisodes et ame´liorer
la qualite´ des segmentations pre´dites par TextTiling. La deuxie`me me´thode utilise les tours de
parole combine´s aux re´fe´rences associe´es aux mentions des personnages obtenues manuellement,
et ignore le reste du contenu des contes. Cette me´thode semi-automatique permet d’obtenir les
meilleures segmentations et montrent que les seules informations relatives aux mentions des
personnages suffisent pour pre´dire les ruptures the´matiques.
Le dernier syste`me consiste a` augmenter les tours de parole des personnages a` l’aide d’informa-
tions relatives aux actes de dialogues (Rosset et al., 2008) et aux modes expressifs. La pre´diction
de ces informations est base´e sur l’analyse lexicale des phrases directement adjacentes au tour de
parole conside´re´. La qualite´ de ces pre´dictions n’est pas e´value´e sur le corpus, mais de´termine´e
empiriquement, dans le cadre de l’e´valuation du prototype de synthe`se expressive.
7.1.3 Description des proprie´te´s prosodiques observe´es dans les contes lus
Des repre´sentations graphiques sont propose´es (section 4.5.4 et annexe F) pour faciliter la visua-
lisation de la dynamique associe´e a` plusieurs descripteurs prosodiques (hauteur, hauteur perc¸ue,
intensite´ et pe´riodicite´). Les proprie´te´s prosodiques du corpus sont analyse´es dans le chapitre 5.
Les sections 5.3 a` 5.5 fournissent des descriptions base´es sur l’analyse des proprie´te´s me´lodiques
moyennes, en utilisant le Prosogram (Mertens, 2004) pour estimer la hauteur perc¸ue. Les proprie´te´s
me´lodiques moyennes du corpus sont compare´es a` diffe´rents styles de lecture et se distinguent par
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une tessiture sensiblement plus vaste. Diffe´rents effets lie´s aux caracte´ristiques des personnages
incarne´s et au type d’e´pisode rencontre´s sont quantifie´s. L’impact de la taille du contexte et des
tours de parole sur la dure´e des pauses observe´es dans le corpus est de´crit dans la section 5.6. Les
analyses effectue´es de´bouchent sur la mise au point d’une me´thode de normalisation des pauses en
fonction de la taille du contexte, permettant de mieux observer les autres phe´nome`nes. L’ensemble
des observations est formalise´ par des re`gles de pre´diction de la dure´e des pauses en fonction de
la taille du contexte, et des tours de parole.
7.1.4 Prototype de synthe`se de parole expressive
Un prototype de controˆle des parame`tres prosodiques et expressifs du synthe´tiseur par se´lection
d’unite´s Acapela a e´te´ re´alise´, permettant de controˆler le volume, la dure´e des pauses et le choix de
la base d’unite´s utilise´e pour la synthe`se, en se basant sur une analyse du texte au dela` du niveau
de la phrase. Ce prototype est e´value´ dans le cadre d’un test perceptif consistant a` comparer la
parole de synthe`se obtenue avec des extraits de contes lus par un locuteur professionnel, une voix
de synthe`se neutre et une voix de synthe`se ayant be´ne´ficie´ de corrections manuelles. L’analyse des
re´sultats montre que le syste`me propose´ permet d’ame´liorer significativement la qualite´ globale de
la synthe`se neutre et permet de valider l’ensemble de la de´marche expe´rimentale mise en œuvre
au cours de ce manuscrit.
7.2 Perspectives de recherche
7.2.1 Extension du sche´ma d’annotation propose´
Les analyses prosodiques re´alise´es dans la section 5.5 ont mis en e´vidence de nombreuses
relations entre les caracte´ristiques globales des personnages et les proprie´te´s me´lodiques moyennes
observe´es lors de leurs prises de parole. Les me´ta-informations de´crivant les personnages n’ont e´te´
utilise´es que pour l’annotation du corpus de parole et leur utilisation pour de´crire l’ensemble du
corpus texte permettrait la mise au point de me´thodes a` meˆme de les extraire automatiquement.
Cependant, cette taˆche est loin d’eˆtre triviale, car elle ne´cessiterait d’identifier au pre´alable les
mentions des diffe´rents personnages, et d’attribuer les tours de parole de manie`re automatique.
Les parame`tres expressifs du synthe´tiseur ont e´te´ grande partie controˆle´s par les informations
relatives aux actes de dialogue et aux modes expressif. Ces informations ont e´te´ obtenues a` l’aide
des proce´dures automatiques de´crites dans la section 3.5, base´es sur des re`gles syntaxiques et
lexicales. Faute de corpus de re´fe´rence, ces proce´dures n’ont pu eˆtre e´value´es sur leurs capacite´s a`
ame´liorer la qualite´ globale de la parole synthe´tise´e. Il semble donc judicieux d’annoter l’ensemble
du corpus texte a` l’aide de ces informations, afin de pouvoir mesurer la qualite´ intrinse`que des
me´thodes propose´es et accroˆıtre leur robustesse. De telles annotations permettraient e´galement
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d’envisager d’analyser les proprie´te´s prosodiques lie´es a` ces informations.
Les proprie´te´s prosodiques lie´es aux caracte´ristiques globales des personnages ont un certain
nombre de limites. Il peut arriver qu’un personnage “gentil”, comme l’ours du conte Nae¨lle,
utilise une voix tre`s menac¸ante pour de´fendre un enfant et une voix mielleuse pour remercier un
bienfaiteur. De meˆme, les caracte´ristiques prosodiques communes partage´es par les personnages
du petit chaperon rouge et de Nae¨lle, les deux petites filles observe´es dans le corpus de parole,
sont en partie lie´es aux similitudes de leurs personnages. Elles ne pourraient s’appliquer a`
des personnages tels que “Me´rida”, l’he´ro¨ıne du film anime´ “Rebelle” re´alise´ par les studios
d’animation Pixar et sorti en 2012. Les informations lie´es aux modes expressifs et aux actes de
dialogue semblent donc tre`s pertinentes pour de´crire le panel d’affects pouvant eˆtre exprime´s par
un meˆme personnage. Il serait inte´ressant de comparer le pouvoir explicatif des caracte´ristiques
globales des personnages, des actes de dialogue et des modes expressifs pour de´crire les proprie´te´s
prosodiques observe´es sur le signal de parole.
Une autre piste d’ame´lioration pourrait consister a` annoter le corpus de textes avec des instruc-
tions de controˆle des parame`tres expressifs d’un synthe´tiseur cible re´alise´es manuellement par un
ou plusieurs experts. Cette solution pre´sente un certain nombre d’inconve´nients. Le premier vient
de ce que les annotations re´alise´es seraient de´pendantes des capacite´s du synthe´tiseur a` un moment
donne´, et devraient eˆtre modifie´es en conse´quence a` chaque extension du jeu d’instruction supporte´
par le synthe´tiseur. Comme on a pu le voir dans le cadre de l’expe´rience perceptive pre´sente´e a`
la section 6.6.2, il peut arriver que des instructions prosodiques de´termine´es manuellement par un
expert re´sultent en de moins bons re´sultats que de la synthe`se neutre.
7.2.2 Mise en application de l’ensemble des re`gles prosodiques formule´es
Les analyses prosodiques re´alise´es dans les parties 5.3 a` 5.5 n’ont pas pu eˆtre associe´es a`
des instructions prises en charge par le synthe´tiseur utilise´ dans le cadre du projet GV-LEx.
Le synthe´tiseur est base´ sur un moteur de se´lection d’unite´s de tailles variables qui permet de
synthe´tiser de la parole de haute qualite´ au prix d’un controˆle limite´ sur les proprie´te´s me´lodiques
du signal synthe´tise´. Les instructions prosodiques supporte´es sont principalement base´es sur la
se´lection de la base d’unite´s de synthe`se a` utiliser en fonction du contexte. Une analyse de la qualite´
vocale spe´cifique a` chacune des cinq bases de synthe`ses pourrait permettre un choix automatique
plus robuste, mais cela n’a pas e´te´ possible dans le cadre du projet GV-LEx. Les re´sultats des ana-
lyses re´alise´es peuvent eˆtre utilise´s avec des synthe´tiseurs offrant plus de controˆle sur les parame`tres
prosodiques. Il est possible d’utiliser les re´sultats directement en utilisant le syste`me de´crit dans
Roekhaut et al. (2010), base´ sur le synthe´tiseur par concate´nation de diphones MBROLA (Dutoit
et al., 1996), ou de tirer parti des techniques de synthe`se plus re´centes base´es sur l’utilisation de
HMM (Le Maguer et al., 2012; Picart et al., 2011). Deux types de tests perceptifs peuvent eˆtre
envisage´s pour de´terminer l’utilite´ des analyses re´alise´es. Le premier consiste a` comparer, pour un
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synthe´tiseur donne´, la qualite´ globale de la parole synthe´tise´e en utilisant les re`gles prosodiques
par de´faut a` celle obtenue a` l’aide des re`gles obtenues graˆce aux analyses prosodiques re´alise´es.
Un deuxie`me test serait de comparer la qualite´ globale d’un syste`me imple´mentant l’ensemble des
re`gles propose´es a` celle du syste`me plus contraint base´ sur le synthe´tiseur utilise´ dans le cadre de
ce travail.
7.2.3 Raffinement des mode`les de pre´diction de la dure´e des pauses
Les mode`les propose´s dans la section 5.6 permettent de pre´dire la dure´e des pauses entre les
phrases et entre les pseudo-syntagmes en se basant sur la taille du contexte exprime´e en nombre
de phone`mes et sur les tours de parole. D’autres mesures contextuelles dont le calcul ne´cessite une
intervention humaine ont e´te´ propose´es dans la litte´rature pour pre´dire la dure´e des pauses, telles
que la mesure de complexite´ syntaxique de´crite dans Ferreira (1991), ou encore par la taille des
phrases intonatives associe´e a` la complexite´ de la structure prosodique de´crites dans Krivokapic´
(2007). Leur utilisation dans un contexte de synthe`se de parole ne´cessiterait de mettre au point
des proce´dures permettant de les mesurer sans intervention humaine.
Une difficulte´ de´crite dans Wang et al. (2008) et rencontre´e par les mode`les est lie´e aux
irre´gularite´s caracte´risant le placement des pauses dans la parole expressive, et se traduit dans
le corpus par un fort taux de signes de ponctuation non associe´s a` des pauses perceptibles, ou
par des pauses ne correspondant pas a` des signes de ponctuation. Une e´tude plus pousse´e de ces
phe´nome`nes ne´cessiterait de prendre en compte les allongements des dernie`res syllabes (Barbosa
et al., 1997), ainsi que les effets lie´s a` la vitesse d’e´locution (Grosjean and Collins, 1979).
Dans le cadre des analyses re´alise´es, la pre´diction de la localisation des pauses rencontre´es a`
l’inte´rieur des pseudo-syntagmes n’a pas e´te´ traite´e, en partie parce qu’elle e´tait prise en charge
par l’analyseur syntaxique du synthe´tiseur Acapela. Une piste d’ame´lioration serait d’e´valuer la
pertinence des mode`les base´s sur une analyse syntaxique (Vannier et al., 1999) dans le cas de la
parole expressive.
7.2.4 Vers une reformulation du texte
Dans l’introduction (section 1.1) nous avons de´crit un certain nombre de techniques utilise´es
par les conteurs dans le cadre de leurs performances. Parmi celles-ci, on peut mentionner le travail
de reformulation de´crit par Muriel Bloch, consistant a` essayer diffe´rentes combinaisons lexicales,
jusqu’a` trouver celles permettant d’eˆtre prononce´es avec un rythme optimal. Dans le cadre de
l’enregistrement du corpus oral (section 4.3.1), le locuteur a e´galement e´te´ amene´ a` effectuer
quelques reformulations pour pouvoir lire le texte naturellement, notamment dans le cas de
“l’histoire des trois sourds”. Lors du test perceptif de´crit dans la section 6.6.2, il a e´galement e´te´
montre´ que la diffe´rence d’appre´ciation la plus flagrante, re´sultant en une pre´fe´rence nette pour
la synthe`se controˆle´e manuellement, a e´te´ observe´e sur le conte “le roi GlaGla”, pour laquelle des
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smileys vocaux correspondant a` des grelottements et des e´ternuements, non pre´sent explicitement
dans les textes, ont e´te´ ajoute´s manuellement.
Partant de ce constat, il semble e´vident que les capacite´s expressives des synthe´tiseurs de parole
ne pourront e´galer l’humain tant qu’ils ne seront pas capables d’apporter des modifications au
texte devant eˆtre lu, ce qui ne´cessiterai de mettre au point des syste`mes capables de transformer le
langage e´crit en langage oral. Bien qu’un tel projet ne´cessite un travail de tre`s long terme, quelques
pistes simples peuvent eˆtre conside´re´es, telles que l’insertion automatique de smileys vocaux, ou
encore la reformulation des incises observe´es par Levin et al. (1982) lorsque les contes sont raconte´s
de me´moire.
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7.3 Publications lie´es a` la the`se
7.3.1 Article de revue a` comite´ de lecture
Doukhan, D., Rosset, S., Rilliard, A., d’Alessandro, C., and Adda-Decker, M. (article soumis
en mai 2013, a` paraˆıtre). Gv-lex text and speech corpora: Annotated resources for extracting
information and analyzing prosody of tales in french. Language Resources and Evaluation
7.3.2 Confe´rences avec actes
Doukhan, D., Rilliard, A., Rosset, S., and D’Alessandro, C. (2012a). Modelling pause duration
as a function of contextual length. In InterSpeech, Portland, Oregon
Doukhan, D., Rosset, S., Rilliard, A., d’Alessandro, C., and Adda-Decker, M. (2012b). Desi-
gning french tale corpora for entertaining text to speech synthesis. In Proceedings of the Eight
International Conference on Language Resources and Evaluation (LREC’12), Istanbul, Turkey.
European Language Resources Association (ELRA)
Doukhan, D., Rilliard, A., Rosset, S., Adda-Decker, M., and d’Alessandro, C. (2011). Prosodic
analysis of a corpus of tales. In InterSpeech, pages 3129–3132
Gelin, R., d’Alessandro, C., Le, Q., Deroo, O., Doukhan, D., Martin, J., Pelachaud, C., Rilliard,
A., and Rosset, S. (2010). Towards a storytelling humanoid robot. In AAAI Fall Symposium
Series on Dialog with Robots, pages 137–138
7.3.3 Communication sans actes
Doukhan, D. (2011). Un prototype de synthse de parole expressif. In Journe´es des Jeunes
Chercheurs en Audition, Acoustique, Traitement du Signal Audio (JJCAAS)
Doukhan, D. (2009). Mode`les de l’expressivite´ pour la synthe`se de re´cits cours. In Journe´es des
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Chapitre A. Document Type Definition (DTD) utilise´e pour l’annotation du corpus texte
< !ELEMENT g v l e x t a l e ( i n f o ? , t i t l e , e x p o s i t i o n ? , r e f r a i n ? , t r i g g e r i n g−event ? ,
( scene | r e f r a i n )∗ , e p i l o g ue ? , i n f o ?) >
< !−− −−>
< !−− marker d e c l a r a t i o n s −−>
< !−− −−>
< !−− s t r u c t u r a l markers −−>
< !ELEMENT t i t l e ( narr | spkr)+>
< !ELEMENT t r i g g e r i n g−event ( narr | spkr)+>
< !ELEMENT e x p o s i t i o n ( narr | spkr)+>
< !ELEMENT scene ( narr | spkr)+>
< !ELEMENT r e f r a i n ( narr | spkr)+>
< !ELEMENT ep i l o g ue ( narr | spkr)+>
< !ELEMENT i n f o (#PCDATA|word | punct )∗ >
< !−− narra tor speech turn , and c h a r a c t e r speech turn ( d i r e c t q u o t a t i o n ) −−>
< !ELEMENT narr ( pseudo sentence )+>
< !ELEMENT spkr ( pseudo sentence )+>
< !−− r e s t r i c t e d d e f i n i t i o n o f sentence −−>
< !−− shou ld be conta ined in a speech turn −−>
< !ELEMENT pseudo sentence (#PCDATA| enum | person | p lace | time | punct |word )∗>
< !−− semi−s t r u c t u r a l annotat ion −−>
< !ELEMENT enum (#PCDATA| person | p lace | time |word | punct )∗>
< !−− extended named e n t i t i e s −−>
< !ELEMENT person (#PCDATA| person | p lace | time |word | punct )∗>
< !ELEMENT time (#PCDATA| person | p lace | time |word | punct )∗>
< !ELEMENT p lace (#PCDATA| person | p lace | time |word | punct )∗>
< !−− tokens −−>
< !ELEMENT word (#PCDATA) >
< !ELEMENT punct (#PCDATA) >
< !−− −−>
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< !−− A t t r i b u t e Dec lara t ion −−>
< !−− −−>
< !ATTLIST scene s c ene id CDATA #REQUIRED>
< !ATTLIST r e f r a i n
occurence CDATA #REQUIRED
r e f r i d CDATA #REQUIRED
>
< !ATTLIST spkr p e r s i d CDATA #REQUIRED>
< !ATTLIST pseudo sentence ps id CDATA #REQUIRED>
< !ATTLIST person p e r s i d CDATA #REQUIRED>
< !ATTLIST word
sma l l pos ( pronoun | verb | noun | adv | adj | prep | aux | det | conj | i n t e r j )
#REQUIRED
l a r g e p o s CDATA #REQUIRED>
< !ATTLIST punct ptype (comma | e l l i p s i s | rquote | l quote | semico lon | l pa r | rpar
| co lon | per iod | dash | exc lamation | i n t e r r o g a t i o n ) #REQUIRED>
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Chapitre B. Exemple de conte annote´ : Le petit chaperon rouge
<?xml version=” 1.0 ” encoding=”UTF−8”?>
< !DOCTYPE g v l e x t a l e SYSTEM ” gvlex 1 −0.dtd”>
<g v l e x t a l e>
< t i t l e>
<narr>
<pseudo sentence ps id=”1”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
</ pseudo sentence>
</ narr>
</ t i t l e>
<expo s i t i on>
<narr>
<pseudo sentence ps id=”2”>
<time>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>e´ t a i t</word>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f o i s</word>
</ time>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>p e t i t e</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f i l l e</word>
<time>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>v i l l a g e</word>
</ time>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”> j o l i e</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>qu ’</word>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”>on</word>
<word l a r g e p o s=” Vasi3s−” sma l l pos=”aux”>euˆ t</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”>su</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<punct ptype=” semico lon ”> ;</punct>
<person pe r s i d=”2”>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re</word>
</ person>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>en</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>e´ t a i t</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”> f o l l e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”> f o l l e</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>encore</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
<pseudo sentence ps id=”3”>
<person pe r s i d=”3”>
<word l a r g e p o s=”Dd−f s−−” sma l l pos=” det ”>c e t t e</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>bonne</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>femme</word>
</ person>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”> f i t</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”> f a i r e</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<person pe r s i d=”1”>
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<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>s e y a i t</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>s i</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>bien</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>partout</word>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”>on</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msa−” sma l l pos=”pronoun”> l ’</word>
</ person>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>appe l a i t</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
</ expo s i t i on>
<t r i g g e r i n g−event>
<narr>
<pseudo sentence ps id=”4”>
<p lace>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>j our</word>
</ p lace>
<person pe r s i d=”2”>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Vapp−−−” sma l l pos=”aux”>ayant</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”>c u i t</word>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”> f a i t</word>
<word l a r g e p o s=”Sp+Da−mp−d” sma l l pos=”prep”>des</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>g a l e t t e s</word>
<punct ptype=”comma”> ,</punct>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”2”>
<pseudo sentence ps id=”5”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>va</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<word l a r g e p o s=”Rxp” sma l l pos=”adv”>comment</word>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>porte</word>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds2fss−” sma l l pos=” det ”>ta</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>car</word>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”>on</word>
<person pe r s i d=”2”>
<word l a r g e p o s=”Pp1msa−” sma l l pos=”pronoun”>m’</word>
</ person>
<word l a r g e p o s=”Vaip3s−” sma l l pos=”aux”>a</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”>d i t</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>qu ’</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>e´ t a i t</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>malade</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>porte</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>− l u i</word>
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</ person>
<enum>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>g a l e t t e</word>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Dd−ms−−” sma l l pos=” det ”>ce</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>pot</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>beurre</word>
</enum>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ t r i g g e r i n g−event>
<scene s c ene id=”1”>
<narr>
<pseudo sentence ps id=”6”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>p a r t i t</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>a u s s i t oˆ t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>a l l e r</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>chez</word>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
</ p lace>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>demeurait</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Ai−ms” sma l l pos=” adj ”>autre</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>v i l l a g e</word>
</ p lace>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<narr>
<pseudo sentence ps id=”7”>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>passant</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>bo i s</word>
</ p lace>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>rencontra</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>compe` re</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>eut</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>bien</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>env ie</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Pp3fsa−” sma l l pos=”pronoun”>l a</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>manger</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>mais</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
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</ person>
<word l a r g e p o s=”Rpn” sma l l pos=”adv”>n ’</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>osa</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>cause</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<person pe r s i d=”5”>
<word l a r g e p o s=”Di−mp−−” sma l l pos=” det ”>que lques</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>buˆ cherons</word>
</ person>
<word l a r g e p o s=”Pr−mp−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmii3p−” sma l l pos=” verb ”>e´ t a i e n t</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>f o r eˆ t</word>
</ p lace>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
<pseudo sentence ps id=”8”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>demanda</word>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>ou`</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>a l l a i t</word>
<punct ptype=” semico lon ”> ;</punct>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>pauvre</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>enfant</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Rpn” sma l l pos=”adv”>ne</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>s ava i t</word>
<word l a r g e p o s=”Rgn” sma l l pos=”adv”>pas</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>qu ’</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>dangereux</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>ar r eˆ t e r</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>e´ couter</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”9”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp1msn−” sma l l pos=”pronoun”>j e</word>
</ person>
<word l a r g e p o s=”Vmip1s−” sma l l pos=” verb ”>va i s</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
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<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>por te r</word>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>g a l e t t e</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>avec</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>pot</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>beurre</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”2”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re</word>
</ person>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>envo ie</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”10”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>demeure</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>−t−e l l e</word>
</ person>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>bien</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”> l o i n</word>
<punct ptype=” i n t e r r o g a t i o n ”>?</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”11”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”12”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=” I ” sma l l pos=” i n t e r j ”>oh</word>
<punct ptype=” exclamation ”> !</punct>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>oui</word>
<punct ptype=” rquote ”>”</punct>
<punct ptype=”comma”> ,</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”13”>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<punct ptype=”comma”> ,</punct>
</ pseudo sentence>
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</ narr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”14”>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>par</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>de l a`</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>moulin</word>
</ p lace>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>voyez</word>
<p lace>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>tout</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”> l a`−bas</word>
</ p lace>
<punct ptype=”comma”> ,</punct>
<p lace>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”> l a`−bas</word>
</ p lace>
<punct ptype=”comma”> ,</punct>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=”Ao−f s ” sma l l pos=” adj ”>premi e` re</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>maison</word>
<word l a r g e p o s=”Sp+Da−ms−d” sma l l pos=”prep”>du</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>v i l l a g e</word>
</ p lace>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”15”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=” I ” sma l l pos=” i n t e r j ”>eh</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>bien</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
<punct ptype=”comma”> ,</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”16”>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”17”>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp1msn−” sma l l pos=”pronoun”>j e</word>
</ person>
<word l a r g e p o s=”Vmip1s−” sma l l pos=” verb ”>veux</word>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>y</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>a l l e r</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>au s s i</word>
<punct ptype=” semico lon ”> ;</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp1msn−” sma l l pos=”pronoun”>j e</word>
</ person>
<person pe r s i d=”4”>
<word l a r g e p o s=”Px1ms−−” sma l l pos=”pronoun”>m’</word>
</ person>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>y</word>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>en</word>
<word l a r g e p o s=”Vmip1s−” sma l l pos=” verb ”>va i s</word>
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<word l a r g e p o s=”Sp” sma l l pos=”prep”>par</word>
<word l a r g e p o s=”Dd−ms−−” sma l l pos=” det ”>ce</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chemin</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>−c i</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp2mso−” sma l l pos=”pronoun”>t o i</word>
</ person>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>par</word>
<word l a r g e p o s=”Dd−ms−−” sma l l pos=” det ”>ce</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chemin</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>− l a`</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”6”>
<word l a r g e p o s=”Pp1mpn−” sma l l pos=”pronoun”>nous</word>
</ person>
<word l a r g e p o s=”Vmif1p−” sma l l pos=” verb ”>verrons</word>
<word l a r g e p o s=”Pr−mp−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>t oˆ t</word>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>y</word>
<word l a r g e p o s=”Vmif3s−” sma l l pos=” verb ”>s e ra</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ scene>
<scene s c ene id=”2”>
<narr>
<pseudo sentence ps id=”18”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>mit</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>c o u r i r</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Di−f s−−” sma l l pos=” det ”>toute</word>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>f o r c e</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>par</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chemin</word>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>e´ t a i t</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>court</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>p e t i t e</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f i l l e</word>
</ person>
<word l a r g e p o s=”Px3fs−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>en</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>a l l a</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>par</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chemin</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>long</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>amusant</word>
<enum>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”> c u e i l l i r</word>
<word l a r g e p o s=”Da−fp−i ” sma l l pos=” det ”>des</word>
<word l a r g e p o s=”Ncfp” sma l l pos=”noun”>n o i s e t t e s</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
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<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>c o u r i r</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>apr e` s</word>
<word l a r g e p o s=”Da−mp−i ” sma l l pos=” det ”>des</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>p a p i l l o n s</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”> f a i r e</word>
<word l a r g e p o s=”Da−mp−i ” sma l l pos=” det ”>des</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>bouquets</word>
<word l a r g e p o s=”Sp+Da−fp−d” sma l l pos=”prep”>des</word>
<word l a r g e p o s=”Afpfp” sma l l pos=” adj ”>p e t i t e s</word>
<word l a r g e p o s=”Ncfp” sma l l pos=”noun”> f l e u r s</word>
<word l a r g e p o s=”Pr−fp−−” sma l l pos=”pronoun”>qu ’</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>r e n c o n t r a i t</word>
</enum>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
<pseudo sentence ps id=”19”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<word l a r g e p o s=”Rpn” sma l l pos=”adv”>ne</word>
<word l a r g e p o s=” Vais3s−” sma l l pos=”aux”>f u t</word>
<word l a r g e p o s=”Rgn” sma l l pos=”adv”>pas</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>longtemps</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>a r r i v e r</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>maison</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
</ p lace>
<punct ptype=” semico lon ”> ;</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>heurte</word>
<punct ptype=” co lon ”> :</punct>
<word l a r g e p o s=”Npms” sma l l pos=”noun”>toc</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Npms” sma l l pos=”noun”>toc</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”3”>
<pseudo sentence ps id=”20”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<p lace>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”> l a`</word>
</ p lace>
<punct ptype=” i n t e r r o g a t i o n ”>?</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ scene>
<r e f r a i n r e f r i d=”1” occurence=”1”>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”21”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Ds2fsp−” sma l l pos=” det ”>votre</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f i l l e</word>
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<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”22”>
<punct ptype=” lpa r ”>(</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>c o n t r e f a i s a n t</word>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>voix</word>
<punct ptype=” rpar ”>)</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”23”>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpa−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>apporte</word>
<enum>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>g a l e t t e</word>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>pot</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>beurre</word>
</enum>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”2”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re</word>
</ person>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpa−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip1s−” sma l l pos=” verb ”>envo ie</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”24”>
<person pe r s i d=”3”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>bonne</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>e´ t a i t</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Ds3mss−” sma l l pos=” det ”>son</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”> l i t</word>
</ p lace>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>car</word>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
<word l a r g e p o s=”Px3fs−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmii3s−” sma l l pos=” verb ”>t r ouva i t</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>peu</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>mal</word>
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<punct ptype=”comma”> ,</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>c r i a</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”3”>
<pseudo sentence ps id=”25”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>t i r e</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>c h e v i l l e t t e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>bob inet te</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>cherra</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ r e f r a i n>
<scene s c ene id=”3”>
<narr>
<pseudo sentence ps id=”26”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<enum>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>t i r a</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>c h e v i l l e t t e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>porte</word>
<word l a r g e p o s=”Px3fs−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>ouvr i t</word>
</enum>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<narr>
<pseudo sentence ps id=”27”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>j e t a</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>sur</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>bonne</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>femme</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3fsa−” sma l l pos=”pronoun”>l a</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>de´ vora</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>moins</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Pi−ms−−” sma l l pos=”pronoun”>r i e n</word>
<punct ptype=” semico lon ”> ;</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>car</word>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”>y</word>
<word l a r g e p o s=” Vai i3s−” sma l l pos=”aux”>ava i t</word>
<word l a r g e p o s=”Rgn” sma l l pos=”adv”>plus</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Dk−mp−−” sma l l pos=” det ”>t r o i s</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>j ou r s</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>qu ’</word>
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<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<word l a r g e p o s=”Rpn” sma l l pos=”adv”>n ’</word>
<word l a r g e p o s=” Vai i3s−” sma l l pos=”aux”>ava i t</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”>mange´</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<narr>
<pseudo sentence ps id=”28”>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>en su i t e</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp3msn−” sma l l pos=”pronoun”> i l</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>ferma</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>porte</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>a l l a</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>coucher</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”> l i t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
</ p lace>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>attendant</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<time>
<word l a r g e p o s=”Di−ms−−” sma l l pos=” det ”>quelque</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>temps</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>apr e` s</word>
</ time>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>v int</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>heurte r</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>a`</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>porte</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<narr>
<pseudo sentence ps id=”29”>
<word l a r g e p o s=”Npms” sma l l pos=”noun”>toc</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Npms” sma l l pos=”noun”>toc</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”30”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<p lace>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”> l a`</word>
</ p lace>
<punct ptype=” i n t e r r o g a t i o n ”>?</punct>
<punct ptype=” rquote ”>”</punct>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
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</ spkr>
<narr>
<pseudo sentence ps id=”31”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>entend i t</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>g ro s s e</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>voix</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Sp+Da−ms−d” sma l l pos=”prep”>du</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>eut</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>peur</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>d ’ abord</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>mais</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>croyant</word>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=” Vai i3s−” sma l l pos=”aux”>e´ t a i t</word>
<word l a r g e p o s=”Vmps−sm” sma l l pos=” verb ”>enrhume´ e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>r e´ pondit</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
</ scene>
<r e f r a i n r e f r i d=”1” occurence=”2”>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”32”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Ds2fsp−” sma l l pos=” det ”>votre</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f i l l e</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>qui</word>
<word l a r g e p o s=”Pp2mpa−” sma l l pos=”pronoun”>vous</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>apporte</word>
<enum>
<word l a r g e p o s=”Da−f s−i ” sma l l pos=” det ”>une</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>g a l e t t e</word>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>pot</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>beurre</word>
</enum>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”2”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re</word>
</ person>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpa−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip1s−” sma l l pos=” verb ”>envo ie</word>
<punct ptype=” per iod ”> .</punct>
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<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”33”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>c r i a</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>adouc i s sant</word>
<word l a r g e p o s=”Da−ms−i ” sma l l pos=” det ”>un</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>peu</word>
<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>voix</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”34”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>t i r e</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>c h e v i l l e t t e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>bob inet te</word>
<word l a r g e p o s=” Afpfs ” sma l l pos=” adj ”>cherra</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ r e f r a i n>
<scene s c ene id=”4”>
<narr>
<pseudo sentence ps id=”35”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>t i r a</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>c h e v i l l e t t e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>porte</word>
<word l a r g e p o s=”Px3fs−−” sma l l pos=”pronoun”>s ’</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>ouvr i t</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
<pseudo sentence ps id=”36”>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<punct ptype=”comma”> ,</punct>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsa−” sma l l pos=”pronoun”>l a</word>
</ person>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>voyant</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>en t r e r</word>
<punct ptype=”comma”> ,</punct>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>cachant</word>
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<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”> l i t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>sous</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>couverture</word>
</ p lace>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”37”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Vmmp2s−” sma l l pos=” verb ”>mets</word>
<enum>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>g a l e t t e</word>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>pot</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>beurre</word>
</enum>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>sur</word>
<word l a r g e p o s=”Da−f s−d” sma l l pos=” det ”>l a</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>huche</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Vmmp2s−” sma l l pos=” verb ”>v i ens</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp2msd−” sma l l pos=”pronoun”>te</word>
</ person>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>coucher</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>avec</word>
<person pe r s i d=”4”>
<word l a r g e p o s=”Pp1mso−” sma l l pos=”pronoun”>moi</word>
</ person>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<narr>
<pseudo sentence ps id=”38”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>de´ s h a b i l l e</word>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>va</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
</ person>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>mettre</word>
<p lace>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>dans</word>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”> l i t</word>
</ p lace>
<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Pr−ms−−” sma l l pos=”pronoun”>ou`</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<word l a r g e p o s=” Vais3s−” sma l l pos=”aux”>f u t</word>
<word l a r g e p o s=”Rgp” sma l l pos=”adv”>bien</word>
<word l a r g e p o s=”Vmps−s f ” sma l l pos=” verb ”>e´ tonn e´ e</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<word l a r g e p o s=”Rxp” sma l l pos=”adv”>comment</word>
<person pe r s i d=”3”>
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<word l a r g e p o s=” Ds3fss−” sma l l pos=” det ”>sa</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=” Vai i3s−” sma l l pos=”aux”>e´ t a i t</word>
<word l a r g e p o s=”Vmps−s f ” sma l l pos=” verb ”> f a i t e</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Ds3mss−” sma l l pos=” det ”>son</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>de´ s h a b i l l e´</word>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
<narr>
<pseudo sentence ps id=”39”>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsn−” sma l l pos=”pronoun”>e l l e</word>
</ person>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp3msd−” sma l l pos=”pronoun”> l u i</word>
</ person>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>d i t</word>
<punct ptype=” co lon ”> :</punct>
</ pseudo sentence>
</ narr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”40”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>avez</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Afpmp” sma l l pos=” adj ”>grands</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>bras</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”41”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>mieux</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp2msa−” sma l l pos=”pronoun”>t ’</word>
</ person>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>embrasser</word>
<person pe r s i d=”1”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”> f i l l e</word>
</ person>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”42”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>avez</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Afpfp” sma l l pos=” adj ”>grandes</word>
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<word l a r g e p o s=”Ncfp” sma l l pos=”noun”>jambes</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”43”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>mieux</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>c o u r i r</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Ds1mss−” sma l l pos=” det ”>mon</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>enfant</word>
</ person>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”44”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>avez</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Afpfp” sma l l pos=” adj ”>grandes</word>
<word l a r g e p o s=”Ncfp” sma l l pos=”noun”>o r e i l l e s</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”45”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>mieux</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>e´ couter</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Ds1mss−” sma l l pos=” det ”>mon</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>enfant</word>
</ person>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”46”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”3”>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>avez</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Afpmp” sma l l pos=” adj ”>grands</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>yeux</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
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</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”47”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<word l a r g e p o s=”Rgc” sma l l pos=”adv”>mieux</word>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>vo i r</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Ds1mss−” sma l l pos=” det ”>mon</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>enfant</word>
</ person>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”1”>
<pseudo sentence ps id=”48”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<person pe r s i d=”3”>
<word l a r g e p o s=” Ds1fss−” sma l l pos=” det ”>ma</word>
<word l a r g e p o s=” Ncfs ” sma l l pos=”noun”>me` re−grand</word>
</ person>
<word l a r g e p o s=”Cs” sma l l pos=” conj ”>que</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp2mpn−” sma l l pos=”pronoun”>vous</word>
</ person>
<word l a r g e p o s=”Vmip2p−” sma l l pos=” verb ”>avez</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>de</word>
<word l a r g e p o s=”Afpfp” sma l l pos=” adj ”>grandes</word>
<word l a r g e p o s=”Ncfp” sma l l pos=”noun”>dents</word>
<punct ptype=” exclamation ”> !</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
<spkr pe r s i d=”4”>
<pseudo sentence ps id=”49”>
<punct ptype=”dash”>−</punct>
<punct ptype=” lquote ”>”</punct>
<word l a r g e p o s=”Pd−ms−−” sma l l pos=”pronoun”>c ’</word>
<word l a r g e p o s=”Vmip3s−” sma l l pos=” verb ”>e s t</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>pour</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp2msd−” sma l l pos=”pronoun”>te</word>
</ person>
<word l a r g e p o s=”Vmn−−−−” sma l l pos=” verb ”>manger</word>
<punct ptype=” per iod ”> .</punct>
<punct ptype=” rquote ”>”</punct>
</ pseudo sentence>
</ spkr>
</ scene>
<ep i l ogue>
<narr>
<pseudo sentence ps id=”50”>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>en</word>
<word l a r g e p o s=”Vmpp−−−” sma l l pos=” verb ”>d i sant</word>
<word l a r g e p o s=”Dd−mp−−” sma l l pos=” det ”>ces</word>
<word l a r g e p o s=”Ncmp” sma l l pos=”noun”>mots</word>
<punct ptype=”comma”> ,</punct>
<person pe r s i d=”4”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>me´ chant</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>loup</word>
</ person>
<enum>
<word l a r g e p o s=”Px3ms−−” sma l l pos=”pronoun”>se</word>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>j e t a</word>
<word l a r g e p o s=”Sp” sma l l pos=”prep”>sur</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Da−ms−d” sma l l pos=” det ”> l e</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>p e t i t</word>
<word l a r g e p o s=”Ncms” sma l l pos=”noun”>chaperon</word>
<word l a r g e p o s=”Afpms” sma l l pos=” adj ”>rouge</word>
</ person>
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<punct ptype=”comma”> ,</punct>
<word l a r g e p o s=”Cc” sma l l pos=” conj ”>et</word>
<person pe r s i d=”1”>
<word l a r g e p o s=”Pp3fsa−” sma l l pos=”pronoun”>l a</word>
</ person>
<word l a r g e p o s=”Vmis3s−” sma l l pos=” verb ”>mangea</word>
</enum>
<punct ptype=” per iod ”> .</punct>
</ pseudo sentence>
</ narr>
</ ep i l ogue>
</ g v l e x t a l e>
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Annexe C
Mode´lisation CRF des tours de parole
Cette annexe fournit le de´tail des caracte´ristiques des donne´es ayant permis d’obtenir les
meilleurs re´sultats sur la tache de segmentation en tours de parole base´e sur des CRF de´taille´e
dans la section 3.3.
C.1 Donne´es d’entre´e
Le meilleur ensemble de descripteurs utilise´ pour la tache de segmentation en tours de parole
consiste a` conside´rer des observations a` 13 dimensions. La premie`re dimension correspond
au texte brut, les neuf suivantes correspondent aux parties du discours obtenues a` l’aide du
syste`me (Allauzen and Bonneau-Maynard, 2008) se´pare´es en descripteurs atomiques, les suivantes
correspondent a` la pre´sence de majuscule, a` la partie du discours obtenue a` l’aide de TreeTagger
(Stein and Schmid, 1995), et la dernie`re correspond a` la distinction mot/signe de ponctuation.
Le dernier champ correspond a` l’annotation attendue. L’utilisation de ces descripteurs est illustre´
sur le conte “Le petit chaperon rouge”, de´taille´ ci-dessous.
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
\n\n − − − − − − − − − Min − punctuation INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
e´ t a i t V Vm V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vmii3s− Min VER: impf pos INSIDE narr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE narr
f o i s N Nc Nfs f o i s f o i s f o i s f o i s f o i s Ncfs Min NOM pos INSIDE narr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE narr
p e t i t e A Af Afs Ap p e t i t e p e t i t e p e t i t e p e t i t e Afpfs Min ADJ pos INSIDE narr
f i l l e N Nc Nfs f i l l e f i l l e f i l l e f i l l e f i l l e Ncfs Min NOM pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
v i l l a g e N Nc Nms v i l l a g e v i l l a g e v i l l a g e v i l l a g e v i l l a g e Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
p lus R Rg Rc plus p lus p lus p lus p lus Rgc Min ADV pos INSIDE narr
j o l i e A Af Afs Ap j o l i e j o l i e j o l i e j o l i e Afpfs Min ADJ pos INSIDE narr
qu ’ C Cs qu ’ qu ’ qu ’ qu ’ qu ’ qu ’ Cs Min PRO:REL pos INSIDE narr
on P Pp P3ms on P− on Pn on Pp3msn− Min PRO:PER pos INSIDE narr
euˆ t V Va V3−s euˆ t euˆ t Vsi euˆ t euˆ t Vasi3s− Min VER: subi pos INSIDE narr
su V Vm V−ms su su Vps su su Vmps−sm Min VER: pper pos INSIDE narr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE narr
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; F ; ; ; ; ; ; ; F Min PUN punctuation INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re N Nc Nfs me` re me` re me` re me` re me` re Ncfs Min NOM pos INSIDE narr
en P Pp P3ms en P− en Pd en Pp3msd− Min PRO:PER pos INSIDE narr
e´ t a i t V Vm V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vmii3s− Min VER: impf pos INSIDE narr
f o l l e A Af Afs Ap f o l l e f o l l e f o l l e f o l l e Afpfs Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
p lus R Rg Rc plus p lus p lus p lus p lus Rgc Min ADV pos INSIDE narr
f o l l e A Af Afs Ap f o l l e f o l l e f o l l e f o l l e Afpfs Min ADJ pos INSIDE narr
encore R Rg Rp encore encore encore encore encore Rgp Min ADV pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
c e t t e D Dd D−f s c e t t e D− c e t t e c e t t e D− Dd−f s−− Min PRO:DEM pos INSIDE narr
bonne A Af Afs Ap bonne bonne bonne bonne Afpfs Min ADJ pos INSIDE narr
femme N Nc Nfs femme femme femme femme femme Ncfs Min NOM pos INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
f i t V Vm V3−s f i t f i t Vis f i t f i t Vmis3s− Min VER: simp pos INSIDE narr
f a i r e V Vm V−−− f a i r e f a i r e Vn− f a i r e f a i r e Vmn−−−− Min VER: i n f i pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
s e y a i t V Vm V3−s s e y a i t s e y a i t Vip s e y a i t s e y a i t Vmip3s− Min VER: impf pos INSIDE narr
s i R Rg Rp s i s i s i s i s i Rgp Min ADV pos INSIDE narr
bien R Rg Rp bien bien bien bien bien Rgp Min ADV pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
que C Cs que que que que que que Cs Min PRO:REL pos INSIDE narr
partout R Rg Rp partout partout partout partout partout Rgp Min ADV pos INSIDE narr
on P Pp P3ms on P− on Pn on Pp3msn− Min PRO:PER pos INSIDE narr
l ’ P Pp P3ms l ’ P− l ’ Pa l ’ Pp3msa− Min PRO:PER pos INSIDE narr
appe l a i t V Vm V3−s appe l a i t appe l a i t Vi i appe l a i t appe l a i t Vmii3s− Min VER: impf pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n\n − − − − − − − − − Min − punctuation INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
jour N Nc Nms jour jour jour jour jour Ncms Min NOM pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re N Nc Nfs me` re me` re me` re me` re me` re Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
ayant V Va V−−− ayant ayant Vpp ayant ayant Vapp−−− Min VER: ppre pos INSIDE narr
c u i t V Vm V−ms cu i t cu i t Vps c u i t c u i t Vmps−sm Min ADJ pos INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
f a i t V Vm V−ms f a i t f a i t Vps f a i t f a i t Vmps−sm Min VER: pper pos INSIDE narr
des S+D Sp+Da des+D−mp des+des des+D− des+des des+des des+Dd Sp+Da−mp−d Min PRP: det pos INSIDE narr
g a l e t t e s N Nc Nmp g a l e t t e s g a l e t t e s g a l e t t e s g a l e t t e s g a l e t t e s Ncmp Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
va V Vm V3−s va va Vip va va Vmip3s− Min VER: pres pos INSIDE spkr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE spkr
comment R Rx Rp comment comment comment comment comment Rxp Min ADV pos INSIDE spkr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE spkr
porte V Vm V3−s porte porte Vip porte porte Vmip3s− Min VER: pres pos INSIDE spkr
ta D Ds D2fs ta Ds ta ta D− Ds2fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
car C Cc car car car car car car Cc Min KON pos INSIDE spkr
on P Pp P3ms on P− on Pn on Pp3msn− Min PRO:PER pos INSIDE spkr
m’ P Pp P1ms m’ P− m’ Pa m’ Pp1msa− Min PRO:PER pos INSIDE spkr
a V Va V3−s a a Vip a a Vaip3s− Min VER: pres pos INSIDE spkr
d i t V Vm V−ms d i t d i t Vps d i t d i t Vmps−sm Min VER: pper pos INSIDE spkr
qu ’ C Cs qu ’ qu ’ qu ’ qu ’ qu ’ qu ’ Cs Min KON pos INSIDE spkr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE spkr
e´ t a i t V Vm V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vmii3s− Min VER: impf pos INSIDE spkr
malade A Af Ams Ap malade malade malade malade Afpms Min ADJ pos INSIDE spkr
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, F , , , , , , , F Min PUN punctuation INSIDE spkr
porte V Vm V3−s porte porte Vip porte porte Vmip3s− Min VER: pres pos INSIDE spkr
− l u i P Pp P3ms − l u i P− − l u i Pd − l u i Pp3msd− Min PRO:PER pos INSIDE spkr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE spkr
g a l e t t e N Nc Nfs g a l e t t e g a l e t t e g a l e t t e g a l e t t e g a l e t t e Ncfs Min NOM pos INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
ce D Dd D−ms ce D− ce ce D− Dd−ms−− Min PRO:DEM pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
pot N Nc Nms pot pot pot pot pot Ncms Min NOM pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
beurre N Nc Nms beurre beurre beurre beurre beurre Ncms Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
p a r t i t V Vm V3−s p a r t i t p a r t i t Vis p a r t i t p a r t i t Vmis3s− Min VER: simp pos INSIDE narr
a u s s i t oˆ t R Rg Rp a u s s i t oˆ t a u s s i t oˆ t a u s s i t oˆ t a u s s i t oˆ t a u s s i t oˆ t Rgp Min ADV pos INSIDE narr
pour S Sp pour pour pour pour pour pour Sp Min PRP pos INSIDE narr
a l l e r V Vm V−−− a l l e r a l l e r Vn− a l l e r a l l e r Vmn−−−− Min VER: i n f i pos INSIDE narr
chez S Sp chez chez chez chez chez chez Sp Min PRP pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
demeurait V Vm V3−s demeurait demeurait Vi i demeurait demeurait Vmii3s− Min VER: impf pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
autre A Ai Ams A− autre autre autre autre Ai−ms Min ADJ pos INSIDE narr
v i l l a g e N Nc Nms v i l l a g e v i l l a g e v i l l a g e v i l l a g e v i l l a g e Ncms Min NOM pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
en S Sp en en en en en en Sp Min PRO:PER pos INSIDE narr
passant V Vm V−−− passant passant Vpp passant passant Vmpp−−− Min VER: ppre pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
bo i s N Nc Nms bo i s bo i s bo i s bo i s bo i s Ncms Min NOM pos INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
rencontra V Vm V3−s rencontra rencontra Vis rencontra rencontra Vmis3s− Min VER: simp pos INSIDE narr
compe` re N Nc Nms compe` re compe` re compe` re compe` re compe` re Ncms Min NOM pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
eut V Vm V3−s eut eut Vis eut eut Vmis3s− Min VER: simp pos INSIDE narr
bien R Rg Rp bien bien bien bien bien Rgp Min ADV pos INSIDE narr
env ie N Nc Nfs env ie env ie env ie env ie env ie Ncfs Min NOM pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
l a P Pp P3fs l a P− l a Pa l a Pp3fsa− Min DET:ART pos INSIDE narr
manger V Vm V−−− manger manger Vn− manger manger Vmn−−−− Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
mais C Cc mais mais mais mais mais mais Cc Min KON pos INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
n ’ R Rp Rn n ’ n ’ n ’ n ’ n ’ Rpn Min ADV pos INSIDE narr
osa V Vm V3−s osa osa Vis osa osa Vmis3s− Min VER: simp pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
cause N Nc Nfs cause cause cause cause cause Ncfs Min NOM pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
que lques D Di D−mp quelques D− que lques que lques D− Di−mp−− Min PRO: IND pos INSIDE narr
buˆ cherons N Nc Nmp buˆ cherons buˆ cherons buˆ cherons buˆ cherons buˆ cherons Ncmp Min NOM pos INSIDE narr
qui P Pr P−mp qui P− qui P− qui Pr−mp−− Min PRO:REL pos INSIDE narr
e´ t a i e n t V Vm V3−p e´ t a i e n t e´ t a i e n t Vi i e´ t a i e n t e´ t a i e n t Vmii3p− Min VER: impf pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
f o r eˆ t N Nc Nfs f o r eˆ t f o r eˆ t f o r eˆ t f o r eˆ t f o r eˆ t Ncfs Min NOM pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
demanda V Vm V3−s demanda demanda Vis demanda demanda Vmis3s− Min VER: simp pos INSIDE narr
ou` P Pr P−ms ou` P− ou` P− ou` Pr−ms−− Min PRO:REL pos INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
a l l a i t V Vm V3−s a l l a i t a l l a i t Vi i a l l a i t a l l a i t Vmii3s− Min VER: impf pos INSIDE narr
; F ; ; ; ; ; ; ; F Min PUN punctuation INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
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pauvre A Af Afs Ap pauvre pauvre pauvre pauvre Afpfs Min ADJ pos INSIDE narr
enfant N Nc Nfs enfant enfant enfant enfant enfant Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
ne R Rp Rn ne ne ne ne ne Rpn Min ADV pos INSIDE narr
s ava i t V Vm V3−s s ava i t s ava i t Vi i s ava i t s ava i t Vmii3s− Min VER: impf pos INSIDE narr
pas R Rg Rn pas pas pas pas pas Rgn Min ADV pos INSIDE narr
qu ’ C Cs qu ’ qu ’ qu ’ qu ’ qu ’ qu ’ Cs Min KON pos INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE narr
dangereux A Af Ams Ap dangereux dangereux dangereux dangereux Afpms Min ADJ pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
s ’ P Px P3ms s ’ P− s ’ P− s ’ Px3ms−− Min PRO:PER pos INSIDE narr
ar r eˆ t e r V Vm V−−− ar r eˆ t e r a r r eˆ t e r Vn− ar r eˆ t e r a r r eˆ t e r Vmn−−−− Min VER: i n f i pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
e´ couter V Vm V−−− e´ couter e´ couter Vn− e´ couter e´ couter Vmn−−−− Min VER: i n f i pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
j e P Pp P1ms j e P− j e Pn j e Pp1msn− Min PRO:PER pos INSIDE spkr
va i s V Vm V1−s va i s va i s Vip va i s va i s Vmip1s− Min VER: pres pos INSIDE spkr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE spkr
por t e r V Vm V−−− por te r por t e r Vn− por te r por t e r Vmn−−−− Min VER: i n f i pos INSIDE spkr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE spkr
g a l e t t e N Nc Nfs g a l e t t e g a l e t t e g a l e t t e g a l e t t e g a l e t t e Ncfs Min NOM pos INSIDE spkr
avec S Sp avec avec avec avec avec avec Sp Min PRP pos INSIDE spkr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
pot N Nc Nms pot pot pot pot pot Ncms Min NOM pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
beurre N Nc Nms beurre beurre beurre beurre beurre Ncms Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re N Nc Nfs me` re me` re me` re me` re me` re Ncfs Min NOM pos INSIDE spkr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE spkr
envo ie V Vm V3−s envo ie envo ie Vip envoie envo ie Vmip3s− Min VER: pres pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
demeure V Vm V3−s demeure demeure Vip demeure demeure Vmip3s− Min VER: pres pos INSIDE spkr
−t−e l l e P Pp P3fs −t−e l l e P− −t−e l l e Pn −t−e l l e Pp3fsn− Min PRO:PER pos INSIDE spkr
bien R Rg Rp bien bien bien bien bien Rgp Min ADV pos INSIDE spkr
l o i n R Rg Rp l o i n l o i n l o i n l o i n l o i n Rgp Min ADV pos INSIDE spkr
? F ? ? ? ? ? ? ? F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos BEGIN narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
oh I oh oh oh oh oh oh oh I Min INT pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
oui R Rg Rp oui oui oui oui oui Rgp Min INT pos INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos BEGIN narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation BEGIN spkr
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c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
par S Sp par par par par par par Sp Min PRP pos INSIDE spkr
de l a` R Rg Rp de l a` de l a` de l a` de l a` de l a` Rgp Min ADV pos INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE spkr
moulin N Nc Nms moulin moulin moulin moulin moulin Ncms Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min PRO:REL pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
voyez V Vm V2−p voyez voyez Vip voyez voyez Vmip2p− Min VER: pres pos INSIDE spkr
tout R Rg Rp tout tout tout tout tout Rgp Min ADV pos INSIDE spkr
l a`−bas R Rg Rp l a`−bas l a`−bas l a`−bas l a`−bas l a`−bas Rgp Min ADV pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
l a`−bas R Rg Rp l a`−bas l a`−bas l a`−bas l a`−bas l a`−bas Rgp Min ADV pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
premi e` re A Ao Afs A− premi e` re premi e` re premi e` re premi e` re Ao−f s Min NUM pos INSIDE spkr
maison N Nc Nfs maison maison maison maison maison Ncfs Min NOM pos INSIDE spkr
du S+D Sp+Da du+D−ms du+du du+D− du+du du+du du+Dd Sp+Da−ms−d Min PRP: det pos INSIDE spkr
v i l l a g e N Nc Nms v i l l a g e v i l l a g e v i l l a g e v i l l a g e v i l l a g e Ncms Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
eh I eh eh eh eh eh eh eh I Min INT pos INSIDE spkr
bien R Rg Rp bien bien bien bien bien Rgp Min ADV pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos BEGIN narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation BEGIN spkr
j e P Pp P1ms j e P− j e Pn j e Pp1msn− Min PRO:PER pos INSIDE spkr
veux V Vm V1−s veux veux Vip veux veux Vmip1s− Min VER: pres pos INSIDE spkr
y P Pp P3ms y P− y Pd y Pp3msd− Min PRO:PER pos INSIDE spkr
a l l e r V Vm V−−− a l l e r a l l e r Vn− a l l e r a l l e r Vmn−−−− Min VER: i n f i pos INSIDE spkr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE spkr
au s s i R Rg Rp au s s i au s s i a u s s i a u s s i au s s i Rgp Min ADV pos INSIDE spkr
; F ; ; ; ; ; ; ; F Min PUN punctuation INSIDE spkr
j e P Pp P1ms j e P− j e Pn j e Pp1msn− Min PRO:PER pos INSIDE spkr
m’ P Px P1ms m’ P− m’ P− m’ Px1ms−− Min PRO:PER pos INSIDE spkr
y P Pp P3ms y P− y Pd y Pp3msd− Min PRO:PER pos INSIDE spkr
en P Pp P3ms en P− en Pd en Pp3msd− Min PRO:PER pos INSIDE spkr
va i s V Vm V1−s va i s va i s Vip va i s va i s Vmip1s− Min VER: pres pos INSIDE spkr
par S Sp par par par par par par Sp Min PRP pos INSIDE spkr
ce D Dd D−ms ce D− ce ce D− Dd−ms−− Min PRO:DEM pos INSIDE spkr
chemin N Nc Nms chemin chemin chemin chemin chemin Ncms Min NOM pos INSIDE spkr
−c i R Rg Rp −c i −c i −c i −c i −c i Rgp Min ADV pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
t o i P Pp P2ms t o i P− t o i Po t o i Pp2mso− Min PRO:PER pos INSIDE spkr
par S Sp par par par par par par Sp Min PRP pos INSIDE spkr
ce D Dd D−ms ce D− ce ce D− Dd−ms−− Min PRO:DEM pos INSIDE spkr
chemin N Nc Nms chemin chemin chemin chemin chemin Ncms Min NOM pos INSIDE spkr
− l a` R Rg Rp − l a` − l a` − l a` − l a` − l a` Rgp Min ADV pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
nous P Pp P1mp nous P− nous Pn nous Pp1mpn− Min PRO:PER pos INSIDE spkr
verrons V Vm V1−p verrons verrons Vi f ver rons verrons Vmif1p− Min VER: futu pos INSIDE spkr
qui P Pr P−mp qui P− qui P− qui Pr−mp−− Min PRO:REL pos INSIDE spkr
p lus R Rg Rc plus p lus p lus p lus p lus Rgc Min ADV pos INSIDE spkr
t oˆ t R Rg Rp t oˆ t t oˆ t t oˆ t t oˆ t t oˆ t Rgp Min ADV pos INSIDE spkr
y P Pp P3ms y P− y Pd y Pp3msd− Min PRO:PER pos INSIDE spkr
s e ra V Vm V3−s s e ra s e ra Vi f s e ra s e ra Vmif3s− Min VER: futu pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
mit V Vm V3−s mit mit Vis mit mit Vmis3s− Min VER: simp pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
c o u r i r V Vm V−−− c o u r i r c o u r i r Vn− c o u r i r c o u r i r Vmn−−−− Min VER: i n f i pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
toute D Di D−f s toute D− toute toute D− Di−f s−− Min PRO: IND pos INSIDE narr
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sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
f o r c e N Nc Nfs f o r c e f o r c e f o r c e f o r c e f o r c e Ncfs Min NOM pos INSIDE narr
par S Sp par par par par par par Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
chemin N Nc Nms chemin chemin chemin chemin chemin Ncms Min NOM pos INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
e´ t a i t V Vm V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vmii3s− Min VER: impf pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p lus R Rg Rc plus p lus p lus p lus p lus Rgc Min ADV pos INSIDE narr
court A Af Ams Ap court court court court Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
p e t i t e A Af Afs Ap p e t i t e p e t i t e p e t i t e p e t i t e Afpfs Min ADJ pos INSIDE narr
f i l l e N Nc Nfs f i l l e f i l l e f i l l e f i l l e f i l l e Ncfs Min NOM pos INSIDE narr
s ’ P Px P3fs s ’ P− s ’ P− s ’ Px3fs−− Min PRO:PER pos INSIDE narr
en P Pp P3ms en P− en Pd en Pp3msd− Min PRO:PER pos INSIDE narr
a l l a V Vm V3−s a l l a a l l a Vis a l l a a l l a Vmis3s− Min VER: simp pos INSIDE narr
par S Sp par par par par par par Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
chemin N Nc Nms chemin chemin chemin chemin chemin Ncms Min NOM pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p lus R Rg Rc plus p lus p lus p lus p lus Rgc Min ADV pos INSIDE narr
long A Af Ams Ap long long long long Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
s ’ P Px P3ms s ’ P− s ’ P− s ’ Px3ms−− Min PRO:PER pos INSIDE narr
amusant V Vm V−−− amusant amusant Vpp amusant amusant Vmpp−−− Min VER: ppre pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
c u e i l l i r V Vm V−−− c u e i l l i r c u e i l l i r Vn− c u e i l l i r c u e i l l i r Vmn−−−− Min VER: i n f i pos INSIDE narr
des D Da D−fp des D− des des Di Da−fp−i Min PRP: det pos INSIDE narr
n o i s e t t e s N Nc Nfp n o i s e t t e s n o i s e t t e s n o i s e t t e s n o i s e t t e s n o i s e t t e s Ncfp Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
c o u r i r V Vm V−−− c o u r i r c o u r i r Vn− c o u r i r c o u r i r Vmn−−−− Min VER: i n f i pos INSIDE narr
apr e` s S Sp apr e` s apr e` s apr e` s apr e` s apr e` s apr e` s Sp Min PRP pos INSIDE narr
des D Da D−mp des D− des des Di Da−mp−i Min PRP: det pos INSIDE narr
p a p i l l o n s N Nc Nmp p a p i l l o n s p a p i l l o n s p a p i l l o n s p a p i l l o n s p a p i l l o n s Ncmp Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
f a i r e V Vm V−−− f a i r e f a i r e Vn− f a i r e f a i r e Vmn−−−− Min VER: i n f i pos INSIDE narr
des D Da D−mp des D− des des Di Da−mp−i Min PRP: det pos INSIDE narr
bouquets N Nc Nmp bouquets bouquets bouquets bouquets bouquets Ncmp Min NOM pos INSIDE narr
des S+D Sp+Da des+D−fp des+des des+D− des+des des+des des+Dd Sp+Da−fp−d Min PRP: det pos INSIDE narr
p e t i t e s A Af Afp Ap p e t i t e s p e t i t e s p e t i t e s p e t i t e s Afpfp Min ADJ pos INSIDE narr
f l e u r s N Nc Nfp f l e u r s f l e u r s f l e u r s f l e u r s f l e u r s Ncfp Min NOM pos INSIDE narr
qu ’ P Pr P−fp qu ’ P− qu ’ P− qu ’ Pr−fp−− Min PRO:REL pos INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
r e n c o n t r a i t V Vm V3−s r e n c o n t r a i t r e n c o n t r a i t Vi i r e n c o n t r a i t r e n c o n t r a i t Vmii3s− Min VER: impf pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n\n − − − − − − − − − Min − punctuation INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
ne R Rp Rn ne ne ne ne ne Rpn Min ADV pos INSIDE narr
fu t V Va V3−s fu t fu t Vis fu t fu t Vais3s− Min VER: simp pos INSIDE narr
pas R Rg Rn pas pas pas pas pas Rgn Min ADV pos INSIDE narr
longtemps R Rg Rp longtemps longtemps longtemps longtemps longtemps Rgp Min ADV pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
a r r i v e r V Vm V−−− a r r i v e r a r r i v e r Vn− a r r i v e r a r r i v e r Vmn−−−− Min VER: i n f i pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
maison N Nc Nfs maison maison maison maison maison Ncfs Min NOM pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
; F ; ; ; ; ; ; ; F Min PUN punctuation INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
heurte V Vm V3−s heurte heurte Vip heurte heurte Vmip3s− Min VER: pres pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
toc N Np Nms toc toc toc toc toc Npms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
toc N Np Nms toc toc toc toc toc Npms Min INT pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
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l a` R Rg Rp l a` l a` l a` l a` l a` Rgp Min ADV pos INSIDE spkr
? F ? ? ? ? ? ? ? F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
votre D Ds D2fs votre Dp votre votre D− Ds2fsp− Min DET:POS pos INSIDE spkr
f i l l e N Nc Nfs f i l l e f i l l e f i l l e f i l l e f i l l e Ncfs Min NOM pos INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE spkr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
( F ( ( ( ( ( ( ( F Min PUN punctuation BEGIN narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
en S Sp en en en en en en Sp Min PRO:PER pos INSIDE narr
c o n t r e f a i s a n t V Vm V−−− c o n t r e f a i s a n t c o n t r e f a i s a n t Vn− c o n t r e f a i s a n t c o n t r e f a i s a n t Vmn−−−− Min VER: ppre pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
voix N Nc Nfs voix voix voix voix voix Ncfs Min NOM pos INSIDE narr
) F ) ) ) ) ) ) ) F Min PUN punctuation INSIDE narr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation BEGIN spkr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE spkr
vous P Pp P2mp vous P− vous Pa vous Pp2mpa− Min PRO:PER pos INSIDE spkr
apporte V Vm V3−s apporte apporte Vip apporte apporte Vmip3s− Min VER: pres pos INSIDE spkr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE spkr
g a l e t t e N Nc Nfs g a l e t t e g a l e t t e g a l e t t e g a l e t t e g a l e t t e Ncfs Min NOM pos INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
pot N Nc Nms pot pot pot pot pot Ncms Min NOM pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
beurre N Nc Nms beurre beurre beurre beurre beurre Ncms Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re N Nc Nfs me` re me` re me` re me` re me` re Ncfs Min NOM pos INSIDE spkr
vous P Pp P2mp vous P− vous Pa vous Pp2mpa− Min PRO:PER pos INSIDE spkr
envo ie V Vm V1−s envo ie envo ie Vip envoie envo ie Vmip1s− Min VER: pres pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos BEGIN narr
bonne A Af Afs Ap bonne bonne bonne bonne Afpfs Min ADJ pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
e´ t a i t V Vm V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vmii3s− Min VER: impf pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
son D Ds D3ms son Ds son son D− Ds3mss− Min DET:POS pos INSIDE narr
l i t N Nc Nms l i t l i t l i t l i t l i t Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
car C Cc car car car car car car Cc Min KON pos INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
se P Px P3fs se P− se P− se Px3fs−− Min PRO:PER pos INSIDE narr
t r ouva i t V Vm V3−s t r ouva i t t r ouva i t Vi i t r ouva i t t r ouva i t Vmii3s− Min VER: impf pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
peu R Rg Rp peu peu peu peu peu Rgp Min ADV pos INSIDE narr
mal R Rg Rp mal mal mal mal mal Rgp Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
c r i a V Vm V3−s c r i a c r i a Vis c r i a c r i a Vmis3s− Min VER: simp pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
t i r e V Vm V3−s t i r e t i r e Vip t i r e t i r e Vmip3s− Min VER: pres pos INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
c h e v i l l e t t e N Nc Nfs c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e Ncfs Min NOM pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
bob inet te N Nc Nfs bob inet te bob inet te bob inet te bob inet te bob inet te Ncfs Min NOM pos INSIDE spkr
cherra A Af Afs Ap cherra cherra cherra cherra Afpfs Min VER: simp pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
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\n\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
t i r a V Vm V3−s t i r a t i r a Vis t i r a t i r a Vmis3s− Min VER: simp pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
c h e v i l l e t t e N Nc Nfs c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
porte N Nc Nfs porte porte porte porte porte Ncfs Min NOM pos INSIDE narr
s ’ P Px P3fs s ’ P− s ’ P− s ’ Px3fs−− Min PRO:PER pos INSIDE narr
ouvr i t V Vm V3−s ouvr i t ouvr i t Vis ouvr i t ouvr i t Vmis3s− Min VER: simp pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
j e t a V Vm V3−s j e t a j e t a Vis j e t a j e t a Vmis3s− Min VER: simp pos INSIDE narr
sur S Sp sur sur sur sur sur sur Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
bonne A Af Afs Ap bonne bonne bonne bonne Afpfs Min ADJ pos INSIDE narr
femme N Nc Nfs femme femme femme femme femme Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
l a P Pp P3fs l a P− l a Pa l a Pp3fsa− Min PRO:PER pos INSIDE narr
de´ vora V Vm V3−s de´ vora de´ vora Vis de´ vora de´ vora Vmis3s− Min VER: simp pos INSIDE narr
en S Sp en en en en en en Sp Min PRP pos INSIDE narr
moins N Nc Nms moins moins moins moins moins Ncms Min ADV pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
r i e n P Pi P−ms r i en P− r i e n P− r i e n Pi−ms−− Min NOM pos INSIDE narr
; F ; ; ; ; ; ; ; F Min PUN punctuation INSIDE narr
car C Cc car car car car car car Cc Min KON pos INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
y P Pp P3ms y P− y Pd y Pp3msd− Min PRO:PER pos INSIDE narr
ava i t V Va V3−s ava i t ava i t Vi i ava i t ava i t Vai i3s− Min VER: impf pos INSIDE narr
p lus R Rg Rn plus p lus p lus p lus p lus Rgn Min ADV pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
t r o i s D Dk D−mp t r o i s D− t r o i s t r o i s D− Dk−mp−− Min NUM pos INSIDE narr
j ou r s N Nc Nmp jou r s j ou r s j ou r s j ou r s j ou r s Ncmp Min NOM pos INSIDE narr
qu ’ C Cs qu ’ qu ’ qu ’ qu ’ qu ’ qu ’ Cs Min KON pos INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
n ’ R Rp Rn n ’ n ’ n ’ n ’ n ’ Rpn Min ADV pos INSIDE narr
ava i t V Va V3−s ava i t ava i t Vi i ava i t ava i t Vai i3s− Min VER: impf pos INSIDE narr
mange´ V Vm V−ms mange´ mange´ Vps mange´ mange´ Vmps−sm Min VER: pper pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
en su i t e R Rg Rp ensu i t e en su i t e en su i t e en su i t e en su i t e Rgp Min ADV pos INSIDE narr
i l P Pp P3ms i l P− i l Pn i l Pp3msn− Min PRO:PER pos INSIDE narr
ferma V Vm V3−s ferma ferma Vis ferma ferma Vmis3s− Min VER: simp pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
porte N Nc Nfs porte porte porte porte porte Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
s ’ P Px P3ms s ’ P− s ’ P− s ’ Px3ms−− Min PRO:PER pos INSIDE narr
a l l a V Vm V3−s a l l a a l l a Vis a l l a a l l a Vmis3s− Min VER: simp pos INSIDE narr
coucher V Vm V−−− coucher coucher Vn− coucher coucher Vmn−−−− Min VER: i n f i pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
l i t N Nc Nms l i t l i t l i t l i t l i t Ncms Min NOM pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
en S Sp en en en en en en Sp Min PRP pos INSIDE narr
attendant V Vm V−−− attendant attendant Vpp attendant attendant Vmpp−−− Min VER: ppre pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
quelque D Di D−ms quelque D− quelque quelque D− Di−ms−− Min PRO: IND pos INSIDE narr
temps N Nc Nms temps temps temps temps temps Ncms Min NOM pos INSIDE narr
apr e` s S Sp apr e` s apr e` s apr e` s apr e` s apr e` s apr e` s Sp Min KON pos INSIDE narr
v int V Vm V3−s v int v int Vis v int v int Vmis3s− Min VER: simp pos INSIDE narr
heurte r V Vm V−−− heurte r heur te r Vn− heurte r heur te r Vmn−−−− Min VER: i n f i pos INSIDE narr
a` S Sp a` a` a` a` a` a` Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
porte N Nc Nfs porte porte porte porte porte Ncfs Min NOM pos INSIDE narr
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. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
toc N Np Nms toc toc toc toc toc Npms Min INT pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
toc N Np Nms toc toc toc toc toc Npms Min INT pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
l a` R Rg Rp l a` l a` l a` l a` l a` Rgp Min ADV pos INSIDE spkr
? F ? ? ? ? ? ? ? F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE narr
entend i t V Vm V3−s entend i t entend i t Vis entend i t entend i t Vmis3s− Min VER: simp pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
g ro s s e A Af Afs Ap gro s s e g ro s s e g ro s s e g ro s s e Afpfs Min ADJ pos INSIDE narr
voix N Nc Nfs voix voix voix voix voix Ncfs Min NOM pos INSIDE narr
du S+D Sp+Da du+D−ms du+du du+D− du+du du+du du+Dd Sp+Da−ms−d Min PRP: det pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
eut V Vm V3−s eut eut Vis eut eut Vmis3s− Min VER: simp pos INSIDE narr
peur N Nc Nfs peur peur peur peur peur Ncfs Min NOM pos INSIDE narr
d ’ abord A Af Afs Ap d ’ abord d ’ abord d ’ abord d ’ abord Afpfs Min ADV pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
mais C Cc mais mais mais mais mais mais Cc Min KON pos INSIDE narr
croyant V Vm V−−− croyant croyant Vpp croyant croyant Vmpp−−− Min VER: ppre pos INSIDE narr
que C Cs que que que que que que Cs Min KON pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
e´ t a i t V Va V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vai i3s− Min VER: impf pos INSIDE narr
enrhume´ e V Vm V−ms enrhume´ e enrhume´ e Vps enrhume´ e enrhume´ e Vmps−sm Min VER: pper pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
r e´ pondit V Vm V3−s r e´ pondit r e´ pondit Vis r e´ pondit r e´ pondit Vmis3s− Min VER: simp pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
votre D Ds D2fs votre Dp votre votre D− Ds2fsp− Min DET:POS pos INSIDE spkr
f i l l e N Nc Nfs f i l l e f i l l e f i l l e f i l l e f i l l e Ncfs Min NOM pos INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE spkr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
qui P Pr P−ms qui P− qui P− qui Pr−ms−− Min PRO:REL pos INSIDE spkr
vous P Pp P2mp vous P− vous Pa vous Pp2mpa− Min PRO:PER pos INSIDE spkr
apporte V Vm V3−s apporte apporte Vip apporte apporte Vmip3s− Min VER: pres pos INSIDE spkr
une D Da D−f s une D− une une Di Da−f s−i Min DET:ART pos INSIDE spkr
g a l e t t e N Nc Nfs g a l e t t e g a l e t t e g a l e t t e g a l e t t e g a l e t t e Ncfs Min NOM pos INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
pot N Nc Nms pot pot pot pot pot Ncms Min NOM pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
beurre N Nc Nms beurre beurre beurre beurre beurre Ncms Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re N Nc Nfs me` re me` re me` re me` re me` re Ncfs Min NOM pos INSIDE spkr
vous P Pp P2mp vous P− vous Pa vous Pp2mpa− Min PRO:PER pos INSIDE spkr
envo ie V Vm V1−s envo ie envo ie Vip envoie envo ie Vmip1s− Min VER: pres pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
c r i a V Vm V3−s c r i a c r i a Vis c r i a c r i a Vmis3s− Min VER: simp pos INSIDE narr
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, F , , , , , , , F Min PUN punctuation INSIDE narr
en S Sp en en en en en en Sp Min PRP pos INSIDE narr
adouc i s sant V Vm V−−− adouc i s sant adouc i s sant Vn− adouc i s sant adouc i s sant Vmn−−−− Min VER: ppre pos INSIDE narr
un D Da D−ms un D− un un Di Da−ms−i Min DET:ART pos INSIDE narr
peu R Rg Rp peu peu peu peu peu Rgp Min ADV pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
voix N Nc Nfs voix voix voix voix voix Ncfs Min NOM pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
t i r e V Vm V3−s t i r e t i r e Vip t i r e t i r e Vmip3s− Min VER: pres pos INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
c h e v i l l e t t e N Nc Nfs c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e Ncfs Min NOM pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
bob inet te N Nc Nfs bob inet te bob inet te bob inet te bob inet te bob inet te Ncfs Min NOM pos INSIDE spkr
cherra A Af Afs Ap cherra cherra cherra cherra Afpfs Min VER: simp pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
t i r a V Vm V3−s t i r a t i r a Vis t i r a t i r a Vmis3s− Min VER: simp pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
c h e v i l l e t t e N Nc Nfs c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e c h e v i l l e t t e Ncfs Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
porte N Nc Nfs porte porte porte porte porte Ncfs Min NOM pos INSIDE narr
s ’ P Px P3fs s ’ P− s ’ P− s ’ Px3fs−− Min PRO:PER pos INSIDE narr
ouvr i t V Vm V3−s ouvr i t ouvr i t Vis ouvr i t ouvr i t Vmis3s− Min VER: simp pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l a P Pp P3fs l a P− l a Pa l a Pp3fsa− Min PRO:PER pos INSIDE narr
voyant V Vm V−−− voyant voyant Vpp voyant voyant Vmpp−−− Min VER: ppre pos INSIDE narr
en t r e r V Vm V−−− en t r e r en t r e r Vn− en t r e r en t r e r Vmn−−−− Min VER: i n f i pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
en S Sp en en en en en en Sp Min PRP pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
cachant V Vm V−−− cachant cachant Vpp cachant cachant Vmpp−−− Min VER: ppre pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
l i t N Nc Nms l i t l i t l i t l i t l i t Ncms Min NOM pos INSIDE narr
sous S Sp sous sous sous sous sous sous Sp Min PRP pos INSIDE narr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE narr
couverture N Nc Nfs couverture couverture couverture couverture couverture Ncfs Min NOM pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
mets V Vm V2−s mets mets Vmp mets mets Vmmp2s− Min VER: pres pos INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
g a l e t t e N Nc Nfs g a l e t t e g a l e t t e g a l e t t e g a l e t t e g a l e t t e Ncfs Min NOM pos INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE spkr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE spkr
pot N Nc Nms pot pot pot pot pot Ncms Min NOM pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
beurre N Nc Nms beurre beurre beurre beurre beurre Ncms Min NOM pos INSIDE spkr
sur S Sp sur sur sur sur sur sur Sp Min PRP pos INSIDE spkr
l a D Da D−f s l a D− l a l a Dd Da−f s−d Min DET:ART pos INSIDE spkr
huche N Nc Nfs huche huche huche huche huche Ncfs Min NOM pos INSIDE spkr
, F , , , , , , , F Min PUN punctuation INSIDE spkr
et C Cc et et et et et et Cc Min KON pos INSIDE spkr
v i ens V Vm V2−s v i ens v i ens Vmp v iens v i ens Vmmp2s− Min VER: pres pos INSIDE spkr
te P Pp P2ms te P− te Pd te Pp2msd− Min PRO:PER pos INSIDE spkr
coucher V Vm V−−− coucher coucher Vn− coucher coucher Vmn−−−− Min VER: i n f i pos INSIDE spkr
avec S Sp avec avec avec avec avec avec Sp Min PRP pos INSIDE spkr
moi P Pp P1ms moi P− moi Po moi Pp1mso− Min PRO:PER pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
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” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n\n − − − − − − − − − Min − punctuation INSIDE spkr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos BEGIN narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
de´ s h a b i l l e V Vm V−−− de´ s h a b i l l e de´ s h a b i l l e Vn− de´ s h a b i l l e de´ s h a b i l l e Vmn−−−− Min VER: pres pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
va V Vm V3−s va va Vip va va Vmip3s− Min VER: pres pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
mettre V Vm V−−− mettre mettre Vn− mettre mettre Vmn−−−− Min VER: i n f i pos INSIDE narr
dans S Sp dans dans dans dans dans dans Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
l i t N Nc Nms l i t l i t l i t l i t l i t Ncms Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
ou` P Pr P−ms ou` P− ou` P− ou` Pr−ms−− Min PRO:REL pos INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
fu t V Va V3−s fu t fu t Vis fu t fu t Vais3s− Min VER: simp pos INSIDE narr
bien R Rg Rp bien bien bien bien bien Rgp Min ADV pos INSIDE narr
e´ tonn e´ e V Vm V−f s e´ tonn e´ e e´ tonn e´ e Vps e´ tonn e´ e e´ tonn e´ e Vmps−s f Min VER: pper pos INSIDE narr
de S Sp de de de de de de Sp Min PRP pos INSIDE narr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE narr
comment R Rx Rp comment comment comment comment comment Rxp Min ADV pos INSIDE narr
sa D Ds D3fs sa Ds sa sa D− Ds3fss− Min DET:POS pos INSIDE narr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE narr
e´ t a i t V Va V3−s e´ t a i t e´ t a i t Vi i e´ t a i t e´ t a i t Vai i3s− Min VER: impf pos INSIDE narr
f a i t e V Vm V−f s f a i t e f a i t e Vps f a i t e f a i t e Vmps−s f Min VER: pper pos INSIDE narr
en S Sp en en en en en en Sp Min PRP pos INSIDE narr
son D Ds D3ms son Ds son son D− Ds3mss− Min DET:POS pos INSIDE narr
de´ s h a b i l l e´ A Af Ams Ap de´ s h a b i l l e´ d e´ s h a b i l l e´ d e´ s h a b i l l e´ d e´ s h a b i l l e´ Afpms Min NOM pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
e l l e P Pp P3fs e l l e P− e l l e Pn e l l e Pp3fsn− Min PRO:PER pos INSIDE narr
l u i P Pp P3ms l u i P− l u i Pd l u i Pp3msd− Min PRO:PER pos INSIDE narr
d i t V Vm V3−s d i t d i t Vip d i t d i t Vmip3s− Min VER: pres pos INSIDE narr
: F : : : : : : : F Min PUN punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
avez V Vm V2−p avez avez Vip avez avez Vmip2p− Min VER: pres pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
grands A Af Amp Ap grands grands grands grands Afpmp Min ADJ pos INSIDE spkr
bras N Nc Nmp bras bras bras bras bras Ncmp Min NOM pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
pour S Sp pour pour pour pour pour pour Sp Min KON pos INSIDE spkr
mieux R Rg Rc mieux mieux mieux mieux mieux Rgc Min ADV pos INSIDE spkr
t ’ P Pp P2ms t ’ P− t ’ Pa t ’ Pp2msa− Min PRO:PER pos INSIDE spkr
embrasser V Vm V−−− embrasser embrasser Vn− embrasser embrasser Vmn−−−− Min VER: i n f i pos INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
f i l l e N Nc Nfs f i l l e f i l l e f i l l e f i l l e f i l l e Ncfs Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
avez V Vm V2−p avez avez Vip avez avez Vmip2p− Min VER: pres pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
grandes A Af Afp Ap grandes grandes grandes grandes Afpfp Min ADJ pos INSIDE spkr
jambes N Nc Nfp jambes jambes jambes jambes jambes Ncfp Min NOM pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
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− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
pour S Sp pour pour pour pour pour pour Sp Min KON pos INSIDE spkr
mieux R Rg Rc mieux mieux mieux mieux mieux Rgc Min ADV pos INSIDE spkr
c o u r i r V Vm V−−− c o u r i r c o u r i r Vn− c o u r i r c o u r i r Vmn−−−− Min VER: i n f i pos INSIDE spkr
mon D Ds D1ms mon Ds mon mon D− Ds1mss− Min DET:POS pos INSIDE spkr
enfant N Nc Nms enfant enfant enfant enfant enfant Ncms Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
avez V Vm V2−p avez avez Vip avez avez Vmip2p− Min VER: pres pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
grandes A Af Afp Ap grandes grandes grandes grandes Afpfp Min ADJ pos INSIDE spkr
o r e i l l e s N Nc Nfp o r e i l l e s o r e i l l e s o r e i l l e s o r e i l l e s o r e i l l e s Ncfp Min NOM pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
pour S Sp pour pour pour pour pour pour Sp Min KON pos INSIDE spkr
mieux R Rg Rc mieux mieux mieux mieux mieux Rgc Min ADV pos INSIDE spkr
e´ couter V Vm V−−− e´ couter e´ couter Vn− e´ couter e´ couter Vmn−−−− Min VER: i n f i pos INSIDE spkr
mon D Ds D1ms mon Ds mon mon D− Ds1mss− Min DET:POS pos INSIDE spkr
enfant N Nc Nms enfant enfant enfant enfant enfant Ncms Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
avez V Vm V2−p avez avez Vip avez avez Vmip2p− Min VER: pres pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
grands A Af Amp Ap grands grands grands grands Afpmp Min ADJ pos INSIDE spkr
yeux N Nc Nmp yeux yeux yeux yeux yeux Ncmp Min NOM pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
pour S Sp pour pour pour pour pour pour Sp Min KON pos INSIDE spkr
mieux R Rg Rc mieux mieux mieux mieux mieux Rgc Min ADV pos INSIDE spkr
vo i r V Vm V−−− vo i r vo i r Vn− vo i r vo i r Vmn−−−− Min VER: i n f i pos INSIDE spkr
mon D Ds D1ms mon Ds mon mon D− Ds1mss− Min DET:POS pos INSIDE spkr
enfant N Nc Nms enfant enfant enfant enfant enfant Ncms Min NOM pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
ma D Ds D1fs ma Ds ma ma D− Ds1fss− Min DET:POS pos INSIDE spkr
me` re−grand N Nc Nfs me` re−grand me` re−grand me` re−grand me` re−grand me` re−grand Ncfs Min NOM pos INSIDE spkr
que C Cs que que que que que que Cs Min KON pos INSIDE spkr
vous P Pp P2mp vous P− vous Pn vous Pp2mpn− Min PRO:PER pos INSIDE spkr
avez V Vm V2−p avez avez Vip avez avez Vmip2p− Min VER: pres pos INSIDE spkr
de S Sp de de de de de de Sp Min PRP pos INSIDE spkr
grandes A Af Afp Ap grandes grandes grandes grandes Afpfp Min ADJ pos INSIDE spkr
dents N Nc Nfp dents dents dents dents dents Ncfp Min NOM pos INSIDE spkr
! F ! ! ! ! ! ! ! F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n − − − − − − − − − Min − punctuation INSIDE spkr
− F − − − − − − − F Min PUN punctuation BEGIN spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
c ’ P Pd P−ms c ’ P− c ’ P− c ’ Pd−ms−− Min PRO:DEM pos INSIDE spkr
– 176 –
C.2. Patron d’extraction de fonction features
e s t V Vm V3−s e s t e s t Vip e s t e s t Vmip3s− Min VER: pres pos INSIDE spkr
pour S Sp pour pour pour pour pour pour Sp Min PRP pos INSIDE spkr
te P Pp P2ms te P− te Pd te Pp2msd− Min PRO:PER pos INSIDE spkr
manger V Vm V−−− manger manger Vn− manger manger Vmn−−−− Min VER: i n f i pos INSIDE spkr
. F . . . . . . . F Min SENT punctuation INSIDE spkr
” F ” ” ” ” ” ” ” F Min PUN: c i t punctuation INSIDE spkr
\n\n − − − − − − − − − Min − punctuation INSIDE spkr
et C Cc et et et et et et Cc Min KON pos BEGIN narr
en S Sp en en en en en en Sp Min PRO:PER pos INSIDE narr
d i sant V Vm V−−− d i sant d i sant Vpp d i sant d i sant Vmpp−−− Min VER: ppre pos INSIDE narr
ce s D Dd D−mp ces D− ces ce s D− Dd−mp−− Min PRO:DEM pos INSIDE narr
mots N Nc Nmp mots mots mots mots mots Ncmp Min NOM pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
me´ chant A Af Ams Ap me´ chant me´ chant me´ chant me´ chant Afpms Min ADJ pos INSIDE narr
loup N Nc Nms loup loup loup loup loup Ncms Min NOM pos INSIDE narr
se P Px P3ms se P− se P− se Px3ms−− Min PRO:PER pos INSIDE narr
j e t a V Vm V3−s j e t a j e t a Vis j e t a j e t a Vmis3s− Min VER: simp pos INSIDE narr
sur S Sp sur sur sur sur sur sur Sp Min PRP pos INSIDE narr
l e D Da D−ms l e D− l e l e Dd Da−ms−d Min DET:ART pos INSIDE narr
p e t i t A Af Ams Ap p e t i t p e t i t p e t i t p e t i t Afpms Min ADJ pos INSIDE narr
chaperon N Nc Nms chaperon chaperon chaperon chaperon chaperon Ncms Min NOM pos INSIDE narr
rouge A Af Ams Ap rouge rouge rouge rouge Afpms Min ADJ pos INSIDE narr
, F , , , , , , , F Min PUN punctuation INSIDE narr
et C Cc et et et et et et Cc Min KON pos INSIDE narr
l a P Pp P3fs l a P− l a Pa l a Pp3fsa− Min PRO:PER pos INSIDE narr
mangea V Vm V3−s mangea mangea Vis mangea mangea Vmis3s− Min VER: simp pos INSIDE narr
. F . . . . . . . F Min SENT punctuation INSIDE narr
\n − − − − − − − − − Min − punctuation INSIDE narr
C.2 Patron d’extraction de fonction features
Le patron de´taille´ ci-dessous consiste a` conside´rer chaque unigramme et chaque bigramme d’an-
notation de tours de parole. Les 13 dimensions des observations sont prises en compte dans une
feneˆtre -9,+9 autour de l’observation courante. Les observations sont e´galement regroupe´es sous
forme de bigramme dans une feneˆtre -2,+2 autour de l’observation courante.
∗1gram1:%x [−9 ,0]
∗1gram2:%x [−9 ,1]
∗1gram3:%x [−9 ,2]
∗1gram4:%x [−9 ,3]
∗1gram5:%x [−9 ,4]
∗1gram6:%x [−9 ,5]
∗1gram7:%x [−9 ,6]
∗1gram8:%x [−9 ,7]
∗1gram9:%x [−9 ,8]
∗1gram10:%x [−9 ,9]
∗1gram11:%x [−9 ,10]
∗1gram12:%x [−9 ,11]
∗1gram13:%x [−9 ,12]
∗1gram14:%x [−8 ,0]
∗1gram15:%x [−8 ,1]
∗1gram16:%x [−8 ,2]
∗1gram17:%x [−8 ,3]
∗1gram18:%x [−8 ,4]
∗1gram19:%x [−8 ,5]
∗1gram20:%x [−8 ,6]
∗1gram21:%x [−8 ,7]
∗1gram22:%x [−8 ,8]
∗1gram23:%x [−8 ,9]
∗1gram24:%x [−8 ,10]
∗1gram25:%x [−8 ,11]
∗1gram26:%x [−8 ,12]
∗1gram27:%x [−7 ,0]
∗1gram28:%x [−7 ,1]
∗1gram29:%x [−7 ,2]
∗1gram30:%x [−7 ,3]
∗1gram31:%x [−7 ,4]
∗1gram32:%x [−7 ,5]
∗1gram33:%x [−7 ,6]
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∗1gram34:%x [−7 ,7]
∗1gram35:%x [−7 ,8]
∗1gram36:%x [−7 ,9]
∗1gram37:%x [−7 ,10]
∗1gram38:%x [−7 ,11]
∗1gram39:%x [−7 ,12]
∗1gram40:%x [−6 ,0]
∗1gram41:%x [−6 ,1]
∗1gram42:%x [−6 ,2]
∗1gram43:%x [−6 ,3]
∗1gram44:%x [−6 ,4]
∗1gram45:%x [−6 ,5]
∗1gram46:%x [−6 ,6]
∗1gram47:%x [−6 ,7]
∗1gram48:%x [−6 ,8]
∗1gram49:%x [−6 ,9]
∗1gram50:%x [−6 ,10]
∗1gram51:%x [−6 ,11]
∗1gram52:%x [−6 ,12]
∗1gram53:%x [−5 ,0]
∗1gram54:%x [−5 ,1]
∗1gram55:%x [−5 ,2]
∗1gram56:%x [−5 ,3]
∗1gram57:%x [−5 ,4]
∗1gram58:%x [−5 ,5]
∗1gram59:%x [−5 ,6]
∗1gram60:%x [−5 ,7]
∗1gram61:%x [−5 ,8]
∗1gram62:%x [−5 ,9]
∗1gram63:%x [−5 ,10]
∗1gram64:%x [−5 ,11]
∗1gram65:%x [−5 ,12]
∗1gram66:%x [−4 ,0]
∗1gram67:%x [−4 ,1]
∗1gram68:%x [−4 ,2]
∗1gram69:%x [−4 ,3]
∗1gram70:%x [−4 ,4]
∗1gram71:%x [−4 ,5]
∗1gram72:%x [−4 ,6]
∗1gram73:%x [−4 ,7]
∗1gram74:%x [−4 ,8]
∗1gram75:%x [−4 ,9]
∗1gram76:%x [−4 ,10]
∗1gram77:%x [−4 ,11]
∗1gram78:%x [−4 ,12]
∗1gram79:%x [−3 ,0]
∗1gram80:%x [−3 ,1]
∗1gram81:%x [−3 ,2]
∗1gram82:%x [−3 ,3]
∗1gram83:%x [−3 ,4]
∗1gram84:%x [−3 ,5]
∗1gram85:%x [−3 ,6]
∗1gram86:%x [−3 ,7]
∗1gram87:%x [−3 ,8]
∗1gram88:%x [−3 ,9]
∗1gram89:%x [−3 ,10]
∗1gram90:%x [−3 ,11]
∗1gram91:%x [−3 ,12]
∗1gram92:%x [−2 ,0]
∗1gram93:%x [−2 ,1]
∗1gram94:%x [−2 ,2]
∗1gram95:%x [−2 ,3]
∗1gram96:%x [−2 ,4]
∗1gram97:%x [−2 ,5]
∗1gram98:%x [−2 ,6]
∗1gram99:%x [−2 ,7]
∗1gram100:%x [−2 ,8]
∗1gram101:%x [−2 ,9]
∗1gram102:%x [−2 ,10]
∗1gram103:%x [−2 ,11]
∗1gram104:%x [−2 ,12]
∗1gram105:%x [−1 ,0]
∗1gram106:%x [−1 ,1]
∗1gram107:%x [−1 ,2]
∗1gram108:%x [−1 ,3]
∗1gram109:%x [−1 ,4]
∗1gram110:%x [−1 ,5]
∗1gram111:%x [−1 ,6]
– 178 –
C.2. Patron d’extraction de fonction features
∗1gram112:%x [−1 ,7]
∗1gram113:%x [−1 ,8]
∗1gram114:%x [−1 ,9]
∗1gram115:%x [−1 ,10]
∗1gram116:%x [−1 ,11]
∗1gram117:%x [−1 ,12]
∗1gram118:%x [ 0 , 0 ]
∗1gram119:%x [ 0 , 1 ]
∗1gram120:%x [ 0 , 2 ]
∗1gram121:%x [ 0 , 3 ]
∗1gram122:%x [ 0 , 4 ]
∗1gram123:%x [ 0 , 5 ]
∗1gram124:%x [ 0 , 6 ]
∗1gram125:%x [ 0 , 7 ]
∗1gram126:%x [ 0 , 8 ]
∗1gram127:%x [ 0 , 9 ]
∗1gram128:%x [ 0 , 1 0 ]
∗1gram129:%x [ 0 , 1 1 ]
∗1gram130:%x [ 0 , 1 2 ]
∗1gram131:%x [ 1 , 0 ]
∗1gram132:%x [ 1 , 1 ]
∗1gram133:%x [ 1 , 2 ]
∗1gram134:%x [ 1 , 3 ]
∗1gram135:%x [ 1 , 4 ]
∗1gram136:%x [ 1 , 5 ]
∗1gram137:%x [ 1 , 6 ]
∗1gram138:%x [ 1 , 7 ]
∗1gram139:%x [ 1 , 8 ]
∗1gram140:%x [ 1 , 9 ]
∗1gram141:%x [ 1 , 1 0 ]
∗1gram142:%x [ 1 , 1 1 ]
∗1gram143:%x [ 1 , 1 2 ]
∗1gram144:%x [ 2 , 0 ]
∗1gram145:%x [ 2 , 1 ]
∗1gram146:%x [ 2 , 2 ]
∗1gram147:%x [ 2 , 3 ]
∗1gram148:%x [ 2 , 4 ]
∗1gram149:%x [ 2 , 5 ]
∗1gram150:%x [ 2 , 6 ]
∗1gram151:%x [ 2 , 7 ]
∗1gram152:%x [ 2 , 8 ]
∗1gram153:%x [ 2 , 9 ]
∗1gram154:%x [ 2 , 1 0 ]
∗1gram155:%x [ 2 , 1 1 ]
∗1gram156:%x [ 2 , 1 2 ]
∗1gram157:%x [ 3 , 0 ]
∗1gram158:%x [ 3 , 1 ]
∗1gram159:%x [ 3 , 2 ]
∗1gram160:%x [ 3 , 3 ]
∗1gram161:%x [ 3 , 4 ]
∗1gram162:%x [ 3 , 5 ]
∗1gram163:%x [ 3 , 6 ]
∗1gram164:%x [ 3 , 7 ]
∗1gram165:%x [ 3 , 8 ]
∗1gram166:%x [ 3 , 9 ]
∗1gram167:%x [ 3 , 1 0 ]
∗1gram168:%x [ 3 , 1 1 ]
∗1gram169:%x [ 3 , 1 2 ]
∗1gram170:%x [ 4 , 0 ]
∗1gram171:%x [ 4 , 1 ]
∗1gram172:%x [ 4 , 2 ]
∗1gram173:%x [ 4 , 3 ]
∗1gram174:%x [ 4 , 4 ]
∗1gram175:%x [ 4 , 5 ]
∗1gram176:%x [ 4 , 6 ]
∗1gram177:%x [ 4 , 7 ]
∗1gram178:%x [ 4 , 8 ]
∗1gram179:%x [ 4 , 9 ]
∗1gram180:%x [ 4 , 1 0 ]
∗1gram181:%x [ 4 , 1 1 ]
∗1gram182:%x [ 4 , 1 2 ]
∗1gram183:%x [ 5 , 0 ]
∗1gram184:%x [ 5 , 1 ]
∗1gram185:%x [ 5 , 2 ]
∗1gram186:%x [ 5 , 3 ]
∗1gram187:%x [ 5 , 4 ]
∗1gram188:%x [ 5 , 5 ]
∗1gram189:%x [ 5 , 6 ]
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∗1gram190:%x [ 5 , 7 ]
∗1gram191:%x [ 5 , 8 ]
∗1gram192:%x [ 5 , 9 ]
∗1gram193:%x [ 5 , 1 0 ]
∗1gram194:%x [ 5 , 1 1 ]
∗1gram195:%x [ 5 , 1 2 ]
∗1gram196:%x [ 6 , 0 ]
∗1gram197:%x [ 6 , 1 ]
∗1gram198:%x [ 6 , 2 ]
∗1gram199:%x [ 6 , 3 ]
∗1gram200:%x [ 6 , 4 ]
∗1gram201:%x [ 6 , 5 ]
∗1gram202:%x [ 6 , 6 ]
∗1gram203:%x [ 6 , 7 ]
∗1gram204:%x [ 6 , 8 ]
∗1gram205:%x [ 6 , 9 ]
∗1gram206:%x [ 6 , 1 0 ]
∗1gram207:%x [ 6 , 1 1 ]
∗1gram208:%x [ 6 , 1 2 ]
∗1gram209:%x [ 7 , 0 ]
∗1gram210:%x [ 7 , 1 ]
∗1gram211:%x [ 7 , 2 ]
∗1gram212:%x [ 7 , 3 ]
∗1gram213:%x [ 7 , 4 ]
∗1gram214:%x [ 7 , 5 ]
∗1gram215:%x [ 7 , 6 ]
∗1gram216:%x [ 7 , 7 ]
∗1gram217:%x [ 7 , 8 ]
∗1gram218:%x [ 7 , 9 ]
∗1gram219:%x [ 7 , 1 0 ]
∗1gram220:%x [ 7 , 1 1 ]
∗1gram221:%x [ 7 , 1 2 ]
∗1gram222:%x [ 8 , 0 ]
∗1gram223:%x [ 8 , 1 ]
∗1gram224:%x [ 8 , 2 ]
∗1gram225:%x [ 8 , 3 ]
∗1gram226:%x [ 8 , 4 ]
∗1gram227:%x [ 8 , 5 ]
∗1gram228:%x [ 8 , 6 ]
∗1gram229:%x [ 8 , 7 ]
∗1gram230:%x [ 8 , 8 ]
∗1gram231:%x [ 8 , 9 ]
∗1gram232:%x [ 8 , 1 0 ]
∗1gram233:%x [ 8 , 1 1 ]
∗1gram234:%x [ 8 , 1 2 ]
∗1gram235:%x [ 9 , 0 ]
∗1gram236:%x [ 9 , 1 ]
∗1gram237:%x [ 9 , 2 ]
∗1gram238:%x [ 9 , 3 ]
∗1gram239:%x [ 9 , 4 ]
∗1gram240:%x [ 9 , 5 ]
∗1gram241:%x [ 9 , 6 ]
∗1gram242:%x [ 9 , 7 ]
∗1gram243:%x [ 9 , 8 ]
∗1gram244:%x [ 9 , 9 ]
∗1gram245:%x [ 9 , 1 0 ]
∗1gram246:%x [ 9 , 1 1 ]
∗1gram247:%x [ 9 , 1 2 ]
∗2gram248:%x[−2 ,0]/%x [−1 ,0]
∗2gram249:%x[−2 ,1]/%x [−1 ,1]
∗2gram250:%x[−2 ,2]/%x [−1 ,2]
∗2gram251:%x[−2 ,3]/%x [−1 ,3]
∗2gram252:%x[−2 ,4]/%x [−1 ,4]
∗2gram253:%x[−2 ,5]/%x [−1 ,5]
∗2gram254:%x[−2 ,6]/%x [−1 ,6]
∗2gram255:%x[−2 ,7]/%x [−1 ,7]
∗2gram256:%x[−2 ,8]/%x [−1 ,8]
∗2gram257:%x[−2 ,9]/%x [−1 ,9]
∗2gram258:%x[−2 ,10]/%x [−1 ,10]
∗2gram259:%x[−2 ,11]/%x [−1 ,11]
∗2gram260:%x[−2 ,12]/%x [−1 ,12]
∗2gram261:%x[−1 ,0]/%x [ 0 , 0 ]
∗2gram262:%x[−1 ,1]/%x [ 0 , 1 ]
∗2gram263:%x[−1 ,2]/%x [ 0 , 2 ]
∗2gram264:%x[−1 ,3]/%x [ 0 , 3 ]
∗2gram265:%x[−1 ,4]/%x [ 0 , 4 ]
∗2gram266:%x[−1 ,5]/%x [ 0 , 5 ]
∗2gram267:%x[−1 ,6]/%x [ 0 , 6 ]
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∗2gram268:%x[−1 ,7]/%x [ 0 , 7 ]
∗2gram269:%x[−1 ,8]/%x [ 0 , 8 ]
∗2gram270:%x[−1 ,9]/%x [ 0 , 9 ]
∗2gram271:%x[−1 ,10]/%x [ 0 , 1 0 ]
∗2gram272:%x[−1 ,11]/%x [ 0 , 1 1 ]
∗2gram273:%x[−1 ,12]/%x [ 0 , 1 2 ]
∗2gram274:%x [0 ,0 ]/% x [ 1 , 0 ]
∗2gram275:%x [0 ,1 ]/% x [ 1 , 1 ]
∗2gram276:%x [0 ,2 ]/% x [ 1 , 2 ]
∗2gram277:%x [0 ,3 ]/% x [ 1 , 3 ]
∗2gram278:%x [0 ,4 ]/% x [ 1 , 4 ]
∗2gram279:%x [0 ,5 ]/% x [ 1 , 5 ]
∗2gram280:%x [0 ,6 ]/% x [ 1 , 6 ]
∗2gram281:%x [0 ,7 ]/% x [ 1 , 7 ]
∗2gram282:%x [0 ,8 ]/% x [ 1 , 8 ]
∗2gram283:%x [0 ,9 ]/% x [ 1 , 9 ]
∗2gram284:%x [0 ,10]/% x [ 1 , 1 0 ]
∗2gram285:%x [0 ,11]/% x [ 1 , 1 1 ]
∗2gram286:%x [0 ,12]/% x [ 1 , 1 2 ]
∗2gram287:%x [1 ,0 ]/% x [ 2 , 0 ]
∗2gram288:%x [1 ,1 ]/% x [ 2 , 1 ]
∗2gram289:%x [1 ,2 ]/% x [ 2 , 2 ]
∗2gram290:%x [1 ,3 ]/% x [ 2 , 3 ]
∗2gram291:%x [1 ,4 ]/% x [ 2 , 4 ]
∗2gram292:%x [1 ,5 ]/% x [ 2 , 5 ]
∗2gram293:%x [1 ,6 ]/% x [ 2 , 6 ]
∗2gram294:%x [1 ,7 ]/% x [ 2 , 7 ]
∗2gram295:%x [1 ,8 ]/% x [ 2 , 8 ]
∗2gram296:%x [1 ,9 ]/% x [ 2 , 9 ]
∗2gram297:%x [1 ,10]/% x [ 2 , 1 0 ]
∗2gram298:%x [1 ,11]/% x [ 2 , 1 1 ]
∗2gram299:%x [1 ,12]/% x [ 2 , 1 2 ]
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Annexe D
Proprie´te´s prosodiques associe´es aux
personnages
Cette annexe fournit le de´tail des mesures moyennes utilise´es pour de´crire les proprie´te´s proso-
diques associe´es aux personnages, et analyse´s dans la section 5.5. La signification des descripteurs
prosodiques utilise´s est fournie dans la table 5.2.
183
Chapitre D. Proprie´te´s prosodiques associe´es aux personnages
T
a
b
l
e
D
.1
:
P
ro
p
ri
e´t
e´s
p
ro
so
d
iq
u
es
a
ss
o
ci
e´e
s
a
u
x
p
er
so
n
n
a
g
es
T
A
L
E
ID
A
G
E
G
E
N
D
E
R
K
IN
D
V
A
L
E
N
C
E
P
T
D
D
II
S
IM
N
S
N
V
ow
D
H
IS
H
M
T
E
S
P
T
T
P
P
V
R
4
2
0
F
em
m
e
A
D
U
L
T
F
H
U
M
A
N
N
E
U
T
R
A
L
2
1
,0
3
,3
7
1
,4
9
,0
6
3
2
,8
9
2
,9
1
0
,8
1
3
,3
6
,8
1
,6
1
7
4
H
o
m
m
e
S
o
u
rd
A
D
U
L
T
M
H
U
M
A
N
N
E
U
T
R
A
L
1
5
,8
3
,4
7
0
,4
8
,5
2
2
1
3
,1
8
6
,6
1
5
,8
2
5
,5
6
,2
0
,0
4
2
0
R
en
a
rd
A
D
U
L
T
M
F
O
X
N
E
U
T
R
A
L
1
8
,8
3
,3
6
5
,3
7
,4
2
3
0
4
,0
8
6
,6
2
1
,3
1
6
,7
5
,7
0
,4
2
1
H
e´r
o
s
F
il
le
Y
O
U
N
G
F
H
U
M
A
N
G
O
O
D
1
5
,2
3
,1
6
6
,3
6
,8
3
4
2
,2
8
6
,8
9
,0
1
5
,7
6
,0
2
,9
5
1
4
C
o
rd
o
n
N
A
N
A
O
B
J
E
C
T
N
E
U
T
R
A
L
0
,0
3
,8
7
0
,8
3
,5
7
3
,5
9
2
,1
1
1
,1
0
,0
6
,7
0
,0
4
0
3
M
a
ri
a
Y
O
U
N
G
F
H
U
M
A
N
G
O
O
D
1
5
,2
2
,8
6
7
,2
9
,5
4
6
3
,1
8
9
,0
1
1
,1
4
,8
6
,2
0
,0
5
1
4
E
a
u
N
A
N
A
E
L
E
M
E
N
T
A
L
N
E
U
T
R
A
L
5
0
,0
3
,2
7
0
,6
5
,0
1
0
4
,9
9
3
,3
1
7
,9
0
,0
5
,9
0
,0
9
0
0
H
ir
o
n
d
el
le
A
D
U
L
T
N
A
B
IR
D
G
O
O
D
1
3
,7
2
,2
7
1
,7
9
,0
9
5
3
,1
8
8
,5
1
4
,1
1
5
,7
6
,4
0
,0
9
0
2
A
g
n
ea
u
K
ID
M
L
A
M
B
G
O
O
D
1
7
,1
2
,6
7
2
,5
5
,9
4
1
2
,6
9
2
,2
1
0
,0
2
,4
6
,9
0
,0
9
0
0
F
o
u
le
A
D
U
L
T
N
A
N
A
B
A
D
2
8
,6
3
,3
7
3
,6
5
,0
3
5
5
,4
9
0
,8
1
8
,9
1
7
,0
5
,9
0
,0
3
4
8
N
a
e¨l
le
K
ID
F
H
U
M
A
N
G
O
O
D
5
,8
2
,4
6
5
,2
7
,2
1
2
2
2
,3
8
8
,2
8
,2
3
0
,7
6
,1
1
,6
9
0
0
P
P
M
S
K
ID
M
B
A
T
G
O
O
D
1
1
,4
2
,3
7
2
,5
6
,6
4
5
2
,8
9
1
,4
1
1
,8
1
1
,8
6
,6
2
,2
3
4
7
R
o
i
A
D
U
L
T
M
H
U
M
A
N
G
O
O
D
2
6
,0
4
,7
7
0
,1
4
,1
7
7
4
,0
9
2
,1
2
1
,8
1
4
,1
3
,8
5
,2
5
1
4
T
a
u
re
a
u
A
D
U
L
T
M
B
U
L
L
N
E
U
T
R
A
L
2
0
,0
4
,4
7
1
,2
5
,5
5
3
,1
8
4
,3
5
,4
0
,0
3
,1
0
,0
2
1
2
P
C
R
K
ID
F
H
U
M
A
N
G
O
O
D
7
,2
2
,3
6
4
,0
8
,3
1
4
1
1
,8
9
0
,7
6
,7
1
9
,2
5
,4
2
,1
5
9
4
M
o
n
st
re
K
ID
M
M
O
N
S
T
E
R
G
O
O
D
7
,0
2
,6
6
7
,2
6
,8
1
1
5
2
,0
9
0
,2
8
,8
2
4
,4
5
,4
0
,0
5
1
4
B
aˆ
to
n
N
A
N
A
O
B
J
E
C
T
N
E
U
T
R
A
L
2
1
,4
3
,2
7
2
,2
9
,0
1
4
3
,2
8
9
,0
1
6
,9
0
,0
7
,6
0
,0
2
1
2
L
o
u
p
A
D
U
L
T
M
W
O
L
F
B
A
D
1
2
,1
2
,9
6
2
,1
7
,0
1
4
7
2
,7
8
2
,3
1
9
,7
7
,4
4
,2
1
5
,6
3
5
2
P
o
u
le
A
D
U
L
T
F
B
IR
D
G
O
O
D
1
4
,2
2
,6
6
8
,4
7
,5
1
9
2
3
,1
9
0
,1
1
7
,9
9
,7
6
,0
1
,0
1
7
4
F
em
m
e
S
o
u
rd
e
A
D
U
L
T
F
H
U
M
A
N
N
E
U
T
R
A
L
1
8
,5
2
,8
7
1
,7
8
,1
1
3
0
3
,4
8
8
,7
1
5
,7
1
6
,9
6
,3
0
,0
4
2
0
O
u
rs
A
D
U
L
T
M
B
E
A
R
B
A
D
1
6
,7
5
,2
6
7
,7
6
,2
5
0
4
,4
8
5
,0
1
0
,7
9
,5
5
,5
4
,0
3
5
2
C
h
ie
n
A
D
U
L
T
M
D
O
G
N
E
U
T
R
A
L
1
3
,3
2
,7
6
8
,5
1
0
,0
1
6
7
2
,6
8
8
,5
1
2
,5
8
,8
6
,1
0
,6
3
4
8
L
o
u
v
et
ea
u
K
ID
M
W
O
L
F
G
O
O
D
0
,0
2
,3
6
9
,8
7
,5
1
5
2
,8
9
1
,4
7
,7
7
,6
5
,7
0
,0
2
1
M
e`r
e1
A
D
U
L
T
F
H
U
M
A
N
B
A
D
1
8
,8
3
,3
7
1
,5
7
,2
1
2
9
3
,3
8
8
,5
1
6
,3
1
8
,9
6
,1
0
,8
5
1
4
F
eu
N
A
N
A
E
L
E
M
E
N
T
A
L
N
E
U
T
R
A
L
2
2
,2
2
,4
7
0
,3
4
,5
9
3
,2
9
2
,3
1
4
,5
0
,0
6
,8
0
,0
3
4
8
C
h
ef
L
o
u
p
A
D
U
L
T
M
W
O
L
F
B
A
D
1
8
,1
3
,6
7
1
,1
7
,4
7
4
2
,4
8
5
,8
1
1
,6
1
4
,8
6
,3
2
,7
9
0
2
C
h
ev
re
a
u
K
ID
M
G
O
A
T
G
O
O
D
2
2
,5
3
,5
7
2
,2
4
,4
4
0
4
,3
9
1
,6
1
5
,4
7
,3
6
,1
0
,0
5
1
4
C
o
u
te
a
u
N
A
N
A
O
B
J
E
C
T
N
E
U
T
R
A
L
2
8
,6
2
,5
7
5
,7
3
,5
7
3
,6
9
3
,7
1
4
,7
0
,0
4
,6
0
,0
5
1
4
M
a
it
re
ss
eD
eM
a
is
o
n
O
L
D
F
H
U
M
A
N
B
A
D
1
0
,5
3
,2
7
0
,0
1
4
,4
4
9
9
2
,0
8
8
,9
1
1
,8
7
,2
6
,7
1
,0
3
4
7
C
o
n
se
il
le
r
A
D
U
L
T
M
H
U
M
A
N
G
O
O
D
1
7
,9
2
,3
6
8
,8
8
,0
5
6
4
,8
8
6
,3
1
7
,6
1
2
,7
5
,1
0
,0
3
4
7
M
in
is
tr
e
A
D
U
L
T
M
H
U
M
A
N
G
O
O
D
3
8
,5
3
,5
7
2
,0
4
,3
1
3
3
,0
9
3
,3
7
,3
1
6
,2
4
,5
0
,0
3
4
8
P
a
p
a
O
is
ea
u
A
D
U
L
T
M
B
IR
D
G
O
O
D
7
,1
3
,8
7
0
,3
9
,3
2
8
2
,2
9
0
,7
1
7
,6
4
,3
8
,0
0
,0
– 184 –
Chapitre D. Proprie´te´s prosodiques associe´es aux personnages
T
a
b
l
e
D
.1
:
P
ro
p
ri
e´t
e´s
p
ro
so
d
iq
u
es
a
ss
o
ci
e´e
s
a
u
x
p
er
so
n
n
a
g
es
T
A
L
E
ID
A
G
E
G
E
N
D
E
R
K
IN
D
V
A
L
E
N
C
E
P
T
D
D
II
S
IM
N
S
N
V
ow
D
H
IS
H
M
T
E
S
P
T
T
P
P
V
R
9
0
2
C
o
rb
ea
u
A
D
U
L
T
M
B
IR
D
G
O
O
D
1
4
,3
3
,4
6
9
,9
4
,0
2
8
4
,8
9
1
,9
1
8
,3
1
4
,8
5
,1
0
,0
3
5
2
F
er
m
ie
r
A
D
U
L
T
M
H
U
M
A
N
N
E
U
T
R
A
L
1
4
,5
3
,3
7
1
,0
9
,7
6
3
2
,0
9
0
,5
1
0
,2
7
,9
6
,5
1
,6
4
0
3
F
e´e
1
A
D
U
L
T
F
F
A
IR
Y
G
O
O
D
1
6
,7
2
,7
6
1
,9
6
,5
8
5
2
,9
8
2
,4
1
4
,6
1
2
,7
5
,9
1
,2
3
4
7
S
u
zo
n
A
D
U
L
T
F
H
U
M
A
N
G
O
O
D
8
,7
3
,0
7
3
,5
1
1
,5
2
3
2
,3
9
1
,5
9
,2
2
,5
5
,7
0
,0
9
0
0
M
a
m
a
n
S
o
u
ri
s
A
D
U
L
T
F
M
O
U
S
E
G
O
O
D
1
8
,1
2
,3
7
1
,3
7
,0
1
9
9
3
,0
8
8
,6
1
3
,4
1
7
,3
5
,9
0
,0
4
0
3
M
e`r
e2
A
D
U
L
T
F
H
U
M
A
N
N
E
U
T
R
A
L
8
,3
2
,8
6
5
,1
8
,1
7
3
3
,4
8
5
,0
1
2
,0
1
0
,6
7
,4
1
,4
9
0
2
F
er
m
ie
r
A
D
U
L
T
M
H
U
M
A
N
B
A
D
2
8
,1
4
,2
7
4
,7
4
,1
3
3
6
,0
9
1
,7
1
7
,8
9
,8
4
,9
3
,0
9
0
2
G
ra
n
d
M
e`r
e
O
L
D
F
B
U
L
L
G
O
O
D
2
6
,3
2
,7
7
1
,6
5
,4
1
9
5
,8
8
7
,3
2
1
,9
3
,2
4
,9
0
,0
5
1
4
B
ri
ro
u
ch
Y
O
U
N
G
M
H
U
M
A
N
N
E
U
T
R
A
L
4
0
,0
4
,1
6
9
,0
2
,5
5
5
,0
9
0
,4
1
2
,8
0
,0
5
,1
0
,0
5
9
4
M
a
x
en
ce
K
ID
M
H
U
M
A
N
G
O
O
D
1
0
,9
2
,6
7
0
,6
6
,6
1
5
9
2
,6
9
0
,1
1
1
,5
1
9
,3
5
,8
1
,9
A
ll
N
0
N
0
N
0
N
0
N
0
1
2
,7
2
,9
6
6
,0
7
,4
8
0
5
9
3
,4
8
4
,2
1
6
,1
2
4
,0
6
,2
2
,5
9
0
2
F
er
m
ie
re
A
D
U
L
T
F
H
U
M
A
N
G
O
O
D
1
7
,2
3
,3
7
3
,0
6
,9
5
8
3
,4
8
9
,7
1
7
,4
1
8
,2
6
,6
0
,0
5
1
4
F
o
rg
er
o
n
A
D
U
L
T
M
H
U
M
A
N
N
E
U
T
R
A
L
1
4
,3
3
,0
7
0
,6
3
,0
9
3
,7
8
4
,9
1
1
,1
0
,0
5
,5
2
2
,2
3
4
8
P
a
p
a
O
u
rs
A
D
U
L
T
M
B
E
A
R
G
O
O
D
2
5
,0
3
,2
7
0
,7
8
,0
2
4
2
,7
8
4
,8
1
3
,3
1
1
,7
5
,8
0
,0
9
0
0
E
n
g
o
u
le
v
en
t
A
D
U
L
T
N
A
B
IR
D
G
O
O
D
1
1
,8
2
,8
7
2
,3
8
,0
6
8
3
,0
8
7
,6
1
4
,6
1
4
,6
6
,4
0
,0
9
0
2
V
ea
u
K
ID
M
B
U
L
L
G
O
O
D
1
4
,4
2
,6
7
2
,0
6
,1
1
4
6
2
,8
9
2
,4
1
0
,2
8
,0
6
,5
0
,0
3
4
7
M
ed
ec
in
A
D
U
L
T
M
H
U
M
A
N
G
O
O
D
2
0
,0
1
,9
7
1
,5
1
0
,0
1
0
1
,9
9
1
,2
6
,2
0
,0
4
,9
0
,0
3
5
2
C
h
a
t
A
D
U
L
T
M
C
A
T
N
E
U
T
R
A
L
1
5
,3
2
,4
6
9
,7
9
,0
1
5
1
2
,4
8
9
,5
1
3
,5
1
2
,5
6
,3
0
,7
2
1
S
o
eu
r
Y
O
U
N
G
F
H
U
M
A
N
B
A
D
7
,7
3
,1
7
0
,2
7
,2
6
5
2
,4
8
9
,2
1
1
,8
1
8
,7
6
,8
0
,0
9
0
2
M
a
m
a
n
A
D
U
L
T
F
B
U
L
L
G
O
O
D
4
0
,0
2
,6
7
4
,1
6
,3
1
5
4
,2
9
1
,3
1
4
,7
6
,2
4
,2
0
,0
1
7
4
C
h
ef
A
D
U
L
T
M
H
U
M
A
N
N
E
U
T
R
A
L
1
2
,8
3
,9
6
9
,3
7
,8
7
8
4
,5
8
6
,6
1
8
,0
2
4
,4
6
,5
0
,0
3
4
8
G
ra
n
d
M
e`r
e2
O
L
D
F
H
U
M
A
N
G
O
O
D
1
7
,1
3
,3
6
7
,7
5
,8
7
0
3
,9
8
6
,1
1
6
,6
2
2
,7
6
,6
0
,0
4
2
0
E
ri
k
A
D
U
L
T
M
H
U
M
A
N
N
E
U
T
R
A
L
1
1
,3
2
,7
6
9
,5
7
,5
1
5
9
2
,3
8
8
,7
1
4
,2
1
2
,4
6
,2
0
,0
5
1
4
C
h
a
t
A
D
U
L
T
M
C
A
T
N
E
U
T
R
A
L
2
5
,0
5
,9
6
4
,4
4
,0
4
6
,2
8
8
,0
1
9
,4
0
,0
4
,7
0
,0
9
0
0
P
P
M
1
K
ID
M
B
A
T
G
O
O
D
1
6
,7
2
,1
6
9
,9
3
,0
6
6
,5
9
4
,5
7
,6
0
,0
4
,3
0
,0
2
1
F
e´e
2
A
D
U
L
T
F
F
A
IR
Y
G
O
O
D
7
,2
2
,5
6
6
,3
6
,1
9
8
2
,4
8
4
,8
1
3
,6
2
1
,5
6
,5
1
,0
9
0
0
P
P
M
3
K
ID
M
B
A
T
G
O
O
D
2
8
,6
3
,5
6
8
,9
3
,5
7
3
,8
9
2
,4
7
,7
0
,0
4
,0
0
,0
9
0
0
P
P
M
2
K
ID
M
B
A
T
G
O
O
D
1
1
,1
3
,1
6
7
,2
5
,0
1
0
4
,9
9
4
,7
1
9
,8
0
,0
4
,6
1
0
,0
2
1
2
G
ra
n
d
M
e`r
e3
O
L
D
F
H
U
M
A
N
G
O
O
D
3
5
,7
3
,7
6
8
,7
4
,7
1
4
5
,7
9
1
,3
2
4
,6
5
,8
4
,5
0
,0
5
1
4
R
a
t
A
D
U
L
T
M
R
A
T
N
E
U
T
R
A
L
0
,0
4
,7
7
2
,8
3
,0
6
3
,9
9
2
,3
1
2
,5
0
,0
5
,4
0
,0
2
1
2
M
e`r
e4
A
D
U
L
T
F
H
U
M
A
N
G
O
O
D
9
,7
2
,6
6
8
,2
1
0
,7
3
2
3
,0
8
7
,1
1
5
,7
1
5
,7
5
,9
3
,1
3
5
2
P
a
o
n
A
D
U
L
T
M
B
IR
D
B
A
D
1
5
,7
3
,0
7
0
,9
8
,3
1
0
8
3
,8
9
1
,1
2
0
,0
1
7
,0
5
,8
0
,0
– 185 –
Chapitre D. Proprie´te´s prosodiques associe´es aux personnages
– 186 –
Annexe E
Textes se´lectionne´s pour l’e´valuation
du syste`me de synthe`se
E.1 Erik , le paysan ruse´
Erik , le paysan ruse´
un jour , un paysan e´tait alle´ dans la fore^t avec son cheval et son traı^neau
pour faire la provision de bois .
il n’ avait pas termine´ son ouvrage qu’ un e´norme ours s’ approcha de lui et lui
dit :
- donne -moi ton cheval sinon cet e´te´ , tu pourras faire attention a` tes moutons
.
- oh l’ Ours !
re´pondit le paysan , il ne me reste plus de bois a` la maison , pas une seule
petite bu^che .
je t’ en prie , laisse -moi ramener cette charge de rondins jusque chez moi .
tu ne voudrais pas que je meure de froid ?
demain , je te promets de te ramener le cheval .
E.2 Cre´tin de paon
- je ne m’ appelle pas Piwi , re´pondit orgueilleusement le paon en faisant la
roue et le cou allonge´ , en criant d’ une voix aigre : mon nom est " sa - queue
- est - magnifique - comme - le - soleil - quand - il - brille - sur - les -
montagnes - dans - les - brouillards - du - matin . "
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est -ce compris ?
de´sormais ne m’ appelle plus autrement , sans quoi je t’ arracherai les yeux .
- je ne t’ appellerai jamais autrement , promis la poule , qui redoutait le bec
ace´re´ de l’ autre , jamais , jamais .
E.3 Nae¨lle va chercher du bois dans la foreˆt
le chef regarde d’ ou` vient la voix et se moque du Papa oiseau qui vole
au-dessus de lui avec Maman oiseau et Petit oiseau .
- " ce n’ est pas toi qui va me faire peur ! "
c’ est a` ce moment qu’ il entend une grosse voix qui lui demande :
- " et moi , je te fais peur ? "
il se retourne et voit Papa ours avec Maman ours et Ourson qui sont vers lui .
- " cette petite fille a sauve´ mon fils qui avait la patte prise dans un pie`ge .
"
" elle a aussi donne´ a` manger a` mon fils qui a pu nous retrouver " dit Papa
oiseau .
E.4 Le roi Glagla
le roi Glagla e´ternuait si fort que les murs du cha^teau tremblaient .
des jours durant , il e´ternua .
puis un matin le roi ne voulut pas quitter son lit , pas me^me pour aller faire
pipi .
il e´tait tout blanc et claquait des dents :
- je , je ... je suis ge ... gele´ .
son ministre s’ affola :
- au secours , a` moi !
notre bon roi se meurt de froid !
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E.5 L’histoire des trois sourds
la Lec¸on est :
il vaut mieux ne pas se de´pe^cher de donner une re´ponse .
on conseille quelque part en Afrique , d’ avoir le cou aussi long que celui du
chameau , afin que la parole avant de jaillir puisse prendre tout son temps .
E.6 Maxence et le monstre sous le lit
le monstre rose he´sita un peu , puis grimpa avec appre´hension sur le lit , en s’
aidant de sa longue queue .
- c’ est bien vrai , il n’ y a aucun monstre sur ce lit !
mais je ne suis quand me^me pas bien rassure´ ...
dis moi petit garc¸on , puis -je dormir avec toi cette nuit ?
j’ aurais moins peur , si tu es la` pour me prote´ger .
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Annexe F
Stylisation du conte “Le petit
chaperon rouge” contenu dans le
corpus de parole GV-LEx
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