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ABSTRACT
Evaluation of Performance of 
Non-Parametric Confidence Intervals on Skewed Data
by
Monica Solis
Dr. Ashok Singh, Examination Committee Chair 
Professor of Mathematics 
University of Nevada, Las Vegas
In this thesis we will develop a method for the construction of a non-parametric 
confidence interval and compare it to parametric conhdence intervals for the mean of a 
population distribution. Using Monte Carlo simulation, we will examine the performance 
of both confidence intervals on data from different types of distributions. In particular, 
we are interested in examining how these confidence intervals perform when the data is 
known to come from a skewed distribution. Our goal is to illustrate the superiority of our 
new method against a traditional parametric approach for estimating parameters, 
particularly on skewed data.
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CHAPTER 1 
INTRODUCTION
What can data tell ns about the population from which it was gathered? Studies 
and experiments produce data that needs to be analyzed. Depending on what the 
researcher is interested in, there are many different analyses that can be performed on the 
data. Estimating parameters of a population of interest is one such analysis. Point 
estimation is done by using the value of a computed statistic to estimate the value of a 
parameter. Interval estimation involves computing a range of values calculated from the 
available data in such a way that will enable us to state, with a high degree of confrdence, 
that the true parameter is contained in that interval. Since point estimation does not take 
into account sampling error interval estimation is a more practical approach.
A confrdence interval is typically constructed using a point estimate, a measure 
of error and a confidenee level. To illustrate the eonstruction of a confidence interval, 
consider a random sample from a normal distribution. A confrdence interval for the 
population mean from data obtained from a normal distribution can be obtained as 
follows:
Where i is the ^  percentile of the Student's t distribution with n-1 degrees of 
freedom, and the sample variance is given by:
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This will yield a range of numbers (a, b) where a is the lower confidence limit (LCL) and 
b is the upper confrdence limit (UCL). We can state with a high degree of confrdence 
that the true mean of the population in question lies within these two numbers. This 
confrdence interval will be fairly accurate as long as the data come from a distribution 
that is normally distributed, or has only mild skewness exists in the distribution and a 
large sample size is used.
The United States Environmental Protection Agency (EPA) often uses a 95% 
upper confrdence level (UCL) as an estimate of the average contaminant concentration at 
a given site. If the method used to calculate this UCL is accurate, meaning, the method 
captures the true mean at least 95% of the time there is still a 2.5% probability that the 
contaminant concentration is in fact higher than our estimate. If the method is not 
accurate, the probability may be much higher than 2.5%. If we assume that the EPA data 
come from a normal distribution, we can use the method described above. However,
EPA experience shows that most environmental contaminant data sets from soil sampling 
appear to be lognormally distributed. Therefore, it is important to consider alternate 
methods for calculating confrdence intervals and ultimately UCLs.
The Chebyshev inequality can also be used to obtain a confrdence interval for the mean. 
The confrdence interval based on Chebyshev's inequality is as follows:
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There are a few caveats: this method does require the knowledge of r r . If we replace cr 
with f,, the result is no longer guaranteed to be conservative. (Singh, Singh and laci,
2002) observed that in highly skewed data sets, the coverage from this particular method 
fell below the specifred confrdence level. This was especially true with sample sizes 
smaller than 20. So the Confrdence Interval based on the Chebyshev Inequality will 
provide a conservative and stable interval for a large sample size. There are also several 
methods involving the Bootstrap Procedures. These are also nonparametric techniques 
that can be used to reduce bias by point estimates and construct a confrdence interval for 
the true mean of a population. Although these methods require no assumptions about the 
distribution in question, they too work best if the sample size is large. The results are not 
as reliable for a small sample size. These methods as well as several other methods are 
described in EPA publications (Singh, Singh, and laci, 2002). The publication provides a 
more detailed look into the qualities and shortcomings of several methods for dealing 
with data frx)m skewed distributions.
It is clear that the main problem with some of these methods is sample size and 
assumptions about the underlying population. In this thesis, we will describe a non - 
parametric approach for constructing confrdence intervals using the Kolmogorov test 
statistic which does not require any assumptions about the form of the distribution of the 
underlying population, nor does it require a very large sample size. Furthermore, its 
performance will be compared to the student's t-statistic method. The method will be 
evaluated on data from highly skewed, moderately skewed, low skewed, and non skewed 
distributions.
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The asymptotic distribution of the two-sided statistic T was found by Kolmogorov 
(1933) and later tabulated by Smirnov (1948). The entries in the table in Appendix A are 
selected quantiles fb the Kolmogorov test statistics T, T ,̂ These quantiles are exact for 
» < 40 in the two tailed test. The other quantiles are approximations that are equal to the 
exact quantiles in most cases. (Conover, 1980)
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CHAPTER!
METHOD
When finding a confidence interval for an unknown parameter, we compute an 
upper value and lower value from the data that is said to contain the parameter between 
them with a certain probability. We will now consider a method that involves the 
formation of confidence bands for an empirical distribution. To put it simply, we will 
construct an upper confidence band and a lower confrdence band around the empirical 
distribution frmction of a random sample taken from the population of interest. We will 
then calculate the mean of the upper and lower confrdence bands and use these estimates 
as our bounds for a confidence interval of the true mean of the population from which the 
observations were gathered. We will now give a detailed explanation of the method 
followed by an example.
Consider a random sample from any given distribution. Draw a graph of the 
empirical distribution function S(x) for this sample. To form a confrdence band with a 
confrdence coeffrcientl -  a , frnd the 1 -  a  quantile of the Kolmogorov test statistic from 
Table A (Conover and frnan, 2000) for the two-sided test and for the appropriate sample 
size n. Let denote this quantile. Draw a graph above S(x) a distance and call 
this graph U(x). Draw a second graph below S(x) a distance and call this graph L(x).
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Then U(x) and L(x) form the upper and lower boundaries, respectively, of a 1 -  or 
confidence band that contains the unknown F(x) completely within its boundaries. U(x) 
and L(x) are defined as
[ /(x) = 5'(x) + if 5"(x) + ^ 1
l (x )  = ^ (x )- if (x) -  > 0
f(x) = 0 if 6'(x)-w  _ <0
For example, suppose we want to form a 90% confidence interval for the mean of an 
unknown distribution function F(x), based on a random sample of size 10:
7.2 8.7 9.4 9.9 11.3 11.3 11.3 11.5 12.3 13.4
From Table A, the .90 quantile is Wgg = 0.369. The confidence bands are â (x) ± 0.369 as
long as the bands are between 0 and 1. Figure 1 shows S(x), U(x) and L(x). The 
statement "F(x) lies entirely between U(x) and L(x)" is true with probability .90.
1.0000
0.9000
0.8000
0.7000
0.6000 c-
0.5000 - ^ 1— o
0.4000 -
0.3000 -
0.2000
0.1000 44------ — j
0.0000 i ----- -------
-e-
1
1
I - e - -Ufx)
—#—-S(X)
Î - 4*--L(x)
..
7.0 8.0 9.0 10.0 11.0 12.0 13.0 14.0
Figure 1 : Shows S(x) Lies entirely between U(x) and L(x)
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Once confidence bands for S(x) have been constructed, we frnd the sample means 
for U(x) and L(x), respectively. This will provide the boundaries of our new 
confrdence interval. Since we believe with 90 per cent confrdence that F(x) lies entirely 
between U(x) and L(x), then we say that the true mean of F(x) lies entirely between the 
mean of U(x) and the mean of L(x). Returning to our example, we frnd = 8.7 and
X?; =12.4. Therefore, we can conclude with 90 per cent confrdence that the true mean of 
the distribution fr-om which this data was generated is between 8.7 and 12.4. It is 
important to note that no assumptions about the population were made. This method is 
not dependent on a particular type of distribution or a minimal sample size. It can be 
used for normal as well as skewed distributions and small and large sample sizes.
To evaluate this method, simulations were run using a Monte Carlo approach.
The program was written in SAS. See Appendix B. The simulation program works as 
follows:
1. The user will input sample size, number of trials, confrdence level, and 
specify the distribution of interest along with its parameters.
2. A value for w and t will be assigned according to the specific information 
required in step one.
3. A random variable fr-om the specifred distribution will be generated.
4. A confrdence interval based on the Student's T statistic will be calculated 
and a tally will be kept on whether or not the true mean was captured.
5. A confrdence interval based on the Kolmogorov bands wül be calculated 
and a tally will be kept on whether or not the true mean was captured
6 . The capture rate for each method will be reported for comparison.
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
CHAPTER 3
DISTRIBUTIONS 
For our simulations, data was randomly generated from three particular 
distributions. The Standard Normal Distribution was used to evaluate the performance of 
our method on symmetric data. To evaluate the performance of the method on skewed 
data, simulations were run on data from both Gamma and Lognormal distributions. 
Simulations were run on data from both distributions at different levels of skewness. The 
skewness coefScients used for both the Gamma and Lognormal distributions were .5,1, 
1.5, and 2. In this section, we will describe the details of each of the distributions used to 
obtain our simulation results which are discussed in the next ehapter.
Normal Distribution 
The Standard Normal Distribution was used to evaluate the performance of our 
method on non skewed data. Its probability distribution given by:
1
V2
:exp
)T(Cr
—00 <  X <  00 
( T > 0
Mean: // 
Median: /v
Variance: 
Skewness: 0
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standard Normal Distribution
' -f -''**’ I  I..............I i 1............I t
3.98 - 3.36 - 2. 7B -2.16 -1. S6 - a  96 -0.36 0.24 O. { 1 .^ 4  2. 04 2. 64 a  24 3. 84
Figure 2: Standard Normal Distribution
Gamma Distribution 
The probability distribution function for a Gamma Distribution is given as:
0  <  X <  00
/ (x ,e ,/7 ) (Z > 0
/g> 0
The mean variance and skewness for a Gamma Distribution are as follows:
Mean: <z/9
Variance:
Skewness: 2(Z
-1/
Consider the Gamma Distribution with shape parameters = 16and scale 
p a ra m e te r= 1 in Figure 3. This Gamma Distribution has a skewness coefficient of .5. 
We can see that this distribution is only slightly skewed.
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Gamma('fô,1) Distribution
4.25 6,75 9.25 11.75 14.25 16.75 i a  25 21.75 24.25 26 75 29.25 31.75 34.25 36.75
Figure 3: Gamma Distribution with skewness of .5
Next consider the Gamma Distribution with shape parameters = 4 and scale 
parameter = l in Figure 4. This Gamma Distribution has a slightly higher skewness 
coefRcient of 1.
Gamma(4,1) Distribution
0.15 1.65 3.15 4.65 6.15 7,65 9.15 10. ©5 12. 15 13. 65 15. 15 16. 65 18. 15 19. 65 21. 15 22. 65
Figure 4: Gamma Distribution with Skewness of 1
Finally consider data 6 om both a moderate and highly skewed Gamma 
Distribution. Figure 5 shows a Gamma Distribution with shape parameters = 1.77, scale
10
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parameter ̂  = 1 and f  = 1.5. Figure 6 shows a Gamma Distribution with shape
parameter s  = 1 , scale parameter ;9 = 1 , and fAewnayj' = 2 .
Gamma(1.77,1) Distribution
Q I..... j j  ̂ . j......j..... .̂............................ y.  j......   y...-. .̂.... j-—
0.1 0.9 1.7 2.5 3.3 4.1 4,9 5.7 6.5 7.3 8.1 8.9 9.7 10.5 11.3 12.1 12.9
Figure 5: Gamma Distribution with Skewness of 1.5
Gamma(1,1) Distribution
0.1 0.9 1.7 2  3 3.3 4.1 4.9 5.7 6 .5 7.3 8.1 8.9 9. 7 10. 5 11.3 12 1 12 9
Figure 6 : Gamma Distribution with Skewness of 2
11
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Lognormal Distribution 
The probability distribution of the Lognormal Distribution is given by:
0 <%<oo
V2Tia
[log(x/m)] 
20-'
2 A
7M >  0
O' > 0
The mean, variance, median, and skewness are as follows:
2
Mean: mexp 
Median:
Variance: m 'w (w -l)
Skewness: (w + 2 )(w -l)^
Where w = exp(o"')
Consider Lognormal Distribution with the same four levels of skewness
illustrated for the Gamma Distribution; .5, 1, 1.5, and 2. Figure 7 shows a Longnormal
Distribution with /» = 1, o"' = .027 and » .5. As with the previous example,
this distribution is only slightly skewed.
LogNormal Distribution(1,.027)
....   —j....... I---
0.4375 O. 6125 O. 7375 0.8625 O. 9675 1. 1125 1.2375 1. 3625 1. 4875 1.6125 1. 7375 1. 8625 1.9875
Figure 7: LogNormal Distribution with Skewness .5
12
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Next consider a LogNormal Distribution with m = 1, cr' = .099 and 
» 1. Figure 8 illustrates the skewness of this distribution.
LogNormal Di^ibution(1,.099)
O- 25 O. 45 Q. 65 O. 85 1. OS 1- 25 1. 45 1. 65 1. 85 2. 05 2, 25 2. 46 2. S5 2. 85 3 05 3. 25 3. 45 3. 6
Figure 8: LogNormal Distribution with Skewness = 1
Finally consider LogNormal Distribution with increased skewness of 1.5 and 2. 
Figure 9 illustrates a LogNormal Distribution with 7M = 1, cr' = .197 and a'&mmay.y » 1
Figure 10 shows a LogNormal Distribution with m = \,  cr' =1 and skewness « .5.
LogNormal Distribution(1,.197)
I
I
. , , , (* * 7 ^ ----1---------1--------r-------r— r r
O. IB O. 68 1. 14 1. S2 2.1 2. 58 3.06 3.54 4.02 4.5 4. 98 5. 46 5. S 
I c^nornal _15
Figure 9: LogNormal Distribution with Skewness =1.5
13
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
LogNormal Distribution(1,.309)
A
ü. 1 0.9 1.7 2.5 3.3 4-1 4.9 5.7 6.5 7.3 8.1 8 9 9.7 10.5 11.3 12 1 12 9
I ognornsi _2
Figure 10: LogNormal Distribution with Skewness = 2
14
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CHAPTER 4
SIMULATION RESULTS 
Nonnal Distributioii
The Rrst comparison was made by taking random samples 6 0 m a standard normal 
distribution. Samples of size 5,15, 25, 50 and 100 were taken. 10,000 trials were 
conducted for each sample size. The capture percentage for the student's T method as 
well as for the new method is shown below in Table 1.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
Standard Normal 90% 5 90TW 9L26
Standard Normal 90% 15 89.90 9947
Standard Normal 90% 25 90 36 9942
Standard Normal 90% 50 89.94 9948
Standard Normal 90% 100 8&90 100
Standard Normal 95% 5 94.81 9145
Standard Normal 95% 15 95^5 9940
Standard Normal 95% 25 94.77 9942
Standard Normal 95% 50 95J7 9948
Standard Normal 95% 100 94jG 100
Table 1 : Simulation results for Normal distribution
15
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For the most part, the capture rate for the Student's T method was at the specified 
confidence level. With the exception of the 95% confidence interval for a small sample 
of size 5, the new method's capture percentage was at or above the speciRed level.
Gamma DistribuRon 
Random samples of size 5,15,25, 50, and 100 were taken hrom a Gamma
2Distribution with a  = 16, = 1 and .yAgw/ieM = .5. Recall for a Gamma
distribuRon. 10,000 trials were conducted for each sample size. The capture percentage for 
the student's T method as well as for the new method is shown below in Table 2.
Type of Distribution Confidence
Level
Sample
Size
Capture %
Student’s T
Capture % 
New Method
Ganuna( a  = \6,/3 = \) 90% 5 89.86 9L02
Gamma( a  = \6, /3 = \) 90% 15 8&69 9&60
Gamma(a = 16,y8 = 1) 90% 25 8&69 9&87
Ganuna( a  = \6,/3 = 1) 90% 50 89^4 100
Ganuna( a = 16,y9 = 1) 90% 100 8944 9949
Gamma( a  — 16, f3 = 1) 95% 5 9442 9144
Gamma( CC = \6,f5 = 1 ) 95% 15 9542 9144
Ganuna( (% = 16, = 1) 95% 25 9542 99.76
Gamma(a  -  l6,/3 = \) 95% 50 9480 99.95
Gaminafa  = 16,f3 -  \) 95% 100 9469 100
Table 2: SimulaRon results for Gamma with skewness = .5
16
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With the exception of samples of size 5, we can see that the Student's T method's 
capture rate fell slightly below the specified conhdence level. In contrast, the new 
method meets and exceeds the specified confidence level except for a very small sample 
size of 5.
Next we compared the performance of the two methods with data 6 om a slightly 
more skewed distribution. The comparison was made by taking random samples 6 om a 
Gamma with cr = 4 , = 1 and = 1. Samples of size 5,15, 25, 50 and 100
were taken. 10,000 trials were conducted for each sample size. The c^ tu re  percentage 
for the student's T method as well as for the new method is shown below in Table 3.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
Gamma( (Z = 4, = 1 ) 90% 5 87.99 89.78
Gamma( <Z = 4,ŷ  = 1) 90% 15 88.74 99.13
Gamma( a  = A, = \) 90% 25 88.64 99.82
Gamma( a  = A,P = 1) 90% 50 89.37 99.99
Gamma( ct = 4,/? = 1) 90% too 89.79 100
Gamma( a  = A,/3 = \) 95% 5 93.87 91.57
Gamma( a = 4, = 1 ) 95% 15 93.74 99.44
Gamma( a  — A, = \) 95% 25 94.77 99.92
Gamma( a = 4,y0 = 1) 95% 50 94.58 99.98
Gamma( a  = A , f i - \ ) 95% 100 95.04 100
Table 3: Simulation results for Gamma with skewness = 1
17
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Once again we jBnd the new method exceeds the specified conGdence level for 
sample sizes greater than 15. For the most part, the Student's T method failed to meet the 
speciGed conGdence level.
We then compared the performance of the two methods with data Gom a 
distribuGon with a skewness coefGcient of 1.5. The comparison was made by taking 
random samples Gom a Gamma with a  = 1.77, y9 = l and j'Aewnay.y = 1.5. Samples of 
size 5, 15,25, 50 and 100 were taken. 10,000 trials were conducted for each sample size. 
The capture percentage for both methods is shown below in Table 4.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
Gamma( a  =1 .77, /? =  1) 90% 5 86.37 88.15
Gamma( a  =1 .77, /? =  1) 90% 15 88.05 98.71
Gamma( a  = 1.77, P =  1) 90% 25 87.91 99.59
Gamma( a  = l .77, P =  1) 90% 50 89.14 99.97
Ganuna( a  = \ .77, P =  \ ) 90% 100 89.26 100
Gamma( a  — \ .77, P — I) 95% 5 91.26 89.56
Gamma( a = 1.77, /? = 1) 95% 15 92.28 99.05
Gamma( a  = \ .77, P — \ ) 95% 25 93.54 99.74
Gamma( a  = \ . l l  ,P = 1 ) 95% 50 93.52 99.97
Ganuna(a  = \ .7 7 ,P ~  I) 95% 100 94.55 100
Table 4: SimulaGon results for Gamma with skewness = 1.5
18
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We can see that the new method ontperfbrms the Student's T method in every 
case. We can also begin to see that as the skewness increases, the Student's T method 
becomes less and less reliable.
Finally we compared the performance of the two methods with data Gom a 
distribution with a skewness coefGcient of 2. The comparison was made by taking 
random samples Gom a Gamma with a  = 1, ^  = 1 and .yAewna;.; = 2. Samples of size 5, 
15,25, 50 and 100 were taken. 10,000 trials were conducted for each sample size. The 
capture percentage for the student's T method as well as for the new method is shown 
below in Table 5.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
Gamma( a — \, P = \) 90% 5 82.94 85.69
Gamma( a  = 1, /? = 1 ) 90% 15 87.39 98.32
Gamma( a = \, P = \) 90% 25 87.99 99.41
Gamma( a  = \, P — I) 90% 50 88.61 99.94
Gamma( a = \ ,P = \) 90% 100 88.60 100
Gamma(a -  \ ,P — I) 95% 5 87.82 86.83
Gamma( a  = \, P = \) 95% 15 91.15 98.75
Gamma( a  = 1, ̂  = 1 ) 95% 25 92.50 99.69
Gamma( a = \, P = \) 95% 50 93.25 99.95
Gamma( a  = \, P = \) 95% 100 94.19 100
Table 5: SimulaGon results for Gamma with Skewness = 2
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The new method's superiority becomes clearer as we choose data Gom 
increasingly skewed distribuGons. These results Guther support the reliability of the new 
method and unreliability of the Student's T method.
Lognormal DistnbuGon 
Similar simulaGons were conducted on data Gom a LogNormal DistnbuGon.
Recall, for the LogNormal DistnbuGon, = (w + 2 )(w -l)^  where w = exp(cr^).
Random samples of size 5,15,25, 50, and 100 were taken Gom a LogNormal 
DistnbuGon with m = 1, = .027 and » .5. Again, 10,000 tnals were
conducted for each sample size. Table 6 shows the capture percentage for both methods.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
LogNormal( m =  \,CT̂  =  .027 ) 90% 5 89.21 90.64
LogNormal( m = 1, =  .027 ) 90% 15 90.21 99.39
LogNormal( m = \ , ( J ^  = .027 ) 90% 25 89.39 99.95
LogNormal( Wi =  \,<7^  = .027 ) 90% 50 89.79 99.99
LogNormal(m — -  .0 2 7) 90% 100 89.74 100
LogNormal( m =  \ , ( 7 ^  =  .027 ) 95% 5 94.80 92.13
LogNormal( m =  \,CT^ =  .027 ) 95% 15 94.61 99.72
LogNormal( m  =  1, <T̂  =  .027 ) 95% 25 95.10 99.95
LogNormal( m =  =  .027 ) 95% 50 94.41 99.97
LogNormal( m  =  1, cr^ =  .027 ) 95% 100 94.97 100
Table 6 : SimulaGon Results for LogNormal with Skewness = .5
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With the exception of samples of size 5, we can see that the Student's T method's 
capture rate fell slightly below the speciGed conGdence level. In contrast, the new 
method meets and exceeds the speciGed conGdence level G»r all samples of at least 15.
Next we compared the performance of the two methods with data Gum a slightly 
more skewed distribuGon. The companson was made by taking random samples Gom a 
LogNormal DistnbuGon with /» = 1, cr̂  = .099 and » 1. Samples of size 5,15,
25, 50 and 100 were taken. 10,000 trials were conducted for each sample size. The 
c^ tu re  percentage for the student's T method as well as for the new method is shown 
below in Table 7.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
LogNormaI( m  = 1 , = .099 ) 90% 5 88.75 89.14
LogNormal( m = l,a^ = .099 ) 90% 15 89.40 99.16
LogNormal( m = \,(j^ = .099 ) 90% 25 89.95 99.78
LogNormal( m — \,a^ = .099 ) 90% 50 89.49 99.99
LogNonnal( m = \,(y  ̂= .099 ) 90% 100 89.69 100
LogNorraal( m = \,(J^ = .099 ) 95% 5 94.08 90.42
LogNormal( m  = 1, = .099 ) 95% 15 93.99 99.40
LogNormal( m  = 1, = .099 ) 95% 25 94.21 99.91
LogNormaI( m  = 1, = .099 ) 95% 50 94.67 100
LogNormal( m  = 1, £7̂  = .099 ) 95% 100 95.00 100
Table 7: SimulaGon Results for LogNormal with Skewness = 1
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Once again we find the new method exceeds the speciGed conGdence level for 
sample sizes greater than 15. For the most part, the Student's T method 6iled to meet the 
speciGed conGdence level.
We then compared the performance of the two methods with data Gum a 
distribuGon with a skewness coefGcient of 1.5. The comparison was made by taking 
random samples Gom a LogNormal DistnbuGon with /» = 1 and = .196. Samples of 
size 5,15,25, 50 and 100 were taken. 10,000 tnals were conducted for each sample size. 
The capture percentage for the student's T method as well as for the new method is 
shown below in Table 8.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
LogNormal( m = l,cr^ = .196) 90% 5 87.11 88.68
LogNormal( m = 1, cr̂  = .196) 90% 15 88.19 98.88
LogNormal( m = 1, = .196) 90% 25 88.92 99.72
LogNormal( m = \,(T^ = .196) 90% 50 89.20 99.96
LogNormal) m — = .196) 90% 100 89.04 100
LogNormal) m = 1, = .196) 95% 5 92.02 89.70
LogNormal) m = \,(T~ = .196) 95% 15 92.70 99.25
LogNormal) m = l,(7' = .196) 95% 25 93.50 99.85
LogNormal) OT = 1, cr̂  = .196) 95% 50 94.90 99.99
LogNormal) m = \,0'^ = .196) 95% 100 94.52 100
Table 8: SimulaGon Results for LogNormal with Skewness = 1.5
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We can see the new method outperforms the Student's T method in every case.
As with the previous distribuGon, we can also begin to see that as the skewness increases, 
the Student's T method becomes less and less reliable.
Finally we compared the performance of the two methods with data Gom a 
distribuGon with a skewness coefGcient of 2. The companson was made by taking 
random samples Gom a LogNormal Distribution with /» = 1 and = .309. Samples of 
size 5,15,25, 50 and 100 were taken. 10,000 tnals were conducted for each sample size. 
The capture percentage for the student's T method as well as for the new method is 
shown below in Table 9.
Type of Distribution Confidence
Level
Sample
Size
Capture % 
Student’s T
Capture % 
New Method
LogNormal) m =  \,cP =  .309 ) 90% 5 85.42 87.12
LogNormal) m =  1, =  .309 ) 90% 15 87.23 98.59
LogNormal) m =  1, cr^ =  .309) 90% 25 88.11 99.64
LogNormal) m = I, (Ĵ  =  .3 0 9 ) 90% 50 89.12 99.91
LogNormal) m = \,a^ =  .3 0 9 ) 90% 100 89.27 100
LogNormal) m =  \ ,( 7 ^  =  .309 ) 95% 5 91.26 89.27
LogNormal) «t =  1, cr^ =  .309) 95% 15 91.83 99.08
LogNormal) m =  l,<7^ — .3 0 9 ) 95% 25 93.07 99.71
LogNormal) m  =  1 ,0"“ =  .309 ) 95% 50 93.62 99.95
LogNormal) m =  \,(7^ = .309 ) 95% 100 94.15 100
Table 9: SimulaGon Results for LogNormal with Skewness = 2
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In both the Gamma and LogNormal DistribnGons, the supenonty of the new 
method is clear. In parGcular, as the skewness of each distribuGon increases, the 
Student's T method becomes less and less reliable.
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CHAPTERS
CONCLUSION
ConGdence intervals are a common tool G)r estimating parameters of interest. 
Expenence shows that many data do not commonly follow a normal distribuGon. 
Therefore, the use of a method that makes this assumpGon should be avoided. For this 
reason, many non -  parametric methods have been developed and studied. Studies have 
also shown that each method has its own limitaGons. Such limitaGons include but are not 
limited to; sample size, assumption about the distribution from which the data came from 
as well as sensiGvity to very low or high values. For this reason, there is a need for 
developing a method with minimal limitations.
The proposed method requires no assumptions about the distribution from which 
the data come from. The simulaGons showed this method captured the true mean at or 
above the specified confidence level for all but very small sample sizes from highly 
skewed distribuGons. Its supenonty against the Student T's method is illustrated in our 
SimulaGon results. The method was tested on data from distribuGons with no, low, 
moderate, and high skewness. In each instance, it outperformed the Student T's method. 
In addiGon, our exploraGon can be easily expanded to predict other parameters of the 
populaGon of interest. It provides a method of calculating conGdence intervals without 
making any assumpGons about where the data came from, or requiring very large sample 
sizes. Finally, the method is direct, easy to replicate and reliable.
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APPENDIX A
QUANTILES OF THE KOLMOGOROV TEST STATISTIC
One - Sided Test
p = .90 p = .95 p = .975 p = .99 p = .995 p = .90 p = .95 p = .975 p = .99 p = .995
Two - Sided Test
p = .80 p = .90 p = .95 p = .98 p = .95 p = .80 p = .90 p = .95 p = .98 p = .95
n = 1 0.900 0.950 0.975 0.990 0.995 n = 21 0.226 0.259 0.287 0.321 0.344
2 0.684 0.776 0.842 0.900 0.929 22 0.221 0.253 0.281 0.314 0.337
3 0.565 0.636 0.708 0.785 0.829 23 0.216 0.247 0.275 0.307 0.330
4 0.493 0.565 0.624 0.689 0.734 24 0.212 0.242 0.269 0.301 0.323
5 0.447 0.509 0.563 0.627 0.669 25 0.208 0.238 0.264 0.295 0.317
6 0.410 0.468 0.519 0.577 0.617 26 0.204 0.233 0.259 0.290 0.311
7 0.381 0.436 0.483 0.538 0.576 27 0.200 0.229 0.254 0.284 0.305
8 0.358 0.410 0.454 0.507 0.542 28 0.197 0.225 0.250 0.279 0.300
9 0.339 0.387 0.430 0.480 0.513 29 0.193 0.221 0.246 0.275 0.295
10 0.323 0.369 0.409 0.457 0.489 30 0.190 0.218 0.242 0.270 0.290
11 0.308 0.352 0.391 0.437 0.468 31 0.187 0.214 0.238 0.266 0.285
12 0.296 0.338 0.375 0.419 0.449 32 0.184 0.211 0.234 0.262 0.281
13 0.285 0.325 0.361 0.404 0.432 33 0.182 0.208 0.231 0.258 0.277
14 0.275 0.314 0.349 0.390 0.418 34 0.179 0.205 0.227 0.254 0.273
15 0.266 0.304 0.338 0.377 0.404 35 0.177 0.202 0.224 0.251 0.269
16 0.258 0.295 0.327 0.366 0.392 36 0.174 0.199 0.221 0.247 0.265
17 0.250 0.286 0.318 0.355 0.381 37 0.172 0.196 0.218 0.244 0.262
18 0.244 0.279 0.309 0.346 0.371 38 0.170 0.194 0.215 0.241 0.258
19 0.237 0.271 0.301 0.337 0.361 39 0.168 0.191 0.213 0.238 0.255
20 0.232 0.265 0.294 0.329 0.352 40 0.165 0.189 0.210 0.235 0.252
Approximation 
n > 40
for 1 .0 7 1 .22
v ; ;
1 .3 6
v »
1 .5 2
V »
1 .6 3
p n
Source: Adapted from table of Miller (1956)
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APPENDIX B
SIMULATION PROGRAM
proc 1ml;
/* n = sample size
m = number of trials
c = confidence level
w = kolmorogrov statistic
t = student's t statistic
rmean = real mean of distribution
sd = standard deviation of distribution*/
n = 100; 
m = 10000; 
c = .95;
if c=.8 then w = 1.07/(sqrt(n)); 
else if c = .90 then w = 1.22/(sqrt(n));
else if c = .95 then w = 1.36/(sqrt(n));
else if c = .98 then w = 1.52/(sqrt(n));
else if c = .99 then w = 1.63/(sqrt(n));
if c = .90 & n= 5 then t = 2.132; 
else if c = .90 & n = 15 then t = 1.761;
else if c = .90 & n = 25 then t = 1.711;
else if c = .90 & n = 50 then t = 1.676;
else if c = .90 & n = 100 then t = 1.660; 
else if c = .95 & n = 5 then t = 2.776;
else if c = .95 6 n = 15 then t = 2.145;
else if c = .95 & n = 25 then t = 2.064;
else if c = .95 & n = 50 then t = 2.009;
else if c = .95 & n = 100 then t = 1.984; 
rmean = 1; 
sd = 1; 
print
'95% Cl Results for Gamma Distribution (alpha = 1, beta = 1, skewness 
= 2 ) ' ;
print m n c w t rmean sd;
/* cap = capture the true rmean using new method
capnorm = capture the true rmiean using normality assumption 
yesnew = number of times the new method captured rmean 
nonew = number of times the new method did not capture rmean 
yesnorm = # of times normal method captured rmean 
nonorm = # of times normal method did not capture rmean */
cap = J (m, 1, . ) ; 
capnorm = J(m,1,.);
27
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
yesnew =0; 
nonew =0; 
yesnorm = 0; 
nonorm =0; 
do i = 1 to m;
/* variable = randomly generated variable 
cdf = cumulitive distribution of variable 
lower = 
upper =
’■ /
variable = J(n,l, 
cdf = J(n,1,.); 
lower = J(n,1,.); 
upper = J(n,1,.);
/* randomly generated vector of a given distribution*/
do i = 1 to n;
variable[i,l]= l*rangam(0,l); 
end;
/* The following will sort the variables vector */
variables = variable;
variable[rank(variable), ]=variables;
/* varmean = mean of the variables vector
varsd = variance of the variables vector*/
varmean = J (1,1,.}; 
varsd = J (1,1,.);
varsdl = J(i,1,.}; 
varmean = sum(variable)/n;
do i = 1 to n;
varsdl[i,l] = (variable[1,1] - varmean [1,1])##2; 
end;
varsd = sum (varsdl)/(n-1);
/* confL = lower confidence limit for normal method
confU = upper confidence limit for normal method*/
confL = J (1,1,.); 
confU = J (1,1,.);
confL = varmean - t * sqrt(varsd/n);
confU = varmean + t * sqrt(varsd/n);
if confL < rmean < confU then capnorm[j,1] = 1; 
else capnorm[],l] = 0;
if capnorm [j,l] = 1  then yesnorm = yesnorm + 1; 
else nonorm = nonorm + 1;
/* The following will create an upper and lower confidence 
band on the cdf by adding and subtracting w to the cdf*/
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do i = 1 to n; 
cdf[1,1] = i/n; 
lower[1,1] = i/n +w;
if lower [i ,1] > 1  then lower [i ,1] = 1; 
upper[1,1] = i/n -w;
if upper [1,1] < 0  then upper [i ,1] = 0; 
end;
upper [n,1] =1;
/* The following will create an n x 3 matrix which contains the 
variable vector, lower band, and upper band */
X = variable I |lower| 1 upper;
/* probU = Probability assigned to each item in the variable vector 
based on the created upper confidence band
probL = Probability assigned to each item in teh variable vector 
based on the created lower confidence band */
probU - J(n, 1,
probL = J(n, 1,
probU[l,l] = X[1 
probL[1,1] = X[1
do i - 2 to n; 
probU[i,l] = X[I 
probL[1 , 1] = X [I 
end;
) ;
) ;
3] ;
3] - X[I-1,3]; 
2] - X[I-1,2];
Output = XI IprobLI IprobU;
/* xbarL = Lower confidence limit for new method 
xbarU = Upper confidence limit for new method */
xbarL = 0;
xbarU = 0;
do i = 1 to n;
xbarL = xbarL + output[1,1] * output[I,4];
xbarU = xbarU + output[1,1] * output[I,5];
end; .
if xbarL < rmean < xbarU then cap[j,l] = 1; 
else cap[],l] = 0;
if cap [ j , l ]  = 1  then yesnew = yesnew + 1; 
else nonew = nonew + 1;
end;
print yesnorm nonorm; 
print yesnew nonew;
quit;
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APPENDIX C
CONFIRMATION OF WORKING PROGRAM
CI R e su lt s  fo r  Gamma D is t r ib u t io n  (a lp h a  = .5 ,  b eta  = 1, skew ness = 4)
M N C W T RMEAN SD
5 5 0 .9  0 .5 4 56006  2 .1 3 2  0 .5  0 .5
VARIABLE
0 .0387784  
0 .0897936  
0 .3665503  
0 .4522535  
1.1617406
VARMEAN VARSD
0.4218234  0 .2021064
CONFL CONFU
-0 .0 0 6 8 1 6  0 .8504629
CAPNORM
1
YESNORM NONORM
1 0
XBARL XBARU
0.0668121 0 .9765853  
CAP 
1
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YESNEW NONEW
1 0
VARIABLE
0 .1622702  
0 .4550262  
0 .4573043  
1.7407901  
2 .4008433
VARMEAN VARSD
1.0432468  0 .9487716
CONFL CONFU
0 .1 1 45306  1.9719631
CAPNORM
1
1
YESNORM NONORM 
2 0
XBARL XBARU
0.2368711 2 .1631052  
CAP
1
1
YESNEW NONEW
VARIABLE
0.0021634  
0.0117025  
0.0247407  
0.3085723  
0.6709229
VARMEAN VARSD
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0 . 2 0 3 6 2 0 3  0 . 0 8 4 7 0 0 5
CONFL CONFU
-0 .0 7 3 8 6 8  0 .4811089
CAPNORM
1
1
0
YESNORM NONORM
2 1
XBARL XBARU
0.0052994  0 .5633008
CAP
1
1
1
YESNEW NONEW
3 0
VARIABLE
0.0109824  
0 .0289613  
0 .0567833  
0 .1089016  
1.8417951
VARMEAN VARSD
0.4094847  0 .6424659
CONFL CONFU
-0 .354751  1 .1737203
CAPNORM
1
1
0
1
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YESNORM NONORM
3 1
XBARL XBARU
0 .01 7 0 6 9 8  1 .3981128
CAP
1
1
1
1
YESNEW NONEW
4 0
VARIABLE
0.0001267
0 .0244412
0 .147788
0 .825703
0 .8357415
VARMEAN VARSD
0.3667601 0 .1825308
CONFL CONFU
-0 .0 4 0 5 9 2  0 .7741125
CAPNORM
1
1
0
1
1
YESNORM NONORM
4 1
XBARL XBARU
0.0130223  0 .7963095
CAP
YESNEW NONEW
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APPENDIX D
SIMULATION RESULTS -  STANDARD NORMAL DISTRIBUTION
90% CI R e su lts  fo r  Standard Normal D is t r ib u t io n
M
10000
N C W T RMEAN
0 .9  0 .54 5 6 0 0 6  2 .1 3 2
SD
YESNORM NONORM
9004 996
YESNEW NONEW
9126 874
M
10000 15
C W T RMEAN
0 .9  0 .31 5 0 0 2 6  1.761
SD
YESNORM
8990
YESNEW
9947
NONORM
1010
NONEW
53
M
10000 25
C W
0 .9  0 .2 4 4
T
1 .711
RMEAN SD
YESNORM
9036
YESNEW
9992
NONORM
964
NONEW
8
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M
10000 50
G W T RMEAN
0 .9  0 .1725341 1 .6 7 6
SD
YESNORM NONORM
8994 1006
YESNEW NONEW
9998 2
M
10000
N
100
C W
0 .9  0 .1 2 2
T
1 .66
RMEAN SD
YESNORM NONORM
8990 1010
M
10000
YESNEW
10000
NONEW
0
95% CI R e su lts  f o r  Standard Normal D is t r ib u t io n
N G W T
0 .9 5  0 .6082105  2 .7 7 6
RMEAN SD
M
10000 15
YESNORM NONORM
9481 519
YESNEW NONEW
9195 805
C W T RMEAN
0 .9 5  0 .3511505  2 .1 4 5
YESNORM NONORM
9525 475
YESNEW NONEW
9970 30
SD
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M
10000 25
C W T
0 .9 5  0 .2 7 2  2 .0 6 4
RMEAN SD
0 1
YESNORM NONORM
9477 523
YESNEW NONEW
9992 8
M
10000 50
C W T
0 .9 5  0 .19 2 3 3 3  2 .0 0 9
RMEAN SD
0 1
YESNORM NONORM
9527 473
YESNEW NONEW
9998 2
10000
N C W T
100 0 .9 5  0 .1 3 6  1 .9 8 4
RMEAN SD
0 1
YESNORM
9482
YESNEW
10000
NONORM
518
NONEW
0
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APPENDIX E
SIMULATION RESULTS -  GAMMA DISTRIBUTION 
(skewness = .5,1,1.5, and 2)
90% CI R e s u lt s  f o r  Gamma D is t r ib u t io n  (a lp h a  = .1 6 , b eta  = 1, skew ness = .5 )
M
10000
c w
0 .9  0 .5456006
T
2 .1 3 2
RMEAN
16
SD
16
YESNORM NONORM
8986 1014
YESNEW NONEW
9102 898
M
10000 15
0 W T RMEAN
0 .9  0 .3 1 50026  1.761 16
SD
16
YESNORM
8969
YESNEW
9960
NONORM
1031
NONEW
40
10000 25
0 w
0 .9  0 .2 4 4
T
1.711
RMEAN
16
SO
16
YESNORM
8969
YESNEW
9987
NONORM
1031
NONEW
13
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10000 50
C W
0 .9  0 .1725341
T RMEAN 
1 .6 76  16
SD
16
YESNORM NONORM
8987 1013
YESNEW NONEW
10000 0
10000
N
100
C W
0 . 9  0 .1 2 2
T RMEAN 
1 .6 6  16
SD
16
YESNORM NONORM
8974 1026
YESNEW NONEW 
9999 1
95% CI R e s u l t s  f o r  Gamma D is t r ib u t i o n  (a lpha = .1 6 ,  b e ta  = 1, skewness = .5 )
M
10000
N C W T RMEAN
0 .9 5  0 .6 08 21 05  2 .7 7 6  16
SD
16
YESNORM NONORM
9472 528
YESNEW NONEW
9194 806
M
10000 15
C W T RMEAN
0 .9 5  0 .35 11 50 5  2 .1 4 5  16
SD
16
YESNORM NONORM
9522 478
YESNEW NONEW
9976 24
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M
10000
M
10000
\l c  w T RMEAN
25 0 .9 5  0 .2 7 2  2 .0 6 4  16
YESNORM NONORM
9480 520
YESNEW NONEW
9995 5
1 C W T RMEAN
50 0 .9 5  0 .19 23 33  2 .0 0 9  16
YESNORM NONORM
9479 521
SD
16
SD
16
M
10000
N
100
YESNEW NONEW 
9998 2
C W T RMEAN
0 .9 5  0 .1 3 6  1 .9 8 4  16
SD
16
YESNORM NONORM
9469 531
YESNEW NONEW 
10000 0
90% CI R e s u l t s  f o r  Gamma D is t r ib u t i o n  (a lpha  = 4 ,  b e ta  = 1, skewness = 1)
M
10000
c w T RMEAN
0 .9  0 .5456006  2 .1 3 2
YESNORM NONORM 
8799 1201
YESNEW NONEW
8978 1022
SD
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M
10000 15
T RMEAN
0 .9  0 .3 15 00 26  1.761
SD
YESNORM NONORM
8874 1126
YESNEW NONEW
9913 87
M
10000 25
C W T RMEAN
0 . 9  0 .2 4 4  1.711
SD
YESNORM NONORM
8864 1136
YESNEW NONEW
9982 18
M
10000 50
C w
0 . 9  0.1725341
T
1 .676
RMEAN SD
YESNORM NONORM
8937 1063
M
10000
N
100
YESNEW NONEW 
9999 1
C W T RMEAN
0 .9  0 .1 2 2  1 .6 6
SD
YESNORM
8979
YESNEW
10000
NONORM
1021
NONEW
0
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95% CI R e s u l t s  f o r  Gamma D i s t r i b u t i o n  ( a l p h a  = 4 ,  b e t a  = 1 ,  s k e w n e s s  = 1)
10000
T RMEAN
0 .9 5  0 .6 082105  2 .7 7 6
SD
YESNORM
9387
YESNEW
9157
NONORM
613
NONEW
843
M
10000 15
C W T
0 .9 5  0 .3511505  2 .1 4 5
RMEAN SD
YESNORM
9374
YESNEW
9944
NONORM
626
NONEW
56
M
10000 25
C W T
0 .9 5  0 .2 7 2  2 .0 6 4
RMEAN SD
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APPENDIX F
SIMULATION DISTRIBUTION -  LOGNORMAL DISTRIBUTION 
(skewness = .5,1,1.5, and 2)
90% 01 R e s u l t s  f o r  LogNormal D i s t r ib u t i o n  (median = 1, s igraa(sq)=  .0 2 7 ,  skewness = .5 )
M N C W T RMEAN SD
10000 5 0. 9 0 .5 45 60 06  2. 132 1 .013592 0 .1676812
YESNORM NONORM
8921 1079
YESNEW NONEW
9064 936
M N c W T RMEAN SD
10000 15 0.,9 0 .31 50 02 6  1,.761 1 .013592 0 .1676812
YESNORM NONORM
9021 979
YESNEW NONEW
9939 61
M N c W T RMEAN SD
10000 25 0 .9 0 .244  1 .711 1.013592 0 .16 76 81 2
YESNORM NONORM
8939 1061
YESNEW NONEW
9995 5
48
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M N C W T RMEAN SD
10000 50 0 .9  0 .1725341 1 . 676 1.013592 0 .1676812
YESNORM NONORM
8979 1021
YESNEW NONEW
9999 1
M N C W T RMEAN SD
10000 100 0 .9  0 .122 1.66 1 .013592 0 .1676812
YESNORM NONORM
8974 1026
YESNEW NONEW
10000 0
R e s u l t s  f o r LogNormal D is t r ib u t i o n (median = 1, s ig m a (sq )= .0 2 7 ,  skewness
M N C W T RMEAN SD
10000 5 0 .9 5  0 .6082105 2 .776 1 .013592 0 .1676812
YESNORM NONORM
9480 520
YESNEW NONEW
9213 787
M N C w T RMEAN SD
10000 15 0 .9 5  0 .3511505 2 . 145 1 .013592 0 .1676812
YESNORM NONORM
9461 539
YESNEW NONEW
9972 28
.5)
49
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M N C W T RMEAN SD
10000 25 0 .9 5  0. 272 2. 064 1 .013592 0 .1 676812
YESNORM NONORM
9510 490
YESNEW NONEW
9995 5
M N C W T RMEAN SD
10000 50 0 .9 5  0 .19 23 33  2.,009 1.013592 0 .1 676812
YESNORM NONORM
9441 559
YESNEW NONEW
9997 3
M N C W T RMEAN SD
10000 100 0 .9 5  0 .136 1 .984 1.013592 0 .1 676812
YESNORM NONORM
9497 503
YESNEW NONEW
10000 0
R e s u l t s  f o r  LogNormal D is t r ib u t i o n (median = 1, s igm a (sq )= .0 9 9 ,  skewness
M N C W T RMEAN SD
10000 5 0 .9  0 .509 2 M32 1 .0507456 0.1148961
YESNORM NONORM
8875 1125
YESNEW NONEW
8914 1086
50
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M
10000
M c w T RMEAN SD
15 0 . 9  0 .3 0 4  1.761 1 .05 07 45 6  0 .1148961
YESNORM NONORM
8940 1060
YESNEW NONEW
9916 84
10000 25
C W
0 . 9  0 .2 3 8
RMEAN SD
1.711 1 .0507456  0.1148961
YESNORM
8995
YESNEW
9978
NONORM
1005
NONEW
22
10000 50
RMEAN SD
0 .9  0.1725341 1 .6 76  1 .0507456  0.1148961
YESNORM
8949
YESNEW
9999
NONORM
1051
NONEW
1
M
10000
N
100
C W
0 . 9  0 .1 2 2
T RMEAN SD
1 .6 6  1 .0 507456  0.1148961
YESNORM NONORM
8969 1031
YESNEW NONEW
10000 0
51
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
95% CI R e s u l t s  f o r  Log No r ma l  D i s t r i b u t i o n  ( m e d i a n  = 1 ,  s i g m a ( s q ) =  . 0 9 9 ,  s k e w n e s s  = 1)
M
10000
C W T RMEAN SD
0 .9 5  0 .5 6 3  2 .7 7 6  1 .0 5 07 45 6  0.1148961
YESNORM
9408
YESNEW
9042
NONORM
592
NONEW
958
M
10000
RMEAN SD
15 0 .9 5  0 .3 3 8  2 .1 4 5  1 .0 50 74 56  0.1148961
YESNORM
9399
YESNEW
9940
NONORM
601
NONEW
60
M
10000 25
c w
0 .9 5  0 .2 6 4
T RMEAN SD
2 .0 6 4  1 .0 507456  0.1148961
YESNORM
9421
YESNEW
9991
NONORM
579
NONEW
9
10000
M C W T RMEAN SD
50 0 .9 5  0 .1 92 33 3  2 .0 0 9  1 .0 50 74 56  0.1148961
YESNORM NONORM
9467 533
YESNEW NONEW
10000 0
52
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M N C W T RMEAN SD
10000 100 0 .9 5  0. 136 1 . 984 1 .0507456 0.1148961
YESNORM NONORM
9500 500
YESNEW NONEW
10000 0
R e s u l t s  f o r  LogNormal D is t r ib u t i o n (median = 1, s igm a(sq )=  .,196, skewness
M N C W T RMEAN SD
10000 5 0 . 9  0 .5456006 2. 132 1 .102963 0 .5132358
YESNORM NONORM
8711 1289
YESNEW NONEW
8868 1132
M N C W T RMEAN SD
10000 15 0 . 9  0 .3150026 1 .761 1 .102963 0 .5132358
YESNORM NONORM
8819 1181
YESNEW NONEW
9888 112
M N C w T RMEAN SD
10000 25 0 . 9  0 .244 1 .711 1 .102963 0 .5132358
YESNORM NONORM
8892 1108
YESNEW NONEW
9972 28
53
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M N C W T RMEAN SD
10000 50 0 . 9  0.1725341 1 . 676 1 .102963 0 .5132358
YESNORM NONORM
8920 1080
YESNEW NONEW
9996 4
M N C W T RMEAN SD
10000 100 0 .9  0 .122 1 .66 1 .102963 0 .5132358
YESNORM NONORM
8904 1096
YESNEW NONEW
10000 0
R e su l t s  f o r  LogNormal D i s t r ib u t i o n (median = 1 , s igm a (sq )=  ,.196 ,  skewness
M N C W T RMEAN SD
10000 5 0 .9 5  0 .6082105 2. 776 1 .102963 0 .5132358
YESNORM NONORM
9202 798
YESNEW NONEW
8970 1030
M N C w T RMEAN SD
10000 15 0 .9 5  0 .3511505 2. 145 1.102963 0 .5132358
YESNORM NONORM
9270 730
YESNEW NONEW
9925 75
54
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
T RMEAN SD
10000 25 0 .9 5  0 .2 7 2  2 .0 6 4  1 .1 02 96 3  0 .5132358
YESNORM
9350
YESNEW
9985
NONORM
650
NONEW
15
M
10000
T RMEAN SD
50 0 .9 5  0 .192333  2 .0 0 9  1 .1 02 96 3  0 .5132358
YESNORM
9490
YESNEW
9999
NONORM
510
NONEW
1
M N C W
10000 100 0 .9 5  0 .1 3 6
T RMEAN SD
1 .9 8 4  1 .1 02 96 3  0 .5132358
YESNORM
9452
YESNEW
10000
NONORM
548
NONEW
0
90% CI R e su l t s  f o r  LogNormal D i s t r ib u t i o n  (median = 1, s ig m a(sq )=  .3 0 9 ,  skewness = 2)
10000
C W T RMEAN SD
0 . 9  0 .5 456006  2 .1 3 2  1 .1670743  0.4931515
YESNORM
8542
YESNEW
8712
NONORM
1458
NONEW
1288
55
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M
10000 15
0 W T RMEAN SD
0 .9  0 .3150026  1.761 1 .1670743  0 .4931515
YESNORM
8723
YESNEW
9859
NONORM
1277
NONEW
141
10000 25
C W T RMEAN SD
0 . 9  0 .2 4 4  1.711 1 .1670743  0 .4931515
YESNORM
8811
YESNEW
9964
NONORM
1189
NONEW
36
M
10000 50
C W T RMEAN SD
0 .9  0 .1725341 1 .6 7 6  1 .1670743  0 .4931515
YESNORM
8912
YESNEW
9991
NONORM
1088
NONEW
g
M
10000
N
100
C w
0 . 9  0 .1 2 2
T RMEAN SD
1 .6 6  1.1670743  0 .4931515
YESNORM NONORM
8927 1073
YESNEW NONEW
10000 0
56
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
95% CI R e s u l t s  f o r  Log No rma l  D i s t r i b u t i o n  ( m e d i an  = 1 ,  s i g m a ( s q ) =  . 3 0 9 ,  s k e w n e s s  = 2)
M
10000
C W T RMEAN SD
0 .9 5  0 .6 08 21 05  2 .7 7 6  1 .1670743  0 .4931515
YESNORM
9126
YESNEW
8927
NONORM
874
NONEW
1073
M
10000 15
C W T RMEAN SD
0 .9 5  0.3 51 15 05  2 .1 4 5  1.1670743  0 .4931515
YESNORM
9183
YESNEW
9908
NONORM
817
NONEW
92
M
10000 25
C W T RMEAN SD
0 .9 5  0 .2 7 2  2 .0 6 4  1 .1670743  0 .4 931515
YESNORM
9307
YESNEW
9971
NONORM
693
NONEW
29
95% Cl R e su l t s  f o r  LogNormal D i s t r ib u t i o n  (median = 1 , s igm a (sq )=  .3 0 9 ,  skewness = 2)
M
10000
M C W T RMEAN SD
50 0 .9 5  0 .1 92 33 3  2 .0 0 9  1 .1670743  0 .4931515
YESNORM NONORM
9362 638
YESNEW NONEW
9995 5
57
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
M N c  w T RMEAN SD
10000 100 0 .9 5  0 .1 3 6  1 .98 4  1 .1670743  0 .4 93 15 15
YESNORM NONORM
9415 585
YESNEW NONEW
10000 0
58
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
REFERENCES
EPA. 1992. GMzcfoMce fo Æ4G& Ca/cw/afmg fAe CoMcenfrafion Term.
OfRce of Emergency and Remedial Response. NTIS #PB 92-963373.
EPA. 2002. q/"fAe &ç)o.ywre Pomi ConcenfranoM Term (Amg a Gamma
DüiriAwn'oM. Office of Solid Waste and Emergency Response. EPA/600/R-02/084.
EPA. 1991 A Guide: MeiAodaybr Pva/waizng iAe vfiiammeni q/" C/eonwp 5'iandardiÿ/o r 
5'oik and 5'oAd Media. OfRce of Solid Waste and Emergency Response.
Conver, W. J. (1980) Practical Nonnarametric Statistics. Second Edition. John Wiley 
and Sons, New York.
Hogg and Craig (1995) Introduction to Mathematical Statistics. Prentice Hall, New 
Jersey.
Elliot R. J. (2000) Leamine SAS in the Computer Lab. Brooks and Coll, CA
Evans, M., Hastings, N., and Peacock, B. (1993) Statistical Distributions. John Wiley 
and Sons, New York.
59
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
VTTA
Graduate College 
University of Nevada, Las Vegas
Monica Solis
Local Address:
1357 Elizabeth Ave. Apt #2 
Las Vegas, NV 89119
Home Address:
6210 N. Oakbank Drive 
Azusa, CA 91702
Degrees:
Bachelor of Arts, Mathematics, 1995 
California State University, Northridge
Thesis Title: Evaluation of Performance of Non-Parametric Confidence Intervals on 
Skewed Data
Thesis Examination Committee:
Chairperson, Dr. Ashok K. Singh, Ph.D.
Committee Member, Dr. George Miel, Ph.D.
Committee Member, Dr. D Phanord, Ph.D.
Graduate Faculty Representative, Dr. Laxmi P. Gewali
60
R eproduced  with perm ission of the copyright owner. Further reproduction prohibited without perm ission.
