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Summary
The last visit of the Fachbeirat took place in October 2001, when Thomas Lengauer had just
joined the institute to direct the forth research group entitled ”Computational Biology and Applied
Algorithmics”. Furthermore, offers had been extended to four young scientists to head junior groups
(with a tenure of up to five years) in the institute. These were:
• Bruno Blanchet – Static Analysis
• Fritz Eisenbrand – Discrete Optimization
• Marcus Magnor – Graphics, Optics, Vision
• Matthias Rarey – Docking and Drug Design
Three of the four offers have been accepted. (Matthias Rarey took a full professor position at
Hamburg University). Reports on the groups’ work are included in this volume (Section VII)
In his last report, the Fachbeirat stressed the importance of filling the fifth director’s seat,
irrespective of our junior group activities.
Thus, we are especially happy to report that we succeeded in filling the fifth director’s seat.
Gerhard Weikum, now at Saarland University, is going to start his work at the institute in Octo-
ber 2003. He will build up a group on ”Databases and Information Systems”. The group will be
primarily working on intelligent organization and search of information, with applications to infor-
mation management in digital libraries, scientific data repositories, intranets, and the Web. This
work includes novel indexing, search, ranking, and classification techniques for both semistructured
XML data and Web data. A long-term goal is to build a collaborative peer-to-peer search engine
that exploits the computing resources and the collective intellectual input of thousands or millions
of users. This large-scale peer-to-peer federation should be completely self-organizing, aiming at
the vision of ”autonomic computing”.
The build-up of the group on ”Computational Biology and Applied Algorithmics” directed by
Thomas Lengauer is on schedule. The other three groups for ”Algorithms and Complexity” (Kurt
Mehlhorn), ”Programming Logics” (Harald Ganzinger) and ”Computer Graphics” (Hans-Peter
Seidel) continued with their successful work.
At present 48 research associates (35 MPG staff and 13 third party funding), 44 doctoral
students (28 MPG funding, 3 third party funding and 13 without any financial support) and 18
postdocs are affiliated with the institute. The scientific staff is complemented by an administrative
unit with 14.5 members (including secretaries), by a computing support unit (6.5 members of staff)
and by our library (2 members of staff). The computing support unit currently operates a network
of approximately 250 workstations and notebooks.
Institute Mission
In accordance with a suggestion contained in the last report of the Fachbeirat, the institute for-
mulated its mission and put this formulation on its website. The complete mission statement is
printed on the inside front cover of this report.
As the mission statement formulates the institute strives to make major contributions in items
of publications, software and people. We do well on all of these aspects. We do first class research
in a wide range of both fundamental and applied areas. Our research results are of benefit to
both computer science and other scientific disciplines. Our work has appeared in top conference
and journals, our software is being used by many people in a variety of application areas and
researchers from MPI have moved to influential positions in academia and industry.
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Graduate Education
During the last decade Saarbru¨cken has become a center of research in computer science that is
visible to the whole world. We have recently taken several steps to exploit this fact and create
additional opportunities for excellent students and junior researchers from abroad. Since the year
2000, we have expanded the scope of this activity to also cover bioinformatics.
Members of the institute together with their colleagues at the CS department of Saarland
University participate in the Graduiertenkolleg (Graduate Research Center) Quality Guarantees for
Computer Systems. The graduate research center comprises a program of collaborative research
and advanced studies on quality guarantees for computer systems with an emphasis on predictable
running times, provable correctness, and guaranteed quality of service. The program offers several
PhD fellowships.
In Summer 2000, MPII in cooperation with the CS department at Saarland University was
selected as an International Max-Planck Research School for Computer Science by the Max-Planck-
Society. This is a graduate school in computer science (with courses partly taught in English) which
offers both a Masters as well as a PhD program. Since its start in fall 2000 (until April 2003) a total
of 98 students have entered the school; 48 of them are PhD students, the other 50 run the Masters
program. 21 of the PhD students come from foreign countries (India, Russia, China, Japan, USA,
Morocco, South-Korea, South-Africa, Spain, Herzegovina, Sweden, Iran, Malaysia, Georgia). The
Master students within the IMPRS program are all non-German. (They come from Pakistan, India,
China, Croatia, Russia, Brazil, Iran, Canada, USA, Turkey, Greece, and Costa Rica.) Seven of the
IMPRS PhD students have already completed their thesis within the last 2 years. The institute
receives additional financial support from the Max-Planck-Gesellschaft for scholarships within the
IMPRS. In 2002 this support was about 401 kEURO.
In Fall 2000, MPII was selected by the European Commission as a Marie Curie Training Site
for Strategies and Methods for Complex Computer Systems. Within this program the institute
offers fellowships to PhD students from the EU and associated countries. These fellowships are
available for a period of 3 to 9 months and should also help to further strengthen the cooperation
between MPII and European partner institutions. Nine students (from Poland, Italy, Hungary,
The Netherlands, France, Denmark and Czech Republic) have received a scholarship within this
program.
In Summer 2001, the institute (in cooperation with the CS department at Saarland University)
was selected by the DAAD as an International Quality Network. The idea of this program is to
support already existing cooperations with non german institutions. The foreign partners within
this project are the Seoul National University in South Korea, the Khabarovsk State University in
Russia and (specially for MPII) all Indian Institutes of Technology.
Grants
The institute is involved in a number of projects related to research grants awarded by the European
Union (EU), by the German-Israel Foundation (GIF), by the German Academic Exchange Service
(DAAD), by the German Science Foundation (DFG) and by the German Ministry for Education
and Research (BMBF), among others. Cooperation with industry has also substantially increased.
For the descriptions of these grants see sections III.13, IV.10, V.14, and VI.16.
In the year 2001, DFG started issuing funds for the creation of the Center for Bioinformatics Saar
(CBI Saar). The initiative of this center originated with Hans-Peter Lenhof, when he was a member
of Max-Planck Institute. The center encompasses research and teaching in bioinformatics and
comprises research groups from the institute, Saarland University, and other research institutions
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in the region. About 5 Mio Euro are expected to be granted by DFG over a five-year period.
The university has committed to continue financing the center afterwards. Teaching in the center
comprises curricula for a bachelor and master of bioinformatics and a Senior Diploma curriculum
for biologists. Research comprises a multitude of joint research projects with biologists, computer
scientists and bioinformaticians. The Computational Biology group of MPII is heavily involved in
center activities. Thomas Lengauer is the speaker of the center, currently. For more details on the
center, see sections II.3, V and VI.16.
Honors and Awards
Several outstanding honors and awards were conferred on members of the institute.
Ernst Althaus won an ICSI fellowship. Stefan Funke received the Otto-Hahn-Medal of the MPG
in 2003. Holger Bast received the Dissertation Award of Saarland University in 2002.
Hans-Peter Seidel received a Gottfried Wilhelm Leibniz Preis 2003 of DFG, the most presti-
gious scientific award in Germany comprising 1.5 Mio Euro in research money. Kurt Mehlhorn
has received an honorary doctoral degree from the University of Magdeburg and was nominated
a member of the Berlin-Brandenburg Academy of Science. Thomas Lengauer was nominated a
member of the German Academy of Natural Scientists Leopoldina.
Fellowships, paper and poster awards are mentioned in the sections describing the work in the
groups.
Results
In the body of this report we describe in detail for all four existing research groups the research
programs and results obtained in the period Aug 2001 through May 2003. We continued to be very
successful in our research, as documented by our many scientific publications, including about 433
articles in journals, books or proceedings of major international conferences. All references that are
publications of MPII staff members are marked with ”•” in the appropriate lists of the following
parts.
In addition, many of the institute’s results are available to the public through computer pro-
grams such as the LEDA library of efficient algorithms, the SPASS theorem prover for first-order
logic, several graphics toolkits and bioinformatics software, part of which is offered freely via the
internet (ARBY protein structure prediction server) and part of which is distributed commercially
(Flex* program suite for molecular docking). Our software is widely used and has been validated
in a variety of applications.
Teaching activities
The institute makes an effort to offer a variety of courses to computer science and bioinformatics
students of Saarland University. Courses taught during the period of this report are listed in
Sections III.12, IV.8, V.12 and VI.14. In the period of this report 16 doctoral dissertations and 5
habilitations have been successfully completed.
Professional activities
Members of the institute were involved in the organization of 23 workshops and conferences. In
105 cases we have been invited to join the program committee of major international conferences,
not counting program committee memberships for national and international workshops. Finally,
we serve on the editorial board of 24 scientific journals.
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Offers for Faculty Positions
The following members of the groups received offers for faculty positions or equivalent positions in
the reported period:
Philippe Bekaert (University of Limburg, Diepenbeek, Belgium), Witold Charatonik (University
of Wroclaw, Poland), Sung Woo Choi (Korea Institute for Advanced Study, Seoul, Korea), Dimitris
Fotakis (Aristotle University of Thessaloniki, Greece), Jo¨rg Haber (University of Technology, Dres-
den, Germany) Manfred Jaeger (University of Aalborg, Denmark), Supratik Mukhopadhyay (West
Virginia University, USA), Oliver Kohlbacher (Universita¨t Tu¨bingen), Knut Reinert (Freie Uni-
versita¨t Berlin), Peter Sanders (Universita¨t Leipzig), Elmar Scho¨mer (Universita¨t Mainz), Marc
Stamminger (Bauhaus-Universita¨t, Weimar, and Friedrich-Alexander University, Erlangen) and
Berthold Vo¨cking (Universita¨t Dortmund).
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1 The Algorithms and Complexity Group
Kurt Mehlhorn’s goals for AG1 are threefold:
• do first-class basic research in algorithms,
• build generally useful software libraries and implementations for specific application areas
and contribute towards a theory of implementation,
• give junior researchers the possibility to work in a stimulating environment and to build their
own research programs and groups.
We do well in all three aspects. The research group has impact through publications, software,
and people. We did first-class research on a broad range of topics. Our work appeared in top
conferences and journals, our software libraries LEDA1 , CGAL, and BALL are widely used, and
researchers from the group have spread out to other institutions2. Kurt Mehlhorn and Peter Sanders
are the permanent members of the group, other researchers stay in the group between one and seven
years. More than half of the current group members joined the group since the last review. We
also have an extensive short- and long-term visitor program.
The efforts for items one and two relate approximately as 2 to 1. Many group members con-
tribute to both items. Also, a considerable fraction of our theoretical work is strongly related to our
implementation work and either leads to improved implementations or is motivated by shortcomings
of our implementations.
In the sections that follow, I discuss our research directions and representative achievements
our choice of concrete research topics, software development, group development, cooperations,
industrial take-up, and threats.
Research Directions and Representative Achievements
We are currently pursuing six research directions. For each direction we indicate the coordinator
and highlight one of the results.
Foundations (Coordinators3: Holger Bast and Kurt Mehlhorn)
Rene Beier and Berthold Vo¨cking showed that the expected time complexity of a random
knapsack problem is polynomial, see III.4.1.1. Given a set of n pairs of weight and profit and a
bound B, the goal is to maximize the profit of the knapsack subject to the constraint that the
weight does not exceed B. Rene and Berthold assume that the weights are random (from a fairly
large class of distributions); the profits may be adversarial. They show that the number of Pareto-
optimal solutions is polynomial; it was known how to compute them in polynomial time in their
number.
1The most spectacular use is in the genom reconstruction software of Celera. Knut Reinert, a former group
member, brought LEDA to Celera. He appears among the first twenty authors of Celera’s human genom paper.
2Mentioning only professorships in German speaking countries: Stefan Na¨her (Trier), Michael Kaufmann
(Tu¨bingen), Michiel Smid (Magdeburg), Torben Hagerup (Frankfurt), Susanne Albers (Freiburg), Petra Mutzel
(Wien), Jop Sibeyn (Halle), Hans-Peter Lenhof (Saarbru¨cken), Stefan Schirra (Magdeburg), Elmar Scho¨mer (Mainz),
Berthold Vo¨cking (Dortmund), Knut Reinert (FU Berlin) and Oliver Kohlbacher (Tu¨bingen).
3Berthold Vo¨cking coordinated the area till he moved to Dortmund for a professorship in October 2002.
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Figure II.1: The interaction graph of the group. Each group member is represented by a vertex
labeled by his/her initials. The thickness of the edge linking two group members indicates the
number of joint publications. The initials are: KM = Kurt Mehlhorn, HB = Holger Bast, SH =
Susan Hert, SF = Stefan Funke, ER = Edgar Ramos, PS = Peter Sanders, LK = Lutz Kettner,
SS = Susanne Schmitt, ES = Elmar Scho¨mer, MiS = Michael Seel, BV = Berthold Vo¨cking, SK
= Spyros Kontogiannis, JK = Juha Ka¨rkka¨inen, UM = Uli Meyer, EA = Ernst Althaus, NW =
Nicola Wolpert, BS = Bela Csaba, PK = Piotr Krysta, SB = Stefan Burkhardt, DF = Dimitris
Fotakis, SP = Silvain Pion, RB = Rene Beier, CL = Christian Lennerz, TP = Tobias Polzin, GS
= Guido Scha¨fer, NS = Naveen Sivadasan, ST = Sven Thiel, TW = Thomas Warken, PH = Peter
Hachenberger, IK = Irit Katriel, JR = Joachim Reichel, RD = Roman Dementiev and MHe =
Michael Hemmer. Eight current group members (not shown) are not yet linked to the group by
joint publications; all but one of them joined the group within the last nine month. Two of them
are linked through papers submitted for publication. The layout was generated with the help of
the LEDA graph-drawing tools.
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Computational Geometry (Coordinators4: Stefan Funke and Kurt Mehlhorn)
Stefan Funke and Edgar Ramos designed the first sub-quadratic algorithm for surface recon-
struction which comes with a reconstruction guarantee. Like previous algorithms with a recon-
struction guarantee, it is based on constructing the Delaunay triangulation of the sample set. It
overcomes the quadratic space and time bound by constructing only the relevant parts of the
Delaunay triangulation, see III.7.1.
Advanced Models of Computation (Coordinator: Peter Sanders)
Coding allows one to break the capacity bound in multi-casting. Peter has shown how to
compute optimal coding patterns, see III.6.1, in polynomial time. Previously, only their existence
was known.
Peter Sanders and Uli Meyer organized a Dagstuhl seminar on memory hierarchies. In a
Dagstuhl seminar, a group of junior researchers meets for a week in Dagstuhl and studies an
area under the guidance of senior researchers (= Peter Sanders + Uli Meyer). The resulting LNCS-
volume [1] is an in-depth presentation of the area.
Assembly and Simulation (Coordinator: Elmar Scho¨mer5)
Thomas Warken and Elmar Scho¨mer obtained much improved algorithms for collision detection
of curved objects, see III.8.2. This should lead to improved on-line tools in assembly simulation.
Combinatorial Optimization (Coordinator: Martin Skutella6) Tobias Polzin’s PhD-
thesis III.5.6 presents new theoretical and experimental results on the Steiner tree problem. The
theoretical results concern new reduction techniques, stronger linear programming relaxations, and
a hierarchy of linear programming relaxations. They lead to implementations which are vastly
superior to everything known before.
EXACUS (Exact Computation with Curves and Surfaces) and Software Libraries (Co-
ordinator: Lutz Kettner)
The EXACUS-team (Elmar Scho¨mer, Lutz Kettner, Kurt Mehlhorn, Nicola Wolpert, Michael
Hemmer, Susan Hert, Joachim Reichert, Arno Eigenwillig, Eric Berberich) showed how to compute
arrangements of quadratic, cubic, and general curve segments using low degree algebraic tests and
implemented a first version of the EXACUS-library.
Our choice of research areas is long-term. The coordinators coordinate research and teaching in
their area and together with Kurt Mehlhorn form the steering committee of the group. The steering
committee reviews the research directions regularly. The EXACUS project was started two years
ago and the assembly and simulation direction will be phased out. The specific research topics
addressed within the research directions are the matter of the next section. Many group members
contribute to more than one research area. The interaction graph is shown in Figure III.II.1.
The steering committee meets biweekly to discuss and organize the work of the group. We use
our noon seminar (twice weakly), mini courses, and group meetings to educate each other and to
inform other group members about own work. In the fall of each year the senior group members
present their personal research program in the noon seminar.
4Edgar Ramos coordinated the area till he moved to Illinois for a professorship in October 2002.
5Elmar Scho¨mer moved to Mainz for a professorship in October 2002. This area is phased out.
6Martin joined us in April 03. Kurt Mehlhorn coordinated the area till March 03.
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I encourage group members to build their own subgroups and to apply for their own research
funding, which they can take with them once they leave the group. Peter Sanders, Martin Skutella,
Elmar Scho¨mer, and Berthold Vo¨cking have projects funded by the Deutsche Forschungs Gemein-
schaft (German Research Foundation), see Section III.13.2 for additional information. Berthold
and Elmar took their projects with them. The group participates in EU-projects ALCOM-FT and
ECG.
Research Topics
Specific research topics within our general research directions are determined in different ways:
1. In the small top-down mode a group member (usually a senior group member) tries to as-
semble a group to co-operate on a specific subject. This is usually done by a series of talks
in the noon seminar plus some discussion meetings in the Rotunda.
2. In the big top-down mode, a senior group member assembles a group by hiring new group
members, applying for additional third-party funding, and teaching courses and seminars.
3. In the bottom-up mode, a group member pursues his own research interests; frequently in
cooperation with other group members.
4. We select our postdocs on the basis of quality and fit into the group. They typically split
their time between their own research topics and topics already present in the group.
I next illustrate the top-down modes by some specific examples.
• Elmar Scho¨mer joined us in 2000 and brought in simulation and virtual reality. Lutz Kettner
joined us in 2001 and brought in his expertise in computational geometry, algorithmic soft-
ware, and library design. Elmar, Lutz and Kurt defined the EXACUS (Exact Computation
with Curves and Surfaces) project. In the past, computational geometry has concentrated on
linear objects. The challenge for the next years is to extend algorithms, kernels, and software
systems to curved objects. This will require significant theoretical progress as well as serious
systems building. A successful effort will have to combine expertise in algorithms, algebra,
numerical analysis, data structures, and computational geometry. We have formed the ECG
group in 01, secured EU- and DFG-funding, ran an internal seminar series in the summer of
01, taught (Elmar Scho¨mer, Lutz Kettner, and Kurt Mehlhorn) a course in the winter term
01/02, ran seminars and system projects in the winter term 01/02 and subsequent terms,
hired Susanne Schmitt (computer algebra) and Nicola Wolpert (geometry and algebra), and
Sylvain Pion (floating point filter, geometry libraries), attracted PhD and master students
(Joachim Reichel, Erik Berberich, Arno Eigenwillig and Peter Hachenberger), and got Profes-
sor Schreyer (computer algebra) from the math department into the boat. See Section III.9.1
for further information.
• Peter Sanders coordinates the advanced models of computation work. Roman Dementiev,
Uli Meyer, Rene Beier, Stefan Funke, Domagoj Matijevic, Holger Bast, Naveen Sivadasan,
Spyros Kontogiannis, Irit Katriel, Kurt Mehlhorn, Ernst Althaus, and Venkatesh Srinivasan
contributed to the area.
• Berthold Vo¨cking built up a group on computational game theory. Piotr Krysta7, Dimitris
Fotakis, Spyros Kontogiannis, and Naveen Srinivasan contributed to the theme.
7He will join the group of Berthold in Dortmund.
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• Martin Skutella8 joined us in March 2003. He will build up a group on network flows and
scheduling, revive our effort in approximation algorithms, and strengthen our research in
combinatorial optimization.
• Our work in combinatorial optimization spans from average case analysis, over exact and ap-
proximate solution of NP-complete problems, to constraint satisfaction algorithms. Ernst
Althaus, Hisao Tamaki, Rene Beier, Berthold Vo¨cking, Naveen Garg, Irit Katriel, Kurt
Mehlhorn, Peter Sanders, Sven Thiel, and Tobias Polzin contribute to the effort. Fritz Eisen-
brand, one of the independent junior group leaders, is a frequent collaborator.
• The computational geometry group continued to work mainly on curve and surface recon-
struction. The group is now coordinated by Stefan Funke and consists of him and two
PhD-students (Rahul Ray, Domagoj Matijevic). Of course, there is considerable overlap with
the EXACUS-group and some of the work could be classified either way.
• Holger Bast assembled a group (Irit Kartriel, Kavitha Telikepalli, Hisao Tamaki, Kurt
Mehlhorn, Debapriyo Matijevic) to study the theory underlying web search engines. This
is in collaboration with Gerhard Weikum’s new group.
• Algorithm Engineering is a topic at the interface between advanced models and software
libraries. Peter Sanders, Lutz Kettner, Roman Dementiev, Irit Katriel, Kurt Mehlhorn, Hisao
Tamaki, Susan Hert, and Tobias Polzin, Stefan Burkhardt, and Juha Ka¨rkka¨inen contributed
to it.
• In the spring of 2003, we asked several persons (Andreas Podelski, Andrey Rybalchenko, Fritz
Eisenbrand, Ernst Althaus, Stefan Funke, Kurt Mehlhorn) to look into possible cooperations
between AG2 and AG1. Kurt Mehlhorn had a specific topic in mind, namely correctness of
algorithmic software. A quite different topic emerged in the discussion: integer programming
and program verification.
• A common theme underlying a considerable fraction of our work is reliability and correctness
of software. We address it under the headings of certifying algorithms III.9.6, III.4.6.2, exact
number types III.9.1, exact geometric computation with curves and surfaces III.9.1, result
checking of linear programs III.5.2, exact solvers for integer linear programs III.5.1.
• We still do bioinformatics work, although at a much smaller scale than three years ago. Recall
that Hans-Peter Lenhof (the coordinator of the Bioinformatics group) moved to a chair in
the university and that Tom Lengauer joined the institute. Ernst Althaus, Juha Ka¨rkka¨inen,
and Stefan Burkhard work on combinatorial optimization methods for sequence alignment
and on string searching problems, respectively. This is in cooperation with the group of Tom
Lengauer and Hans-Peter Lenhof.
Most of the foundations work is typical for the bottom-up mode. Researchers form a coalition,
collaborate on a paper, and split up again.
8The group is allowed to fill a second position at the C3-level during Kurt Mehlhorn’s term as vice president.
Martin was appointed to this position.
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Software Projects
A distinctive feature of our group is the combination of theoretical research and software develop-
ment. We started with LEDA (Library of Efficient Data Types and Algorithms), then came CGAL
(Computational Geometry Algorithm’s Library, see Section III.9.2) and BALL (Biochemical Algo-
rithm’s Library, it moved to Hans-Peter Lenhof’s group), and now work on CGAL, EXACUS (see
Section III.9.1), SCIL (see Section III.5.1) and <stxxl> (see Section III.6.5). The older libraries
have achieved international recognition. The combined number of installations is several thousand
and they are marketed through Algorithmic Solutions and Geometry Factory, respectively.
We also develop software for specific applications, e.g., geometric packing (see Section III.8.4),
Steiner tree computations (see Section III.5.6), assembly and simulation (see Section III.8), and
bioinformatics (see Section III.5.4).
Our software work is intimately tied to our theoretical work and inspirations flow in both direc-
tions. New algorithms lead to improved implementations and shortcomings of our implementations
suggest new theoretical research. I mention the work on robust linear and integer programming,
certifying algorithms, floating point filters, exact number types, and algorithm engineering.
Group Development
The composition of the group changed considerably over the past two years.
On the senior level, Edgar Ramos (now University of Illinois), Elmar Scho¨mer (now University
of Mainz), and Berthold Vo¨cking (now University of Dortmund) left the group, and Martin Skutella
(formerly Technical University of Berlin) joined the group. Some of our junior members (Stefan
Funke, Holger Bast, Ernst Althaus, Uli Meyer) are on their way to advance to the senior level.
On the postdoc level, we had the expected fluctuation: In 2002, Stefan Burkhardt, Ernst Al-
thaus, Theocharis Malamatos, Sylvain Pion, Venkatesh Srinivasan, Kavitha Telikepalli, and Nicola
Wolpert joined, and Michiel Hagedoorn and Csanad Imreh left, in 2003, Seth Pettie, Alexander
Kesselman and Darius Kowalski will join and Dimitris Fotakis, Piotr Krysta, Silvain Pion and Bela
Csaba will leave.
On the level of PhD students, we have a big change in the early part of 2001 with 8 students
finishing. As a consequence, most of our current PhD-students are in their first and second year
and we had only four students finishing in the last two years (we indicate their new affiliation
in brackets): Michael Seel (SAP), Uli Meyer (MPI), Stefan Burkhardt (MPI), and Tobias Polzin
(undecided yet).
Prizes and Honors:
Ernst Althaus won an ICSI fellowship, Stefan Funke received the Otto-Hahn-Medaille, and Holger
Bast received the Dissertationspreis of the Saarland University, Kurt Mehlhorn received an honorary
doctorate degree from University Magdeburg and became member of the Berlin-Brandenburgische
Akadamie der Wissenschaften. Naveen Garg (a group member in the mid 90’s) won a Bessel-prize
from the Humboldt foundation and joined the group for six months in 2002. Hisao Tamaki joined
the group for twelve months on a grant of the Japanese science foundation. Cyril Banderier joined
the group for twelve months on an INRIA postdoc fellowship.
Cooperations
We list some long-term cooperations (short-term ones for single research papers are not listed).
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We are part of the EU-projects ALCOM-FT (partners: Aarhus, Utrecht, Rome, Cologne,
Paderborn, Patras, Barcelona, INRIA Roquencourt) and ECG (partners: Zu¨rich, Groningen, IN-
RIA Sophia-Antipolis, Berlin, Tel Aviv). The cooperation with these partners has a long-term
tradition.
In CGAL, we continue to cooperate with Utrecht, INRIA Sophia-Antipolis, Berlin, Zu¨rich, Tel
Aviv, and Geometry Factory.
In EXACUS, we cooperate with the partners in ECG, Elmar Scho¨mer (Mainz), Stefan Na¨her
(Trier), Stefan Schirra (Magdeburg), Frank Schreyer (Saarland University), Raimund Seidel (Saar-
land University), and Sylvain Lazard (Nancy).
Constraint Programming: we cooperate with the computer linguists and constraint program-
mers in Saarbru¨cken and the constraint programmers at SICS.
SCIL: We cooperate with Michael Ju¨nger and Mathias Elf in Cologne, Alexander Bockmayr in
Nancy, and Thomas Kasper at SAP. Alexander and Thomas are former members of AG2.
Computational Biology: We cooperate with Hans-Peter Lenhof (Universita¨t des Saarlandes)
and Thomas Lengauer in the institute.
Virtual Reality, Simulation, and Packing: Elmar Scho¨mer and his group cooperates with the
virtuality lab of Daimler-Chrysler and with Fritz Eisenbrand.
Within the institute, the following collaborations take place: With AG2, we work on the use
of integer programming for system verification (first publications in preparation), with Fritz Eisen-
brand’s group, we work on combinatorial optimization (several publications), with AG4, we interact
on surface reconstruction and computer-aided-design, and with AG3, we interact on bioinformatics.
Our main contacts in the University are Raimund Seidel (computational geometry), Joachim
Niehren and Gert Smolka (constraint programming), Alexander Koller (applications of constraint
programming to computer linquistics), and Anja Feldmann 9 (computer networks).
Industrial Take-Up
Algorithmic Solutions (AS) is a spin-off of AG1. AS is marketing LEDA (Library of Efficient
Algorithms) and BALL (Biological Algorithms Library) under license agreements with the Max-
Planck-Gesellschaft. In the case of LEDA, it is also responsible for the maintenance. Through its
industrial contacts and through user feedback, AS brings interesting research problems into AG1.
For example, our recent work on polygons with curved boundaries was suggested by a contact at
Bubel Software. CGAL is marketed by Geometry Factory, a spin-off of our EU-projects CGAL and
GALIA.
LEDA is widely used in academia and industry, CGAL is also widely used in academia and has
found some commercial use, and BALL has a small but devoted group of academic users.
Algorithms developed by Elmar Scho¨mer and his group have made their way into the virtual
reality software at Daimler-Chrysler. Our work on geometric packing is also supported by Daimler-
Chrysler.
Threats
Kurt Mehlhorn feels that the group has a healthy balance of long-term and short-term research
projects and of theoretical and applied work. The group has international standing through its
publications, software, and people. Nevertheless, the quality of a research group with mainly
temporary members is always precarious. The following is a quote from the last report.
9Anja moved to the Technical University of Munich in Fall of 2003
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Kurt Mehlhorn was recently elected vice chairman of the Chemisch-Physikalisch-
Technische (CPT) Sektion of the Max-Planck-Society. According to our rules, he will
become chair from 2003 to 2006, and then be vice chair for another year. During the
tenure as chair, he expects to spend about 40% of his time on CPT-affairs. Accordingly,
he will have 60% for his group. He has already taken a number of measures in order
to partially compensate: a new group organization with more responsibilities for the
subgroup-coordinators and reduced involvement in other activities (he resigned from
the editorial board of six journals, from the ESA steering committee, . . . ).
It is not unlikely that several (in the worst case, all) subgroup coordinators will leave
the group in the next two years to take up permanent positions elsewhere. It is very
important to find replacements of similar quality. Our pool of postdocs and recent
PhD-graduates will be an important source; it contains a lot of talent.
Matters turned worse. The new president of the Max-Planck-Society, Prof. Gruss, asked to
serve Kurt Mehlhorn as one of the vice-presidents for the period 2002 – 2008 and Kurt Mehlhorn
accepted, and with Elmar, Berthold, and Edgar, three of the four group coordinators left. We took
the following actions to handle the situation.
Martin Skutella joined us on an additional C3-level position which was alloted to the group
during Kurt Mehlhorns’s term of vice president. This is a big win for the group. The junior group
members Ernst Althaus, Stefan Funke, Uli Meyer, and Holger Bast have developed further in the
past two years, can now take over larger responsibilities, and are on their way to become group
leaders. So I am quite confident as far as the group leader level is concerned.
Personally, I am resorting much more to traditional management techniques than I did in the
past. I used to manage the group by being around. I now ask all group members to write yearly
progress reports, I and one of the other senior members discuss the report with them, senior group
members present their research visions in the noon seminar, I meet with the group coordinators,
and I wrote a paper about my personal research vision. Also, I changed my working style, I interact
a lot more in early stages of a research project than I used to do.
References
[1] U. Meyer, P. Sanders, and J. Sibeyn. Algorithms for Memory Hierarchies. Number 2625 in Lecture
Notes in Computer Science. Springer, Berlin, 2003.
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2 The Programming Logics Group
Vision
Our vision is that computers will eventually become “intelligent” mathematical assistants for the
engineer, performing mathematical routine tasks automatically. These tasks include proving simple
theorems, executing high-level specifications of algorithms efficiently, analysing, during compilation,
non-trivial correctness properties of software (much like type checking is done today), and searching
software repositories for modules satisfying particular specifications. To that end, push-button
methods of symbolic computation and, in particular, logical deduction have to be advanced much
beyond what is feasible presently.
Overview
To contribute making this vision become reality, the research unit “Programming Logics” applies
methods of mathematical logic to a variety of problems in computer science. Computation is
deduction, a principle that is taken literally in the area of Logic Programming. Formal specifications
of software and hardware are formulae in logical systems. Program development, analysis, and
verification is based on proving theorems about specifications and programs. Solving problems in
specific application domains such as mathematical optimization or program analysis can be seen
as deduction with respect to specific constraint structures such as the integers, reals or Herbrand
terms.
Computation often means to simulate some model of the real world. While in logic programming
and in program synthesis and verification one applies, to a large extent, the classical logics known
from mathematics, simulation of the real world requires logics that allow one to treat incomplete
and changing knowledge and to reason about beliefs, wishes, knowledge, and the like, of their
agents. In that context non-classical logics have to be designed, investigated and applied.
Our work is both theoretical and practical in nature. A large fraction of it is essentially con-
cerned with searching for new and better methods for finding proofs with the support of a computer.
As the practical worth of results in this area can often not be judged from the theory alone, we
are engaged in various implementation projects in which we try to obtain experimental evidence of
the practical potential of our results. Moreover, program analysis has become our main domain for
applications. There we are trying to specifically develop and combine various deductive methods
(model checking, constraint solving, constraint programming, theorem proving) to make analyses
more powerful and more precise.
Group Structure and Recent Achievements
Automated Theorem Proving for Predicate Logic (Coordinator: Harald Ganzinger)
Work in this area has remained to be both theoretical and practical. We have continued
maintaining and further developing several automated theorem proving systems. Each of these
provers is targeted towards specific applications. The Saturate system is being maintained by
Harald Ganzinger and used for experiments in evaluating new inference systems. The Waldmeister
system has been further optimized by Thomas Hillenbrand with regard to memory utilization. The
system was ported to other operating systems and is at present being evaluated for integration
into a commercial computer mathematics system. SPASS version 2.0 was released by Christoph
Weidenbach, containing many new features, in particular a better preprocessing of definitions.
SPASS now also runs on the Windows operating system and on PDAs. With Gernot Stenz joining
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the group an entirely different kind of first-order prover is being developed. The DCTP system
is an implementation of the disconnection calculus, a calculus in which tableau-style propositional
reasoning is combined with resolution-style instance generation for first-order clauses.
Many algorithmic problems that arise from the implementation of these systems have been
further investigated during the last two years. Among others, Hans de Nivelle has improved proof
generation for resolution avoiding the use of any higher-order principles. Konstantin Korovin has
shown how to decide orientability of term rewrite systems for Knuth-Bendix orderings in polynomial
time, a result that came to us as a surprise.
On the theoretical side, we have continued to investigate deductive calculi and meta-complexity
theorems. Yevgeni Kazakov and Hans de Nivelle have shown PSPACE-hardness of a certain frag-
ment of the µ-calculus, solving a problem that had been open for over 10 years. One of the main
largely unsolved problem in the area is the integration of specific theory reasoning with general first-
order reasoning. Previously we have been mainly concerned with glass-box approaches whereby one
has (specific representations of) specific theories (groups, orderings, lattices) at hand. In the last
two years we have extended and refined some of our previous methods in this area. For instance,
Viorica Sofronie-Stokkermans has tailored her method for dealing with distributive lattices based
on Priestley duality to more general classes of semilattices and non-distributive lattices. In addi-
tion, we have now started looking into the quite different problem of integrating black-box decision
procedures with general first-order reasoning. Harald Ganzinger and Konstantin Korovin, by in-
troducing new instantiation-based calculi, have opened new ways of employing decision procedure
for clausal fragments of first-order logic also for sample problems that fall outside the respective
classes. Harald Ganzinger, Thomas Hillenbrand, and Uwe Waldmann have started investigating
ways of combining Shostak solvers with general superposition for free function symbols.
Logic Methods for Program Analysis (Coordinator: Andreas Podelski)
We have continued our work on logic-based program analysis tools. These tools verify runtime
properties of programs. We believe that they have the potential to become indispensable in the
software engineering process. We expect that the increasing capabilities of automated program
verification methods will lead to the development of programming languages with compilers that
accept programs under increasingly demanding notions of semantic correctness (in contrast with
compilers that merely check syntactic correctness).
In our work we have concentrated on two fundamental aspects, namely abstraction of and
deductive reasoning with complex data and control structures.
We now work on tools that automatically find the right degree of abstraction, right for the
runtime property one tries to prove. This sounds mysterious, since so far, automated verification
methods relied on a preliminary manual abstraction step, a step that requires ingenious insight
into the working of the system that one tries to prove correct. In fact, designing such tools has
largely been a black art. Since they gradually refine (i.e., make more precise) the abstraction,
they run under the name ‘abstraction refinement’. In collaboration with colleagues from Microsoft
Research in Redmond, WA, we have found what might be a scientific basis for the study and
development of abstraction refinement tools. We believe that the basic idea of our approach (to
base the quality criterion on the comparison with an idealized, oracle-based method) may help to
find general evaluation criteria for automated software verification methods, which, by their nature,
‘solve’ undecidable problems.
A rich variety of data and control structures are found in different programming languages
and paradigms. Accordingly we need to go beyond propositional reasoning, which is the deductive
basis of finite-state model checker. We have investigated interesting aspects that arise when model
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checking is to be extended to infinite-state systems. Compositional reasoning is applied to control
structures that arise from the parallel composition of components; we have continued to investigate
the fundamental aspects of compositional reasoning and believe that we now better understand its
principles. We have found how one can use compositionality in order to predict the termination
of a model checker applied to hybrid controllers, an interesting class of finite-state systems (whose
verification problem is undecidable in general). We have also continued to explore reasoning prin-
ciples for complex control structures as they occur in process calculi that model distributed and
mobile computation; we have been able to come up with the first model checking algorithms in this
problem area. We have used set-based analysis, a specific form of deductive program analysis, to
obtain a new method to decide the secrecy of a new class of cryptographic protocols (the class is a
significant extension of the ping-pong protocols in the Dolev-Yao model).
Logic and Uncertainty (Coordinator: Manfred Jaeger)
The research in logic and uncertainty continues to cover a broad spectrum of topics that range
from foundational issues to applications in machine learning and the development of software sys-
tems.
Manfred Jaeger has begun to investigate the use of probabilistic decision graphs (originally
developed in the field of verification) for AI applications. He has shown that these graphs can
provide strictly more tractable representations than Bayesian networks, and that learning methods
for probabilistic decision graphs can provide a better control over the inference complexity in the
learned model than current learning methods for Bayesian networks.
In the field of machine learning he has shown that recognizability of a boolean concept by a naive
Bayesian classifier is equivalent to linear separability, and that this equivalence can be generalized
to an equivalence between more complex classes of classifiers and order-k polynomial separability.
With the Primula system, he has developed a first implementation of his relational Bayesian
networks.
Awards
Andrey Rybalchenko was awarded the Gu¨nter-Hotz-Medal for outstanding graduates in 2002.
Woody Bledsoe Travel Awards were given to Thomas Hillenbrand in 2002, and to Thomas Hil-
lenbrand and Konstantin Korovin in 2003.
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3 Computational Biology and Applied Algorithmics
History of the Group
This is the first report on this group. The group became established when Thomas Lengauer
joined the institute on October 1, 2001. The group had 3, 9, and 14 scientists and Ph.D. students
in March, July, and December 2002 respectively. The latter number, plus two diploma students
acquired in the spring of 2003, is also the present count. We plan to increase the scientific personnel
of the group with moderate speed and through a balanced combination of basic and third-party
funding. We expect to roughly double the size of the group within the next report period.
The name of the group is in continuity to Thomas Lengauer’s previous work and research
interests. Specifically, the long-term focus of the group is on
• Computational biology
• Computational chemistry
• Applied algorithmics in science and technology.
In the long run we expect these three fields to take 65%, 25%, and 10% of the resources,
respectively. In view of the pressing scientific need to build up a research group on computational
biology this topic has taken most of the resources, so far. We currently devote about 90% of our
resources to computational biology and 10% to computational chemistry. The third topic has been
not taken up yet.
As a computational biology group within a computer science institute, the group is unique
within Max-Planck Society. It partners with the other computer science groups within the insti-
tute, on the methodical side, and with biology, chemistry and medical partners inside and outside
Max-Planck Society on the application side. Due to its positioning, the group addresses a complex
interdisciplinary scientific challenge. On the one hand, the significance and the relevance of the
research should primarily be judged in terms of its contributions to the application side. Bring-
ing biology forward is the primary goal of computational biology. For this reason, the primary
cooperation projects of the group are with biology/medicine/chemistry partners. On the other
hand, being located inside a primarily computer science context brings about the need to place a
special emphasis on methodical contributions. We address this demand by tackling with preference
problems that have a strong methodical component and a wide methodical scope.
As compared to bioinformatics groups that are placed within biology labs, our group has to
expend more energy into engaging in meaningful biological cooperations, which have to be sought
exclusively outside the building, often off-campus, sometimes even more remotely. This difficulty
comes with the added freedom to choose the cooperative projects with the most promising method-
ical perspectives rather than being largely reduced to processing and interpreting the data that are
produced in-house in a dominantly biological setting. We have had very promising experiences at
GMD before in a similarly computer-science oriented setting of acquiring meaningful cooperative
projects. We will work according to the same model in the current setting at MPI Saarbru¨cken.
Nevertheless, the switch from GMD to MPI was not easy. Despite strong efforts, the hopes to
transfer a sizeable part of the group from GMD to MPI could not be realized. The main hindrance
was the fact that four leading scientists at GMD took offers to set up their own groups in other places
in Germany (Christel Marian, Du¨sseldorf, full professor, Matthias Rarey, Hamburg, full professor,
Joachim Selbig, MPI for Molecular Plant Physiology, group leader, Ralf Zimmer, University of
Munich, full professor). It is all the more valuable that six scientists did join in moving from Sankt
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Augustin to Saarbru¨cken and so could provide the basic core of scientific continuity in the fields
protein structure prediction (Ingolf Sommer, Mario Albrecht), docking (Lars Kunert), analysis
of expression data (Andreas Hahn), computational chemistry (Andreas Ka¨mper) and HIV (Niko
Beerenwinkel).
Scientific positioning
Computational biology is a rapidly developing field that has been shifting its focus repeatedly within
only a few years. Research areas within the field quickly become ”classical” and are augmented
- and sometimes pushed to the periphery of attention - by newly arising problems. The main
breeding ground for new problems is the development of new experimental procedures in biology,
chemistry and medicine. Those procedures, which often have a screening character, ask heavily
for computer-aided preprocessing in order to configure the experiments and for computer-based
interpretation of the voluminous and often noisy data produced by the experiments.
The group aims at flexibly responding to this character of the field. Thus, within the group,
there will be a continuous stream of new incoming problems witnessed by new data and facilitated
through new biological partnerships. Some of the research problems will stay with the group for
quite some time. Others will be phased out as the scientific field matures. Among the classical
problems that we have carried over from the earlier years at GMD are protein structure prediction
and protein-ligand docking. A field that we had started at GMD but that came to its real bloom
only after our move to MPI is the analysis of HIV resistance phenomena. The startup of the new
group has provided the opportunity of embarking on several new scientific endeavours, such as
protein function prediction, the analysis of recombination in HIV and the metabolomics analysis
of yeast knock-out variants. Especially the latter two fields will need some time to come to a point
of fruition. Thus it is all the more important that the respective projects are in close cooperation
with a medical and a biotechnological group within Saarland University, respectively.
Topically, the group aims at covering a reasonable part of the biologically most relevant fields
of bioinformatics along the spectrum from the genotype to the phenotype (see figure 1). The topics
which are currently pursued in the group are
• Protein structure prediction (1,5)
• Protein function prediction from structure (1,5)
• Protein-ligand docking (3)
• Analysis of expression data (2)
• Analysis of metabolomics data for protein function signals (1)
• Drug screening (1,5)
• HIV evolution (2)
• Computational chemistry (0,5)
• Bioinformatics hard- and software (1)
(The numbers in parentheses in this list denote the full time equivalents devoted to the respective
topic currently.) Furthermore we are preparing for work on HCV (Hepatitis C virus) both w.r.t.
protein structure and function prediction and w.r.t. viral evolution.
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There is a second pattern along which the scientific activities of the group can be structured,
namely that of the drug discovery process chain (figure 2). This process chain actually spans fields
that are not always traditionally counted towards bioinformatics, such as docking and drug screen-
ing, which is often called cheminformatics, and therapy optimization (in our case, for AIDS), which
has a more clinical character. We believe that it is essential to provide links between these fields
within the same group. Thus we allocate our resources proportionally to the field of target finding
(bioinformatics, 9), drug discovery (cheminformatics, 3.5) and clinical informatics (2). (Again, the
numbers in parentheses denote full time equivalents devoted to the respective area.)
After 20 months, we feel that the group is about half-way along the road to becoming a coherent
group in which the scientists are not only well on track with respect to their own work but also
realize the full potential of interacting with each other.
The Group and the Center of Bioinformatics Saar
The view of the work in the group as providing contributions to the drug discovery process chain is
especially fitting if we are considering the group’s contribution to the Center of Bioinformatics Saar
(CBI, www.cbi-saar.de), a joint initiative of Saarland University, MPI and the Fraunhofer Institute
for Biomedical Engineering, Sankt Ingbert, which has received substantial funding from DFG.
CBI Saar encompasses the complete structure of a bioinformatics center covering research
and teaching. Research is facilitated through a number of cooperative projects between biolo-
gists/chemists/medics and computer scientists. Teaching encompasses full curricula towards the
bachelor and master of bioinformatics, as well as a partial curriculum to make biologists fit for
work in bioinformatics. The group of Computational Biology and Applied Algorithmics at MPI is
a major partner in CBI. Thomas Lengauer is currently the coordinator of the center, the group
engages in many of the center’s research projects and also provides much of the teaching.
Some Achievements
We consider bringing the group to its present size in a time of strong international competition
for computational biologists a success. We succeeded in attracting three researchers from North
America back to Germany (Iris Antes from Berkeley, Chandler group; Kirsten Roomp from a biotech
company in Vancouver, Jo¨rg Rahnenfu¨hrer from Berkeley, Terry Speed group). Other international
group members are the two Ph.D. students from India (Somak Ray, Priti Talwar) and Francisco
Silva Domingues from Portugal, who formerly was a member of the Sippl group. As mentioned
above, some continuity with the GMD work was established through six former GMD employees
that joined in moving to Saarbru¨cken.
Scientifically, we entered several new fields in which we are still on the learning curve:
• Protein function prediction
• Recombination in HIV
• Metabolomics of yeast
• Protein-peptide docking
Among the scientific achievements within the report period are:
• Arevir project for analyzing HIV resistance data: This project has become scientifically quite
visible. It has generated publications in ISMB 2003, PNAS, and NAR and ISMB 2003. The
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Website server is heavily used from around the world and fares well in competition with
commercial products. The project has also generated interest by the media.
• ARBY Server: This protein structure prediction server, which has been developed in coopera-
tion with FhG SCAI (formerly GMD), has faired quite well at the last CAFASP competition.
It was #13 in the official ranking, however, 8 of the top-ranking severs are meta servers
that combine results from servers like ARBY. Thus excluding those, the server is among the
top-ranking servers of the contest.
• Analyses of (domains of) several medically and biotechnologically relevant proteins (PY-
PAF1, NOD2, inflammation; Ataxin-3, neurodegenerative disease; Pyranose Oxidase, diag-
nostic marker for diabetes). These analyses revealed relevant biological information that is, in
part, structural and family, and functional. This information led to new functional hypothe-
ses of the role of the proteins in biological and disease processes, some of which are currently
being checked in the laboratory. This research generated four publications.
Together with our partners from CBI the group hosted First European Conference on Computa-
tional Biology (ECCB 2002, http://www.eccb2002.de). The conference took place in Saarbru¨cken
on October 6-9, 2002. ECCB 2002 had 459 attendees representing 30 countries. The three day con-
ference program featured 26 talks selected from 83 paper submissions, and eight invited keynotes.
The proceedings of the conference have been published as a supplement to the international jour-
nal Bioinformatics (Oxford University Press) and are listed in Medline. ECCB 2003 will be held
in Paris on September 27-30, 2003, in conjunction with the French Conference on Computational
Biology (JOBIM). In 2004 ECCB will be held in Scotland, jointly with ISMB 2004.
Together with David Gilbert (Glasgow) and Russ Altman (Stanford), Thomas Lengauer orga-
nized a Dagstuhl seminar on Computational Biology from Nov. 17 - 22, 2002. This was the fourth
seminar in that series. The seminar had a broad scope and was attended by 49 scientists. The
seminar report can be viewed under http://www.dagstuhl.de/02471/Report/
Honorary Memberships and Awards
Thomas Lengauer has been nominated to be an honorary professor of the University of Bonn and to
be a member of the ”Akademie der Naturforscher Leopoldina” in Halle/Saale, the oldest Academy
of Science in Germany.
Andreas Ka¨mper has obtained the Best Poster Award at the 33. Crystallographic Course at
the E. Majorana Centre, Erice, Italy (May 23 - June 2, 2002) for his poster ”Docking Bacterial
Cell-Wall Fragments into Glycopeptide Antibiotics”.
Third Party Funding
Currently 5 of the 14 scientists in the group are funded by third party money, 2 from the ministry
of science and 3 from DFG. Proposals for 2 other people have been placed, one from EU and one
from DFG. We plan to increase this funding proportionally with the increase in the group size.
Collaborations and Networking
As the group is located within a computer science institute, networking with other computer science
groups is straightforward. We are currently evaluating cooperation with the Mehlhorn Group at
MPI on optimization issues. There may also be possible joint interests with the Ganzinger Group
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on the application of process modelling tools for metabolomics applications and with the Seidel
Group on visualizing high-dimensional data. We expect to find many common themes with the
Weikum Group on data mining, which will start in October of 2003 at MPI. Cooperation with the
Lenhof group at Saarland University is close. We also share a seminar series with this group.
As we mentioned already, being placed within a computer science context requires special efforts
for networking to the biology community. On campus the major device for networking to biologists
is CBI. This has resulted in 5 cooperative projects, so far, with more projects being prepared.
The major networking vehicle nationwide is the Helmholtz Network for Bioinformatics (HNB,
http://www.hnbioinfo.de) which joins 11 bioinformatics groups in Germany in the development
of joint server technology for Website-based bioinformatics software. This project is coordinated
by Thomas Lengauer and funded to the end of 2003. On the EU scale, the group is a partner in
the proposed BIOSAPIENS Network of Excellence, coordinated by EBI (Janet Thornton) which
is being evaluated currently.
An alphabetical list of academic cooperation partners that are outside the institute follows:
Dr. Apostolakis (Bioinformatics, Munich University) - Cheminformatics
Prof. Bra¨se (Chemistry, Bonn University) - Cheminformatics
Prof. Hartmann (Pharmacology, Saarland University) - Docking and Homology Modeling
Prof. Heinzle (Biotechnology, Saarland University) - Metabolomics
PD Dr. Jahns (Microbiology, Saarland University) - Docking
PD Dr. Jose (Pharmacology, Saarland University) - Peptide Docking
Prof. Lenhof (Bioinformatics, Saarland University) - Bioinformatics Software
Prof. Lehr (Pharmacology, Saarland University) - Drug Screening
Prof. Marian (Theoretical Chemistry, Du¨sseldorf University) - Cheminformatics
Prof. Meyerhans (Virology, Medical Campus, Saarland University) - HIV Recombination, HCV
Prof. Schreiber (First Medical Clinic, Kiel University) - Expression Data Analysis, Protein
Structure Prediction Studies (Inflammatory bowel diseases)
Dr. Spang (Max-Planck Institute for Molecular Genetics, Berlin) Expression Data Analysis
Dipl.-Math. von O¨hsen (Fraunhofer Institute for Algorithms and Scientific Computing) - ARBY
Server
Prof. Tosatto (University of Padova) - Protein Structure Prediction
PD Dr. Wu¨llner (Neurology, Bonn University) - Ataxin-3
Prof. Zeuzem (Gastroenterology, Medical Campus Saarland University) - HCV
We are cooperating with the following scientific consortia:
Arevir Consortium - HIV Resistance Patterns
Academic partners of the Helmholtz Network for Bioinformatics - Software Integration
We are cooperating with the following companies:
BioSolveIT GmbH, Sankt Augustin (http://www.biosolveit.de, Dr. Holger Claußen, Dr. Sally
Hindle, Dr. Christian Lemmen), a startup company of which Thomas Lengauer is a co-founder -
Docking and Drug Screening
Hoffmann-LaRoche, Basel (Dr. Martin Stahl) - Drug Screening
Software policy
It is the acclaimed intention of the group to develop bioinformatics software that is useful to a wide
user community. Thus the group also commits to realizing channels of dissemination and evalua-
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tion of the software, be it commercial or non-commercial. Previously developed protein structure
prediction software has been made accessible non-commercially via an internet server offer (ARBY
server at MPI, software contribution to the Helmholtz Network for Bioinformatics). The analysis
software of HIV genotypes for drug resistance has also been made available on the internet via
the Geno2Pheno Server (www.genafor.org). The docking software has mostly been made avail-
able commercially through the startup company BioSolveIT, Sankt Augustin (www.biosolveit.de),
co-founded by Thomas Lengauer in 2001.
We will continue to target much of our future software to larger user communities and exploit
the distribution channels open to us. This requires special measures for the hardware and software
infrastructure for the group. We have allocated a full scientist (Kirsten Roomp) to the responsibil-
ity for installing and maintaining an operative environment for local bioinformatics software and
databases and the servers offered to the community. This position is responsible for maintaining
continuity when developers leave the group and for keeping the hard- and software up-to-date. The
developers support this effort by bringing the software to a mature beta-test stage and help with
setting up the routine software configuration.
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4 The Computer Graphics Group
The computer graphics group has been newly established four years ago and is now fully up and
running. Although the core of the group moved together from Erlangen to Saarbru¨cken, this
transition and the subsequent build-up of the present group have not been trivial. The main reason
for this is the fact that altogether 12 (!) researchers from the former Erlangen/ new Saarbru¨cken
group have received offers for faculty positions within the last four years and have since moved on to
establish their own groups (or are in the process of doing so) 10. Nonetheless, several PhD students
and newly acquired researchers and postdocs have successfully stepped in, and the graphics group
has meanwhile expanded to about 30 researchers (including postdocs and PhD students). As this
report shows, there is obviously a lot of talent among this group of people, and members of the
group have, e.g., co-authored 4 (out of 82) papers at Siggraph’03 and 5 (out of 42) papers at
Eurographics’03 - the two premier scientific events in the field.
There has also been significant progress with our computing environment, and in addition to
establishing our 3D data acquisition lab, we also completed the installment of our visualization room
last year. Finally, together with Marcus Magnor’s group, we have designed an acquisition studio for
multi-view video applications featuring up to 10 synchronized video cameras. This infrastructure
forms the basis for a significant body of current research, and several projects also depend on it
(see Section VI.16).
In order to get the international research community better acquainted with the MPI environ-
ment, we organized two major international conferences (Eurographics’02, ACM Solid Modeling
Symposium’02) and a workshop (Graphics Hardware’02) in Saarbru¨cken. Attendance rates were
extremely good, and all three events seem to have been received very favourably by the community
(see Section VI.2 for details). Hans-Peter Seidel also co-organized another graphics workshop in
Dagstuhl (July 2003).
Vision
During the last decades computer graphics has established itself as a core discipline within computer
science and information technology. Computer systems are more and more used to realize and
simulate parts of the real or an imaginary world. Such simulations require to model/acquire, to
process and to render complex objects and scenes. The goal of computer graphics is to turn abstract
information into visual images and to allow the user to interact with complex objects and data in
a natural and intuitive way.
In contrast to the classic approach to computer graphics which takes as input a scene model –
consisting of a set of light sources, a set of objects (specified by their shape and material properties),
and a camera – and uses simulation to compute an image, we like to take the more integrated view
of 3D Image Analysis and Synthesis for our research, and consider the whole pipeline from data
acquisition over processing to rendering in our work. In our opinion, this point of view is necessary
in order to exploit the capabilities and perspectives of modern hardware, both on the input (sensors,
scanners, digital photography, digital video) and output (graphics hardware) side. According to
this point of view, one of the key research challenges then is the development of good models and
modeling tools to efficiently handle the huge amount of data during the acquisition process and to
facilitate further processing and rendering.
10T. Ertl (C4, Stuttgart), P. Slusallek (C4, Saarbru¨cken), G. Greiner (C4, Erlangen), L. Kobbelt (C4, Aachen), R.
Westermann (C4, Munich), A. Kolb (C4, Siegen), M. Stamminger (C3, Erlangen), P. Bekaert (C3, Univ. Limburg,
Belgium), W. Heidrich (Ass. Prof., Univ. British Columbia, Canada), C. Soler (Tenured Researcher, INRIA, France),
S. Ghali (Ass. Prof., Univ. Alberta, Canada), S.-W. Choi (Research Fellow, KIAS, Korea)
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In order to make progress along the lines above our work is both theoretical and practical with
a focus on first-class research on new methods and algorithms, as well as on the integration of
new algorithms into functioning software systems, and the experimental validation of systems in
concrete application scenarios that are of practical relevance. We also try to provide a stimulat-
ing environment for junior researchers that allows them to develop and build their own research
programs and groups.
Research Topics and Structure of the Group
As mentioned above we consider the whole pipeline from data acquisition over processing to ren-
dering in our work. Within this framework our choice of research areas is long-term. We reconsider
them, as senior researchers leave and as new opportunities arise. Hiring decisions on all levels (PhD
students, postdocs, research associates) are made on quality and fit into our research program. Our
research is currently organized into the following eight research areas, each having its own small
group of coordinators:
• Mesh Processing (A. Belyaev, C. Ro¨ssl)
• Free-Form Surfaces and Scientific Visualization (I. Ivrissimtzis, C. Ro¨ssl, H. Theisel)
• Facial Modeling and Animation (V. Blanz, J. Haber)
• Scene Digitization and Acquisition of Deformable Models (M. Goesele, H. Lensch, J. Lang)
• Model-Based Motion Capture and Free Viewpoint Video (C. Theobalt, M. Magnor)
• Realistic Hardware-Supported Shading and Lighting (S. Brabec, K. Daubert, J. Kautz)
• Global Illumination (K. Myszkowski)
• Perception Issues in Rendering and Animation (K. Myszkowski)
The coordinators coordinate the work in their areas and together with Hans-Peter Seidel form
the AG4 steering committee. The steering committee meets on a weekly basis and discusses all
group related issues. In particular, it addresses topics such as recruiting, guests and seminars,
teaching, project acquisition, mid-term and long-term strategic planning.
Some Achievements
We have been pursueing first-class research on a broad range of topics, and members of the group
have actively published in the top conferences and journals (6 books, 146 articles, 10 book chapters)
(see Section VI.17 for details). We have actively participated in program committees and have given
numerous invited talks and tutorial presentations at major national and international events (see
Section VI.13 for details). Our software has been successfully integrated and validated in a variety
of projects (see Sections VI.12 and VI.16), and researchers from the group have spread out to other
institutions. As mentioned above, we have been able to attract Eurographics’02, the ACM Solid
Modeling Symposium’02 and the Eurographics/Siggraph Workshop on Graphics Hardware’02, and
we have organized another graphics workshop in Dagstuhl (July 2003).
In the following we briefly highlight some of our achievements in each of the eight research
areas:
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Mesh Processing We developed new algorithms for shape reconstruction based on radial basis
functions (SIGGRAPH’03, SMI’03), for mesh optimization and remeshing (EG’01, ACM SM’02,
ACM SM’03), for mesh deformation (ACM SM’03), and for mesh coding (PG’02).
Free Form Surfaces and Scientific Visualization We worked on scattered data fitting using
splines (IEEE Vis’01), subdivision surfaces (EG’02, GMOD’02, PG’02) and neural meshes (SMI’03).
We contributed to the analysis of sudivision surfaces (CAGD’02, GMP’02), and we developed novel
algorithms for the design, analysis and topology preserving compression of vector fields (EG’02,
VisSym’03, EG’03).
Facial Modeling and Animation We further developed Medusa, a system for face modeling
and animation, and in particular improved on speech synchronization (PG’02), model acquisition
(GI’02, SCA’02) and face reconstruction from skull data (SIGGRAPH’03). We also investigated
learning-based approaches (IEEE PAMI’03, EG’03).
Scene Digitization and Acqusition of Deformable Models We completed the install-
ment of our acquisition lab and used it in our research on image-based BRDF measurement
(EGRW’01, ACM TOG’03), view planning (EG’03) and light source digitization (SIGGRAPH’03).
We also expanded the scope of our research and investigated the acquisition of deformable models
(Int.J.Robotics’02, GI’02).
Model-Based Motion Capture and Free Viewpoint Video Together with Marcus Magnor’s
group we built a studio for synchronized multi-view video recording featuring up to 10 synchronized
video cameras. The studio forms the basis for our research on model-based motion capture (PG’02),
for the development of our new model-based approach for recording, reconstructing and render-
ing of free viewpoint video of human actors (SIGGRAPH’03), and for our research on hardware
accelerated realtime scene reconstruction and rendering (GI’03).
Realistic Hardware-Supported Shading and Lighting We developed several new algorithms
for high-quality shaping and lighting using graphics hardware. This includes algorithms for shadows
(GI’02, J.GraphicsTools’03, EG’03, IEEE CG&A’03), bump mapping (GraphicsHardware’01), ren-
dering of translucent objects (PG’02), real-time halftoning (J.GraphicsTools’03), and precomputed
light transport using environment maps (EGRW’02, SIGGRAPH’02, ACM I3D’03).
Global Illumination The main goal of our research is to make global illumination affordable
in practical applications. In particular, we developed algorithms for accelerating path tracing by
re-using paths (EGRW’02), and we improved global illumination computations (both speed and
quality) in interactive applications and high-quality animations (EG’02 STAR, EGRW’02). We also
developed new techniques to reconstruct high quality images from a radiosity solution (EGRW’01,
EG’02)
Perception Issues in Rendering and Animation In our research, we consider perceptual
issues to improve the efficiency of our algorithms. In particular, we developed perceptually guided
solutions for high-quality rendering of animation sequences (SIGGRAPH’01) and developed an
improved visual attention model (EG’01). We also developed a fast, high quality tone mapping
technique based on the logarithmic compression of luminance values (EG’03).
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Prizes and Awards
Hans-Peter Seidel received the Gottfried-Wilhelm-Leibniz Prize 2003 by the German National Sci-
ence Foundation (DFG). The Leibniz prize is the most valuable German research prize, valued at
1.5 Mio Euro over a five year period. He was also awarded an ACM Recognition of Service Award
in 2002.
Jo¨rg Haber received the Heinz-Billing Prize for the Advancement of Scientific Computing 2001
for his work on facial modeling and animation. Jo¨rg Haber and Kolja Ka¨hler together received the
SaarLB Science Award 2001 for their facial modeling and animation system Medusa.
Jan Kautz received an nVidia fellowship for his work on hardware accelerated rendering (the
first nVidia fellowship outside North-America).
Cooperations
In addition to the collaborations inside the institute (surface reconstruction, visualization of high
dimensional data, free viewpoint video) and with the university (global illumination, lumi-shelf ren-
dering, network integrated multimedia, mesh smoothing, speech synchronization), and in addition
to numerous collaborations between individual researchers (including several of our former gradu-
ates), we have also established a substantial number of formal cooperations with other institutions
on both a national and international level.
We are part of the EU projects MINGLE (partners: U. Oslo, U. Tel-Aviv, TU Munich, Tech-
nion Haifa, Univ. Grenoble, U. Cambridge, U. Genova), SIMULGEN (partners: U. Girona, INRIA
Grenoble, LightWork), ViHAP3D (partners: UPC Barcelona, U. Pisa, Gedas, Minolta, SBAAAS),
and RealReflect (partners: U. Vienna, U. Bonn, U. Prague, INRIA Grenoble, Mercedes Benz VR
Center, IC:IDO, VR Architecture GmbH), and we are coordinating the ViHAP3D project. We
also participate in a GIF-project (partners: U. Tel Aviv, Technion Haifa, U. Tu¨bingen, U. Bonn,
RWTH Aachen), in the DFG-Schwerpunktprogramm Verteilte Verarbeitung und Vermittlung dig-
italer Dokumente (partners: U. Braunschweig, U. Bonn, U. Tu¨bingen, U. Stuttgart, U. Konstanz,
among others), and in the OpenSG project funded by BMBF (partners: FhG-IGD Darmstadt,
U. Bonn, U. Stuttgart, U. Tu¨bingen, RTWH Aachen, TU Braunschweig, TU Darmstadt, ZGDV
Darmstadt).
We also collaborate directly with Daimler Chrysler (simulation of display apperance in the
car cockpit) and with Motorola (network integrated multimedia middleware). Details on those
cooperations can be found in Section VI.16.
Group Development
The composition of the group has changed considerably over the past two years.
Alexander Belyaev who had previously been an associate professor at the University of Aizu,
Japan, joined us as a senior scientist (C3) in 2002. Jochen Lang (Univ. British Columbia, Canada,
2002) and Volker Blanz (Univ. Freiburg, 2003) also joined us as research associates. Hitoshi
Yamauchi moved from postdoc to research associate. We newly created the position of a project
coordinator and hired Christel Weins to fill this position.
The following postdocs joined us in 2001: Vlastimil Havran, Ioannis Ivrissimtzis, 2002: Cyrille
Damez, Peter Hoffmann, Yutaka Ohtake, Holger Theisel, and in 2003: Kirill Dmitriev.
The following researchers and postdocs left the group: Marc Stamminger to Univ. Erlangen
(Associate Professor), Philipp Bekaert to Univ. Limburg, Belgium (Associate Professor), Sherif
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Ghali to Univ. Alberta, Canada (Assistant Professor), and Sung-Woo Choi to Korea Institute for
Advanced Study (Research Fellow).
Stefan Brabec, Katja Daubert, Jan Kautz, Kolja Ka¨hler, Hendrik Lensch, Annette Scheel and
Hartmut Schirmacher all completed their PhD theses. Jan and Hendrik are planning to do a
postdoc in the US starting in the fall. Hartmut has joined Indeed-Visual Concepts in Berlin, and
Kolja and Katja both joined Bavariafilm’s Scanline Production. Stefan is planning to join ATI.
Annette has moved to Univ. Erlangen with Marc Stamminger.
Our current PhD students are Irene Albrecht, Marde Greeff, Ming Li, Takehiro Tawara, Jens
Vorsatz, Shin Yoshizawa, Nordin Zakaria and Rhaleb Zayer.
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5 IRG 1 – Static Analysis
The static analysis group has been newly established at the beginning of 2002. The group has
difficulties finding candidates that have the necessary theoretical and practical background and
abilities. Up to now, we welcome guests for a few months. Mehmet Kiraz, a student of the IMPRS,
is doing his master thesis in our group since April 2003. We try to compensate our recruiting
difficulties by collaborating with many researchers of other teams.
Vision
Static analysis aims at determining properties of programs by inspecting their code, without exe-
cuting them. The goal of the group is to apply static analysis techniques to the verification of real
software. This task presents a number of challenges: full languages have to be analyzed, analyses
that offer a good compromise between cost and precision and that scale up have to be designed.
Our work is both theoretical and practical. We design new static analysis techniques, prove
their soundness, implement them, and evaluate them on practical examples.
All areas in which programming errors can have serious consequences are good candidates for
verification by static analysis. Up to now, we focused mainly on the verification of cryptographic
protocols and of critical embedded software, as detailed below. In the future, we would also like to
verify security properties of mobile code such as Java applets and the Java platform.
Some achievements
Cryptographic Protocols Cryptographic protocols are used for secure communications on an
insecure network such as Internet. Their design is particularly error-prone, so they are good targets
for formal verification. We first worked on the verification of formal models of protocols, represented
for example in extensions of the pi calculus, and designed and implemented an efficient automatic
verification tool for such models. This tool can prove secrecy and correspondence assertions (au-
thenticity) for an unbounded number of sessions of the protocol. Even if some work still has to
be done on this approach, in particular to prove observational equivalence properties, we already
started to prepare the analysis of real implementations of protocols (in Java).
Critical Embedded Software Critical software, such as software embedded in rockets, planes,
cars, also demands strong correctness guarantees. In the abstract interpretation team of E´cole
Normale Supe´rieure, Paris, we used static analysis to verify the absence of runtime errors in Airbus
software. We designed a static analyzer that is efficient (about 75,000 lines of C code analyzed in
1 h 40 min) and reaches an unprecedented level of precision (only 11 false alarms on this code).
Cooperations
The group has close links with the Computer Science Laboratory of E´cole Normale Supe´rieure,
Paris, in which Bruno Blanchet is a researcher. There is on-going work with Prof. Patrick Cousot’s
abstract interpretation team, and a new collaboration is starting with Prof. Jacques Stern’s com-
plexity and cryptography team and with David Monniaux, on the formalization and mechanization
of security proofs in the computational view of cryptography.
We have a long-term collaboration with Prof. Mart´ın Abadi (University of California, Santa
Cruz) on the verification of cryptographic protocols.
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Inside the Max-Planck-Institut, the group also has links with the Programming Logics group
(AG2), in particular with Andreas Podelski.
Bruno Blanchet participated in the EU-project Daedalus (partners: Airbus France, E´cole Nor-
male Supe´rieure, AbsInt, CEA, E´cole Polytechnique, Diku, Polyspace, Tel-Aviv University, Saar-
land University, Trier University), which ended in September 2002, and is now involved in the
French project Astre´e (partners: E´cole Normale Supe´rieure, E´cole Polytechnique, Airbus France).
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6 IRG 2 – Discrete Optimization
The independent research group for discrete optimization was established at the MPII in January




The last decade has witnessed a dramatic improvement of the potential of integer programming
solvers. This has led to the fact that integer programming is now an indispensable tool in eco-
nomics, industrial planning and many other areas. This revolution was only possible, because
techniques from the theory of integer programming have been put to work, a research area to
which we contribute. In the past five years, our research was centered around cutting planes.
The implementation of cutting planes was mainly responsible for the revolutionary development of
integer programming solvers during the last 10 years. Recently, we focused our attention on the
connection of integer programming and computational number theory. IP solvers perform poorly
when the variables can attain large values and this is when the problem shifts from combinatorics to
number theory. We believe that the next boost of IP-solvers can be triggered by understanding this
relationship better. Here, we report on our algorithm for integer programming in fixed dimension.
This result closes the running time gap between integer programming and the Euclidean algorithm.
Combinatorial optimization
Coordinator: Friedrich Eisenbrand
While integer programming is a very general combinatorial optimization problem, the traditional
field of combinatorial optimization deals with structured problems such as maximum matchings or
stable sets in graphs. Typical goals are to provide faster and simpler algorithms for combinatorial
optimization problems. In this report we describe our achievements in this field. We provided the
first combinatorial algorithm to find a maximal stable set of a t-perfect graph. Furthermore we
contributed results to the polyhedral approach to combinatorial optimization. We have shown that
the active cone of the matching polytope has a compact representation and thus that matching
can be solved with compact linear programming. Moreover we have shown that 0/1 optimization
is equivalent to primal separation. We also report on our results in finding small cliques in graphs
and on optimization techniques for case based reasoning.
Graph theory
Coordinator: Sunil L. Chandran
During the last 20 years many width parameters of graphs– which has to to do with ways in which
a graph can be decomposed– were getting a lot of attention. These parameters intimately relate
with graph minor theory. Also, they play an important role in algorithmic graph theory, since it is
known that when a width parameter such as treewidth is bounded above by a constant, polynomial
time algorithms are possible for many otherwise NP–hard problems. During the last 6 months we
were studying parameters such as treewidth, pathwidth and carving width. We could relate these
notions with the isoperimetric problems in graphs. This in turn allowed us to derive tight bounds
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for the values of these parameters in the case of some special classes of graphs (such as hyper cubes
and hamming graphs) or in terms of some structural properties of graphs (such as the girth and
average degree). We report on our results here.
Pleary talks and awards
Friedrich Eisenbrand won the Otto-Hahn-Medaille and received a DONET Post-Doc scholarship in
2001. He was an invited speaker at the at the Integer Programming Conference on the occasion
of Egon Balas’ 80-th birthday at Carnegie-Mellon University. Further he was a plenary speaker at
the annual AIRO Conference of the Italian Operations Research Society in L’Aquila, Italy.
Cooperation with other groups and industrial partners
Our research topics are closely related to the topics of the Algorithms and Complexity group of
Kurt Mehlhorn. We have many joint projects and publications with members from AG1.
• Friedrich Eisenbrand has cooperated with Stefan Funke (AG1) and Naveen Garg (IIT
Delhi/AG1) on combinatorial algorithms for packing problems.
• Together with Ernst Althaus, Stefan Funke and Kurt Mehlhorn (AG1), we found fast algo-
rithms for point containment in the integer hull of polyhedra in fixed dimension.
• Further we cooperate with Elmar Schmer (Johannes Gutenberg University of Mainz) and
Joachim Reichel (AG1) and Stefan Funke (AG1) on the trunk-packing project funded by
Daimler-Chrysler.
• Sunil Chandran has cooperated with Kavitha Telikepalli (AG1) to explore the use of isoperi-
metric inequalities to provide lower bounds for graph parameters such as treewidth, path-
width, and carving width.
• There are also fruitful collaborations with the combinatorial optimization groups of Giovanni
Rinaldi (several joint publications) at the IASI in Rome and of Robert Weismantel (one joint
publication in progress) at the Otto-von-Guericke-University of Magdeburg .
In the beginning of this year, we intensified efforts in isolating common interests between differ-
ent workgroups of the institute. We realized that the subgroup of AG2 guided by Andreas Podelski,
IRG 2, and the combinatorial optimization group of AG1 have common interests in program verifi-
cation. Current state-of-the-art program analysis uses methods from (integer) linear programming.
We meet now on a regular basis. Friedrich Eisenbrand is confident that, together, we can go beyond
mere synergetic progress in this field.
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7 IRG 3 – Graphics - Optics - Vision
In 2002, the Independent Research Group Graphics - Optics - Vision set out to take on interdisci-
plinary challenges whose solutions require combined approaches from computer graphics, applied
optics, and computer vision.
Vision
The gap between the real and the virtual world is closing rapidly. With today’s mass-produced
CMOS imaging chips, ever-increasing demand for automated visual data collection, and pro-
grammable PC graphics cards, the advances in imaging devices, reconstruction algorithms, and
rendering hardware are paving the way towards merging the natural appearance of real world-
recorded objects and entire scenes with the versatility of computer graphics techniques. Work in
both computer vision and computer graphics has been converging in recent years to form today a
strong foundation for research in photo-realistic rendering of static scenes.
Only recently, the first synchronized video camera arrays have been built to provide multi-video
data for analyzing dynamic scenes. In our research work, we envision multi-view video streams to
be the interfacing input modality between the dynamic natural world around us and various new
computer graphics applications.
One intriguing application for multi-view video data is Interactive 3D Television. Instead of
passively watching a sequence of 2D images, the viewer interactively chooses his position and
viewing direction in the dynamic 3D scene. Already, the MPEG consortium has founded the
ad-hoc group 3DAV to investigate the requirements and applications of interactive 3D television.
Interesting applications range from watching movies and series from the viewpoint of any actor to
sports broadcasts where the soccer fan may decide to experience the game, e.g., from the ball’s
point of view.
Research Topics
Currently, we are focusing our attention on 3 research goals: 3D television, mobile multi-video
recording, and the development of innovative applications for modern graphics hardware. Research
projects we pursue in these areas include
• Depth Map Estimation and Background Separation (Bastian Goldlu¨cke)
• Dynamic light field rendering (Bastian Goldlu¨cke, Bennett Wilburn)
• Free-viewpoint rendering (Bastian Goldlu¨cke, Christian Theobalt)
• Model-based multi-video analysis (Joel Carranza, Christian Theobalt)
• Real-time 3D reconstruction (Ming Li)
• Optical human motion capture (Christian Theobalt)
• Camera calibration for a mobile camera setup (Ivo Ihrke)
• Portable multi-video recording system (Lukas Ahrenberg)
• Fast Hologram synthesis (Christoph Petz)
• Autostereogram rendering for 3D Visualization(Christoph Petz)
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• Generalized Hough Transform with graphics hardware (Ivo Ihrke, Robert Strzodka)
The progress in image and video acquisition hardware, image analysis algorithms and graphics
hardware is helping us to rapidly advance the state-of-the-art in our research field.
Achievements
Our research efforts have lead to a number of publications at internationally renowned conferences
in the fields of computer graphics, computer vision, and image processing. Early this year, our
work on 3D television won funding by the Deutsche Forschungsgemeinschaft (DFG), giving us the
opportunity to hire another Ph.D. student for the project. We are actively participating in the
ad-hoc group 3DAV of the Moving Picture Experts Group (MPEG) to make our results also known
to industrial research and development departments. The head of the group was an invited speaker
at the MPEG seminar on 3DAV in December 2002 on Awaji Island, Japan, and he gave an invited
talk at CeBiT 2002 at the Future Forum event.
Cooperations
To find solutions to our interdisciplinary research tasks, we need know-how from many different
disciplines. This is why we are always seeking interesting collaborations with other research groups.
In addition to a number of short-term visitors coming to tell us about their work and learning about
ours, we also welcomed research guests from the University of Duisburg, the IIT Delhi and from
Stanford University who stayed with us for several months. Together with our guest from Duisburg,
we where able to develop a system for object recognition with graphics hardware. Our visitor from
Stanford worked with us on dynamic light field rendering, extending our collaboration with Stanford
University’s VLSI Lab and Computer Graphics Lab. Our projects on free-viewpoint rendering, real-
time 3D reconstruction and optical human motion capture is pursued in close collaboration with
AG4, as is our investigative work for the Moving Picture Experts Group (MPEG). Recently, the
head of our group was given the opportunity to visit Aizawa Lab at the University of Tokyo in
Japan for 4 weeks to work there on applications for intelligent imaging sensors.
Group Development
Since the group was established in early 2002, the group has attracted three excellent Ph.D. students
and one Master student from all parts of Germany and Europe. In March 2002, Bastian Goldlu¨cke
joined the group as our most senior Ph.D. student. Christoph Petz, a computer science student also
from Marburg with a background in physics, joined the group in May 2002 for his Diploma thesis.
In November 2002, we welcomed Lukas Ahrenberg from the University of Uppsala in Sweden as
our second Ph.D. student. Ivo Ihrke joined us in February 2003 after he had completed his master
in computer science at the Royal Technical University in Stockholm.
In addition, the group hosted two interships. Pryanka Rawat from the IIT in Delhi, India,
stayed with us for 2 months during the summer 2002. Sabina Bihlmaier from the University of
Applied Sciences in Stuttgart joined us for 6 months in spring 2003 to help us with professional 3D
scene creation and animation.
36
Part III
The Algorithms and Complexity
Group
The Algorithms and Complexity Group
1 Personnel
Director:
Prof. Dr. Kurt Mehlhorn
Research Associates:
Dr. Ernst Althaus (since June 02)
Dr. Holger Bast
Dr. Stefan Funke (since August 01)
Dr. Susan Hert (until December 02)
Dr. Juha Ka¨rkka¨inen
Dr. Lutz Kettner (since October 01)
Dr. Spyros Kontogiannis
Renata Krysta (since August 02)
Dr. Uli Meyer
Dr. Edgar A. Ramos (until August 02, now University of Illinois)
Priv. Doz. Dr. Peter Sanders
Dr. Susanne Schmitt
Priv. Doz. Dr. Elmar Scho¨mer (until September 02, now Universita¨t Mainz)
Dr. Michael Seel (until January 02, now SAP Heidelberg)
Dr. Martin Skutella (since April 03)
Dr. Berthold Vo¨cking (until March 03, now Universita¨t Dortmund)
Dr. Nicola Wolpert (since May 02)
Postdocs:
Dr. Cyril Banderier (from October 01 until September 02, now University of Paris)
Dr. Stefan Burkhardt (since August 02)
Dr. Bela Csaba
Dr. Panagiota Fatourou (until September 01, now University of Ionnia)
Dr. Dimitris Fotakis (since August 01)
Dr. Michiel Hagedoorn (until September 02, now Utrecht University)
Dr. Csanad Imred (until September 02, now University of Szeged)
Dr. Piotr Krysta (since August 01)
Dr. Theocharis Malamatos (since October 02)
Dr. Sylvain Pion (since October 02)
Dr. Venkatesh Srinivasan (since September 02)
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2 Visitors
In the time period from June 2001 to March 2003, the following researchers visited our group:
Naveen Garg 20.05.01–22.07.01 Indian Institute of Technalogy, New Delhi
21.05.02–31.12.02
Pijush Kumar 28.06.01–02.08.01 SUNY at Stony Brook, USA
21.01.02–30.06.02
Hung Poon 28.06.01–21.08.01 HKUST, Hongkong
Ulrich Lauther 29.07.01–30.07.01 Universita¨t Kaiserslautern
Annamaria Kovacs 01.08.01–31.05.02 Ungarn
Micha Adler 06.08.01–13.08.01 University of Massachusetts
Oscar Ruiz 09.08.01–10.08.01 EAFIT Medellin, Columbien
Peter Bro Miltersen 03.09.01–09.09.01 University of Aarhus
Bruce Maggs 03.09.01–09.09.01 Carnegy Mellon University
David Shmoys 06.09.01–09.09.01 Cornell University
Emo Welzl 03.09.01–06.09.01 ETH Zu¨rich
Klaus Jansen 17.09.01–18.09.01 Universita¨t Kiel
Jop Sibeyn 22.09.01–28.09.01 Umea University Schweden
Piotr Berman 27.09.01 State University of Pennsylvania
25.05.02–03.06.02
Lutz Kettner 01.10.01–03.10.01 University of North Corolina
Paul Spirakis 01.10.01–28.02.02 Computer Technology Institut Petras
Artur Czumay 15.01.02–17.01.02 University Heights, Newmark
08.06.02–12.06.02
Miguel Granados 18.01.02–18.07.02 EAFIT, Medellin, Columbien
Pankaj Agarwal 28.02.02–02.03.02 Duke University, Durham
Srinivasa Rao 01.03.02–10.03.02 University of Leicester
Fabricio Grandoni 04.03.02–04.12.02 Universita¨t Rom
Antonio Hernandez Barrera 05.03.02–14.05.02 Universidad de la Habana, Cuba
Ron Wein 18.03.02–19.03.02 Tel Aviv University
Hisao Tamaki 02.04.02–31.03.03 Meiji University, Kawasaki
Martin Dietzfelbinger 08.04.02–30.06.02 Universita¨t Ilmenau
Mihaly Markot 09.04.02–11.04.02 University of Szeged, Hungary
Darius Kowalski 11.04.02–14.04.02 Universita¨t Warschau
Martin Ho¨fer 13.05.02–13.07.02 Universita¨t Clausthal
Rohit Khandekar 21.05.02–31.12.02 Indian Institute of Technology, New Delhi
Sanjiv Kapoor 13.05.02–30.05.02 Illinois Institute of Technology
Gruia Caliunescu 01.06.02–08.08.02 Illinois Insitute of Technology
Rasmus Pagh 03.06.02–07.06.02 BRICS, Aarhus
Siu-Wing Cheng 08.06.02–21.06.02 Hong-Kong University of Science and Technology
Tamal Dey 11.06.02–21.06.02 Ohio State University
Herbert Edelsbrunner 15.06.02–20.06.02 Duke University, Durham
Sariel Har-Peled 16.06.02–24.06.02 University of Illinois
Seth Pettie 17.06.02–24.06.02 University of TEXAS
Christian Scheideler 01.07.02–11.07.02 Universita¨t Paderborn
Chaitanya Swamy 02.07.02–16.08.02 Cornell University
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Jinyuan Jia 01.07.02–31.10.02 Hong Kong University
David Cohen-Steiner 14.07.02–20.07.02 INRIA
Matthias John 14.07.02–20.07.02 ETH Zu¨rich
Joachim Giesen 14.07.02–20.07.02 ETH Zu¨rich
Jochen Koenemann 28.07.02–24.08.02 Carnegie Mellon University
Amitabh Sinha 28.07.02–24.08.02 Carnegie Mellon University
Ramaroorthi Ravi 28.07.02–24.08.02 Carnegie Mellon University
Guy Even 07.08.02–28.08.02 Tel Aviv University
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Matthias Elf 02.12.02-08.02.03 Universita¨t Ko¨ln
Joachim Ziegler 18.12.02–15.06.03
Norbert Zeh 06.01.03–10.01.03 University of Waterloo
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3 Group Organization
The group meets two to four times a week at 1.30 pm:
• On Monday and Wednesday (1.30 - 2.15) we have our noon seminar (sometimes also on
Friday). It lasts about 45 minutes and is reserved for presentations of new results and ongoing
research. We also ask our guests to give presentations in the noon seminar.
• On Tuesday and Thursday (1.30 - 3.00) we run the “Selected Topics in Algorithms” course.
This course is reserved for two to four week intensive treatments of subjects of current interest.
On a monthly basis we run a “‘Group-meeting” in which all the members of the group participate
to discuss various topics regarding the group and to be informed about several other activities.
We are currently pursuing six research areas, each having its own coordinator. The subgroups
and their coordinators are:
• Foundations, coordinator: Kurt Mehlhorn and Holger Bast. Berthold Vo¨cking coordinated
this group until March 03.
• Computational Geometry, coordinator: Kurt Mehlhorn and Stefan Funke. Edgar Ramos
coordinated this group until August 02.
• Advanced Models of Computation, coordinator: Peter Sanders.
• Assembly and Simulation, coordinator: Elmar Scho¨mer.
• Combinatorial Optimization, coordinator: Kurt Mehlhorn. Since April 03 Martin Skutella
coordinates this group.
• Software Libraries, coordinator: Lutz Kettner.
Most group members contribute to more than one area. The coordinators coordinate research
and teaching in their area and together with Kurt Mehlhorn form the steering committee of the
group which committee meets weekly to discuss and organize the work of the group.
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4 Foundations
Coordinators: Holger Bast and Kurt Mehlhorn
How good is this algorithm or data structure? How efficiently can this computational problem
be solved? And under which circumstances? Giving mathematically rigorous answers to such
questions lies at the heart of computer science. Challenges are to identify fundamental problems,
to develop sensible measures of computational complexity, to analyze algorithms with respect to
such measures and improve them if possible, and, often the most difficult of all, to make statements
on the intrinsic complexity of a problem, that is, lower bounds which no algorithm can surpass.
AG1 has always contributed strongly to this core area of computer science. Topics covered in
the last two years were average-case analysis, approximation and online algorithms, graph theory,
string matching, scheduling, and algorithmic game theory (the last two topics are dealt with in
section 6).
4.1 Average-Case Analysis
Worst-case analysis more often than not fails to quantify the performance of algorithms in practice.
This is due to few hard inputs on which the algorithm is indeed slow, while for most inputs it
performs much better. Average-case analysis considers this by taking some, possibly weighted,
average over all possible inputs.
4.1.1 Random Knapsack in Expected Polynomial Time
Investigators: Rene Beier, Berthold Vo¨cking













Figure III.1: Profits and weights of all subsets over 12
items. Weight and profit of each item are independent
random numbers from [0, 1]. Step function f can be seen
as the upper envelope of the point cloud. Each step of
f corresponds to a Pareto-optimal knapsack filling.
The optimal solution to any given knapsack
problem is a Pareto-optimal knapsack filling,
i.e., a solution that cannot be improved in
weight and profit simultaneously by other so-
lutions. The Nemhauser/Ullman algorithm
efficiently enumerates all Pareto-optimal so-
lution so that the knapsack problem can be
solved in linear time with respect to the num-
ber of encountered Pareto-optimal knapsack
fillings.
In [3] we investigate the expected number
of Pareto-optimal solutions for randomly cho-
sen knapsack instances. The main idea is to
lower bound the expected vertical step size of
the step function f that corresponds to the set
of Pareto-optimal solutions (see Figure III.1).
Roughly speaking, when we expect large steps
then we expect only few of them. This results
in the first average-case analysis proving an
expected polynomial running time for an ex-
act algorithm for the 0/1 knapsack problem.
The random input model underlying our
analysis is very general and not restricted to
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a particular input distribution. We assume adversarial weights and randomly drawn profits (or
vice versa). Our analysis covers general probability distributions with finite mean, and, in its most
general form, can even handle different probability distributions for the profits of different items.
This feature enables us to study the effects of correlations between profits and weights in terms of
a smoothed analysis (see next section).
4.1.2 Dijkstra’s Algorithm with Many Targets
Investigators: Holger Bast, Kurt Mehlhorn, Guido Scha¨fer, Hisao Tamaki
We consider the single-source many-targets shortest-path (ssmtsp) problem: given an undirected
graph with non-negative edge weights, a source node s and a target set T , the task is to find a
shortest path from s to a node in T . The ssmtsp problem can be solved by an adapted version of
Dijkstra’s algorithm. We are interested in this variant of the single-source shortest-path problem,
since the computation of a weighted matching in a bipartite graph with n nodes reduces to solving
n ssmtsp problems, where the number of targets varies between n and 1.
In [1] we describe a heuristic improvement. The basic idea is to maintain an upper bound
on the tentative distance to a target node and to suppress all queue operations with values that
exceed this bound. The heuristic significantly reduces the number of queue operations and the
running time of the bipartite matching algorithm. In our experiments a speed-up by up to a factor
of 12 was achieved. We present an average-case analysis that gives some theoretical support to
our experimental findings. More specifically, we prove that for random graphs with random edge
weights the heuristic significantly reduces the number of insert operations in Dijkstra’s algorithm.
4.1.3 Average-case Analysis of the Maximum-cardinality Matching Problem
Investigators: Holger Bast, Kurt Mehlhorn, Guido Scha¨fer, Hisao Tamaki
The classical algorithm for computing a matching of maximum cardinality of a given graph, due to
Hopcroft and Karp, has a worst-case complexity of Θ(m
√
n), where m is the number of edges and n
is the number of vertices. To date, no algorithm with a significantly better worst-case performance
is known. The
√
n factor essentially stems from the fact that augmenting paths up to this length
have to be considered.
Figure III.2: A graph with a non-maximum
matching (bold edges), and an augmenting path
(arrows)
Motwani [5] could show that in a random graph,
for any matching that is not maximum, there al-
most always exists a shortest augmenting path
of length O(log n). This yields an average run-
ning time of O(m log n) for maximum-cardinality
matching as well as for a number of related prob-
lems. These results hold for the standard random
graph model, where each potential edge is present
with a probability p (common for all edges), inde-
pendent of the presence of other edges. However,
Motwanis result crucially relies on strong expan-
sion properties of the graph, which he could only
show for the case p ≥ lnn/n; for less dense random
graphs his argument breaks down.
In [2], we develop a new line of argument which
weakens this requirement to p ≥ c/n, for some con-
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stant c, and at the same time simplifies Motwani’s proof. And it is our strong conjecture, that the
condition on p can be dropped altogether; we will try hard until June ...
4.1.4 Space Efficient Generalizations of Cuckoo Hashing
Investigators: Dimitris Fotakis, Peter Sanders
Cuckoo Hashing [6] is a hash table data structure which uses two hash functions and stores n
elements in 2 (1+)n memory cells. In [4], we generalize Cuckoo Hashing to d-ary Cuckoo Hashing,
which stores n elements in (1+)nmemory cells, for any constant  > 0. Assuming uniform hashing,
accessing table entries takes at most d = O(ln 1 ) probes and the expected amortized insertion time
is constant. This is the first dictionary that has worst case constant access time and expected





Cuckoo Hashing (d = 3).
We define and analyze d-ary Cuckoo Hashing through matchings in
asymmetric bipartite graphs. The elements correspond to the left vertices
and the memory cells to the right vertices of a bipartite graph B(L,R,E),
where |R| = (1 + )|L|. Each left vertex selects exactly d neighbors
uniformly at random and independently (with replacement). For any
d ≥ 2(1 + ) ln( e ), we prove that such bipartite graphs contain an L-
perfect matching whp. For somewhat larger values of d, we show that a
simple incremental algorithm which augments along a shortest augment-
ing path maintains an L-perfect matching in (1/)O(ln d) expected time
per element.
We also present Filter Hashing, which uses explicit constant time
evaluable hash functions and stores almost all elements (e.g., at least
(1− 4)n of them) in n memory cells. Accessing an element takes O(ln2 1 )
probes in the worst case. Filter Hashing can be used in combination with
essentially any other hashing scheme to improve the space efficiency of
the latter.
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4.2 Smoothed Analysis
Average-case analysis sometimes makes overly simplistic assumptions on the input distribution.
Spielman and Teng [4] recently proposed a more realistic approach, termed “smoothed analysis”,





where x ranges over all inputs, y is a random instance in a neighborhood of x (whose size depends on
the smoothing parameter ), E denotes expectation, and C(y) is the cost of the algorithm on input
y. In other words, worst-case complexity is smoothed by considering the expected running time in a
neighborhood of an instance instead of the running time at the instance. If U(x) is the entire input
space, smoothed analysis becomes average case analysis whereas it becomes worst case analysis if
U(x) is reduced to x. Smoothed analysis gives information whether instance space contains dense
regions of hard instances. The smoothed complexity of an algorithm is low if worst-case instances
are “isolated events” in the instance space.
4.2.1 Smoothed Analysis for Combinatorial Problems
Investigators: Kurt Mehlhorn, Cyril Banderier, Rene Beier
In contrast to Spielman and Teng, who introduced smoothed analysis for continuous problems, we
apply this concept in [2] to problems defined on sequences and natural numbers. We propose Partial
Permutations as a model which defines the neighborhood of a sequence: First select each element
with probability p and subsequently permute the selected elements randomly. For problems on
natural numbers we define Partial Bit Randomization, which randomly changes the k less significant
bits of each input. In particular we study the smoothed complexity of three classical discrete
problems: quicksort, left-to-right maxima counting, and shortest paths.
4.2.2 A Probabilistic Analysis of the Multi-Level Feedback Algorithm
Investigators: Guido Scha¨fer
One of the most successful online algorithms used in practice is the Multi-Level Feedback algorithm
(mlf) for processor scheduling in a time sharing multitasking operating system. mlf is a non-
clairvoyant scheduling algorithm, i.e., scheduling decisions are taken without knowledge of the time
a job needs to be executed. Windows NT and Unix have mlf at the very basis of their scheduling
policies. The objective is to minimize the total flow time, i.e., the time spent by jobs in the system
between release and completion. mlf is a preemptive scheduling algorithm. While mlf turns out
to be very effective in practice, it behaves poorly with respect to worst case analysis. Assuming
that processing times are chosen in [1, 2K ], Motwani et al. [3] showed a lower bound of Ω(2K) on
the competitive ratio for any deterministic non-clairvoyant preemptive scheduling algorithm.
In [1] we introduce the notion of smoothed competitiveness of online algorithms. We apply this
notion to analyze mlf using a partial bit randomization model, where the initial processing times are
smoothened by changing the k least significant bits under a quite general class of probability distri-
butions. We show that mlf admits a smoothed competitive ratio of O(max((2k/σ)3, (2k/σ)22K−k)),
where σ denotes the standard deviation of the distribution. In particular, we obtain a competitive
ratio of O(2K−k) if σ = Θ(2k). We also prove an Ω(2K−k) lower bound for any deterministic algo-
rithm that is run on processing times smoothened according to the partial bit randomization model.
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For various other smoothening models, including the additive symmetric smoothening model used
by Spielman and Teng, we give a higher lower bound of Ω(2K).
A direct consequence of our result is also the first average case analysis of mlf. We show a
constant expected ratio of the total flow time of mlf to the optimum under several distributions
including the uniform distribution.
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4.3 Approximation Algorithms
Many fundamental computational problems are known to be NP-hard, i.e., it is unlikely that
a polynomial-time algorithm exists. In practice, however, approximate solutions are often good
enough. Approximation results come in two flavours: efficient algorithms with a guarantueed
approximation quality, and proofs that the problem remains NP-hard, even when allowing approx-
imate solutions.
4.3.1 Approximation Algorithms for Graph Optimization Problems
Investigators: Be´la Csaba, Piotr Krysta
We study in [5] the following fundamental graph optimization problems: the minimum 2-edge-
connected (2-EC) spanning subgraph problem, the minimum 2-vertex-connected (2-VC) spanning
subgraph problem, metric TSP with distances 1 and 2 (TSP(1,2)), maximum path packing, and
the longest path (cycle) problems. There are a number of approximability results known for these
problems on arbitrary as well as on dense and sparse graphs.
We study the approximability of these problems on dense and sparse graphs. Dense instances
of the above problems constitute a list of problems that were left open from the approximability
point of view, in the paper of Arora et al. [3]. We resolve the problem of approximability of dense
versions of all these problems. This is accomplished by a new, general and uniform technique that
provides approximation algorithms for dense instances of all the problems above. Our technique
provides the first approximation algorithms for the mentioned problems that are parametrized with
the density, where the parametrization is tight. Our algorithms and analyses rely on deep results
from graph theory, for instance the Regularity Lemma of Szemere´di [9], and the Blow-up Lemma
of Komlo´s, Sa´rko¨zy and Szemere´di [9]. We prove, that our parametrized approximation algorithms
are close to best possible, by showing explicit lower bounds on the approximation ratios, under P
6= NP.
We also show the first explicit hardness ratios and improve the approximation ratios for some of
these problems on graphs with maximum degree 3. More precisely, we prove that 2-EC, 2-VC and
TSP(1,2) are MAX SNP-hard even on 3-regular graphs, and provide explicit hardness constants,
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under P 6= NP. We give explicit hardness factors for the 2-EC, 2-VC and TSP(1,2) problems on
maximum degree 3 graphs, and on 3-regular graphs. We also improve the approximation ratio for
2-EC and 2-VC on graphs with maximum degree 3.
The 2-EC and 2-VC problems are NP-hard, even on cubic planar graphs, and also MAX SNP-
hard. There are a number of approximation algorithms known for these problems on arbitrary
graphs, and the best known is a 54 -approximation algorithm [8]. We consider generalizations of
these problems in [10], where we require 1 or 2 edge or vertex disjoint paths between any pair of
the vertices. We give 32 -approximations for both problems, which improves on a straightforward
2-approximation. We also analyse the performance of the classical local optimization heuristics for
these two problems.
4.3.2 Approximating the Maximum Independent Set Problem
Investigators: Piotr Krysta
In [4] we study approximation algorithms for the maximum weighted independent set problem on
d + 1-claw free graphs. This problem generalizes the weighted set packing problem with sets of
size at most d. We have given a very simple, local search approximation algorithm that gives
the first known sub-linear, i.e. 23d-approximation to this problem. We have characterized tight
approximation ratio of our algorithm, showing even better ratios as d increases. Our analysis
involves some calculus on two dimensional real functions.
Previously, only a d-approximation was known, and a number of other approximation algorithms
[7]. Moreover, it is unlikely that there exists a substantially better approximation algorithm, since
even unweighted version of this problem is Ω(d)-hard to approximate (for some  > 0), unless P
= NP [1].
4.3.3 Radio-Coloring of Periodic and Hierarchical Planar Graphs
Investigators: Dimitris Fotakis
The problem of Radio Coloring is to assign colors/integer labels to the vertices of a graph such that
vertices at distance at most 2 get different colors. Radio Coloring is motivated by the problem of
Frequency Assignment in radio networks. Two variants of Radio-Coloring are usually considered.
In Minimum Order Radio Coloring (ORC), the objective is to minimize the number of colors used.
ORC is also known as Distance-2 Coloring and is equivalent to coloring the square of the input
graph11. In Minimum Span Radio Coloring (SRC), there is the additional constraint that adjacent
vertices are assigned colors/integer labels which differ by at least 2. The objective is to minimize
the difference between the maximum and the minimum labels assigned to the vertices.
In [6, 2], we study the computational complexity and the approximability of Radio Coloring a
periodic or a hierarchical planar graph defined by a succinct specification. A hierarchical graph
may be exponentially large in the size of the specification, while a periodic graph is a potentially
infinite graph. An efficient algorithm runs in time polynomial in the size of the specification and
computes a near-optimal radio coloring by only considering a tiny part of the graph.
In [6], we prove that Minimum Span Radio Coloring is PSPACE-complete for periodic planar
graphs. We also show how a certain class of approximation algorithms for SRC in planar graphs
can approximate SRC in periodic planar graphs. As a corollary, we obtain a polynomial-time
2-approximation algorithm. In [2], we consider Minimum Order Radio-Coloring of well-separated
11The square of a graph G has the same vertex set as G and contains an edge between any pair of vertices at
distance at most 2 in G.
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hierarchical planar graphs. We prove that ORC remains PSPACE-complete for this special class
of hierarchical planar graphs. The proof is based on a new reduction from planar graph 3-coloring
to the problem of 4-coloring the square of a planar graph of maximum degree 3. We also present a
3-approximation algorithm and a simple and practical 4-approximation algorithm.
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4.4 Online Algorithms for Metric Space Problems
For various computational problems it is more realistic to assume that input arrives only in a
peacemeal fashion, online as it is called, and an algorithm has to make decisions before it has seen
all of the input. In this setting, it is usually not possible to make meaningful statements about the
absolute performance of an algorithm. Instead, the notion of competitive ratio has emerged, which
quantifies the maximal deviation of the solution of an online algorithm from the optimal oﬄine
solution for the same input. The hope is that this ratio is small, because inputs that are hard for
an online algorithm are also somewhat hard for an oﬄine algorithm.
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4.4.1 Randomized Online k–Server Problem
Investigator: Be´la Csaba
The k–server problem is among the most important and well studied problems in the area of online
computation. Its importance stems from the fact that it models many practical problems like
multi-level memory paging, weighted caching, robot motion planning, etc.
While for the deterministic k–server problem there exists an algorithm which is close to be-
ing optimal, the randomized k–server problem has yielded very little. The randomized k–server
conjecture states that there is an O(log k)–competitive oblivious randomized k–server algorithm
for every case of the underlying metric space. Only few results are known, and the best ones are
possible for some special metric spaces alone. Line metric spaces have received special attention
from the beginning of the investigation of the k–server problem. Still, the best known randomized




log n) for the metric space given by an n–element
equidistant point set on the line, denoted by Ln. This is < k competitive only if n = k + o(k).
Figure III.4: 13 equidistant points on the line with 3 servers (boxes). The currently requesting point is
marked by radial lines; which server to move there?
Our contribution in [1] is a O(n
2
3 log n)–competitive randomized online algorithm for Ln. It is
< k competitive for n = k + o(( klog k )
3/2). Thus it provides a super–linear bound for n with o(k)–
competitiveness for the first time. It also works well for few other special metric spaces, improving
results therein. Examples are circle with equally spaced n points, ladder, etc.
4.4.2 Online Facility Location
Investigator: Dimitris Fotakis
The metric Facility Location problem provides a simple and natural model for many network
design and clustering problems and has been the subject of intensive research. The online version
is motivated by practical applications where the solution must be constructed incrementally using
limited information about the demand set. In Online Facility Location [4], the demands arrive one
at a time and must be irrevocably assigned to an open facility upon arrival. The objective is to
minimize the sum of facility and assignment costs, where the assignment cost of a demand is the
distance to the facility it is assigned to.
In [3], we prove that the competitive ratio for Online Facility Location is Θ( log nlog log n). On the
negative side, we show that no randomized algorithm can achieve a competitive ratio better than
Ω( log nlog log n) against an oblivious adversary even if the metric space is a line segment. The only
previously known lower bound was Ω(log∗ n) [4]. On the positive side, we present a deterministic
algorithm achieving a competitive ratio of O( log nlog log n) in every metric space. This is the first
deterministic upper bound on the competitive ratio for Online Facility Location.
To establish a tight bound on the competitive ratio, we show that any metric space has a
hierarchical decomposition such that each component either is relatively well-separated or has a
relatively large diameter. A well-separated component can be analyzed as an essentially indepen-
dent instance consisting of a single cluster. We prove that our algorithm achieves an asymptotically
optimal competitive ratio for such instances. The additional cost incurred by the algorithm because
of large diameter components is charged to the optimal facility cost.
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4.5 Embeddings, Decompositions, and Rendevouz in Graphs
Graphs are a fundamental structure that is ubiquitous in computer science, occurring everywhere
from the most theoretic to the most applied setting. Basic research on graphs or graph theory is a
relatively old subject and research in this field is much more mathematician-style, requiring deep
penetration into specific subjects before being able to pick fruits.
4.5.1 Embedding Spanning Subgraphs
Investigator: Be´la Csaba
Graph embedding is a heavily studied subject in graph theory. It has applications in complexity
theory, design of fault tolerant networks, etc.
Several results, conjectures in the area have the following form: If the n-graph H is “small”
and the n-graph G is “large”, then H ⊂ G. In most cases “small” means small maximum degree,
and large means large minimum degree. One of the deepest conjectures in graph embedding, the
Bolloba´s–Eldridge conjecture [1] states, that if δ(G) ≥ ∆(H)∆(H)+1n (where δ(G) denotes the minimum
degree of G and ∆(H) denotes the maximum degree of H) then H ⊂ G.
On the other hand, in several theorems in extremal graph theory, the chromatic number plays
an important role. We managed to prove (see [5]) that if H is a bipartite bounded degree n-graph,
then not only the Bolloba´s–Eldridge conjecture is true, but it is not even tight, the minimum degree
of G can be smaller than ∆(H)∆(H)+1n for ∆(H) ≥ 3.
Another result [4] is on embedding well-separable graphs. The n-graph F is well-separable, if
erasing o(n) vertices makes the leftover disconnected with components of size o(n). We have shown
that a bounded degree well-separable graph H is “easy” to embed: the minimum degree of the host
graph depends only on the chromatic number of H, not on ∆(H).
4.5.2 Decompositions of graphs
Investigators: Hisao Tamaki, Kavitha Telikepalli
We studied the decompositions of graphs using width parameters like treewidth, pathwidth, carving
width, branch width. These notions underly several important and deep results in graph theory
and graph algorithms.
Given a planar graph, the best known algorithm for constructing a branch-decomposition of
minimum width takes O(n4) time [8].
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Figure III.5: A branch-decomposition B of graph
G. B is a ternary tree, the leaves of which correspond
to edges of G. Each edge of B is labeled by a set of
vertices from G, which split G into exactly those two
edge sets which would be obtained by removing that
edge from B. The maximal number of vertices in a
label is the branch width, 2 in this case.
In [9], we present an efficient heuristic for the
brach-decomposition of planar graphs. We quan-
tify the approximation quality of this heuristic in
graph-theoretic terms. In a set of experiments
on Delaunay triangulations of some TSP bench-
mark point set, in 56 out of 59 cases the width
achieved by our heuristic is within additive 2 of
the optimum.
The concepts of treewidth and pathwidth
have applications in many practically important
fields like VLSI layouts, Cholesky factorization,
Expert systems, Evolution theory, and natural
language processing. (See [2] for references).
The decision problem of checking, given a graph
G and k, whether treewidth(G) ≤ k is known
to be NP-complete. In [3], we lower bound
the treewidth, pathwidth and carving width of
a graph using its isoperimetric numbers (also see
Section 2.2.5.1). Usually two kinds of isoperimetric problems are considered: the vertex isoperi-
metric problem and the edge isoperimetric problem. We lower bound the treewidth and pathwidth
of a graph using its vertex isopermietric inequality and the carving width using the edge isoperi-
metric inequality. Using these inequalities, we get tight results for these width parameters of a
d-dimensional hypercube Hd, as well as for Hamming graphs.
4.5.3 Probability of Rendezvous in Graphs
Investigators: Martin Dietzfelbinger, Hisao Tamaki
Let us carry out the following random experiment in a simple graph G without isolated nodes: each
node chooses one of its neighbors uniformly at random. We say a rendezvous occurs if there are
adjacent nodes u and v such that u chooses v and v chooses u; the probability that this happens
is denoted by s(G). This experiment is related to some protocols in distributed computation and
is extensively studied by Me´tivier et al. [7]. We have resolved a few questions that are left open in
their study. In particular, we have proved (1) s(G) ≥ s(Kn) for all n-node graphs G, where Kn is
the complete graph on n nodes, (2) s(Kn) is strictly monotone decreasing in n, and (3) evaluating
s(G) for a given graph G is #P-complete, even if only d-regular graphs are considered, for any
d ≥ 5. These results are reported in [6].
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4.6 Indexed Approximate String Matching
Approximate string matching is an important tool in many research and commercial applications.
In the past decade, filter algorithms have been a focus of development in this field. Our research
covers two issues relevant to filter algorithms, the development of filter criteria, and the design of
algorithms for constructing suffix arrays, an index structure useful to many filter algorithms.
4.6.1 Filter Algorithms for Approximate String Matching
Investigators: Stefan Burkhardt, Juha Ka¨rkka¨inen
Filter algorithms process an approximate query to a string or database in two phases. In the first,
a highly efficient filter criterion is used to detect potential matches – those regions of the database
that appear similar to the query. In the second phase, a more time-consuming algorithm checks
which potential matches are actual matches.
In 1991 Jokinen and Ukkonen introduced a filter criterion based on matching q-grams, short
substrings of query and database [6]. It can be used for efficient high similarity approximate string
matching. We were able to significantly improve this approach by introducing gapped q-grams [2]
in 2001 and extending this result further [1, 2, 3, 4, 7]. Instead of using contiguous substrings one
searches for substrings that only match in certain positions(#), i.e. some positions are basically
wild cards(-). The following figure shows an example where a gapped q-gram is superior to the



















Figure III.6: Consider approximately matching a string of length 11 while allowing up to 3 character
replacements (Hamming distance) using either the ungapped 3-shape ### or the gapped 3-shape
##-# . While it is possible to place 3 errors (X) that knock out all ungapped 3-grams, this is
impossible for the gapped shape, allowing to use the existence of a single matching shape as a filter
criterion.
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Gapped q-grams raise numerous of questions and lead to many new open problems. One that
we are currently investigating is the combination of two or more different gapped q-grams in one
filter criterion.
4.6.2 Suffix Array Construction
Investigators: Stefan Burkhardt, Juha Ka¨rkka¨inen, Peter Sanders
Filter criteria based on substring matching can greatly benefit from efficient index structures for
exact string matching. Suffix arrays are perhaps the most important index structure for strings
in practice, with many applications beyond string matching including genome analysis and text
compression. We have developed two new construction algorithms for suffix arrays. One is the first
O(n log n) time algorithm that uses only sublinear space in addition to the input (the string) and
the output (the suffix array) [5]. The other is the first linear time algorithm that does not use the
more complicated data structure of suffix trees [8]. The latter is also adapted to many advanced
models of computation leading to, among other things, asymptotic improvements on the BSP and
EREW-PRAM models. Both algorithms are quite simple and practical, and have already been
implemented.
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5 Combinatorial Optimization
Coordinator: Kurt Mehlhorn, Martin Skutella
We worked on specific problems (Steiner problem, independent sets, and sequence alignment)
and on generic methods (symbolic constraints for integer linear programming (SCIL), certifying and
repairing solutions to large LPs, and efficient narrowing algorithms for constraint programming).
5.1 Symbolic Constraints in Integer Linear Programming
Investigators: Ernst Althaus, Kurt Mehlhorn
SCIL introduces symbolic constraints into branch-and-cut-and-price algorithms for integer linear
programs. Symbolic constraints are known from constraint programming and contribute signifi-
cantly to the expressive power, ease of use, and efficiency of constraint programs.
SCIL provides an easy syntax with a clear semantics to formulate integer linear programming
problems, even on implicitly given systems of linear constraints and variables. We released a first
version of SCIL, including a couple of symbolic constraints and an online manual [1].
We elaborated how to obtain a numerical exact branch-and-cut solver for pure integer programs.
For well conditioned integer programs, we showed that the running time overhead marginal.
We used SCIL in several projects, like curve reconstruction [4], surface reconstruction from
planar contours [2], protein docking [3], multiple sequence alignment (see section 5.4), or Power
Efficient Range Assignment in Ad-hoc Wireless Networks (see section 7.2).
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5.2 Certifying and Repairing Solutions to Large LPs
How Good are LP-solvers?
Investigators: Stefan Funke, Kurt Mehlhorn, Michael Seel, Elmar Scho¨mer, and others
State-of-the-art linear programming (LP) solvers give solutions without any warranty. Solutions
are not guaranteed to be optimal or even close to optimal. Of course, it is generally believed that
the solvers produce optimal or at least close to optimal solutions.
In [1] we describe our implementation of a system called LPex which allows us to check this
belief. More precisely, given an LP and a basis B, it determines whether the basis is primal feasible
and/or dual feasible. It can also find the optimum starting from an arbitrary basis (or from scratch).
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It uses exact arithmetic to guarantee correctness of the results. The system is efficient enough to
be applied to medium- to large-scale LPs. We present results from the netlib benchmark suite.
Even though for most benchmark problems, the most popular commercial LP solver (CPLEX)
computes in fact the optimal solutions, there are problem instances where the output of CPLEX
is suboptimal and using our exact approach, the true optimum could be determined.
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5.3 Finite Domain Constraint Programming
Investigators: Irit Katriel, Sven Thiel
A constraint program P consists of a set V of variables and a set C of constraints. With every
variable X we associate a finite domain D(X) (usually a subset of the integers), which is the set
of all values that may be assigned to X. An n-ary constraint C is defined by sequence V (C) =
[X1, . . . , Xn] which contains the variables that are constrained by C and an n-ary relation R(C).
An assignment a which is defined on a superset of V (C) satisfies C iff (a(X1), . . . , a(Xn)) ∈ R(C).
For example, the relation for the constraint alldifferent(X1, . . . , Xn) is the set of all n-tuples
where all components are pairwise different. A solution s of P is an assignment defined on V that
satisfies the domain constraint s(X) ∈ D(X) ∀X ∈ V and all constraints C ∈ C.
When a constraint program is solved, the domains of the variables are reduced by propagators
and by searching until a solution is found. Our research is mainly devoted to designing propagation
algorithms for certain constraints. A propagator for a constraint C observes the domains of the
variables in V (C). It has to perform two tasks:
• It may detect failure, i.e., there is no assignment satisfying C and the domain constraint, or
entailment, which means that all assignments satisfying the domain constraint also satisfy C.
• It may remove a value v from the domain of a variable X if there is no assignment a with
a(X) = v that satisfies C and the domain constraint. This process is called pruning or
narrowing.
Sum of Weights of Distinct Values
We introduce the constraint SumOfWeightsOfDistinctValues [1]. It takes as input n assignment
variables X1, . . . , Xn, a cost variable C and a value-weight table T . T defines a weight for every
value v that occurs in the domain of some assignment variable. The weight of an assigment a for
X1, . . . , Xn is
∑
v∈{a(X1),...,a(Xn)} weight(v), i.e. each value contributes at most once. The constraint
states that the weight of the assignment is equal to C. This constraint can for example be applied
in a warehouse location problem: Every X-variable corresponds to a customer that has to be served
by a warehouse, which corresponds to a value in its domain. The cost of building a warehouse is
(nearly) indepent of the number of served customers.
In [1] we describe algorithms for computing lower and upper bounds on C and how to prune
the domains of X1, . . . , Xn according to these bounds.
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Sweep Synchronization as a Global Propagation Mechanism
For certain constraints – like polygon placement [3] for example – the sweepline paradigm can be
used to construct propagation algorithms. In [2] we consider the following scenario: We have n
constraints of the form Ck(X,Yk) for k = 1, . . . , n and a constraint C(Y1, . . . , Yn). We suppose that
for each of the constraints C1, . . . , Cn we can narrow the domain of X with a sweep algorithm, and
we have a propagation algorithm for C. We discuss how to construct a new propagation algorithm
that makes only a single sweep for X. This sweep integrates the n previously independent sweeps
and uses information from the propagation algorithm for C. Thus it achieves in general a better
pruning.
We also give an application of this generic framework to a concrete scheduling problem and
show that it yields a considerable speed-up in practice (compared to a solution with independent
sweeps).
Bound Consistency for the Global Cardinality Constraint (GCC)
The constraint GCC was introduced by Re´gin [5]. Its input are n assignment variables X1, . . . , Xn
and n′ count variables C1, . . . , Cn′ . The domain of every assigment variable is contained in [1;n′].12
And the domain of every count variable is an interval contained in [0;n]. The constraint states
that for i = 1, . . . , n′ the value i is assigned exactly Ci times to the variables X1, . . . , Xn. This
constraint can be used in scheduling problems, like assigning workers to shifts such that the i-th
shift gets Ci different workers.
Re´gin’s algorithm [5] can remove any inconsistent value from the domains of the assignment
variables in time O(n3/2n′). In our studies [4] we examined the case where the domains of the
assignment variables are also intervals. For this case we can achieve bound-consistency for the
assignment variables in time O(n + n′), i.e., we narrow every domain to the smallest possible
interval. So we get a weaker level of consistency but much faster. Moreover, we can also shrink the
domains of the count variables, which has not been done before.
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5.4 Multiple Sequence Alignment
Investigators: Ernst Althaus, Hans-Peter Lenhof, Knut Reinert
Aligning DNA or protein sequences is certainly one of the dominant tools in computational molec-
ular biology. The spectrum of methods ranges from extremely fast hashing-based methods over
moderately expensive pairwise comparisons based on dynamic programming, to costly, exact mul-
tiple alignment formulations, which are either based on the natural extension of the dynamic
programming paradigm, or on the application of combinatorial optimization techniques.
We have extended the integer linear programming (ILP) formulation of the gapped trace problem
proposed by Reinert [2] such that we can formulate a great variety of multiple sequence alignment
problems, among them the weighted sum of pairs problem with arbitrary gap costs. To our knowl-
edge this is the first algorithm that can deal with truly affine gap costs. Indeed our algorithm is
independent of the choice of the gap cost function and can handle any function including convex
gap costs which were proposed in several publications.
We analyzed the corresponding polytope and proved several classes of facets. In addition
we describe a branch-and-cut algorithm to effectively solve the ILP to optimality. We evaluate
the performances of our approach in terms of running time and quality of the alignments using
the BAliBase database of reference alignments. The results show that our implementation ranks
amongst the best programs developed so far [1].
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5.5 A Combinatorial Algorithm for Computing a Maximum Independent Set
in a t-perfect Graph
Investigators: Friedrich Eisenbrand, Stefan Funke, Naveen Garg
We refer to Section 2.2.4.2 for a description of this result.
5.6 Steiner Tree Problem in Networks
Investigators: Ernst Althaus, Tobias Polzin
The Steiner problem in networks is the problem of connecting a set of required vertices in a weighted
graph at minimum cost. This is a classical NP-hard problem with many important applications
in network design in general and VLSI design in particular (for an overview see [3]). The primary
goal of our research has been the development of empirically successful algorithms. This means we
designed and implemented algorithms that
1. generate Steiner trees of low cost in reasonable running times (upper bounds),
2. prove the quality of a Steiner tree by providing a lower bound on the optimal value (lower
bounds),
3. or find an optimal Steiner tree (exact algorithms).
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4. As an important prerequisite for the first three tasks, we used preprocessing techniques to
reduce the size of the original problem without changing the optimal solution (reduction
techniques).
We further improved upon our successful previous results [5, 6]. The impact of the new results
is twofold. On the one hand, our improved program package outperformed all other published
results in all four described categories (for a comparison, see [10] for the best other paper on upper
bounds, [4] on lower bounds, [2, 4, 11] on exact algorithms, [12] on reduction techniques). On the
other hand, some of the new approaches are of general interest also for other optimization problems
(see below). In particular, we achieved the following improvements:
• Previous reduction tests were either alternative based or bound based. That means to simplify
the problem they either argued with the existence of alternative solutions, or they used
some constrained lower bound and upper bound. We develop a framework [7] for extended
reduction tests, which extends the scope of inspection of reduction tests to larger patterns
and combines for the first time alternative-based and bound-based approaches effectively.
• We introduce the new concept of partitioning-based reduction techniques [8], which has
a significant impact on the reduction results in some cases. The basic idea of this technique
is so general that it can be also applied to other combinatorial optimization problems.
• In [9], we showed how to exploit the fixed-parameter tractability of the Steiner problem
for subgraphs of small width.
• In [1], we present two theoretically interesting and empirically successful techniques for im-
proving the linear programming approaches, namely graph transformation and local cuts,
in the context of the Steiner problem. We show the impact of these techniques on the solution
of the largest benchmark instances ever solved.
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6 AMOC: Algorithms for Advanced Models of Computation
Coordinator: Peter Sanders
Basic algorithmic research traditionally assumed some variant of the von Neumann model of
computation with a single processor and uniform memory. However, more advanced models are
by now an important established part of algorithmic research because many of the challenges in
modern computer science have to do with communication, parallel and distributed computing,
and memory hierarchies. AG 1 has a wide range of activities in this area with an emphasis on
fundamental results and developing models.
One important topic are communication primitives in networks. Section 7.2 discusses energy
efficient routing in radio networks that reduces to a natural model for geometric shortest paths
and hence is described in the section on geometric algorithms. Section 6.1 explains how reencoding
information within a network helps to maximize multicasting data rate.
An orthogonal aspect of parallel and distributed systems are load balancing and scheduling
algorithms discussed in Section 6.2. Traditionally, load balancing has been done by an all-mighty
controlling algorithm that optimizes the common good. Section 6.3.3 shifts this view to distributed
decision making by selfish agents which leads to interesting questions at the borderline between
algorithmics and game theory.
Shifting to more concrete algorithmic problems, Section 6.4 discusses progress on parallel and
external memory algorithms for fundamental problems on graphs like breadth-first search, depth-
first search, and shortest paths. Section 6.5 finishes with algorithmic work on parallel disk sorting,
which spans all the way from theory to implementaion in a reusable library.
6.1 Maximum Rate Multicasting Using Coding
Investigator: Peter Sanders
Multicasting means that a source node s ∈ V in a network G = (V,E) wants to send the same data
stream to a set of sinks T ⊆ V . If the objective is to maximize the data rate, the famous max-
flow min-cut theorem states that the min-cut separating s from t ∈ T is the rate achievable for a
single sink. Recently it has been shown that this rate (mint∈T |minCut(s, t)|) can also be achieved
for multicasting provided that the intermediate nodes are allowed to reencode the information
they receive. However, so far no fast algorithms for constructing appropriate coding schemes were
known. Our main result [1] are polynomial time algorithms for constructing coding schemes for
multicasting at the maximal data rate. This is particularly interesting, because without coding,
maximizing the data rate is at least as hard as the Steiner-Tree problem and we also show that
even an optimal data rate without coding may be a factor Ω(log |V |) smaller. The basic idea is that
an edge (u, v) carries symbols taken from a finite field that are random linear combinations of the
information entering u. Using maximum flows to each sink node and elementary linear algebra it
can be tested in polynomial time whether the random linear combination does what it is supposed
to do. The algorithm can also be derandomized.
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Figure III.7: An example where multicasting
with coding can achieve a data rate of two which
is impossible without coding.
6.2 Machine Scheduling
6.2.1 Scheduling parallel tasks at twilight
Investigators: Holger Bast
Beginning of 2002 we completed our extensive study on the problem of scheduling a given number
of tasks on a given number of processors when vague knowledge of the processing times of the jobs
is available in advance and for each batch of jobs scheduled there is an overhead, at least part
of which is independent of the number of jobs in the batch (without such overhead the optimal
procedure would be to simply schedule one job at a time whenever a processor becomes idle). Our
last paper [2] in this study deals with two practical aspects of the problem, which were neglected
in the theoretical investigation of [1]: the simplicity of the scheduling algorithm and the exact
constant factors in the performance bounds.
The main contribution of [2] is the simple strategy GEO (which, each time a processor becomes
idle, schedules a fraction of 1/Cp of the remaining jobs, where C ≥ 1 is some parameter and p is
the number of processors), and a proof that it always performs close to the theoretical optimum.
While many complicated schemes had been devised in the last decades—from various theoretical
reasonings but without provable performance—most schemes in practical use are actually of the
GEO type, most prominently [3], but there was only little empirical evidence guiding the proper
choice of the parameter C.
6.2.2 Multiple-poll allocations of tasks to related machines
Investigators: Spyros Kontogiannis
In [4] we study the online problem of assigning unit-size tasks to uniformly related machines
when each task is allowed to poll a limited number of machines for their current work loads,
prior to its assignment to one of them. We study two different classes of scheduling protocols:
...OBJ: minimize makespan
C1 C2 C3 C4 … Cn
service speeds
Task Resource Status-checking poll
the oblivious and the adaptive class. The
former contains protocols that conduct inde-
pendent random polls on behalf of each task
according to the initial knowledge of the ma-
chine speeds and do not take into account the
current status of the system. The latter class
contains protocols that are based on adaptive
polling of the system: each task tries to exploit
the knowledge that is acquired by its own pre-
vious polls in order to direct the next poll to
meaningful candidate machines. Nevertheless
there is no other kind of dependency what-
soever, on the selection of the polls for each
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task.
A general lower bound on the behaviour of oblivious multiple-poll protocols is proved, that
demonstrates the inherent difficulty of the problem when uniformly related machines are considered.
For example, the competitive ratio of any 1-poll protocol is proved to be at least
√
n
2 , in high
contrast to the identical machines case where the uniform selection of the host for each task assures





and is the best possible (it is also known that for the identical
machines case the best possible competitive ratio can be achieved by an oblivious multiple-poll
protocol [7]). The paper also proposes an adaptive protocol which is proved to match the lower
bound provided for the subcase of the identical machines and thus is asymptotically the best
possible. This protocol combines a proper adaptive polling mechanism for the candidate machines of
each task, with a slowfit-like assignment mechanism for choosing a task’s host among its candidates.
6.2.3 Splittable scheduling and traffic allocation
Investigators: Piotr Krysta, Peter Sanders, Berthold Vo¨cking
In [5] we investigate variants of the well studied problem of scheduling tasks on uniformly related
machines to minimize the makespan. In the k-splittable scheduling problem each task can be broken
into at most k ≥ 2 pieces each of which has to be assigned to a different machine. In the slightly
more general SAC problem each task j comes with its own splittability parameter kj , where we
assume kj ≥ 2. These problems are known to be NP-hard and, hence, previous research mainly
focuses on approximation algorithms [6].
Our motivation to study these scheduling problems is traffic allocation for server farms based
on a variant of the Internet Domain Name Service (DNS) that uses a stochastic splitting of request
streams. We can prove that the traffic allocation problem with standard latency functions from
Queueing Theory cannot be approximated in polynomial time within any finite factor.
Because of the inapproximability, we turn our attention to fixed-parameter tractable algorithms.
Our main result is a polynomial time algorithm computing an exact solution for the k-splittable
scheduling problem as well as the SAC problem for any fixed number of machines. The running
time of our algorithm increases exponentially with the number of machines but is only linear in the
number of tasks. This result is the first proof that bounded splittability reduces the complexity
of scheduling as the unsplittable scheduling is known to be NP-hard already for two machines.
Furthermore, since our algorithm solves the scheduling problem exactly, it also solves the traffic
allocation problem that motivated our study.
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6.3 Algorithmic Aspects of Games
Programs, people and institutions communicating over the internet selfishly try to minimize their
own network delay. There is no controlling authority that regulates network operation in order to
achieve some “social optimum” or in other words a global optimum such as minimum total delay.
How much performance is lost because of this? This question captures a new class of algorithmic
problems in which one investigates the cost of lack of coordination among the selfish agents.
Following the lines of previous work [6], we focus on the problem of allocating traffic to the agents
on the most basic network consisting of a set of parallel links between a source and a destination.
Each agent has a demand to route. A pure strategy of an agent is the link through which it decides
to route the demand. Such problems are analyzed under the standard game theoretic model in
which each agent could have a mixed strategy (set of pure strategies with a probability distribution
over it). A set of agent strategies define a social cost which is the expected maximum load in the
network. Moreover, the delay experienced by each individual agent is given by a cost function
which is proportional to the total load on the link where the agent gets routed. In this framework,
a set of agent strategies is said to be in a Nash equilibrium if no agent can decrease its expected
delay by unilaterally changing its strategy. As illustrated in Figure III.8, the social cost under a
Nash equilibrium could be far from the social optimum cost. The Coordination ratio, which is the
cost ratio of the worst-case Nash equilibrium and the social optimum, in some sense reflects the
price anarchy. The work described in the next two sections mainly focuses on characterizing the
coordination ratio as well as on studying the structural and computational aspects of worst-case
equilibria.
Global optimum, cost 1Nash equilibrium, cost 3/2Figure III.8: Routing on a network with two parallel links
and two agents with mixed strategies that want to route a
flow of magnitude 1. The social cost is the expected maximum
delay.
6.3.1 Selfish Routing and Coordination Ratio
Investigators: Piotr Krysta, Berthold Vo¨cking
In [4], we study the coordination ratio for the model explained above. Our main result is that the
coordination ratio on m parallel links of possibly different speeds is Θ(log(m)/ log log logm). In
fact, we are able to give an exact description of the worst-case coordination ratio depending on the
number of links and the ratio of the speed of the fastest link over the speed of the slowest link.
These bounds entirely resolve an open problem posed by Koutsoupias and Papadimitriou [6].
In [3], we further extend the analysis of this model to a more general class of cost functions for
the links. We study this model under general, monotone families of cost functions and the cost
functions from Queueing Theory. Our special focus lies on cost functions describing the behavior
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of Web servers that can open only a limited number of TCP connections. Our main results can be
summarized as follows.
We give a precise characterization of cost functions having a bounded/unbounded coordination
ratio. We also show that an unbounded coordination ratio implies additionally an extremely high
performance degradation under bicriteria measures. Moreover, we separate the game theoretic
(integral) allocation model from the (fractional) flow model by demonstrating that even a very
small amount of integrality can lead to a dramatic performance degradation. We also unify recent
results on selfish routing under different objectives by showing that an unbounded coordination
ratio under the min-max objective implies an unbounded coordination ratio under the average-cost
(or total-latency) objective [7] and vice versa. We conclude that queueing systems without rejection
cannot give any reasonable guarantee on the expected delay of requests under selfish routing in
contrast to web server farms that are allowed to reject requests.
6.3.2 Worst-Case Nash Equilibria for Selfish Routing
Investigators: Dimitris Fotakis, Spyros Kontogiannis
In [5], we study the combinatorial structure and the computational complexity of extreme Nash
equilibria for the same model. We prove that a pure Nash equilibrium (i.e., one where agents have
pure strategies) always exists and can be computed in polynomial-time. However, computing the
worst pure Nash equilibrium is an NP-hard problem even for uniform link capacities. Moreover
we show that for uniform user traffic and arbitrary link capacities, there always exists a unique
generalized fully mixed Nash equilibrium, where all users assign non-zero probability to the same set
of links. We also show that the generalized fully mixed equilibrium can be computed in polynomial
time and approximates the coordination ratio within a constant. For uniform link capacities, we
prove that it is #P-complete to compute the social cost of a Nash equilibrium even for networks
consisting of three parallel links.
6.3.3 Randomized Pursuit-Evasion in Graphs
Investigators: Naveen Sivadasan, Berthold Vo¨cking
In [1] we analyze a pursuit-evasion game called the Hunter vs. Rabbit game. In this round-based
game, a pursuer (the hunter) tries to catch an evader (the rabbit) while they both travel from vertex
to vertex of a connected, undirected graph G. The hunter catches the rabbit when in some round
the hunter and the rabbit are both located on the same vertex of the graph. We assume that both
players know the graph in advance but they cannot see each other until the rabbit gets caught.
Both players may use a randomized (also called mixed) strategies. In this setting, we analyze the
escape length, which is the expected number of rounds until hunter catches the rabbit. A first study
of this Hunter vs. Rabbit game based on random walk on the graph is done in [2].
This problem addresses the question how long it takes for a single pursuer to find an evader
on a given graph that models a computer network or the map of a terrain in which the evader is
hiding. Infact, we consider a stronger evader called the unrestricted evader that can jump from
any vertex to any other vertex of the graph in a round.
We present hunter strategies for general graphs that improve significantly on the results in
[2]. Let G denote a connected graph with n vertices and diameter diam(G). Our strategy has an
expected escape length of only O(n log(diam(G))) even against any unrestricted rabbit strategy.
We also show matching lower bounds on escape length by showing a rabbit strategy and a worst-
case graph for any given diameter. Furthermore, we show that this lower bound does not hold in
general for arbitrary graphs.
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6.4 Parallel and External Graph Algorithms
Investigators: Kurt Mehlhorn, Ulrich Meyer, Jop F. Sibeyn
Solving optimization problems frequently boils down to traversing graphs in a structured way:
Breadth-First Search (BFS), Depth-First Search (DFS), and Single-Source Shortest-Path (SSSP)
are among the most fundamental and also the most commonly encountered traversal problems.
Concerning average-case efficient parallel SSSP we combined ideas behind our sequential linear-
time algorithm [4] and a previous superlinear-work parallel algorithm [3]. The resulting new ap-
proach [5, 6] is the first to achieve sub-linear time and linear average-case work for a large class of
graphs with unbalanced node degrees like the WWW, call graphs, and social networks.
External-memory graph traversal is still in its infancy. Maybe the most remarkable break-
through we obtained for external-memory BFS [2]. Until recently, all known BFS, DFS, and SSSP
algorithms required Ω(n) I/Os on general undirected graphs. Even though for all reasonable mem-
ory sizes the best proven lower bound is just Ω(sort(n+m)) it had been widely believed that Ω(n)
I/Os is in fact a lower bound. Our new algorithm requires only O(√n ·m/B + sort(n+m)) I/Os,
which is O(n/√B+sort(n)) I/Os on sparse graphs, and thus disproved the conjecture above. Con-
ceptually the new algorithm is surprisingly simple: in a preprocessing phase it groups the vertices
of the input graph into disjoint clusters of small diameter and then runs an appropriately modified
version of the previous BFS algorithm by Munagala and Ranade [8]. In recent work we generalize
the BFS idea and apply a hierarchical clustering in order to obtain the first o(n)-I/O algorithm for
SSSP on general sparse graphs [7].
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We continued to work on semi-external DFS [9]. We have developed a set of heuristics which
together allow the performance of semi-external DFS for directed graphs in practice. Internal
processing could be sped-up while at the same time requiring less space. Further improvements are
obtained by applying novel node and edge reduction heuristics. Depending on the graph structure,
the program is between 10 and 200 times faster than the best alternative. The program has recently
been used in order to conduct research on web graphs [1].
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6.5 A Software Library for High Performance External Computing
Investigators: Roman Dementiev and Peter Sanders
We have started to build a new library for external memory algorithms — <stxxl> — that is
designed for high performance (e.g., parallel disk support, variable block lengths, overlapping of
I/O and computation) and is at the same time easy to use because it is largely compatible to the the
C++ standard template library STL. To obtain credible experimental data we have assembled a
platform that supports 8 modern IDE disks at full bandwidth. With 380 MByte/s I/O bandwidth,
or about one third of the main memory bandwidth of the machine, using components for about 3000
Euro we have a machine where I/Os are almost free if locality is good. We find this remarkable,
because many previous studies view bandwidth limitation as the main limiting factor for external
memory algorithms.
68



























Figure III.9: Data flow during multi-way merg-
ing. The prefetch buffer reorders I/Os to achieve
better disk utilization. The overlap buffer de-
couples input and internal computation. The
merge buffers keep the smallest elements of the
currently merged runs. The write buffer allows
overlapping of output and merging.
Since sorting is an essential component of most external memory algorithms we decided to
start the development of <stxxl> with a high performance sorter [1]. Our starting point was the
optimal parallel disk sorting algorithm from [2] based on multi-way merge-sort. We have refined
this algorithm so that it can provably overlap I/O and computation almost perfectly. Figure 6.5
outlines the data flow during the merging phase of the algorithm. Our implementation sorts an
I/O rate close to the theoretical limit for 32 bit keys and elements sizes above 128 byte.
References
[1]• R. Dementiev and P. Sanders. Asynchronous parallel disk sorting. In Proceedings of the 15th ACM
Symposium on Parallelism in Algorithms and Architectures, Proceedings of the 15th ACM Symposium
on Parallelism in Algorithms and Architectures, New York, USA, 2003. ACM.
[2]• D. A. Hutchinson, P. Sanders, and J. S. Vitter. Duality between prefetching and queued writing with
parallel disks. In F. Meyer auf der Heide, editor, Proceedings of the 9th Annual European Symposium
on Algorithms (ESA-01), volume 2161 of Lecture Notes in Computer Science, pages 62–73, Aarhus,
Denmark, August 2001. EATCS, Springer.
69
The Algorithms and Complexity Group
7 Computational Geometry
Coordinator: Edgar A. Ramos, Kurt Mehlhorn
Our work in this area combines the theoretical investigation of fundamental and application
oriented questions with the actual implementation of algorithms and its corresponding theoretical
support.
The implementation work is described in Section 9; in this section we will focus on the the
theoretical work which is organized in the following themes: shape reconstruction, applications
of geometric datastructures to problems in wireless communication, theoretical foundations for
the exact computation of arrangements of curves and surfaces, and geometric datastructures and
applications.
The MPI is participating in the project Effective Computational Geometry for Curves and
Surfaces (ECG) granted by the European Union (lasting till May 2004). It is a cooperation with
five other European research groups and it aims to advance the handling of non linear objects
in geometric algorithms, both in theory and practice. In the context of ECG the MPI started a
software project called Exacus (“Efficient and Exact and Algorithms for Curves and Surfaces”)
one year ago. The aim of Exacus is to test and improve our theoretical ideas and to make them
accessible to a large community. For more information on the software aspects and on the other
topics that are addressed in this project we refer to the section on “Software Libraries” in Section 9.1
and in Sections 9.2, respectively.
7.1 Shape Reconstruction
The problem of reconstructing a shape from a finite set of points (sampling) on the shape has
attracted much attention in the literature (computer vision and computer graphics) during the last
twenty years. The most important problem, the reconstruction of a surface in 3-d space arises in a
wide area of applications, mainly in reverse engineering. Many algorithms have been proposed that
produce good approximations to the surface, but do not provide a guarantee for the correctness of
the returned solution.
Only rather recently, the reconstruction problem has been investigated from the viewpoint of
computational geometry. This has resulted in algorithms which provably solved the problem under
certain restrictions for the shape and the sampling: given a ”good sampling”, the algorithms output
a ”correct reconstruction”. For all these algorithms, one of the constraints on the sampling was
that it is noise free, i.e. all the sampled points actually lie on the shape to be reconstructed.
We had two main contributions in this area during the last two years. First, we developed the
first provable algorithm for curve reconstruction in 2-d in the presence of noise. Second, for the
problem of reconstruction of surfaces in 3-d space without noise we devised the first subquadratic
algorithm, which comes with a guarantee.
Throughout our research we had many fruitful discussions with the researchers of AG4 who
are also looking at the problem of surface reconstruction but from a different viewpoint. They
currently employ a neural network based approach, see Section VI.5.4 for their work.
Curve Reconstruction from Noisy Samples
Investigators: Stefan Funke, Edgar A. Ramos
The first algorithms for shape reconstruction that come with a guarantee considered the case of
reconstructing a curve in the plane. Under the assumption that the sample points all lie on the
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curve Γ to be reconstructed and satisfy a certain sampling density – which basically relates the local
sampling density to the local level of detail of the curve – these algorithms provably connected the
correct samples (i.e. as they appear along Γ). In the presence of noise, the problem gets considerably
harder, in particular it is clear the sampled points should not necessarily be part of the computed
reconstruction. Nevertheless, it would be desirable if the reconstruction converges to the original
curve Γ if the sampling density increases.
Figure III.10: A noisy sample set of a
curve
In [5] we consider a simple probabilistic model where the
samples are taken from Γ according to a probability func-
tion which is proportional to the level of detail followed
by a uniform perturbation in the normal direction. Prov-
ing a deterministic theorem in any probabilistic noise model
seems difficult as arbitrary noisy samples can collaborate
to form patterns to fool any reconstruction algorithm. For





lnn)), where n is the number
of noisy samples and fmax is the maximum local feature size,
the reconstruction found converges pointwise and in terms
of the normals to the original curve Γ. We consider this as
a first step to obtain provable algorithms for the important
case of 3-d surface reconstruction in the presence of noise.
Smooth-Surface Reconstruction in Near-Linear Time
Investigators: Stefan Funke, Edgar A. Ramos
Figure III.11: A sample set and its reconstruction
Recently, several algorithms for surface re-
construction with a correctness guarantee
have been proposed. First, Amenta and
Bern [1], extending the curve reconstruc-
tion work, gave appropriate definitions of
good sampling and correct reconstruction
and described a 3-d Crust algorithm. A
simplified version of this, the CoCone al-
gorithm was described by Amenta et al. [2].
Subsequently, other algorithms have been
proposed like [3, 4]. Given a ”good sam-
pling” P from a smooth and closed surface
S, these algorithms output a ”correct re-
construction” Σ: a piecewise linear inter-
polation of the samples that approximates
S pointwise and in surface normal and is also topologically equivalent to it. They are all based on
the computation of a (weighted) Voronoi diagram or its dual Delaunay (weighted) tetrahedrization
for P , which can have size Θ(n2) in the worst case. On the other hand, since the size of Σ is linear
in n, a natural question is whether a surface reconstruction can be computed in near linear time.
In [6], we described an implementation of the CoCone algorithm which runs in time O(n log n)
if the sampling is “locally uniform”. Intuitively, a sampling is locally uniform if the density changes
at most linearly with the distance (in other words, the density function is Lipschitz). Based on this
work, in [7] we have devised a new algorithm that has a correctness guarantee and whose worst-case
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running time is O(n log n), for a general good sampling. As in some of the previous algorithms, the
new algorithm outputs a triangulation that is a subcomplex of the 3-d Delaunay tetrahedrization;
however, this is obtained by computing only the relevant parts of the 3-d Delaunay structure. The
algorithm first estimates for each sample the surface normal and a parameter that is then used to
“decimate” the original sampling. The resulting sampling is locally uniform and so a reconstruction
based on it can be computed using the algorithm in [6]. In a last step, the decimated points are
incorporated into the reconstruction. In order to achieve the faster running time, the algorithm
uses approximations in the solution of several subtasks.
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7.2 Applications of Geometric Datastructures to Problems in Wireless Com-
muncation
Figure III.12: A Radio Network and 9, 4, 2, 1-hop
paths from P to Q with costs 9, 36, 50, 100
Given the positions of n sites in a radio network
we consider the following problems always under
the objective to minimize the energy consump-
tion:
• For any pair (p, q) of sites, find the best
route from p to q, possibly under the con-
straint that no more than k hops are used.
This problem is interesting because the en-
ergy required to transmit some data be-
tween two sites at distance d is superlinear
in d and hence direct transmission is not
necessarily optimal.
• For a given root node compute the best
broadcasting scheme such that all other
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nodes receive some message from the root node. This problem is interesting because the
cost of a transmission from a single node does not depend on the number of recipients, but
only on the distance of the furthest recipient. Therefore a broadcasting scheme based on the
minimum spanning tree is not necessarily optimal.
In theory, the energy consumption should be Θ(d2), but in practice, people assume Θ(d3) or
even Θ(d4) to take into account absorption effects etc.
Exact Algorithms for Energy Optimal Routing in Radio Networks
Investigators: Rene Beier, Peter Sanders, Naveen Sivadasan
Naively the problem of finding the energy optimal path in a radio network can be solved using
Dijkstra’s algorithm on the complete graph in quadratic time. The challenge is to do this in
subquadratic time.
In [2] we present such algorithms for the important case where the transmission cost between
two sites is the square of their Euclidean distance plus a constant offset. We give an O(kn log n)
time algorithm that finds an optimal path with at most k hops, and an O(n1+) time algorithm for
the case of an unrestricted number of hops. The algorithms are based on geometric data structures
ranging from simple 2-dimensional Delaunay triangulations to more sophisticated proximity data
structures that exploit the special structure of the problem.
Approximating Energy Efficient Paths in Wireless Multi-Hop Networks
Investigators: Stefan Funke, Domagoj Matijevic, Peter Sanders,
While the exact algorithms presented in the previous work are a great improvement compared to
the naive approach on the complete graph, still the time for one query remains at least linear in
the number of sites. So a natural question is whether this query time can be improved, for example
by requiring only an approximate solution to the problem.
In [3] we present such (1 + ) approximation algorithms which guarantee constant query time
using linear space andO(n log n) preprocessing time. The dependence on  is polynomial in 1/. One
tool employed here might be of independent interest: For any pair of points (p, q) ∈ P ⊆ Z2 report
in constant time the cluster pair (A,B) representing (p, q) in a well-separated pair decomposition
of P .
Power Efficient Range Assignment in Ad-Hoc Wireless
Investigators: Ernst Althaus, Gruia Calinescu
We study the problem of assigning transmission ranges to the nodes of multi-hop packet radio
network (also known as static ad hoc wireles network) so as to minimize the total power consumed
under the constrain that enough power is provided to the nodes to ensure that the network is
connected. Precisely, we require that the bidirectional links established by the transmission range
of every node form a connected graph. We compare different heuristics and an exact approach
based on branch-&-cut [1].
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7.3 Arrangements of Curves and Surfaces
Computing arrangements of curves and surfaces is one of the fundamental problems in different
areas of computer science like computational geometry, computer algebra, and solid modeling. Al-
ready in the case of straight-line objects, arrangement computation is either notoriously vulnerable
to numerical inaccuracy or extremely slow when restricted solely to exact arithmetic. This is aggra-
vated further for curved objects. On the one hand, they feature phenomena like singularities and
tangential intersections whose geometry is destroyed completely by the slightest numerical pertur-
bation. The use of fast floating point arithmetic can lead to completely wrong results because of
approximation errors, rather than just slightly inaccurate outputs. On the other hand, the coordi-
nates of intersections are no longer rational, so that exact arithmetic becomes a more complicated
issue. Algebraic computation methods dealing with algebraic numbers, for example based on gap
theorem [2] or multivariate Sturm sequences [7], lead to exact results but in general are very slow.
Our aim for computing arrangements of curved objects is that we want to develop algorithms
that are exact in the sense that they always compute the mathematical correct result, even for
degenerate inputs, and efficient in practice concerning their running time.
In the last two years we have made several contributions to the exact and efficient computation
of arrangements. We describe below our results for 2-dimensional arrangements of conic and cubic
segments and for arrangements of non-singular algebraic curves. In space we have advanced our
theoretical work on quadratic surfaces.
Arrangements of Conic Arcs
Investigators: E. Berberich, A. Eigenwillig, M. Hemmer, S. Hert, K. Mehlhorn, E. Scho¨mer
Figure III.13: A screen shot from our program for
computing arrangements of conic arcs.
We have extended the classical Bentley-Ottman
sweep-line algorithm for line segments to com-
pute the planar arrangement induced by seg-
ments (arcs) of conic curves, including all degen-
erate situations [1], [6]. In the algorithm itself,
this required a generalization of the reordering
step when sweeping across a point where many
curves intersect with various multiplicities. The
geometric predicates for conics underlying the al-
gorithm are also new. They combine several clas-
sical methods from computer algebra with the
efficient leda::real number type and involve a
new data type that allows delayed approximation
and precise comparison of arbitrary real algebraic
numbers.
Based on the arrangement computation, we
can also perform regularized boolean operations
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on polygons bounded by conic arcs, extending the corresponding straight-line algorithms from
LEDA. A complete implementation is provided in the Exacus library. The same problem was
independently considered and implemented by Wein [8]. Our implementation can handle hundreds
of arcs and attains highly competitive running times.
Arrangements of Quadric Surfaces




Figure III.14: One approach for computing arrangements of quadric surfaces is based on projection.
Based on [5] we have advanced our theoretical investigations on computing spatial arrangements
of quadric surfaces. One approach [9] is based on projection. We reduce the spatial problem to
the one of computing planar arrangements of algebraic curves. We succeed in locating all event
points in these arrangements, including tangential intersections and singular points. By introducing
an additional curve, which we call the Jacobi curve, we are able to find non-singular tangential
intersections. We show that the coordinates of the singular points in our special projected planar
arrangements are roots of quadratic polynomials. The coefficients of these polynomials are usually
rational and contain at most a single square root.
Figure III.15: A screen shot
from our program for computing
arrangements of cubic segments.
A second approach [6] is based on the work of Dupont et al.
[3]. It works directly in 3-space by computing a parameterization
of the spatial intersection curve of two quadrics. We have made
some experiments in implementing and testing our ideas and they
indicate that our approaches lead to good performance in practice.
As an ongoing work we just started implementing and embedding
our ideas in Exacus.
Arrangements of Cubic Segments
Investigators: Arno Eigenwillig, Elmar Scho¨mer, Nicola Wolpert
We have extended the approach of [1] to the algebraically and geo-
metrically more intricate class of cubic curves [4]. While the general
sweep-line method remains the same, the approach to the geometric
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predicates is different. It requires new techniques to cope efficiently with higher algebraic degrees
(cf. [9]). In addition, cubic curves exhibit singularities that are more complicated than those of
conics.
Our approach yields the first practical algorithm to handle all possible denegeracies in an
arrangement of lines, conics, and cubics. The class of segments it allows comprises cubic spline
curves as a special case of high practical importance. An efficient implementation is forthcoming
as part of the Exacus library.





Figure III.16: The second Jacobi curve h2 cuts transver-
sally through the intersection points of multiplicity 2 of f
and g.
We have developed an approach to pre-
cisely locate tangential intersection points
of two algebraic curves of arbitrary degree
in the absence of singular points [10]. We
have achieved this by extending the con-
cept of Jacobi curves introduced in [5]:
For two algebraic curves f and g we de-
fine a sequence of generalized Jacobi curves
in the following way: h1 := g, hi+1 :=
(hi)xfy − (hi)yfx.
We can prove that for a non-singular
tangential intersection point p = (α, β) of
f and g there exists a curve hk that cuts
both curves transversally in p. The index k
is the degree up to which f and g have equal
Taylor expansions around p and it can be
immediately obtained from the multiplicity
of α as a root of res(f, g, y).
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7.4 Geometric Datastructures and Applications
In this section we report on our research concerning fundamental geometric datastructures and
their applications. We report about three results in this area, first a space efficient alternative
to exact higher order Voronoi diagrams, and secondly we have investigated structural properties
of so-called pseudo-triangulations which generalize the concept of ”common” triangulations. The
third result uses random sampling techniques to determine large planar regions in triangulated
terrains, a problem motivated from concrete applications in material sciences.
Higher Order Approximate Voronoi Diagrams
Investigator: Theocharis Malamatos
Voronoi diagrams are fundamental objects in computational geometry, and there is a rich literature
devoted to their study. Given a set S of n points in IRd, called sites, and an integer 1 ≤ k ≤ n− 1,
the order-k Voronoi diagram of S is a partition of the space into regions such that all points in each
region have the same set of k closest sites. Unfortunately, the complexity of the order-k Voronoi
diagram can be as high as nΩ(d) in dimension d. However, if we tolerate a small approximation error
 then it is possible to construct an approximate closest-point (order-1) Voronoi diagram that has
only linear size. In [1] we generalize the concept of an approximate closest-point Voronoi diagram
to higher order Voronoi diagrams and the farthest-point Voronoi diagram. We yield simple and
efficient data structures for proximity queries which are useful in many applications in statistics
and pattern recognition. In particular, our results either improve or extend the best results on
approximate farthest neighbor searching while we know of no comparable results for approximate
kth nearest neighbor queries.
References
[1]• S. Arya, T. Malamatos, and D. M. Mount. Higher order approximate Voronoi diagrams. Submitted to
ESA, 2003.
Pseudo-Triangulations: Degree Bounds and Enumeration
Investigator: Lutz Kettner
Two projects on pseudo-triangulations started during my time as postdoc at the University of
North-Carolina in Chapel Hill. In the last year at MPII we finished a journal version on degree
bounds [2] and the experiments on counting minimal pseudo-triangulations.
For the degree bounds we show that every set of n points in general position has a minimum
pseudo-triangulation whose maximum vertex degree is five. In addition, we demonstrate that every
point set in general position has a minimum pseudo-triangulation whose maximum face degree is
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four (i.e. each interior face of this pseudo-triangulation has at most four vertices). Both degree
bounds are tight. Minimum pseudo-triangulations realizing these bounds (individually but not
jointly) can be constructed in O(n log n) time.
For the experiments I finished counting all minimal pseudo-triangulations for all order types of
point sets of up to ten points based on Oswin Aichholzers data base [1]. The results are available
from http://www.mpi-sb.mpg.de/~kettner/proj/PseudoT/ and a paper is in preparation.
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In Search of Planarity in a Terrain
Investigator: Rahul Ray
Figure III.17: Planar area of a TIN is
detected and drawn in white
In [3] and [2] we consider the problem of computing the
largest region in a terrain that is approximately contained
in some two-dimensional plane. We reduce this problem to
the following one. Given an embedding of a degree-3 graph
on the unit sphere, whose vertices are weighted, compute a
connected subgraph of maximum weight that is contained in
some spherical disk of a fixed radius. This is a problem which
originated from the material science. They give us the mi-
croscopic image of fractured surface to analyse if it contains
any planar regions. Why this problem is important from
material-science’s point of view is in [3].
Another problem we are looking into in [1] is translating
a planar object to maximize the point containment. Let C
be a compact set in R2 and let S be a set of n points in
R
2. We consider the problem of computing a translate of C
that contains the maximum number, κ∗, of points of S. It
is known that this problem can be solved in a time that is
roughly quadratic in n. We show how random-sampling and bucketing techniques can be used to
develop a near-linear-time Monte Carlo algorithm that computes a placement of C containing at
least (1− )κ∗ points of S, for given  > 0, with high probability.
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8 Assembly and Simulation
Coordinator: Elmar Scho¨mer
8.1 Assembly Planning and Simulation
Investigator: Elmar Scho¨mer
We are investigating the role of geometric algorithms in the field of virtual product development.
Engineers in automotive industry, for example, work with CAD/CAM tools throughout the whole
design pipeline. The intermediate virtual prototypes are used for extensive functionality and quality
checks in order to reduce the number of costly physical prototypes. A lot of interesting geometric
questions arise in this context. We have focused on two application areas:
1. We have developed geometric algorithms for performing assembly simulations in virtual re-
ality environments. This application requires collision detection and distance computation
algorithms which can provide real-time responses. An even more important aspect, how-
ever, is that the geometry of the assembly parts has to be respected. Since coarse polygonal
approximations of curved surfaces can inhibit the mountability of parts, we work with the
original CAD-data directly and thus do not have to handle huge triangular meshes which
would result from a conversion process.
2. We are studying packing problems which may be used for automatic component layout. A
specific packing problem we attacked is to put as many one-liter tetra packs in the interior
of a trunk, as required by DIN 70020 for measuring its volume (see figure III.18). We are
designing and evaluating heuristics based on integer linear programming to solve this large
scaled optimization problem.
In both projects we collaborate with the research center of DaimlerChrysler.
Figure III.18: CAD model of a trunk and a dedicated packing of tetra packs
8.2 Collision Detection for Objects with Curved Surfaces
Investigators: Thomas Warken, Elmar Scho¨mer
Collision detection between rigid objects is an important task in applications such as VR based
product design and assembly planning. The invariant that has to be maintained is that there is
no interpenetration between any two objects. Collision detection algorithms must be numerically
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robust as well as sufficiently efficient to achieve real-time performance in order to make interactive
manipulations of the scene possible. There are two different approaches to solve the task of collision
detection. The static collision detection decides for two fixed objects whether they interpenetrate
or not. Such an algorithm is used to check whether a scene is collision free at discrete points
t, t+ ∆t, . . . in time. The motion is stopped as soon as the algorithm decides that there will be a
collision at the next point in time. The dynamic collision detection determines whether two objects
with given linear and angular velocities will intersect during a given time interval. In this way
one prevents objects from ’tunneling’ through each other. For polyhedral objects there are already
efficient and robust approaches for static [2] and dynamic [13] collision detection. In the following
we present our results for some classes of objects with curved surfaces.
Static Collision Detection
If we disregard the case that one object is completely enclosed by the other one, the algorithm
must test whether the boundaries of the objects intersect. The static collision detection algorithm
that we developed works as follows. In order to avoid describing special cases we assume that
the objects are in general positions and orientations. For each pair f1, f2 of faces we perform the
following test. First, we check whether an edge of f1 intersects f2 and vice versa. If so, we report
a collision. Otherwise, we know that each component of the intersection curve of the surfaces in
which f1 and f2 are embedded lies completely inside or outside the faces. Therefore, it suffices to
compute one point on each such component and check whether it lies inside both f1 and f2. If all
these points lie outside f1 or f2 we know that the faces do not intersect. Otherwise, we report a
collision.
This algorithm must perform the following computations:
• Compute the intersection between a curve and a surface.
• Compute one point on each component of the intersection curve of two surfaces.
• Check whether a point lies inside a face or on a curve segment.
We published this algorithm in [7] and adapted the results of [9] to show that for quadratic com-
plexes, i.e. objects that are bounded by segments of quadrics and conic sections, the above listed
computations can be performed by finding the roots of polynomials of degree at most four. By tak-
ing the results of [6] into consideration we showed that this is also true for objects that are bounded
by segments of natural quadrics, tori, circles and straight lines. We also showed that these compu-
tations can be reduced to finding the roots of polynomials of degree eight if one extends the class
of quadratic complexes by segments of quadric intersection curves.
Dynamic Collision Detection
If two moving objects collide, then either a vertex collides with a face, two edges collide, an edge
collides with a face or two faces collide. We developed tests for each of these four possibilities for the
class of quadratic complexes, always assuming that one object is fixed in time. We formulated these
tests as polynomial equations and analyzed their degrees. The table shows the maximum degrees
of the occurring polynomials that have to be solved for motions consisting of only a translation,
only a rotation and a superposition of a translation and a rotation.
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translation rotation superposition
vertex-face 2 4 6
edge-edge 4 8 12
face-face 12 24 36
edge-face 8 16 24
The degrees shown in the last row are only a conjecture. We were not able to prove these bounds
so far but computing with concrete numbers and factorizing the polynomials using Maple suggests
that these values are correct.
8.3 Distance Computation
Investigators: Christian Lennerz, Elmar Scho¨mer
Distance computation between rigid bodies is a crucial operation in the design process of industrial
products and their assembly operations. The problem is well studied for objects given by a polygonal
boundary representation [2]. The case of curved objects, however, is still a field of ongoing research
for which the algorithmic and mathematical concepts cannot be transferred directly. The focus
of research is shifting from the problem of reducing the number of polygon pairs that must be
considered to the task of finding the closest points between two surfaces.
Given a pair of disjoint faces, their closest points are either (distance) extremal points between
the untrimmed surfaces (quadrics) or they represent a boundary solution with at least one of
the points located on an edge of the respective face. In order to implement this characterization
algorithmically we have developed intersection and proximity tests between quadrics and conics
as well as containment tests for points on the respective patches and segments. In [7] we have
presented methods for checking the containment and disjointness predicates robustly. They involve
solving univariate polynomials of degree 2 and 4, respectively.
In terms of the complexity of the arising polynomial systems, the proximity tests turn out to
be more difficult. Computing the (locally) extremal points between two quadrics can be reduced
to a system of multivariate equations. However, the numerical tool set for solving multivariate
systems directly is very limited, provided that one wants to ensure finding all common roots. We
have applied interval techniques [12] as well as homotopy methods [14] to the problem and realized
that both approaches are too expensive in the context of real-time dynamics simulation.
In [8] we have therefore presented an algebraic approach based on elimination theory to perform
the proximity tests in the surface-surface as well as in the boundary cases. We have used resultant
matrices to reduce the arising bivariate systems to the univariate case in which global convergence
of root finding algorithms is easy to guarantee. However, the polynomials turned out to have
high degrees of at most 72 inducing severe numerical difficulties. Therefore, we have given a
factorization of the resultant polynomials by identifying so-called ’base points’. Using these results
we could restrict ourselves to solving polynomials of a degree of at most 24. In the special case of
natural quadrics and conics we could drop the degree bound to 8. Combined with the lower bound
result of Nef et al. [4] we could give a proof that the degree complexity is optimal for the class of
natural quadratic complexes.
From the algorithmic point of view we have implemented and evaluated different techniques to
perform the elimination step using floating point arithmetic. In this context we have considered
interpolation techniques as well as division-free Gauss-elimination to compute the determinant of
the resultant matrix. As an alternative we have studied a reduction to a sparse eigenvalue problem
that is due to Manocha et al. [10]. Our experiments showed that this technique is not only
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numerically robust but also efficient enough to achieve the aim of a real-time distance computation
between quadratic complexes.
8.4 Trunk Packing
Investigators: Friedrich Eisenbrand, Stefan Funke, Joachim Reichel, Elmar Scho¨mer
We study a specific large-scale packing problem. Given a polyhedral model of a car trunk, the aim
is to pack as many identical boxes of size 200mm× 100mm× 50mm into the interior of the trunk.
This measure is important for car manufacturers, because it is the standard in the European Union.
Based on a result by Fowler, Paterson and Tanimoto [5], we show the NP-completeness of our
problem. Other results in the area of industrial packing problems suggest that exact solutions can
be computed only for very small problem instances. For example, Daniels and Milenkovic [11, 1]
consider the problem of minimizing cloth utilization when cutting out a small number of pieces
from a roll of stock material. Aardal and Verweij [15] consider the problem of labelling points on
a map with pairwise disjoint rectangles.
In order to simplify the complexity of the problem, we perform two discretization steps. First,
we discretize the space by using a three-dimensional cubic grid. Only cubes completely contained
inside the trunk are considered in the remainder. The grid is aligned with the floor of the trunk,
which is usually a large planar face. The remaining translational freedom is used by an iterative
discrete procedure to maximize the number of cubes contained in the trunk.
Second, we discretize the box placements by demanding that all boxes have to be aligned with
the grid. Given the box extensions, a grid with cubes of side length of 50mm seems reasonable.
We also work with cubes of side length of 25mm to allow more freedom. Finer grids turned out to
be too complex.
Now our problem can be reformulated as computing a maximum stable set in a so-called conflict
graph. Each node in this graph corresponds to a possible box placement and two nodes are connected
by an edge if and only if the corresponding box placements are in conflict with each other.
We use integer linear programming (ILP) techniques to solve the stable set problem. Although
we are using tight formulations (e.g. clique inequalities, violated lifted odd cycles), our problem
instances are too big to obtain a good solution in reasonable time. Still this exact algorithm is
useful for solving smaller subproblems.
We develop several heuristics that exploit the geometric structure of the problem. One approach
is to use a heuristic to compute a tight packing for the center region of the trunk. Afterwards, the
exact ILP algorithm is used to pack the remaining areas. In practice, combinations of heuristics
and exact algorithms have turned out to produce good solutions (see [3]).
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9 Software Libraries
Coordinator: Lutz Kettner
Software systems and algorithm engineering are categories that cut across the other areas of
our group. Some of the efforts are thus documented in the respective area. These are: Scil for
constrained integer linear programming in Section 5.1, and <stxxl> for external memory algorithms
and data structures in Section 6.5.
We continued our work on Cgal and started the new Exacus project in the scope of the
ECG project (computational geometry for curved objects) following traditions of Cgal and Leda.
The last report explained already that as of February 2001, Algorithmic Solutions Software GmbH
became the sole distributor of Leda lessening the burden of maintenance work for our group. For
this report period we present improvements in the number type package from Leda together with
other improvements on number types and geometric filters.
In December 2000 the Max-Planck Society issued rules for ensuring good scientific practice.
Among others, experimental sciences are expected to document their experiments and to enable the
reliable repetition of their results. We developed a set of tools, ExpLab, to address these issues in
experimental algorithmics. The tools help documenting the environment of the experiments, allow
repetitions of experiments in the same environment, given it still exists, and they help preparing
the results for publication.
We continue studying certifying algorithms to improve reliability of algorithmic software. New
results are certifying algorithms for interval graph and permutation graph recognition.
In algorithm engineering, we report on publications on the methodology, on a new algorithm for
computing minimum spanning trees, and a highly tuned implementation of van Emde Boas search
trees on 32 bit integer keys.
9.1 Exacus: Efficient and Exact Algorithms for Curves and Surfaces
The MPI is participating in the ECG-project (Effective Com-
putational Geometry for Curves and Surfaces) granted by
the European Union (lasting till May 2004). It is a cooper-
ation with five European research groups in Tel Aviv, Inria
Sophia-Antipolis, ETH Zu¨rich, Groningen, and FU-Berlin.
The project aims to advance the handling of non linear ob-
jects in geometric algorithms, both in theory and practice. Our results contribute to this project.
In the context of ECG the MPI started a software project called Exacus (Efficient and Exact
Algorithms for Curves and Surfaces) in April 2002 [4]. The aim of Exacus is to test and improve
our theoretical ideas and to make them accessible to a large community.
In the context of the ECG and the Exacus project in the last two years we have made several
contributions to the exact and efficient computation of arrangements, in particular we have results
for 2-dimensional arrangements of conic [1] and cubic segments [3] and for arrangements of non-
singular algebraic curves [7]. In space we have advanced our theoretical work on quadratic surfaces
[5, 6]. The different research results are documented in the Subsection 7.3 on arrangements of
curves and surfaces of the Geometry Section 7. We continue here with the software aspect.
85
The Algorithms and Complexity Group




GMP Core LEDA CGALBoost Qt
Figure III.19: Library layers of the Exacus project: At the bottom we have the external libraries
we can use within Exacus. Library Support provides the foundation, such as configuration and
memory management. NumeriX adds number type support, symbolic algebra and numerical
algorithms. SweepX contains a generic sweep line algorithm suitable for segments of all types of
curves and boolean operations based on it. The top layer contains the three applications pursued
so far; ConiX, CubiX, and QuadriX.
Software in Exacus
Investigators: Eric Berberich, Arno Eigenwillig, Peter Hachenberger, Michael Hemmer, Susan Hert,
Lutz Kettner, Kurt Mehlhorn, Sylvain Pion, Joachim Reichel, Susanne Schmitt, Elmar Scho¨mer,
Dennis Weber, Nicola Wolpert
Exacus is a collection of C++ libraries, see Figure III.19 for their layered architecture and
a brief description. Our design follows the generic programming paradigm with C++ templates
similar to design principles in Cgal. We aim for submitting Exacus as Cgal Extension Package.
The libraries consist currently of about 77000 lines of code including the documentation that is
embedded in the C++ source code. We use Doxygen to create the reference documentation. We use
Cvs for version control and distributed collaboration. Configuration and build management is done
with the Gnu family of tools autoconf, automake, and libtool. The supported compiler is g++-3.1
and the supported platforms are Linux and Solaris. We strive for C++ Standard conformance of
our code, but experience shows that porting to more compilers and platforms can sometimes be
easy and sometimes not. We run daily a fully automatized test-suit from Cvs based on our own
scripts.
We detect a couple of other libraries during configuration. Exacus does not depend on these
libraries in various core parts of its functionality. However, in other parts, we did not reinvent the
wheel and depend on existing implementations. Generic programming allows us to stay flexible and
postpone the decision between several alternatives to the final user application code, for example,
the choice of number types. The other libraries are: Leda for its number types, the graph data
structure in the SweepX library, and the window for visualization in the ConiX applications.
Cgal for its number types, kernel geometry, and the planar map, just recently supported from the
ConiX predicates with a new geometric traits class. Qt for visualization of the CubiX applications.
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Gmp and Core for their number types. Boost for the interval arithmetic.
For the details of the functionality in the libraries please refer to the research results documented
in the Subsection 7.3 on arrangements of curves and surfaces of the Geometry Section 7.
We started one year ago writing the software. Last year we released a prototype application
based on the ConiX library [2]. Now we are working on the last preparations towards a public
source code release of the ConiX library. The CubiX library is ready for a prototype demo
application and would be next for a public release. The QuadriX library is active research.
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9.2 Cgal: Computational Geometry Algorithms Library
We have continued the development of Cgal, the Compu-
tational Geometry Algorithms Library [1] together with the
other partners in the Galia consortium. The distinguishing
features of the library are the careful and efficient treatment
of robustness issues, the wide scope of the algorithms and data structures provided, and flexibility,
extensibility, and ease of use. There have been two releases of the library since 2001 (2.3 in August
2001 and 2.4 in March 2002).
A new company, the GeometryFactory [2], has been incorporated on January 6th, 2003. It is
now the sole distributor of commercial licenses for Cgal and it offers consultation around Cgal.
The next Cgal release 3.0 is planned for the middle of this year. It will realize the step towards
open source for Cgal while keeping commercial licenses with the GeometryFactory. Furthermore,
the library will be repackaged to emphasize its modular structure. We expect that the package
structure supports the development of new functionality in Cgal and helps to extend it with an
invitation to the computational geometry community to participate in the open source development
of Cgal.
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Development and Maintenance
Investigators: Peter Hachenberger, Susan Hert, Lutz Kettner, Renata Krysta, Sylvain Pion, Michael
Seel
A major effort in Cgal is the maintenance and improvement of the existing code base, user support,
and the creation of new releases. Several people at MPI contribute here. We give an overview of
tasks done at MPI:
• Geometry Kernel maintenance: For example, we added various predicates/constructions on
demand, we added 2D and 3D Weighted points and corresponding predicates and construc-
tions for regular triangulations and associated algorithms (still to be finished), and we did a
few more steps towards an adaptable and extensible kernel [4].
• We developed a new design for the Triangulation data structure, giving the possibility
to the user (and the developer) to add handles directly into the vertex/face/cell base classes,
instead of type-less void * pointers.
• We developed a new Compact container class, an STL container like class, designed to be
used by the triangulation data structure and possibly the halfedge data structure, with the
nice property of being very memory efficient (which is critical at least for 3D triangulations).
• Implementation of a symbolic perturbation for the 3D Delaunay triangulations based on the
lexicographic order of points instead of their insertion order, which is (a) slightly more memory
efficient, and (b) nicer since the triangulation is now independent of the order of insertion of
the points, even in degenerate cases.
• Implementation of Nef polyhedra, see below.
• Maintaining the following packages at MPI: Kernel (see above), Circulator, Convex hull d,
Generator, HalfedgeDS, Hash map, Interval arithmetic, Nef 2, Nef 3, Nef S2, Number types,
Polyhedron, Polyhedron IO, Robustness, Timer, Triangulation 2, Triangulation 3, and
Union find.
• Porting to G++ 3.4 and MipsPro CC with 64bit ABI.
• Handling of local test-suites at MPI including the manual test-suite.
• Maintaining and improving the self-written manual tools used to create our manuals. Biggest
new improvement is the addition of an index to the HTML version of the manual similar to
the already existing index of the printed LATEX manual (work in progress).
• Editing the final manual for the public release.
• Building the public release and its manual.
• Susan Hert, Lutz Kettner, and Sylvain Pion are active members of the Cgal Editorial Com-
mittee and review new submissions to Cgal.
• Triage of the mail arriving at <contact@cgal.org>, user support on the Cgal user mailing
list, and developer discussions on the Cgal developer list.
• Maintenance of the Cgal web page: <www.cgal.org>.
• Organizing developer meetings in Schloss Dagstuhl.
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Planar Nef Polyhedra
Investigators: Kurt Mehlhorn, Michael Seel
A planar Nef polyhedron is any set that can be obtained
from open halfplanes by a finite number of set complement
and set intersection operations. The set of Nef polyhedra is
closed under the Boolean set operations. We implemented
a data structure that realizes two-dimensional Nef polyhedra
[5, 6] and offers a large set of binary and unary set operations.
The underlying set operations are realized by an efficient and
complete algorithm for the overlay of two Nef polyhedra. The
algorithm is efficient in the sense that its running time is
bounded by the size of the inputs plus the size of the output
times a logarithmic factor. The algorithm is complete in the
sense that it can handle all inputs and requires no general
position assumption. Our software module is part of Cgal.
This work has already been documented in the previous report period but extended into this
period where it was successfully finished with Michael Seel’s PhD thesis [6]. Michael Seel continued
with extending his work to planar Nef Polyhedra embedded on the sphere, which is an essential
building block for the 3D Nef Polyhedra described next.
Nef Polyhedra in 3D
Investigators: Peter Hachenberger, Susan Hert, Lutz Kettner, Kurt Mehlhorn, Michael Seel
The definition, and its consequences, of a Nef polyhedron in
space (and also for higher dimensions) is a straightforward
generalization of what has been said for the planar Nef poly-
hedron: A Nef polyhedron is any set that can be obtained
from open halfspaces by a finite number of set complement
and set intersection operations. The set of Nef polyhedra is
closed under the Boolean set operations.
We implemented a data structure, the Selective Nef Com-
plex, that realizes three-dimensional Nef polyhedra. The cur-
rent implementation supports the construction of Nef Poly-
hedra from manifold solids, boolean operations (union, intersection, complement, difference, sym-
metric difference), topological operations (interior, closure, boundary, regularization), and rational
transformations including rotations by rational rotation matrices.
Our implementation is exact. We follow the exact computation paradigm to guarantee correct-
ness. The binary operations are realized by a complete but currently inefficient algorithm for the
overlay of two Nef polyhedra. The algorithm is complete in the sense that it can handle all inputs
and requires no general position assumption. The algorithm breaks down to three geometric prim-
itives: point location, ray shooting and intersection. The current implementation uses inefficient
but simple and complete algorithms for these sub-steps. Nef polyhedra have potentially unbounded
faces. We used the same strategy as in the planar case and extended the idea of an infimaximal
box to the three-dimensional case [7].
Our software is written in Cgal and is in its final preparations (finalizing the test-suit and
preparing documentation) to be submitted to the Cgal Editorial Board as a new submission. We
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have prepared a paper on this work and submitted it to a conference. It appeared also as a report
in the ECG project [3], where we expect to reuse the data structure for arrangements of quadrics.
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9.3 Exact Geometric Computation
Arithmetic Filters for Geometric Predicates
Investigator: Sylvain Pion
A time efficient implementation of the exact geometric computation paradigm relies on arithmetic
filters which are used to speed up the exact computation of easy instances of the geometric predi-
cates. Depending of what is called “easy instances”, we usually classify filters as static or dynamic
and also some in between categories often called semi-static.
We have proposed, in the context of three dimensional Delaunay triangulations:
• semi-automatic tools for the writing of static and semi-static filters,
• a new semi-static level of filtering called translation filter,
• detailed benchmarks of the success rates of these filters and comparison with rounded arith-
metic, multi-precision integer arithmetic and filters provided in Shewchuk’s predicates [8].
Our method is general and can be applied to all geometric predicates on points that can be
expressed as signs of polynomial expressions. The implementation has been done within Cgal.
This is a joint work with Olivier Devillers (INRIA Sophia-Antipolis), which has been presented
at the 5th Workshop on Algorithm Engineering and Experiments (ALENEX 03), Baltimore, Mary-
land, in January 2003 [2].
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Constructive Root Bounds for k-Ary Rational Input Numbers
Investigator: Sylvain Pion
Constructive root bounds is the fundamental technique needed to achieve guaranteed accuracy,
the critical capability in Exact Geometric Computation. Known bounds are overly pessimistic in
the presence of general rational input numbers. We have introduced a new method which greatly
improves the known bounds for k-ary rational input numbers. Since the majority of input numbers
in scientific and engineering applications are such numbers, this could lead to a significant speedup
for a large class of applications. Implementation and experimental results have been performed on
the Core library.
This is a joint work with Chee Yap (New York University), which will be presented at the 19th
Annu. ACM Symp. Comput. Geom., San Diego, USA, in June 2003 [4].
Survey on Recent Progress in Exact Geometric Computation
Investigator: Sylvain Pion
Together with Chen Li and Chee Yap (New York University), we have also written a survey on recent
progress in Exact Geometric Computation, which gathers the best known techniques concerning
root bounds and arithmetic filters [3].
Common Subexpressions in the Leda Number Type real
Investigator: Susanne Schmitt
The number type real in Leda allows exact computation with real algebraic numbers. The num-
bers are given as arithmetic expressions which are stored as a graph. For the sign computation, the
real datatype uses the separation bound approach (see [1]). The separation bound of an expression
is computed by first computing the separation bound for the subgraphs and then applying the rules
given in [1].
I re-implemented the number type real such that common subexpressions in the graphs are
combined. Then no expression occurs twice and the computation of the separation bound is faster.
There are applications (for example Delaunay triangulation of intersection points of circles) where
this approach is faster than the old version. As this is not always the case, the application of
the common subexpression search can be chosen at compile time. This work is described in the
technical report [6].
The Diamond Operator for the Leda Number Type real
Investigator: Susanne Schmitt
Real algebraic expressions are arithmetic expressions built up from the integers using the operations
+, −, ·, /, k√, or the diamond operator (j, Ed, . . . , E0). The value of an expression is the real
number given by the expression. For the diamond operator, the value is the j-th smallest real root
of the polynomial with the coefficients given by the values of the Ei. All real algebraic numbers
can be described as real algebraic expressions.
The theoretic background to compute the separation bounds for expressions involving the dia-
mond operator is presented in the article [1].
The old version of Leda real only implemented real algebraic root expressions. I added the
diamond operator to this datatype. Now it allows exact computation on all real algebraic numbers.
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To isolate the roots it uses Uspensky’s method implemented in Exacus. The approximation of the
real algebraic number is done with Newton’s method. This method is applied to a polynomial with
bigfloat coefficients which approximate the exact coefficients given in the diamond operator. See
also [7, 5], http://www.mpi-sb.mpg.de/~sschmitt/diamond/.
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9.4 Interval Library and a Compact Container Class in Boost
Investigator: Sylvain Pion
Boost is a collection of C++ software libraries. For an introduction we quote from Boost’s web
site (www.boost.org) :
The Boost web site provides free peer-reviewed portable C++ source libraries. The
emphasis is on libraries which work well with the C++ Standard Library. One goal is to
establish ”existing practice” and provide reference implementations so that the Boost
libraries are suitable for eventual standardization. Some of the libraries have already
been proposed for inclusion in the C++ Standards Committee’s upcoming C++ Standard
Library Technical Report.
Together with Guillaume Melquiond and Herve´ Bro¨nnimann (Polytechnic University Brook-
lyn), we have released the Boost Interval Library, a generic library for doing interval arithmetic
computations.
Eventually the Compact container class developed for Cgal will be submitted to Boost as
well, because it is of probable general interest for storing graphs in a memory efficient way, and
Boost already has a graph library.
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9.5 ExpLab: A Tool Set for Computational Experiments
Investigators: Susan Hert, Tobias Polzin, Lutz Kettner, Guido Schfer
In [1] we present a set of tools that support the running, documentation, and evaluation of compu-
tational experiments. We take our cues from the natural sciences where experiments are performed
in a lab that is equipped with tools designed specifically for the purpose of supporting experimen-
tation and where experiments are fully documented in a lab book. The results can be analyzed in
the proper context and others can reproduce the same experiments to verify the results or perhaps
test hypotheses about which parts of the experimental context are responsible for the observed
results. The informational needs of scientists evaluating computational experiments are exactly
the same as those for evaluating other types of experiments: the context must be known and, to
lend credibility to the results, one must be able to reproduce the same experiment in one’s own lab
from the data presented. Such reproducibility is recognized, not only by scientists, as an important
part of scientific practice [2, 3], as is the ability to describe precisely the experimental environment
when presenting results [4].
There are three main goals that motivate the development of this tool set:
• to provide a simple way to set up and run computational experiments;
• to provide a means of automatically documenting the environment in which an experiment
is run so the experiment can be easily rerun (provided the same environment is still avail-
able) and the results can be more accurately compared to the results of other computational
experiments;
• to eliminate some of the tedium involved in collecting and analyzing output by providing
basic text output processing tools.
It must be noted that our goal here is not to replace existing tools that already provide useful
functionality for computational experiments (e.g. gnuplot, make, perl, python). Rather, the goal
is to augment this set with new tools that build on the functionality already available to provide a
comfortable experimentation environment.
References
[1]• S. Hert, T. Polzin, L. Kettner, and G. Scha¨fer. ExpLab: A tool set for computational experiments.
Research Report MPI-I-2002-1-004, Max-Planck-Institut fu¨r Informatik, Stuhlsatzenhausweg 85, 66123
Saarbru¨cken, Germany, November 2002.
[2] D. Johnson. A theoretician’s guide to the experimental analysis of algorithms. http://www.research.
att.com/~dsj/papers/exper.ps, 1996.
[3] Max-Planck-Gesellschaft. Regeln zur Sicherung guter wissenschaftlicher Praxis (in German). http:
//www.mpg.de/pri00/pri0075.htm, December 2000.
[4] C. C. McGeoch and B. M. E. Moret. How to present a paper on experimental work with algorithms.
SIGACT News, 30(4):85–90, December 1999.
9.6 Certifying Algorithms
Investigator: Kurt Mehlhorn
Consider an algorithm computing a function f from X to Y . On input x ∈ X it returns a value
y ∈ Y . For example, if the function is to decide whether a graph is planar or not, the algorithm gets
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a graph G and returns either “yes” or “no”. For a user of (an implementation of) such an algorithm,
the situation is completely unsatisfactory. He/she has no way to know whether the answer given
is correct. A certifying algorithm returns in addition to y a witness w such that the triple (x, y, w)
makes it easy to check whether y = f(x). For example, a certifying planarity test returns a planar
embedding in the yes-case and a Kuratowski subgraph in the no-case, see Figure III.20. Many
programs in the Leda system are certifying; see [5, Section 2.14]. In the Leda book we used
the term program checking. For problems that can be formulated as linear programs, a certifying
algorithm could output a primal and a dual solution.
Figure III.20: A non-planar graph and
the K3,3 proving non-planarity. The edges
of the Kuratowski subgraph are shown in
bold and the vertices are shown as circles
and squares, respectively.
In [2] we coined the term certifying algorithms and
gave certifying algorithms for interval graph and per-
mutation graph recognition. I briefly discuss the for-
mer. An interval graph is a graph which can be realized
as the intersection graph of intervals on the real line.
Linear time algorithms for recognizing interval graphs
were known for more than 10 years. In the positive
case (the input is an interval graph), some of them re-
turn a witness, namely an interval model. In the neg-
ative case, none of them returns a witness. In [3] it
was shown that every non-interval graph contains a so-
called asteroidal triple. We show how to find asteroidal
triples in non-interval graphs in linear time. We follow
a paradigm already used in the certifying planarity test.
Korte and Mo¨hring [1] gave an incremental algorithm
for constructing interval models. The algorithm con-
siders the input graph one vertex at a time (in some
judicious order) and extends the interval model after
every vertex addition. If the input is a non-interval
graph, the algorithm gets stuck at the addition of a
vertex v. The vertex v causing the difficulty must be
part of the obstruction.
Kurt Mehlhorn believes that the concept of certify-
ing algorithms is a powerful paradigm for constructing
reliable algorithmic software [4] and wants to explore it systematically in the future. The explo-
ration in [5] was only semi-systematically. The research on exact linear and integer programming
(Section 5.2) is closely related.
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9.7 Algorithm Engineering
Investigators: Roman Dementiev, Irit Katriel, Lutz Kettner, Peter Sanders
Algorithm engineering is an approach to algorithmics that views design, analysis, implementation,
and experimentation as an integrated process that leads to more insights and more practical results
than a purely theoretical approach. Much of the work in AG 1 uses this approach. Here we only
report results that fit better under algorithm engineering than under some specific topic.
We have contributed to three methodologically oriented chapters in a recent volume on algorithm
engineering [1, 4, 5]: In [4] we ask whether finite experiments can give us information on the
asymptotic behavior of an algorithm. From a mathematical point of view the answer is a categorical
no. But the scientific method gives experiments a clear role as ways to falsify empirical theories. A
more prosaic but equally important topic is how to present data from implementation experiments
in graphical form [5]. Not only is this often done badly but it also seems that the problems are
different from many other disciplines. For example, algorithmics often suffers from an abundance
of data rather than from a lack of data.
Two recent papers study gaps between the algorithms usually considered in practice and algo-
rithmic ideas that lead to theoretical improvements but seem impractical to implement. In [3] we
give an algorithm for computing minimum spanning trees that improves on all known implemented
algorithms for graphs with many edges and that is the first practicable algorithm that uses the
cycle property : the heaviest edge in any cycle is not needed for a minimum spanning tree. The
last conceptually new algorithm, Kruskal’s algorithm, stems from the 50s. Even the most recent
practical improvement, pairing heap priority queues, is already 17 years old.
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An interesting opportunity for speeding
up algorithms is to exploit integer keys. We
have implemented several variants of van
Emde Boas search trees [2]. While the simple
implementations considered in previous work
turn out to be slower than comparison
based structures, a tuned implementation
leads to significant speedups. The Figure
to the right gives numbers for a random
locate operation on n random 32 bit keys.
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10 Academic Activities
10.1 Editorial Positions
Kurt Mehlhorn has been an editor of
Algorithmica (1985-2001),
Computational Geometry: Theory and Applications (since 1990),
Information and Computation (1985-2001),
International Journal of Computational Geometry & Applications (1990-2001),
Inernational Journal of Discrete and Computational Geometry (1988-2001), and
SIAM Journal on Computing (1988-2001).
Peter Sanders and Uli Meyer have been editors of
U. Meyer and P. Sanders and J. Sibeyn, Algorithms for Memory Hierarchies, Springer, 2003
10.2 Conference and Workshop Activities
10.2.1 Membership in Program Committees
Kurt Mehlhorn:
17th Annual ACM Symposium on Computational Geometry (SoCG 01), Medford, June 2001
33th Annual ACM Symposium on the Theory of Computing (STOC 01), Creta, July 2001
11th Annual European Symposium on Algorithms (ESA 2003), Budapest, September 2003
Peter Sanders:
10th European Symposium on Algorithms (ESA 2002), Rom, September 2002
11-th Euromicro Workshop on Parallel, Distributed and Network-based Processing (PDP-
2003), Genoa, February 2003
2nd International Workshop on Experimental and Efficient Algorithms (WEA 2003), Ascona,
May 2003
Uli Meyer:
Fifteenth ACM Symposium on Parallelism in Algorithms and Architectures (SPAA 2003),
San Diego, June 2003
ICALP’03 Satellite Workshop on Massive Data Sets, Eindhoven, June 2003
Piotr Krysta:
11th Annual European Symposium on Algorithms (ESA 2003), Budapest, September 2003
10.2.2 Membership in Organizing Committees
Holger Bast, Berthold Vo¨cking:
Summer School - 2nd Max-Planck Advanced Course on the Foundations of Computer Science
(ADFOCS 2001), Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, September 2001. More
information in http://www.mpi-sb.mpg.de/conferences/adfocs-01
Stefan Funke, Piotr Krysta:
Summer School - 3nd Max-Planck Advanced Course on the Foundations of Computer Science
(ADFOCS 2002), Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, September 2002. More
information in http://www.mpi-sb.mpg.de/conferences/adfocs-02
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Lutz Kettner, Peter Sanders:
Summer School - 4nd Max-Planck Advanced Course on the Foundations of Computer Science
(ADFOCS 2003), Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, September 2003. More
information in http://www.mpi-sb.mpg.de/conferences/adfocs-03
10.3 Invited Talks and Tutorials
Kurt Mehlhorn:
• BCTCS 2003, Leicester, April 2003, Certifying Algorithms
• SODA02, San Francisco, January 2002, Some of the Theory Behind LEDA
• Algorithm Engineering http://www.mpi-sb.mpg.de/∼mehlhorn/AlgEng/AlgEng.html:
for EPFL spring school in Zinal, March 2002
• Geometric Predicates:
a three hour tutorial given at the ECG workshop in Leiden, October 2001
• Algorithm Engineering:
a one day tutorial given at the ALCOM-FT Summer School in Rome, September 2001
• Implementing Geometric Algorithms with LEDA and CGAL:
a one day tutorial given togehter with Susan Hert at the ACM Solid Modeling Conference in
Ann Arbor, June 01
Bela Csaba:
• On the role of chromatic number in embedding spanning subgraphs, Finite and Infinite Com-
binatorics, Jan. 2001
Elmar Scho¨mer, Christian Lennerz, Thomas Warken und Joachim Reichel :
• Solid Modeling SM02, 7th ACM Symposium on Solid Modeling and Applications, Tutorial
T1: Geometric Algorithms for Planning and Simulation Tasks in Virtual Prototyping.
10.4 Other Academic Activities
Kurt Mehlhorn:
• Member of Board of Trustees, International Computer Science Institute, Berkeley (1998- )
• International Review Panel, UK research in Computer Science, Report (2001)
• Review Committee, Computer Science Department, ETH Zu¨rich (2001)
• Vice Chairman, Chemisch-Physikalisch-Technische Sektion der Max-Planck-Gesellschaft
(2001-2002)
• Chairman, Review Committee, Computer Science Department, Humboldt University, Berlin
(2002)
• Vice President, Max-Planck-Gesellschaft (2002 - )
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11 Dissertations, Habilitations, and Offers for Faculty Positions
11.1 Dissertations
Completed:
Mark Ziegelmann: Constrained Shortest Paths and Related Problems, July 2001.
Stefan Funke: Combinatorial Curve Reconstruction and the Efficient Exact Implementation of
Geometric Algorithms, July 2001.
Piotr Krysta: Approximation Algorithms for Combinatorial Optimization Problems in Graph Col-
oring and Network Design, August 2001.
Michael Seel: Planar Nef Polyhedra and Generic Higher-Dimensional Geometry, September 2001
Rene Weiskircher: New Applications of SPQR-Trees in Graph Drawing, May 2002.
Gunnar Klau: Combinatorial Approach to Orthogonal Placement Problems, June 2002.
Uli Meyer: Design and Analysis of Shortest Path Algorithms: Sequential, Parallel and External,
Octiber 2002.
Nicola Wolpert: An Exact and Efficient Approach for Computing a Cell in an Arrangement of
Quadrics, October 2002.
Stefan Burkhardt: Filter Algorithms for Approximate String Matching, December 2002.
Tobias Polzin: Algorithmische Behandlung NP-schwerer kombinatorischer Optimierungsprobleme,
May 2003.
In preparation:
Sven Thiel: Narrowing Algorithms for Constraint Programming.
Christian Lennerz: Effiziente Abstandsbestimmung fu¨r Objekte mit gekru¨mmten Oberfla¨chen.
Thomas Warken: Dynamiksimulation fu¨r starre Ko¨rper.
Naveen Sivadasan: Randomized Algorithms on Networks.
Guido Scha¨fer: Matching and Network Algorithms.
Rahul Ray: Surface Approximation and Reconstruction.
11.2 Habilitations
Completed:
Berthold Vo¨cking, January 2002.
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12 Teaching Activities
12.1 Courses
The group contributes intensively to the curriculum of the Department of Computer Science at the
Universita¨t des Saarlandes. We teach core courses (like “Software Design Praktikum”, “Grundlagen
zu Datenstrukturen und Algorithmen”, etc) and specialized courses. The details follow.
Winter Semester 2001/2002
Courses:
Data Structures and Algorithms (J. Ka¨rkka¨inen, P. Sanders)
Effective Computational Geometry: Theory and Practice of Implementing Geometric Algorithms
(L. Kettner, K. Mehlhorn, E. Scho¨mer)
Seminars:
Bioinformatik (S. Burkhardt, H.-P. Lenhof)
Algorithmic Aspects of Networks (P. Krysta, B. Voecking)
Effective Computational Geometry: Theory and Practice of Implementing Geometric Algorithms
(L. Kettner, K. Mehlhorn, E. Scho¨mer)
Summer Semester 2002
Courses:
Computational Geometry (S. Funke, L. Kettner, E. Ramos)
Parallel and Distributed Algorithms (P. Sanders, B. Vo¨cking)
Winter Semester 2002/2003
Courses:
Randomized Algorithms (E. Althaus, P. Sanders)
Seminars:
Approximation Algorithms (F. Eisenbrand, S. Funke, P. Krysta)
Summer Semester 2003
Courses:
Optimization (F. Eisenbrand, S. Funke)
Algorithm Library Design (J. Ka¨rrka¨inen, L. Kettner, S. Pion)
Seminars:
Parallel and External Memory Graph Algorithms (U. Meyer, P. Sanders)
Our group offers continually an advance course, called “Selected Topics in Algorithms”, on various
(advanced) topics in algorithms and complexity. This course is actually a sequence of mini-courses at a
graduatelevel; each mini-course is taught by a set (usually singleton) of instructors which are group members
and/or visitors. The advance course is mainly intented to our PhD students, but it is also attended by many
members of the group.
12.2 Diploma Theses
During the last two years, the following diploma theses have been completed under guidance of members of
our group.
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Oliver Pabst: ’angela’ Ein modularer Grapheneditor zum interaktiven Zeichnen, July 2001.
Ralph Schulte: Exaktes Lo¨sen von linearen Programmen, July 2001.
Christan Fink: Oberfla¨chenrekonstruktion von planaren Konturen, August 2001.
Stefan Immich: Berechnung der Momente von quadratischen Komplexen, November 2001.
Joachim Reichel: Optimale Hu¨llko¨rper fu¨r Objekte mit gekru¨mmten Oberfla¨chen, November 2001.
Michael Hemmer: Reliable computation of planar and spatial arrangements of quadrics, April 2002.
Rodrigue Ossamy: TSP-Cuts outside the template paradigm, July 2002.
Harald Kessler Robust Computation of Visibility Maps, July 2002
Raef Baraque: Effiziente Multiplikationsverfahren: ein numerischer Vergleich, November 2002.
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13 Grants and Cooperations
We participate in the EU-projects ALCOM-FT and ECG, several DFG-projects, and one industry funded
project. There are also many smaller cooperations which do not receive extra funding and are not listed
here.
13.1 Projects Funded by the European Union
13.1.1 ALCOM-FT
The ALCOM-FT project is a joint effort between ten of the leading groups in algorithms research in Europe.
The aim of the project is to discover new algorithmic concepts, identify key algorithmic problems in important
applications, and contribute to the accelerated transfer of advanced algorithmic techniques into commercial
systems. ALCOM-FT works on five work packages. MPII is the work package leader in a work package on
Experimental Algorithmics and contributes many results on the work packages Massive Data Sets, Networks
and Communication, and Generic Methods. All in all, 24 of our publications of the last year have been put
in the ALCOM-FT report database.
The project takes place from June 2000 to June 2003. It is supported by the European Commision
under the FET part of the Information Society Technologies programme of the Fifth Framework, as project
number IST-1999-14186.
The partners and group leaders in the project are:
BRICS, Aarhus, Denmark (Prof. E. Meineche Schmidt)
Polytechnic University of Catalunya, Barcelona, Spain (Prof. J. Diaz)
University of Cologne, Germany (Prof. M Ju¨nger)
INRIA Rocquencourt, France (Prof. P. Flajolet)
University of Paderborn, Germany (Prof. B. Monien, Prof. F. Meyer auf der Heide)
Computer Technology Institute, Patras, Greece (Prof. P. Spirakis)
University of Rome “La Sapienza”, Italy (Prof. G. Ausiello)
Utrecht University, The Netherlands (Prof. J. van Leeuwen)
University of Warwick, United Kingdom (Prof. M. Paterson)
More information in http://www.brics.dk/ALCOM-FT/
13.1.2 ECG
The project “Effective Computational Geometry for Curves and Surfaces” is a joint effort together with
other five European research groups and it aims to advance the handling of non linear objects in geometric
algorithms, both in theory and practice. This requires interdisciplinary cooperation of computational geom-
etry with computer algebra and numerical analysis, as well as with software engineering and computer aided
design. The project is split into four work areas: Geometric algorithms for curves and surfaces, algebraic
issues, robustness issues, and approximation with topological and geometric guarantees. Each work area
will produce three types of deliverables: reports on theoretical advances, software prototypes and Cgal
extension packages.
The project takes place between May 2001 and April 2004. It is supported by the European Commision
under the FET part of the Information Society Technologies programme of the Fifth Framework, as project
number IST-2000-26473. The EU grant supports a researcher and a Ph.D. student for the three years, and in
addition to this, the Institute is committing a workforce about twice as large spread between the subgroups
“Computational Geometry”, “Assembly and Simulation” and “Software Libraries”.
The partners and group leaders of the ECG project are.
INRIA Sophia-Antipolis, France (Dr. J.-D. Boissonnat, Dr. B. Mourrain, Dr. M. Teillaud)
ETH, Zu¨rich, Switzerland, (B. Ga¨rtner, Prof. E. Welzl, Prof. P. Widmayer)
Freie Universita¨t Berlin, Germany (Prof. H. Alt, Prof. G. Rote)
Rijksuniversiteit Groningen, The Netherlands (Prof. G. Vegter)
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Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany (Prof. K. Mehlhorn, Dr. L. Kettner)
Tel Aviv University, Israel (Prof. D. Halperin)
INRIA is the coordinating site.
13.1.3 APPOL II
The APPOL II project is a joint effort between fifteen European research groups. The aim of the project is to
design efficient algorithms with proven worst-case performance guarantees, under strict limitations either on
the running time or on the accessibility of the data. For NP-hard optimization problems, constraints on the
running time can often be satisfied by approximation algorithms; the second limitation leads to the notion
of on-line algorithms. The project focuses on both traditional paradigmatic problems (graph theoretical,
scheduling and packing problems) and algorithmic problems arising in new information technologies (resource
management, communication and data management, telecommunication, and other areas).
The project started in November 2001. It is supported by the European Commision under the FET part
of the Information Society Technologies programme of the Fifth Framework, as project number IST-2001-
30012. In April 2003, Martin Skutella, the leader of the project at TU Berlin, brought the project with him
to MPI. The project will end in October 2004.
The partners and group leaders in the project are:
Universita¨t Kiel, Germany (Prof. K. Jansen, coordinator)
Universita¨t Freiburg, Germany (Prof. S. Albers)
Universita¨t Dortmund, Germany (Prof. I. Wegener)
Universite´ d’Evry, France (Prof. E. Bampis)
Universite´ de Paris-Sud, France (Prof. C. Kenyon)
Technical University of Athens, Greece (Prof. F. Afrati )
Athens University, Greece (Prof. I. Milis)
Universita di Roma, Italy (Prof. A. Marchetti-Spaccamela)
Teach. Training College Szeged, Hungary (Prof. G. Galambos )
Maastricht University, The Netherlands Prof. K. Vrieze
Technion Haifa, Israel (Dr. Y. Rabani)
Tel-Aviv University, Israel (Prof. Y. Azar)
ETH Zu¨rich, Switzerland (Prof. Th. Erlebach)
Katholieke Universiteit Leuven, Belgium (Prof. F. Spieksma)
More information at http://www.informatik.uni-kiel.de/inf/Jansen/appol2/
13.2 Projects Funded by DFG
Three projects are funded by the German National Science Foundation (DFG = Deutsche Forschungsge-
meinschaft).
13.2.1 Management of Variable Data Streams in Large Networks
The project is part of the DFG-Schwerpunktprogramm Algorithmik großer und komplexer Netzwerke. The
project is led by Berthold Vo¨cking, in cooperation with Anja Feldmann from the computer science department
in the University of Saarland, and is for the period of August 2001 - July 2003. It deals with the development
and analysis of algorithms for managing variable data streams in large networks, e.g., the Internet. The
project is motivated by numerous empirical studies of the communication dynamics in the Internet showing
that communication patterns typically are highly variable and cannot be modeled adequately by sharply
concentrated probability distributions like, e.g., the Poisson or exponential distribution. We aim to analyze
the impacts of these observed dynamics on the efficiency of routing algorithms. In particular, we plan to
devise algorithms for the mapping of data streams to Web servers and strategies for intra-domain routing.
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13.2.2 Algorithm Engineering for Large Graphs and Memory Hierarchies
The project is also part of the DFG-Schwerpunktprogramm Algorithmik großer und komplexer Netzwerke.
The project is led by Peter Sanders and is for the period August 2001 - July 2003. It deals with the study
of fundamental graph algorithms like depth first search, breadth first search, shortest paths and minimum
spanning trees for large inputs. One aspect are external algorithms and cache efficient algorithms for such
problems that become important when the graphs do not fit into faster layers of the memory hierarchy.
Another aspect are apparent gaps between theory and practice. We want to investigate how asymptotically
superior theoretical approaches that are considered impractical can be made practical for large inputs.
13.2.3 Design and Implementation of Real-Time Algorithms for Simulating the Dy-
namics of Colliding Rigid Bodies
Planning and simulating assembly processes with the help of virtual prototypes requires intuitive and efficient
means to interact with the objects of the virtual environment. Thereby it is important, that the physical
behaviour of the virtual objects is as realistic as possible, i.e. collisions between objects must be detected
and the acting forces and momentums must be determined. In this project we are developing new real-time
algorithms for the simulation of colliding rigid bodies and we are testing these algorithms on the basis of
assembly and disassembly studies in automotive industry. The project is led by Elmer Scho¨mer and is for
the period April 2000 - March 2002.
13.3 Cooperations With Industry
Algorithmic Solutions (AS) is a spin-off of AG1. AS is marketing LEDA (Library of Efficient Algorithms) and
BALL (Biological Algorithms Library) under license agreements with the Max-Planck-Gesellschaft. In the
case of LEDA, it is also responsible for the maintenance. Through its industrial contacts and through user
feedback, AS brings interesting research problems into AG1. For example, Susan Hert’s work on polygons
with curved boundaries was suggested by a contact at Bubel Software. CGAL is marketed by Geometry
Factory, a spin-off of our EU-projects CGAL and GALIA.
With Daimler-Chrysler we are cooperating on assembly simulation and geometric packing. Joachim
Reichel is paid by this cooperation.
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14 Publications
Books
[1] U. Meyer, P. Sanders, and J. Sibeyn. Algorithms for Memory Hierarchies. Number 2625 in Lecture
Notes in Computer Science. Springer, Berlin, 2003.
In Journals and Book Chapters
[1] E. Althaus, H.-P. Lenhof, O. Kohlbacher, and P. Mu¨ller. A combinatorial approach to protein docking
with flexible side chains. Journal of Computational Biology, 9(4):597–612, August 2002.
[2] E. Althaus and K. Mehlhorn. Traveling salesman-based curve reconstruction in polynomial time. SIAM
Journal on Computing, 31(1):27–66, 2001.
[3] L. Arge, U. Meyer, L. Toma, and N. Zeh. On external-memory planar depth first search. Journal of
Graph Algorithms and Applications, 2003. Accepted for publication, to appear.
[4] D. Bader, B. Moret, and P. Sanders. Algorithm engineering for parallel computation. In R. Fleischer,
B. Moret, and E. M. Schmidt, editors, Experimental Algorithmics, volume 2547 of LNCS, survey 1,
pages 1–23. Springer, Berlin, 2002.
[5] C. Banderier. Random maps, coalescing saddles, singularity analysis, and airy phenomena. Random
Structures & Algorithms, 19(3-4):194–246, 2001.
[6] C. Banderier. Basic analytic combinatorics of directed lattice paths. Theoretical Computer Science,
274(1-2):39, 2002.
[7] C. Banderier. Generating functions for generating trees. Discrete Mathematics, 244:27, 2002.
[8] H. Bast, K. Mehlhorn, G. Scha¨fer, and H. Tamaki. A heuristic for Dijkstra’s algorithm with many
targets and its use in weighted matching algorithms. Algorithmica, 36(1):75–88, 2003.
[9] H. Bro¨nnimann, C. Burnikel, and S. Pion. Interval arithmetic yields efficient dynamic filters for com-
putational geometry. Discrete Applied Mathematics, 109(1/2):25–47, April 2001.
[10] S. Burkhardt and J. Ka¨rkka¨inen. Better filtering with gapped q-grams. Fundamenta Informaticae,
2003.
[11] C. Burnikel, S. Funke, and M. Seel. Exact geometric computation using cascading. International Journal
of Computational Geometry & Applications, 11(3):245–266, 2001.
[12] R. Cole, K. Ost, and S. Schirra. Edge-coloring bipartite multigraphs in o(e log d) time. Combinatorica,
21(1):5–12, 2001.
[13] A. Crauser and P. Ferragina. A theoretical and experimental study on the construction of suffix arrays
in external memory. Algorithmica, 32(1):1–35, January 2002.
[14] A. Crauser, P. Ferragina, K. Mehlhorn, U. Meyer, and E. A. Ramos. Randomized external-memory
algorithms for line segment intersection and other geometric problems. International Journal of Com-
putational Geometry & Applications, 11(3):305–337, June 2001. Special issue edited by J Hershberger:
Selected Papers from the Fourteenth ACM Symposium on Computational Geometry, Minneapolis, MN,
June, 1998.
[15] B. Csaba. Proof of a conjecture of bollobas and eldridge for graphs of maximum degree three. Combi-
natorica, 23(1):35–72, 2003.
[16] D. Fotakis and P. Spirakis. Minimum congestion redundant assignments to tolerate random faults.
Algorithmica, 32(3):396–422, 2002.
[17] S. Funke and K. Mehlhorn. Look - a lazy object-oriented kernel for geometric computation. Computa-
tional Geometry - Theory and Applications, 22(1-3):99–118, April 2002.
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[18] J. Ka¨rkka¨inen and S. S. Rao. Full-text indexes in external memory. In U. Meyer, P. Sanders, and
J. Sibeyn, editors, Algorithms for Memory Hierarchies, volume 2625 of Lecture Notes in Computer
Science, chapter Chapter 7, pages 149–170. Springer, Berlin, 2003.
[19] L. Kettner, D. Kirkpatrick, A. Mantler, J. Snoeyink, B. Speckmann, and F. Takeuchi. Tight degree
bounds for pseudo-triangulations of points. Computational Geometry - Theory and Applications, 25(1-
2):3–12, 2003.
[20] L. Kettner and S. Na¨her. Two computational geometry libraries: LEDA and CGAL. In J. E. Goodman
and J. O’Rourke, editors, Handbook of Discrete and Computational Geometry, page 27. CRC Press
LLC, Boca Raton, FL, 2003. (to appear).
[21] L. Kettner, J. Rossignac, and J. Snoeyink. The Safari interface for visualizing time-dependent volume
data using iso-surfaces and contour spectra. Computational Geometry - Theory and Applications, 25(1-
2):97–116, 2003.
[22] P. Krysta. Approximating minimum size 1,2-connected networks. Discrete Applied Mathematics,
125:267–288, 2003.
[23] P. Krysta and R. Solis-Oba. Approximation algorithms for bounded facility location. Journal of Com-
binatorial Optimization, 5(2):233–247, June 2001.
[24] V. S. A. Kumar. Coupling vs. conductance for the Jerrum-Sinclair chain. Random Structures & Algo-
rithms, 18:1–17, January 2001.
[25] C. McGeoch, P. Sanders, R. Fleischer, P. R. Cohen, and D. Precup. Using finite experiments to
study asymptotic performance. In R. Fleischer, B. Moret, and E. M. Schmidt, editors, Experimental
Algorithmics, volume 2547 of LNCS, survey 5, pages 93–126. Springer, Berlin, 2002.
[26] K. Mehlhorn and S. Meiser. Furthest site abstract Voronoi diagrams. International Journal of Compu-
tational Geometry & Applications, 11(6):583–616, 2001.
[27] K. Mehlhorn, V. Priebe, G. Scha¨fer, and N. Sivadasan. All-pairs shortest-paths computation in the
presence of negative cycles. Information Processing Letters, 81(6):341–343, 2002.
[28] K. Mehlhorn and G. Scha¨fer. Implementation of O(nm log n) weighted matchings in general graphs:
The power of data structures. Journal of Experimental Algorithmics, 7, 2002.
[29] K. Mehlhorn and S. Schirra. Exact computation with leda real - theory and geometric applications. In
G. Alefeld, J. Rohn, S. Rump, and T. Yamamoto, editors, Symbolic Algebraic Methods and Verification
Methods, Springer Mathematics, pages 163–181. Springer, Wien, Austria, January 2001.
[30] U. Meyer. Average-case complexity of single-source shortest-pathalgorithms: lower and upper bounds.
Journal of Algorithms, 2003. Accepted for publication, to appear.
[31] U. Meyer and J. F. Sibeyn. Oblivious gossiping on tori. Journal of Algorithms, 42(1):1–19, January
2002.
[32] R. Niedermeier, K. Reinhard, and P. Sanders. Towards optimal locality in mesh-indexings. Discrete
Applied Mathematics, 117(1-3):211–237, 2002.
[33] T. Polzin and S. Vahdati. A comparison of Steiner tree relaxations. Discrete Applied Mathematics,
112:241–261, August 2001.
[34] T. Polzin and S. Vahdati. Improved algorithms for the Steiner problem in networks. Discrete Applied
Mathematics, 112:263–300, August 2001.
[35] T. Polzin and S. Vahdati. On steiner trees and minimum spanning trees in hypergraphs. Operations
Research Letters, 31(1):12–20, January 2003.
[36] E. A. Ramos. An optimal deterministic algorithm for computing the diameter of a three-dimensional
point set. Discrete and Computational Geometry, 26(2):233–244, 2001.
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[37] E. A. Ramos. Solving some discrepancy problems in nc. Algorithmica, 29(3):371–395, 2001.
[38] E. A. Ramos, N. M. Amato, and M. T. Goodrich. A randomized algorithm for triangulating a simple
polygon in linear time. Discrete and Computational Geometry, 26(2):246–265, September 2001.
[39] R. Ray. Computing large planar regions in terrains, with an application to fracture surface. Discrete
Applied Mathematics (DAM), May.
[40] P. Sanders. Presenting data from experiments in algorithmics. In R. Fleischer, B. Moret, and E. M.
Schmidt, editors, Experimental Algorithmics, volume 2547 of LNCS, survey 9, pages 181–196. Springer,
Berlin, 2002.
[41] P. Sanders. Randomized receiver initiated load balancing algorithms for tree shaped computations. The
Computer Journal, 45(5):561–573, 2002.
[42] P. Sanders and R. Solis-Oba. How helpers hasten h-relations. Journal of Algorithms, 41:86–98, 2001.
[43] P. Sanders, R. Vollmar, and T. Worsch. Feasible models of computation: Three-dimensionality and
energy consumption. Fundamenta Informaticae, 52(1-3):233–248, 2002.
[44] U. Wendt, K. Lange, M. Smid, R. Ray, and K. D. To¨nnies. Surface topography quantification by integral
and feature-related parameters. Materialwissenschaft und Werkstofftechnik, 33(10):621–627, October
2002.
In Conference Proceedings
[1] M. Adler, H. Ra¨cke, N. Sivadasan, C. Sohler, and B. Vo¨cking. Randomized pursuit-evasion in graphs. In
P. Widmayer, F. Triguero, R. Morales, M. Hennessy, S. Eidenbenz, and R. Conejo, editors, Automata,
Languages and Programming : 29th International Colloquium ; proceedings (ICALP-02), volume 2380
of Lecture Notes in Computer Science, pages 901–912, Ma´laga, Spain, July 2002. EATCS, Springer.
[2] P. Agarwal, T. Hagerup, R. Ray, M. Sharir, M. Smid, and E. Welzl. Translating a planar object to
maximize point containment. In R. Moehring and R. Raman, editors, Algorithms - ESA 2002, volume
2461 of Lecture Notes in Computer Science, pages 42–53, Rome, Italy, September 2002, September 2002.
EATCS, Springer.
[3] E. Althaus, A. Bockmayr, M. Elf, T. Kasper, M. Ju¨nger, and K. Mehlhorn. Scil - symbolic constraints
in integer linear programming. In R. Mo¨hring and R. Raman, editors, Proceedings of the 10th Annual
European Symposium on Algorithms, volume 2461 of Lecture Notes in Computer Science, pages 75–87,
Rom, Italy, September 2002. Springer.
[4] E. Althaus, G. Calinescu, I. Mandoiu, S. Prasad, N. Tchervenski, and Z. Alexander. Power efficient range
assignment in ad-hoc wireless. In Proceedings of the IEEE Wireless Communications and Networking
Conference (WCNC), pages 1889–1894, New Orleans, USA, March 2003. IEEE.
[5] E. Althaus, A. Caprara, H.-P. Lenhof, and K. Reinert. Multiple sequence alignment with arbitrary
gap costs: Computing an optimal solution using polyhedral combinatorics. In T. Lengauer and H.-
P. Lenhof, editors, Proceedings of the European Conference on Computational Biology, volume 18 of
Bioinformatics, pages S4–S16, Saarbru¨cken, October 2002. Oxford University Press.
[6] E. Althaus, D. Duchier, A. Koller, K. Mehlhorn, J. Niehren, and S. Thiel. An efficient algorithm for the
configuration problem of dominance graphs. In Proceedings of the 12th Annual ACM-SIAM Symposium
on Discrete Algorithms (SODA-01), pages 815–824, Washington DC, USA, January 2001. ACM.
[7] E. Althaus and C. Fink. A polyhedral approach to surface reconstruction from planar contours. In W. J.
Cook and A. S. Schulz, editors, Proceedings of the 9th International Conference on Integer Programming
and Combinatorial Optimization, volume 2337 of LNCS, pages 258–272, Cambridge, USA, May 2002.
Springer.
[8] E. Althaus, T. Polzin, and S. Vahdati Daneshmand. Improving linear programming approaches for
the steiner tree problem. In Proceedings of the Second International Workshop on Experimental and
Efficient Algorithms (WEA), Lecture Notes in Computer Science, Ascona, Switzerland, 2003. Springer.
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[9] M. Andreou, D. Fotakis, S. Nikoletseas, V. Papadopoulou, and P. Spirakis. On radiocoloring hierar-
chically specified planar graphs: Pspace-completeness and approximations. In K. Diks and W. Rytter,
editors, Proceedings of the 27th Conference on Mathematical Foundations of Computer Science (MFCS
2002), volume 2420 of Lecture Notes in Computer Science, pages 81–92, Warsaw, Poland, August 2002.
Springer.
[10] L. Arge, U. Meyer, L. Toma, and N. Zeh. On external-memory planar depth first search. In F. Dehne,
J.-R. Sack, and R. Tamassia, editors, Proceedings of the 7th International Workshop on Algorithms
and Data Structures (WADS-01), volume 2125 of Lecture Notes in Computer Science, pages 471–482,
Providence, Rhode Island, USA, August 2001. Springer.
[11] H. Bast. Scheduling at twilight the easy way. In A. Ferreira and H. Alt, editors, Proceedings of the 19th
International Symposium on Theoretical Aspects of Computer Science (STACS 2002), volume 2285
of Lecture Notes in Computer Science, pages 166–178, Antibes, Juan-Les-Pins, France, March 2002.
Springer.
[12] R. Beier, P. Sanders, and N. Sivadasan. Energy optimal routing in radio networks using geometric
data structures. In Proceedings of the 29th International Colloquium on Automata, Languages and
Programming, volume 2380 of LNCS, pages 366–376, Malaga, 2002. EATCS, Springer.
[13] R. Beier and B. Vo¨cking. Random knapsack in expected polynomial time. In Proceedings of the 35rd
Annual ACM Symposium on Theory of Computing (STOC-03), San Diego, USA, 2003. ACM.
[14] N. Beldiceanu, Q. Guo, and S. Thiel. Non-overlapping constraints between convex polytopes. In
T. Walsh, editor, Proceedings of the 7th International Symposium on Principles and Practice of Con-
straint Programming (CP-01), volume 2239 of Lecture Notes in Computer Science, pages 392–407,
Paphos, Cyprus, November 2001. Springer.
[15] E. Berberich, A. Eigenwillig, M. Hemmer, S. Hert, K. Mehlhorn, and E. Scho¨mer. A computational
basis for conic arcs and boolean operations on conic polygons. In R. Mo¨hring and R. Raman, editors,
Algorithms - ESA 2002, volume 2461 of Lecture Notes in Computer Science, pages 174–186, Rome,
Italy, September 2002. Springer.
[16] P. Berman and P. Krysta. Optimizing misdirection. In Proceedings of the 14th ACM-SIAM Symposium
on Discrete Algorithms (SODA-03), pages 192–201, Baltimore, MD, 2003. ACM.
[17] S. Burkhardt and J. Ka¨rkka¨inen. Better filtering with gapped q-grams. In A. Amir and G. Landau,
editors, Proceedings of the 12th Annual Symposium on Combinatorial Pattern Matching, volume 2089
of Lecture Notes in Computer Science, pages 73–85, Jerusalem, Israel, July 2001. Springer.
[18] S. Burkhardt and J. Ka¨rkka¨inen. One-gapped q-gram filters for Levenshtein distance. In A. Apostolico
and M. Takeda, editors, Proceedings of the 13th Annual Symposium on Combinatorial Pattern Matching,
volume 2373 of Lecture Notes in Computer Science, pages 225–234, Fukuoka, Japan, July 2002. Springer.
[19] C. Burnikel, S. Funke, K. Mehlhorn, S. Schirra, and S. Schmitt. A separation bound for real algebraic
expressions. In F. Meyer auf der Heide, editor, Proceedings of the 9th Annual European Symposium
on Algorithms (ESA-01), volume 2161 of Lecture Notes in Computer Science, pages 254–265, Aarhus,
Denmark, August 2001. Springer.
[20] S.-W. Cheng, S. Funke, M. Golin, P. Kumar, S.-H. Poon, and E. Ramos. Curve reconstruction from
noisy samples. In Proceedings of the 19th Annual Symposium on Computational Geometry (SCG-03),
pages 420–429, San Diego, USA, 2003. ACM.
[21] B. Csaba, P. Krysta, and M. Karpinski. Approximability of dense and sparse instances of minimum
2-connectivity, tsp and path problems. In Proceedings of the 13th ACM-SIAM Symposium on Discrete
Algorithms (SODA-02), pages 74–83, San Francisco, CA, USA, 2002. ACM.
[22] A. Czumaj, P. Krysta, and B. Voecking. Selfish traffic allocation for server farms. In Proceedings of the
34th ACM Symposium on Theory of Computing (STOC-02), pages 287–296, Montreal, Canada, 2002.
ACM.
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[23] A. Czumaj and B. Vo¨cking. Tight bounds for worst-case equilibria. In Proceedings of the Thirteenth
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA 2002), 1018, pages 413–420, San Fran-
cisco, USA, 2002. ACM.
[24] R. Dementiev and P. Sanders. Asynchronous parallel disk sorting. In Proceedings of the 15th ACM
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3 Automated Theorem Proving
In the area of automated theorem proving for first-order logic we have always been concentrating
our research on (i) the development of efficient deductive calculi, (ii) uniform methods for con-
structing decision procedures for first-order theories and for fragments of first-order logic, (iii) the
reconstruction of modal and other non-classical logics within fragments of first-order logic, (iv)
combining theory reasoning for concrete data structures (numbers, lists, arrays) and for specific
algebraic varieties (groups, rings, lattices) with general first-order reasoning for free symbols, (v)
analysing the complexity of logics and formal theories, (vi) solving concrete algorithmic problems
related to deduction, and (vii) exploring the borderline between logic programming and automated
reasoning.
During the period covered by this report most of our research falls into (i), (iv), (vi), and (vii).
Our present work under (i) and (iv) is guided by the desire to be able to incorporate black-box
decision procedures into general first-order reasoning. Decision procedures exist on one hand for
specific structures (numbers, lists, arrays) and, on the other hand, for fragments of first-order
logic (propositional fragment, monadic class, guarded fragment, Bernays-Scho¨nfinkel class). One
would like to employ the first kind of procedures in applications (e.g., in program verification)
where concrete data structures are extended by axiomatically defined free functions for interface
specifications. Procedures of the second kind typically embed certain restricted principles of logical
reasoning that can be implemented with specific efficient data structures.
The combination problems that arise for the two kinds of decision procedures appear to be
completely different. In the first case, theorem proving problems involving defined and free function
symbols need to be split into pure problems involving only one of the two kinds of symbols, and the
results of solving the purified problems have to be combined. The problem is complex, and with
our work on integrating Shostak solvers into superposition we have only taken the very first steps.
In the second case the restricted logical reasoning embodied in a decision procedure for some
logical fragment can only be fruitfully employed when eliminating complex dependencies between
variables. Instantiation-based calculi of first-order reasoning whereby first-order logic is viewed
as schematic propositional logic appear to be a useful starting point. We were able to describe
a resolution-based scheme of instance generation for first-order clauses where, by instantiating
variables with ground terms in a systematic manner, variable dependencies that are disallowed in
some given decidable clause class are effectively eliminated so that the decision procedure becomes
applicable to the instances. For the first time this allows one to employ a decision procedure for a
clausal fragment of first-order logic also for sample problems that fall outside the class.
In the subarea (vi) we can report on a quite surprising result. We were able to show that
the problem of Knuth-Bendix orientablility of first-order equations is solvable in polynomial time.
That is, given a set of equations, one can efficiently compute weights for function symbols and
precedences among them (so they exist) so that the Knuth-Bendix ordering with weights and
precedence as computed orients the equations into a terminating rewrite system. This result is
important in the context of superposition-based theorem proving where good performance requires
one to automatically find suitable such term orderings.
3.1 Fundamental Deductive Calculi
Investigators: Harald Ganzinger, Konstantin Korovin, in collaboration with Ju¨rgen Stuber
In this area new work has started on so-called instantiation-based calculi for first-order logic.
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Instantiation-Based theorem proving
Most methods for automated theorem proving interleave, in one way or another, the two processes:
(i) the enumeration of suitable instances of clauses, and (ii) a demonstration of their propositional
unsatisfiability. Instantiation-based calculi separate these two aspects conceptually while at the
same time exploring new ways of their interleaving. The spectrum ranges from using Sat proce-
dures as black boxes, thereby benefiting from recent remarkable improvements in the performance
of propositional Sat procedures, to fine-grained methods of interleaving a` la resolution or a` la
Davis/Putnam.
Although instantiation-based theorem proving methods have attracted more interest recently,
still too little is known about how instance generation can be effectively restricted and guided,
how global redundancies can be eliminated, and how effective and fair saturation strategies can be
efficiently implemented.
Our work in [4] gives new answers to some of these questions by studying some fundamental
inference systems for instance generation. Using methods developed in [1, 2] we prove the com-
pleteness of these calculi by showing that they have the property of counterexample reduction for
certain candidate models. This allows us to introduce redundancy elimination techniques similar
to the ones known in resolution-based theorem proving.
Another contribution of this work are novel inference systems for partial instantiation. We
describe a resolution-based scheme of instance generation for first-order clauses where, by instan-
tiating in a systematic manner only some of the variables with ground terms, problematic variable
dependencies are effectively eliminated. Only non-problematic dependencies as they can be handled
by a decision procedure for some clausal fragment at hand (e.g., the monadic class, the guarded
fragment) remain. For the first time this allows one to employ a decision procedure for a clausal
fragment of first-order logic also for sample problems that fall outside the class.
Equivalences and Lazy Quantifier Elimination
Almost all automated first-order provers work with a clause representation of the formula to be
proved. This requires a separate preprocessing where in particular equivalences and quantifiers are
eliminated. That CNF transformation may obscure the logical structure to an extent making sub-
sequent proof search very difficult, if not impossible. In [6] we described an approach to automated
first-order theorem proving based on superposition where a compromise is sought between pre-
serving formula structure, in particular quantifiers, and performing logical reasoning, in particular
formula simplification, efficiently on clausal data structures. More specifically, we described and
proved refutationally complete a clausal inference system, where literals in clauses can be equations
between terms or equivalences between arbitrary first-order formulas. Term equations give rise to
the usual superposition inferences, and so do equivalences when the larger side in the formula or-
dering is an atomic formula. The smaller side of an equivalence can be any formula. If the larger
side of an equivalence literal is a non-atomic formula and if that literal is selected for inference,
the formula is simplified by an analytic expansion rule. This inference system allows one to reason
with equivalences as they might arise from definitions or lemmas in a natural way, and in particular
use orientable equivalences as simplification rules, even if they are guarded by side conditions in a
clausal context.
A closely related calculus was implemented in the Saturate system [5] and has proved to be
useful in an encouraging number of cases. We have carried out practical experiments on various
formalizations of fragments of set theory and from a proof of the Church-Rosser property of the
lambda calculus. Experience shows that the proof search becomes more goal-oriented and generates
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much fewer clauses until a proof is found. Although Saturate is comparatively slow, this allows it
to be competitive with Vampire [7] and E-Setheo [8] on the set theory examples that were used in
the first-order division of the last CASC competition [3].
This work, started with the implementation efforts in the Saturate system and now revisited in
a theoretical setting, should also be viewed as a first step towards closing the large gap in logical
notation used in interactive theorem provers for higher-order logic at one side, and present-day
automated provers a` la E-Setheo, SPASS, or Vampire at the other side of the spectrum. That gap
needs to be closed for any successful integration of automated provers into interactive ones. To
close that gap even further, first-order provers should also understand some restricted higher-order
notation. Steps into this direction might be facilitated with our present results.
References
[1] L. Bachmair and H. Ganzinger. Rewrite-based equational theorem proving with selection and simplifica-
tion. J. Logic and Computation”, 4(3):217–247, 1994. Revised version of Research Report MPI-I-91-208,
1991.
[2] L. Bachmair and H. Ganzinger. Resolution theorem proving. In J. A. Robinson and A. Voronkov,
editors, Handbook of Automated Reasoning, volume 1, chapter 2, pages 19–99. Elsevier, Amsterdam,
the Netherlands, 2001.
[3] The CADE-18 ATP System Competition (CASC-18), 2002. http://www.cs.miami.edu/~tptp/CASC/
18/.
[4]• H. Ganzinger and K. Korovin. New directions in instantiation-based theorem proving. In P. Kolaitis,
editor, Proceedings of the 18th IEEE Symposium on on Logic in Computer Science, Ottawa, Canada,
2003. Institute of Electrical and Electronics Engineers (IEEE), IEEE Computer Society. To appear.
[5] H. Ganzinger, R. Nieuwenhuis, and P. Nivela. The Saturate system. System available at
http://www.mpi-sb.mpg.de/SATURATE/, 1994.
[6]• H. Ganzinger and J. Stuber. Superposition with equivalence reasoning and delayed clause normal form
transformation. In F. Baader, editor, Proceedings of the 19th International Conference on Automated
Deduction (CADE-19), Lecture Notes in Artificial Intelligence, Miami, Florida, July 2003. Springer. To
appear.
[7] A. Riazanov and A. Voronkov. The design and implementation of Vampire. AI Communications,
15(2-3), 2002.
[8] S. Schulz. E-Setheo. http://www4.informatik.tu-muenchen.de/~schulz/WORK/e-setheo.html.
3.2 Theory Reasoning
Investigators: Harald Ganzinger, Thomas Hillenbrand, Viorica Sofronie-Stokkermans, Uwe Wald-
mann
Understanding Shostak’s Method
Shostak [11] introduced a procedure that decides the universal fragment of the theory of equality.
This congruence closure procedure can be combined with decision procedures for other theories,
provided they are what Shostak called “canonizable” and “solvable”. Shostak’s procedure is at
the core of several theorem proving systems, including PVS [9], STeP (Manna et al. 1995) and
SVC [1]. Previous papers have often suffered from a too technical description of the procedure.
Consequently completeness of those formulations of Shostak’s procedure has always been difficult
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to prove. Kapur in [6] compiles a list of technical problems with some of the attempts published
in the literature.
More recently several papers including [3], [17], [10], and [2] have helped in advancing the status
of this matter. In [4] we contributed to this clarification by showing that Shostak’s method can be
understood, in a formal sense, as a refinement of a special case of the Nelson/Oppen combination
method [8]. This provides one with a completeness proof for Shostak’s method that is indepen-
dent of any first-order representation of a Shostak theory by reusing completeness proofs for the
Nelson/Oppen method such as the one in [16]. We also clarified an issue regarding first-order repre-
sentations of Shostak theories. We introduced a notion of so-called σ-models and showed that with
Shostak’s procedure one cannot distinguish a theory from its class of σ-models. Previous definitions
of σ-models, in particular the one given in [10], do not have this property and, in fact, are too weak
to be useful in practice. We also showed that decision procedures for theories that are not stably
infinite can be combined the Nelson/Oppen style in a complete manner with congruence closure.
Superposition modulo Shostak Theories
Deduction in the combination of built-in and free theories has been an important topic of research
for more than twenty years. One main motivation stems from program analysis, where one has to
reason about standard theories and data structures like numbers and arrays as well as about free
function symbols that occur naturally when abstracting over subroutines.
Deduction methods for combined theories can be roughly split into two groups: In white-box
approaches, theory knowledge is tightly integrated into individual inference rules of the general
deductive system. Examples include [19, 20], where we have integrated the axioms of cancellative
abelian monoids and (divisible torsion-free) abelian groups into the strict superposition calculus,
and [18], where cancellative superposition and chaining calculi have been combined in a refutation-
ally complete calculus for theorem proving in the presence of the axioms of totally ordered divisible
abelian groups.
On the other hand, in black-box approaches theory modules are linked in a modular fashion to a
general deductive system and the interaction between both is limited to a relatively small interface.
In [5] we have investigated the integration of Shostak theories into superposition. Shostak theories
are theories that have canonizers and solvers: A solver is essentially a unitary unification algorithm,
that transforms an equation between two arbitrary terms either into an equivalent set of equations
with variables on the left-hand side, or into ⊥ (if the equation is unsatisfiable). A canonizer is
a procedure that transforms every term into some normal form with respect to the given theory.
Combining the Shostak-style components for deciding the clausal validity problem with the ordering
and saturation techniques developed for equational reasoning, we derive a refutationally complete
calculus on mixed ground clauses. The lifting problem has been only partially solved and is left for
future work. The calculus works modulo a Shostak theory in the sense that it operates on canonizer
normal forms. The canonizer and the solver become simplification devices that allow us to replace
theory equality by syntactic equality and to deal efficiently with overlaps between theory axioms
and other axioms.
Combination of algebraic and logical methods for automated theorem proving
In previous work we studied and extended the Priestley representation theorem for distributive
lattices with operators. We showed that representation theorems can be successfully used for
efficient automated theorem proving for the universal theory of various classes of distributive lattices
with operators, and for studying unification in the class of bounded distributive lattices.
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We have recently extended our results in the following directions.
• We proved that similar ideas can also be used for various kinds of many-sorted distributive
lattices with operators.
• We showed that this type of methods extend, in a uniform way, to more general classes of
semilattices and lattices with operators.
Our work was motivated by the fact that many inference problems in non-classical logics can
be formulated as word problems with respect to classes of lattices with operators. In fact, also
various problems which occur in terminological databases, such as the problem of checking concept
subsumption with respect to terminologies (TBoxes), can be formulated as uniform word problems
with respect to classes of Boolean algebras, or distributive lattices with operators.
Uniform word problems in classes of distributive lattices with bridging operators In
[12] we proposed a method for automated theorem proving in the universal theory of certain varieties
of distributive lattices with operators. [15] extends these results by taking into account a wider
class of operators, encompassing, besides interpretations of logical connectives such as the modal
operators for necessity and possibility, also operators which are order-preserving in some of their
arguments and order-reversing in other arguments. A typical example of operators with such
properties are the interpretations of various kinds of implications in non-classical logics. This made
it possible to consider, in addition, also (generalizations of) residuation conditions.
In [13] we show that the results also extend in a natural way to several classes of many-sorted
distributive lattices with operators. This generalization allows us to consider, for instance, Galois
connections between different distributive lattices, or operators which associate numerical values
to lattice elements. Besides their intrinsic theoretical interest, such algebras are also important in
applications: for instance in description logics numerical features are often expressed by using maps
that associate numerical values to sets (more generally, to lattice elements). We first establish a
link between satisfiability of universal sentences with respect to algebraic models and satisfiability
with respect to certain classes of (many-sorted) relational structures. These results allow us to give
a method for translation to clause form of universal sentences. Time efficient decidability results
(exptime) are obtained using resolution or hyperresolution. Links between hyperresolution and
tableau methods are also discussed, and a space-efficient (pspace) tableau procedure for checking
satisfiability of formulae of type t1 ≤ t2 is obtained by using a hyperresolution calculus.
The resolution-based algorithms we give are formulated as decision procedures for the uniform
word problem or for the universal clause theory of such classes of algebras. All these methods yield,
in fact, decision procedures for the universal theory of the corresponding classes of algebras.
Representation theorems for lattices and semilattices with operators and applications
In [14] we give a uniform presentation of representation and decidability results related to the
Kripke-style semantics of several non-classical logics. We show that a general representation theo-
rem (which has as particular instances the representation theorems as algebras of sets for Boolean
algebras, distributive lattices and semilattices) extends in a natural way to several classes of oper-
ators and allows to establish a relationship between algebraic and Kripke-style models. We show
that all such representation theorems follow a general pattern:
(a) the duality theorems are relaxed by ignoring the topology on the dual spaces, and reduced to
representation theorems as algebras of sets ηA : A ↪→ E(D(A)),
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(b) relations and maps on D(A) are associated with the operators of A according to a general
pattern,
(c) operators on E(D(A)) are associated with the relations and maps on D(A), again according
to a general pattern,
(d) it is proved that the maps ηA : A → E(D(A)) are homomorphisms also with respect to the
additional operators.
The representation theorems obtained this way are used to identify (i) a class of structures to be
used as bases for the relational models to be defined, and (ii) a general way of associating with
every algebraic structure a structure in that class.
We illustrated our ideas for several classes of logics based on distributive lattices with operators,
but also for other logics having as algebraic models residuated lattices or semilattices, such as BCC
and related logics, and the full Lambek calculus. Finally, we also showed how the Kripke-style
models thus obtained can be used (if first-order axiomatizable) for automated theorem proving by
resolution for some non-classical logics, and pointed out some situations in which resolution can be
used as a decision procedure.
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3.3 Algorithmic Prover Infrastructure
Investigators: Harald Ganzinger, Konstantin Korovin, Hans de Nivelle, in collaboration with R.
Nieuwenhuis, P. Nivela, and A. Voronkov
We have continued to study specific algorithmic aspects of theorem prover implementation, in-
cluding indexing data structures, splitting in saturation derivations, proof generation, and ordering
constraint solving.
Splitting through New Propositional Symbols
The splitting rule is a tableau-like rule, which is often used by resolution provers. In case the search
state contains a clause of form C1 ∨ C2, which contains no shared variables between C1 and C2,
then the prover applies backtracking. The prover first replaces C by C1. If it succeeds in refuting
C1, then it restores its original state, replaces C by C2, and tries to refute C2.
This rule has turned out very useful in practice. Not only does it enable the prover to find
many proofs that otherwise would have been out of its reach, it also enables the prover to find
saturations that it would not find otherwise. In addition, there are decision procedures [5], [7], [6],
which rely on the splitting rule.
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The disadvantage of the splitting rule is that it is hard to implement. The prover has to
make modifications of its proof state in such a manner that they can be undone. This requires
additional administration, which slows down the inference speed, and which significantly increases
the complexity of the main loop.
For this reason, it has been proposed by many people to replace splitting-through-backtracking
by splitting-through-new-symbols. Splitting through new symbols works as follows: Clause C1∨C2
is replaced by two clauses ¬p ∨ C1 and C2 ∨ p, where p is a new propositional symbol. In the first
clause, ¬p is selected. In the second clause p is put minimal. In this way, clause C2 is blocked until
C1 is refuted. The advantages of this approach are obvious: Instead of modifying the structure of
the resolution prover, one now only has to add one new derivation rule.
Unfortunately, splitting through new symbols does not fully capture all advantages of splitting
through backtracking. The reason for this is that it hampers backward simplification and subsump-
tion: Suppose that after assuming C1, some clause D1 is derived that backward subsumes/simplifies
a clause D2 that was derived before the split took place. In that case, D1 ∨ p will not backward
subsume/simplify the clause D2, because of p. In [1], the following solution for this problem is
proposed: Instead of deleting D2, replace it by ¬p ∨ D2. This obtains the desired effect: D2 is
’switched off’ as long as C1 is not refuted. After that, it becomes available again. In this way, the
full strength of backward simplification is preserved, without having to change the structure of the
resolution prover.
Proof Generation from Resolution Theorem Provers
Theorem provers are complicated pieces of software, containing up to 100,000 lines of code. In order
to make the prover sufficiently efficient, complicated datastructures are implemented in low level
languages. As a consequence, theorem provers could contain errors. One of the possible applications
for automated theorem proving is the verification of critical software. In order to obtain sufficient
reliability for safety critical applications, the prover has to construct a formal proof, which can be
independently checked by a simple program.
In [4], it is shown how to generate proofs in type theory from resolution on the clause level, and
a certified program in COQ for the transformation to Clausal Normal Form (CNF) is presented.
In [2], it is discussed how to obtain explicit proofs in type theory from the CNF-transformation.
Three technical problems are discussed and solved:
• How to handle introduction of new names. New names are either Skolem functions or defini-
tions for subformulas. Skolem functions can be introduced through choice axioms, Definitions
for subformulas can be introduced through λ-abstraction.
• How to obtain proofs of acceptable size. Naive construction of proofs results in proofs of size
O(n3) in the size of the input formula. We show that appropriate proof normalization and
introduction of definitions results in a proof of linear size for most of the common transfor-
mations.
• How to handle improved Skolemization techniques. Standard Skolemization can be handled
by choice axioms. Optimized and strong Skolemization, as described in [14], could in principle
be handled by modified choice axioms, but this would result in too many, and too complicated
choice axioms. We show that both optimized and improved Skolemization can be reduced to
standard Skolemization. As a consequence, there is no need to introduce additional choice
axioms for optimized and strong Skolemization.
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Recently, in [3], we have shown that it is possible to construct short first-order logic proofs from
resolution refutations, that do not any use of higher-order principles at all. The resolution prover
can freely use the standard CNF-conversion techniques, including Skolemization and introduction
of definitions for subformulas, but afterwards they can be eliminated from the resulting proof
without significant increase in size. Although this does not make a difference as far as correctness
is concerned, it is much more elegant to avoid the use of higher-order principles in proofs of first-
order formulas. We have shown how to eliminated Skolem functions by encoding them into serial
relations so that resolution proofs can be quite directly transformed into natural deduction proofs
on the encoded clauses.
Knuth-Bendix orderings in automated deduction
Almost all saturation-based automated theorem proving procedures employ term orderings for
restricting inferences and for performing problem simplification. In an automated system suitable
such orderings have to be found automatically. Choosing a good ordering can make the difference
between finding a proof or getting lost in large uninteresting parts of the search space. The Knuth-
Bendix orderings (KBO) are a wide class of simplification orders playing an important role in
in this regard. We have continued studying important properties of the KBO, in particular the
orientability of systems of equations by the KBO and extensions thereof to orderings compatible
with associativity and commutativity (AC) axioms.
Orientability of systems of equalities is the following problem: given a system of equalities
s1 ' t1, . . . , sn ' tn, does there exist a simplification order  which orients the system, that is for
every i ∈ {1, ..., n}, either si  ti or ti  si. It appears to be a good heuristic to choose, whenever
possible, an ordering such that the initially given set of axioms of a theory, plus the ones derived by
saturation, can be oriented uniformly, independent of the respective instantiations. Based on our
previous work on orientability of term rewrite systems [13], in [12] we prove that the orientability
problem for systems consisting of equalities and term rewrite rules can be solved in polynomial
time when we restrict ourselves to the Knuth-Bendix orders.
Another problem, important for practical applications is designing AC-compatible extensions
of known simplification orders. Most of known AC-compatible simplification orders are based on
variants of recursive path orders. Despite the fact that the Knuth-Bendix orders are widely used
in automated deduction, there have been no AC-compatible counterpart known. In [11] we present
an extension of the KBO to AC-compatible orders, preserving attractive features of the KBO e.g.
they admit computationally efficient approximations like checking weights of terms.
Context Trees
Indexing data structures have a crucial impact on the performance of theorem provers. The indexes
have to store a large number of terms and to support the fast retrieval, for any given query term
t, of all terms in the index satisfying a certain relation with t, such as matching, unifiability, or
syntactic equality.
One important aspect makes indexing techniques in theorem proving essentially different from
indexing in other contexts such as functional or logic programming: the index is subject to insertions
and deletions. (If the index were stable and only of moderate size one could afford to spend
substantial compilation time in order to represent it, for instance, as a deterministic tree automaton
of possibly exponential size in the size of the patterns. Such an automata representation would
guarantee fast retrieval in time linear in the size of the query.)
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The amount of sharing of contexts catered for by substitution trees is generally higher than in
discrimination trees. In both data structures, however, two occurrences of a subterm can be shared
only if they occur in the same context.
As reported earlier, in [8] we developed a new indexing data structure, called context trees,
where, by means of a limited kind of context variables, certain common subterms can be shared,
even if they occur below different function symbols. The idea is that f(s) and g(s, t) can be
represented as F (s, t), with children F = f and F = g. Function variables such as F stand for
single function symbols only (although extensions to allow for more complex forms of second-order
terms are possible).
More recently, in [9] we have extended and refined our work on this data structure. In particular
we have shown that context trees can be implemented in a very compact and fast way by means
of abstract machine instructions in the style of [15]. Experiments with matching showed that our
implementation technique is competitive with tightly coded state-of-the-art implementations, in
particular the implementation of discrimination trees of the Waldmeister prover [10] and the code
trees of the Vampire prover [16].
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3.4 Logical Algorithms
Investigators: Harald Ganzinger, in collaboration with David McAllester
It is widely accepted that many algorithms can be concisely and clearly expressed as logical
inference rules. However, logic programming has been inappropriate for the study of the running
time of algorithms because there has not been a clear and precise model of the run time of a logic
program. In [1] we presented a first logic programming model of computation appropriate for the
study of the run time of a wide variety of algorithms. In that work, fundamental algorithmic prin-
ciples (dynamic programming, union-find, priority queues, stateful programming) are represented
by fundamental logic concepts (Horn clauses, equality, rule priorities, non-monotonic reasoning).
In [2] we have extended that work by allowing rule priorities to depend on the instantiation of
the rule. With this extension many more algorithms can be expressed in a concise and declarative
manner, and at the same time be executed on the logic engine with optimal complexity. While
the extension is natural from a logical point of view, it turned out to be surprisingly difficult to
extend the logic programming execution model so as to guarantee execution in O(n log n), with n
the number of prefix firings of the rules.
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3.5 Theorem Proving Techniques for Modal Logics
Investigators: Yevgeny Kazakov, Hans de Nivelle, Lilia Georgieva, Renate Schmidt
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Quantifier Elimination and Translation Methods The guarded fragment is a first-order
generalizations of modal and description logics which has similar nice properties. A subfragment,
called GF1−, is of particular interest to modal and description logics because unlike the guarded
fragment it can be decided by standard tableau systems. In previous work we have studied the
development of related hyperresolution decision procedures for GF1−. Extending this work, we de-
fined a clausal class called BU which captures the characteristic properties for ensuring decidability
by hyperresolution, while permitting term depth growth during the inference process [3, 4]. The
class BU generalizes GF1− and covers many familiar description logics, including description logics
not subsumed by GF1− and the corresponding extended propositional modal logics. A problem
closely related to the satisfiability problem is the problem of generating (counter-)models. There-
fore, another topic in [3, 4] has been the use of hyperresolution as a procedure for automatically
constructing (minimal) Herbrand models for BU and hence also GF1−.
Computing the first-order equivalent (if it exists) for a modal formula amounts to the elimination
of the universal monadic second-order quantifiers expressing the validity in a frame of that formula
or, equivalently, the elimination of the existential monadic second-order quantifiers expressing the
satisfiability of the formula. The best known algorithm for elimination of existential second-order
quantifiers is scan, developed by [2]. Unfortunately, it is provably impossible for such a reduction
(by scan or any other method) to be always successful, even if there is a simpler equivalent formula
for a second-order logic formula. It is known that scan can compute the frame correspondence
properties for very many well-known modal axioms such as T , 4, 5, etcetera. These axioms are
examples of Sahlqvist formulae. Therefore, we asked ourselves as to whether scan would be
complete for the entire Sahlqvist class. In [5] we prove the answer to be positive. To our knowledge
this is the first completeness result of its kind for an automated second-order quantifier elimination
procedure.
In [7] we present a translation principle, called the axiomatic translation, for reducing proposi-
tional modal logics with background theories, including triangular properties such as transitivity,
Euclideanness and functionality, to decidable logics. The goal of the axiomatic translation prin-
ciple can be seen to be to find simplified theories, which capture the inference problems in the
original theory, but in a way that is more amenable to automation and easier to deal with by
existing theorem provers. The principle of the axiomatic translation is conceptually very simple
and can be largely automated. Soundness is automatic under reasonable assumptions, and termi-
nation of ordered resolution is easily achieved, but the non-trivial part of the approach is proving
completeness.
Complexity and Practical Algorithms for Description Logics Description Logics are
knowledge representation formalisms which typically are decidable fragments of first order logic.
Despite the fact that most description logics have relatively high complexity (PSPACE or
EXPTIME), useful practical decision procedures have been developed. One explanation of this
phenomenon seems to be that formulas exhibiting cases of worst complexity for these algorithms
are usually so artificial that they scarcely occur in practical applications. One the other hand,
the complexity study for description logics may help to identify provably tractable subfragments
of description logics. We hope that the understanding of the sources of complexities in description
logics may help in the engineering of practical inference engines.
Although the complexity classifications for many description logics have been given, some open
problems have been left, among which, the exact complexity of the logic FL0, which allows for
conjunctions and universal quantifications only [1]. In [6] we proved the PSPACE-completeness
of this logic (with so-called descriptive semantics) using automata theoretic constructions, thus
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solving a problem which had been open for more than ten years (the hardness part).
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4 Program Analysis and Verification
Investigators: Andreas Podelski, Werner Backes, Witold Charatonik, Bernd Finkbeiner, Patrick
Maier, Andrey Rybalchenko
The increasing capabilities of automated program verification methods will lead to the develop-
ment of programming languages with compilers that accept programs under increasingly demanding
notions of semantic correctness (such compilers can be contrasted with compilers that merely check
syntactic correctness).
Traditionally, program analysis tools have been used in compilers to infer runtime properties
as prerequisite for optimizations. Patrick and Radhia Cousot have shown that the key issue here
is semantics-based abstraction. Namely, the careful choice of an appropriate abstract domain and
the definition of an abstraction of the state transformer or some other semantics-defining fixpoint
operator (the program analysis is formally the computation of a fixpoint of the abstract transformer
over an abstract domain). What changes radically when program analysis is used for verification,
is the fact that the abstraction is (1) chosen automatically and (2) based on logical reasoning.
That is, the program and the runtime property form the input of the tool. First the tool has to
determine the appropriate abstract domain; here appropriate means that the abstraction is precise
enough to convey the information needed for the proof of the given runtime property. Then the
tool has to compute the corresponding abstraction of the program’s state transformer; this involves
deductive reasoning over the data and control structures of the program. Both issues are naturally
intertwined. We have been able, however, to investigate some of their essential aspects in isolation.
Under the header ‘software model checking’ we investigate the automated inference of the degree
of abstraction that is required to prove a given runtime property. This needs to be contrasted with,
say, data flow analysis, where the degree of abstraction is fixed and only the program forms the
input of the tool. We approach the problem fundamentally, asking for the general principles behind
the different recent solutions to the problem of automated inference of the degree of abstraction, and
asking for ways to scientifically evaluate and compare their cost and effectiveness for the verification
purpose.
Under the header ‘deductive model checking’ we investigate the reasoning about the data and
control structures that are to be found in programs; accordingly we need to go beyond propositional
reasoning that one usually applies to finite structures. We have continued to investigate the funda-
mental aspects of compositional reasoning that help us to understand its principles; compositional
reasoning is applied to control structures that arise from the parallel composition of components,
and is a means to achieve the modularity of program analysis. We have also continued to explore
reasoning principles for complex control structures as they occur in process calculi that model dis-
tributed and mobile computation. Some data structures occur in certain abstractions of systems
(e.g. in hybrid systems) and deserve to be studied in isolation. We investigate the specialized
reasoning over those data structures under the header ‘constraint solving’.
4.1 Software Model Checking
Investigators: Andreas Podelski, Andrey Rybalchenko
Automated verification of programs is a topic of renewed interest. In a recent approach known
as software model checking, one tries to prove a safety property of a program by iterating three
steps: (1) the construction of an abstract system for an abstraction given by predicates over sets of
states, (2) the model checking (in fact, a reachability analysis) of the abstract system, and (3) the
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refinement of the abstraction. The third step is done by generating additional predicates from the
spurious counterexamples of the abstract system, if there are any; if not, the program property is
either proven or disproven, and the method terminates.
We have investigated the fundamental ideas behind the approach and explored them theoreti-
cally and practically. In principle, finding an abstraction is as hard as finding the proof itself [2].
However, using abstraction refinement (in the third step) for the search of an abstraction buys an
exponential saving over the direct search of a proof.
The idea that underlied the approach initially is to extend model checking to software by map-
ping an infinite-state transition system homomorphically to a finite one. In [1] we go beyond that
idea, following the framework of abstract interpretation. In [4] we show that there exists a whole
spectrum of abstractions with different precision/cost trade-off’s. We single out three abstractions
and characterize them by different orderings over formulas, namely logical, local and syntactic
entailment, respectively. Logical entailment corresponds to the above-mentioned homomorphic ab-
straction, that can be implemented in exponential time in the number of predicates. In convex
theories or independent constraint systems, logical and local entailment coincide by definition; the
ordering corresponds to the Cartesian abstraction formalized in [1]; it can be implemented in linear
time. Syntactic entailment is the ordering of the free distributive lattice and corresponds to an
abstraction that can be implemented in constant time.
In [5] we qualify software model checking methods (using one of the three abstractions) in terms
of relative completeness wrt. to idealized verification methods. Each idealized method is a fixpoint
iteration over the domain of formulas with one of the three entailment orderings. The method
is idealized in that an oracle guides the widening, i.e. guesses each extrapolation step during the
reachability analysis.
For relative completeness, the abstraction refinement procedure involved must amount to the
extrapolation possibilities of the oracle. Thus, each widening operator represents a new quality
criterion for abstraction refinement procedures. In [5], we considered ‘syntactic widening’ which
can only extrapolate single atomic formulas in a formula by the formula true. As was rightfully
pointed out in [3], this restricted form of widening can not extrapolate, for example, the disjunction
of x = 100, y = −200 with x = 99, y = −198 by the formula 2x + y = 0. In fact, it turns out
that every widening operator can be accommodated by a corresponding abstraction refinement
procedure. This means that software model checking with abstraction refinement can achieve the
precision of every widening-based method (the iterated abstraction refinement replaces the oracle
needed for guessing the extrapolation steps).
Abstraction refinement is a fascinating idea. Its potential is being explored, by us and many
others, for applications ranging from timed and hybrid systems to systems with multiple threads
and pointers. Presently we are extending the software model checking from safety to liveness
properties.
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4.2 Deductive Model Checking
Investigators: Witold Charatonik, Supratik Mukhopadhyay, Andreas Podelski
We have continued the work on deductive model checking that we initiated in 1999 [4]. That
work is based on the observation that model checking, program analysis by abstract interpretation
and traditional verification based on logical calculi are just three sides of the same coin.
We investigate the specific procedure that is used practically in order to decide verification
problems, namely symbolic forward analysis (it starts the state space exploration with the initial
states). This procedure is possibly non-terminating. We present basic concepts and properties that
are useful for reasoning about sufficient termination conditions, and then derive some conditions.
We give termination criteria that allow us to reason compositionally about systems defined with
asynchronous parallel composition; we can prove the termination of symbolic forward analysis for
a composed system from the syntactic conditions satisfied by the component systems. Our results
apply to nonlinear hybrid systems, and in particular to rectangular hybrid systems and timed
automata. The reason that the termination criteria apply to many examples of such systems lies
in their use as ‘controllers’ (roughly, time clocks are reset before use) [2].
Forward analysis procedures for infinite-state systems such as timed systems were limited to
safety properties. We give the first constraint-based forward analysis for infinite-state systems that
goes beyond safety properties. Namely, we take the restriction of the µ-calculus to least-fixpoint
formulas where negation is applied to closed subformulas only. We characterize these properties as
perfect models of constraint logic programs, and we present a tabulation procedure for the top-down
evaluation of stratified constraint logic programs [3].
In practical experiments, termination of symbolic forward analysis is often achieved by em-
ploying abstraction, which results in an abstract symbolic forward analysis. We present a unified
algebraic framework for deriving and reasoning about abstract symbolic forward analysis proce-
dures for infinite state systems with variables ranging over a numeric domain. The framework is
obtained by lifting notions from classical algebraic theory of automata to constraints representing
sets of states. Our framework provides sufficient conditions under which the derived abstract sym-
bolic forward analysis procedure is always terminating or accurate or both. The class of infinite
state systems that we consider here are (possibly non-linear) hybrid systems and (possibly non-
linear) integer-valued systems. The central notions involved are those of constraint transformer
monoids and coverings between constraint transformer monoids. We show concrete applications of
our framework in deriving abstract symbolic forward analysis algorithms for timed automata and
the two process bakery algorithm that are both terminating and accurate [5].
In experiments with a resolution-based verification method for cryptographic protocols, Bruno
Blanchet observed that he could enforce its termination by tagging, a syntactic transformation
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of messages that leaves attack-free executions invariant. We showed that one can generalize the
experimental evidence: we prove that the verification method always terminates for tagged protocols
[1].
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4.3 Modularity
Investigators: Patrick Maier, Andreas Podelski
Compositional verification aims at exploiting the structure of concurrent systems. In various
formalisms for modelling parallel systems there exist proof rules that admit apparently circular
inferences. In [1], we have presented such circular proof rules (called assume-guarantee rules or
A-G rules) in a general, lattice-theoretic framework. This allows one to derive existing or new A-G
rules in a variety of formalisms by instantiation.
In principle there are many ways how to gain sound conditional proof rules by restricting un-
sound rules with side conditions. This raises the question whether the particular kind of circularity
breaking side conditions – based on non-blockingness – that we have exploited in our framework
are distinguished among the many other possibilities. In [1], we prove that our lattice-theoretic
A-G rules are the strongest rules among a large class of sound A-G rules. Furthermore, our rules
are complete in the sense that the side conditions are not overly restrictive, i. e., they do not ar-
tificially rule out situations where circular reasoning is safe. Yet, there is a price to be paid for
completeness: Checking the non-blockingness conditions involves the composite system and thus is
non-compositional. In [2], we have generalized this observation. There, we prove that there is no
sound circular A-G rule which is both complete and compositional, no matter how elaborate the
side condition.
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4.4 Complex Control Structures
Investigators: Witold Charatonik, Andreas Podelski
The ambient calculus [2] is a formalism for describing distributed and mobile computation in
terms of ambients, named collections of running processes and nested sub-ambients. A state of
computation has a tree structure induced by ambient nesting. Mobility is represented by re-
arrangement of this tree (an ambient may move inside or outside other ambients) or by deletion of
a part of this tree (a process may dissolve the boundary of some ambient, revealing its content).
Process calculi are already recognized in specification and verification of concurrent systems.
Given that the ambient calculus is Turing-complete, one tries to find expressive finite-state frag-
ments that admit automatic verification via state-space exploration. The long term intention is
then that automatic verification tools for such a fragment will be useful either by themselves or in
conjunction with methods for obtaining finite-state abstractions of infinite-state systems.
In [3] we identify a finite-state fragment of the ambient calculus, and we develop a model
checking algorithm for verifying properties expressible in the ambient logic [1]. Unlike finite-state
versions of other process calculi, our fragment is not obtained by syntactic restrictions; instead,
we rely on a novel type system that bounds the number of active ambients and outputs in a
process. We show that our model-checking algorithm works in PSPACE, which is optimal given
the PSPACE-completeness of the problem for simpler fragments considered in the literature.
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4.5 Constraint Solving
Investigators: Witold Charatonik, Stefan Ratschan
Set constraints are conjunctions of inclusions between expressions built over variables, con-
structors (constants and function symbols from a given alphabet) and a choice of set operators
that defines the specific class of set constraints. The satisfiability problem for the general class
of set constraints is NEXPTIME-complete. Due to the applications in set-based program analysis
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and type inference, many authors investigated restrictions of this general class hoping to find sub-
classes with better algorithmic behavior; our contribution to this area was discussed in the previous
reports.
In [2] we investigate a class of set constraints defined as atomic set constraints augmented with
projection. This class subsumes some already studied classes such as atomic set constraints with
left-hand side projection and INES constraints, for which the satisfiability problem is known to be
decidable in cubic time. In contrast, for most other known classes this problem in DEXPTIME-
hard. It was expected that in the case of atomic set constraints with projection the satisfiability
problem remains polynomial. Surprisingly, we show that that the problem is CoNP-hard, and we
devise a PSPACE algorithm to solve this satisfiability problem.
Set-based analysis consists of two steps: the first one extracts from the syntax of a given program
some set constraints and the second one is the resolution process of these constraints. In [1] we
apply this method to reason about cryptographic protocols. We obtain a new class of protocols
(without fresh-name generation, but still a significant extension of so-called ping-pong protocols),
for which secrecy is decidable in the case with unbounded number of sessions. By introducing new
operators to the theory of set constraints we extend the set-based analysis to the case of protocols
with fresh-name generation, and thus obtain a new method for analysis of cryptographic protocols.
An important area of software employment is the control of real-world processes. Since these
processes usually have a significant continuous portion (e.g., modelled by differential or difference
equations), the design and analysis of the resulting hybrid system involves solving constraints over
the real numbers.
Here we have worked on solving constraints over the real numbers that arise from a specific
control problem for continuous processes: the pole clustering problem for parametric uncertain
systems [3]. The system uncertainty results in universal quantification and pole clustering can be
expressed by a system of equations. In order to be able to solve the resulting quantified constraints,
we have exploited the special problem structure, resulting from the fact that the equations constrain
the position of the complex roots of the characteristic polynomial of the system under consideration.
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4.6 ARMC: Abstraction Refinement Model Checker
Investigators: Andreas Podelski, Andrey Rybalchenko
Automated verification of infinite state systems (software) is undecidable in general. One can
use abstraction to provide a semi-test.
We built a prototype tool ARMC (Abstraction Refinement Model Checker), described in [3],
that applies abstract interpretation and predicate abstraction to prove safety properties of software.
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It implements an automated counterexample-guided abstraction refinement procedure (as described
in [2]), which increases the abstraction precision using a spurious witness trace if it is found during
analysis.
ARMC is parameterized in different ways to control the precision of the abstraction, e.g., by a
partial ordering that defines the abstraction function. Our prototype is implemented in SICStus
Prolog, and uses the built-in constraint solver for linear arithmetic. The implementation can
be easily extended for other abstractions. Parameterization and flexibility distinguish ARMC
from SLAM, a software verification toolkit with automated abstraction refinement developed by
Microsoft Research [1].
We used ARMC to prove safety properties of a variety of software systems, e.g., array bounds
integrity of imperative programs, mutual exclusion of communication protocols, data consistency of
parameterized cache coherence protocols. The experiments were done for different precision levels,
and a trade-off precision vs. efficiency was found.
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The verification of individual execution traces, also known as runtime verification, is an alterna-
tive to software model checking. Its practical potential is promising. While runtime verification can
not guarantee the absence of errors in a program, it can still detect violations of the specification
at runtime, and it can be employed in environments where the source code is too large to analyze
or unavailable for inspection (e.g., due to outsourcing).
In [2], we investigate algorithms for runtime verification based on alternating automata. Al-
ternating automata are, because of their succinctness, a convenient way to represent temporal
specifications and have been commonly used as a basis for static verification. We have developed
three algorithms to check at runtime whether a reactive program satisfies a temporal specification,
expressed by a linear-time temporal logic formula. The three methods start from the same alter-
nating automaton but traverse the automaton in different ways, which allows us to easily vary the
runtime characteristics of the verification algorithm without affecting its semantics.
The first algorithm uses a depth-first strategy: following the structure of the automaton, it
attempts to construct a tree that maps the trace onto an unrolled version of the automaton. This
algorithm is the most intuitive and easiest to implement. However, it is generally inefficient for long
traces because large parts of the trace may have to be traversed multiple times in the search for
a satisfying state. The second algorithm overcomes this problem by using a breadth-first strategy,
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allowing it to traverse the trace only once. At every position of the trace it keeps track of all
possible sets of automaton nodes that are consistent with the prefix of the trace seen so far. The
disadvantage of this algorithm is that it may generate an exponential number of sets of nodes
at each position in the trace, making this algorithm unattractive for larger formulas. The third
algorithm is in general the most efficient: by traversing the trace backward it avoids the search for
a satisfying mapping between trace states and automaton nodes. Instead, starting from the last
state in the trace, it simply evaluates the satisfaction of each state for all automaton nodes, using
the known values of the successor states. With both time and space complexity linear in the size of
the specification and the trace, this algorithm is to be preferred when the trace is available off-line.
In [1] we show how an extension of these algorithms, that collects statistical data while verifying
the execution trace, can be used for a more detailed analysis of the runtime behavior. By collecting
statistics over runtime executions of a program we can answer complex queries, such as “what is
the average number of packet retransmissions” in a communication protocol, or “how often does
process P1 enter the critical section while process P2 waits” in a mutual exclusion algorithm. We
present an extension to linear-time temporal logic that combines the temporal specification with
the collection of statistical data. Our queries are constructed from experiments, which form basic
observations at individual trace positions, and aggregate statistics which combine the results of
multiple experiments. By translating formulas of this language to alternating automata we obtain
efficient query evaluation algorithms.
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5 Logic and Uncertainty
The logic and uncertainty group currently consists of only one researcher. To compensate for the
smallness of this group within AG2, external collaborations have been increased. In particular,
links with two groups at the Helsinki Institute for Information Technology and with the Machine
Learning group at Freiburg university have been established. Also possibilities for collaborations
with the bioinformatics group at the MPI Informatik are being explored.
The research in logic and uncertainty continues to cover a broad spectrum of topics that range
from foundational issues to applications in machine learning and the development of software sys-
tems.
5.1 Foundations of Probabilistic Reasoning
Investigator: Manfred Jaeger
In [1] a method was developed for inferring a probability measure that is incompletely specified
by a set of linear constraints. This method is based on framing this “measure selection problem” as
a statistical parameter estimation problem, in which the given constraints are statistical data, and
the probability measure is an unknown parameter. The concrete statistical model developed for this
problem is mainly motivated by equivariance principles: assuming that for a given set of constraints
c1, . . . , cn one would select the measure P , then for the set of constraints t(c1), . . . , t(cn) obtained
by applying some transformation t to all the original constraints, one should select the measure
t¯(P ) obtained by applying a dual transformation t¯ to the original selection. In the framework of [1]
this equivariance principle is realized for transformations that maps a constraint ci with coefficients
ci,1, . . . , ci,k to the constraint with coefficients r1ci,1, . . . , rkci,k, where r1, . . . , rk are nonnegative
real numbers that define the transformation t. The dual transformation t¯ then maps a probability
measure P = (p1, . . . , pk) to t¯(P ) := (p1/r1, . . . , pk/rk)/
∑k
i=1 pi/ri.
The consideration of these particular transformations is motivated by certain unique properties
by which they are distinguished. The original characterization of the transformations t, t¯ in terms
of their unique properties given in [1] has been strengthened by new results. In [2] it is shown
that a transformation of the set ∆k of probability distributions on a set of k distinct elements is
of the form t¯ (for some set of parameters r1, . . . , rk) if and only if t¯ preserves convexity of subsets
of ∆k, and t¯ preserves sets of support, i.e. the ith component of t¯(P ) is zero iff the ith component
of P is zero. This representation theorem, thus, identifies the transformations t¯ as, in a sense, the
most conservative transformations of ∆k.
Apart from providing additional justification for the methods proposed in [1], this represen-
tation theorem is also applicable to a number of other probabilistic inference problems that can
be solved on the basis of invariance considerations. A prominent such problem is the selection of
a “noninformative prior” on ∆k for Bayesian statistical inference. In [2] it is shown that the (im-
proper) Haldane’s prior, which is given by the density function 1/
∏k
i=1 pi, is the unique distribution
(up to a multiplicative constant) on ∆k that is invariant under the transformations t¯.
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5.2 Probabilistic Representation Languages
Investigator: Manfred Jaeger
The development and analysis of concrete probabilistic representation languages and inference
techniques can be seen as the core activity of the logic and uncertainty group. Focus of these
activities are Relational Bayesian Networks, a representation language that combines predicate logic
representation tools with the inference techniques of classical Bayesian networks. In [4] an overview
of existing results and future research topics is given. The main activity in the field of relational
Bayesian networks during the period covered by this report consisted in the implementation of
relational Bayesian network in the Primula system (cf. section 6.4). This implementation uses the
general Bayesian network construction method developed in [2]. It was developed in collaboration
with the Basic Research Unit at the Helsinki Institute for Information Technology, and is scheduled
to be presented at the European Conference on Symbolic and Quantitative Approaches to Reasoning
with Uncertainty (ECSQARU-2003).
A second representation language that recently has become the subject of our investigations
are probabilistic decision graphs. Originally proposed in [1], this is a probabilistic extension of
ordered binary decision diagrams, which was developed for applications in automated verification.
Semantically, probabilistic decision graphs can represent any joint probability distribution of a finite
set of discrete random variables, and thus they are exactly as expressive as standard (discrete)
Bayesian networks. However, for some applications, they may very well prove to be a more efficient
representation paradigm than Bayesian networks. In [3] it is investigated whether (and when) this
can be the case. To this end, it is first shown that for the elementary inference problem considered
in Artificial Intelligence applications – the computation of conditional probabilities – there exists for
probabilistic decision graphs a linear time algorithm. Inference algorithms for Bayesian networks,
on the other hand, are not linear in the size of the Bayesian network itself, but linear in the size of its
junction tree (an auxiliary representation into which the Bayesian network is compiled). It is shown
in [3] that for every junction tree representing a distribution there exists a probabilistic decision
graph that represents the same distribution, and whose size is linear in the size of the junction tree.
It follows that probabilistic decision graphs are always as efficient for the elementary inference task
as Bayesian networks. On the other hand there exist distributions whose smallest representation by
a junction tree is exponentially larger than the smallest representation by a probabilistic decision
graph, so that in some cases probabilistic decision graphs can provide a tractable representation,
where Bayesian networks can not.
It is also conjectured in [3] that the greatest potential advantage of probabilistic decision graphs
over Bayesian networks lies in the fact that when learning probabilistic decision graphs directly from
data, one has direct control over the eventual inference complexity in the model being learned,
whereas in the case of Bayesian networks their inference complexity is not directly taken into
account during the learning phase by current learning algorithms. The development of suitable
learning algorithms for probabilistic decision graphs, and an empirical comparison of their results
with standard learning algorithms for Bayesian networks, is the subject of an ongoing collaboration
with the Complex System Computation Group at the Helsinki Institute for Information Technology.
141
The Programming Logics Group
References
[1] M. Bozga and O. Maler. On the representation of probabilities over structured domains. In Proceedings
of CAV-99, number 1633 in Lecture Notes in Computer Science, 1999.
[2] M. Jaeger. Complex probabilistic modeling with recursive relational bayesian networks. Annals of
Mathematics and Artificial Intelligence, 32:179–220, 2001.
[3]• M. Jaeger. Probababilistic decision graphs – combining verification and AI techniques for probabilistic
inference. In Proceedings of the First European Workshop on Probabilistic Graphical Models, pages 81–
88, Cuenca, Spain, November 2002. Computer Science Department, University of Castilla - La Mancha.
[4]• M. Jaeger. Relational bayesian networks: a survey. Electronic Transactions on Artificial Intelligence,
6, 2002. To appear.
5.3 Data Mining and Machine Learning
Investigator: Manfred Jaeger
In joint work with Luc de Raedt, Sau Dan Lee and Heikki Mannila, a general framework
for solving Boolean inductive queries is developed in [1]. A Boolean inductive query specifies a
data mining task in which one tries to find in a specific database all data-patterns that satisfy
certain constraints. Both the set of data-patterns and the set of constraints on data-patterns to
be considered are given by some formal representation language. The results in [1] pertain to
constraints that are expressed as boolean combinations of monotone and anti-monotone primitive
pattern properties, i.e. properties that when satisfied by one pattern are also satisfied by all
more general (respectively more specific) patterns. It is shown that such a constraint (or query)
can be decomposed into a number of sub-queries, such that the sets of patterns that satisfy each
sub-query are given by their maximal and minimal elements (according to the partial order of
pattern-specificity). Such convex solution sets then can be efficiently computed and represented as
“version space trees”.
We also have studied a foundational question about probabilistic classifiers: how do certain
classes of classifiers correspond with classes of recognizable concepts? The perhaps most widely
used class of probabilistic classifiers are the naive Bayesian classifiers, which are distinguished by
the assumption that all features of an observed instance are independent, given the class it belongs
to. It has long been known that naive Bayesian classifiers can only recognize concepts that are
linearly separable [2]. In [3] it is shown that the converse of this statement also holds: every
linearly separable concept can be recognized by a naive Bayesian classifiers. This result is derived
as a special case of a more general result: we have defined a hierarchy of classes of probabilistic
classifiers, so that each class is distinguished by a distributional assumption that is expressible in a
natural way by log-linear models, and so that the naive Bayesian classifiers are just the first level
in the hierarchy. Our general result then is that recognizability with a classifier from the kth level
of the hierarchy corresponds exactly to separability with a polynomial of degree k.
References
[1]• L. de Raedt, M. Jaeger, S. D. Lee, and H. Mannila. A theory of inductive query answering. In Proceedings
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6 Systems
6.1 ARMC: Abstraction Refinement Model Checker
Investigators: Andreas Podelski, Andrey Rybalchenko
Automated verification of infinite state systems (software) is undecidable in general. One can
use abstraction to provide a semi-test.
We built a prototype tool ARMC (Abstraction Refinement Model Checker), described in [3],
that applies abstract interpretation and predicate abstraction to prove safety properties of software.
It implements an automated counterexample-guided abstraction refinement procedure (as described
in [2]), which increases the abstraction precision using a spurious witness trace if it is found during
analysis.
ARMC is parameterized in different ways to control the precision of the abstraction, e.g., by a
partial ordering that defines the abstraction function. Our prototype is implemented in SICStus
Prolog, and uses the built-in constraint solver for linear arithmetic. The implementation can
be easily extended for other abstractions. Parameterization and flexibility distinguish ARMC
from SLAM, a software verification toolkit with automated abstraction refinement developed by
Microsoft Research [1].
We used ARMC to prove safety properties of a variety of software systems, e.g., array bounds
integrity of imperative programs, mutual exclusion of communication protocols, data consistency of
parameterized cache coherence protocols. The experiments were done for different precision levels,
and a trade-off precision vs. efficiency was found.
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[1] T. Ball, R. Majumdar, T. Millstein, and S. Rajamani. Automatic predicate abstraction of c programs.
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6.2 xGCC: Program Analysis Using Intermediate Codes
Investigator: Werner Backes
We have built a program analysis tool xGCC that is based on the GNU Compiler Collection
(GCC). Our tool consists of a modified compiler that generates an extension of the Register Transfer
Language (XRTL), and an abstract interpretator for XRTL code. Programming languages like C,
C++, Java and Fortran 77 are compiled to XRTL, from which assembler code is generated.
The abstract interpretation is performed over a finite set of registers and memory blocks. Mem-
ory blocks are build from a finite set of memory cells of different type. We are using a modified
version of the interval approximation. A list of intervals abstracts the set of possible values of the
registers and memory cells. The (maximal) length of our list of intervals is parameterized. The
precision of the abstraction, as well as its cost, is increased with the list length. We handle XRTL
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loops, using widening to accelerate the fixpoint computation. We handle function calls and recur-
sion using the functional approach of Sharir/Pnueli. xGCC checks for memory (especially stack)
overrun or underrun. It can also detect errors like the use of uninitilized values or memory and
arithmetical errors.
6.3 DCTP Version 1.3
Investigator: Gernot Stenz
DCTP (Disconnection Calculus Tableau Prover) [4] is a fully automated theorem prover for
first-order clause logic with equality. It is based on the disconnection tableau calculus [2, 3] and
is one of the most powerful tableau-based theorem provers currently available. The disconnection
calculus allows to extract models from failed proof attempts and provides a decision procedure for
the Bernays-Scho¨nfinkel class of formulae [1]. DCTP successfully took part in the 2002 CADE
system competition in several versions. Our current work is focused on making DCTP usable
in formal verification frameworks, in particular by further strengthening its abilities in decidable
fragments of first-order logic and enabling DCTP to process and prove large formulae. Recent
development done at the MPI included work on the following topics:
• Preprocessing. The formula preprocessing of DCTP has been completely reimplemented. For
better scalability, the connection graph concept was dropped in favor of a unification index.
• Factorisation. Tableau provers usually can only incorporate limited versions of factorisation
into the proof search. However, we incorporated full factorisation of the clause set into the
formula preprocessing stage. This factorisation is combined with full clause subsumption in
order to limit the number of generated clauses.
• Isolated connections. Isolated connections are links in the clause set that allow deterministic
resolution steps on the input clauses. A mechanism was included that makes near-optimal
use of isolated connections while avoiding termination problems.
• Context lemmas. Context lemmas, or fold up lemmas [3] are a useful way of introducing the
cut rule into the disconnection calculus in a guided manner. The extended use of context
lemmas is supposed to simulate the working of the Davis-Putnam procedure in a limited way.
• Local variables. Branch local variables are a syntactically detectable subclass of universal
variables that can be used for more general versions of branch closure and extended versions
of regularity.
As a result of these extensions, DCTP can now consistently solve relatively large problems
containing more than 100000 literals with file sizes of more than 10MB. Concerning our future
research, we intend to produce an implementation of the model extraction method described in
[3], we will investigate how DCTP can be enhanced as a decision procedure for decidable classes
and we also want to find ways of making the proof search more robust by relaxing some of the the
restrictions on the inference process
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6.4 Primula
Investigator: Manfred Jaeger
External collaborator: Jani Saijos (Helsinki University)
Primula is an implementation in Java of Relational Bayesian networks. A relational Bayesian
network specifies in a functional programming language an abstract probabilistic model that in a
concrete application is instantiated by a relational input structure. Examples for such abstract
models are genetic models of inheritance, which can be instantiated by individual family trees
(encoded as a relational structure) and then define probabilities for the presence or absence of
certain genetic traits in the members of the family. Other examples include general models for
temporal stochastic processes that can be instantiated with specific (finite) time structures, or
stochastic models of a robot’s environment that can be instantiated with specific environments
represented as (relational) grid maps. The probabilistic model obtained by instantiation of the
general model with a relational input structure can be encoded in a standard Bayesian network,
which then can be used to perform standard inference tasks.
Figure IV.1 gives an overview of the components of the Primula system: a graphical structure
editor is used to specify the relational input structure. A relational Bayesian network is read
from a file and transformed into the appropriate internal data structures by a Parser. From these
two inputs the Bayesian Network Constructor builds a Bayesian network representation of the
distribution for the probabilistic relations given the particular input structure. This Bayesian
network can be exported as files in various formats, so that a number of external Bayesian network
inference systems can be used for probabilistic inference.
6.5 SPASS
Investigators: Christoph Weidenbach and Thomas Hillenbrand
Research assistants: Bijan Afshordel, Enno Keen, Rostislav Rusev, Dalibor Topic´
Spass is an automated theorem prover for full sorted first-order logic with equality. Its calculus
is an extension of superposition with sorts and a splitting rule for explicit case analysis [3]. Spass
is meant to be useful for two groups of users: people using it as a theorem-proving tool, and people
using it as a development platform for theorem-proving tools. Many of our recent efforts went into
improving value and ease of use for both groups.
As detailed in [4], not only do we now supply stronger reduction mechanisms, but have also
evaluated their usefulness on concrete application domains like e. g. axiomatic set theory. To facil-
itate such experimental evaluations on a sufficiently large scale, we have developed a test bed that
integrates proof-run statistics into an SQL database such that the analysis can be done on a more
abstract level.
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Figure IV.1: Components of the Primula System
We also have carried forward our concept of extended atom definition, as presented in [1].
The conventional notion is logical equivalence of atom instances and replacement formulae like in
∀x1, . . . , xm (P (t1, . . . , tn) ≡ ψ). However, when we were working with our formula translator,
practice revealed that this notion is too weak to successfully deal with some important application
domains where typically such an equivalence holds under certain guarding conditions only. For
example, in the software context, type information already builds guard formulae. This gave rise to
the notion of an atom definition extended by a guard as in ∀x1, . . . , xm (φ ⊃ (P (t1, . . . , tn) ≡ ψ)).
Furthermore, a formula need not always contain an atom definition in the nice form presented
above. For this case we have given a syntactic criterion for a formula to contain an atom definition,
and provided an effective algorithm to actually retrieve the definition in the above applicable form.
On the software-technical side, the availability of Spass has been increased, in that the prover
is now also accessible to Windows users via a new graphical interface. The prover now even runs
on PDAs.
An ongoing application project is to employ Spass for the analysis of list-processing C programs,
within the framework of set-based program analysis. We intend to both formulate and implement
the analysis algorithm as a procedure on Horn clauses as a first-class data structure, and use Spassas
our programming system. One goal of our work is to evaluate the suitability of a general-purpose
first-order theorem prover as the programming platform for program analysis tools. Preliminary
results are reported in [2].
Long-term perspectives aim at strengthening Spass in the verification domain via the inte-
gration of decision procedures on the calculus level, along the lines sketched in Section3.2. As
an intermediate step, we are considering to directly couple Spass with existing implementations
thereof, using them as consistency checkers for (suitable parts of) the clause base that Spass de-
velops.
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External collaborator: Bernd Lo¨chner (Universita¨t Kaiserslautern)
Research assistant: Doris Diedrich
Waldmeister is an implementation of unfailing Knuth-Bendix completion [2] with extensions
towards ordered completion and basicness. For an overview of the system, see [5]. The prover
saturates the input axiomatization, distinguishing active facts, which induce a rewrite relation,
and passive facts, which are the one-step conclusions of the active ones up to redundancy. The
procedure is parameterized by a reduction ordering and a heuristic assessment of passive facts.
As is known, the saturation process tends to quickly fill the memory available unless preventive
measures are employed. To overcome this problem, our “Waldmeister loop” presented in [4]
features a highly compact representation of the search state, exploiting its inherent structure. The
implementation just being available, the cost and the benefits of the concept now can exactly be
measured [3]. Indeed have our expectations been met concerning the drastic cut-down of memory
usage with only moderate overhead of time. In addition it has turned out that the revealed structure
of the search state paves the way to an easily implemented parallelization of the prover with modest
communication requirements and rewarding speed-ups.
Another line of research is to continue the exploration of practically feasible methods of re-
dundancy elimination that has been started in [1], with some attention to the case of associative-
commutative theories. On a user’s request to facilitate classroom usage, the system has just re-
cently been ported to run under the new MacOS X operating system, and is now also available for
Windows users via the Cygwin platform. Furthermore, the Waldmeister Web pages have thor-
oughly been rewritten, at http://www.mpi-sb.mpg.de/~hillen/waldmeister. Finally, we have
started a collaboration with an industrial partner and are pursuing the integration of the prover
into a commercial computer algebra system.
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External collaborators: Robert Nieuwenhuis (Technical University of Catalonia), Alexandre
Riazanov and Andrei Voronkov (University of Manchester)
Research assistant: Doris Diedrich
Indexing data structures are well-known to be crucial for the efficiency of the current state-of-
the-art theorem provers. Abstractly the problem is the following (see [2] for an overview): Given
a set of indexed terms, a binary relation over terms – the so-called retrieval condition – and a
query term, identify the subset of those indexed terms that meet the retrieval condition with the
query term. Typical conditions used in first-order theorem proving are matching, generalization,
unifiability, and syntactic equality. The retrieval is interleaved with insertion and deletion of in-
dex elements. Unfortunately, practice has revealed that an asymptotic worst-case or average-case
complexity analysis of indexing techniques is not a very realistic enterprise. But implementors of
provers need to know which indexing technique is likely to behave best for his/her applications,
and developers of new indexing techniques need to be able to compare techniques in order to get
intuition about where to search for improvements, and in order to give scientific evidence of the
superiority of new techniques over other previous ones.
Hence the only reasonable evaluation method is to apply a statistical analysis of the empirical
behaviour of different techniques on benchmarks corresponding to real runs of real systems on
real problems; and a test framework for doing so is what the Compit initiative provides [1]. All
test programs, implementations and benchmarks of the afore-mentioned publication are publicly
available at the newly set-up Web page http://www.mpi-sb.mpg.de/~hillen/compit. The first
Compit round has focused on the retrieval of generalizations. Currently, retrieval of instances is
under study.
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6.8 The Evolutionary Algorithm Emotion for Optimizing Photo Mask Layout
for Grey-tone Lithography
Investigator: Jo¨rn Hopf
The software emotion uses a new method for the generation of two-dimensional photo masks, in
particular an evolutionary algorithm to optimize the photo mask layout for silicon micro machining.
The software solves the problem of laying out an appropriate photo mask under consideration
of several production constraints: Given is a surface function f(x, y) to approximate and a set
M = {m1, . . . ,mn}, n ∈ N of all mask elements. Wanted is a set M∗ ⊂ M of elements which
consider several production constraints and achieve the best possible approximation of g∗(x, y) =∑
mi∈M∗ Gi(x, y) respecting f(x, y), where Gi(x, y) represents the grey value generated by the
element mi placed at the coordinates (x, y). Since a calculation of an optimal solution g
∗(x, y) is
not possible in an analytic way an algorithm was investigated which allows an approximation of
g(x, y) =
∑
mi∈M′ Gi(x, y) to f(x, y) with M
′ ⊂ M. The MPG is the owner of the above described
computer program and invention, and has filed a priority claiming German patent application on
September 21, 2001, titled ”Verfahren zur Generation einer zweidimensionalen Photomaske”, DE
101 46 619.6. To commercialize this technology, the company force evolution LLC has been
founded. The company intends to sell software based thereon and perform services by using the
software in-house. Garching Innovation, the patent and licensing agency of MPG, grants Dr. Jo¨rn
Hopf a royalty-bearing, exclusive worldwide license. Also an international patent at the European
Patent Office (PCT/EP) is being applied for.
Currently the MPG files a second patent of a specific invention in the area of security technology.
Before the patent is granted, no details about this promising application can be provided.
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7 Academic Activities
7.1 Editorial Activities
The editorial activities of staff of the programming logics group are as follows:
Harald Ganzinger is an editor of the following journals:
– Journal of Automated Reasoning
– Theory of Computing Systems
– Information Processing Letters
– Discrete Mathematics and Theoretical Computer Science
Andreas Podelski is an editor of the International Journal on Software Tools for Technology Transfer
7.2 Conference Activities
The participation of the members of the programming logics group in the organization of various
conferences is as follows.
Program committees
Witold Charatonik is or was a member of the program committee of
– 6th International Conference on Foundations of Software Science and Computation Structures
(FoSSaCS’03)
– 18th Annual IEEE Symposium on Logic in Computer Science (LICS’03)
– 14th International Conference on Concurrency Theory (Concur’03)
Harald Ganzinger is the program chair for the 19th Annual IEEE Symposium on Logic in Computer
Science (LICS 2004), and is or was a member of the program committee of
– First International Joint Conference on Automated Reasoning (IJCAR 2001)
– 14th International Conference on Theorem proving in higher order logics (TPHOLs 2001)
– 8th International Conference on Logic for Programming and Automated Reasoning (LPAR
2001)
– 19th Annual Symposium on Theoretical Aspects of Computer Science (STACS 2002)
– 17th Annual IEEE Symposium on Logic in Computer Science (LICS 2002)
– 18th International Conference on Automated Deduction (CADE 2002)
– 9th International Conference on Logic for Programming and Automated Reasoning (LPAR
2002)
– 15th International Conference on Theorem proving in higher order logics (TPHOLs 2002)
– 14th International Conference on Rewriting Techniques and Applications (RTA 2003)
– 19th International Conference on Automated Deduction (CADE 2003)
– Computer Science Logic and 8th Kurt Go¨del Colloquium (CSL/KGC 2003)
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– 10th International Conference on Logic for Programming and Automated Reasoning (LPAR
2003)
– 18th International Joint Conference on Artificial Intelligence (IJCAI 2003)
Thomas Hillenbrand was a member of the program committee of the 3rd International Workshop
on the Implementation of Logics.
Manfred Jaeger was a member of the program committee of the 3rd International Symposium on
Imprecise Probabilities and Their Applications (ISIPTA 2003)
Andreas Podelski is the program chair for the 2004 International Conference on Tools and Algo-
rithms for the Construction and Analysis of Systems (TACAS 2004), and is or was a member of
the program committees of
– ACM SIGPLAN Conference on Programming Language Design and Implementation
(PLDI 2001)
– 17th International Conference on Logic Programming. Paphos (ICLP 2001)
– Third International ACM Conference on Principles and Practice of Declarative Programming
( PPDP 2001)
– Tenth French Conference on Logic and Constraint Programming (JFPLC’01)
– 7th International Conference on Tools and Algorithms for the Construction and Analysis of
Systems (TACAS 2001)
– First International Joint Conference on Automated Reasoning (IJCAR 2001)
– 28th International Colloquium on Automata, Languages and Programming (ICALP 2001)
– 17th Annual IEEE Symposium on Logic in Computer Science (LICS 2002)
– Fourth International Symposium on Practical Aspects of Declarative Languages (PADL 2002)
– 10th International SPIN Workshop on Model Checking of Software (SPIN 2003)
Viorica Sofronie-Stokkermans is or was a member of the program committee of
– Sixth International Conference on Artificial Intelligence and Symbolic Computation
(AISC 2002)
– Fourth International Conference ”Journe´es de l’Informatique Messine” (JIM 2003)
Uwe Waldman was a member of the program committee of the 14th International Conference on
Rewriting Techniques and Applications (RTA’03).
Organization of conferences and workshops
Harald Ganzinger was associate general chair of the 2002 Federated Logic Conference (FLoC 2002)
Harald Ganzinger serves on the steering/organizing committee of
– 18th Annual IEEE Symposium on Logic in Computer Science (LICS 2003)
– Dagstuhl Seminar 03451 on Applied Deductive Verification
Witold Charatonik and Harald Ganzinger have organized the Symposium on the Effectiveness of
Logic in Computer Science (ELICS02) in Honour of Moshe Vardi
Andreas Podelski is or was on the steering/organizing committee of
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– European Joint Conferences on Theory and Practice of Software (ETAPS)
– Conferences on Verification, Model Checking and Abstract Interpretation (VMCAI)
– Specification, Analysis and Validation for Emerging Technologies (SAVE 2001)
– Workshop on Verification and Computational Logic (VCL 2001)
– Schloss Ringberg Seminar: Model Checking and Program Analysis
– Electronic Tool Integration Platform Day (Satellite Event of ETAPS 2001 )
– Workshop on Verification and Computational Logic (VCL 2002)
– Workshop on Specification, Analysis and Validation for Emerging Technologies (SAVE 2002)
– Dagstuhl-Seminar 03171 on Deduction and Infinite-State Model Checking
Stefan Ratschan is on the organizing committee of the Workshop on Interval Analysis and Con-
straint Propagation for Applications (IntCP 2003) (held in conjunction with the Ninth International
Conference on Principles and Practice of Constraint Programming (CP 2003))
Viorica Sofronie-Stokkermans is a member of the ISML technical committee.
7.3 Invited Talks and Tutorials
Thomas Hillenbrand: Citius altius fortius: Lessons learned from the Theorem Prover WALD-
MEISTER. Invited talk at the 2003 International Workshop on First-Order Theorem Proving
(FTP-2003), Valencia, Spain, June 2003.
Manfred Jaeger: Probabilistic Relational Models: Representation and Inference. Invited talk
at 13e`me Congre`s Francophone AFRIF-AFIA de Reconnaissance des Formes es d’Intelligence
Artificielle, Angers, France, January 2002.
Andreas Podelski: Abstraction for Software Model Checking Invited talk at the Seventh Interna-
tional Workshop on Formal Methods for Industrial Critical Systems (FMICS-02), Ma´lage, Spain,
July 2002.
Andreas Podelski: Abstraction for Software Model Checking Invited talk at the Second Interna-
tional Workshop on Automated Verification of Infinite-State Systems (AVIS-03), Warsaw, Poland,
April 2003.
Andreas Podelski: Abstraction for Software Model Checking Invited talk at the 2003 Joint
Verificard / Secsafe Annual Meeting, Tutzing, Germany, January 2003.
Andreas Podelski: Abstraction for Software Model Checking Invited talk at the Fourth Interna-
tional Conference on Verification, Model Checking and Abstract Interpretation (VMCAI-03), New
York, USA, January 2003.
Andreas Podelski: Abstraction for Software Model Checking Invited talk at the First International
Workshop on Constraints in Formal Verification (CFV-02), Ithaca, USA, September 2002.
Viorica Sofronie-Stokkermans: Automated theorem proving by resolution in non-classical logics
Invited talk at the Fourth International Conference Journe´es de l’Informatique Messine ”Knowledge
Discovery and Discrete Mathematics”, Metz, France, September 2003.
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7.4 Other Academic Activities
Harald Ganzinger was chairman of the Review Committee 2002 for the Leibniz-Center of Hebrew
University, Jerusalem.
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8 Teaching Activities
Members of the programming logic group regularly teach undergraduate and graduate courses at
the Universita¨t des Saarlandes and on invitation at other universities. They also supervise diploma
students in the preparation of their theses.
Key: C – Courses, CE – Courses and exercises, S – Seminar, FoPra – Project class.
Winter Semester 2001/2002
Decision Procedures for Logical Theories H. Ganzinger, T. Hillenbrand, U. Waldmann – S
Proof Tools H. de Nivelle – CE
Semantics of Programming Languages A. Podelski – CE
Summer Semester 2002
Logic for Computer Science H. Ganzinger – CE
Probabilistic Models in Artificial Intelligence M. Jaeger – CE (at Freiburg University)
Compiler Construction W.Charatonik, A. Podelski – CE
Nichtklassische Logiken V. Sofronie-Stokkermans – CE
Synchronisieren von Dateien H. Ganzinger, P. Maier – FoPra
Winter Semester 2002/2003
Decision Procedures for Logical Calculi H. Ganzinger – CE
Summer Semester 2003
Automated Deduction for Equational Logic U. Waldmann – CE
Algorithms and Tools for Solving Quantified Real-Number Constraints S. Ratschan (at RAAG
Summer School Computer Tools for Real Algebraic Geometry, Rennes (France)) – C
Verification A. Podelski – CE
Interactive Proof Tools H. de Nivelle, P. Maier – CE
Diploma students
Members of the programming logics group were the advisors for the following diploma theses of
students of the University of the Saarland.
Georg Jung, Array Bound Checking of C Programs via Model Checking
Andrey Rybalchenko, Software Model Checking with Abstraction Refinement
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9 Dissertations, Habilitations, and Offers for Faculty Positions
9.1 Dissertations
Completed
J. Hopf, Photomaskenlayout fu¨r eine 3D-Grauton-Lithographie als kombinatorisches Optimierungs-
problem
In Progress
W. Backes, Program Analysis Based on the Extended Register Transfer Language (XRTL)
T. Hillenbrand, Combination of Decision Procedures with General Inference Systems for First-Order
Logic
P. Maier, Constraint-based Compositional Verification (submitted)
Y. Kazakov, Decision Procedures for Fragments of First-Order Logic





9.3 Offers for Faculty Positions
W. Charatonik (University of Wroclaw, Poland)
M. Jaeger (University of Aalborg, Denmark)
S. Mukhopadhyay (West Virginia University, USA)
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10 Grants and Cooperations
”Abstraction for Verification”
Description
Foundational Research on the automated refinement of abstraction in software model checking
methods.
Technical Data
Starting date: January 2002
Duration: 3 years
Funding: DAAD (in the VIGONI programme)
Staff at MPI f. Informatik: Andreas Podelski
Andrey Rybalchenko
Partners
Roberto Giacobazzi, University of Verona, Italy
CoLogNET
The Programming Logics group is a node in the CoLogNet, subarea 8 “Automated Reasoning”.
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11 Publications
The following list contains all papers by members of the programming logics group that were
published or accepted for publication during the period covered by this report. This includes
papers the contents of which has already been described in previous reports. These are listed here
without being discussed in sections 3–6.
Journals and chapters
[1] J. Avenhaus, T. Hillenbrand, and B. Lo¨chner. On using ground joinable equations in equational theorem
proving. Journal of Symbolic Computation, 2003. To appear.
[2] D. A. Basin and S. Matthews. Logical frameworks. In D. Gabbay and F. Guenthner, editors, Handbook
of Philosophical Logic, second edition, volume 9, pages 89–164. Reidel, Dordrecht, The Netherlands,
2002.
[3] R. Booth. The lexicographic closure as a revision process. Journal of Applied Non-Classical Logics,
11(1/2):35–58, 2001.
[4] W. Charatonik, S. Dal Zilio, A. D. Gordon, S. Mukhopadhyay, and J.-M. Talbot. Model checking mobile
ambients. Theoretical Computer Science, 2003.
[5] W. Charatonik and A. Podelski. Set constraints with intersection. Information and Computation,
170(1):1–17, 2002.
[6] H. de Nivelle, M. Bezem, and D. Hendriks. Automated proof construction in type theory using resolution.
Journal of Automated Reasoning, 29:253–275, December 2002.
[7] H. de Nivelle, P. Blackburn, J. Bos, and M. Kohlhase. Inference and computational semantics. Studies
in Linguistics and Philosophy, Computing Meaning, 77(2):11–28, 2001.
[8] H. de Nivelle and M. de Rijke. Deciding the guarded fragments by resolution. Journal of Symbolic
Computation, 35:21–58, January 2003.
[9] G. Delzanno and A. Podelski. Constraint-based deductive model checking. International Journal on
Software Tools for Technology Transfer (STTT), 3(3):250–270, 2001.
[10] B. Finkbeiner and H. B. Sipma. Checking finite traces using alternating automata. Formal Methods in
System Design, 2003. To appear.
[11] H. Ganzinger. Efficient deductive methods for program analysis. ACM SIGPLAN Notices, 36(3):102–
103, March 2001.
[12] H. Ganzinger, R. Nieuwenhuis, and P. Nivela. Fast term indexing with coded context trees. Journal of
Automated Reasoning, 2003. To appear.
[13] M. Jaeger. Complex probabilistic modeling with recursive relational bayesian networks. Annals of
Mathematics and Artificial Intelligence, 32:179–220, 2001.
[14] M. Jaeger. Relational bayesian networks: a survey. Electronic Transactions on Artificial Intelligence,
6, 2002. To appear.
[15] J. Lang, L. W. N. van der Torre, and E. Weydert. Utilitarian desires. Autonomous Agents and Multi-
Agent Systems, 5(3):329–363, 2002.
[16] B. Lo¨chner and T. Hillenbrand. A phytography of WALDMEISTER. AI Communications, 15(2,3):127–
133, August 2002.
[17] A. Podelski, T. Ball, and S. K. Rajamani. Boolean and cartesian abstraction for model checking C
programs. International Journal on Software Tools for Technology Transfer (STTT), 5(3):1–15, 2003.
To appear.
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[18] V. Sofronie-Stokkermans. Representation theorems and the semantics of non-classical logics, and appli-
cations to automated theorem proving. In M. Fitting and E. Orlowska, editors, Beyond Two: Theory
and Applications of Multiple Valued Logic, volume 114 of Studies in Fuzziness and Soft Computing,
chapter 3, pages 59–100. Springer, Berlin, January 2003.
[19] V. Sofronie-Stokkermans. Resolution-based decision procedures for the universal theory of some classes
of distributive lattices with operators. Journal of Symbolic Computation, 2003. To appear.
[20] S. Vorobyov. ∀∃5-equational theory of context unification is undecidable. Theoretical Computer Science,
275:463–479, 2002.
[21] S. Vorobyov. The undecidability of the first-order theories of one step rewriting in linear canonical
systems. Information and Computation, 175:182–213, 2002.
[22] U. Waldmann. Cancellative abelian monoids and related structures in refutational theorem proving
(Part I). Journal of Symbolic Computation, 33(6):777–829, June 2002.
[23] U. Waldmann. Cancellative abelian monoids and related structures in refutational theorem proving
(Part II). Journal of Symbolic Computation, 33(6):831–861, June 2002.
[24] E. Weydert. Defaults, logic and probability - a theoretical perspective. KI - Ku¨nstliche Intelligenz,
4/01:44–49, 2001.
[25] B. Xia and L. Yang. An algorithm for isolating the real solutions of semi-algebraic systems. Journal of
Symbolic Computation, 34(5):461–477, November 2002.
Conference proceedings
[1] B. Afshordel, T. Hillenbrand, and C. Weidenbach. First-order atom definitions extended. In R. Nieuwen-
huis and A. Voronkov, editors, Proceedings of the 8th International Conference on Logic for Program-
ming, Artificial Intelligence, and Reasoning (LPAR-2001), volume 2250 of Lecture Notes in Artificial
Intelligence, pages 309–319, Havanna, Cuba, December 2001. Springer.
[2] P. Argon, G. Delzanno, S. Mukhopadhyay, and A. Podelski. Model checking for communication proto-
cols. In L. Pacholski and P. Ruzicka, editors, Proceedings of the 28th Annual Conference on Current
Trends in Theory and Practice of Informatics (SOFSEM-2001), volume 2234 of Lecture Notes in Com-
puter Science, pages 160–170, Piestany, Slovak Republic, 2001. Springer.
[3] B. Blanchet and A. Podelski. Verification of cryptographic protocols: Tagging enforces termination. In
A. Gordon, editor, FoSSaCS’03: Foundations of Software Science and Computation Structures, volume
2620 of Lecture Notes in Computer Science, pages 136–152, Warsaw, Poland, 2003. Springer.
[4] W. Charatonik and R. Amadio. On name generation and set-based analysis in the Dolev-Yao model. In
L. Brim, P. Jancar, M. Kretinsky, and A. Kucera, editors, CONCUR 2002 - Concurrency Theory. 13th
International Conference, volume 2401 of Lecture Notes in Computer Science, pages 499–514, Brno,
Czech Republic, 2002. Springer.
[5] W. Charatonik, A. D. Gordon, and J.-M. Talbot. Finite-control mobile ambients. In D. Le Me´tayer,
editor, Programming languages and systems: Proceedings of the 11th European Symposium on Program-
ming, ESOP 2002. Held as Part of the Joint European Conferences on Theory and Practice of Software,
ETAPS 2002, volume 2305 of Lecture Notes in Computer Science, pages 295–314, Grenoble, France,
2002. Springer.
[6] W. Charatonik, S. Mukhopadhyay, and A. Podelski. Compositional termination analysis of symbolic
forward analysis. In A. Cortesi, editor, Verification, Model Checking, and Abstract Interpretation. Third
International Workshop, VMCAI 2002, volume 2294 of Lecture Notes in Computer Science, pages 109–
125, Venice, Italy, 2002. Springer.
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[7] W. Charatonik, S. Mukhopadhyay, and A. Podelski. Constraint-based infinite model checking and
tabulation for stratified clp. In P. J. Stuckey, editor, Logic Programming. 18th International Conference,
ICLP 2002, volume 2401 of Lecture Notes in Computer Science, pages 115–129, Copenhagen, Denmark,
2002. Springer.
[8] W. Charatonik and J.-M. Talbot. The decidability of model checking mobile ambients. In L. Fribourg,
editor, Computer Science Logic, 15th International Workshop, 10th Annual Conference of the EACSL,
volume 2142 of Lecture Notes in Computer Science, pages 339–354, Paris, France, September 2001.
European Association for Computer Science Logic (EACSL), Springer.
[9] W. Charatonik and J.-M. Talbot. Atomic set constraints with projection. In S. Tison, editor, Rewriting
Techniques and Applications. 13th International Conference, RTA 2002, volume 2378 of Lecture Notes
in Computer Science, pages 311–325, Copenhagen, Denmark, 2002. Springer.
[10] H. de Nivelle. Splitting through new proposition symbols. In R. Nieuwenhuis and A. Voronkov, editors,
Proceedings of the 8th International Conference on Logic for Programming, Artificial Intelligence, and
Reasoning (LPAR-2001), volume 2250 of Lecture Notes in Computer Science, pages 172–185, Havana,
Cuba, December 2001. Springer.
[11] H. de Nivelle. Extraction of proofs from the clausal normal form transformation. In J. Bradfield, editor,
Proceedings of the 16th international workshop on computer science logic (CSL 2002), volume 2471 of
Lecture Notes in Computer Science, pages 584–598, Edinburgh, UK, September 2002. Springer.
[12] H. de Nivelle. Translation of resolution proofs into short first-order proofs without choice axioms. In
F. Baader, editor, Proceedings of the 19th Conference on Automated Deduction (CADE-19), Miami,
USA, July 2003. Springer.
[13] L. de Raedt, M. Jaeger, S. D. Lee, and H. Mannila. A theory of inductive query answering. In Proceedings
of the 2002 IEEE International Conference on Data Mining (ICDM’02), pages 123–130, Maebashi City,
Japan, December 2002. IEEE Computer Society, IEEE.
[14] B. Finkbeiner, S. Sankaranarayanan, and H. B. Sipma. Collecting statistics over runtime executions.
In Runtime Verification 2002, volume 70 of Electronic Notes in Theoretical Computer Science. Elsevier,
2002. Extended version submitted to Formal Methods in System Design.
[15] J.-M. Gaillourdet, T. Hillenbrand, B. Lo¨chner, and H. Spies. The new WALDMEISTER loop at work.
In F. Baader, editor, Proceedings of the 19th International Conference on Automated Deduction (CADE-
19), Lecture Notes in Artificial Intelligence, Miami, Florida, 2003. Springer. To appear.
[16] H. Ganzinger. Bottom-up deduction with deletion and priorities. In O. Danvy and A. Filinski, editors,
2nd Symposium on Programs as Data Objects (PADO 01), volume 2053 of Lecture Notes in Computer
Science, pages 276–277, Aarhus, Denmark, 2001. Springer.
[17] H. Ganzinger. Shostak light. In A. Voronkov, editor, Proceedings of the 18th International Conference
on Automated Deduction (CADE-18), volume 2392 of Lecture Notes in Artificial Intelligence, pages
332–346, Copenhagen, Denmark, 2002. Springer.
[18] H. Ganzinger, T. Hillenbrand, and U. Waldmann. Superposition modulo a Shostak theory. In F. Baader,
editor, Proceedings of the 19th International Conference on Automated Deduction (CADE-19), Lecture
Notes in Artificial Intelligence, Miami, Florida, July 2003. Springer. To appear.
[19] H. Ganzinger and K. Korovin. New directions in instantiation-based theorem proving. In P. Kolaitis,
editor, Proceedings of the 18th IEEE Symposium on on Logic in Computer Science, Ottawa, Canada,
2003. Institute of Electrical and Electronics Engineers (IEEE), IEEE Computer Society. To appear.
[20] H. Ganzinger and D. McAllester. Logical algorithms. In P. J. Stuckey, editor, Logic Programming.
18th International Conference, ICLP 2002, volume 2401 of Lecture Notes in Computer Science, pages
209–223, Copenhagen, Denmark, 2002. Springer.
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[21] H. Ganzinger and J. Stuber. Superposition with equivalence reasoning and delayed clause normal form
transformation. In F. Baader, editor, Proceedings of the 19th International Conference on Automated
Deduction (CADE-19), Lecture Notes in Artificial Intelligence, Miami, Florida, July 2003. Springer. To
appear.
[22] L. Georgieva, U. Hustadt, and R. A. Schmidt. A new clausal class decidable by hyperresolution. In
A. Voronkov, editor, Proceedings of the 18th International Conference on Automated Deduction (CADE-
18), volume 2392 of Lecture Notes in Artificial Intelligence, pages 260–274, Copenhagen, Denmark, 2002.
Springer.
[23] L. Georgieva, U. Hustadt, and R. A. Schmidt. On the relationship between decidable fragments, non-
classical logics, and description logics. In Proceedings of the International Workshop on Description
Logics (DL’2002), volume 53 of CEUR Workshop Proceedings, pages 25–36, Toulouse, France, 2002.
CEUR.
[24] T. Hillenbrand and B. Lo¨chner. The next WALDMEISTER loop. In A. Voronkov, editor, Proceedings of
the 18th International Conference on Automated Deduction (CADE-18), volume 2392 of Lecture Notes
in Artificial Intelligence, pages 486–500, Copenhagen, Denmark, 2002. Springer.
[25] M. Jaeger. Probabilistic classifiers and the concepts they recognize. In Proceedings of the 20th Interna-
tional Conference on Machine Learning (ICML-2003), Washington DC, 2003. To appear.
[26] M. Jaeger. A representation theorem and applications. In Proceedings of the Seventh European Con-
ference on Symbolic and Quantitative Approaches to Reasoning with Uncertainty (ECSQARU), Lecture
Notes in Artificial Intelligence, Aalborg, Denmark, 2003. Springer. To appear.
[27] K. Korovin and A. Voronkov. AC-compatible Knuth-Bendix order. In F. Baader, editor, Proceedings
of the 19th International Conference on Automated Deduction (CADE-19), Lecture Notes in Computer
Science, Miami, Florida, July 2003. Springer. To appear.
[28] K. Korovin and A. Voronkov. Orienting equalities with the Knuth-Bendix order. In P. Kolaitis, edi-
tor, Proceedings of the 18th IEEE Symposium on Logic in Computer Science, Ottawa, Canada, 2003.
Institute of Electrical and Electronics Engineers (IEEE), IEEE Computer Society. To appear.
[29] P. Maier. Compositional circular assume-guarantee rules cannot be sound and complete. In A. D.
Gordon, editor, Proceedings of the 6th International Conference on Foundations of Software Science
and Computational Structures (FOSSACS 2003), volume 2620 of Lecture Notes in Computer Science,
pages 343–357, Warsaw, Poland, April 2003. Springer.
[30] S. Mukhopadhyay and A. Podelski. Accurate widenings and boundedness properties of timed systems.
In A. Zamulin, M. Broy, and D. Bjorner, editors, Perspectives of System Informatics: 4th International
Andrei Ershov Memorial Conference, volume 2244 of Lecture Notes in Computer Science, pages 79–94,
Novosibirsk, Russia, 2001. Springer.
[31] R. Nieuwenhuis, T. Hillenbrand, A. Riazanov, and A. Voronkov. On the evaluation of indexing tech-
niques for theorem proving. In R. Gore´, A. Leitsch, and T. Nipkow, editors, Proceedings of the 1st
International Joint Conference on Automated Reasoning (IJCAR-2001), volume 2083 of Lecture Notes
in Artificial Intelligence, pages 257–271, Siena, Italy, June 2001. Springer.
[32] A. Podelski. Software model checking with abstraction refinement. In L. Zuck, P. Attie, A. Cortesi, and
S. Mukhopadhyay, editors, VMCAI 2003: Verification, Model Checking, and Abstract Interpretation,
volume 2575 of Lecture Notes in Computer Science, pages 1–13, New York, NY (USA), 2003. Springer.
[33] A. Podelski, T. Ball, and S. K. Rajamani. Relative completeness of abstraction refinement for soft-
ware model checking. In J.-P. Kaoen and P. Stevens, editors, Proceedings of TACAS 2002: Tools and
Algorithms for the Construction and Analysis of Systems, volume 2280 of Lecture Notes in Computer
Science, pages 158–172, Grenoble, France, April 2002. Springer.
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[34] A. Podelski and S. Mukhopadhyay. An algebraic framework for abstract model checking. In S. K.
R. C. Holte, editor, SARA 2002: 5th International Symposium on Abstraction, Reformulation and
Approximation, volume 2371 of Lecture Notes in Computer Science, pages 152–169, Montreal, 2002.
Springer.
[35] S. Ratschan and J. Vehi. Robust pole clustering of parametric uncertain systems using interval methods.
In Proceedings of the 4th IFAC Symposium on Robust Control Design, Milano, 2003. IFAC, Elsevier
Science Ltd.
[36] R. A. Schmidt and U. Hustadt. A principle for incorporating axioms into the first-order translation of
modal formulae. In Automated Deduction - CADE-19, Lecture Notes in Artificial Intelligence, Miami,
USA, 2003. Springer. To appear.
[37] R. A. Schmidt and D. Tishkovsky. Multi-agent logic of dynamic belief and knowledge. In Proceedings
of the 8th European Conference on Logics in Artificial Intelligence (JELIA), volume 2424 of Lecture
Notes in Artificial Intelligence, pages 38–49, Cosenza, Italy, 2002. Springer.
[38] V. Sofronie-Stokkermans. On uniform word problems involving bridging operators on distributive lat-
tices. In U. Egly and C. Fermu¨ller, editors, Proceedings of the Conference on Automated Reasoning with
Analytic Tableaux and Related Methods (TABLEAUX 2002), volume 2381 of Lecture Notes in Artificial
Intelligence, pages 235–250, Copenhagen, Denmark, 2002. Springer.
[39] U. Waldmann. A new input technique for accented letters in alphabetical scripts. In Proceedings of the
20th International Unicode Conference, page C12, Washington, DC, USA, January 2002. The Unicode
Consortium.
[40] C. Weidenbach, U. Brahm, T. Hillenbrand, E. Keen, C. Theobalt, and D. Topic´. SPASS version 2.0. In
A. Voronkov, editor, Proceedings of the 18th International Conference on Automated Deduction (CADE-
18), volume 2392 of Lecture Notes in Artificial Intelligence, pages 275–279, Kopenhagen, Denmark, 2002.
Springer.
[41] E. Weydert. Rankings we prefer: a minimal construction semantics for default reasoning. In S. Benferhat
and P. Besnard, editors, Proceedings of the 6th European Conference on Symbolic and Quantitative
Approaches to Reasoning with Uncertainty (ECSQARU-01), volume 2143 of Lecture Notes in Artificial
Intelligence, pages 616–627, Toulouse, France, September 2001. Springer.
Workshop proceedings
[1] T. Hillenbrand and B. Lo¨chner. The next WALDMEISTER loop (extended abstract). In H. de Nivelle
and S. Schulz, editors, Proceedings of the Second International Workshop on the Implementation of
Logics, IWIL 2001, volume MPI-I-2001-2-006 of Research Report, pages 13–21, Havana, Cuba, November
2001. Max-Planck-Institut fu¨r Informatik.
[2] T. Hillenbrand, A. Podelski, and D. Topic´. Is logic effective for analyzing C programs? In W. Charatonik
and H. Ganzinger, editors, Proceedings of the Symposium on the Effectiveness of Logic in Computer
Science in Honour of Moshe Vardi, volume MPI-I-2002-2-007 of MPI Research Report, pages 27–30,
Saarbru¨cken, March 2002. Max-Planck-Institut fu¨r Informatik.
[3] M. Jaeger. Probababilistic decision graphs – combining verification and AI techniques for probabilistic
inference. In Proceedings of the First European Workshop on Probabilistic Graphical Models, pages 81–
88, Cuenca, Spain, November 2002. Computer Science Department, University of Castilla - La Mancha.
[4] Y. Kazakov. Recursive resolution for modal logic. In W. Charatonik and H. Ganzinger, editors, Proceed-
ings of the Symposium on the Effectiveness of Logic in Computer Science in Honour of Moshe Vardi,
volume MPI-I-2002-2-007 of MPI Research Report, pages 11–15, Saarbru¨cken, Germany, March 2002.
Max-Planck-Institut fr Informatik.
[5] P. Maier. A framework for circular assume-guarantee rules. In W. Charatonik and H. Ganzinger, editors,
Proceedings of the Symposium on the Effectiveness of Logic in Computer Science in Honour of Moshe
Vardi, volume MPI-I-2002-2-007 of MPI Research Report, pages 55–58, Saarbru¨cken, Germany, March
2002. Max-Planck-Institut fu¨r Informatik.
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Theses
[1] G. Jung. Ein Frontend fu¨r die Anwendung von Model Checking auf die Analyse von Array Bounds fu¨r
C Programme. Masters thesis, Universita¨t des Saarlandes, May 2001.
[2] A. Rybalchenko. A model checker based on abstraction refinement. Masters thesis, Universita¨t des
Saarlandes, September 2002.
Technical reports
[1] W. Charatonik and H. Ganzinger. Symposium on the effectiveness of logic in computer science in honour
of moshe vardi. Research Report MPI-I-2002-2-007, Max-Planck-Institut fu¨r Informatik, Stuhlsatzen-
hausweg 85, 66123 Saarbru¨cken, Germany, February 2002.
[2] W. Charatonik and J.-M. Talbot. Atomic set constraints with projection. In S. Tison, editor, Rewriting
Techniques and Applications. 13th International Conference, RTA 2002, volume 2378 of Lecture Notes
in Computer Science, pages 311–325, Copenhagen, Denmark, 2002. Springer.
[3] H. de Nivelle and S. Schulz, editors. Proceedings of the 2nd International Workshop on the Imple-
mentation of Logics, number MPI-I-2001-2-006 in Research Report, Saarbru¨cken, Germany, 2001. Max-
Planck-Institut fu¨r Informatik.
[4] L. Georgieva, U. Hustadt, and R. A. Schmidt. A new clausal class decidable by hyperresolution. Preprint
Series CSPP-18, University of Manchester, UK, July 2002.
[5] Y. Kazakov and H. Nivelle. Subsumption of concepts in DL FL0 for (cyclic) terminologies with respect
to descriptive semantics is PSPACE-complete. Research Report MPI-I-2003-2-003, Max-Planck-Institut
fu¨r Informatik, Stuhlsatzenhausweg 85, 66123 Saarbru¨cken, Germany, April 2003.
[6] P. Maier. Compositional circular assume-guarantee rules cannot be sound and complete. In A. D.
Gordon, editor, Proceedings of the 6th International Conference on Foundations of Software Science
and Computational Structures (FOSSACS 2003), volume 2620 of Lecture Notes in Computer Science,
pages 343–357, Warsaw, Poland, April 2003. Springer.
[7] V. Sofronie-Stokkermans. Resolution-based decision procedures for the universal theory of some classes
of distributive lattices with operators. Research Report MPI-I-2001-2-005, Max-Planck-Institut fu¨r
Informatik, Stuhlsatzenhausweg 85, 66123 Saarbru¨cken, Germany, September 2001.
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Part V
The Computational Biology and
Applied Algorithmics Group
The Computational Biology and Applied Algorithmics Group
1 Personnel
Director:




• Mario Albrecht (since October 2002)
• Dr. Iris Antes (since July 2002)
• Niko Beerenwinkel (since November 2001)
• Dr. Francisco Silva Domingues (since July 2002)
• Dr. Andreas Hahn (since October 2002)
• Dr. Andreas Ka¨mper (since February 2002)
• Lars Kunert (since February 2002)
• Jochen Maydt (since May 2002)
• Dr. Christian Merkwirth (since October 2002)
• Dr. Jo¨rg Rahnenfu¨hrer (since October 2002)
• Kirsten Roomp (since September 2002)
• Dr. Ingolf Sommer (since May 2002)
Ph. D. Students:
• Somak Ray (since April 2002)
• Priti Talwar (since April 2002)
Diploma Students:
Oliver Sander (since April 2003)
Tobias Sing (since May 2003)
2 Guests
Dr. Christoph Welsch (since January 2003)
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3 Visitors
Prof. Anna Tramontano (University of Rome “La Sapienza”, Italy) 08.– 09.05.2003
Dr. Holger Claußen (BiosolveIT GmbH, Sankt Augustin, Germany) 28.– 29.04.2003
Prof. Chih–Jen Lin (National Taiwan University, Taipei/Taiwan) 10.– 13.02.2003
Prof. Kevin Karplus (University of California, Santa Cruz/USA) 25.– 26.11.2002
Dr. Sorin Istrail (Celera Genomics, Rockville/USA) 15.11.2002
Dr. Martin Stahl (Hoffmann-La Roche, Basel/Switzerland) 14.11.2002
Hagit Shatkay, Ph.D. (Celera Genomics, Rockville/USA) 12.09.2002
Dr. Detlef Hofmann (FhG–SCAI, Sankt Augustin, Germany) 05.09.2002
Dr. Kay Wiese (Simon Fraser University, Vancouver, Canada) 21.08.2002
4 Structure of the Group
All group members except the director and the secretary have temporary positions. As a young
and still relatively small group, there is no internal hierarchy in the group. There are teams of
scientists working on closely related topics:
• Protein structure and function team (Mario Albrecht, Francisco Domingues, Ingolf Sommer,
Priti Talwar)
• Expression array team (Andreas Hahn, Jo¨rg Rahnenfu¨hrer)
• Docking and drug screening team (Iris Antes, Andreas Ka¨mper, Lars Kunert, Christian Merk-
wirth, Somak Ray)
• HIV team (Niko Beerenwinkel, Jochen Maydt)
• Statistics interest group (Andreas Hahn, Christian Merkwirth, Jo¨rg Rahnenfu¨hrer)
The structure of these teams is collaborative, not hierarchical. All scientists including the
doctoral students report directly to the director, currently. In most cases, masters students are
advised by the scientists.
As the group grows and matures we will continually adapt its structure. One issue is to ensure
that the fanout for the director does not get out of hand.
There are the following (almost) regular group meetings:
• Thursday 9am, alternate weeks: Group breakfast in our rotunda. At this occasion we inform
each other about what is going on in the institute, report on trips that group members have
made, and discuss computer infrastructure issues that concern the whole group
• Thursday 4pm: Bioinformatics Journal Club meetings. These meetings are together with the
groups of Prof. Lenhof and Dr. Kohlbacher from Saarland University that are our colleagues
in CBI. Internal and external presentations are given at these meetings
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• There are regular weekly meetings of the director with the starting Ph.D. candidates (about
up to the second year). The more advanced Ph.D. candidates and postdocs meet with the
director about every three weeks in a less fixed manner.
• As the group is growing together there are initatives by the scientists to form temporary
taskforces on special topics. We just formed a task force on “viral evolution”. A task force is
like a discussion and journal club with a certain limited time-span.
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5 Protein Structure and Function Prediction
In order to understand biological processes, one needs to identify and characterize their different
molecular components. In particular, proteins are the key structural, transport, signaling, reg-
ulatory, and catalytic macromolecules within a cell. They can be described in terms of amino
acid sequence, three dimensional structure, molecular function, and their associations in functional
networks.
In this respect, key challenges are structure prediction and structure-based function prediction,
where the understanding of the molecular biology of disease processes is a relevant application. The
understanding of biological systems requires not only to characterize of the molecular components
but also to understand how they interact and work together in functional networks.
Accordingly, we have a project in automated structure prediction, in which we determine the 3D
structures for given amino acid query sequences. Another project focus is fingerprinting molecular
function based on structural information. These and other methods are currently being applied
to deriving biological hypotheses for disease processes to be experimentally validated within our
research network. Finally, we cooperate with external partners to identify regulatory function in
metabolic networks by measuring metabolite labeling patterns in yeast knock-out mutants.
5.1 Fully Automatic Protein Structure Prediction
Investigators: Ingolf Sommer, Francisco Domingues, Mario Albrecht
The prediction of the 3D structure of proteins from their amino acid sequence remains a major
challenge in computational biology. Typically, the accuracy of the predicted models decreases
with increasing distance of the sequence to its closest homologue with a known structure: one
distinguishes between comparative modeling, fold recognition, and ab-initio categories.
In this joint project with FhG-SCAI in Bonn we built a fully automated protein structure
prediction server, which combines the results of several in house fold recognition methods to find
suitable templates in a database of structural representatives of protein domains.
The method starts by constructing a set of subsequences from the query sequence, each subse-
quence representing a hypothesis for a possible protein domain. This is done by scanning against
the InterPro database and using hits as domain hypotheses [3]. Additional hypotheses are con-
structed using a secondary structure prediction from PSIPRED [7]. Segments of predicted loops
are used as potential domain boundaries. Finally, the set of subsequences is reduced to a reasonable
size by removing subsequences that are highly similar or short.
For each subsequence a multiple alignment is constructed by searching the NR database using
PSI-BLAST [2]. A frequency profile is calculated from this multiple alignment using a slightly
modified version of the Henikoff-Henikoff sequence-weighting algorithm [6].
All potential domains are then subjected to four different fold recognition methods. Each
method searches for an optimal structure in our template database. The template database is a
representative subset of the SCOP domains with pairwise sequence identity lower than 40% [5, 4].
For each of these template domains, a frequency profile was constructed as described above for
the targets. The first fold recognition method is PSI-BLAST, which is used to search through our
set of template domains (augmented by the NR sequence database). The second one is the 123D
threading program. It uses frequency profiles on the target side and 3D structural information on
the template side [14, 1]. The third one is the JProp profile-profile alignment method recently
developed in a cooperation between MPI and FhG-SCAI [11, 12]. It compares frequency profiles
on the target side with profiles on the template side using the log average scoring approach. The
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fourth method is again the JProp profile-profile alignment program, but in this version it makes
use of additional secondary structure information on the target and template side (publication in
preparation).
The quality of each of these search results is assessed using confidence measures. For PSI-
BLAST, these are readily available [8], for the other methods, these were developed in a recent
study [10].
The target sequence is then annotated with all the produced quadruplets (subsequence, fold
recognition method, search result, confidence value). Finally, we select a set of non-overlapping
annotations along the sequence, by performing combinatorial optimization of a heuristic score
based on the confidence values. For each of these selected annotations, a separate protein domain
is predicted. The structure of this domain prediction is computed by aligning the subsequence
against the template structure using JProp.
Figure V.1: Overview of the data flow in the arby protein structure prediction server
Aside from the methodical innovations contributed by the project, we followed a new alley with
respect to the software engineering of the server that provides modular structure, extensibility,
and robustness. The underlying concept is general and independent of the specific pipeline (as the
one for structure prediction described above), it will be used as infrastructure for other projects
as well. We developed a data flow engine implemented in Java: within a component framework
all algorithms and programs are encapsulated in small Java classes. Each of these components
specifies an algorithm to be executed along with its input parameters, the output that it produces,
and possible error conditions. The accompanying engine provides a number of features for the
components: First of all, the input/output dependencies of components are resolved. If all inputs
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for a specific algorithm have been determined, the algorithm itself is being scheduled for execution.
The components are executed in parallel on any number of CPUs, in our case 10 CPUs of a
SunFire 4800 server. A frequent problem in fully automated systems is reliable error handling.
We solve this problem by catching potential error conditions and adaptively pruning the data-
flow tree. Additionally, persistence of the computed results is accomplished by using a relational
database, thus offering convenient and fast access to previously computed results for identical input
parameters.
5.1.1 Assessment / CASP / CAFASP
During the Critical Assessment of Protein Structure Prediction (CASP) 2002, our server named
“Arby” was evaluated in the Fully Automated (CAFASP) section of the fold recognition category.
In CASP, there are several evaluation schemes, two of which we list here: a) The automatically
generated evaluation of the automated servers only, provided by Daniel Fisher13, and b) the manual
assessment of human and server made predictions, provided by Nick Grishin and Michael Levitt14.
In evaluation a) our server ranks 13, with 8 meta servers ahead; in evaluation b) our server
ranks 16, with 5 meta servers and 10 human groups ahead. Meta servers analyse and combine the
predictions of individual servers (such as Arby)15.
5.1.2 Future Projects
Clearly, the identification of domain boundaries needs to be improved. The ad hoc approach used
to explore the consensus or disagreement of predictions along the amino acid sequence, needs to
be replaced with a statistically sound approach. Furthermore, alternative approaches e.g. [13, 9],
need to be tested and potentially incorporated.
We are currently developing a database of structural building blocks of proteins. These blocks
will be segments of conserved sequence which either are or are not conserved in structure. By
mapping these blocks onto alignment based structure predictions, we will have a confidence measure
on the quality of the predictions.
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5.2 Structure-Function Relationships
Investigators: Francisco Domingues, Ingolf Sommer, Mario Albrecht
Functional characterization of proteins is required in order to fully understand their biological
role. This includes characterization of molecular function, biological process, cellular localiza-
tion and intermolecular interactions. In general, experimental results are needed for functional
characterization, but complementary computational approaches have also been developed. These
automated methods can both reduce the time and costs of functional characterization. Finally,
the more recent high-throughput techniques combine large scale experiments with computational
methods for data processing and analysis.
Computational methods for function analysis can be subdivided into the following ap-
proaches [2]: homology-based methods, genomic context, sequence features and structure-based
methods. The development of structure-based methods for function analysis are the focus of recent
interest [6, 3, 7, 8]. One reason for this is the increasing number of structures currently available
in the Protein Databank (PDB) [1]. With these structural data (currently 20000 PDB entries) it
is possible to develop knowledge-based computational methods for the understanding of structure-
function relationships. In addition, several structural genomics projects are currently under way.
They are expected to deliver a large amount of new structural models every year, many of them
correspond to poorly characterized proteins whose function is not known. This creates a demand
for methods to derive function from structure.
There are several issues that need to be taken into account when relating structure to molecular
function. Molecular function can be defined at different levels of detail. Gene Ontology (GO) [5]
provides a controlled vocabulary for function characterization. Proteins can be related not only
in function but also in evolution. The SCOP database [4] provides a structural and evolutionary
classification of the known proteins. In general, the closer two proteins are in evolution, the more
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likely it is that they have a similar function, but there are exceptions. Another issue to take into
account is that protein structures are not static. Conformation changes can occur upon regulation,
activation or binding, and should be taken into account.
The main goal of this project is to derive structural fingerprints for molecular function. These
fingerprints will be specific for the different functional states corresponding to different conforma-
tions. Using SCOP and GO as a guide, we collect different sets from PDB, of proteins related in
evolution, function and conformation. Multiple structure alignments are used to identify equiva-
lent structural regions. Distance matrices are used to identify conserved structural residues. The
fingerprints of the different functional sites correspond to the geometry of clustered residues on the
surface together with measures of amino-acid conservation.
In the initial phase we are focusing on implementing and testing our approach on a few test fam-
ilies, in particular the protein kinases. This is a well known family of proteins with many known
structures. They have central roles in intracellular communication, regulation and signal trans-
duction. There are conserved functional features (nucleotide binding pocket), but also differences
(substrate specificity), and different conformations are known to be associated with active/inactive
states.
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5.3 Structure and Function Prediction of Medically Relevant Proteins
Investigator: Mario Albrecht
Introduction
Several case studies on the structure and function prediction of medically relevant proteins have
been conducted in cooperation with research groups at different medical institutes. We are con-
ducting these studies in order to keep in touch with the application demands for protein structure
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prediction and uncover limitations and missing components in today’s structure prediction tech-
nology. Furthermore, we want to bring structure prediction to a point where it can systematically
contribute to advancing the understanding of disease processes and the effect of genetic variations
on protein function and drug therapies. Our findings on disease-associated proteins have already
led to plausible biological hypotheses, which are currently under further experimental investigation
by our cooperation partners. In the following, we detail our computational studies on proteins
involved in distinct diseases.
Neurodegenerative disorders
Spinocerebellar ataxia type 3, also known as Machado-Joseph disease, is caused by a polyglu-
tamine expansion in the protein sequence of ataxin-3, whose expressed gene of previously unknown
function contains CAG repeats in the coding region. This inherited disorder belongs to a het-
erogeneous group of neurodegenerative disorders, which includes Huntington’s disease, spinal and
bulbar muscular atrophy and several other spinocerebellar ataxia types, which are the research
focus of our collaborating experimental group at the University of Bonn (Dr. Wu¨llner, Department
of Neurology) [6].
Based on a computational analysis of homologs and orthologs of ataxin-3, we were able to
propose a three-dimensional structural model using the adaptin AP180 as template along with
structure-based functions [2]. Our predictive strategy comprised the compilation of multiple se-
quence and structure alignments of carefully selected proteins, including an as yet uncharacterized
subfamily of proteins, which we identified during our database searches as homologous to ataxin-3.
The discovered remote homology of ataxin-3 to adaptins associated with membrane trafficking and
regulatory adaptor functions [5] was validated by additionally collected information on sequence
motifs, secondary structure, and similar domain architectures. To this end, we also examined dif-
ferent in-house and external prediction methods, which resulted in suggestions for improvements
of the methods. For instance, it became necessary during the case study that we developed a
specific prediction method to distinguish predicted coiled-coils regions from three-helix bundels.
Our predictions pointed to a dual functional role of ataxin-3 with a putative second function as
transcriptional coregulator, which has recently been confirmed independently in experiments that
revealed ataxin-3 as transcriptional corepressor [12]. Other of our function predictions are currently
under further experimental investigation in binding studies.
Autoinflammatory diseases
Variations in the homologous gene products PYPAF1 and NOD2 have been associated with sev-
eral autoinflammatory diseases that, although clinically different, share a similar inflammatory
pathophysiology [13, 9]. PYPAF1 has been linked to Muckle-Wells syndrome, familial cold autoin-
flammatory syndrome (familial urticaria), and chronic infantile neurological cutaneous and articular
syndrome (CINCA). NOD2 has been found to confer susceptibility to Blau syndrome and one of
the two main types of chronic inflammatory bowel disease, Crohn’s disease, which is a research
topic of our medical partners at the University of Kiel (Prof. Dr. Schreiber, First Department
of Medicine). Experimental data suggest that the human protein family including PYPAF1 and
NOD2 is involved in the regulation of apoptosis and inflammatory immune responses.
The comparative analysis of the genetic variations with respect to their structural impact on the
protein level gave insights into disease mechanisms. We assembled multiple sequence alignments
of the family members sharing a homologous domain architecture with a central NTPase domain
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Figure V.2: Structural modeling of the nucleotide-binding site of PYPAF1 including both sequence
variants (green labels) associated with autoinflammatory diseases and other residues (orange labels)
interacting with the bound Mg-nucleotide.
and a C-terminal LRR (leucine-rich repeat) domain. Our sequence alignments demonstrate that
some of the missense variants are located in highly conserved regions of the NTPase domain and
possibly impair NTP-hydrolysis (Albrecht et al., submitted).
Furthermore, we could identify suitable structural templates in order to generate 3D models
of the different domains, mapping the known variations onto the structure that contains spe-
cific binding sites (Albrecht et al., in prep.). Thus we could also provide model structures for
the NTPase-LRR domains of plant disease resistance gene products, which recognize pathogen-
associated molecules in analogy to mammalian Toll-Like receptors as part of the similar innate
immune system of plants, animals, and man [8].
Apart from that, our comprehensive computational analysis revealed the as yet unknown mouse
orthologs of PYPAF1 and NOD2 and of other human homologs such as NOD1 and PYPAF5.
Surprisingly, we found that this discovery associated the family member PYPAF5 [4] with two
distinct functional roles reported previously, as regulator of inflammatory processes and as hormone
receptor [1].
Oxidoreductases
Fungal pyranose oxidase is a flavoenzyme whose preferred substrate among several monosaccharides
is glucose [7]. After a comprehensive analysis of conserved features in a structure-based multiple
sequence alignment of homologous proteins, we could classify this enzyme into the GMC oxidore-
ductase family [3]. The identified homology also suggests a three-dimensional protein structure
similar to the functionally related glucose oxidase [10]. This result is of great interest in prac-
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tice because pyranose oxidase is used for analytical purposes, for instance, in clinical chemistry
as diagnostic marker of diabetes. Apart from that, this enzyme has also received remarkable at-
tention both in biotechnological application for high yields of fructose and in food technology as
tool for glucose measurement. Meanwhile, our partners at the University of Saarland (Prof. Dr.
Giffhorn, Institute for Microbiology) have been able to increase the substrate affinity of pyranose
oxidase to glucose by mutating an amino acid that has been aligned to a residue known to bind to
glucose in the glucose oxidase. We hope to improve the enzyme function of the pyranose oxidase
further based on our three-dimensional structure model as the crystallization of this enzyme for
experimental structure determination has failed recently.
Flaviviruses
The group of flaviviruses contains many disease causing viruses such as pestivirus, dengue virus,
yellow fever virus, tick-borne encephalitis virus, and hepatitis C virus [11]. The latter are of main
interest to the medical group at the University of Saarland (Prof. Dr. Zeuzem, Department of
Internal Medicine), with which we have started to apply bioinformatics tool in the analysis of viral
evolution and functionally relevant proteins of the hepatitis C virus. We plan to use structure and
function predictions of virus proteins and their human binding partners in order to explore virus-
host interactions and genetic variations conferring resistance to drugs [14]. As a first step, we are
currently combining the results of the comparison of different virus genomes containing homologous
proteins with data on viral sequence variations from hepatitis C patients. For this purpose Dr.
Christoph Welsch from the Zeuzem group is spending half time with us for an extended period in
order to perform bioinformatics analyses on HCV proteins.
Further Research
Our main research focus is the improvement of structure and function prediction methods, which
are particularly useful to specific proteins of interest to our medical partners. For instance, based on
our knowledge gained during the study on ataxin-3, we are now applying our prediction expertise
to other polyglutamine disease proteins such as ataxin-2 and atrophin. We are also continuing
our analysis of the mammalian protein families involved with autoinflammatory diseases and will
attempt to integrate our function predictions with gene expression data and associated pathways.
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5.4 Identification of Function Signals From Metabolomics Data
Investigator: Priti Talwar
A formidable challenge is to understand the concerted action of different cellular chemical en-
tities in time and space to generate a certain biological behaviour. Dissecting the biochemical
circuitry of a cell is a fundamental problem in biology. The relationship between the function and
regulation in complex cellular networks is an open question and is gaining importance rapidly in
view of huge amounts of genomic and biochemical data currently being produced. In the past years
metabolite balancing techniques have been frequently applied to investigate the central metabolism
of microorganisms [2]. However, the information stemming from conventional metabolite screens
is not always sufficient for reliable estimations of intracellular fluxes. A promising solution to this
problem is the measurement of the labeling pattern of the metabolites produced when the microor-
ganism is grown on a specifically labeled substrate using gas chromatography/mass spectroscopy
(GC/MS) [1, 4]. Recent work in the area of metabolic engineering aims at understanding the
connections between genes and cellular function. The metabolic engineering goal of identifying the
genes responsible for a phenotype is conceptually congruent with the central issue of functional
genomics. In this project, several haploid yeast knock-out mutants are fed with 13C-labeled glucose
under different cultivation conditions. Either in an achieved steady state or at several time points
during the reaction of the organism’s key metabolites are analyzed for 13C-labeled isomers. Flux
measurements will be performed for the set of metabolites.
We will study the relationship of labeling patterns and flux measurements of different metabo-
lites in Saccharomyces cerevisiae, with the regulatory networks active in central metabolism. In the
first stage we have developed a software tool for automatic analysis of the labeled data generated
from GC/MS for faster data processing [3]. We will apply computational methods and develop
statistical models to uncover the function signals present in the metabolomics data and to gain in-
sight into the regulatory role of the knocked-out genes(Figure V.3). We intend to study genes with
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Figure V.3: New experimental and bioinformatics tools for charaterization of metabolic networks:
model organism Saccharomyces cerevisiae
different known or assumed regulatory distance to the primary enzymes of the central metabolism.
This is to ascertain exactly what aspect of the regulatory function can be seen through the filter of
metabolomic data, and whether and to what extent such data can support validation and discovery
of gene function and cellular control architecture. The result of the project will be a software
system that will be integrated into a comprehensive data processing and discovery platform.
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6 Docking and Drug Screening
6.1 Introduction
The development of novel highly-active drugs for efficient and safe treatment of diseases is the
main goal of pharmaceutical research. This development process is complex and contains many
steps. If a protein (target) associated with the disease is known, pharmaceutical companies use
high-throughput screening (HTS), to test large collections of possible drug molecules (ligands) in
automated laboratory processes for biological activity against the target. A problem in HTS data
analysis are compounds that frequently give positive signals without being drug candidates. With
the use of binary classification methods, we can separate these ’frequent hitters’ from the ’real’ hits
(Section 6.2).
In silico virtual screening of substances is becoming an increasingly important alternative to
HTS [2, 3]. In virtual screening the biological activity of possible drug candidates is estimated by
computational methods. The main advantages of this method are its lower cost (no experiment)
and the possibility to test virtual, not yet synthesized, compounds.
If the three-dimensional structure of the target is known, docking methods [4] can be applied for
virtual screening, that predict the structure and binding affinity of a ligand-receptor complex. We
use and actively extend the docking program FlexX [6, 5]. The method samples the conformation
space of the ligand using a discrete model for its torsional angles and ring conformations. An initial
fragment is placed by applying a hashing technique. Subsequently, the ligand is built up in the
active site of the protein by an incremental construction algorithm combined with a tree-search
using a scoring function [1] for the ranking of each generated ligand-receptor complex.
FlexX has been proven to give reliable docking results for a large number of complexes, but it
has limitations in docking of larger ligands, due to their high number of conformations. Peptides
are the most important class of large ligands and, in an ongoing study, we aim at improving our
docking technique by investigating new methods, that are specific to the peptide-docking problem
(Section 6.3)
FlexX needs approximately 20 seconds on current workstations per docking of a ligand-receptor
pair. Therefore, FlexX is only suitable for virtual screening of many ligands to one receptor,
if enough compute power is available to screen large libraries of hundred thousands or million
compounds in acceptable time frames. In a recent study, we demonstrated the applicability of a
parallel version of FlexX for virtual screening for a novel urease inhibitor, where we used a chemical
library with over 2.5 million compounds (Section 6.4).
This screening procedure can be optimized: Each docking run is comparable to an exploration
of the receptor with a highly specialized probe molecule, the ligand. An algorithm, which gathers
and integrates this information into an unified data structure (pocket graph) is under current de-
velopment (Section 6.5). The underlying idea is to train the pocket graph on docking results of a
small subset of ligands and then to process the remainder by a faster graph query.
For reduction of the search space of ligands, their chemical properties can be calculated and
compounds that fail to pass simple property filter functions can be excluded. A method based on
this approach will be described in Section 7.3. Some of these properties as well as binding affinities
and toxicological data of screening compounds will be predicted using statistical learning methods
(Section 6.6).
In docking methods, an efficient and reliable estimation of the binding affinity between ligand
and protein is important. Since this calculation must be done several thousand times per docking
run, only scoring functions are applicable that use approximation methods and a simple interaction
model. A more accurate calculation of the binding affinity can only be performed for the best
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solutions in a separate step (rescoring). One possibility is again the use of machine-learning methods
(Section 6.6).
Currently there are two methodological projects under investigation which aim at the improve-
ment of the group’s docking software through the use of molecular modeling techniques. The first
project is to develop a docking tool which allows for restricted receptor flexibility (Section 6.7).
The method combines FlexX docking concepts with molecular modeling techniques. It is expected
to be more accurate than the existing variants of FlexX, but also more CPU demanding. Due
to the increased flexibility and different functional form of the new model, it will be necessary
to extend and adapt the FlexX scoring function. This will be done within the scope of the sec-
ond project, which is the development of a scoring function, which allows for a correct reranking
of FlexX docking results (Section 6.8). In addition to these methodological projects, two system
classes, the cytochrome P450 (Section 6.9) and ATPase (Section 6.10) systems, were chosen for
docking applications. The main reason for this choice was that in both cases very accurate dock-
ing methods are required, either due to the receptors binding site flexibility or because potential
inhibitors must be very selective. Therefore both applications can be used as test systems for our
method development.
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6.2 Modeling and Prediction of Physico-Chemical and Biological Properties of
Organic Compounds
Investigator: Christian Merkwirth
In a cooperation with Hoffmann-La Roche, Basel, we are working on several binary classification
problems with a large number of input variables. Both input variables and binary output label
are related to properties of the chemical compound under consideration. One task is to correctly
identify compounds that frequently give positive signal in HTS assays though not being suitable
drug candidates [1].
The aim of the cooperation is not only to build accurate and reliable models that achieve a
high classification rate, but also to identify those variables of the input data that have strongest
influence on the output in order to gain new insights into the underlying chemical mechanisms. We
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developed a semiautomatic procedure based on ensembles of up-to-date classification methods that
circles through the subset of relevant variables in three stages.
Starting with the least sensitive method in the first stage, we shrink down the number of
variables to a point where we can perform a forward selection scheme to select the final subset
of variables in the third stage. During all stages, care is taken of using optimal model types and
parameter settings by advanced model validation. In all three tasks, this approach yields more
than 90 % correct classifications on the test set, while the set of input variables was reduced from
more than 1800 variables in the original data set to a subset of about 10. The staged approach
enables the user to analyze data sets of several thousands of observations and variables in a few
hours on a standard desktop computer.
We could observe that on each of the these tasks different model types perform best. The
challenge of this project lies therefore in rendering the whole procedure as automated and robust
as possible. This method can also be applied to discover genotype-phenotype relationships which
we will further investigate.
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6.3 Docking of Peptides
Investigator: Somak Ray
In protein-ligand docking, docking peptides remains one of the most difficult challenges. Many
important biological phenomena involve specific molecular recognition mediated by protein-peptide
docking. Peptides also serve as natural inhibitors for proteins and as lead structures for drugs.
The general protein-peptide docking problem appears too hard to attack right away. Thus we
restrict our attention in two ways:
1. We are interested in docking peptidic inhibitors
2. On the protein side we restrict our attention to proteases
The first restriction appears reasonable in view of the history of our scientific involvement in
docking. The second restriction is mainly motivated by the cooperation partners that join us from
the pharmaceutical side.
The modulation of proteolytic enzymes by short peptides is one highly relevant example. Prote-
olytic enzymes or proteases are involved in many clinical conditions like virus infection, inflamma-
tory response, cancer and Alzheimer’s disease [6]. Therefore peptidyl or peptidomimetic inhibitors
of these proteases are quickly emerging as prospective therapeutic candidates against these diseases.
Computational methodologies like docking could certainly help in understanding the mechanism of
such interactions and in aiding design of useful inhibitors.
It has been found by earlier investigators [2, 7, 5] that most of these inhibitors, when bound to
their respective enzymes, exhibit a remarkable structural similarity with respect to their backbones,
viz. they all bind with an extended geometry. This phenomenon is observed with different inhibitors
binding to the same enzyme and for same inhibitor binding to different proteases. The backbone
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similarity is also observed for these small peptides and much larger protein inhibitors. The peptide
backbone stretches into a β strand like structure in the active site, the driving force being extensive
hydrogen bonding involving backbone O and N atoms of the peptide and the receptor atoms.
We plan to develop a methodology incorporating the information about the backbone structure.
For the first step we will treat the receptor as rigid and test some of the structural hypotheses on the
ligands using available data and docking simulations by FlexX. Structural features like the degree
of backbone adaptability for accommodating side chain in different binding pockets, specificities of
pockets around the scissile peptide bond and hydrogen bonding patterns are to be explored. We
would like to find out to what extent the backbone and side chains can be placed independently by
docking simulations. For this, particularly we want to explore the degree of accuracy of side chain
placement on preplaced backbone fragments. We also propose to develop a simple energy scoring
function like that of Bo¨hm during fragment docking and a more elaborate one for final refinement of
the whole structure. Ultimately the methods will be validated using peptidyl inhibitors generated
by an experimental set-up that uses evolutionary methods to optimize peptidic inhibitors. The
target protein in this study is human Cathepsin G.
We eventually plan to extend our methods to incorporating receptor flexibility which can handle
backbone as well as side chain variations of the receptor using either FlexE [4] or an Integer Linear
Programming method by Althaus et al. [1].
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6.4 Virtual Screening for novel Urease Inhibitors
Investigator: Andreas Ka¨mper
The enzyme urease (urea amidohydrolase) occurs in many bacteria like Helicobacter pylori,
Klebsiella aerogenes, and Bacillus pasteurii. It catalyzes the hydrolysis of urea to ammonia and
carbamate, the latter decomposes spontaneously at physiological pH to a second ammonia molecule
and bicarbonate [1]. The ammonia leads to a pH increase and enables these bacteria to survive
even in the acidic conditions of human stomach. Urease is involved in many types of diseases like
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gastritis and urinary tract infections. In agriculture urease causes nitrogen-loss of urea fertilizers.
Although there are known inhibitors, their use is limited due to low efficiency and side effects [3].
The aim of our study is the virtual screening for novel inhibitors as well as the improvement and
testing of our screening methodology. Furthermore, we wanted to demonstrate the applicability of
FlexX also for virtual screening of very large datasets.
In an initial study, we successfully docked all known urease-ligand complexes from the Protein
Data Bank. We obtained root mean square deviations (RMSD) between the ten best ranking
docking results and the crystal structures of less or about 1 A˚ in all cases, in all but two cases a
RMSD of < 1 A˚ was found for the top ranking result (Figure V.4 (Left)).
Figure V.4: Left: Acetohydroxamic acid docked into H. pylori urease. The top ranked docking
result is shown in red and the reference structure (PDB accession code 1E9Y) in yellow. Right:
Virtual screening results for urease inhibitors. Molecular weight plotted against total FlexX score.
Found hits are within the green circle.
Libraries of screening compounds (possible drug candidates) are usually available in MDL’s
SD file format. In order to handle these files – that contain up to 300,000 compounds each –
we enhanced the file parsing capabilities of FlexX. In this step we also build up our own in-house
library containing more than 2.5 million screening compounds from over twenty vendors worldwide.
Within the virtual screening procedure the compounds were loaded sequentially, preprocessed,
and subsequently docked fully-automatically with a parallel version of FlexX. For preprocessing,
we improved the interface to the structure generator CORINA [4] to obtain high-quality three-
dimensional coordinates with the correct stereochemistry. Subsequently, a reasonable protonation
state was generated by a heuristic, that can handle different user-selectable sets of protonation
rules, all based on substructure matching. Finally atom types were assigned (using rule-based
matching) that are suitable for the assignment of interaction geometries within FlexX. The ligands
were then docked with the usual FlexX docking methodology. No preselection of compounds was
performed, in order to apply the preprocessing and docking steps to as many compounds as possible
for in-depth testing of our algorithms.
In this virtual screening several promising hits with a good score were found. Figure V.4
(Right) displays the FlexX score for more than a million compounds, showing the few tightly
binding compounds on the left separated from the large number of compounds in the point-cloud
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on the right. For experimental validation, the best scoring compounds are already purchased by
our cooperation partner, the Microbiology Department of the University of the Saarland, where
the binding affinity measurement is in progress.
Currently we are investigating new targets for additional virtual screening runs. We are focusing
on medically relevant pathogens, namely Plasmodium falciparum and Staphylococcus aureus. In
connection to the project on structure-function relationships (Section 5.2) we will also investigate
inhibitors for protein kinases. In addition, we will improve our docking program by analysis of all
log files obtained during the screening run (especially warnings and error messages).
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6.5 Fast Prefiltering of Ligands
Investigator: Lars Kunert
Prefiltering and screening are terms coined in modern drug discovery for the task of drug-finding
by affinity-sorting [1]. Pharmaceutical companies have millions of small molecules — putative drugs
— in their libraries. When a new target becomes available these molecules are checked for their
binding affinity. Both terms mean sorting with a somewhat inaccurate scoring function and result
in a listing which quotes an enriched number of of high affinity molecules first. The differences
of the methods lie in the context they are used: Screening is performed prior to lab-based high
throughput screening (HTS) and aims at enrichment only. Prefiltering is typically followed by a
more accurate in silico screening method. The goal is still to obtain high enrichment, but low
numbers of false negatives become increasingly important in comparison with screening.
If the structure of the receptor is known, molecular docking tools can be applied. A recent
overview can be found in Taylor et al. [7]. These tools do not rate the affinity of a putative
drug (ligand) to a target (receptor) directly. They first compute a relative conformation and
orientation of both molecules, then the resulting complex is rated by a scoring function. Typically
only the conformational space of the ligand is explored. The receptor is treated as a rigid object.
Prefiltering-by-docking means successive docking of all prefiltered molecules into the same receptor.
For n ligands and one receptor this takes linear time considering a 1-to-1 docking as a constant
time operation.
Molecular docking tools usually use some kind of computationally inexpensive data structure for
the representation of the receptor. This structure is computed for each docking run and thrown away
thereafter. The n-to-1 prefiltering case allows for spending much more time on the computation of
the data structure representing the receptor.
The pocket graph — a data structure which is introduced below — is targeted to contain
the superset of all ligand-conformations which interact with a given receptor up to some level
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of approximation. Given the pocket graph of a receptor, the prefiltering-by-docking problem is
reduced to n subtree-queries in that graph.
Docking can be regarded as exploring a receptor with a highly specialized probe — the ligand. In
contrast to usual probes [3, 5], ligands are flexible and test for the combined feasibility of several
primitive interactions. Usually only a subset of all possible ligand interactions can be matched
simultaneously. A partial match corresponds to a complete match of a functionally reduced — the
effective — probe. Each docking run reports a set of effective probe placements. These placements
can be combined to form a representation of the receptor — the pocket graph.
The requirement of functionally reducing and combining different probes induces a represen-
tation that abstracts from the atomic level. Similar to feature trees [6], atoms are represented
by nodes, bonds by edges. Adjacent nodes that are not on a common cycle are merged if they
form a rigid fragment. Small cycles, up to a size of seven, are replaced by a single node — bigger
cycles are not considered. Each node can be annotated by steric, chemical and interaction features.
Steric features include the number of merged atoms, the position of the atoms centroid, their vol-
ume and the principal axes determined by computation of the eigenvectors of the atoms position
covariance matrix. Similar to most docking programs chemical features are based on LUDI-like
interaction types [2]: Hydrogen bond donor, hydrogen bond acceptor, charged and hydrophobic.
Interaction features are the number, type, strength and direction of interactions reported by the
docking algorithm which can be associated with the atoms represented by the node.
The most important and also the most delicate step of our approach is the integration of new
effective probe placements into the growing pocket graph. This is done by node-clustering. The
distance function employed combines the derivations of the different node features by a weighting
scheme.
Each docking run iteratively adds another set of probes, which enhance the representation of
the pocket graph towards its final representation. The number of iterations k until convergence
depends on the similarity of the ligands, the number and similarity of the docking solutions used,
and the coarseness of the cluster algorithm. During initial experiments we encountered pocket
graphs of a size between ten- and a hundred-thousand nodes. Provided that k is independent from
(and usually much smaller than) the number of ligands, n the buildup phase of the pocket graph
does not add to the time determining step of the n-to-1 prefiltering algorithm.
Crucial for the prefiltering algorithm is the time-dependence of the subtree-query on the size of
the graph. Here a simple hands-on implementation of a dictionary-algorithm will be tested first:
A suffix-tree coding all accessible subpaths up to a constant length will be computed. Then a
subtree query can be answered in a two step procedure by looking up the subtree’s longest path
and checking it’s side-paths in the graph.
A more elaborate dictionary-algorithm can be employed later to speed up the subtree-query to a
provable sublinar dependency on the size of the graph. This algorithm can locate several compliant
subpaths at a time or use a receptor-dictionary which codes trees directly. A suffix-tree of trees
has been developed by Kosaraju [4] and might be applicable here.
A sublinear time-dependency on the size of the pocket also speeds up the 1-to-m docking case,
i.e., when we are docking the same ligand into m different receptors. This task becomes increasingly
important as a basic check for side effects of drug candidates.
Until now only a reduction by a constant factor and not an asymptotic improvement towards
a sublinear computation time of the n-to-1 prefiltering problem has been outlined. A prerequisite
for an asymptotic improvement is the combination of similar ligand (sub-)structures in order to
avoid repeats. This can be done in a way similar to the receptors dictionary described above. The
matching of two longest-path dictionaries is straight-forward and obviously sublinear in the size of
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the output. The more elaborate dictionary will probably require a more sophisticated algorithm.
The presented work highlights a way towards a n-to-m screening method — both sublinear in the
number of ligands n and the number and size of receptors m. The method will also be independent
of the underlying docking algorithm — it may be interesting to compare and/or combine the pocket
graphs derived with the different docking programs.
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6.6 Analysis of Screening Data With Adaptive Descriptors
Investigator: Christian Merkwirth
Within this project, we are developing fast methods for characterizing drugs with respect to
several properties such as binding affinity to a given target, toxicity or transport properties. A
drug screening procedure is generally based on a molecular descriptor that encodes the properties
under consideration. This descriptor is then scored to estimate the property of the given drug. If
the screening procedure aims at comparing drugs with respect to similar biological function, then
the descriptors of the two drugs in question have to be compared and their similarity has to be
scored.
Currently we are developing statistical learning methods that learn adaptive structural molec-
ular descriptors on the basis of non-standard neural network architectures [2, 3]. These adaptive
descriptors can be trained to a variety of properties, which include physico-chemical properties,
biological properties (ADME/Tox), binding affinities or drug likeness. The approach has shown to
be effective for learning the antiviral activity on the NCI AIDS Antiviral Screen data set. This
research is the topic of an ongoing DFG project.
Current questions include the refinement of the network architecture by incorporating knowl-
edge of possible chemical or biological mechanisms and the development of efficient optimization
algorithms that allow for fast and exact training of these networks on large data sets. Stochastic
gradient descent techniques and derivative-free nonlinear filtering approaches seem to be promising
alternatives to standard batch learning methods.
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The combination of non-standard model types with recent developments in computational learn-
ing theory (ensemble methods, robust loss functions, boosting, active learning, see [1]) are expected
to enable us to successfully construct classifiers from observed data that are capable of predicting
the outcome of future experiments with improved accuracy. In later stages of the project we will
concentrate on the development of methods that allow for the interpretation and visualization of
the derived models to give users insight into the underlying mechanisms and thus may guide the
design of novel drug candidates.
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6.7 Including Restricted Binding Pocket Flexibility Into Protein-Ligand Dock-
ing Algorithms
Investigator: Iris Antes
Docking algorithms can be categorized into three classes: (1) rigid ligand and protein, (2) flexible
ligand and rigid protein, and (3) flexible ligand and protein. In recent years, a number of well-
performing docking methods were developed which include ligand flexibility. However, the inclusion
of receptor flexibility, especially in a CPU efficient way, remains quite a challenging problem [8].
The main reason for this is the difficulty of dealing with conformational changes in receptors upon
ligand binding. Thus only a limited number of docking studies have been carried out which deal
with the issue of receptor flexibility. Most of these methods are very time consuming, due to
their use of atomistic molecular dynamics or Monte Carlo techniques [1, 7]. An alternative very
promising approach is the use of ensembles of receptor structures for flexible ligand and rigid
receptor docking. This strategy has been successfully implemented in the FlexE program, which
serves as the basis for our development [2]. However, the use of ensembles requires the availability
of a set of different receptor structures. The question, where the structures in an ensemble come
from, is not solved yet. We do not want too much flexibility here, because this leads both to a
combinatorial explosion of conformational space of the protein, and thus the runtime, as well as a
sharp increase of the the number of false positives, due to the limitations of the scoring function.
For this reason, we want to judiciously enhance the structures obtained in the PDB by structures
derived from studies on the flexibilities within the binding site of the protein. These studies will
be performed with molecular dynamics methods on the basis of a simplified amino-acid model that
is especially tailored to protein-ligand docking. The model is based on a systematic binding site
analysis of the PDB database, focusing on binding site flexibility. The analysis is done within
the framework of the PDB-based Relibase+ protein-ligand database [3], using the Whatcheck [4]
and PROCHECK [6] programs for closer analysis. We have identified and analyzed about 100
protein-ligand complexes so far, in which the receptor binding site differs considerably in structure
and shape (average binding site backbone root mean square deviation > 3A˚), depending on the
type and size of the ligand bound. The statistical data obtained by this analysis will be used to
parameterize our model. A first test version of the model is currently being implemented using
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the BALL molecular modeling toolkit. BALL is an in house molecular modeling library, which
was developed at the MPI in the bioinformatics group of Prof. Dr. H.-P. Lenhof [5]. We chose
BALL, because it is especially designed to allow for a fast and easy implementation of new ideas
and models by providing an extensive object oriented library of molecular modeling algorithms.
The model will be tested against all atom forcefield methods and afterwards we plan to use it for
our cytochrome P450 and ATPase docking projects.
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6.8 Improvement of the FlexX Scoring Function for Reranking of the FlexX
Docking Results
Investigator: : Iris Antes
The necessity to screen very large sets of potential leads within a short time is a prerequisite for
efficient computer-aided drug design. This prohibits the use of a complicated functional form for the
evaluation of binding free energies. Simplified scoring functions are used instead. These functions
are the basis for several ranking purposes: (1) the ranking of different poses generated during the
docking of one ligand into one receptor, (2) the ranking of different ligands docked into the same
receptor, and (3) the ranking of the docking of one ligand into different receptors. At the moment
there exists no scoring function which performs satisfactorily in all these ranking problems [1].
The goal of our work is a reranking of the FlexX docking results, through the use of a more precise
and thus more complex scoring function for the highest scoring FlexX solutions.
As a first step in this project a software tool was written which facilitates the use of FlexX
docking results in molecular dynamics simulations and therefore the testing of molecular modeling
concepts for a reranking tool of the FlexX results considerably. Due to the different focal points of
docking and molecular dynamics programs, the standard output data from FlexX is not sufficient
for this purpose and several changes within the FlexX code were necessary to be able to retrieve
all information in a convenient format. In addition, the coordinate and topology files used in
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the molecular dynamics programs differ considerably not only in their formats, but also in atom
sequences, names etc. from standard formats, like PDB. To deal with these differences, a new,
mainly PERL-based tool was written, which allows an automatic conversion of the output data
from the FlexX program to the input formats used by the molecular dynamics programs GROMOS
[3] and CHARMM [2] and is designed to be easily extendable to other molecular dynamics input
formats. This project was done within the framework of the Helmholtz Network for Bioinformatics
web interface.
Our work on the scoring function of FlexX itself is mainly focused on the problems encountered
during our application studies (see Section 6.9 and 6.10). Docking studies of ATP into F1-ATPase
and of several substrates into various cytochrome P450 systems revealed problems in the ranking
and placement of the ligands. These problems could be traced down to the treatment of the
lipophilic interactions in the FlexX scoring function. Our efforts therefore focus on the improvement
of these interactions. We were already able to improve the docking results for our test systems,
ATPases and cytochromes, and are momentarily testing the performance of our modifications on
other system classes. The improved interactions are planned to be used in our docking applications
(see Sections 6.9 and 6.10).
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6.9 Docking and Inhibition of Cytochrome P450 Systems
6.9.1 Docking Into Binding Pockets of Varying Flexibility
Investigator: Iris Antes
The cytochrome P450 superfamily has been found to be a highly diversified set of proteins with
a very broad spectrum of functions. Members of the superfamily are essential for steroidogenesis
in mammals, drug metabolism, blood hemostasis, cholesterol biosynthesis and other reactions [8].
The structures of four bacterial P450 classes have been solved (P450cam, P450BM-3, P450terp,
and P450eryF) and there are over 100 entries for these cytochrome P450 classes available in the
PDB database with various substrates and inhibitors bound. These structures demonstrate that
the different classes of cytochrome P450 receptors differ considerably in their binding site flexibility.
The P450cam class has a rather rigid binding site and allows only for side chain flexibility upon
ligand binding, mainly of single aromatic side chains. The P450BM-3 class on the other hand shows
extensive changes in the binding site structure upon the binding of different ligands, which can lead
to backbone movements of single residues of up to 5 A˚ and in one case even to the partial unfolding
of the an alpha helix.
Due to the biological importance of this class of systems, the literature exhibits that many
molecular modeling studies have been performed in this field [4]. However, they mainly focus on
the properties of a single system and do not systematically investigate the binding site flexibility,
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which is the aim of our project. The broad knowledge about these systems will be very helpful for
our studies and convinced us, next to the systems properties, to use the cytochrome P450 systems
as test systems for our model development.
For this purpose 22 representative structures were chosen from the PDB database as a vali-
dation set. Docking studies were performed on most of these systems with the FlexX program.
During these studies it became obvious that the interaction potentials of the HEM cofactor are
not optimally parametrized. Therefore we decided to reparametrize some of the HEM group in-
teractions. With the parameters obtained so far it was possible to improve the docking results for
our test cases. However, a more comprehensive study on a larger dataset will still be necessary.
Additionally, the performance of the FlexE program is currently being evaluated for the systems for
our test set. It is also planned to perform docking studies with other programs like AUTODOCK
[6] and DOCK [5] to obtain a comprehensive evaluation of existing methods as a basis for our
model development.
6.9.2 Searching for Inhibitors of the CYP11B1 and CYP11B2 Cytochrome P450
Systems
Investigator: Iris Antes
This part of the cytochrome P450 project is based on an ongoing collaboration with the group of
Prof. Dr. R. W. Hartmann at the Pharmaceutical Chemistry Department of the Saarland Univer-
sity. Prof. Dr. Hartmanns group is working on the experimental design of inhibitors for various
cytochrome P450 systems, especially the CYP11B1 and CYP11B systems, which are involved in
the final steps of cortisol and aldosterone production [2]. The CYP11B1 and CYP11B2 systems
are very similar in their primary sequence with only 32 out of 503 amino acids being non-identical,
but their catalytic properties are clearly different. Therefore the experimental as well as the com-
putational discovery of potential inhibitors, which discriminate between the two targets, is a very
challenging task. Through docking studies we will assist in the experimental design of new in-
hibitors for these systems. Because the binding sites of mammalian cytochromes are flexible upon
the binding of different ligands (see Section 6.9.1), we also expect these systems to be good test
cases for our model development.
Due to the difficulty of resolving membrane-binding proteins, there are no experimental struc-
tures available for mitochondrial P450s yet. However, there is an intense ongoing effort to develop
homology models of mammalian cytochrome P450s [4]. Lately two homology models for the
CYP11B1 and CYP11B2 systems were developed in the group of Prof. Dr. R. Bernhardt at the
Pharmaceutical Chemistry Department of the Saarland University [1]. Homology model based
docking studies have been successfully performed on various other members of the cytochrome
P450 superfamily [7, 3].
We are currently examining the CYP11B1 and CYP11B2 model structures as potential receptors
for our docking studies. Due to the coarseness of the protein structures obtained by homology mod-
eling these structures should not be used directly in docking studies. An additional refinement and
validation of these structures is necessary first. Currently structure refinements of the two model
structures using combined simulated annealing/molecular dynamics simulations are performed. Af-
terwards it is planned to validate these models through the docking of known substrates/inhibitors
using established docking tools like FlexX, prior to the testing of new inhibitors. For this purpose
the experience gained during the docking studies on experimental cytochrome P450 structures, as
described in the first part of this project, will be very helpful.
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6.10 Docking and Inhibition of ATPases
Investigator: Iris Antes
ATPases are responsible for the hydrolysis and synthesis of ATP, which is the main energy source
for energetically unfavorable reactions in the cell. Therefore ATPases are involved in various cellular
processes, like protein folding, intercellular transport, initiation of DNA replication, DNA repair,
kinase signalling etc. Due to their central role for cellular function ATPases are at the origin of
various human diseases, like heart failure, cancer, and ostereoporosis. Therefore they are active
drug targets and various inhibitors are already on the market. However, most of these inhibitors
do not bind directly into the ATP-binding site. The design of competitive ATP inhibitors binding
to the ATP-binding pocket is a very active ongoing research area. Because the ATP-binding sites
of the various ATPases are very similar, most inhibitors bind to more then one ATPase [2, 3]. The
design of selective compounds which bind only to one specific ATPase is therefore a very challenging
task not only for experimental but also for computational docking studies.
Despite the broad interest in these systems, there are very few published docking studies on
ATPases [6, 5, 4]. None of them was able to propose an active competitive ATP inhibitor, indicating
that a very accurate docking method is necessary for such a project. Nevertheless, the design of
competitive inhibitors for the ATP-binding sites of kinases demonstrates the feasibility of the task.
We plan to combine ensemble docking (FlexE) techniques with calculations using our new model
(Section 6.7) to search selective, competitive ATP inhibitors. This project will provide a very
demanding test case to evaluate and improve our methodology.
Experience concerning the ATP binding properties of ATPase systems was already gained
through an extensive atomistic molecular dynamics study of the binding of ATP to F1-ATPase,
which was performed earlier by the investigator [1]. Through this study it was possible to explain
the results of various mutation experiments on a structural basis and the simulations led to new
insights into the binding process of ATP. In addition, there are molecular dynamics trajectories
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available of the structural changes of the binding site upon ligand binding, which can be used as
references for the docking studies.
Docking studies of the binding of ATP to various binding pockets of F1-ATPase were performed
with the FlexX program. These studies demonstrated some problems in the ranking of the docking
results, which presumably have also influenced the results of another study on this topic [6].
These problems could be tracked down to the treatment of the lipophilic interactions within FlexX.
Through some changes in these interaction potentials it was possible to improve the results for
this specific system. However, as with the cytochrome systems, a more comprehensive testing still
remains to be done.
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7 Cheminformatics
7.1 Introduction
The use of computers in the calculation, handling, and analysis of (often large amounts of) chemical
information in drug design — cheminformatics as a part of computational chemistry — becomes a
more and more important interdisciplinary field. The impact of chemistry on many bioinformatics
research projects is evident: the incorporation of chemical information is essential whenever molec-
ular structure or chemical properties are involved. This is particularly true for docking methods,
where an accurate chemical description (e.g. protonation state, interaction geometries, stereo-
chemistry) of the binding site as well as the small molecule ligand is necessary to obtain reliable
results.
Two current research projects deal with the improvement of our docking and virtual screening
methods by means of chemistry: First, the improvement of the metal ion description by integrating
information about their coordination chemistry into our programs (Section 7.2). Second, the devel-
opment of methods for automated preprocessing and prefiltering of screening compound libraries
using simple and fast rejection rules on calculated or estimated chemical properties of the ligands
(Section 7.3).
The other direction, the adaptation and application of methods from bioinformatics, to solve
problems in ’pure’ chemistry is even more important. A challenging problem in molecular recog-
nition is the development of novel artificial (synthetic) receptors for given ligands [1, 2]. This
problem is complementary to the design of molecular guests for natural (protein) receptors. Here,
we have developed the new docking tool FlexR that uses the FlexX methodology for docking any
type of ligand into arbitrary organic receptors taking the full conformational flexibility of both
partners into account (Section 7.4). Furthermore, this program is applicable for docking of ligands
into medically relevant non-protein molecules. This is demonstrated on the example of the impor-
tant drug-class of glycopeptide antibiotics (Section 7.5). The impact of the latter research is also
reflected by a Best Poster Award from the jury at an international drug design workshop in Italy.
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7.2 Use of Metal Moordination Mhemistry in Docking Studies
Investigator: Andreas Ka¨mper
Metal ions play a significant role in biological systems and metals, such as iron or zinc, are
essential for life, while others like mercury are highly toxic [1]. Many proteins rely on metal ions
for catalytic function or in maintaining structure and in the rapidly developing field of bioinorganic
chemistry, this interplay between metal ions and proteins is of particular interest. Due to their
importance, metalloproteins and metalloenzymes are also valuable targets in structure-based drug
design (the ureases (Section 6.4) are one example). A characteristic property of all metal ions is
their coordination chemistry, i.e. in which geometrical arrangements (e.g. octahedral, pentagonal
bipyramidal) they bind to ligating atoms of proteins and small molecules [2].
The current representation of metal ions in our docking tool FlexX is fairly simple: all metal
ions, irrespective of their chemical nature, are described as spheres with the same radius. Within
this project, we are improving FlexX by implementing a more accurate model by incorporating the
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correct coordination geometry and also more accurate average radii to the next neighbors for all
biologically relevant metal ions, including Na+, K+, Mg2+, Ca2+, Fe2+, Fe3+, and Zn2+.
In order to deal with all possible coordination geometries (ideal and distorted polyhedra) a
representation of the coordination with pseudo-atoms was chosen. Vectors from the metal center to
these pseudo-atoms determine the directions towards the corners of the polyhedron. This structural
representation is generated from coordinates of Protein Data Bank files. Missing corners of the
polyhedra (where ligand or water binding takes place) are calculated (by trigonometry and by
superimposition to reference polyhedra). Finally, the resulting structure is stored as a molecule
file and is read into FlexX like a usual co-factor. Prior to docking, interaction spheres (i.e. the
geometries of the interaction surfaces described by parameters for radii and opening angles) are
generated using a novel set of user-editable rules. The new methodology is compatible with all recent
enhancements and modifications of FlexX (FlexX-Pharm, FlexE, particle model, and FlexR). So
far, the parameters for the interaction geometries for alkaline earth ions Mg2+ (octahedral) and
Ca2+ (octahedral and pentagonal bipyramidal) have been implemented, using average values from
the literature for radii and opening angles [2], and a first approximate energy scaling.
Our test data [4] for FlexX contains a small set of metalloproteins, including four octahedral
Mg2+, one octahedral, and two pentagonal bipyramidal Ca2+ complexes, respectively. Docking
results with the new metal ion description reveals a major improvement in the placement in all
cases but one [3]. Furthermore, this reinvestigation with the improved method helped to fix a
wrong protonation state in the test data, that was not evident with the old model.
The next step will be the enhancement of the model to include transition metals and the use
of a larger test data set including the CCDC/Astex test set [5]. Currently are we investigating
complexes with Zn2+ ions. In future work, we will use the improved method to dock metal ions
into crown ethers, an important class of artificial receptors (Section 7.4) for metal ions. Finally,
this new technique may also be useful to ’dock’ metal ions into protein binding pockets.
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7.3 Chemical Library Filtering and Preprocessing
Investigator: Andreas Ka¨mper
In experimental high-throughput screening (HTS) typically several hundred thousand com-
pounds are tested by pharmaceutical companies. Due to developments in combinatorial chemistry
this number will approach several millions soon. Unfortunately, many compounds in combinatorial
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libraries are too large, too lipophilic or too flexible to be a suitable drug [3]. The number of re-
sulting lead compounds obtained from HTS is low. About one quality hit per 100,000 compounds
screened is found for enzymes and receptors, for ’hard’ targets like growth factors even fewer [6].
By analysis of chemical properties of drugs that have entered clinical trials, it became evident
that molecules must have certain chemical properties to be ’drug-like’. The ’rule of five’, the most
prominent example, provides simple heuristic rules for oral bioavailability [3]. Many functional
groups of compounds tend to be toxic or too reactive under physiological conditions [4]. More than
200 functional group filters have been suggested to remove compounds and several pharmaceutical
companies have already developed proprietary software to analyze and filter compound databases
this way [7]. An alternative to these rule-based approaches is provided by scoring schemes using
neural networks to classify drugs and non-drugs [5].
In an ongoing research project, we are integrating available and self-developed prefiltering and
classification schemes for screening compounds into a single Environment for Chemical Library
Inspection, Pre- and Postprocessing, and Screening Evaluation (ECLIPPSE) [2]. On the basis of
this graphical front-end with interfaces for interacting with in-house and external programs, we plan
to improve the preprocessing and filtering process. Whenever a new chemical compound becomes
available, it should be processed in a fully automated fashion.
So far, interfaces to a chemical hashcode program (finding duplicates in compound databases),
to a structure generator (generation of high quality three-dimensional coordinates), and to the
ligand preprocessing features of FlexX (e.g. hydrogen addition, force-field minimization) have been
included. The tool has already been proven to be of valuable help in visual inspection and analysis
of our screening results, as it can merge input and output data of virtual screening runs.
Currently we are implementing methods for substructure search by integrating two languages for
matching of chemical patterns (SLN and SMARTS). In further work, we will include interfaces to
relational database management systems, allow user-editable filter rules and add more sophisticated
chemical property estimation algorithms [1].
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7.4 Docking of Ligands Into Flexible Artificial Receptors
Investigator: Andreas Ka¨mper
A key problem in the field of supramolecular chemistry and molecular recognition is the devel-
opment of novel artificial receptors. The long-term goal is the de novo design of highly specific host
molecules for given guests [10]. A significant prerequisite for design is the existence of methods
that reliably predict the conformation of molecular receptor-ligand complexes. In protein-ligand
docking, the structure of a protein receptor or, more accurately, the geometrical arrangement of
its interacting groups, plays an important role in directing the build up of the ligand. This is also
the case for rigid artificial receptors [3]. The advantage of the directing role of the receptor is lost,
if the receptor is also entirely flexible and its conformation in the complexed state is not known
during the docking process.
We developed two simple and related automated procedures for structure prediction of com-
plexes between artificial receptors and their ligands. Although most artificial receptors are designed
to be relatively rigid — rigidity confers specificity and higher binding affinity, since entropic costs
of binding are minimal — the residual flexibility is an important feature of many artificial recep-
tors and must be considered in reliable structure prediction of general receptor-ligand complexes.
Therefore, our procedures address full conformational flexibility of both partners. All methods are
based on FlexX and all basic concepts of FlexX have been adapted for the docking into artificial
receptors. In the following, only the new developments are described. Together with a simple user
interface, they have been incorporated into the new software tool FlexR [4].
We address flexibility of both partners by docking one molecule (the guest) into the different
possible conformers of the other (the host). In a first step, a full conformational analysis of the
host is performed. Conformations at acyclic single bonds are modeled by a discrete set of preferred
torsion angles [9], conformations of ring systems are computed with CORINA [11]. In a tree
all possible combinations of this conformation sets are generated, discarding all conformers with
intramolecular clashes. Subsequently the FlexX incremental construction algorithm builds up the
ligand sequentially in all remaining conformers of the receptor [5, 6].
In complexes of a ligand and a small-molecule receptor the roles of the guest and host are
interchangeable. Therefore, two docking directions are possible. In forward docking, where the
receptor is the host and the ligand corresponds to the guest, we take advantage of the structural
information provided by each of the different receptor conformations. Often a disadvantage of
forward docking is the huge conformational space of the receptor. Here, we explore a novel docking
strategy: We invert the conventional docking process. In this inverse docking, the receptor is treated
as a guest, i.e., it is sequentially built up around the different conformations of the ligand. Because
the ligand in artificial receptor-ligand complexes usually has a much smaller conformational space
than its receptor, the computational requirements can be reduced drastically this way.
For inverse docking, it was necessary to extend the algorithms for the placement of the initial
(base) fragment. In FlexX, this step is performed via matching of three (triangle matching) or two
(line matching) different interaction points on the guest with complementary groups in the host.
In inverse docking, the host is often too small to form even two interactions with the fragments of
the guest. For this cases, a point matching is evoked that places the fragment based on a single
interaction. In this algorithm, a number of placements is generated to find the optimal orientation
of the first fragment. This is achieved by scanning through a discrete set of rotations of this new
fragment about the interaction vector.
For validation, we have selected a test set containing some of the most flexible receptor-ligand
complexes from the Cambridge Structural Database (CSD) [1]. Some of the complexes have up
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to nine rotatable bonds in the receptor. Intermolecular interactions in these complexes are either
dominated by hydrogen bonds or by pi-pi (arene-arene) interactions [7].
Figure V.5: Predicted structures (rank 1) of complexes between artificial receptors and their ligands
(colored by atom type) superimposed on the corresponding reference structure taken from the CSD
(orange). Left: Inverse docking of the hydrogen-bonded NH+4 -receptor-complex of [2]. Right:
Forward docking of the pi-pi-bonded molecular tweezer of [8].
The predicted complex structures (Figure V.5) with the best score contain the correct confor-
mations of ligand and receptor even in cases of rather flexible molecules. The overall root mean
square deviation (RMSD) of the top ranked solution compared to the crystal structure is typically
below 2 A˚ and within the top ten ranks, minimal RMSDs of about 1 A˚ were obtained. The com-
parison between forward and inverse docking reveals that inverse docking is as accurate, in general,
and significantly faster. For example for a complex by Chin et al. [2] (Figure V.5 (Left)) the
speedup is of the order of 106.
In future work, we will use knowledge from the placement of the initial fragment to guide the
incremental construction process of the ligand to favorable regions in space, where intermolecular
interactions can be formed. Another promising algorithm is the simultaneous incremental con-
struction of both ligand and receptor. In this case, the conformational space of both molecules
is searched at the same time. A common situation for artificial receptors is the occurrence of
macrocyclic ring systems. We will implement an algorithm, that generates only the relevant con-
formations of the macrocycles. This discrete set of ring conformations is suitable for our docking
step. These methods together with new developments of our cooperation partners — Institute of
Theoretical Chemistry, Heinrich-Heine-University Du¨sseldorf (development of an improved scoring
function suitable for artificial receptors also in other solvents than water) and Institute for Com-
puter Science, Ludwigs-Maximilians-University Munich (handling of combinatorial chemistry space
and development of new chemical libraries) — will help us, to finally implement methods for both
de novo design and rational optimization of novel artificial receptors.
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7.5 Docking of Bacterial Cell-Wall Fragments Into Glycopeptide Antibiotics
Investigator: Andreas Ka¨mper
The glycopeptide antibiotic vancomycin is the most important drug in current use to treat
infections by Gram-positive bacterial pathogens. In many cases, vancomycin is the last resort
against organisms resistant to virtually all other antibiotics. The emergence of vancomycin-resistant
Enterococcus faecalis and Staphylococcus aureus strains is a very serious public health problem [3].
Vancomycin acts on the bacterial cell-wall metabolism. It binds to the terminal D-Ala-D-Ala
dipeptide of peptidoglycan percursors and interferes with the growth of the cell wall. Vancomycin
resistance arises through the substitution of the D-Ala-D-Ala terminus by the depsipeptide D-Ala-
D-Lac, which does not bind to the antibiotic [4, 2].
There is an urgent need for new antimicrobial agents, with enhanced binding to D-Ala-D-Lac.
In order to find new drugs, we applied FlexX and docked cell-wall fragments into the glycopeptide
antibiotics. The docking results are then compared with reference structures from CSD and PDB
databases. Furthermore, we used FlexR to dock the cell-wall fragments into an artificial receptor
that acts as glycopeptide antibiotic mimetic allowing full flexibility of both partners.
The structures of docked cell-wall fragments compare very well with the reference structures,
showing RMSD values of below 1.5 A˚ on rank 1 in six cases [1]. Citrate and larger peptide
ligands are not correctly reproduced, however. In further docking experiments, FlexX was able to
reproduce the structure of a glycopeptide antibiotic dimer. These dimers are important features of
the crystal structure of many glycopeptide antibiotics and seem to play an important role in the
drug action due to formation of higher-order assemblies on the bacterial cell wall, which result in
an increase of affinity.
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Although, the docking of cell-wall fragments into the glycopeptide mimetic resulted in rea-
sonable structures, the obtained docking scores do not correlate with measured binding affinities.
In our opinion, this is mainly due to our scoring function, which is well-suited for drug-protein
interactions but has limitations for this peptide-systems.
In future research, we will perform additional docking experiments for glycopeptide antibiotics,
using FlexR for all steps. This system with its relatively rigid ring system (’backbone’) appears to
be a suitable system for studies on side chain flexibility. Furthermore, we will continue the docking
studies on glycopeptide mimetics. This will be done in cooperation with the project on peptide
docking (Section 6.3), since many of these mimetics are peptides.
Long-term goal of the project will be the rational optimization of new glycopeptide antibiotics.
Rational optimization in this case will involve change of functional groups in side chains and the
central ring systems and performing in silico-optimizations for members of this drug class. This
is an ongoing cooperation project with the Institute for Computer Science, Ludwigs-Maximilians-
University Munich and the Kekule´-Institute for Organic Chemistry and Biochemistry, University
of Bonn.
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8 Analysis of Gene Expression Data
The computer-based analysis of expression data has enjoyed a dramatic increase in popularity, since
the first data became available in the mid-nineties. Initially, people have addressed the handling
of these noisy data quite naively. Soon it became clear that statistical issues dominate the subject,
providing a challenge to theoretical statistics. At the same time, emergence of expression data gave
applied statistics a big surge. Nevertheless, we believe that effective handling of expression data
goes beyond statistics and involves modelling that takes biological issues into account.
Today expression data are mainly based on cDNA sequences. Experimental proteomics is
working on providing reliable data for proteins. While data normalization may differ between the
two fields, by and large, interpretation issues are similar.
We see basically six main challenges for method development in this field:
• Probe selection: This topic subsumes bioinformatics efforts to design mRNA chips. We plan
no activities in this area.
• Image analysis: While Jo¨rg Rahnenfu¨hrer has made contributions here in the past (see section
8.1) we do not expect this topic to dominate our research in the future.
• Data normalization: This is what Terry Speed calls ”low level analysis” of microarray data.
During the time at GMD, we have made contributions here [3]. There are a growing variety
of normalization methods becoming available. We will direct our efforts in this area along
the cooperative projects that we are in the process of acquiring.
• Identification of differentially expressed genes: This is a mainly statistical issue. Our me-
thodical work on this topic is subsumed in Section 8.2. Our contributions in this area will be
directed by the needs of our cooperative projects. Section 8.4 reports on experience with a
first such cooperation that has been in existence since 2001.
• Classification of cell types and conditions: This comprises discriminant analysis (supervised
learning) and cluster analysis (unsupervised learning). In the former, the goal is to generate
gene expression profiles that can discriminate between different known cell types or conditions,
e.g. between tumor and normal tissue. In the latter, the goal is to identify different and
previously unknown cell types or conditions, e.g. new subclasses of an existing class of tumors.
Our comparative studies are described in section 8.3.
• From expression data to biological insight: Beyond the identification of differentially expressed
genes, however, we want to gain new insights on proteins and biochemical networks based on
expression data. We believe that we have to combine expression data with other biological
data and knowledge. We have provided contributions to this area in the past [2], [1] and
will make it a research focus in the future (see section 8.5).
For us, a main issue in this field is to acquire additional partnerships that give us access to interesting
expression data. Our first partnership in this context is with the group of Prof. Schreiber on
”inflammatory bowel disease” (see Section 8.4). Furthermore, we are preparing a cooperation with
the group of Prof. Trinad Chakraborty at the ”Institut fu¨r Medizinische Mikrobiologie” in Gießen
that works on the discovery of the role of novel genes in the generation of bacterial sepsis. A
subsequent goal is to provide important targets for pharmacological intervention. Aims are to
identify and categorize genes from the bacterium that are expressed during interaction with the
host and to identify novel virulence factors or ”fitness” factors that contribute to the success of
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the pathogen. In a collaborative effort, we will investigate the potential of the available data to
diagnose sepsis and specifically to detect the time of onset of sepsis.
However, as other groups have proven, part of the method development can also be done on
publicly available data. Thus we do not exclude this possibility.
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8.1 Microarray Image Analysis
Investigator: Jo¨rg Rahnenfu¨hrer Image analysis is the first crucial task to obtain reliable results
from cDNA microarray experiments. Here, two different samples are labelled with red and green
color, respectively, and then co-hybridized to a glass slide. The relative expression of a specific
gene is measured by the red and green intensity, as obtained by a confocal scanner. The image
analysis can be divided into three basic steps. First, target areas belonging to single spots (genes)
have to be identified. Then, those target areas are partitioned into foreground and background.
Finally, two scalar values for the red and green intensities are extracted. These goals have been
tackled either by intensity histogram methods [2] or by spot shape methods [5]. However, it would
be desirable to have hybrid algorithms that combine the advantages of both approaches. A new
robust and adaptive histogram type method is pixel clustering, which was applied for detecting and
quantifying microarray spots [1]. It uses a robust version of the clustering algorithm PAM [3] to
distinguish between foreground and background pixels. In addition, a more time efficient version
based on k-means was developed. On real microarray spots both algorithms produce reliable results
for spots with typical impairments. It was also shown that the physical size of the target area barely
influences the final intensity estimates.
We extended the basic histogram method to a hybrid algorithm [4], which effectively integrates
the spot shape. A bivalence mask is constructed by overlaying the binary clustering results for all
single spots. It estimates the expected spot shape and is used to filter the data, improving the
results of the clustering algorithm. Using the indicator values of the clustering results instead of
original intensity values guarantees robustness of this step. The introduction of a third class of
pixels that are assigned neither to foreground nor to background makes the algorithm more flexible
and allows for a better treatment of low quality areas on the microarray slide. The stability is
introduced as a suitable quality measure. It is defined as the relative frequency of pixels in the
foreground area that are not deleted by mask matching. To demonstrate the practical feasibility of
this procedure, the full algorithm is evaluated on a real data set. Pixels that belong to artifacts are
eliminated in an appropriate manner. The proposed algorithm represents a true hybrid microarray
image analysis solution that incorporates both shape and histogram features. The algorithm is
specifically adapted to deal with typical microarray image characteristics.
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8.2 Identifying Differentially Expressed Genes
Investigators: Jo¨rg Rahnenfu¨hrer, Andreas Hahn
Microarray experiments allow for monitoring the expression levels for thousands of genes simulta-
neously. Based on data obtained from co-hybridization of two mRNA samples, a frequent goal is
to find out which genes are differentially expressed. For this purpose, we proposed to estimate the
distribution of popular test statistics by a mixture of normal distributions [2]. These statistics
are calculated for each gene separately. A Bayes classifier is then used to decide upon differential
expression. We propose to choose the cut-off point for the classifier according to the number of
false positives and negatives when applied to realistic data generating models. In particular, we
generate data from the mixture model [2] and from an empirical Bayes model introduced in [1].
The simulation models have been chosen to produce data sets that are realistic according to pre-
vious experience with actual data. It turned out that three mixture components often provide an
already realistic representation of the data.
By comparing the numbers of false decisions for various test statistics in the context of the con-
sidered models, we investigated which of the statistics are particularly suitable with our approach.
For this evaluation, ROC plots were used. They provide a comparison with respect to sensitivity
and specificity. Considerable differences in the ability of the test statistics to control the two error
types could be observed. Whereas the mean can be misleading for genes with high variances, the
t-test statistic produces high outcomes for many genes with randomly low variances. The other
two statistics in this study are compromises, where the main principle is to add a constant to the
standard deviation in the denominator [1], [3]. Both lead to superior results with respect to
minimizing false decisions regarding differential gene expression. We emphasize that an a priori
estimate for the percentage of differentially expressed genes seems to be crucial, even when a suit-
able test statistic is chosen. Our approach gives several guidelines for a better-informed use of test
statistics available in the literature.
One future effort is to extend the idea towards false discovery rates. Here, controlling the type
I error is replaced with estimating the rate of false decisions among all non-rejected hypotheses.
This is an attempt to deal with the ”curse of dimensionality”.
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8.3 Classification of Tumor Types
Investigator: Jo¨rg Rahnenfu¨hrer
Many different clustering algorithms have been used for the analysis of microarray data. One
major focus with clinical relevance has been on the classification of cancer tissue samples [1], [4].
Here, the two primary goals are class prediction and class discovery. The first aims at finding fast
and reliable methods to distinguish different classes of cancer, which is crucial for the following
treatment to maximize efficiency and minimize toxicity. The second aims at finding new classes of
cancer by molecular markers.
We conducted a comparative study of hierarchical clustering algorithms, PAM (partitioning
around medoids), fanny (a fuzzy method), k-means and SOM’s (Self organizing maps) on two real
microarray data sets [3], [2]. Several distance measures are used to build dissimilarity matrices
from the data. We introduced a new objective quality measure for a clustering algorithm, the
”critical stretch factor”. Cluster midpoints are calculated and gene values are moved towards or
away from these midpoints. The specific stretch factor that causes a predetermined cluster quality
loss is then called critical stretch factor. To model data characteristics as precisely as possible,
replicates of the original data are drawn by resampling an expression value from the same gene
and the same sample (tumor) class only. This new resampling approach is called bootstrap-scaling
(BOSC). In the simulation study, cancer data sets with known class labels were used. Thus, external
cluster indices as objective criteria for cluster validity were available.
The ability to distinguish cancer tumor types based on gene expression measurements extremely
varies between clustering algorithms. No single winning approach could be identified. The classical
k-means algorithm and PAM with Manhattan distance lead to the best results. Thus a combination,
for example a robustification of k-means, seems to be most promising.
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8.4 Identification and Functional Analysis of Genes Relevant to Inflammatory
Bowel Disease
Investigators: Andreas Hahn, Jo¨rg Rahnenfu¨hrer, Mario Albrecht
Inflammatory Bowel Disease (Crohn’s disease (CD) and ulcerative colitis (UC)) is a complex disor-
der of unknown etiology. Inflammatory Bowel Disease affects ∼0.5% of the population in Western
countries. The peak age of onset is 20 − 30 years with symptoms like (bloody) diarrhea, abdomi-
nal pain, fistulae, stenoses, extraintestinal manifestations and increased risk of small bowel (100x)
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and colon carcinoma (10x). A relative sibling risk of 10 − 50, clustering of disease characteris-
tics in families and twin concordance (4% among dizygotic twins and 56% among identical twins,
sub-phenotype concordance in identical twins) show a clear familial clustering which makes a ge-
netic background of the disease probable. In linkage findings some chromosomal regions, in which
causative genes are lying (called IBD1-IBD3) were found and replicated. Recently a gene called
NOD2 has been identified as being associated with Crohn’s disease [1], [4], [5]. This gene is
important in determining how the body responds to some bacterial products. Individuals with
certain mutations in this gene are more susceptible to developing Crohn’s disease compared to
people with wildtype alleles. A polymorphism of TNF (Tumor Necrosis Factor) that affects an
interaction between the OCT1 and NF-κB transcription factors is known to be involved in the
etiology of both Crohn’s Disease and ulcerative colitis [7]. The diseases are genetically complex,
so there will be further proteins that influence Crohn’s disease and ulcerative colitis. The rele-
vance of the project ”Analysis of expression data” lies in the high incidence rates of the disease
and the low standard of knowledge in this field, regarding cause of the disease and function of the
significant genes. The Forschungsgruppe Mucosaimmunologie of the 1st Department of Medicine
at the Christian-Albrechts-University in Kiel offers the possibility of accessing gene expression data
of specific polygenic diseases. Expression data are available since 2001.
To identify novel transcripts relevant to intestinal inflammation and to evaluate the possible
role of known genes in IBD an expression study was conducted by the Mucosa-Group of Pro-
fessor Schreiber in Kiel. For this study, high-density cDNA arrays of 33.792 clones spotted as
PCR products were used. In order to ascertain data reliability and reproducibility, the expression
levels of each of the 33.792 clones were measured in duplicate in one experiment. The resulting
correlation coefficient was very high (r = 0.99), indicating that hybridization signals were highly
reproducible. To make the expression values of different arrays comparable we normalized the data
[3], [8]. After implementing stringent filtering criteria, we identified 465 and 209 transcripts differ-
entially regulated in CD and UC respectively. P-values were received by applying a nonparametric
Wilcoxon-test. In order to obtain functional information on EST’s of unannotated highly differ-
entially expressed genes, we searched through protein domain and structure databases with their
amino acid sequences. This analysis resulted in interesting function predictions of the gene products
for further experimental investigation and allowed to group the transcripts into the different func-
tional categories immune response, physiological processes, cell adhesion, and oncogenesis, compare
for example with [6]. Only 93 transcripts were common to both IBD subtypes, and may represent
events that are common to inflammation in general. In addition to the ongoing experiments, we
focus on the identified homology to closely related proteins and apply structure prediction methods
to the gene products (see section 5.3). A large proportion of the genes identified were not annotated.
Prediction of the protein structure of a subsection of these unknown differentially regulated genes
indicated that some of them could have specific functions in pathophysiology. The results from
this study indicate that there are striking fundamental differences in the gene expression patterns
of CD and UC [2].
The present study focuses on novel, important molecules in abnormal immune regulation and
the highly disturbed cell biology of the intestine in IBD pathogenesis. We have a host of novel gene
findings that could be implicated in IBD pathophysiology and pathogenesis. Of special interest
are the gene expression patterns in the IBD subtypes, CD compared to and UC. Many of the
expressed genes represent known genes never before implicated in IBD and many unknown EST’s.
Additional functional studies on these uncharacterized transcripts may lead to the identification
of new inflammation genes and possibly aid in the development of novel therapies in IBD. The
project outlines entail looking at patient sub-populations of NOD2 mutations and in vivo work
with cell-lines from these patients. The data for this project will be available from the middle of
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2003.
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8.5 Detection of Signals for Functional Classification of Proteins With the Help
of Gene Expression Data
Investigators: Jo¨rg Rahnenfu¨hrer, Andreas Hahn
Prediction of protein function is one central unsolved problem in computational biology. Besides
other data, gene expression data can and will be used for the detection of functional signals. In
this project, statistical and algorithmic methods will be developed to validate gene expression data
with respect to other data that are related to protein function. The other data can be protein
networks, protein structure data or protein classification data based on sequence information, for
example.
We plan to first determine data sets for a central validation example and then develop and imple-
ment methods for data integration. The evaluation can for example be done with GO-classifications
of the proteins under investigation. This research will be based on work done by the Lengauer group
at the GMD [2], [3].
In a first study Alexander Zien [3] has investigated how much guiding the gene annotation
process by metabolic network information can help in discerning gene function. Specifically, he
has developed a score that is not limited to the level of co-expression of single genes. He derives
a joint score for gene groups that are known to be in a functional relationship such as a pathway.
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Comparing genes to such pathway scores can significantly enhance the signal-to-noise ratio when
assigning genes to their wider functional context. Apparently this information is not sufficient,
however, to identify the exact location of a gene in a pathway. The studies where conducted using
the yeast diauxic shift data by the Pat Brown group [1]. The transferal of the approach to human
data or regulatory diseases has yet to be done. Also, the pathway score can be improved. In a
second study the idea of adding other biological data has been extended to gene clustering [2].
A scoring function has been developed that combines co-expression with presumed distance in a
functional context. This study is also still preliminary. Our future effort will be the extension
of the basic ideas presented in these two projects, especially with respect to statements on the
statistical significance of the clustering results. For this purpose, we will specifically investigate
nonparametric permutation methods.
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9 Bioinformatics for HIV
This section presents research activities that are partly basic research on viral evolution (Section
9.1) and partly targeted towards analyzing post-drug design issues (Section 9.2). Section 9.1 deals
with an especially difficult problem in viral phylogeny, namely analyzing viral evolution in the
presence of an assumed high combination rate. The concrete problem we are looking at in Section
9.2 is the optimization of combination therapies against an infective virus in order to counteract
the development of resistant viral strains. This problem arises after the drugs have been made
available. The analysis rests not only on biological and chemical assays but also on clinical data.
Therefore this kind of analysis can be termed to belong to “clinical bioinformatics”. The area is
quite new and one of the first steps towards bringing chemical, biological and clinical data together.
Both problems are concretely investigated at HIV/AIDS.
HIV-infections are treated with a variety of antiretroviral drugs that interfere with two different
steps of the virus’ replication cycle. However, therapeutic success is limited due to rapid evolution of
drug-resistant genetic variants. In fact, HIV populations display a high degree of genetic variation,
which facilitates viral escape from selective pressures. The evolution of HIV is driven by a short
replication cycle as well as high rates of recombination and nucleotide misincorporation.
Our bioinformatics activities in the field of HIV focus on methods for analyzing sequences
subject to recombination and on relating viral genetic polymorphisms to drug resistance in order
to optimize therapies.
9.1 Reconstructing the Evolutionary History of Highly Recombining Sequences
Investigator: Jochen Maydt
Recombination is an important evolutionary event that has significant implications on the dynamics
of drug resistance, pathogenicity and vaccine development [1]. However, our understanding of
recombination in single pathogens is still limited, due to both the complexity of experimental
approaches and a lack of computational methods to analyze sequences subject to recombination.
A predominant role of recombination has been experimentally shown in HIV with an expected
number of about 3 crossovers per replication cycle, compared to an estimated mutation rate of 0.25
substitutions per genome per replication cycle [4].
In collaboration with Prof. Meyerhans from the Saarland University we aim to develop and
implement methods to find recombination events and consolidate them into an evolutionary history.
Prof. Meyerhans provides sequence data for HIV and guides the development and validation process
from a biologist’s point of view.
9.1.1 Biologist’s Approaches
Even though standard phylogenetic methods are quite mature they ignore recombination and are
usually restricted to tree-like evolutionary histories (Fig. V.6a). In the presence of recombination
biologists either remove recombinant sequences or separately analyze parts of the alignment that
were not subject to recombination. Clearly, both approaches need a lot of user interaction and
are not suitable for highly recombining sequences such as HIV. Alternatively, some phylogenetic
methods such as Splitstree [2] construct networks to represent similarity between sequences. Prof.
Meyerhans and his colleagues use Splitstree in their procedure to analyze HIV sequences and find
recombination events [8]. First, they manually choose a subset of sequences such that the network
has a fit of 100%, i.e. it represents the distance data accurately. Then they assign mutations to each
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Figure V.6: Models to describe an evolutionary history: a) Standard phylogenetic tree with mutation events
(marked with a cross) and resulting sequences. b) Ancestral recombination graph for the same sequence set.
There is one recombination event that creates sequence ATAT. c) Hypergraph with protopair {a, b}.
edge in the network and interpret parallelograms (i.e. homoplasies) as recombination or recurrent
mutation events.
9.1.2 Computational Approaches
Most work has been done on recombination detection. Some methods simply detect recombination
for the whole set of sequences, other approaches infer which sequences are most likely recombinants
and where the breakpoints lie. Even though the methods perform reasonably well [6], there is still
room for improvement, e.g. by taking into account the whole alignment instead of just pairs or
triplets of sequences.
There are only few results on estimating the history of sequences subject to recombination.
Kececioglu et al. [5] present an algorithm that extends pairwise alignments to include recombination
in addition to mutation, insertion and deletion. It finds a minimum-cost series of these operators
to convert two father sequences {a, b} into a child sequence c. This defines a weight for the directed
hyperedge between {a, b} and c. To approximate the history of a set of sequences, the authors
propose to search for a sequence pair and construct a minimum spanning tree (Fig. V.6c). A nice
property of this algorithm is that it does not need an alignment. Unfortunately, it depends heavily
on the assumption that all ancestral sequences are given in the sequence set. This is clearly violated
for HIV with normal sample sizes of less than 100 sequences and millions of different proviruses in
a patients body. Also, a founder set of two sequences is not realistic for viral evolution.
Given a set of aligned sequences Hein [3] describes a parsimony version of the problem and
proposes a heuristic to solve it. He observes that each nucleotide position evolves along a tree
and a recombination usually changes the tree topology left and right from the breakpoint. A most
parsimonious history then assigns a tree topology to each nucleotide position such that the total
cost of substitutions and topology changes along the sequence is minimized. However, the heuristic
is restricted to one recombination event at each site, which is unrealistic if recombination hotspots
exist or if recombination is common. It is also left to the user to interpret changes in tree topology
as recombination events.
9.1.3 Preliminary Work at MPI
Creating split graphs as described in 9.1.1 requires extensive manual interaction and inference. It
is particularly time consuming and error prone to assign mutations to each edge in the network.
Consequently, we have developed and implemented an algorithm for this task. Our results also
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Figure V.7: Reconstructing founder sequences. Sampled sequences are shown with full circles, inferred
sequences with dashed circles. a) Founders {1,2} create all three child sequences {3,4,5} with five recombi-
nations. b) Same as a), but with an additional inferred sequence 6 and only four recombinations.
showed that it is not always possible to assign mutations to every edge, even though in practice
this occurs only infrequently. Furthermore, we studied how recombination events are visualized in
split graphs and found examples that resulted in networks, but were hard to interpret in terms of
recombination events and others that did not result in a network at all.
9.1.4 Future Work
Prevalence and mechanisms of recombination are unknown for many viral species. Our first goal is
to implement methods to detect recombination [6] and to test them on HIV sequences since here
experiments have verified a high amount of recombination.
We distinguish two scenarios for reconstructing the evolutionary history of sequences subject
to recombination. A first analysis will ignore the effect of mutations for the case of HIV where
experiments have shown that recombination dominates mutation. This is similar to the problem
studied in [7]: Given n sequences, find k founder sequences that produce all n sequences with a
minimal number of recombination events. A related problem that has not been studied so far is
to find a recombination history together with the founder sequences (Fig. V.7b). Finally, we also
intend to incorporate mutations into this framework.
We will follow a different strategy for datasets with an unknown amount of recombination.
First, putative recombinant sequences and recombination breakpoints are identified, for example
by using one of the methods described in [6]. Then, an evolutionary history of each non-recombining
segment is estimated using standard phylogenetic methods. A major challenge is to consolidate
both steps into a history with recombinations. Some ambiguities and problems related to this step
are discussed in Hein [3].
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9.2 Arevir: Inferring Combination Therapies Against Drug-Resistant HIV Mu-
tants From Genotypes
Investigator: Niko Beerenwinkel
As of 2003, seventeen approved antiretroviral agents are available for treatment of HIV-infections,
each targeting one of the two viral enzymes protease or reverse transcriptase (RT). Current treat-
ment protocols are based on combinations of three to six different inhibitors from at leat two
different drug classes. These so-called highly active antiretroviral therapies (HAART) represent
some progress over former mono-therapy schedules, but it is still impossible to eradicate the virus
from the patients’ body. Even the more moderate goal of maximal suppression of virus load lev-
els (the number of free virus particles in blood plasma) over long time periods is achieved in few
patients only.
A major factor contributing to therapy failure is the evolution of drug-resistant mutants [12].
Persistent viral replication at high mutation rates facilitates the emergence of genetic variants that
have a selective advantage under drug pressure. These strains eventually become dominant in the
viral population and lead to viral rebound and treatment failure.
In the Arevir project (analysis of resistance mutations of viruses) we analyze genetic variations
in viral genomic regions coding for the drug targets with respect to phenotypic drug resistance
and treatment response. Our goal is to exploit genotypic information for selecting optimal drug
combinations.
Arevir is a DFG-funded cooperation between MPI for Informatics, Institute of Virology (Univer-
sity of Cologne), Center of Advanced European Studies and Research (Bonn) and MPI of Molecular
Plant Physiology (Golm). Our bioinformatics activities in the field of antiretroviral therapy op-
timization accompany a concerted effort of several clinical centers across Germany to reveal the
factors that determine therapeutic outcome by pooling their clinical data.
9.2.1 Arevir Database
We have built up the Arevir database, a multi-center clinical database containing patient data,
therapies, clinical and virological markers, as well as genomic sequence data. A relational database
schema has been designed and implemented together with a web-based user interface. The current
realization meets all data protection demands. The Arevir database is the common basis for
collecting and analyzing data from different clinics and labs. Moreover, clinicians can use it for
monitoring their patients. The web interface also provides a platform for making computational
tools available to physicians and virologists.
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Figure V.8: Mutual information profile and decision tree for the first anti-HIV drug AZT
9.2.2 The Relationship Between Sequence Variations and Phenotypic Drug Resis-
tance
Resistance testing has been part of routine clinical care for the past several years. It can be per-
formed either by measuring in vitro viral activity in the presence and absence of a drug (phenotypic
resistance testing [13]), or by scanning the viral genome for resistance-associated mutations (geno-
typic resistance testing). Direct sequencing produces genomic data of about 1200 base pairs of the
HIV pol gene, which codes for protease and RT, while phenotypic test results are usually reported
as resistance factors, defined as the fold-change in susceptibility to the drug relative to a susceptible
wild type virus. It has been shown that patients can benefit from both genotypic and phenotypic
testing [10], but genotyping is faster and cheaper, whereas phenotypic results are easier to interpret.
One way to detect correlations between genetic variations and resistance is to analyze data sets
of matched genotype-phenotype pairs [11]. This task is challenging due to complex mutational
patterns that confer varying degrees of resistance to one or more drugs (cross-resistance). We
have adapted and applied different statistical and machine learning techniques to identify relevant
mutations and to generate models that can predict phenotypic drug resistance from genotypes. Im-
portant sites of protease and RT have been identified by mutual information profiles that quantify
the significance of each sequence position for drug resistance (Fig. V.8). This approach has been
extended by calculating mutual information between all pairs of residues and searching the induced
graph, whose vertices are sequence positions and whose edges are weighted by the estimated infor-
mation, for highly connected subgraphs [7]. Such substructures can identify mutational patterns
involving several sites that are correlated with phenotypic resistance.
Decision tree building and support vector machines (SVM) have been applied successfully to
predict phenotypic drug resistance from genotypes. Decision trees provide concise models that
allow for easy knowledge extraction (Fig. V.8) and thus facilitate communication of computational
results to the virological research community [5, 8]. SVM classification models have been shown to
further advanced predictive performance [6].
SVMs have also been used for solving the analogous regression problems that allow for predic-
tions of fold-change in susceptibility of a virus to a drug from the viral genotype [9]. Predicted
phenotypes can be further interpreted by comparing them to the distribution of predictions from
212
The Computational Biology and Applied Algorithmics Group
special sequence populations, such as genotypes derived from treatment-naive patients [1].
All phenotype predictions are made available in the geno2pheno web service
(http://www.genafor.org). The system offers interpretations of genotypic test results based
on the different computational or statistical models. Since December 2000, more than 10,000
online predictions have been made with geno2pheno.
9.2.3 Identifying Optimal Drug Combinations
A major problem in the management of HIV-infections is the selection of a new active regimen after
failure of a drug combination, because remaining treatment options are reduced due to accumulated
resistance mutations. We approach this problem by constructing a scoring function that estimates
the activity of a drug combination against a given viral strain [4, 3]. The activity score is derived
from phenotype predictions of the drugs making up the therapy.
For each drug, we use a mixture of Gaussians to model the distribution of predicted phenotypes
and apply the EM algorithm to estimate parameters. Within this model, phenotype predictions are
comparable between drugs and the scoring function essentially counts the number of active drug
classes among the regimen.
The scoring function is applied not only to the presently dominating strain, but also to nearby
mutants that are presumed either to be present in the viral quasi-species or soon to evolve under
therapy. We use a heuristic search strategy to explore the mutational neighborhood and estimate
the activity of a worst case mutant from it.
This scoring scheme has retrospectively been shown to be predictive of virological response by
comparing it to observed virus load changes in clinical settings extracted from the Arevir database
[2, 3]. Thus, correlations between genotype and in vitro phenotype constitute the building blocks
for predictions of clinical outcomes. Since the effect of combination therapies is observed only
in clinical response data, we use these data for validation, and possibly also for directly learning
comnined effects in the future.
9.2.4 Outlook
Recently, we investigated mutational pathways that lead to drug resistance. A more sophisticated
model of evolution towards drug-resistant phenotypes would be helpful for making the sequence
space search more meaningful and efficient. First promising results are based on tree reconstruction
from a complete graph whose vertices are relevant mutations and whose edge weights reflect distance
in the time course of evolution.
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10 Hard- and Software
10.1 Background
Investigators: Kirsten Roomp, Andreas Ka¨mper
The current status and future planning of the Computational Biology and Applied Algorithmics
Group, with regard to hardware and software, is designed to support the scientific research projects
and collaborations of the Group. There are currently eighteen people of diverse scientific back-
grounds that make up the Group, plus a variable number of guests and students doing practicums.
As most of the Group’s members began work at the MPII in 2002, much of the setup is new.
In order to facilitate development of software for larger user communities, a comprehensive
infrastructure of hardware and software has been purchased and made available to the Group. We
have paid particular attention in planning and providing a setup which will not only make the
transition of existing projects (for example the Geno2Pheno Server) as smooth as possible, but also
to allow for a cutting-edge development environment.
We have invested in the necessary hardware to allow for the implementation of Oracle databases,
which will house many of the datasets that are required by the programs that are being developed
in the Group. Examples of this are the compound libraries that are currently being utilized by
the scientists who are docking with FlexX. Additionally, we want to incorporate various protein
structure datasets, which currently exist in flatfile formats, and convert them into a relational
system. Within this context, Kirsten Roomp has been to two courses provided by Oracle University
and is currently working towards an Oracle Certified Professional (OCP) certification.
10.2 Current Hard– and Software Configuration
10.2.1 Hardware
In order for the Group to develop leading-edge software, the infrastructure available to the devel-
opers needs to be of an appropriate standard. This standard is reflected in the framework that we
currently have and is described below.
Compute Server The Institute’s Sun Fire 15000 with 48 UltraSPARC III processors will soon
be expanded with 6 additional CPU boards (containing 4 CPUs each) for a total of 72 processors.
All groups at MPII use this server, but the additional CPU boards will be purchased by the Group.
Database Server A Sun Enterprise 10000 has been purchased with 4 UltraSPARC II processors.
This server is used by the Group only; it runs Oracle 9i Standard Edition and will shortly run
MySQL. If necessary, an upgrade to Oracle 9i Enterprise Edition will be considered. Additionally,
it utilizes its own T3 disk array.
Web Servers Two Sun Fire 280R web servers are currently available to the Group. The first
is on loan as part of a collaboration with the Helmholtz Network for Bioinformatics (HNB). The
first project that is currently being implemented on this server is the ToPLign Toolbox and its web
interface. The second web server will be used for other Group specific projects and collaborations.
Furthermore, it will inform the bioinformatics community about the projects that the Group is
working on and will make demo versions of locally developed software available.
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Workstations for Visualization In order to facilitate the analysis of the large molecules that
are studied in bioinformatics, it is necessary interactively examine them. The applications used
for this purpose manipulate massive amounts of data in real-time by using OpenGL API for 3D
rendering and hardware acceleration. This makes real-time 3D effects possible. Additionally, the
use of shutter glasses (which alternatively block out the left and right eye, allowing the two eyes to
see different images) gives the illusion of 3D objects on a 2D screen. Currently, a SunBlade 2000
with a high-performance Sun XVR-1000 graphics card and StereoGraphics CrystalEyes 3 shutter
glasses are being used by the Group. An SGI Octane machine with superior 3D performance is
also being used for specialized software that only runs on the IRIX OS.
Hardware for Individual Workplaces Most members of the group use dual-boot, fully loaded
IBM notebooks of the A or T type; there are currently 15 notebook computers in use. Additionally,
four members of the group are using Sun workstations of the SunBlade 100, 150 and 1000 types.
All the necessary peripherals, such as TFT-screens, have been purchased.
Disk Arrays and Storage Space Dealing with a continued lack of storage space has been a
problem for the Group. The amount of space for the fully backupped home directories has been
improved from 60 GB to 104 GB, with an additional 100 GB of temporary storage space. A Sun
T3 disk array of 1.3 TB has been purchased in conjunction with AG4 and the resulting space will
therefore be split evenly between the groups.
10.2.2 Operating Systems
The following operating systems are currently being used by the Group: Linux Debian 2.2 and 3.0,
Linux SuSE, Solaris 8 and 9, Windows 2000 and IRIX.
10.2.3 Specialized Software
We have made a large spectrum of specialized software available to the Group. Particular focus of
this has been cheminformatics software, which is required by those members of the Group that are
currently docking and doing molecular dynamic simulations.
CORINA (COoRdINAtes) from Molecular Networks GmbH is a 3D structure generator. It pro-
cesses chemical structures and performs a conversion from 2D to 3D. As there are many databases
and chemical catalogs which only supply 2D structure information, it is critical to make a conversion
and so the output can be used in the docking software that is being developed by the Group.
CHARMM (Chemistry at HARvard Molecular Medicine) from Accelrys is a highly regarded and
widely used simulation package. It is a program used for macromolecular simulations, including
energy minimization, molecular dynamics and Monte Carlo simulations.
DOCK from the University of California, San Francisco is a docking program, which generates
orientations and conformations of a putative ligand within a user-selected region of a receptor
structure. Using various scoring methods, it allows for the evaluation of likely orientations of single
ligand or alternatively the ranking of molecules in a database.
216
The Computational Biology and Applied Algorithmics Group
ICM Pro from Molsoft LLC is a package consisting of variety of tools which fulfill molecular
manipulation needs including an array of graphics tools, peptide structure prediction, protein mod-
eling, loop modeling and protein design, etc. Of particular interest is the ICM-Dock utility which
allows for peptides to be docked into binding pockets.
SYBYL which is at the core of suite of tools from Tripos Inc., permits the visualization of proteins
and their ligands. It is a state-of-the-art molecular modeling program which describes and predicts
molecular behavior.
ChemOffice is a software package from CambridgeSoft.com which consists of ChemDraw,
Chem3D and ChemFinder. ChemDraw is a program which is frequently required for representing
chemical structures and formulas in publications submitted to publishers. Chem3D is a visualiza-
tion tool for 3D structures which supports important file formats which are not found in SYBYL
or GRASP. ChemFinder is chemical database manager and search module.
Cambridge Structural Database (CSD) from the Cambridge Crystallographic Data Centre,
contains crystal structure information for over 272,000 organic and metal organic compounds. The
information stored on these compounds is bibliographic, chemical connectivity data, 3D molecular
and crystal structure data.
Relibase+ is produced by the Cambridge Crystallographic Data Centre and is the only program
available for searching the structural database Protein Data Bank (PDB) specifically for protein-
ligand interactions. All non-protein moieties in a structure are considered to be ligands, including
metal ions, anions, solvate molecules, cofactors and inhibitors.
10.3 Future Hard– and Software Configuration
10.3.1 Hardware
Compute Server As mentioned previously, MPII’s Sun Fire 15000 will be expanded to its max-
imal capacity of 72 processors, with 6 additional CPU boards (4 processors each). This should
happen within the first two quarters of 2003. The funding for this will come from the Group.
Compute Cluster A high-performance Linux cluster will be purchased by the Group, with exact
specifications still under discussion. The intention is a purchase a rack-mounted, turnkey solution,
which will if necessary make use of current technologies such as Myrinet.
Additional Storage Space Much more space will be required for the Group and two new storage
arrays have been ordered. One Sun StorEdge 3000-level midrange storage solution of approximately
1 TB will be purchased, containing enough space for large temporary datasets and benchmarks.
Additionally, a Sun StorEdge T3 array of 1.3 TB will be bought to allow for expanded room in the
Group’s home directories.
Database Server An additional high-security database server for medical data will be procured
by the Group and used mainly by Nico Beerenwinkel and his cooperation partners.
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10.3.2 Specialized Software
Spotfire DecisionSite from Spotfire, is a highly configurable application for functional ge-
nomics. It is used to analyze data resulting from microarray studies, thereby enabling target
identification.
Molecular Surface (MS) is a program from Quantum Chemistry Program Exchange and is
used to calculate molecular surfaces. It is client for DOCK.
DayCart from Daylight Chemical Information Systems Inc., is used in cheminformaics to access
large chemical compound databases. It is used as a cartridge for Oracle and provides the chemistry
support for the relational database system.
ISIS/Base from MDL Information Systems Inc., is a flexible desktop database management
system for storing, searching and retrieving chemical structures and associated scientific data.
Many datasets only exist in the ISIS format and therefore it is necessary to have a client to search
them.
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11 Academic Activities
11.1 Editorial Activities
Thomas Lengauer is on the editorial board of the following journals:
• Discrete Applied Mathematics
• Journal of the ACM (Area editor of: Computing in Technology and the Sciences)
• Bioinformatics (Associate Editor)
• Journal of Computational Biology
• Computational and Functional Genomics
11.2 Conferences and Workshop Positions
Memberships in program committees
Thomas Lengauer
• Fifth Annual International Conference on Computational Molecular Biology (RECOMB
2001), Montreal, Canada, April 2001 (Chair)
• German Conference on Bioinformatics (GCB2001), Braunschweig, Oktober 2001
• Sixth Annual International Conference on Computational Molecular Biology (RECOMB
2002), Washington D.C., USA, April 2002
• Tenth International Conference on Intelligent Systems for Molecular Biology (ISMB 2002),
Edmonton, Canada , August 2002
• Second European Conference on Computational Biology (ECCB 2002), Saarbru¨cken, Septem-
ber 2002 (Chair)
• Seventh Annual International Conference on Computational Molecular Biology (RECOMB
2003), Berlin, Germany, April 2003
• Second European Conference on Computational Biology (ECCB 2003), Paris, France, Septem-
ber 2003
• Eleventh International Conference on Intelligent Systems for Molecular Biology (ISMB 2003),
Brisbane, Australia, June 2003
• German Conference on Bioinformatics (GCB 2003), Mu¨nchen, Oktober 2003
Memberships in organizing committees
Thomas Lengauer
• Fifth Annual International Conference on Computational Molecular Biology (RECOMB
2001), Montreal, Canada, April 2001
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• Second European Conference on Computational Biology (ECCB 2002), Saarbru¨cken, Septem-
ber 2002
• Dagstuhl Seminar on Computational Biology, 17.–22.11.2002 (with Russ Altman and David
Gilbert)
Membership in Steering Committees
Thomas Lengauer is a member in the steering committee of the conference series ”Annual ACM
Conference on Computational Biology (RECOMB)”
Thomas Lengauer chairs the steering committee of the conference series ”European Conference on
Computational Biology (ECCB)”
11.3 Invited Talks and Tutorials
Invited Talks
Mario Albrecht:
• A case study on protein structure and function prediction, Seminar on Computational Biology,
Schloss Dagstuhl, Wadern, November 2002
Iris Antes:
• A molecular dynamics study of the formation of a b-peptide/DPC-micelle complex, b-Peptide
Symposium, University of Pennsylvania, Philadelphia, February 2001
• A molecular dynamics study of the formation of a b-peptide/DPC-micelle complex and their
interactions, MPI fr Kohlenforschung, Mu¨lheim/Ruhr, March 2001
• Statistical mechanics studies of biological systems, MPI fu¨r Informatik, Saarbru¨cken, January
2002
• The unbinding of ATP from F1-ATPase, BioSolveIT GmbH, Sankt Augustin, September 2002
Niko Beerenwinkel:
• HIV resistance mutations and their relevance for therapy optimization, BASF Ludwigshafen,
Germany, March 2002
• The Arevir Database, GlaxoSmithKline workshop, Frankfurt/Main, Germany, May 2002
Francisco S. Domingues:




1. Docking of ligands into artificial receptors
2. Docking of ligands into ’unsual ’ targets
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Talks:
• Institute for Theoretical Chemistry, Du¨sseldorf University, Du¨sseldorf, Germany, March 2002
[1]
• Workshop of the SFB-project ”Templates”, Walberberg, Germany, November 2002 [1]
• Max-Planck Institute for Solid State Research, Stuttgart, Germany, January 2003 [2]
• BioSolveIT GmbH, Sankt Augustin, Germany, February 2003 [2]
• Institute for Inorganic and Analytical Chemistry, University Frankfurt/Main, Frankfurt, Ger-
many, May 2003 [2]
Thomas Lengauer:
Topics:
1. Structure-based methods of identifying target proteins and lead structures for drug design
2. Algorithimic und statstical methods in Computational Biology
3. Structure-based methods for drug design
4. Perspectives of computational biology
5. Prediction and analysis of protein function
6. Bioinformatics: Quo Vadis?
Talks (Topic in parentheses):
• Structural Biology Conference, Tallahassee, Florida, January 2001 [3]
• Colloquium in Honor of Klaus Tschira’s 60th birthday, Heidelberg, February 2001 [4]
• Dechema Annual Biology Meeting, March 2001 [4]
• University of California, Santa Cruz, March 2001 [1]
• European Bioinformatics Institute, March 2001 [1]
• Computational Biology Day, CWI, Amsterdam, April 2001 [4]
• 52. Mosbach Colloquium, Mosbach, April 2001 [4]
• BiSS 2001, Go¨ttingen, September 2001[4]
• DAGM 2001, Munich, September 2001 [2]
• GMDS Conference 2001, Cologne, September 2001 [4]
• GDCh Conference 2001, Wu¨rzburg, September 2001 [4]
• FZ Ju¨lich, Department of Prof. Wandrey, September 2001 [1]
• Max-Planck German-Polish Bioinformatics Symposium, Berlin, October 2001 [1]
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• BASF Ludwigshafen, March 2002 [1]
• ”Pharmaceutical Day”, University of Marburg [5]
• Department of Computer Science, University of Kaiserslautern, June 2002 [1]
• Hoffmann-LaRoche, Penzberg, October 2002 [5]
• Department of Computer Science, Technical University of Aachen, December 2002 [4]
• Opening of the CUBIC Bioinformatics Center, University of Cologne, January 2003 [6]
• Dechema Committee on Catalysis, January 2003 [3]
• Workshop ”New Chemistry, Informatics and Engineering”, ETH Zu¨rich [2]
• Conference ”Drug Discovery Technology 2003”, Stuttgart [3]
• Novartis, Basel [3]
• CHI Conference ”Structure-Based Drug Design”, Boston [3]
Christian Merkwirth:
Topics:
1. Machine Learning - An overview
2. Entool - An ensemble toolbox for Matlab
3. Emsemble Methods for Classification and Feature Selection on Chemical Data Sets
4. Stochastic Gradient Descent Training on Ensembles of DT-CNN Classifiers for Digit Recog-
nition,
Talks:
• Max-Planck Institut fu¨r Informatik, Saarbru¨cken, Germany, June 2002 [1]
• University of Science and Technology, Krakow, Poland, July 2002 [1]
• IIASS 7th Course Ensemble Methods for Learning Machines, Vietri Sul Mare, Italy, Septem-
ber 2002 [2]
• Roche, Basel, Switzerland, December 2002 [1]
• Roche, Basel, Switzerland, March 2003 [3]
• Workshop on Signal Analysis for Synchronisation, Control and Modelling of Spatially Ex-
tended Systems, University of Science and Technology, Krakow, Poland, May 2003 [4]
Jo¨rg Rahnenfu¨hrer:
Topics:
1. Robust clustering methods for microarrays: Image analysis and tumor classification
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2. Efficient clustering methods for tumor classification with gene expression arrays
3. Robust Microarray Image Analysis Through Pixel Clustering
4. Efficient screening for differentially expressed genes using Microarrays
5. Exploratory data analysis for Microarrays
6. Data compression and statistical inference
Talks:
• University of California, Davis, Biostatistics seminar, January 2001 [6]
• University of California, Los Angeles, Biostatistics seminar, January 2001 [6]
• MSRI, Berkeley, Workshop on Nonlinear Estimation and Classification, March 2001 [6]
• Washington DC, IMS/ENAR Meeting, March 2002 [3]
• Max-Planck-Intitut fr Informatik, Saarbru¨cken, March 2002 [4]
• University of Freiburg, Biometric Conference, July 2002 [2]
• University of Mannheim, 26th Annual Conference of the Gesellschaft fu¨r Klassifikation, July
2002 [2]
• Max-Planck-Institute for Molecular Genetics, Berlin, Seminar, November 2002 [1]
• DKFZ Heidelberg, Biostatistics seminar, January 2003 [1]
• University of Du¨sseldorf, Statistics seminar, February 2003 [1]
• DKFZ Heidelberg, NGFN - Courses in Practical DNA Microarray Analysis, March 2003 [5]
• University of Gießen, Interdisciplinary statistics seminar Gießen/Marburg, April 2003 [1]
Somak Ray:
• Docking peptidyl inhibitors into protease active sites, BiosolveIT St. Augustin, Germany,
March 2003
Kirsten Roomp:
• Developing Customized Bioinformatics Resources, Max-Planck Institut fu¨r Informatik,
Saarbru¨cken, Germany, May 2002
Ingolf Sommer:
• Automation of Protein Structure Prediction, Seminar on Computational Biology, Schloss
Dagstuhl, Wadern, Germany, November 2002
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Conference Tutorials
Thomas Lengauer
• BiSS 2001, Go¨ttingen, September 2001 (Protein Structure Superposition)
Andreas Ka¨mper (with Prof. Matthias Rarey and Dr. Martin Stahl)




• Member of the Scientific Advisory Board of the Research Cluster Gensensorik, Bremen (until
Dec 2001)
• Member of the Scientific Advisory Committee of the German Plant Genome Project GABI
• Member of the Scientific Advisory Council of the Scuola Galileo Galilei, University of Pisa
• Member of the Board of Trustees of Heinz-Nixdorf Institute, University of Paderborn
• Member of the Scientific Advisory Board of the Berlin Center for Genome-Based Bioinfor-
matics (BCB)
• Member of the Scientific Advisory Board of Cologne University Bioinformatics Center (CU-
BIC)
• Member of the Scientific Advisory Board of ”Society for Sustainable Research”(genafor, Bonn)
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12 Teaching Activities
Teaching Activities (only in Saarbru¨cken)
Summer Semester 2002
Courses:
Bioinformatics II (T. Lengauer) with tutorials (L.Kunert)
Winter Semester 2002/2003
Courses:
Elements of Statistical Learning (T. Lengauer) with tutorials (J. Rahnenfu¨hrer)
Summer Semester 2003
Courses:
Bioinformatics II (T. Lengauer) with tutorials (Niko Beerenwinkel et al.)
Computer-Aided Drug Design (A. Ka¨mper) with workshops
Tutorials:
Docking - For the Bioinformatics Practicum (A. Ka¨mper)
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13 Dissertations, Habilitations, and Offers for Faculty Positions
13.1 Dissertations
Completed (all in Bonn):
Martin Lu¨gering, Integer linear programming for global routing of integrated circuits (in German)
08.01.2001
Holger Claußen, Efficient protein-ligand docking with flexible protein structures (in German)
22.06.2001
Mike Scha¨fer, Global and local optimization of three-dimensional arrangement problems (in
German) 08.11.2002
Alexander Zien, Computational Methods for Gene Expression Data Analysis 17.03.2003
In preparation:
Mario Albrecht, Algorithmic contributions to protein structure prediction
Niko Beerenwinkel, Analyzing resistance phenomena in HIV under selective pressure through drug
therapy
Onno Garms, Arranging and grouping body parts in automotive design (in Bonn)
Lars Kunert, Fast pre-docking of ligand into protein binding pockets
Dorothee Lieblich, Packing problems in protein structure prediction (in Bonn)
Jochen Maydt, Analyzing the recombinant behaviour of HIV
Somak Ray, Docking peptides into protein binding pockets
Priti Talwar, Mining metabolite screening data for signals on protein function
Marc Zimmermann, Computational Analysis of HTS Data (in Bonn)
13.2 Habilitations
Matthias Rarey, Algorithms for computer-based drug design, University of Bonn, 07.11.2001
13.3 Offers for Faculty Positions
Ralf Zimmer, Full Professor of Bioinformatics at University of Munich, September 2001 (from GMD
group)
Christel Marian, Full Professor of Theoretical Chemistry at Dsseldorf University, November 2001
(from GMD group)
Matthias Rarey, Full Professor of Computer Science at Hamburg University (from GMD group)
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14 Grants and Cooperations
There are a number of projects funded with third-party money that are described in the succeeding
subsections.
In addition, we have several joint projects with partners on the Saarbru¨cken and Homburg campuses
that are in a introductory stage and have not gained outside funding yet. These include the
project on HIV evolution with Prof. Meyerhans (Virology, Homburg), see also Section 8.1, and the
project on Hepatitis C virus (HCV) with Prof. Zeuzem (Internal Medicine, Homburg) see Section
5.3. We are also planning to begin a cooperation with Prof. Walter (Genetics, Saarbru¨cken) on
Bioinformatics for Epigenomics. We have an industrial cooperation with Hoffmann-LaRoche, Basel
(Dr. Martin Stahl) on virtual drug screening (see Section 6.2) and are in a constant dialog with
the GMD startup BioSolveIT GmbH, Sankt Augustin.
We are also part of a consortium for a proposal of an EU Network of Excellence on Bioinformatics.
The network is coordinated by Prof. Janet Thornton (EBI). The proposal has been submitted and
is currently being evaluated.
Coordinating Activities
DFG Priority Program on ”Informatics Methods for the Analysis and Interpretation
of Large Genomic Datasets)
This is a national project that is funded from 1998 through 2004 (see http://www.mpi-
sb.mpg.de/units/ag3/dfg-spp/). The program has a broad scope and currently encompasses 13
projects nationwide. Thomas Lengauer is the coordinator of the program. It is in its third and
final funding period.
Helmholtz Network for Bioinformatics
This project is funded by BMBF (2000-2003, see http://www.hnbioinfo.de). It develops an integra-
tion of the bioinformatics tools developed by 11 bioinformatics groups in Germany under a common
server scheme. Thomas Lengauer coordinates the project.
DFG Projects
Arevir The Arevir project aims at optimizing antiretroviral therapies by selecting drug combi-
nations that are active against mutated viruses. Our virological partners sequence the therapeutic
targets from samples isolated from patients carrying the virus. We develop computational methods
that estimate phenotypic drug resistance from sequence data and evaluate combination therapies
with respect to clinical outcome (see Section 8.2). Partners:
Max-Planck-Institute for Informatics (Niko Beerenwinkel, Prof. Thomas Lengauer)
Institute of Virology, University of Cologne (Martin Da¨umer, Dr. Rolf Kaiser)
MPI of Molecular Plant Physiology, Golm (Dr. Joachim Selbig)
Center of Advanced European Studies and Research, Bonn (Dr. Daniel Hoffmann)
Institute of Clinical and Molecular Virology, University of Erlangen-Nu¨rnberg (Dr. Klaus Korn,
Dr. Barbara Schmidt, Dr. Hauke Walter)
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PROSTFUN
Based on the successful predecessor project PROSEQO, we continue advancing protein structure
function prediction methods in two ways. First, the effective combination of fast, non-adaptive with
complex, but adaptive prediction methods is expected to increase the accuracy of the predicted
models substantially. Second, clear function signals are deduced from structural structure-function
fingerprints. In addition, case studies on disease-associated proteins shall reveal weaknesses in the
known methods (see Sections 5.1 - 5.3). Partners:
Max-Planck-Institute for Informatics (Mario Albrecht, Dr. Francisco Domingues, Prof. Thomas
Lengauer, Dr. Ingolf Sommer)
Drug Screening
We are developing statistical learning methods (currently neural nets) that learn flexible structural
molecular descriptors that can be adapted to a variety of properties in question. This approach has
shown to be effective for learning, e.g., binding affinity to a target (HIV protease), and specificity
(Does the compound bind to many of few different protein?). This project is part of a project
cluster on data mining involving two other partners (see Section 6.6).
Partners:
Max-Planck-Institute for Informatics (Prof. Thomas Lengauer, Dr. Christian Merkwirth)
University of Bonn, Germany (Prof. Buhmann)
Technical University of Munich, Germany (Prof. Knoll)
Metabolomics (partially funded through CBI)
In this project, our experimental partner analyzes yeast-knockout that are being fed with 13C-
labeled glucose. Then the cells are submitted to labeled amino-acid screening over a certain time
interval. We have contributed to the software for analyzing the involved mass spectra and selecting
the relevant knock-outs. We will develop bioinformatics methods to analyze the primary screening
data (labeled amino-acid abundances) and the resulting metabolite fluxes calculated with state-of-
the-art flux determination software (see Section 5.4).
Partners:
Max-Planck-Institute for Informatics (Prof. Thomas Lengauer, Priti Talwar)
Biotechnology, CBI (Prof. Elmar Heinzle, Vidya Mangadu, Dr. Christoph Wittmann)
Peptide Docking (partially funded through CBI)
In this project, we are developing methods for docking peptidyl inhibitors in proteases. The exper-
imental partner of the projects is designing candidate inhibitors with an evolutionary approach in
the laboratory. The target protease for the lab work in Cathepsin G. (see Section 6.3)
Partners:
Max-Planck-Institute for Informatics (Somak Ray, Prof. Thomas Lengauer)
Saarland University, Pharmacology (Dirk Betscheider, PD Dr. Joachim Jose)
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Cytochromes (partially funded through CBI) In this project we are combining experimental
and computational methods for the design of selective inhibitors for the human mitochondrial
cytochrome P450 enzymes CYP11B1 and CYP11B2, respectively. These enzymes catalyze the
final steps in the biosynthesis of cortisol and aldosterone (see Section 6.11).
Partners:
Max-Planck-Institute for Informatics (Prof. Thomas Lengauer, Dr. Iris Antes)
Saarland University, Pharmacology (Prof. Rolf W. Hartmann, Ursula Mu¨ller, Sarah Ulmschneider)
Design of Artificial Receptors (grant submitted)
In this project, we are developing methods for the de novo design of artificial (synthetic) receptors.
We have developed the new tool FlexR, which uses the docking technique of FlexX for structure
prediction of complexes between these artificial receptors and their ligands, taking flexibility of
both partners into account (see Section 7.4). The docking of cell-wall fragments into glycopeptide
antibiotics is an application part of this cooperation project (see Section 7.5).
Partners:
Max-Planck-Institute for Informatics (Dr. Andreas Ka¨mper, Prof. Thomas Lengauer)
Du¨sseldorf University (Prof. Christel M. Marian)
University of Munich (Dr. Joannis Apostolakis)
BMBF Projects
Helmholtz-Network for Bioinformatics (HNB)
Besides the coordination AG3 also has software contributions to HNB. The development of the
ARBY server (Section 5.1) is partially funded by HNB. Furthermore, we integrate our docking
software into the HNB server. This project is a cooperation with FhG-SCAI. The integration
software is mainly developed at SCAI. The scientific contributions are made by the MPI group and
SCAI jointly. BioSolveIT helps in putting the docking software onto the server.
Partners in the projects are:
Max-Planck-Institute for Informatics (Thomas Lengauer, Ingolf Sommer, Iris Antes)
FhG-SCAI (Stefan Springstubbe, Sven Kolibal, Niklas von O¨hsen)
BioSolveIT GmbH (Holger Clauen)
Analysis of Expression Data
This project is funded by the NGFN (Nationales Genomforschungsnetzwerk). The NGFN Mi-
croarray Data Analysis Resource (http://compdiag.molgen.mpg.de/ngfn/) aims to improve the
bioinformatics and statistics support for the design and analysis of gene expression data in the
NGFN. Basic techniques are taught in regularly held courses on the analysis of gene expression
data. In addition, scientific contributions by the MPI group focus on the detection of signals for
functional classification of proteins with the help of gene expression data (see Section 7).
Partners:
Max-Planck-Institute for Informatics (Thomas Lengauer, Jo¨rg Rahnenfu¨hrer)
Max-Planck-Institute for Molecular Genetics, Berlin (Rainer Spang)
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2 Visitors and Major Events
During the reporting period we hosted two major international conferences and a workshop:
EUROGRAPHICS’02 Together with our partners from Saarland University, the group hosted
Eurographics’02, the annual European computer graphics conference (http://www.eg.org). The
conference was held on campus during September 2 - 6, 2002. With 422 participants from 38 coun-
tries the conference attracted a record number of participants. The three day conference program
featured 42 talks (selected from 233 submissions), five state of the art reports, and three invited
lectures, and was preceded by a two day tutorial program. In addition, there were poster presenta-
tions, industrial seminars, and presentations by the major European research labs. Eurographics’03
will be held in Granada, Spain, during Sept. 1 - 5, 2003.
GRAPHICS HARDWARE’02 The group hosted the 17th annual Eurographics/Siggraph
Workshop on Graphics Hardware (http://www.graphicshardware.org/) that was held just prior
to Eurographics’02 on Sept. 2 - 3, 2002. The workshop attracted 68 participants and featured 14
talks and two invited lectures. Graphics Hardware ’03 will be held in conjunction with Siggraph’03
in San Diego, USA, during July 26-27, 2003.
SOLID MODELING’02 The 7th ACM Symposium on Solid Modeling and Applications was
held at MPI on June 17 - 21, 2002 (http://www.solidmodeling.org). The event was held outside
North-America for the first time, and the symposium is expected to be held annually, alternating
in location between the USA and other countries, from now on. Pre-symposium activities included
short courses and tutorials, held on the two days preceeding the plenary sessions. The technical
program featured 26 paper presentations and 17 posters (selected from 93 submissions) and three
invited lectures. Solid Modeling’03 will be held in Seattle, USA, on June 16 - 20, 2003.
In addition, a total of 84 researchers have visited our group since August 2001:
Andrzej Lukaszewski 31/01/01 - 31/08/01
University of Wroclaw
Wroclaw, Poland
Kirill Dmitriev 22/05/01 - 31/01/02
Keldysh Institute of Applied Mathematics
Moscow, Russia
Michael Bassett 27/09/01 - 28/09/01
Minolta Europe GmbH
Langenhagen, Germany
Roberto Scopigno 27/09/01 - 28/09/01
CNR Pisa
Pisa, Italy
Pere Brunet 27/09/01 - 28/09/01
Universitat Polite`cnica de Catalunya (UPC)
Barcelona, Spain
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Thomas Hangelbroek 01/10/01 - 31/03/02
University of Wisconsin-Madison
Madison, USA
Jochen Lang 23/10/01 - 24/10/01
The University of British Columbia
Vancouver, Canada
Vincent Scheib 23/05/01 - 27/07/01
University of North Carolina
Chapel Hill, USA
Roger Tam 17/11/01 - 20/11/01











Frederik Drago 07/01/02 - 06/04/02
University of Aizu
Aizu, Japan
Jaroslav Krivanek 28/01/02 - 10/02/02
Czech Technical University
Prague, Czech Republic
George Drettakis 06/02/02 - 07/02/02
INRIA Sophia-Antipolis
Sophia Antipolis, France
Kirsten Cater 15/02/02 - 20/02/02
The University of Bristol
Bristol, United Kingdom
Kate Devlin 15/02/02 - 20/02/02
The University of Bristol
Bristol, United Kingdom
Patrik Ledda 15/02/02 - 20/02/02
The University of Bristol
Bristol, United Kingdom
Peter Longhurst 15/02/02 - 20/02/02
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Przemyslaw Rokita 01/03/02 - 31/05/02
Warshaw University of Technology
Warshaw, Poland
Dirk Reiners 13/03/02 - 14/03/02
Fraunhofer Institut Darmstadt (IGD)
Darmstadt, Germany
Stefan Mu¨ller 14/03/02














Shoji Tominaga 01/04/02 - 02/04/02
Osaka Electro-Communications University
Neyagawa, Osaka, Japan
Norihiro Tanaka 01/04/02 - 02/04/02
Osaka Electro-Communications University
Neyagawa, Osaka, Japan
Michael Hild 01/04/02 - 02/04/02
Osaka Electro-Communications University
Neyagawa, Osaka, Japan
Mohammed Fathih Hassan 01/04/02 - 30/09/02
University of Cambridge
Cambridge, UK
Roberto Scopigno 08/04/02 - 10/04/02
CNR Pisa
Pisa, Italy
Pere Brunet 08/04/02 - 10/04/02
Universitat Polite`cnica de Catalunya (UPC)
Barcelona, Spain
Marco Zajac 08/04/02 - 10/04/02
Minolta Europe GmbH
Langenhagen, Germany
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Andrea Brogi 08/04/02 - 10/04/02
SBAAAS
Pisa, Italy
Felipe A. Lozano 08/04/02 - 10/04/02
Gedas
Barcelona, Spain
Franscisco J. Santisteve 08/04/02 - 10/04/02
Gedas
Barcelona, Spain







Myung-Soo Kim 17/05/02 - 18/05/02
Seoul National University
Seoul, Korea
Wenping Wang 17/05/02 - 18/05/02

















Olga Sorkine 02/09/02 - 27/09/02
Tel-Aviv University
Tel-Aviv, Israel
Kirill Dmitriev 25/08/02 - 08/09/02
Keldysh Institute of Applied Mathematics
Moscow, Russia
Rafal Mantiuk 18/08/02 - 08/09/02
Technical University of Szczecin
Szczecin, Poland
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Joel Carranza 01/10/02 - 31/05/03
California Institute of Technology
Pasadena, Los Angles, USA
Marco Callieri 05/10/02 - 08/10/02
Consiglio Nazionale delle Ricerche (CNR)
Pisa, Italy
Claudio Montani 05/10/02 - 08/10/02
Consiglio Nazionale delle Ricerche (CNR)
Pisa, Italy
Marco Zajac 06/10/02 - 08/10/02
Minolta Europe GmbH
Langenhagen, Germany
Pere Brunet 06/10/02 - 08/10/02
Universitat Polite`cnica de Catalunya (UPC)
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3 Group Organization
Our research is currently organized into the following eight research areas, each having its own
small group of coordinators:
• Mesh Processing (A. Belyaev, C. Ro¨ssl)
• Free-Form Surfaces and Scientific Visualization (I. Ivrissimtzis, C. Ro¨ssl, H. Theisel)
• Facial Modeling and Animation (V. Blanz, J. Haber)
• Scene Digitization and Acquisition of Deformable Models (M. Goesele, H. Lensch, J. Lang)
• Model-Based Motion Capture and Free Viewpoint Video (C. Theobalt, M. Magnor)
• Realistic Hardware-Supported Shading and Lighting (S. Brabec, K. Daubert, J. Kautz)
• Global Illumination (K. Myszkowski)
• Perception Issues in Rendering and Animation (K. Myszkowski)
The coordinators coordinate the work in their areas and together with Hans-Peter Seidel form
the AG4 steering committee. The steering committee meets on a weekly basis (Tuesday, 11 am)
and discusses all group related issues. In particular, it addresses topics such as recruiting, guests
and seminars, teaching, project acquisition, mid-term and long-term strategic planning.
The whole group meets twice a week for the
• AG4 lab meeting (Tuesday, 12:30 pm), where organizational issues are discussed and infor-
mation is distributed by the members of the steering committee, and the
• AG4 graphics colloquium (Tuesday, 1pm), where people from within AG4 and the computer
graphics group at Saarland University as well as visitors present their ongoing work to the
group and to other interested people.
Apart from these formal meetings, there are several meetings and discussion groups that also
take place frequently, but not on a totally regular basis, such as paper discussion groups that discuss
papers of special interest, especially immediately preceding major conference events; technical
meetings in geometric modeling (mesh processing and free form surfaces), rendering (material
acquisition, hardware rendering), and global illumination (often in cooperation with people from
the graphics group at Saarland University); internship and pratical course meetings where all people
involved in internships or FoPras meet and discuss; and last but not least meetings dedicated to
single projects, such as 3D scanning and material acquisition, photo studio, 3D visualization room,
conference organization, and several others.
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4 Mesh Processing
Until very recently most digital multimedia content consisted primarily of text, sound, images, and
video. At present we are witnessing the 3D graphics multimedia revolution initiated by a great
demand of 3D graphics applications in engineering, medicine, science, and entertainment.
Digital geometric modeling and processing (the creation and analysis of the geometric objects
on a computer) constitutes a core of most 3D graphics applications. Among various representations
used for storing and processing 3D models polygonal meshes are more widely employed because of
their simplicity, ability to represent objects of complex geometry and topology, and suitability for
hardware-accelerated rendering.
Recent advances in 3D digitizing techniques have made dense polygonal meshes extremely pop-
ular and brought the need for developing new approaches for fast and robust processing meshes
approximating complex objects and consisting of hundred thousands, millions, or even hundred
millions of polygons. In this section, we briefly describe our achievements in developing such ap-
proaches.
4.1 Meshing Scattered Data
Investigators: Yutaka Ohtake and Alexander Belyaev
Figure VI.1: Meshing scattered data: reconstruction of missed data (left) and processing irregularly
sampled data (right).
Modern 3D digitizing techniques can yield millions of 3D point locations on the object that is
being digitized. Once these points have been collected, it is a non-trivial task to build a surface
representation that is faithful to the collected data. Some of the desirable properties of a surface
reconstruction method include speed, low memory overhead, faithful reproduction of sharp fea-
tures, and robustness in the presence of holes and low sampling density. Radial basis functions
(RBFs) provide powerful methods for 3D scattered data interpolation and approximation. The
state-of-art RBF-based techniques developed for achieving these goals employ globally supported
RBFs [1, 6]. However a direct implementation of scattered data interpolation / approximation with
globally supported RBFs requires solving a dense system of linear equations and therefore is not
computationally feasible for large datasets.
In [5] we use compactly supported RBFs for scattered data processing. Employing compactly
supported RBFs requires solving a sparse system of linear equations and is, therefore, computa-
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tionally efficient. We achieve a high quality shape reconstruction from scattered data via using
compactly supported RBFs in a hierarchical way. According to our numerical experiments, our
method is about four times faster than that proposed in [1] without any loss in quality.
Our current research in this field is focused on developing shape reconstruction methods which
do not require solving large systems of linear equation. In [4] we approximate the distance function
from a point-set surface by combining local approximations via a partition of unity. We use an
error-controlled octree-based space subdivision and construct our distance function approximation
in a hierarchical manner. The surface is then approximated by the zero-level set of the distance
function. Finally we obtain a high quality mesh using an approach proposed in [2, 3].
References
[1] J. C. Carr, R. K. Beatson, J. B. Cherrie, T. J. Mitchell, W. R. Fright, B. C. McCallum, and T. R.
Evans. Reconstruction and representation of 3d objects with radial basis functions. In Proceedings of
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cations, pages 171–178, Saarbru¨cken, Germany, June 2002. ACM Siggraph & Eurographics, ACM.
[3]• Y. Ohtake and A. Belyaev. Dual-primal mesh optimization for polygonized implicit surfaces with sharp
features. Journal of Computing and Information Science in Engineering, 2003.
[4]• Y. Ohtake, A. Belyaev, M. Alexa, G. Turk, and H.-P. Seidel. Multi-level partition of unity implicits. In
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Graphics, 21(4):855–873, October 2002.
4.2 An Image Processing Approach to Mesh Smoothing
Investigators: Alexander Belyaev and Yutaka Ohtake
Figure VI.2: Adaptive and automatic diffusion-based mesh denoising [2]. Smoothing parameters
are determined automatically according to some statistical properties of input data. Left: original
mesh. Right: smoothed mesh.
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A computer graphics object reconstructed from real-world data often contains undesirable noise.
An important problem consists of removing the noise while preserving salient geometric features
of the object. Thus mesh smoothing remains to be one of the most important mesh processing
operations.
In [3, 2, 1, 4] we propose new mesh smoothing techniques based on a nonlinear diffusion of
mesh normals. The main idea of our approach consists of processing (nonlinear diffusion) the mesh
normals and then constructing a new mesh that matches the processed normal vectors in a suitable
way.
In particular, in [2] we present a fully automatic mesh filtering method that adaptively smoothes
a noisy mesh and preserves sharp features and features consisting of only few triangle strips. We
develop an adaptive and anisotropic Gaussian filter acting on the mesh normals. Given a noisy mesh,
we compute its best smoothing scale for each mesh normal, then we smooth the mesh normals, and
finally we update the mesh vertex positions by fitting the mesh to the field of smoothed normals.
The proposed method is fully automatic and outperforms conventional mesh filtering methods in
terms of accuracy.
In [1] we develop tools for qualitative comparison of various mesh smoothing methods.
References
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Conference on Geometric Modeling and Computer Graphics, pages 83–87, Tel-Aviv, 2003. Tel Aviv
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RIKEN, Saitama, Japan, 2002. IEEE.
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diffusion of normals with automatic thresholding. In Computer Graphics International, Tokyo Institute
of Technology, Tokyo, 2003. IEEE Computer Society Press.
4.3 Mesh Optimization for Polygonized Isosurfaces
Investigators: Yutaka Ohtake and Alexander Belyaev
Isosurface extraction remains to be the most popular and useful tool for the visualization of
volume data. Common polygonization techniques usually result in faceted meshes destroying sharp
features of the isosurfaces. Accurate polygonization of isosurfaces and implicit models is an area
of active research [2, 1].
In [6, 5] and [3, 4] we propose two methods for improving polygonizations of isosurfaces. The
methods explore the following observation: given an isosurface, a triangle mesh whose triangles are
tangent to the implicit surface at certain inner triangle points give a good approximation of the
isosurface.
Our approach developed in [6, 5] is based on a mesh evolution towards a given isosurface with
simultaneous control of the mesh vertex positions and mesh normals.
A fast method for improving polygonizations of implicit surfaces with sharp features is proposed
in [3, 4]. The core of our method consists of two steps. First, given an implicit surface and its
initial triangulation, we consider the dual mesh composed of the triangle centroids and modify the
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Figure VI.3: Left: initial polygonization of an implicit surface using a conventional cell-based
polygonization method (marching cubes were used). Right two images: the polygonization is
optimized according to [3, 4]. Notice how well the sharp features of the mesh are reconstructed.
dual mesh by projecting its vertices onto the implicit surface. Next, we consider the mesh dual to
the modified dual mesh and optimize its vertex positions by minimizing a quadratic energy.
References
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4.4 Feature Detection
Investigators: Alexander Belyaev and Yutaka Ohtake
Studying shapes of 3D objects we are interested in shape features which are invariant under
rotations, translations, and scalings. Surface creases, ridges and ravines, curves on a surface along
which the surface bends sharply, are among the most important of such shape features.
In [2] we present a skeleton-based approach for robust detection of perceptually salient shape
features. Given a shape approximated by a polygonal surface, its skeleton is extracted using a
three-dimensional Voronoi diagram technique proposed recently by Amenta et al. [1]. The ridges
and ravines are detected as curves corresponding to skeletal edges. Salient shape regions are
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extracted via skeleton decomposition into patches. The approach explores the singularity theory
for ridge and ravine detection, combines several filtering methods for skeleton denoising and for
selecting perceptually important ridges and ravines, and uses a topological analysis of the skeleton
for detecting salient shape regions.
Another method for detecting salient ridge and ravine structures is developed in [4] where
we explore an “area degenerating” effect of the focal surface near its singularities. Finally, our
partition-of-unity approach [3] can also be used for detecting salient surface creases.
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San Diego, USA, July 2003. Association of Computing Machinery (ACM), ACM. To appear.
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4.5 Variational and Free-Form Mesh Deformations
Investigators: Shin Yoshizawa and Alexander Belyaev
Figure VI.4: Examples of free-form mesh deformations. Left: Local free-from mesh deformations
[3] are used for editing the mouth of the mannequin head model. Right: Skeleton-based mesh
deformations [4] are employed for bending fingers of a hand model.
Producing natural-looking deformations of shapes approximated by triangle meshes is a chal-
lenging task. Various shape deformation techniques have obvious applications in the computer
games industry and computer-aided geometric prototyping and design.
Surface fairing, i.e. generating free-form surfaces satisfying aesthetic requirements, is important
for many computer graphics and geometric modeling applications. A common approach for fair sur-
face design is the minimization of fairness measures penalizing large curvature values and curvature
oscillations. In [2] we propose a numerical approach for fair surface modeling via curvature-driven
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evolutions of triangle meshes. Consider a smooth surface each point of which moves in the nor-
mal direction with speed equal to a function of curvature and curvature derivatives. Choosing
the speed function properly, the evolving surface converges to a desired shape minimizing a given
fairness measure. Smooth surface evolutions are approximated by evolutions of triangle meshes.
A tangent speed component is used to improve the quality of the evolving mesh and to increase
computational stability.
In [3] we develop a set of free-form shape deformation schemes. Our basic technique can be
described as follows. Given a surface represented by a mesh and a control point, for every mesh
vertex let us consider the difference between the control point and the vertex. The vertex is shifted
by a displacement equal to the difference times a scale factor where the scale factor is given by a
function depending nonlinearly on the difference. The function is bump-shaped and depends on a
number of parameters. Varying the parameters leads to a rich palette of shape deformations.
In [4] we propose a new scheme for free-form skeleton-driven global mesh deformations. First
a Voronoi-based skeletal mesh is extracted from a given original mesh. Next the skeletal mesh
is modified by free-form deformations. Then a desired global shape deformation is obtained by
reconstructing the shape corresponding to the deformed skeletal mesh. We develop a mesh fairing
procedure allowing us to avoid possible global and local self-intersections of the reconstructed
mesh. Finally, we extend the Displaced Subdivision Surfaces approach [1] to skeleton-based shape
representation in order to improve the speed and robustness of our mesh deformation method.
Figure VI.4 illustrates our mesh deformation methods developed in [3] and [4].
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4.6 Dynamic Remeshing
Investigators: Jens Vorsatz and Christian Ro¨ssl
In addition to the geometric qualities or topological simplicity of triangle meshes, intrinsic
qualities such as the shape of the triangles, their distribution on the surface and the connectivity
are essential for many algorithms working on them. Even though a mesh might be 2-manifold
without any unwanted holes or handles, in practice, the given tessellation often does not satisfy
the requirements imposed by an application in a later step of the pipeline. Obviously, even for a
prescribed approximation tolerance, there exist a multitude of tessellations.
Opposed to meshes that, e.g., represent characters in the animation-/game industry, which are
often hand-made and highly optimized with respect to triangle count, visual quality and kinematics,
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we have continued our work on densely sampled triangle meshes often stemming from 3D scanning
devices or volume extraction (cf. [2]). We have presented a flexible and efficient remeshing
framework [3] that improves these intrinsic properties while keeping the mesh geometrically close
to the original surface.
We use a particle system approach and combine it with an incremental connectivity optimization
process to trim the mesh towards the requirements imposed by the user. The particle system
uniformly distributes the vertices on the mesh, whereas the incremental connectivity optimization is
done by a technique inspired byDynamic Connectivity Meshes [1], a combination of local topological
operators that lead to a fairly regular connectivity. A dynamic skeleton ensures that our approach
is able to preserve surface features, which are particularly important for the visual quality of the
mesh.
We have improved upon [2] in that we are not building our particle system upon a (precom-
puted) global parameterization. Instead we are using a set of local parameterizations of small,
bounded parts of the original surface. This way we are not limited by the base-domain/chart-
boundaries of some underlying global parameterization. Future work will be on further investigat-
ing the particle system approach in order to eventually be able to have an anisotropic and adaptive
sampling of the original geometry.
In this context we have proposed ”A Framework for Dynamic Connectivity Meshes” [4], a class
design that enables the users to efficiently implement algorithms working on dynamic meshes.
Figure VI.5: Remeshing of geometrically and topologically more complex models (original data-sets
on the left, remeshed version on the right). Our algorithm works without an explicit patch-layouting
for a global parameterization.
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4.7 Connectivity Coding
Investigators: Ioannis Ivrissimtzis and Christian Ro¨ssl
With the increasing popularity of triangle meshes for surface representations, efficient encoding
of their connectivity has been the subject of intense investigation over the last years. We developed
a divide and conquer algorithm for the single rate encoding of triangle mesh connectivity [1]. The
algorithm is intuitive and can be outlined briefly: A triangle strip is grown in a way that it partitions
the mesh into a left and a right submesh (Fig. VI.6, left). The two submeshes are processed the same
way recursively (Fig. VI.6, center). The result is a binary tree with positive integer weights on its
nodes, which denote the lengths of the respective strips. We show that this data structure is enough
to reconstruct the connectivity of the original mesh and how it can be used for compression. The
special tree structure of the data allows several variants [2] of compression. It can be decoded by
a single-pass algorithm and be applied for efficient rendering taking advantage of the stripification
[3] (cf. Fig. VI.6, right).
Figure VI.6: Our connectivity encoding. Left: A strip partitions the mesh. Center: This is applied
recursively to the left and right submeshes. Right: The resulting tree data structure provides not
only potential for compression but also a stripification for efficient rendering.
References
[1]• I. Ivrissimtzis, C. Ro¨ssl, and H.-P. Seidel. A divide and conquer algorithm for triangle mesh connectivity
encoding. In S. Coquillart, H.-Y. Shum, and S.-M. Hu, editors, Pacific Graphics 2002, Conference
Proceedings, pages 294–303, Beijing, China, 2002. IEEE.
[2]• I. Ivrissimtzis, C. Ro¨ssl, and H.-P. Seidel. Tree-based data structures for triangle mesh connectivity
encoding. In G. Brunnett, B. Hamann, and H. Mu¨ller, editors, Geometric Modeling for Scientific
Visualization. Springer, Heidelberg, Germany, 2003.
[3]• C. Ro¨ssl, I. Ivrissimtzis, and H.-P. Seidel. Tree-based triangle mesh connnectivity encoding. In A. Cohen,
J.-L. Merrien, and L. L. Schumaker, editors, Proceedings of Curves and Surface Fitting: Saint Malo
2002, Saint Malo, France, 2003. Nashboro Press.
254
The Computer Graphics Group
(a) (b) (c)
Figure VI.7: Flattening an α-shaped model: (a) Original mesh. (b) The ABF flattened mesh self-
intersects without post-processing. (c) Result from convex boundary ABF. (The views are scaled
differently.)
4.8 Surface Parameterization
Investigators: Rhaleb Zayer and Christian Ro¨ssl
Surface parameterization is a fundamental problem in computer graphics. An ideal parame-
terization would preserve angles and/or edge lengths. In recent years several methods have been
proposed with different strategies to minimize angular or metric distortion. One of these is Angle
Based Flattening by Sheffer and Sturler [1], a robust quasi-conformal method. We build upon this
method to develop a new parameterization with provably no edge intersections. The new method,
Convex Boundary Angle Based Flattening [2] establishes the necessary and sufficient guarantees to
prevent edge overlapping. Alternatively, we can weaken this constraint to gain additional control
over the parameterization. In consequence, the algorithm permits the generation of a wide range of
possible parameterizations with different distortions and boundary shapes. As a natural extension
of our method we add new angular constraints in order to produce Delaunay flat meshes. The
optimization problems arising in the new method are solved using robust quasi-Newton methods
in combination with active set strategies to handle new inequality constraints. We introduce a
simple yet effective transformation to convert the originally non-symmetric problem to a simpler
symmetric one.
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5 Free-Form Surfaces and Scientific Visualization
There are various ways to represent geometry data, each of which may be more or less appropriate
for a specific application. The models range from raw data like unorganized point clouds over
triangulations to mathematical models like subdivision surfaces or splines that provide certain
smoothness conditions.
Our investigations cover the following aspects of geometry data representation: scattered data
approximation and rendering (Section 5.1), subdivision surfaces analysis and generation (Sec-
tions 5.2 and 5.3), neural networks applications in surface reconstruction (Section 5.4), and trivari-
ate splines (Section 5.5).
Flow visualization is one of the most important subfields of Scientific Visualization. From its
very beginning, flow visualization has had to face the problem of dealing with large and complex
data sets. The topology of a vector field has been proven to be a useful and popular visualization
method for vector fields. The attractiveness of topological methods lies in the fact that even a
complex flow behavior can be expressed (and visualized) by using only a limited number of graph-
ical primitives. After their introduction as a visualization tool by Helman/Hesselink, topological
methods have been used to visualize, compress, smooth, and simplify vector fields.
Our work concerning vector field topology focused on three problems: we introduced methods
for designing vector fields (Section 5.6), we developed a new method for feature tracking (among
others for topological features) in time-dependent vector fields (Section 5.7), and we worked on
compression methods which preserve the topology of vector fields (Section 5.8).
5.1 Scattered Data Approximation and Rendering
Investigators: Vincent Scheib and Jo¨rg Haber
In recent years, technology for acquisition of three-dimensional data has reached a level of reso-
lution that makes it hard to interactively visualize and explore the acquired data sets. For instance,
aerial light detection and ranging (LIDAR) techniques are employed to analyze atmospheric com-
position and dynamics both on Earth and in outer space. Such techniques easily produce data
sets with 108 samples. Similar data sizes are obtained in other scientific applications where, for
instance, seismic data, aero-magnetic data, terrain and other types of surface data are acquired. In
particular, data from these applications is typically irregularly sampled. Fitting smooth surfaces
to such huge scattered data sets allows us to visualize and navigate the data [1].
In [2], we have presented a method to efficiently construct and render a smooth surface for
approximation of large functional scattered data. Using a subdivision surface framework and tech-
niques from terrain rendering, the resulting surface can be explored from any viewpoint while
maintaining high surface fairness and interactive frame rates. We have demonstrated that the ap-
proximation error is sufficiently small for several large data sets. Our system allows for adaptive
simplification and provides continuous levels of detail, taking into account the local variation and
distribution of the data.
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5.2 Analysis of Subdivision
Investigator: Ioannis Ivrissimtzis
Subdivision surfaces have recently emerged as a very popular form of shape representation for
Computer Graphics applications. In a series a papers we studied several theoretical aspects of
subdivision.
In [8], [10] we investigated the connection between subdivision and polyhedra operators. We
have shown that in many subdivision schemes a single step can be described as the composition of
several simpler steps. Usually, such a composition consists of steps increasing the complexity of the
mesh, followed by a alternating step (duality) where the primitives of the mesh, i.e. vertices, edges,
and faces, map to each other.The advantages of this approach over more traditional descriptions of
the subdivision is the simpler implementation, the generality, and a new insight into some problems
with subdivision related to convexity. In [9] we studied the combinatorics of subdivision, especially
the way a subdivision step changes the chromatic numbers of an arbitrary mesh.
A large part of our research in subdivision has been done in collaboration with the University
of Cambridge. In [5] we presented a method for a classification of the subdivision schemes based
on lattice transformations. In [1] we studied a dual
√
3-scheme. In [4] we show that the limit
curve of the 4-point scheme is not invariant under any refinement of its control polygon except the
refinement by one or more steps of the 4-point scheme itself. In [11] we classified the different
types of curvature behavior near the extraordinary vertices. In [2] we proposed a new univariate,
4-point, ternary subdivision scheme giving in the limit curves with C2 continuity. In [3], [6] we
proposed a new method for deriving the subdivision coefficients given the connectivity of the masks.
The technique involves the projection of an initial planar symmetric mask onto another surface S
(usually a sphere) and the calculation of coefficients so that the subdivided mask also lies on S.
In [7] we developed a method for calculating the support of subdivision, that is, the set of non-
zero values of the basis functions, or equivalently, the area of the surface affected by the change
in position of a single vertex of the initial mesh. The main result covers the regular case, where
the mesh induces a regular Euclidean tessellation of the parameter space. If n is the ratio of
similarity between the tessellation at step k and step k − 1 of the subdivision, we show that this
number determines if the support is polygonal or fractal. In particular if n = 2, as it is in the most
schemes, the support is a polygon whose vertices can be easily determined. If n 6= 2, as for example
in the
√
3-scheme, see Fig. 5.2 the support is usually fractal and on its boundary we can identify
sets like the classic ternary Cantor set.
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Figure VI.8: The initial control net of the basis function has a unique point with non-zero z-
coordinate. The non-zero points after the first iteration are shown in red. The non zero points
after the second step are shown in green. These green points are obtained by substituting every
red point with a scaled image of the set of red points. Continuing this recursive process we find
the non-zero points after three steps (blue) and four steps (black). The limit of this process is the
support. Left: The
√
3-scheme with double steps. Right: A ternary butterfly scheme.
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5.3 Generation of Subdivision Surfaces
Investigators: Won-Ki Jeong, Kolja Ka¨hler and Jo¨rg Haber
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Subdivision surfaces have become increasingly popular due to their ability to bridge the gap
between polygonal meshes and higher-order surfaces. Even though subdivision surfaces can easily
model surfaces of arbitrary topology, it is still burdensome for designers to create complex control
nets manually. Hence, we developed automatic methods to create complex subdivision surfaces,
namely displaced subdivision surface reconstruction (bottom-up approach), and a method for sub-
division surface simplification (top-down approach).
The method presented in [2] takes as input a point cloud that is obtained e.g. from range scans
and generates a displaced subdivision surface. The overall shape of the point cloud is approximated
by a shrink-wrapping method, and the coarse control mesh is then generated by a point-based QEM
simplification of the approximated mesh. We employed a local subdivision fitting scheme for the
efficient generation of the domain and hence avoid to solving a global minimization problem. Then
we incrementally subdivide the coarse control mesh until the user specified level is reached, and
the displacement map for the surface detail is sampled directly from the given point cloud. The
method efficiently generates displaced subdivision surfaces from point clouds.
(a) (b) (c) (d)
Figure VI.9: Reconstruction of a displaced subdivision surface from the Max-Planck model. (a)
point set, (b) control mesh with point set, (c) displacement sampling over smooth domain, (d) final
result
We also developed a mesh simplification method for generating a control mesh for Loop subdivi-
sion surfaces [1]. We proposed a novel QEM-based error metric that measures the distance between
the limit subdivision surface of the original and the simplified mesh. To enhance the quality of
the surface, we integrated a simple energy term that measures the flatness of the local area. With
a single parameter, users can adjust the resulting subdivision surface for accurate reproduction of
surface features, or a smooth representation to produce visually more pleasing results or to enable
further processing, such as re-sampling to calculate displacements. The method can simplify a
given complex triangle mesh to a coarse control mesh, whose limit subdivision surface is best fitted
to the given original mesh.
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Figure VI.10: The Neural Network based reconstruction of the Max-Planck model with increasing
resolution: [4, 100, 500, 1k, 5k, 50k] vertices.
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Society.
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5.4 Neural Networks Applications in Surface Reconstruction
Investigators: Ioannis Ivrissimtzis and Won-Ki Jeong
With the increase of the computational power available on the desktop, the Neural Networks
Simulations, once used in large scale applications only, can now be used in some more common
tasks as for example surface reconstruction. This has been a major topic of research also in the
Algorithms and Complexity group (see Sec. 7.1). Consequently, there has been a fruitful exchange
of ideas with researchers of AG1, in particular with the Computational Geometry group and the
experts on probability theory.
In [1] we proposed a new surface reconstruction algorithm based on an incrementally expanding
Neural Network known as Growing Cell Structure. The neural network learns a probability space,
which represents the surface for reconstruction, through a competitive learning process. In a typical
response to a signal, the algorithm processes the neural mesh by finding the vertex nearest to the
signal and moving it towards the signal. Then it smoothes the neighborhood of this best matching
vertex. Except of this basic learning step, other operations like vertex split, edge collapse, triangle
removal and boundary merging, based on a combination of the evaluation of the recent activity of
each vertex and a statistical analysis of the mesh, ensure that the mesh grows and adapts to the
geometry and topology of the target space.
The main advantage of the algorithm comes from the fact that it only samples the data set
and does not process it directly, which means that its performance is virtually independent from
the size of the data set. Another advantage of the algorithm is that it reconstructs the surface
down–to–top, see Fig. VI.10, and an initial coarse approximation can be obtained immediately.
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(a) (b) (c) (d)
Figure VI.11: (a),(b),(c): Reconstruction of a high-frequency synthetic benchmark function from
relatively few uniform samples, the approximation error is color coded (red=high, blue=low). (a)
standard trilinear interpolation model, (b) perfect reconstruction, (c) our quadratic super spline
model. (d): First results from approximating scattered signed-distance samples to the Max-Planck
surface. The figure shows the obtained isosurface for distance zero.
5.5 Trivariate Splines
Investigators: Christian Ro¨ssl and Frank Zeilfelder
Splines are a valuable tool for approximating and modeling data that is often employed in
Computer Aided Geometric Design. After we investigated bivariate splines on a uniform triangu-
lation [1], we extended our focus towards the much more complex problem of trivariate splines on
a special, uniform tetrahedrization in order to model volumetric data.
In [2] we present results on the dimension of the spaces that arise for C 1 splines. We develop
a practical application of quadratic splines for volume rendering [3]: Given data samples over a
regular grid (e.g. from a CT or MRI sensor) we efficiently reconstruct a quadratic super spline
model with appropriate smoothness conditions. Our model is of the lowest total polynomial degree
possible (in contrast to standard trilinear interpolation), and using Bernstein-Be´zier techniques it
allows the efficient evaluation of function values and gradients. In addition, the exact intersec-
tion of a (viewing) ray with an isosurface can be computed only by solving quadratic equations
(cf. Fig. VI.11). The next step will lead to scattered data approximation.
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5.6 Designing Vector Fields
Investigator: Holger Theisel
The vector fields considered in flow visualization are usually obtained by a simulation or measure-
ment process. We introduce an alternative approach to obtain the vector fields [1]: as the product
of a design process. Applications of this approach are in areas where vector fields of a known higher
order topology are necessary, for instance in the development and evaluation of new visualization
techniques.
The approach of designing vector fields is strongly related to the ideas of designing curves and
surfaces in the context of CAGD (Computer Aided Geometric Design). There the curves/surfaces
are designed by creating a skeleton of control polygons (for instance Bezier- or B-spline polygons).
This skeleton contains the relevant information of the curve/surface in an intuitive way. To trans-
form the CAGD approaches to vector field design, an obvious way is to construct the topological
skeleton of a vector field by a number of control polygons. As a second step, we automatically create
a piecewise linear vector field of exactly the specified topology. Figure VI.12 gives an example.
Figure VI.12: Designing a vector field; a) topological skeleton of a vector field containing a number
of higher order critical points; b) piecewise linear vector field describing the designed topological
features, i.e. the critical points and separatrices; c) complete piecewise linear vector field; d)
curvature plot.
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5.7 Feature Tracking in Time-Varying Vector Fields
Investigator: Holger Theisel
Among the flow visualization techniques, feature extraction techniques are a promising approach
because of their potential capability to dramatically reduce the complexity of the flow field. An
intensive research on feature flow fields has been done in the flow visualization community in recent
years.
To treat features of instationary (time varying) flow fields, the additional problem appears that
features might change their location, their shape, and other characteristics. In addition, certain
events of the features (like birth, death, split or merge of features) may occur. The analysis of this
dynamic behavior of features is called feature tracking.
Most existing techniques for feature tracking are based on the following steps:
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1. Extract features of the flow at a certain number of time steps.
2. Find the corresponding features in consecutive time steps.
3. Detect events in the features.
4. Visualize the evolution of the features.
The main idea of our work in [1] is to introduce an alternative approach to the feature tracking
techniques mentioned above. This approach is based on the idea to represent the dynamic behavior
of the features as the stream lines (or stream surfaces or stream objects) of a higher dimensional
vector field. We call this vector field a feature flow field. The numerical integration of stream lines
is well-established in flow visualization. Because of this, we want to make use of these techniques to
track features in instationary flow fields. We analyze for which features the method of feature flow
fields can be applied, we show how events in the flow can be detected using feature flow fields, and
we show how to construct the feature flow fields for particular classes of features. Finally, we apply
the technique to track critical points in a 2D instationary vector field. Figure VI.13a illustrates the
Figure VI.13: a) the dynamic behavior of a feature of v at a certain time ti is tracked by tracing
the stream lines of the feature flow field f . The features at a certain time ti+1 can be observed
by intersecting these stream lines with the time plane t = ti+1; b) two times tb and ts in which
events take place: at the time tb, a new feature is born, at the time ts it splits into two features; c)
tracking critical points over a time-varying flow field.
main idea of feature flow fields. Figure VI.13b shows how events correspond to feature flow fields.
Figure VI.13c shows an application of tracking critical points in a time-varying flow field consisting
of 25 time steps.
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5.8 Topology Preserving Compression of Vector Fields
Investigators: Holger Theisel and Christian Ro¨ssl
Flow data sets tend to be large and complex. This fact has motivated intensive research in
simplifying and compressing vector fields. For both challenges, topological concepts have been
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applied. Compression techniques for vector fields are motivated by the necessity of transmitting
large flow data sets over networks with low bandwidth, or by the goal to produce visualizations
of the data in low-end machines with a small main memory. For these cases the consideration of
compressed vector fields makes the process of visual analysis of the flow data more efficient and is
sometimes the only way to process the data in reasonable time rates at all.
We introduce a new method of topology preserving vector field compression [1]. Contrary to pre-
existing compression methods, our method guarantees that the topology of original and compressed
vector field coincides both for critical points and for the connectivity of the separatrices. We show
that even under these strong conditions we achieve high compression ratios for vector fields with
complex topologies. Our method works on a piecewise linear vector field over a triangulation. We
interpret the vector field as a piecewise triangular mesh and adapt a standard mesh reduction
algorithm to this specific problem, i.e. we achieve the compression by iteratively applying half-edge
collapses. Before a half-edge collapse is carried out, we have to make sure that it does not change
the global topology of the vector field. As the theoretical foundation of the algorithm, we show that
for local modifications of a vector field, it is possible to decide entirely by a local analysis whether
or not the global topology is preserved. We apply the compression technique to a number of data
sets with a complex topology and obtain significantly improved compression ratios in comparison
to pre-existing topology-preserving techniques.
Figure VI.14: a) piecewise triangular domain of the original data set; b) piecewise triangular domain
of the compressed data set; c) topological skeleton of original data set; d) topological skeleton of
compressed data set.
Figure VI.14 shows the application of the compression algorithm to a data set of a complex
topology. Figure VI.14a shows the underlying triangular grid of the data set consisting of 12,726
triangles. Figure VI.14c shows the topological skeleton consisting of 338 critical points, 34 boundary
switch points, and 714 separatrices. Figure VI.14b shows the underlying triangular grid after
applying the compression algorithm. This grid contains of 2,153 triangles. The topological skeleton
of the compressed vector field is shown in figure VI.14d.
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6 Facial Modeling and Animation
Animation of human faces has been an active topic of research in Computer Graphics since the
1970’s. With the increasing computational power and graphics capabilities of modern hardware, it
becomes more and more feasible to use complex simulation techniques in an interactive environment.
Our research aims mainly at exploration of the possibilities for anatomically correct modeling and
physics-based simulation in such a setting.
Within this background, we have developed Medusa, a system for facial modeling and anima-
tion. It includes tools and techniques for a variety of sub-tasks that have to be handled in order to
generate photorealistic facial animations in real-time on standard PC hardware. Medusa is used
both for research and education purposes. The initiators of Medusa, Jo¨rg Haber and Kolja Ka¨hler,
have been awarded the Heinz-Billing-Preis 2001 for the Advancement of Scientific Computing and
the SaarLB Science Award 2001 of the Saarland Ministry of Education, Culture, and Sciences.
Figure VI.15: Stages of facial modeling. Left to right: incomplete and noisy scan data; reference
head model with underlying anatomical structure fit to the scan data; final head model of a 5-year-
old boy with texture.
6.1 Speech Synchronized Facial Animation
Investigators: Irene Albrecht and Jo¨rg Haber
An important topic in facial animation is the generation of lip movements corresponding to
recorded speech. In general, phonemes are mapped to muscle activation values which produce the
desired mouth shapes (visemes). Due to the complex interactions between consecutive phonemes
in human speech (coarticulation), blending between visemes in a convincing manner is non-trivial.
Also, the emotional state of the speaker should be reflected in the animation.
In [3], we extended and improved the coarticulation algorithm by Cohen and Massaro [4] to
include special treatment of bilabial stops and phonemes with similarly imperative lip shapes, as
well as to ensure impact of segments that might be missed by the sampling process due to their
extremely short duration.
There are basically two different approaches to acquire phonemes and their timings for the lip
sync. In the speech-driven method, they are obtained from a recorded speech signal. The text-
driven approach takes text as input, which is passed on to a text-to-speech (TTS) system. Here
the speech signal is generated, the phonetic transcription being a stage in this process. For both
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methods, the naturalness of the animations can be improved considerably by including non-verbal
facial expressions during speech, as e.g. head and eyebrow movement. In [2], we propose a method
to generate such additional expressions for the speech-driven approach fully automatically from
the input speech signal. This is achieved by extracting prosodic parameters such as pitch flow
and power spectrum from the speech signal and using them to control facial animation parame-
ters in accordance to results from paralinguistic research. In the case of the text-driven approach
described in [1], the TTS component provides high-level linguistic information such as different
types of accents or pauses as well as the type of sentence in addition to the phonetic transcrip-
tion. This information is used to generate non-verbal speech-related facial expressions. Moreover,
emoticons included in the input text are translated into XML markup that triggers emotional facial
expressions.
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6.2 Anthropometric Modeling
Investigators: Kolja Ka¨hler and Jo¨rg Haber
Deformation of head models according to anthropometric data enables us to simulate human
head growth based on statistical measurements that have been collected over decades for popula-
tions varying in age, sex, and ethnicity [3, 4]. In comparison to standard geometric operators,
modeling by modification of proportions and facial attributes promises greatly eased creation of
realistic virtual heads.
In [2], we have introduced a versatile construction and deformation method for head models
with anatomical structure. The model is equipped with landmark data on skin and skull, which
allows us to deform the head in anthropometrically meaningful ways. On any deformed model, the
underlying muscle and bone structure is adapted as well, such that the model remains completely
animatable using the same muscle contraction parameters. We employ this general technique to fit
a generic head model to imperfect scan data (see also Figure VI.15) and to simulate head growth
from early childhood to adult age.
Using our anatomical head model and deformation method, we are able to reconstruct human
faces from skull data [1], see Figure VI.16. Facial reconstruction for postmortem identification of
humans from their skeletal remains is a challenging and fascinating part of forensic art. The former
look of a face can be approximated by predicting and modeling the layers of tissue on the skull [5].
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Figure VI.16: Reconstruction of a face from the skull. Left to right: scanning the skull; skull mesh
tagged with landmarks; skin mesh with muscles fitted to the skull; textured skin mesh, smiling
expression.
This work is as of today carried out solely by physical sculpting with clay, where experienced
artists invest up to hundreds of hours to craft a reconstructed face model. We have developed
facial reconstruction approach that fits our anatomy-based virtual head model to a scanned skull
using statistical data on skull / tissue relationships. The approach has many advantages over
the traditional process: a reconstruction can be completed in about an hour from acquired skull
data; also, variations such as a slender or a more obese build of the modeled individual are easily
created. Last not least, by matching not only skin geometry but also virtual muscle layers, an
animatable head model is generated that can be used to form facial expressions beyond the neutral
face typically used in physical reconstructions.
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6.3 Tools for Facial Modeling and Animation
Investigators: Jo¨rg Haber, Won-Ki Jeong, Kolja Ka¨hler, and Hitoshi Yamauchi
To achieve fast real-time rendering, rather coarse triangle meshes have to be used. Visual ap-
pearance can be improved by using textures from photographs [5, 6] and exploiting the capabilities
of current graphics boards for simulation of skin structure and reflection properties [4]. In partic-
ular, we investigated the generation of facial skin textures from uncalibrated input photographs as
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well as the creation of individual textures for facial components such as eyes or teeth. Additional
rendering speed-up can be obtained by dynamically applying local refinements to an irregular tri-
angle mesh as it deforms in real time [3]. The refinement is computed for an arbitrary triangle
mesh, and the subdivided triangles are simply passed to the rendering engine, leaving the mesh
itself unchanged. The algorithm can thus be easily plugged into existing systems to enhance the
visual appearance of animated meshes.
For accurate representation of geometric detail, displaced subdivision surfaces can be em-
ployed [2]. Exploiting the multiresolution hierarchy, skin/tissue simulation can be done quickly on
a coarse base mesh [1]. The finally rendered surface is then reconstructed on that deformed mesh.
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6.4 Learning-based Facial Modeling
Investigator: Volker Blanz
In this project, facial modeling and animation are achieved by learning from examples how faces
move during speech and facial expressions, and which variations in 3D shape and texture are found
across different persons’ faces. Unlike physics-based methods, this approach does not involve any
explicit models of the properties of facial tissue and the underlying mechanisms.
The class–specific information about human faces is derived automatically from datasets of up
to 200 three-dimensional surface scans of faces. After establishing point–to–point correspondence
of all examples with a reference face, we represent them as vectors in a high–dimensional face
space (Morphable Model). In this face space, linear combinations of the examples produce novel,
natural–looking faces. Moreover, the span of our examples covers a large variety of different faces,
thus providing a parametrization of the set of human faces.
The vector space representation has proved a powerful and versatile framework for a range
of different applications. We have analyzed the statistical properties, such as the main modes of
variation within our datasets. By labeling faces according to different criteria, such as gender,
we have identified directions in face space that account for these attributes, and used the results
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to specifically manipulate faces, while keeping all other attributes unchanged. Recently, we have
measured 3D deformations that occur with facial expressions. These deformations are represented
by differences between pairs of scans, and they can be added to novel faces in order to transfer facial
expressions across individuals. By smoothly interpolating between synthetic keyframe shapes, we
animate faces in 3D for applications such as visual text–to–speech.
The class-specific information captured by the morphable model can also be used to estimate
3D shape of faces from single images. We have developed an algorithm for fitting the model
coefficients, along with rotation angles, position, and illumination parameters, to an image. The
algorithm iteratively minimizes the image difference between the input image and a synthetic view
of the 3D surface. We have studied the mathematical properties of the estimation problem on a
simplified, linear model [3].
Combining 3D reconstruction with animation, we can animate faces in photographs or paintings
( [1], Figure VI.17): Having reconstructed 3D shape from the image, we add a deformation vector,
and then render the 3D shape back into the original image. Another application of this work is to
re–animate moving faces in video sequences for movie–dubbing [1]. Unlike other approaches, our
system requires no additional data of the person to be animated, such as a 3D scan or additional
video footage.
Finally, we have applied the Morphable Face Model for face recognition across changes in
viewpoint and illumination [2, 5, 6, 7, 4]. The coefficients of the optimal linear combination found
by our 3D reconstruction algorithm provide a representation of individuals that does not depend
on orientation and illumination. We have evaluated our system on two large databases of images
[4]. The Morphable Model has also been part of the Face Recognition Vendor Test 2002 performed
by the National Institute of Standards (NIST), and DARPA [5]. The model has been used for
generating frontal views from side views of faces. For 9 out of 10 state–of–the–art face recognition
systems, our Morphable Model increased performance considerably.
Figure VI.17: From Vermeer’s painting “Girl with a Pearl Earring” (left), 3D shape of the face is
reconstructed, and deformations that were learned from 3D scans of other persons are applied.
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7 Scene Digitization and Acquisition of Deformable Models
The digitization of real word scenes is of increasing importance to photorealistic image synthesis
applications, such as film production or computer games, but also to a number of other applications,
such as e-commerce, education, digital libraries, cultural heritage. The realism of the generated
images largely depends on the quality of the scene description passed to the rendering algorithm.
Accurate input is required for geometry, illumination and reflectance properties.
Capturing the deformation behavior of real characters and objects (e.g., humans, plants, ani-
mals, toys etc.) and modeling them efficiently could increase the realism of deformable models for
visual and haptic simulation. It also promises to make deformable object modeling very easy.
In our research we develop several new methods to capture these aspects, in particular reflection
properties and geometric detail of real world objects, the geometry of mirroring surfaces, the near
and far field of real world light sources, and the acquisition of deformable models.
7.1 Acquisition of Spatial Appearance and Geometric Detail
Investigators: Hendrik P.A. Lensch, Michael Goesele, Jan Kautz and Wolfgang Heidrich
Realistic rendering of real world objects under novel viewing and lighting conditions requires
measuring the reflection properties of its surface (technically, the bidirectional reflectance distribu-
tion function or BRDF). It is necessary to reproduce variation in the diffuse and in the specular
part of the BRDF across the surface. We have developed image-based BRDF measurement tech-
niques [2, 4, 3] that estimates these properties from real images of the object from various view
points under different illumination conditions. In a new algorithm we capture spatially varying
BRDFs from a small set of input images using a point light source, and excluding other sources of
illumination from the environment.
Each input images provides a single reflectance sample for each pixel where the surface is lit.
In a resampling step, the radiance samples of each surface point are collected from from the input
images. To the measured reflectance samples we fit a Lafortune BRDF model [1] applying the
Levenberg-Marquardt algorithm for a non-linear least squares optimization. In a two step process
spatially varying BRDFs are estimated. At first, surface points of similar materials are grouped
into clusters, and an average BRDF is estimated for each cluster. Reliable reflection properties
are obtained by fitting a BRDF model to measured samples of whole clusters instead of single
points. Spatial variation in the diffuse and the specular part is recovered in a second step as a per-
pixel linear combination of cluster BRDFs. The quality of the acquired models is demonstrated
in Figure VI.18, where a synthetic image (middle) is compared to an original photograph (left).
Differences are mainly due to missing geometric detail.
The reconstructed spatially varying BRDFs can further be used to add geometric detail in the
form of normal maps. The resolution of the acquired geometry of an object is typically limited
by the applied 3D scanning device. Additional processing of the 3D data like combining multiple
scans, smoothing the surface to remove noise and mesh simplification to reduce the complexity
of the model further erases fine scale geometric detail. With the estimated per-pixel BRDF we
can recover the original normal direction for each point. Using the same input data as for the
BRDF measurement an optimization is performed for each surface point in order to determine the
surface normal. The correct normal direction minimizes the error between the measured reflectance
samples for the point and the estimated BRDF evaluated for the viewing and light directions of
the sample. Figure VI.18 (right) shows the increase of quality in the captured appearance.
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Figure VI.18: Left: Photograph of model. Middle: Model with acquired BRDF rendered from the
same view with similar lighting direction. The difference in the hair region is due to missing detail
in the triangle mesh. Right: After computing a normal map the missing detail has been recovered.
Note how the highlights around the Christmas tree and on the left wing match the original.
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7.2 View Planning for BRDF Acquisition
Investigators: Jochen Lang and Hendrik P. A. Lensch
The estimation of the bi-directional reflectance distribution function (BRDF) of a 3D object
requires reflectance measurements under numerous viewing and lighting directions. This section
summarizes our method to select advantageous directions. Uncertainty minimization of the es-
timated BRDF parameters forms the theoretical underpinning of our acquisition planner. Our
hardware-accelerated planner can aid manual and automatic measurement, reduces measurement
effort and increases the quality of the acquired models.
Samples of the reflectance of an object are most commonly acquired by a sensor (a digital camera
in our set-up) and a point-light source. A view, i.e. a pair of light source and camera position,
captures a single reflectance sample for each point that is visible and lit. Camera and light source
need to be (manually or mechanically) re-positioned w.r.t. the object to sample the reflection
properties of the complete object. As a result the measurement task is laborious and resource
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consuming. Planning can result in gains in efficiency by reducing the number of measurements
required, and it can increase quality by ensuring an appropriate sampling over the complete surface.
Our acquisition planning algorithm incrementally reduces the uncertainty in the parameters of
a BRDF model. We compute where to sample next such that the uncertainty in the parameters is
minimized, i.e., where to place the camera and the light source given a set of previously acquired
views. For 3D objects we evaluate and combine the predicted uncertainty of each single surface
point over the complete surface, taking into account shadowing. As a result, our view planning
algorithm selects views that will measure specular highlights at each point on the surface several
times with varied viewing and lighting directions. We compute the uncertainty measure in modern
graphics hardware with floating-point frame buffers.
Figure VI.19: Comparison of Human Expert (on the left) and Planner (on the right). The large
images show a 3D model rendered with a spatially varying Lafortune BRDF. The model acquired
by the human expert contains holes in the BRDF due to undersampling (black area). The model
obtained with the same number of views suggested by our planner samples the surface evenly. The
small images show large uncertainty as red and small as blue. The number of certain estimates
(blue) is larger for the planner than for the human expert and the planner covers much more of
the surface.
It is extremely hard for humans to select good camera and light source positions in order
to obtain a high-quality reflectance model. Our view planning algorithm can assist experts and
enables novices to measure the BRDF of 3D objects and it will make automatic measurements
more efficient.
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7.3 3D Scanning of Mirroring Surfaces
Investigators: Marco Tarini, Hendrik P.A. Lensch and Michael Goesele
Objects with mirroring surfaces are left out of the scope of most recent 3D scanning methods.
We developed a new acquisition approach, shape-from-distortion, that focuses on that category of
objects, requires only a still camera and a monitor, and generates high quality range scans (plus a
normal field) [2, 3]. Our contributions are a novel acquisition technique based on environment mat-
ting [1] and corresponding geometry reconstruction method that recovers a very precise geometry
model for mirroring objects.
 
 
(a) (b) (c) (d) (e)
Figure VI.20: Acquisition Pipeline: Four images of reflected patterns are captured (a+b) and the
matte (c) is extracted. A depth and a normal field are calculated (d) and combined to the final
range scan (e).
In order to obtain a range scan, we display a stripe pattern four times on a monitor and
capture the reflection of the monitor on the object’s surface with a digital camera. From the
captured images, we compute with subpixel accuracy which pixel on the monitor is reflected at
each position.
The projected stripe pattern consists of linear ramps in the RGB color channels which add
up to 1 at each position making the system robust to different albedo. Furthermore, appropriate
calibration steps ensure that the whole optical system has a linear response. We can thus compute
for a single captured image an offset value in the periodic stripe pattern that corresponds to each
color triple. Given four images, we compute the exact monitor position that is reflected in each pixel
using the interference properties of the patterns. The system is overdetermined and the redundancy





Figure VI.21: Projected Patterns: the patterns (left) and their basic structure.
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Figure VI.22: An example: A matte captured over a plumbery object. Above: The images show
the simulated reflection of checker pattern and an image of a face; the real reflection of the same
image is on the right. Below: the resulting depth map (isovalue lines) and normal map calculates
from the matte, and the final 3D range scan.
Given the captured matte, the internal camera parameters, and the position of the monitor
relative to the camera, we can convert normal directions into depth values and vice versa by two
methods: Using only local information of a single pixel, we can trace a ray trough each pixel on
the image plane and reflect it of the surface so that it hits the corresponding pixel on the monitor
(according to the matte). This constraint allows to directly calculate a depth value from a given
normal and the other way around. Furthermore, given the normal and a depth value at a pixel and
under the assumption of surface continuity depth values can be calculated for neighboring pixels
by following the slope determined by the normal.
We start with an arbitrary depth value at one pixel and calculate its corresponding normal.
Then depth values in the neighborhood are computed following the slope determined by the normal;
normals can then be determined at these points via the matte. This way we propagate an initial
depth value through the whole field. The resulting depth and normal fields are then globally
optimized following the slope along all directions (not only the direction of propagation).
Still, the depth of an initial point must be determined. To recover this value, we measure the
(in)coherence of the resulting normal field i.e., the error made when a normal field is integrated
along different paths. Incoherent normal fields are not justified by any depth field. In all test
cases, the function relating initial depth values to the incoherence had a pronounced minimum
corresponding to the correct depth value at the starting point. That minimum is quickly found
using a golden section search.
We successfully applied our technique to acquire a number of mirroring objects. As can be seen
in Figure VI.22, even tiny features of the objects can be captured well. To quantify the accuracy
of the system, we scanned a mirroring sphere of 60 mm diameter resulting in an error of less than
0.02 mm.
References
[1] Y. Chuang, D. Zongker, J. Hindorff, B. Curless, D. Salesin, and R. Szeliski. Environment matting
extensions: Towards higher accuracy and Real-Time capture. In SIGGRAPH 2000, pages 121–130.
[2]• M. Tarini, H. P. A. Lensch, M. Goesele, and H.-P. Seidel. Shape from distortion: 3d range scanning
275
The Computer Graphics Group
of mirroring objects. In D. Roble, editor, Conference Abstracts and Applications, Siggraph 2002, page
248, San Antonio, Texas, USA, 2002. ACM Press.
[3]• M. Tarini, H. P. A. Lensch, M. Goesele, and H.-P. Seidel. 3d acquisition of mirroring objects. Re-
search Report MPI-I-2003-4-001, Max-Planck-Institut fu¨r Informatik, Stuhlsatzenhausweg 85, 66123
Saarbru¨cken, Germany, March 2003.
7.4 Light Source Digitization
Investigator: Michael Goesele
Figure VI.23: Stages of light source measurement and rendering (from left to right): a) photo of
flashlight – b) flashlight in measurement setup – c) 2D reconstruction of the measured data in a
virtual plane – d) measured light used in a global illumination simulation.
Realistic image synthesis requires both complex and realistic models of real-world light sources
and efficient rendering algorithms to deal with them. We developed a measurement system [2,
3] that significantly improves on previous light source measurement approaches such as [1] by
projecting the light field emitted by the light source into a finite basis before sampling. This is
done using a simple optical system. The shape and support of the basis functions are specifically
designed for a particular sampling scheme. Based on the resulting measurements we can exactly
reconstruct the least-squares approximation of the true light field in our basis. Alternatively, we
can reconstruct with a more efficient, shift-invariant filter, and obtain a close approximation to the
least-squares solution that is suitable for hardware accelerated rendering. Figure VI.23 shows the
complete processing pipeline from a real light source to a global illumination simulation using the
acquired data.
The basic idea of our approach is depicted in Figure VI.24. Light rays are emitted from the
light source and hit a filter in a plane S. This plane is opaque except for the finite support area
of the filter which can be moved to a number of discrete positions on a regular grid. The filter is
a semi-transparent film, similar to a slide, containing the 2D image of a basis function. The light
falling through this filter hits a second plane M, on which we are able to measure the irradiance
with a high spatial resolution.
Based on this principle, we have experimented with two basic experimental setups depicted
below. In the first one (left side), we use the CCD sensor of a digital camera as the measurement
plane M and replace the optical system of the camera with our filter. The second setup, to the
right, requires more space and is harder to calibrate, but allows for measurements with a wider
field of view.
For rendering, we attach the light field to a virtual geometric object, representing an impostor
for the area from which light is emitted. This can be, for example, the glass surface of a car head
light, or simply a planar polygon representing one of the light field planes. This geometry helps
in positioning the light source in the 3D scene and can also be used to aid the sampling in our
rendering algorithm.
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Setup A Setup B
Figure VI.24: Basic concept and possible setups for light source acquisition. Left: Cross section
through the conceptual acquisition setup. Middle: Setup where the camera lens is replaced by a
filter and the light field is directly projected onto the imaging sensor inside the camera. Right: The
filter projects an image on a diffuse reflector which is captured by a camera.
Figure VI.25: Left: A digitized bike light illuminating a plain wall. Right: Global illumination
simulation of the bike light illuminating a crypt.
We then use the local energy in the light field (i.e. the size of the coefficients for the individ-
ual basis functions) as an importance function for shooting photons from the light source. The
importance table can be pre-inverted, so that the location and direction of a new photon can be
determined in constant time through a table lookup.
In our particular implementation we use this importance-driven photon emission algorithm
together with photon maps, but the method can really be used with any algorithm that shoots
particles from the light source, including bi-directional path tracing, Metropolis light transport,
irradiance gradients etc. Figure VI.25 shows the reconstructed illumination of a bike light on a
plain wall and a global illumination simulation of the bike light illuminating a crypt.
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7.5 Acquisition of Deformable Models
Investigator: Jochen Lang
Deformable models are of significant interest in computer graphics [4]; after all, many animated
characters and objects deform as they move and interact. Modeling deformation for computer
graphics is difficult for many reasons. Animated characters and objects are typically heterogeneous
with numerous materials and variation within a material but “classic” simulation in engineering
is material-oriented. In order for a material-oriented simulation to be truly useful for computer
graphics at least two major obstacles need to be overcome: simulation speed and model acquisition.
While simulation speed has arguably been addressed recently, the issue of model acquisition is still
in its infancy. Parallels can be drawn to geometry and light reflection in computer graphics [1].
We address the issue of deformable model acquisition from observations. However, deformable
model rendering and estimation are related and we chose to estimate models which can be rendered
at interactive rates. We pursue an empirical approach where physically motivated and plausible
models are directly estimated from observations. In contrast to our approach, an inverse problem
solution would entail the estimation of material parameters based on minimizing a fitting error
between a forward simulation of a physical model and some measurements.
Our work concentrates on two main areas: techniques for acquiring observations and model
estimation.
In our work so far, we have utilized the University of British Columbia Active Measurement
Facility (ACME) as a scanning robot [3]. A measurement robot provides high repeatability,
automation of repetitive tasks, and a controlled environment but also severely restricts flexibility.
In future work, we would like to make use of more varied sources of observations, e.g., from multiple
viewpoint video and with hand-held force measuring devices.
We have previously addressed the estimation of linear deformable models for simulation at
interactive rates [3, 2]. Recently, we have extended the domain of linear models by combining
them with an articulation model (see Figure VI.26 and Section 7.6). A remaining open issue for
future work is the extension to dynamic behavior.
A few examples of application areas for deformation modeling include interactive medical sim-
ulation (both for training and for support in the operating room), modeling objects for animation
and games, and capturing the behavior of actors for animation including human motion capture.
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(a) Articulated deformation model (b) Linear deformation model
Figure VI.26: Rendering of the Deformation Response. The response of a medical soft-tissue wrist
phantom to the same increasing force: (a) shows the response of an articulated deformation model
while (b) shows the response of a linear deformation model. The distortions due to the linear model
assumption are especially visible at the fingers.
(a) Pulled (b) Clustering result, undeformed
shape, articulation only, articulated
deformation (left to right, top to
bottom)
(c) Pushed
Figure VI.27: A plush tiger being pulled and pushed behind its ear
[4] D. Terzopoulos, J. Platt, A. Barr, and K. Fleischer. Elastically deformable models. In Computer
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7.6 Scanning Large-Scale Articulated Deformations
Investigator: Jochen Lang
This section briefly summarizes our method [2] to extend work on linear deformation to handle
large scale deformation. We model large scale deformation as articulation in combination with local
linear deformation. The articulation may either reflect a underlying physical structure or may be
purely a modeling technique. Our acquisition method is applicable to deformable modeling but it
also has implications for motion capture.
Visible deformations are of a large scale in contrast to typical engineering applications where
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often a linear approximation of the Green-Lagrange strain tensor is used. This linear approximation
introduces artifacts during large scale deformation, in particular, if the displacement of points on
the surface of a solid during deformation is not well approximated by a straight line path (see
Figure VI.26). For large-scale deformation usually the second order Green-Lagrange tensor is
utilized which makes simulation significantly more complicated. A promising alternative, first
suggested by Terzopoulos et al. [4] is to combine articulated and deformable models. These
models (called Elastokinematic models in [1]) promise the speed of linear deformable models while
being able to capture non-linear effects in large scale deformation. In our work, we show for the
first time how such articulated deformable models can be scanned from real objects. Our method
acquires models by measuring the response of actual physical objects. No prior segmentation of the
body into links is required — we infer the structure directly from the measurements. The method
produces a relationship between applied traction over the surface of the measured solid to resulting
displacement of the surface.
We use a “discrete Green’s functions matrix” to model the global deformation of a solid in static
equilibrium. A displacement field of a discrete Green’s functions model derived from measurements
is a linear approximation of the real, non-linear, large scale deformation of the object from the
undeformed to deformed state [3]. The approximation can therefore be considered a secant ap-
proximation to the actual path of a point on the surface. We model the articulation structure of the
object as a kinematic chain or a kinematic tree structure. The articulated model is combined with
the linear deformation model. The linear deformation model is capable of capturing translational
joints exactly since translational joints result in straight-line displacements of the surface of a link.
Therefore, we model only rotational joints by articulation. Each of the rotational joint is a 3R joint
having three degrees of rotational freedom with a linear rotational spring each.
The major challenge in fitting the articulated deformable model to a displacement field is to
identify which vertex belongs to which link. We infer the kinematic structure directly from multiple
observations of the deformation behavior. We segment the displacement field into multiple clusters
based on the rigid part of the motion of individual surface elements. Our error metric does not
compare motions directly but compares the effect of motions on different areas of the surface. We
employ an agglomerative hierarchical clustering method to identify links in the kinematic chain.
The motion of the articulated chain is estimated in order to identify a relationship between the
links and robustly fit a 3R joint.
Deformable object modeling is the primary application of our method where the articulated
deformation model is purely a modeling tool. The goal here is to extend the range of applicability
of linear deformation models. Our pseudo articulation approach provides a high number of degrees
of freedom for capturing the large scale deformation behavior. It does not represent some kind of
internal skeleton of the solid. However, recovering unknown kinematic structure is of interest in
itself in motion capture applications. Our method solves this task by estimating a segmentation
consistent over all observed displacements. Figure VI.27 shows an example of applying the global
articulation method to a plush toy without any internal structure. Due to seams in the textile
fur the head of the the tiger apparently hinges around its neck. The global articulation model
captures this behavior nicely. In motion capture, the method allows the identification of the links
of the kinematic chain based only on displacement data. This means that the motion of a subject
or object can be captured without specifying any kind of skeleton. Our method captures models
which are suitable for rendering realistic visual deformations at interactive rates.
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8 Model-Based Motion Capture and Free Viewpoint Video
In recent years, a convergence of Computer Vision and Computer Graphics has been observed.
Amongst the most prominent research areas that are of interest for researchers from both disciplines
are the three-dimensional reconstruction of scene models from image data and the analysis of motion
information from video footage. The increasing interest in these fields is motivated by a great many
possible applications including interactive 3D TV, tele-presence, special effects in feature films and
new ways of optical surveillance. In our research, we examine methods to reconstruct and render
time-varying models of dynamic scenes from multi-view video footage and to analyze the visual
motion observed in the image streams.
In our work on Human Motion Capture, we research algorithms for the model-based extraction
of human motion information from multiple video streams without the use of optical markers.
Motion capture is also a component of our work on free viewpoint video. There, we investi-
gate methods for model-based reconstruction of dynamic real-world scenes from multi-view video
streams. The goal is to give a viewer the possibility to freely choose his viewpoint onto a high-quality
three-dimensional video that is reconstructed from the video footage.
Whereas the algorithms developed in free viewpoint video are designed for off-line reconstruc-
tion, we also develop new approaches that perform the whole pipeline of acquisition, geometry
reconstruction and rendering in real-time using latest generation graphics hardware.
Our research strongly depends on high quality input video streams. For acquisition of the video
material, we built a multi-view video studio. In all of the projects, there is an intensive cooperation
between AG4 and the NWG3 Graphics-Optics-Vision headed by Marcus Magnor. Currently, we
are also participating in the process of developing a standard for three-dimensional video within
the Motion Picture Experts Group (MPEG), a subgroup of the ISO.
8.1 Multi-View Video Studio
Investigators: Christian Theobalt and Ming Li
Appropriate input video streams are the prerequisite for all our projects on video-based human
motion capture and free viewpoint video. Hence, the design and construction of an acquisition
studio for multi-view video data were important first steps for our work [1].
Our studio features controlled lighting, up to 10 video cameras and multiple networked PCs
for video data processing and storage (Fig. VI.28). The cameras record frames at a resolution of
up to 640x480 pixels at 30 Hz. The images are streamed directly to host PCs via an IEEE1394
interface. We developed a software library that allows the efficient implementation of client-server-
based multi-view video applications. The software library also provides basic functionality ranging
from camera calibration routines to image processing and background segmentation methods that
are needed for several of our projects. The studio forms a flexible environment for multi-view video
data acquisition and processing.
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Figure VI.28: Illustration of the acquisition room with cameras rendered as cones (1). The control
room of the studio (2) and the large recording area with calibration pattern, cameras and all-around
curtain (3). One of the video cameras mounted on a pole (4).
8.2 Model-based Marker-free Human Motion Capture
Investigator: Christian Theobalt
Video-based human motion capture is the task of acquiring the parameters of human motion from
video sequences of a moving person [1]. In our work, we focus on the model-based acquisition of
human motion data without the application of optical markers on the person’s body. In [3, 4],
we presented a new approach to video-based human motion capture that combines the volumetric
reconstruction of a person’s volume from multiple silhouettes with a color-based feature tracking
to fit a multi-layer kinematic skeleton model to the motion data at interactive frame rates.
Figure VI.29: Skeleton model fitted to the reconstructed visual hull of a moving person.
The system is designed as a distributed client-server application. Two cameras are connected to
one PC on which the client application is running. Each client records video frames at a resolution
of 320 × 240 pixels, and performs a background subtraction and silhouette computation in real-
time. Furthermore, each client machine computes a partial, voxel-based volume from the two
silhouette views available to it [2]. To do this, the scene is subdivided into a regular grid of volume
elements (voxels) via projection of the voxels into the silhouette images. This step is very fast since
the projected locations can be precomputed. This way, a volumetric approximation to the visual
hull is computed on each client computer that is run-length-encoded and transmitted to the server
application.
On the client computer controlling the two cameras that observe the person from font, color-
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based trackers are running that follow the motion of the head, the hands and the feet. Via triangu-
lation, the 3D locations of these features are computed and transferred to the server. On the server,
the complete visual hull is reconstructed by intersection of the partial volumes. For computation
of the motion parameters, we developed a new algorithm that fits a two-layer kinematic skeleton
to the motion data using the reconstructed 3D feature locations and the voxel-based volumes. A
first-layer skeleton is fitted to the recovered 3D feature locations first. The orientation of the body
is determined by means of a principal axis analysis on the torso voxels. A second-layer skeleton, fea-
turing a more detailed representation of arms and legs, is fitted to the body pose in each time step
by maximizing the overlap between the volume and the model. To achieve this, the second layer
uses a special parameterization of the limbs and represents the body extent via volume samples.
In Fig. VI.29 results obtained with our system are shown. The depicted visual hull was recon-
structed from 4 camera views. The complete client-server system performing background subtrac-
tion, visual hull reconstruction, feature tracking and visual hull rendering and model fitting can
run at interactive frame rates. Due to the combination of feature tracking and volumetric fitting,
the system becomes more robust against problems that are typically observed with visual hull re-
construction approaches. Even in the presence of phantom volumes that are due to insufficient
visibility, the fitting procedure can correctly recover the right body pose. In future, the application
of a dynamic motion model for feature tracking and the inclusion of a recursive stochastic estimator
for tracking will be investigated.
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8.3 Free Viewpoint Video
Investigators: Christian Theobalt and Joel Carranza
The goal of free viewpoint video is to build a three-dimensional, time varying representation of
a dynamic scene that was previously recorded by multiple video cameras [2]. During playback of
this three-dimensional video, the viewer is enabled to interactively choose his viewpoint onto the
scene which gives a feeling of immersion.
We developed a new model-based approach for recording, reconstructing and rendering of free
viewpoint video of human actors [1]. The system employs a generic human body model whose
motion parameters are acquired by means of a marker-less silhouette-based human motion capture
algorithm. For realistic modeling of the time-varying surface appearance of the actor, a multi-view
texturing method is applied that reconstructs realistic surface textures from the available camera
images.
284
The Computer Graphics Group
Figure VI.30: Screenshot of a dancing sequence (l) and a karate sequence (m) rendered from novel
viewpoints. Editing of reconstruted poses is also possible (r).
Our research on free viewpoint video addresses the full pipeline of 3D video creation that can
be subdivided into 3 steps. The first step is the acquisition of the multi-view video material that
is performed in our video studio (Sect. 8.1).
The second step is the model-based reconstruction of the free viewpoint video sequence. We
developed a silhouette-based motion parameter estimation algorithm that applies features of latest
consumer graphics hardware during tracking. In an initialization step, the generic human body
model consisting of a triangle mesh surface representation and an underlying kinematic skeleton is
adapted to the silhouettes of the person standing in a special pose. For motion parameter estimation
we developed a hierarchical optimization procedure that maximizes the overlap between the model
and image silhouettes. A pre-filtering of valid body poses also allows the handling of very rapid
body motion. The error metric to measure the fit is efficiently computed in graphics hardware.
The third step is the playback of the 3D video sequence. During playback, time-varying textures
that are reconstructed from all available cameras are attached to the human body model. Rendering
of the scene can be done in real-time and more than 30 fps can be easily achieved.
Fig. VI.30 shows several screen-shots of 3D video sequences rendered from novel viewpoints.
Interactive editing of the recorded video by changing the body pose is also possible as it is shown
in the right image. In Fig. VI.31, an input video frame, the corresponding computed body pose of
the model, and the rendered 3D video are shown.
Figure VI.31: One input video frame (l), the underlying body model in the computed body pose
rendered as wire-frame (m) and the reconstructed free viewpoint video (r).
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The reconstruction results obtained with our approach are highly convincing. The applied
motion capture algorithm proves to be very robust, even subtle details in motion are acquired. The
appearance of the surface textures is very natural. Fine details, such as wrinkles on clothing, are
preserved.
We currently also develop solutions for efficient 3D video storage and transmission. The appli-
cation of reconstructed 3D motion fields for tracking is also being investigated.
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8.4 Hardware-accelerated Real-time Scene Reconstruction and Rendering
Investigator: Ming Li
Our goal is to reconstruct and render dynamic scenes from several video streams on-the-fly. The
visual hull, a concept that was introduced by Laurentini [1] proves to be an efficient shape ap-
proximation for this purpose. There exist two different approaches for visual hull reconstruction:
voxel-based and polyhedron-based. We have built an on-line visual hull reconstruction and ren-
dering system [3] based on the latter approach since it is more suitable for faster rendering on
common graphics hardware.
The 3D reconstruction is rather straightforward. For each frame, moving foreground objects
are segmented out of a static background to generate a silhouette mask. Then we extract a 2D
polygon from the silhouette outline and project it to 3D space to form a generalized cone. The 3D
intersection of all the back-projections produces a polyhedral visual hull. This process is illustrated
in Fig. VI.32. For rendering, we employ the shadow mapping technique to avoid “projecting-
through” artifacts when projecting textures onto the reconstructed visual hulls. A dynamic texture
packing technique is also proposed to improve rendering performance by utilizing region-of-interest
information.
Figure VI.32: Reconstruction of the polyhedral visual hull. (l) Generalized cones formed by back-
projecting the silhouettes. (r) The intersection result of these cones — the polyhedral visual hull.
However, the polyhedron-based approach involves a lot of geometric computation. The recon-
struction speed drops drastically when more reference views or complex silhouette shapes are used,
286
The Computer Graphics Group
and the computation often runs into numerical stability problems. Therefore, we devised a novel
algorithm [2] for rendering visual hulls directly from several silhouette images by exploiting the
fragment programmability of graphics hardware.
The key idea of our method is to trim surfaces by the use of alpha map. First, the silhouette
images are loaded as RGBA textures. The alpha values of the textures are set to 1 for the foreground
objects and to 0 for the background. Given a novel viewpoint, each silhouette cone is projectively
textured by the silhouette images from all other views. In the texture units, different computations
are carried out for the alpha and color channel. For the alpha channel, alpha values from multiple
textures are modulated so that only the region projected by all the other views gets the alpha
value 1. This region is actually the reconstructed visual hull surface. The rest of the region on the
cone has the alpha value 0 and will be discarded by enabling the alpha test. Parallel to the alpha
computation, color values are calculated as a weighted sum in order to blend color contributions
from different views. When all the silhouette cones are rendered, a textured visual hull is finally
generated for the novel view. The rendering results are shown in Fig. VI.33.
Figure VI.33: Visual hulls rendered in real and virtual environments. The dancer was recon-
structed from seven camera views. The rendering system is running at 30Hz. Left: Dancer in
our video room. Right: Dancer in Uffizi (The environment map can be downloaded from web site
http://www.debevec.org/Probes/. Courtesy of Paul Debevec)
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9 Realistic Hardware-Supported Shading and Lighting
With fast 3D graphics becoming more and more available even on low end platforms, the focus is
beginning to shift towards higher quality rendering.
In our research we develop new algorithms for high quality shading and lighting using computer
graphics hardware. The research is mostly concerned with algorithms for generating various local
shading and lighting effects and for visualizing global illumination solutions. In particular, we
discuss algorithms for shadows, bump mapping, alternative material models, mirror reflections and
glossy reflections off curved surfaces.
9.1 Accelerated Local Shading and Rendering
Investigators: Jan Kautz, Katja Daubert and Hendrik Lensch
9.1.1 User-Defined Shading Models for VR Applications
The standard Phong model [17], which is supported by OpenGL, is neither physically plausible nor
visually interesting. Different methods have been proposed on how to incorporate more advanced
local illumination [7, 13]. But these methods either use analytical models, which have non-intuitive





Figure VI.34: Microfacet-based surfaces. nˆm is
the normal of a microfacet, nˆ is the normal of
the surface, and vˆ and lˆ are exemplary local view-
ing and light directions. On the right you can
see a projection of a normal distribution function
p(nˆm), which is defined over the hemisphere, onto
a 2D texture.
We propose a method [11] that allows to ba-
sically “paint” the shading model into a bitmap.
This gives users a greater freedom in generat-
ing interesting shading models. The proposed
technique can be implemented on any graphics
hardware and runs at interactive rates. More
advanced features, such as multitexturing, can
be exploited if present.
The new shading model is based on a micro-
facet model [19]. Microfacet-based reflectance
models assume that a surface is made of many
small, flat, and perfectly specular patches (Fres-
nel reflectors), so-called microfacets (see [4] for
a more detailed discussion). These microfacets
only reflect light in the specular direction with
respect to its own normal nˆm. The overall ap-
pearance of the surface is governed by the dis-
tribution of the orientation of microfacets.
Analytical models assume a certain distri-
bution, usually a Gaussian distribution. Doing
this already limits the appearance of the surface. We will not restrict ourselves to a certain set of
analytical distributions, we rather allow the user to create one with a paint program, see right side
of Figure VI.34.
This allows to create interesting looking reflections, which are to difficult to achieve with tweak-
ing parameters of a fixed model. In Figure VI.35 you can see different examples, rendered with this
technique.
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Figure VI.35: Left: Velvet cloth. Right: Anisotropic Silk.
9.1.2 Real-Time Bump Map Synthesis
Bump mapping was originally introduced by Blinn [3] in 1978. He showed how wrinkled surfaces
can be simulated by only perturbing the normal vector, without changing the underlying surface
itself. The perturbed normal is then used for the lighting calculations instead of the original normal.
Bump maps are usually created by artists to create the illusion of certain surfaces or surface
structures. In many cases these bump maps just contain more or less random bumps to better
simulate rough materials at close-ups. The perceived roughness of such surfaces should be the
same when displayed at different distances to the viewer. But shading of these bump mapped
surfaces is often inconsistent across different levels of detail, because the shading model at the
coarsest level of detail does not correspond to the bump map at finer level of details. Or put the
other way round, the bump map is not consistent with the chosen shading model.
We present a method [12] that automatically generates bump maps in real-time given only
a shading model. It performs consistent shading under the assumption that the wrinkled surface
is fractal and that the reflection model is based on microfacets (i.e. many tiny specular surface
patches). This also allows to infinitely zoom into the surface, because more (consistent) detail can
be created on the fly.
Figure VI.36: Bump mapped sphere at different levels of detail consistently generated and shaded
with the normal distribution shown on the left.
The basic idea of our method is simple. Since we presume that the shading model is based
on microfacets, we can create a bump map that is consistent with the original shading model by
distributing bumps according to the normal density function (NDF), which describes the probability
distribution of different microfacet orientations. When the viewer gets closer to the bump map,
we can create more wrinkles at higher frequencies while maintaining the normal distribution of the
shading model; see Figure VI.36. The creation of bumps is governed by a noise function. The
shading is always done with the original shading model, which is (almost) correct, because the
generated detail is self-similar (fractal); no matter how close one zooms in, the microfacets always
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have the same distribution.
9.1.3 Rendering Translucent Objects
On the appropriate scale, the visual appearance of most natural as well as synthetic substances
is profoundly affected by light entering the material and being scattered inside. Rendering of
these translucent objects has recently received quite some attention in the computer graphics com-
munity [6, 18, 9, 8]. What is important when rendering translucent objects is to simulate the
subsurface scattering of light which to some extent can be expressed as a diffusion process. Simu-
lating the light diffusion is a rather involving task. The computing time for a single image is still
in the order of minutes. We have implemented a rendering method for translucent objects [15], in
which view point and illumination can be modified at interactive rates. The method can be applied
to homogeneous as well as to inhomogeneous materials.
In a preprocessing step the impulse response to incoming light impinging at each surface point
is computed and stored in two different ways: The local effect on close-by surface points is modeled
as a per-texel filter kernel that is applied to a texture map representing the incident illumination.
The smoother global response (i.e. light shining through the object) is stored as vertex-to-vertex
throughput factors for the triangle mesh of the object.
Figure VI.37: The horse model with uniform marble and with added veins. The structures in the
head and leg areas are clearly noticeable. The bust on the right is rendered as skim milk.
The rendering process then computes the local and the global response to new incident illumi-
nation in parallel. During rendering, the illumination map for the object is computed according
to the current lighting situation and then filtered by the precomputed kernels. The illumination
map is also used to derive the incident illumination on the vertices which is distributed via the
vertex-to-vertex throughput factors to the other vertices. The final image is obtained by combining
the local and global response.
9.1.4 Real-Time Halftoning
Halftoning — rendering continuous tone images using only black and white — has been used for
decades in print media, and is the subject of active research in the computer graphics community
[16, 20, 21]. Even when continuous tone display is available, halftoning can be an attractive stylistic
choice. We present a technique [14] to halftone lit 3D objects at real-time rates using graphics
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hardware. To this end, we create multiple texture maps in advance according to a given dither
matrix [2], each of which is used to convey a single tone.
Figure VI.38: Expansion of the dither matrix (left most image) into a 3D texture. 9 slices of the
3D texture are shown.
For every possible grey scale level we then have a texture that corresponds to that grey level
using an appropriate ratio between black and white texels. In Figure VI.38 we show these textures,
which we expanded from the dither matrix shown on the left. The textures are then stacked into
a single 3D texture, which is used for rendering.
Halftoning is done in image-space, hence halftoning a lit geometric model cannot be done with
a texture mapped once over a geometric model. Instead we map the 3D texture (containing the
expanded dither matrix) onto the object using the object’s normalized device coordinates as texture
coordinates. We then scale the texture coordinates such that one texel of the texture map maps
exactly to one pixel in screen-space, effectively repeating the texture over the image plane.
At every vertex of the object we then compute the as explained. In order to compute the third
texture coordinate k (corresponding to the grey tone), we first compute the lighting at the vertex,
and use the intensity of the lighting (clamped to [0, 1]) as the coordinate k, which maps the light
intensity to the corresponding slice of the 3D texture map (also done in the vertex shader).
Figure VI.39: Two views of a bird model. On the left side you see the model lit with standard
OpenGL Phong lighting and on the right side the halftoned version. The used dither matrix is
shown in the upper left corners.
In Figure VI.39 different dither matrices and models are shown. The rendering speed only
depends on the number of vertices of the model. Our technique only needs a single pass and
a simple vertex shader. The frame rate for the bird model (2K vertices) is about 400Hz on an
P4-1.7Ghz with a GeForce 4 Ti 4600.
9.1.5 Hardware-Based Volumetric Knit-Wear
In real world scenes one of the most interesting and yet challenging things to render are textiles.
When taking a look at a person wearing knit clothing, we notice that even from rather far off
we can still make out single stitches and observe a certain thickness of the garment. Therefore
we developed a volume based approach, consisting of the volumetric model of one or two stitches,
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which is repeated across the garment. However, we allow the material to change from stitch to
stitch and can therefore easily handle patterned knits and yarns made up of different materials, as
shown in Figure VI.40.
A single strand of yarn is modeled as a cylindrical shape of zero thickness. In fact, we only
capture the cylinder’s directions, and group them into voxels, with each voxel holding the average
direction of all the strands traversing it. The volumetric texture is applied in concentric layers
to the garment’s geometry. For shading the voxels we developed an approximation of the Banks
model [1], tailored to the graphics hardware.
Figure VI.40: Each stitch is captured in a volumetric texture, with each voxel holding the mean
direction of the enclosed yarn fibers. Our method allows rendering yarns with different material
properties.
However, shading alone is not enough to account for realism, we also need to handle shadowing
effects due to parts of a stitch casting shadows onto other parts of the stitch. In order to consider
this effect we precompute another volume data structure holding shadow values for a set of fixed
directions, very similar to the approach described in [5], which can be used to compute self-
shadowing at run-time. This data structure can also be used to incorporate view-independent
scattering. Our method allows the high quality rendering of knitwear at high interactive rates.
9.1.6 Interactive Semi-Transparent Volumetric Textures
As shown in the previous section, volumetric textures [10] are often used to increase the visual
complexity of an object without increasing the polygon count. These volumes are applied, usually
repetitively, to the surface, with the surface normal vectors controlling the direction of the third
texture dimension, giving the surface a certain thickness. Although it is much more efficient in
terms of memory to store only the volume close to the surface and to determine the overall shape
by a triangle mesh, rendering is much more complicated compared to a single volume.
In this work we developed a rendering method which assumes the surface geometry to be
a triangle mesh. Extruding a mesh triangle along its three normals results in a prism. We now
generate hundreds of planes in the whole range of the surface volume, from back to front, orthogonal
to the viewing direction, and slice each plane with each volume prism. Each intersection is textured
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with the volumetric texture. As we always generate planes orthogonal to the viewing direction,
artifacts, due to the viewer being able to see between the planes, are avoided.
Figure VI.41: Left: Volume data set consisting of an opaque torus supporting the semi-transparent
egg (small image). The above torus displays the volume rendered as is, for the bottom image we
added a simple per-pixel lighting algorithm. Right: Volume data set consisting of several cars, a
ground plane and some trees, assembled to a car-park scene.
The core problem is to calculate the intersection of the prisms and the rendering planes. We
developed two solutions, a hybrid and a purely hardware-based approach. Using these algorithms
we can obtain high quality images, as shown in Figure VI.41 at interactive rates. Our method
is capable of correctly handling semi-transparent volumetric textures without sorting primitives
beforehand, and generates precise silhouettes.
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9.2 Accelerated Global Illumination
Investigators: Jan Kautz and Katja Daubert
9.2.1 Precomputed Radiance Transfer
Lighting from area sources, soft shadows, and interreflections are important effects in realistic image
synthesis. Unfortunately, general methods for integrating over large-scale lighting environments,
including Monte Carlo ray tracing [2], radiosity [1], or multi-pass rendering that sums over multiple
point light sources, are impractical for real-time rendering.
Our goal is to better account for light integration and light transport complexity in real-time.
We propose a technique [12], which allows shading, shadowing, and interreflections from large area
lights, represented as environment maps. Our compromise is to focus on low-frequency lighting
environments, using a low-order spherical harmonic (SH) basis to represent such environments
efficiently. See Figure VI.42 for an example.
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Figure VI.42: Precomputed, unshadowed irradi-
ance from [34] (left) vs. our precomputed transfer
(right). The right model can be rendered at 129Hz
with self-shadowing and self-interreflection in any
lighting environment.
The main idea is to represent how an object
scatters this light onto itself. To describe our
technique, assume initially we have a convex,
diffuse object lit by an infinitely distant envi-
ronment map. The object’s shaded “response”
to its environment can be viewed as a trans-
fer function, mapping incoming to outgoing ra-
diance, which in this case simply performs a
cosine-weighted integral. A more complex in-
tegral captures how a concave object shadows
itself, where the integrand is multiplied by an
additional transport factor representing visibil-
ity along each direction.
In our approach, we precompute the expen-
sive transport simulation (for a given object) re-
quired by complex transfer functions like shad-
owing. The resulting transfer functions are represented as a dense set of vectors or matrices over its
surface. Meanwhile, incident radiance can be sampled dynamically using graphics hardware. By
representing both incident radiance and transfer functions in a linear basis (in our case, SH), we
exploit the linearity of light transport to reduce the light integral to a simple dot product between
their coefficient vectors (diffuse receivers) or a simple linear transform of the lighting coefficient
vector through a small transfer matrix (glossy receivers). Low-frequency lighting environments
require few coefficients (9-25), enabling graphics hardware to compute the result in a single pass.
Figure VI.43: Diffuse and glossy self-transfer. Unshadowed transfer (first and third image) contains
no shadows or interreflections, whereas the second and fourth image includes both shadows and
interreflections.
Since we represent complex transport effects like interreflections and caustics in the transfer
functions, which are simulated as a preprocess, the run-time computation is completely independent
of the incident lighting, i.e. it remains constant no matter how big or how numerous the light sources
are.
Our approach handles both surface and volume-based geometry. With more SH coefficients, we
can even handle glossy (but not highly specular) receivers as well as diffuse, including interreflection;
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25 coefficients suffice for useful glossy effects.
9.2.2 Fast Arbitrary BRDF Shading
Fully general BRDFs are necessary to describe many interesting kinds of materials, including
brushed metals and fabrics. Interactive shading with such BRDFs has taken two approaches.
The first simply evaluates the BRDF at a number of points [5, 7]. While efficient for a few point
lights, this approach is slow for large lights since it requires light integration over many directions.
The second approach precomputes and tabulates the lighting integral by pre-convolving the
incident lighting. Although this table reduces to two dimensions for mirror-like surfaces [3], high-
dimensional tables are required for general BRDFs. Phong-like BRDFs require 3D tables where the
incident lighting is convolved with kernels of variable radius; anisotropic BRDFs require as much
as 5D tables. Pre-convolved tables are costly to compute and store and thus difficult to use with
dynamic lighting. Preconvolution also ignores shadowing and interreflections, which we will handle
in the next chapter.
We propose a new approach [8] that differs by using a spherical harmonic (SH) basis for lighting
and BRDFs. Essentially, the BRDF is tabulated not in terms of response to directional lights but
to large lights covering the sphere with the orthonormal SH basis. The lighting environment is also
projected into the SH basis using a fast, on-the-fly calculation. This reduces the lighting integral
to a simple dot product of vectors, which can be easily evaluated on PC graphics hardware. This
method has the benefit that it can also be combined with precomputed radiance transfer, which
was presented in the last section.
For low-frequency lighting, very few coefficients are required to accurately compute this integral
(25 components). The calculation is simple and fast even for arbitrary BRDFs, requiring no high-
dimensional tables of pre-convolved lighting. Our approach also allows spatially varying materials
by tabulating the BRDF with varying parameters.
Figure VI.44: Previous real-time shading methods are limited to point lights or allow smoother
lighting environments but restricted to Phong-like glossy BRDF models. We generalize to area
lighting of arbitrary BRDF models, like anisotropic brushed metal, which is shown in this example.
Generally, this technique requires rotating the lighting coefficients to the local tangent frame
of the BRDF at each point on an object, which currently forms the computational bottleneck.
Real-time results can still be achieved by fixing the view to allow dynamic lighting or vice versa.
Our method’s benefits are highlighted in Figure VI.44.
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9.2.3 Matrix Radiance Transfer
The techniques from the last two sections represent the precomputed transfer as well as the BRDF
in spherical harmonics (SH). The method by Sloan et al. [12] represents the BRDF as a 2D filter
kernel, whereas Kautz et al. [8] model the BRDF by view-dependent SH coefficients.
In this work [9], we take another approach and achieve higher performance with less memory
consumption. We express exit radiance at the vertices in a directionally compactly supported basis
instead of the spherical harmonics. Our method does not restrict the choice of the basis functions,
and particularly does not require the basis to be orthonormal; we use a collection of piecewise
bilinear functions defined on the hemisphere above each vertex. In order to determine exit radiance
into the viewing direction, only four of these basis functions’ coefficients need to be determined;
thus only four dot products are computed for each vertex. This is in contrast with the previous
methods, where a full matrix multiply is always needed. The basis change decouples the number of
terms used in the precomputed transfer simulation and the BRDF representation from the runtime
workload. We also analyze the error introduced by the change of basis; this information can be
used for guiding decisions on the number of basis functions to be used. An example, what the basis










Figure VI.45: A Comparison of methods. We compare the previous method and our new method
with and without change of basis. The head model is rendered without selfshadowing, using an
isotropic Ashikhmin-Shirley BRDF (Nu,v = 40). 3×3 basis change has been included as an example
of using too few basis functions. The images in column b) are rendered by using a BRDF matrix
only.
To allow general, anisotropic BRDFs, we use the matrix representation of Westin et al. [14].
With BRDFs represented as matrices, we express the whole chain from incident lighting (in SH)
to exit radiance (in the directional basis) by a matrix operating on the incident lighting’s SH
coefficients.
We reduce memory consumption to a practical level by applying principal component analysis
(PCA) to the radiance transfer matrices. We achieve a 1:25 compression ratio with visual results
very close to uncompressed results; greater compression ratios of above 1:100 produce pleasing
results for non-self-transferred models. It is possible to render directly from the PCA represen-
tation. Runtime adjustment of the number of principal components used provides fine-grained
quality/speed tradeoff.
9.2.4 Efficient Light Transport Using Precomputed Visibility
Global illumination algorithms usually spend the majority of time on visibility computations. It
therefore seems natural to try and reuse visibility information acquired at one point for different
297
The Computer Graphics Group
computations. For example, once the visibility between two points in the scene has been established,
this information can be used for multiple light paths in which different amounts of energy are
transported between the points. This is particularly advantageous in cases where multiple images
with varying illumination or camera settings are to be computed.
There have been several approaches in the past where illumination information computed for
one point in the scene has been reused for close by points. One example for diffuse scenes is
the Irradiance Gradients method [13], and for scenes with specular objects there are techniques
like photon maps [6] and density estimation [11]. Because these methods store illumination
information (irradiance or incident radiance) at discrete points, it is not possible to reuse the
information for changes of the light source. In addition, finding the desired information for one
point in space requires a search through the data structure. This search can be performed in
logarithmic expected time, but the resulting memory access patterns are irregular and can present
a significant performance bottleneck.
We go a different way. Instead of storing and reusing illumination information, we directly
reuse visibility information stored in a regular fashion that allows for constant time lookups. Our
method is a generalization of the method by Heidrich et al. [4] for height fields to different kinds
of geometry like general parametric surfaces, triangle meshes without a global parameterization,
and volumes. For each case we propose efficient algorithms for computing direct and indirect
illumination, which also account for shadows. Using the Method of Dependent Tests, a variant
of Monte Carlo integration, we can access the visibility in a structured fashion, that allows for
coherent, and therefore efficient memory access patterns in software implementations as well as for
the use of graphics hardware for the light transport.
Our method performs best in scenarios where a fixed geometry is seen under a variety of lighting
conditions and camera positions, as this gives us the best utilization of the precomputed visibility
information. At the same time, the storage costs of the visibility information become a concern for
very detailed scenes. We therefore use the method mostly to precompute the optical properties of
materials from models of the micro geometry.
We demonstrate the quality and performance of our approach by applying it to the computation
of BRDFs and bidirectional texture functions (BTFs), as can be seen in Figure VI.46, but also for
light fields, as well as to near-interactive volume lighting.
9.2.5 Iterative Global Illumination Computation in Dynamic Diffuse Environments
In many interactive applications it is important that global illumination is updated quickly in the
response for changes in dynamic environments even at the expense of lighting simulation accu-
racy. We propose an application of cube environment map data structure for global illumination
computation at interactive rates [10]. Our algorithm computes global illumination by iterative
computation of irradiance from multiple bounces. Emission from a light source is simulated us-
ing the direct lighting capability of the GPU. The light bouncing out of surfaces of the scene is
captured in cube-maps distributed over the volume of the scene, where each cube-map represents
irradiance passing through the center of the cube. Subsequent bounces are simulated by querying
the cube-map data structure and using it as a light map for the GPU based rendering (refer to
Figure VI.47).
Our algorithm can be used for rapid computation of radiance solution using modern graphics
hardware. Our approach does not require off-line precomputation stage, nor complex data struc-
tures. It is suitable for static and dynamic scenes involving both moving objects and changing light
sources. If a scene is sparsely sampled, our algorithm gives less accurate but still visually plausible
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Figure VI.46: Our methods are well suited for the efficient computation of BTFs and BRDFs.
Left: BTFs computed with our method are displayed on the girl’s shawl and skirt and on the
wicker chair. Right: A BRDF computed from the micro geometry (a) is shown on the cushion and
table cloth, the sofas are rendered using a BRDF obtained from (c). For correctly displaying a
BRDF corresponding to (b), we also generate a transparency value, to obtain the semi-transparent
curtains. (d) was used to compute the red curtains’ BRDF.
solution, which does not show stochastic noise. The accuracy of our solution can progressively
improve as computation time is increased.
Figure VI.47: Iterative global illumination computation: the upper row - irradiance due to a single
bounce of light, the lower row - irradiance accumulated from all previous bounces of light.
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9.3 Interactive Shadow Computations
Investigators: Stefan Brabec and Thomas Annen
Shadows provide important visual cues for the relative position of objects in a scene. Thus, it is
not surprising that accurate shadow computation is one of the most desirable features for real-time
and interactive application. The complexity of shadow computation is due to its global nature:
In order to find out if a given point on a surface is in shadow or lit (with respect to a given light
source) one most check if any of the other objects in the scene blocks the way of light from the
source to the receiver point. Doing this efficiently, while still achieving reasonable quality, was the
main motivation when developing the algorithms listed in the following sections.
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9.3.1 Shadow Volumes on Programmable Graphics Hardware
Crow’s shadow volumes [5] is one of the most popular algorithms for shadow generation. Especially
for real time application it is the de-facto standard way for precise, high quality shadows. But
this accurate shadow information does not come for free. Generating the necessary silhouette
information can put a heavy load on the CPU, and rendering the extruded shadow volumes on
graphics hardware can easily exhaust fill rate capabilities.
Another problem is the hybrid nature of this algorithm. In order to produce accurate shadow
volumes, both, the CPU and the graphics hardware have to be synchronized. Recent graphics hard-
ware exposes powerful programming features that allow nearly arbitrary operations on both vertex
[8] and pixel data. When using these programmable features in conjunction with shadow volumes
the silhouette extraction performed on the CPU becomes problematic: All vertex transformations
computed on the graphics hardware, which are relevant for shadow casting objects, need to be
simulated on the CPU in order to achieve the same results. This is not only a very time consuming
task (e.g. imagine a procedural displacement shader applied to a highly tessellated object) but
also makes programming with shadow volumes a nightmare, since every shadow object needs to be
handled differently.
In [4] we addressed these issues and presented a method for implementing the whole algorithm
on the graphics hardware. The algorithm itself relies on capabilities available on recent graphics
cards: programmable vertex and fragment units, floating point buffers, as well as floating point
textures. With this powerful and flexible features, we are able to implement the silhouette detection
on the graphics hardware, which is done in three steps:
1. Render individual vertices of the scene geometry as points, transform them to world space,
and store the results as a texture map.
2. Render connectivity information as points, which each point having four attributes that refer
to the indices of two adjacent triangles. Using the geometry texture from the previous step,
we can check for a front-face/back-face condition and store the result (silhouette flag) in a
second texture map.
3. In the final step we now render shadow volume quads for each edge. Using the texture map
holding silhouette information, we now extrude the quad to infinity (if the edge is a silhouette
edge) or move it outside the view frustum so that it is clipped away.
Figure VI.48 (left) shows an example scene illuminated by three light sources. Here the geometry
of each of the three spheres is displaced by a procedural noise shader, implemented as a vertex
program. Detecting silhouette edges for this scene on the CPU would be very difficult since the
vertex program would need to be evaluated on the CPU in order to obtain world space coordinates.
Detecting silhouette edges with our hardware method is as simple. Only small modifications to the
noise shader were necessary which ensure that for each vertex the world space position is passed as
a result and the index becomes the vertex’s pixel position. Here the vertex texture has a resolution
of 64×32 (1638 vertices) and the edge buffer has a resolution of 128×64 (4896 edges).
9.3.2 Practical Shadow Mapping
Shadow mapping [12] [10] is one of the most common shadow techniques used for real time render-
ing. In recent years, dedicated hardware support for shadow mapping made its way from high-end
visualization systems to consumer class graphics hardware. In order to obtain visually pleasing
shadows one has to be careful about sampling artifacts that are likely to occur. These artifacts
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Figure VI.48: Scene with three light sources. The image on the right shows the silhouette edges
for one light source and the extruded shadow volumes for all lights.
especially arise when the light source’s viewing frustum is not adapted to the current camera view.
We investigated this problem and shown various methods to improve the view frustum settings [2].
One important aspect when generating a shadow map is the setting of the near and far clipping
plane (with respect to the light source). Setting those to some constant values would waste lots of
the available z precision, as can be seen in Figure VI.49. We have shown how such a tight fitting
near/far setup can be achieved by replacing clamping the z values of pixels outside the near/far
limits instead of rejecting them. In order to set the near and far clipping planes as tight as possible
a color ramp texture is used in a previous pass to get the actual distribution of depths. This way,
most of the available precision is used for that part of the scene which is actually seen by the
camera.
Figure VI.49: Left: Standard near/far setup. Right: Tight
fitting near/far setup.
When rendering the scene from
a given viewpoint, depth values are
sampled non-uniformly (1/z) due to
the perspective projection. This
makes sense for the camera position,
since objects near to the viewer are
more important than those far away,
and therefore sampled at a higher pre-
cision. For the light source position
this assumption is no longer true. It
could be the case that objects very far
from the light source are the main fo-
cus of the actual camera, so sampling
those at lower z precision may intro-
duce artifacts, e.g. missing shadow
detail. Based on the work of [6] we have implemented this linear depth distribution using pro-
grammable features and special texture mapping operations available on recent graphics hardware.
Shadow mapping quality may also suffer if only a small portion of the available image resolution
(x, y region in the map) is responsible for a large region of space in the final image. This leads
302
The Computer Graphics Group
to artifacts like blocky shadows. Instead of using shadow maps with higher resolution, which is
a very limited resource in terms of texture memory and rendering speed, we have shown how to
concentrate the shadow map on the visible part of the scene.
Using a simple grid texture where each grid position is color encoded, we can analyze the scene
in such a way that every visible pixel as seen from the camera is projected onto the light source’s
image plane (shadow map). This is done in a separate rendering pass which can be combined with
the near/far fitting algorithm described before. A trivial light view frustum setting would then be
the axis aligned bounding rectangle that contains all re-projected pixels in the shadow map. A
better fitting frustum can be generated by computing the minimum area rectangle enclosing all
those pixels. This was implemented using the method of rotating calipers [11] based on the convex
hull of the relevant pixels.
The described optimizations can greatly improve shadow quality when using the shadow map
algorithm, as can be seen in Figure VI.50. The screenshots were taken from a real-time application
running on a PC with a NVIDIA GeForce4 graphics card.
Figure VI.50: Left: Scene rendered with light frustum adjusted (left half) compared to the tradi-
tional method (right half). Top right: The optimized light frustum (green) and camera frustum
(red). Bottom right: Location of convex hull (red) and minimum area enclosing rectangle (green)
in the non-optimized shadow map.
9.3.3 Single Sample Soft Shadows using Depth Maps
We propose a new method for rendering soft shadows at interactive frame rates [3]. Although
the algorithm only uses information obtained from a single light source sample, it is capable of
producing subjectively realistic penumbra regions. We do not claim that the proposed method
is physically correct but rather that it is aesthetically correct. Since the algorithm operates on
sampled representations of the scene, the shadow computation does not directly depend on the
scene complexity.
The algorithm is based on an idea by [9]. In this paper they showed how soft penumbra regions
can be generated by defining an extended hull for each possible occluder object. By treating the
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inner object as opaque and having the opacity of the outer object fall off towards the outer boundary
one can dim the contribution of a point light source according to the relative distances of light,
occluder and receiver. This can easily be used in ray tracing. We have applied this approach
for rasterization based hardware by using a specialized search routine instead of using additional
geometry.
Figure VI.51: Searching the depth map.
The algorithm starts by generating a depth map from the light source’s point of view. Next,
for each visible pixel in the final image, we re-project the point onto the shadow map and check
whether the pixel is completely blocked. For those pixels that are outside the umbra we start
searching the neighborhood pixels in the shadow map for the nearest blocker pixels until a maximal
search radius is reached. This is illustrated in Figure VI.51. According to the ratio of distance to
blocker and maximal radius we assign a penumbra value using either a linear function or a better
approximation like in [9].
By varying the maximal search radius according to the distance to the light source we can
approximate the effect of an area light source. Simulating the influence of distance from receiver to
occluder, we first search using the maximal search radius as a limit but than adjust the maximum
afterwards according to the z values of the occluder pixel found.
This way we can easily add a penumbra region to a hard shadow image. As in [9] this results
often in very unrealistic, thick shadows. A solution to this is to apply our search strategy not only
to pixels that are initially lit (shadow map test) but also to the blocked pixels. In that case, we
simply invert the search routine in order to find the nearest lit pixel and adjust the penumbra
function such that the inner and outer search meet at a penumbra value of e.g. 0.5.
We have implemented the described method using a Pentium4 PC with a NVIDIA GeForce3
graphics card. In our current implementation the search routine runs on the CPU, resulting in
frame rates of approximately 15fps. Using the programmable features of recent graphics card it
should also be possible to implement the search routine using graphics hardware. Figure VI.52
shows two example scenes rendered with our soft shadow algorithm. Both images were taken using
a low-resolution light depth map of 256×256 pixels and an image resolution of 512×512 pixel.
9.3.4 Shadow Mapping for Hemispherical and Omnidirectional Light Sources
To generate a shadow map it is required to render the scene from the light source position and with
its view frustum settings. Since this rendering contains a perspective projection, traditional shadow
mapping is only applicable for light sources which have a reasonable field-of-view. Due to this
limitation, the traditional shadow mapping approach fails for scenes equipped with hemispherical
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Figure VI.52: Two example scenes rendered with our soft shadow algorithm.
(field-of-view ≥ 180.0◦) or omnidirectional (360.0◦ field-of-view) light sources.
We present a new shadow map parameterization technique for hemispherical and omnidirec-
tional light sources that only necessitates a minimum number of additional renderings. Further-
more, due to the simplicity of the underlying parameterization we can completely integrate this
new method in consumer graphics hardware [1].
The disadvantage of present methods is that they require up to six shadow maps to represent all
depth information of the complete environment, making these methods ineligible for complex scenes
and real-time applications. Since the high number of additional shadow map generation processes
in traditional shadow mapping is to blame for the loss of interactivity, we utilize paraboloid map-
ping [7] to reduce the number of additional renderings to at most two passes. (Dual-) paraboloid
mapping satisfies two nice properties. First, the sampling rate only varies by a factor 4 over the
complete hemisphere. Second, this parameterization is easy to implement, which is a prerequisite
for hardware implementation, due to limited GPU instruction set.
The image seen by an orthographic camera facing a perfect reflecting paraboloid centered at
(0, 0, 0) and oriented towards the viewer at (0, 0, 1) covers all information of one hemisphere. All
incident rays extend to meet in the focal point and are reflected into one of the main directions.
Using such a (dual-) paraboloid mapping we are able to gather all depth information for a hemi-
spherical point light source. Omnidirectional point lights can be represented by simply attaching
two paraboloids back-to-back together. Before a parabolic shadow map is rendered, the light is
transformed into the origin and oriented towards one of the main directions. Depth values, to
store in the shadow map at (x, y) are obtained by calculating 2D coordinates of all vertices and
storing the distance between these surface points and the center of the paraboloid. The shadow
map generation process for omnidirectional lights is only slightly different. We have to decide which
texture map to use based on the z value of the vertex, afterwards the process is the same. The
actual shadow test is almost the same as in traditional shadow mapping except that we compute
its paraboloid coordinates and take the distance to the origin to compare with the value in the
depth map.
We have implemented and tested our new technique on an AMD Athlon Linux PC equipped
with an nVIDIA GeForce3 64Mb graphics board using OpenGL as underlying API. Since we rely
on the OpenGL rasterization pipeline we have to state that our algorithm assumes the scene to
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be tessellated fine enough due to the linear interpolation between vertices. This graphics chip
supports vertex engines and programmable texture blending as well as multi-texturing with up to
four texture units. This way we can perform the shadow test in the final scene rendering while still
having two (or even three) texture units left for scene textures. Figure VI.53 illustrates the results
of our method for an omnidirectional light source centered in a room.
Figure VI.53: Scene illuminated by an omnidirectional point light.
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10 Global Illumination
Synthesis of realistic images which predict the appearance of the real world has many applications
including architecture and interior design, illumination engineering, environmental assessment, spe-
cial effects and film production, along with many others. Due to costly global illumination computa-
tion, which is required for the prediction of appearance, physically-based rendering mostly remains
the domain of research laboratories, and is rarely used in industrial practice. The main goal of our
research is to analyze problems and provide solutions towards making global illumination affordable
in practical applications.
A vast majority of global illumination techniques is based on some form of ray shooting there-
fore it is instrumental to make the ray computation as efficient as possible (Section 10.1). Another
important issue is to minimize the number of rays to be shot while providing the high image qual-
ity by exploiting the spatial coherence of traced light paths (Section 10.2). Exploiting temporal
coherence in animation sequences can lead to further reduction of the number of traced light paths
(Section 10.3). An important aspect of of global illumination computations is the reconstruction
of lighting patterns which often is performed using density estimation techniques. Special care is
needed to avoid excessive blurring of lighting reconstructed using those techniques (Section 10.4).
Many global illumination algorithms including radiosity requires costly rendering involving final
gathering procedures to achieve high quality images and reducing those costs is instrumental to
make these algorithms affordable for handling complex scenes (Section 10.5). When the goal is to
render a sequence of high quality images with similar viewing parameters the efficiency of compu-
tation can be improved by exploiting coherence in the visibility computation (Section 10.6).
10.1 Ray Shooting Algorithms
Investigator: Vlastimil Havran
Particularly interesting visibility task along a line is called ray shooting. We proposed a methodology
for comparing various ray shooting algorithms [2] through a set of experiments performed on a
set of scenes. We developed a computational model for ray shooting algorithms, which allows us
to map any particular ray shooting algorithm to the computational model. Also, we found the
theoretical relationships of average time complexity for common ray shooting algorithms, including
the uniform space subdivision, octree, and kd-tree [3]. Since in our experiments the kd-tree
approach performed particularly well, we focused our research on this spatial data structure [1].
We introduced a new automatic termination criteria algorithm that improves the space and time
complexity of the kd-tree construction. Also, we proposed a novel clipping algorithm into the kd-
tree within its construction phase in order to improve its properties. As a result of these kd-tree
data structure extensions the performance of ray shooting is improved up to 30%.
References
[1]• V. Havran and J. Bittner. On improving kd-trees for ray shooting. Journal of WSCG, 10(1):209–216,
February 2002.
[2]• V. Havran and W. Purgathofer. On comparing ray shooting algorithms. Computers & Graphics, 27(4),
2003.
[3]• L. Szirmay-Kalos, V. Havran, B. Bala´zs, and L. Sze´csi. On the efficiency of ray-shooting acceleration
schemes. In A. Chalmers, editor, Proceedings of the 18th Spring Conference on Computer Graphics,
pages 89–98, Budmerice, Slovakia, 2002. ACM Siggraph.
308
The Computer Graphics Group
Figure VI.54: Left: image obtained with 160 paths per pixel, not re-using paths. Middle: 12 paths
per pixel, with path re-use. The computation time was about 12 times lower than for the left
image. Right: 12 paths per pixel, not re-using paths. We estimate that the speed-up caused by
re-using paths is about one order of magnitude.
10.2 Acceleration of Path Tracing by Re-using Paths
Investigator: Philippe Bekaert
Path tracing is an extension of classical ray tracing to handle effects such as glossy reflection, and
soft shadows. It is a very often used algorithm to synthesize photorealistic images by computer.
Mathematically, it corresponds to solving the rendering equation, a second kind Fredholm equation
describing the propagation of light in a 3D environment, by means of so called gathering random
walks [2].
Unfortunately, the computational cost of such algorithms can be very high. Usually, hundreds
of random walks need to be traced per screen pixel in order to obtain a smooth image, in which
statistical noise is not objectionable to the human eye anymore. Each random walk requires nu-
merous visibility tests to be performed by ray shooting, as well as light emission and scattering
distribution evaluations and sampling operations. Computation times in the order of hours for a
medium resolution image are not unusual.
The cost of such algorithms can be reduced by either reducing the number of random walks
to be traced, or by reducing the cost per random walk. We have developed a new technique to
amortize the cost of path tracing over groups of pixels [1]. Usually, independent random walks are
traced for computing the intensity in nearby pixels. Often however, there is significant similarity in
the density of random walks to be traced for nearby pixels, so that random walks traced for a first
pixel will have a good distribution for nearby pixels as well. We showed that gathering random
walks can be re-used to compute the illumination at multiple nearby pixels, in a provably good
way, for non-diffuse light scattering, and without introducing bias. Our new technique complements
previous image noise reduction techniques for Monte Carlo ray tracing. We observe speed-ups in
the computation of indirect illumination of one order of magnitude.
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10.3 Dynamic Environments
Investigators: Cyrille Damez, Kirill Dmitriev, Takehiro Tawara, and Karol Myszkowski
Global illumination algorithms are regarded as computationally intensive. This cost is a prac-
tical problem when producing animations or when interactions with complex models are required.
Several algorithms have been proposed to address this issue. Roughly, two families of methods
can be distinguished. The first one aims at providing interactive feedback for lighting design ap-
plications. The second one gives higher priority to the quality of results, and therefore relies on
oﬄine computations. Recently, impressive advances have been made in both categories. We have
elaborated a survey and much needed classification of the most up-to-date of these methods [1, 2].
Also, we have developed global illumination algorithms dedicated for interactive applications (refer
to Section 10.3.1) and high quality animations (refer to Section 10.3.2).
The main idea behind our development was an observation that the vast majority of state-
of-the-art global illumination algorithms require repeating the computation from scratch for even
minor changes in the scene. This leads to redundant computations which could be mostly avoided
by taking into account the temporal coherence of global illumination in the sequence of animation
frames. Another important problem is the temporal aliasing which is more difficult to combat effi-
ciently if temporal processing of global illumination is not performed. Many small errors in lighting
distribution cannot be perceived by the human observer when they are coherent in the temporal
domain while may cause unpleasant flickering and shimmering effects when such a coherence is lost.
In the following two sections we propose techniques to overcome those problems.
10.3.1 Selective Photon Tracing
In [3] we have presented a selective photon tracing method for global illumination computation
which is specifically designed for interactive applications, such as product design, architecture and
interior design, and illumination engineering. The method is embedded into the framework of Quasi-
Monte Carlo photon tracing and density estimation techniques. Temporal coherence of illumination
is exploited by tracing photons selectively to the scene regions that require illumination update, as
depicted in Figure VI.55a. Such regions are identified with a high probability by a small number of
the pilot photons. Based on the pilot photons which require updating, the remaining photons with
similar paths in the scene can be found immediately. This becomes possible due to the periodicity
property inherent to the multi-dimensional Halton sequence, which is used to generate photons.
The order in which the photons are updated is decided by inexpensive energy- and perception-
based criteria whose goal is to minimize the perceivability of outdated illumination. The method
buckets all photons on-the-fly in mesh elements and does not require any data structures in the
temporal domain, which makes it suitable for interactive rendering of complex scenes. Since mesh-
based reconstruction of lighting patterns with high spatial frequencies is inefficient, we use a hybrid
approach in which direct illumination and resulting shadows are rendered using graphics hardware.
As photons with invalid paths are reshot, image is progressively refined and delivered to the user.
While the complete illumination recovery can require significant time, most of the relevant photon
paths are updated in the first several seconds after scene change. Such behavior of illumination
update, which assures an interactive response to user actions, is exemplified in Figure VI.55b.
10.3.2 Localizing the Final Gathering for Dynamic Scenes Using the Photon Map
The algorithm of choice for the final rendering of high quality images is the so-called Final Gather,
which is very costly (refer also to Section 10.5). Those costs can be reduced by using the Irradiance
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Figure VI.55: Illumination update using corrective photons: a) two different groups of coherent
photons updating the illumination of moving objects (two red tables suspended in the air) and b)
the number of relevant photons to be reshot as a function of time, depending on the algorithm
parameters. The dashed line shows the theoretical update progress under the assumption that the
photons are reshot in a random order.
Cache data structures [6, 7] to store irradiance samples sparsely in the object space. The cached
values are used to interpolate the indirect lighting for each pixel and are computed lazily.
We extend the concept of Irradiance Cache for dynamic environments to improve the rendering
performance and reduce the temporal aliasing [5]. In our approach we use a two pass photon
mapping algorithm [4], which we extend to make the global illumination computation more efficient
for such dynamic environments. We focus on exploiting the temporal coherence of photons to
speedup the costly Irradiance Cache computation and to improve the quality of indirect lighting
reconstruction. We introduce the notion of Static Irradiance Cache, which is computed once for an
animation segment. For the Static Irradiance Cache computation we remove all dynamic objects
(i.e., objects changing their position, shape, or light reflectance properties as a function of time)
from the scene and we trace the so-called static photons.
The illumination component reconstructed from the Static Irradiance Cache is perfectly co-
herent in the temporal domain and results in the flicker-free animations. However, the dynamic
illumination component caused by dynamic objects must be also considered. For this purpose the
dynamic photons which interact with dynamic objects are computed for each frame and are stored
in a separate photon map. The map may store photons with negative energy [4], which are needed
to compensate for occlusions of the static parts of the scene by dynamic objects. For example, the
negative photons are stored in the regions of indirect shadows cast by dynamic objects.
Figures VI.56 illustrate the illumination reconstruction using our technique. Figure VI.56a
shows the final animation frame whose lighting was composed from the direct illumination and
specular reflection (Figure VI.56b) and the diffuse indirect illumination (Figure VI.56c). The dy-
namic component of the indirect lighting is reconstructed at two levels of accuracy depending on the
influence of dynamic objects on local scene illumination. In the regions with the higher influence
the Dynamic Irradiance Cache is recomputed, which leads to a better accuracy of reconstructed
dynamic lighting (refer to Figure VI.56e). In the remaining scene regions as shown in Figure VI.56f
the illumination stored in the Static Irradiance Cache (shown in Figure VI.56d) is corrected by
adding its dynamic component reconstructed from the dynamic photon map using density estima-
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tion. A direct visualization of the dynamic illumination component is not shown because its values
are rather small for the most parts of the scene and are negative in the regions occluded by dynamic
objects. We blend lighting reconstructed using those two different methods (Figures VI.56e and
VI.56f) to assure smooth transition of the resulting lighting.
As a result significant speedup of the computation was achieved by localizing in the scene
space costly recomputation of the Irradiance Cache. Also, the temporal aliasing was reduced by
introducing the concept of Static Irradiance Cache which can be reused across many subsequent




Figure VI.56: Processing flow in the computation of global illumination for an animation frame:
a) the final frame, b) direct lighting, c) indirect lighting, d) static indirect lighting computed using
the Static Irradiance Cache, e) dynamic indirect lighting computed using the Dynamic Irradiance
Cache, and f) the dynamic indirect lighting computed through the photon density estimation and
summed with the static indirect lighting which is shown in d).
References
[1]• C. Damez, K. Dmitriev, and K. Myszkowski. Global illumination for interactive applications and high-
quality animations. In D. Fellner and R. Scopignio, editors, Eurographics 2002: State of the Art Reports,
pages 1–24, Saarbrucken, Germany, 2002. Eurographics.
312
The Computer Graphics Group
[2]• C. Damez, K. Dmitriev, and K. Myszkowski. State of the art for global illumination in interactive
applications and high-quality animations. Computer Graphics Forum, 22(1):55–77, March 2003.
[3]• K. Dmitriev, S. Brabec, K. Myszkowski, and H.-P. Seidel. Interactive global illumination using selective
photon tracing. In P. Debevec and S. Gibson, editors, Proceedings of the 13th Eurographics Workshop
on Rendering, pages 21–33, Pisa, Italy, 2002. Eurographics, Eurographics/ACM.
[4] H. W. Jensen. Realistic Image Synthesis Using Photon Mapping. A. K. Peters, Natick, MA, 2001.
[5]• T. Tawara, K. Myszkowski, and H.-P. Seidel. Localizing the final gathering for dynamic scenes using
the photon map. In G. Greiner, H. Niemann, T. Ertl, B. Girod, and H.-P. Seidel, editors, Vision
Modeling and Visualization 2002, pages 69–76, Erlangen, Germany, November 2002. Akademische Ver-
lagsgesellschaft Aka.
[6] G. Ward, R. F., and R. Clear. A Ray Tracing Solution to Diffuse Interreflection. In Computer Graphics
(SIGGRAPH 88 Conference Proceedings), pages 85–92, 1988.
[7] G. Ward and P. Heckbert. Irradiance Gradients. In Eurographics Rendering Workshop 1992, pages
85–98, 1992.
10.4 Better Density Estimation Algorithms for Global Illumination
Investigator: Philippe Bekaert
Monte Carlo radiosity algorithms [3] rely on some form of area averaging which introduces error into
the global illumination solution. We have derived mathematical expressions that allow to compute
the variance and bias of these methods [1]. As an example, a comparison was made of three very
frequently used Monte Carlo radiosity algorithms including the stochastic Jacobi iterative method
and histogram based density estimation. Our analysis explained previous empirical observations
that the variance of these methods is nearly equal.
While the results of this analysis are useful on their own, they paved the way to the develop-
ment of new kernel density estimation methods that avoid bias. We developed a framework for
designing custom new density estimation kernels for solving second kind Fredholm equations, that
take advantage of problem-specific features [2]. We investigated under what conditions a density
estimation kernel will allow unbiased estimation of the solution of a second kind Fredholm integral
equation in general. Based on this framework, we experimented with the design of new kernels that
preserve perceptually important illumination features such as fine shadows (refer to Figure VI.57).
Such features are much harder to preserve using previous approaches involving “dumb” kernels
such as Gaussian, Epanechnikov, or cylinder kernels. Because the “intelligent” kernels incorporate
illumination features, relatively few of them are needed and storage requirements are modest. The
gained advantage thus is in the additional freedom and flexibility of the “elements” representing
the illumination.
On the other hand, the new kernels are quite more complex than the Gauss-, Epanechnikov or
cylinder kernels that are commonly used. The main open problem with the new kernels involves
their proper normalization. A simple approximate normalization algorithm has been proposed,
yielding a global illumination algorithm that is rapid, automatic, and reliable for most common
environments as shown in Figure VI.58. Handling a wider range of surface-material properties will
be possible with more advanced kernel normalization strategies.
References
[1]• P. Bekaert and H.-P. Seidel. A theoretical comparison of monte carlo radiosity algorithms. In T. Ertl,
B. Girod, G. Greiner, H. Niemann, and H.-P. Seidel, editors, Vision, Modeling and Visualization 2001
313
The Computer Graphics Group
Figure VI.57: Both images show only direct illumination. Left: visualization of a photon map
(nearest neighbor density estimation) without final gather, showing blurred shadows and light leak
artifacts; Right: our custom-designed density estimation kernels do not result in such disturbing
artifacts. They produce convincing images without the need for a separate final gather pass.
Computation times are about equal.
Figure VI.58: This image shows a view of a building floor model consisting of 315k polygons of
which over 3,000 are light sources. It has been generated at a resolution of 512×384 in about 5
minutes on a PC. It illustrates the capability of our algorithm to deal efficiently with large models
containing a high number of light sources, while convincingly reproducing delicate shading effects,
such as soft shadows.
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10.5 High Quality Reconstruction of Radiosity Solutions
Investigators: Annette Scheel, Marc Stamminger, and Hans-Peter Seidel
Hierarchical Radiosity methods are meanwhile established in industry like the automotive in-
dustry or architecture because the result can be visualized interactively and is therefore well suited
for Virtual Reality demonstrations. Clustering techniques make Radiosity applicable even to very
complex scenes. However, in particular with clustering, Radiosity solutions usually still contain
artifacts which are not acceptable if high quality images for example for an animation are needed.
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Shadows are hard to represent in the triangle mesh and the hierarchical representation of the
illumination leads to artifacts. Additionally, for scenes with industrial complexity, often only a
rough Radiosity solution can be produced because of the high computational effort and memory
consumption.
A technique to reconstruct high quality images from a Radiosity solution is called Final Gather.
In a second view-dependent step, a ray tracing pass is performed, which recomputes the radiosity
for each visible point. The classical Final Gather technique reevaluates the illumination for each
pixel by recomputing the area-to-point formfactor and the visibility term for all links arriving at the
corresponding patch. This step is extremely expensive, typically several hundred or even thousands
of visibility rays need to be evaluated per pixel to obtain high quality results without visible noise.
We developed a new reconstruction technique for Radiosity solutions which is significantly
faster than existing techniques and avoids artifacts (noise, discontinuities at patch boundaries)
which are inherent to many other techniques. The speed-up is achieved by exploiting information
about illumination, shadows, and error estimates provided naturally by the Radiosity solution.
The information can be used to determine critical light transports needing exact computation. In
contrast, the illumination due to the large remaining set of contributions producing a smooth light
distribution can be determined by cheap interpolation between selected points.
In a previous work this information was gathered at the vertices of the Radiosity mesh [1]. If the
mesh is optimal with respect to triangle size, representation of illumination, and connectivity, this
approach works well. For fine triangle meshes representing a curved surface or complex unconnected
geometry such as plants, however, the detailed subdivision is too fine to represent illumination; a
large fraction of the light exchange happens at cluster level, above the single triangular patches.
In order to avoid storing information at patch level in this case, our new approach [2] is based
on an object-independent 3D grid covering the view frustum. For single grid points we compute
from the radiosity links a list of senders contributing to the illumination in the neighborhood of
the grid point. If a sender does not produce strong variations of illumination near the grid vertex,
its contribution is interpolated between neighboring vertices, otherwise it is resampled during the
Final Gather. The grid-based Final Gather achieves a significant acceleration and reduces memory
consumption so that much more complex scenes can be treated. Both methods, mesh-based and
grid-based can be combined for an optimal reconstruction.
Furthermore, we integrate view-dependent optimizations for very complex scenes. We account
for visual masking during the Final Gather to save computational effort in image areas where
textures or other detail reduce the visual sensitivity. Such masking effects become interesting when
detailed, high-contrast textures are used or for complex unconnected geometry such as the foliage
of trees. Especially the expensive shadow computation can be accelerated, when the required level
of precision is known in advance.
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Figure VI.59: A three-dimensional grid covering the viewing frustum is placed in the scene for
reconstruction. The right image shows the result which was achieved in approx. 2 minutes.
10.6 Temporal Coherence in Visibility Computations for Rendering
Investigator: Vlastimil Havran
Efficient visibility computation is the key issue for many rendering algorithms. We exploit temporal
coherence for performing hidden surface computation in static scenes using z-buffer and ray casting
algorithms. We present a number of simple improvements that make use of temporal and spatial
coherence in the scope of hierarchical visibility algorithms [1]. The hierarchy updating avoids
visibility tests of certain interior nodes of the hierarchy. The visibility propagation algorithm reuses
information about visibility of neighboring spatial regions. Finally, the conservative hierarchy
updating avoids visibility tests of the hierarchy that are expected to remain visible. We evaluate
the presented methods in the context of hierarchical visibility culling using occlusion trees. The
method in practice saves almost half of the visibility tests that would have to be applied using the
classical approach.
Hidden surface removal based on ray casting of individual rays can process easily non-polygonal
scenes. We have designed an algorithmic technique that exploits temporal coherence for ray casted
walkthroughs [2]. Our goal is to reuse ray/object intersections (through reprojections) computed
in the previous frame of the walkthrough for acceleration of ray casting in the current frame. Our
method succeeded in determining visibility of more than 78% of pixels for tested scenes.
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11 Perception Issues in Rendering and Animation
Images generated in computer graphics applications are finally judged by the human observer.
Therefore a recent trend in computer graphics is to develop algorithms that are perception aware.
This leads not only to a better overall quality of generated images but also makes the computation
more efficient by focusing only on those image features that are readily perceivable under given
viewing conditions. In our research, we consider perceptual issues to improve the efficiency of global
illumination computation, rendering, image transmission over the network, and high-dynamic range
image display.
In Section 11.1 we present the perception-based Animation Quality Metric and we outline its
application to guide the off-line computation of high-quality animation frames. In Section 11.2 we
show some applications of a visual attention model (involving higher level perceptual and cognitive
elements) in the context of high-quality interactive rendering and real-time animation transmission
from a powerful server to a thin client. In Section 11.3 we present the results of our perceptual
study of existing tone mapping operators. This study motivated us to develop two new operators
which overcome some limitations shared by their predecessors.
11.1 Animation Quality Metric
Investigators: Karol Myszkowski and Takehiro Tawara
Assessment of video quality in terms of artifacts visible to the human observer is becoming very
important in various applications dealing with digital video encoding, transmission, compression
techniques, and computer graphics. Subjective video quality measurement usually is costly and
time-consuming, and requires many human viewers to obtain statistically meaningful results. While
a number of objective video quality have been developed in recent years we propose the Animation
Quality Metric (AQM) which is specifically tuned for synthetic animation sequences [2, 3].
Two comparison animation sequences are provided as input to the AQM. For every pair of input
frames the probability map PMap of perceiving the differences between these frames is generated
as output. PMap provides for all pixels the probability values, which are calibrated in such a way
that 1 Just Noticeable Differences (JND) unit corresponds to a 75% probability that an observer
can perceive the difference between the corresponding image regions. The AQM takes into account
the following characteristics of the Human Visual System: the Weber law, spatio-velocity Contrast
Sensitivity Function [1], and visual masking.
We used the AQM to steer the global illumination computation in dynamic environments for
high-quality animation rendering [4]. Our global illumination solution is based on stochastic
photon tracing and density estimation techniques [6]. A locally operating energy-based error
metric is used to prevent photon processing in the temporal domain for the scene regions in which
lighting distribution changes rapidly. A perception-based error metric computed by the AQM
is used to keep noise inherent in stochastic methods below the sensitivity level of the human
observer [5]. As a result a perceptually-consistent quality across all animation frames is obtained
(refer to Figure VI.60). Furthermore, the computation cost is reduced compared to the traditional
approaches operating solely in the spatial domain.
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a) b)
Figure VI.60: Example frame from an animation sequence a) with temporal processing and b)
without temporal processing.
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11.2 Visual Attention
Investigators: Jo¨rg Haber, Karol Myszkowski and Hitoshi Yamauchi
An important issue in interactive rendering or progressive image transmission is classification
of image regions based on their ability of attracting visual attention. Visual attention is one of the
fundamental characteristics of the human visual system. It is often compared to a spotlight, which
enhances information within a selected region of the viewed image while suppressing information
in the remaining regions. It turns out that regions that are strong attractors of visual attention
are highly correlated between subjects and usually affect a limited screen area. Thus, ordering
the rendering computation or progressive image transmission according to the predicted saliency
of image regions is a promising strategy, which should reduce the image artifacts as perceived by a
human observer.
We experimented with the state-of-the-art visual attention model developed by Itti [2]. Since
the original model of Itti is purely saliency-driven, we extended this model to take into account
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volition-controlled and task-dependent attention, which is especially important for interactive ap-
plications. We found two interesting applications of this model to guide expensive ray tracing
computation in the interactive rendering scenario and to guide MPEG compression of real-time
computer animation rendered on a powerful server and transmitted to a thin client.
In the first application [1] graphics hardware is used to display the precomputed view-
independent part of the global illumination solution using illumination maps. Objects with di-
rectional characteristics of scattered lighting are ray traced in the order corresponding to their
saliency as predicted by the customized Itti model. A hierarchical sampling technique is used to
cover the image region representing an “attractive” object rapidly with point samples. These point
samples are splatted into the frame buffer using a footprint size that depends on the hierarchy
level of the samples. The image update algorithm operates in a progressive manner: the displayed
image converges towards a high quality ray traced solution, if the viewing parameters do not change
anymore. Rendering of illumination maps, corrective splatting, and evaluation of visual attention
models are implemented as independent and asynchronously operating threads, which perform best
on multi-processor operation platforms.
In the second application of the visual attention model a framework that combines real-time
rendering and MPEG-4 compression is considered [3]. The framework aims at delivering high-
quality and low-bandwidth animation at real-time rates. The Itti model is used to control quality
/ bit-rate of MPEG compression across a single frame (refer to Figure VI.61). OpenGL is used to
generate animation sequences in real-time.
a) b)
Figure VI.61: Visual attention driven MPEG-4 compression: a) input image and b) saliency map.
Bright areas indicate objects that are most likely to be attended and should be compressed with
higher quality.
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11.3 Perceptual Evaluation of Tone Mapping Operators
Investigators: Frederic Drago, Karol Myszkowski, and Thomas Annen
High dynamic range (HDR) photography and physically based rendering produce images with
full range of luminance data. The problem of mapping real world luminance into the limited
luminance range of display devices has been addressed in the last decade through the development of
many different tone mapping algorithms (see [2] for a recent survey). Clearly, a sound methodology
for comparing existing algorithms is needed to understand their strengths and weaknesses; our
work takes a first exploratory step towards achieving this goal [4]. We performed a series of
psychophysical experiments in which human subjects assessed their perceptions associated with a
set of 24 images, constructed by submitting four different scenes (both synthetic and photographic)
to six popular tone mapping operators. Global dissimilarity judgments were made for all pairwise
comparisons of the six tone mapping operators separately for each of the four scenes by each of 11
subjects, and these data were submitted to individual differences scaling (indscal) analysis. The
primary indscal result of interest is a derived Stimulus Space in which each stimulus is assigned
coordinates on the dimensions describing the perceptual differences between the stimuli (see [1]
for background on this analysis method). The spatial configuration of the six tone mappers on the
two most salient dimensions is shown in Figure VI.62.
In order to aid in the interpretation of the indscal results, psychophysical scale values were
obtained for all stimuli with respect to three perceptual attributes: apparent image contrast, ap-
parent level of detail (visibility of scene features), and apparent naturalness (the degree to which
the image resembled a realistic scene). Multiple regression analyses revealed that the first, most
salient perceptual dimension describing the differences between stimuli was associated linearly with
apparent level of detail (r = .85), and the second indscal-derived dimension was most highly as-
sociated with apparent naturalness (r = .67). A more complex relationship was found for apparent
contrast, the fit regression equation having significant quadratic components on both dimensions
of the indscal-derived Stimulus Space.
In order to determine the relationship between these dimensions and subjective preferences for
tone mapper outputs, pairwise preference choices were made for all stimuli, and the resulting prefer-
ence rankings were submitted to preference mapping (prefmap) analysis. This analysis identified
an “ideal” preference point in the indscal-derived Stimulus Space (refer to Figure VI.62), the lo-
cation of which suggested that the best tone mapping operator should produce images balanced in
detail reproduction and contrast reduction. Furthermore, higher contrast images were not preferred
nor regarded as more natural; rather, a moderate contrast coupled with higher detail (in geometry
and textures) was most preferred. Refer to [4] for more details on our psychophysical experiments
with tone mappings.
Taking these results into account, we developed a system to produce images close to the ideal
preference point for high dynamic range input image data. Of the algorithms that we tested, only
the Retinex algorithm was capable of retrieving detailed scene features hidden in high luminance
areas while still preserving a good contrast level. We proposed a number of extensions to Retinex
algorithm for processing high dynamic range images, and a further integration of the Retinex with
specialized tone mapping algorithms that enables the production of images that appear as similar
as possible to the viewer’s perception of actual scenes [3].
Since the computation performance of tone mapping is important in many interactive applica-
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Figure VI.62: The Stimulus Space derived from indscal analysis of dissimilarity ratings for six tone
mappers applied to four scenes (24 images total). The letter in each circular symbol identifies the tone
mapper applied: Revised Tumblin and Rushmeier (T), Photographic Tone Reproduction (P), Uniform
Rational Quantization (Q), Histogram Adjustment (H), RetineX (X), and Visual Adaptation (V). The
concentric circles correspond to iso-contrast contours, and the diamond symbol plots the “ideal” preference
point that resulted from prefmap ideal-point unfolding. The x axis of the graph is labeled “Detail” because
the coordinates on this dimension correlated most highly with obtained “detail” ratings. Likewise, the y
axis of the graph is labeled “Naturalness.”
tions we addressed this issued as well [5]. We developed a fast, high quality tone mapping technique
based on the logarithmic compression of luminance values, imitating the human response to light.
A bias power function is introduced to adaptively vary logarithmic bases, resulting in good preser-
vation of details and contrast. To improve contrast in dark areas, changes to the gamma correction
procedure are proposed. Our adaptive logarithmic mapping technique is capable of producing
perceptually tuned images with high dynamic content and works at interactive speeds. We demon-
strate a successful application of our technique to a high dynamic range video player which enables
to adjust optimal viewing conditions for any kind of display while taking into account the user
preferences concerning brightness, contrast compression, and detail reproduction.
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12 Software
As part of the research process, several libraries, development tools, and application frameworks
have been developed by members of the group. In this section we describe some of them that
evolved to a level where it was appropriate to either distribute them as open source projects or let
members of other research institutes benefit from software that had been developed in our group.
12.1 TMK
Investigators: Hartmut Schirmacher and Stefan Brabec
12.1.1 Overview
tmk [3] is a tool that embeds the functionality of make in the scripting language Tcl [1] in a very
simple and convenient way. Furthermore, tmk allows higher levels of abstraction via modules and
a flexible configuration framework. In addition to using tmk simply as a replacement for make [4],
the users can create projects with global methods, objects, and options, and extend or modify the
globally defined tasks using per-directory control files similar to the traditional Makefile concept.
The design of tmk has been driven by the demand for two things: a simple system for managing
larger software projects without having platform- or site-specific code in each Makefile, and a
scripting environment that is combined with the core functionality of make. As a common basis for
achieving both goals, we have chosen to embed make-like functions into Tcl. Additionally, the tmk
core natively supports architecture-dependent output, multi-directory processing, and things such
as exception/exclusion handling.
On top of the tmk core, we have added additional abstraction layers by a module mechanism
and a centralized configuration system. Through this, it is possible to remove any platform- or
configuration-specific code from the control files. Figure VI.63 illustrates the hierarchy of compo-
nents that build up tmk.
Figure VI.63: The components that build up tmk. The configuration is split into two major branches
to separate architecture-specific configuration from site-related issues like package existence and
installation paths. The Config/Arch branch is split further to distinguish between operating-
system support and things like compiler environments and OS-specific helper tools.
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12.1.2 The tmk core
The core functionality of tmk was designed to embed the functionality of make into Tcl. The control
files for tmk are simply Tcl scripts, called TMakefiles, and define, either implicitly or explicitly, how
to create a target from a set of source files (or primary dependencies). Primary dependencies alone
are used to select the appropriate rule (if there are multiple candidates) for each target, whereas
secondary dependencies simply define additional preconditions before the dependent target can be
built.
In addition to these most basic features, tmk also has a way of handling exceptions and exclu-
sions. An exclusion means that some target will not be built and will not appear as dependency
in any rule. An exception temporarily overrides the values of some variables for just some targets.
Exceptions also allow to replace the rule completely by a different one.
12.1.3 Modules and Configuration
On top of the core, tmk has a module mechanism that allows to globally store rules, options, and
procedures for certain classes of tasks. Modules are explicitly requested in the control files in order
to allow the user to choose the right set of methods for the specific task, and they are parameterized
through global or namespace-relative variables.
Site-dependent variables (e.g. installation paths) are not defined inside the module, but rather
in the appropriate site-config files that are processed by tmk’s central configuration system. Similar
to this, tmk reads arch-config files that define architecture-dependent options, like for example a
procedure for how to call the compiler and linker for a certain task.
12.1.4 TMK Versions and Updates
In August 2000, the tmk web site [2] became online and the first beta release V0.9 was available
for the public. At its current state, tmk runs under IRIX, Solaris, Linux, FreeBSD as well as under
Windows 98, 95, NT, and 2000, including support for many of the commonly used compilers under
each operating system.
Although the public version of tmk has not been updated so far, the MPII-internal version
of tmk is being maintained and extended continuously, since it is used excessively for nearly all
projects within our working group (AG4). The first public V1.0 release is planned for the end of
2001.
12.1.5 TMK Status Update — 2003
During the last two years the basic functionality and syntax of tmk did not change. However,
several bug fixes and improvements were done. One of the main improvements is that tmk now
supports parallel compilation using a simple thread mechanism. For Dual-CPU machines, but also
on a single processor, compilation is extremely fast. tmk now also runs stable on Windows 2000
supporting several compilers (Visual Studio 6/7, cygwin gcc).
tmk is still used as the main make-tool in AG4. Although no further public releases were done,
several other institutes/persons choose to use tmk for their projects, e.g. at the graphics lab of the
University of Vancouver (Prof. Dr. Wolfgang Heidrich).
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12.2 AG4 Shared Projects
Since the computer graphics group (AG4) was founded in 1999, great efforts have been undertaken
to develop well-designed libraries that can easily be combined and extended. Some of these li-
braries and projects are used and developed as shared projects with other sites, as for example the
University of Erlangen, the University of Aachen, and the University of British Columbia (Canada).
12.2.1 Shared Projects System
Investigators: Hartmut Schirmacher and Stefan Brabec
From a system point of view, our shared projects focus on the following points:
• hierarchical and transparent project structure
• versioning and central repository
• shared source code basis
• shared object code and executable code
• platform-independence and support for multiple platforms in parallel
• semi-automatic documentation
• easy start and minimal resource requirements for students
The source code is maintained in a central CVS [1] repository that provides a number of features
for tracking changes, defining versions, and merging code fragments that have been changed concur-
rently by multiple users. The essential parts of this code tree are checked out from the repository
and compiled on the most important platforms (currently IRIX and Linux) every night by an au-
tomatic system based on tmk (see 12.1). This results in a complete and always-up-to-date shared
version of the complete source code, libraries, and executables. Should the compilation fail for a
certain project, the system restores the previous day’s state and sends error report mails to the
project administrators as well as to everybody who committed changes to these projects during the
last days.
If someone wishes to use a centrally maintained library, she or he simply specifies the project-
relative library directory, e.g. IBR/image/img_core, in the local TMakefile. tmk will then search
for this library in the person’s project directory, and take the shared instance of the library if it is
not provided by the user. This way, library locations are completely transparent to the user and
need not to be specified in the project Makefiles. Specifically, a new user does not need to maintain
any source or object code of the shared projects in her/his directory, except if she/he wants to
change that code.
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If a user compiles a project or application, the generated object code will always be stored in a
platform- and codelevel-dependent subdirectory, such that compilation on multiple platforms will
simply generate multiple subdirectories below the source code directory. tmk will automatically
separate all platform-specific things and also use the right version of the shared code basis.
The web-based documentation of the code is generated by using doxygen [2], a freely available
system for semi-automatic extraction of documentation information from C/C++ source code. The
documentation is updated every night in the same way (and with the same methods) as it is done
for the code.
References
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12.2.2 base Project
Investigators: Hartmut Schirmacher, Stefan Brabec, Hendrik Lensch, Christian Ro¨ssl, Marc Stam-
minger, et al.
The AG4 base library is a collection of useful general-purpose classes, functions, macros, etc:
• Vectors, matrices, and helpers.
• Reference Counting and Smart Pointers.
• Files and Filenames, Path Lists.
• Value Representation as Strings.
• Key/Value Parameters and Parameter Lists.
• Applications with decoupled OpenGL output.
• Graphical user interfaces (Qt widgets with extended functionality).
Single or multiple features of the base project are widely used within the group and by the projects
described below. Like all our projects, base is organized as a number of mostly independent
directories/libraries.
12.2.3 Image Based Rendering Code Base
Investigators: Hartmut Schirmacher, Hendrik Lensch, Wolfgang Heidrich, Michael Goesele, Martin
Hochstraßer, Jan Uschok, et al.
This IBR code base contains some basic types and functions for tasks in the context of image-
based modeling and rendering. Of course the most central concept in this context is that of an
image. An image is a collection of multiple buffers, each of which is a regular array of scalars
or vectors of a certain type, one vector or scalar representing one layer of a pixel in the image.
For example, an image can consist of a RGB-byte-valued color buffer plus a floating point-valued
depth buffer. Additionally, every buffer may have a list of parameters (key/value pairs) that are
represented and stored (I/O) transparently. Images and buffers can be stored in a proprietary
and portable file format (called IBRraw), or they can (with some limitations) be mapped to well-
known image formats such as PPM, PNG, TIFF, etc. The IBR project provides a general plug-in
mechanism for I/O subroutines, the so-called loaders and writers.
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Operating on images, the IBR project defines generic filter classes. A filter takes one or multiple
images as input, and produces one or many images as output. It is parameterized via a generic
string-based parameter interface (using the base project’s key/value and parameter interface), and a
graphical user interface can be generated automatically for every filter. Meanwhile a lot of different
filters have been implemented for different kinds of tasks, such as standard image processing (color
manipulation, arithmetic operations on pixels, cropping, resizing, blurring, etc.), reconstruction
of colors from sensors (e.g. we have implemented an alternative color reconstruction filter for our
Kodak DCS professional digital camera), color space conversion, type conversion (short/float/byte
values, packing, coding, compression), buffer-specific routines such as conversion between different
types of depth value representations, and many more.
Furthermore, the IBR project also contains routines for handling large collections of images
memory that is shared by multiple processes, and for caching images in shared memory. There
is also a number of routines for mapping images to textures, generating image hierarchies, and
similar things. Last, but not least, there are some command line tools as well as a new graphical
framework for using images and filters via their generic interfaces.
On top of these data structures and algorithmic framework, many different projects have been
carried out, and the image interface is also used in further shared projects such as Antelao (see
Sec. 12.2.6).
12.2.4 Geometric Modeling Utilities
Investigators: Kolja Ka¨hler, Christian Ro¨ssl, and Jens Vorsatz
The Geometric Modeling Utilities (GMU) library provides support for geometry processing with
focus on handling polygonal meshes. The core of the library is a set of generic data structures for
the representation and manipulation of triangle meshes. The library is written in C++, and uses
template constructs for parameterizing generic classes like the mesh data structures in order to
adapt them to specific applications in an intuitive and efficient way. Current versions support the
IRIX MIPSPro and the GNU compilers. GMU is organized in several modules:
• low-level math code (e.g. matrix computations, optimization)
• low-level system dependent code (e.g. general purpose IO, parallel processing)
• input/output of triangle meshes (multiple file formats, transparent to the user, easily expand-
able)
• core triangle mesh data structures
• several supporting modules for high level operations such as mesh decimation, subdivision,
parameterization, filtering, discrete differential geometry
• scene graph for visualization of arbitrary data (many existing nodes e.g. for visualizing
triangle meshes, easily expandable)
• user interface/widgets for rendering and exploring a scene graph (similar to Open Inventor
widgets, based on the Qt library)
GMU uses the base library, OpenGL for rendering and Qt for user interfaces. It is entirely
built by tmk and provides documentation and examples. Several projects on mesh processing,
subdivision surfaces and splines described in sections 4 and 5 are based on the GMU library.
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12.2.5 OGLutil - OpenGL utility library
Investigator: Stefan Brabec
The OpenGL utility library (OGLutil) started as a collection of helpful functions often needed when
developing OpenGL applications. Most of the functions provided by this library can be used to
debug applications by examining the current state of various OpenGL stages (texturing, imaging,
buffer configuration, etc.).
One of the most helpful features of OGLutil is the extensions parser. Extensions are vendor-
specific extensions to the standard OpenGL API that provide extended functionality, such as
NVIDIA’s programmable texture and vertex stages.
Since these extensions are provided by an entry function which returns the function pointer
by name, developers have to deal with a great overhead checking and requesting function pointers
for specific OpenGL extensions. Another problem is that most vendors do not provide C/C++
include files rather than only the core specifications. OGLutil solves theses problems by extracting
all necessary information directly from the specification files and automatically generates code for
all entry points and definitions. This way a programmer can use extensions without the additional
overhead of writing extension-specific setup routines.
Apart from these features, OGLutil also includes several utility functions (ported from
NVIDIA’s OpenGL SDK) to support high-level programming for vertex and texture shaders as
well as register combiners. We are currently in contact with NVIDIA to discuss copyright-issues
due to a planned public release of OGLutil.
OGLutil in its current state supports Linux, IRIX and Windows platforms, which makes cross-
platform development of OpenGL applications an easy task.
OGLutil — Status Update 2003
OGLutil is used for nearly all hardware-based OpenGL applications that are developed in the
group, e.g. the facial modeling system Medusa (Section 6) and of course for projects of the
graphics hardware group (Section 9). OGLutil now supports all functionality of the latest graphics
cards (GeForceFX, Radeon 9700, FireGL) including helper classes for specific tasks, like render-to-
texture.
12.2.6 Antelao
Investigators: Marc Stamminger, Annette Scheel, Katja Daubert, Jo¨rg Haber, Hartmut Schirma-
cher, Hitoshi Yamauchi, Jo¨rg Pu¨tz, Oliver Schwinn, and Markus Weber
Antelao is a rendering system designed for the development and testing of new lighting algo-
rithms. It provides a basis which most algorithms need:
• Scene description. Antelao can read different scene description formats (radiance and mgf, an
own antelao file format, and inventor (via a converter)) and builds an internal scene graph.
The scene graph can contain basic objects (sphere, polygon, cylinder, triangle, etc.) and more
complex ones like Indexed Face Sets.
• Ray Casting Methods. Several applications need to cast rays, for example for Ray Tracing,
visibility tests and Monte Carlo Methods in general. Antelao contains intersection tests for
all kinds of objects in the scene graph. Acceleration structures like Grid, BSP tree or Octree
have also been implemented.
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• Camera. The camera can be positioned and moved, and its viewing angle can be changed
interactively. Two camera modes exist, examine and walk. In the examine mode, the camera
rotates around a fixed point. The walk modus corresponds to an observer walking through
the scene and turning his head. Additionally, for animations camera paths can be pre-defined.
• OpenGL Viewer. If a scene is loaded it can be viewed with an OpenGL Viewer. If no lighting
algorithm has been applied yet, OpenGL lighting is used to give a first impression of the scene.
There are several viewing modes like wireframe, backface culling, and textured / untextured.
• Rendering. To render a chosen camera view either sequential sampling, adaptive sampling,
or Directional Coherence Maps can be used. Oversampling is available as well.
Several lighting simulation algorithms and improvements for interactive viewing and single high
quality images have already been developed inside the antelao framework:
• Ray Tracing. Caustics can be obtained via Photon Maps.
• Hierarchical Radiosity with Clustering.
• Three Point Transport.
• Hierarchical Radiosity Particle Tracing.
• Corrective Texturing for glossy effects in interactive viewing.
• Final Gather for Finite Element methods.
The software framework was successfully used in the context of MPI tasks within the Simulgen
project sponsored by the European Union (refer to Section 16.1.2). Also, the software was used for
experimenting with various final gathering schemes described in Section 10.5.
12.2.7 Tone-Mapping
Investigators: Annette Scheel, Marc Stamminger, Martin Hochstraßer, and Karol Myszkowski
This software implements a variety of tone-mapping algorithms. Additionally, it provides some
means for image analysis (false color images, luminance histogram) and conversion between different
image spaces. It contains the following tone-mapping operators:
• Adjustable Linear Tone-Mapping (min. and max. value and gamma correction)
• Brightness Matching (Tumblin and Rushmeier 1993 )
• Contrast Matching (Ward 1994)
• Histogram Equalization (Ward 1997)
• Retinex (Jobson 1997)
• Low Curvature Image Simplifier (Tumblin 1999)
• Fattal et al. 2002
The software was used in the psychophysical experiments with tone mapping algorithms described
in Section 11.3.
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13 Academic Activities
13.1 Journal Positions
Karol Myszkowski is on the editorial board of the following journals:
ACM Transactions on Applied Perception (since 2002),
Machine Graphics & Vision (since 1998).
Hans-Peter Seidel is on the editorial board of the following journals:
International Journal of Shape Modeling (since 2001),
Computer Aided Geometric Design (since 1999),
The Visual Computer (since 1999),
Graphical Models (since 1995),
Computer Graphics Forum (since 1993).
13.2 Conference and Workshop Positions
13.2.1 Membership in Program Committees
Philippe Bekaert:
• Winter School on Computer Graphics 2003 (WSCG’03) (Pilsen, Czech Republic)
• 9th Spring Conference on Computer Graphics 2003 (SCCG’03) (Budmerice Castle, Slovakia)
• Winter School on Computer Graphics 2002 (WSCG’02) (Pilsen, Czech Republic)
• 8th Spring Conference on Computer Graphics 2002 (SCCG’02) (Budmerice Castle, Slovakia)
Alexander Belyaev:
• Pacific Graphics 2003 (Canmore, Canada)
• Shape Modeling International 2003 (SMI’03) (Seoul, Korea)
• Symposium on Geometry Processing 2003 (SGP’03) (Aachen, Germany)
• Fifth International Conference on Humans and Computers 2003 (Aizu Wakamatsu, Japan)
• Pacific Graphics 2002 (Beijing, China)
Katja Daubert:
• OpenSG Symposium 2003 (Darmstadt, Germany)
Jo¨rg Haber:
• Siggraph/Eurographics Symposium on Computer Animation 2003 (SCA’03) (San Diego,
USA)
• Pacific Graphics 2003 (Canmore, Canada)
• Eurographics UK 2003 (Birmingham, UK)
• Winter School on Computer Graphics 2003 (WSCG’03) (Pilsen, Czech Republic)
• Pacific Graphics 2002 (Beijing, China)
• Eurographics UK 2002 (Leicester, UK)
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• Winter School on Computer Graphics 2002 (WSCG’02) (Pilsen, Czech Republic)
Jan Kautz:
• Web3D Symposium 2003 (Saint Malo, France)
• OpenSG Symposium 2003 (Darmstadt, Germany)
• OpenSG Symposium 2002 (Darmstadt, Germany)
Karol Myszkowski:
• EUROGRAPHICS 2003 (Granada, Spain)
• Eurographics Rendering Symposium 2003 (Leuven, Belgium)
• Human Vision and Electronic Imaging VIII 2003 (HVEI) (Santa Clara, California, USA)
• 9th Spring Conference on Computer Graphics 2003 (SCCG’03) (Budmerice Castle, Slovakia)
• 1st International Conference of Cyberworlds (2003), (Singapore)
• Graphicon 2003, (Moscow, Russia)
• International Workshop on Databases in Networked Information Systems 2003 (DNIS’03)
(Aizu Wakamatsu, Japan)
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
• 12th Eurographics Workshop on Rendering 2002 (Pisa, Italy)
• 8th Spring Conference on Computer Graphics 2002 (SCCG’02) (Budmerice Castle, Slovakia)
• International Workshop on Databases in Networked Information Systems 2002 (DNIS’02)
(Aizu Wakamatsu, Japan)
• The First International Symposium on Cyber Worlds 2002 (CW2002), (Tokyo, Japan)
• The International Game Technology Conference 2002 (GTEC’02), (Hongkong, China)
• International Conference Advanced Computer Systems 2002 (ACS’02), (Szczecin, Poland)
Hans-Peter Seidel:
• SIGGRAPH 2003 (San Diego, USA)
• EUROGRAPHICS 2003 (Granada, Spain)
• 7th ACM Symposium on Solid Modeling and Applications 2003 (Seattle, WA, USA)
• Siggraph/Eurographics Symposium on Computer Animation 2003 (SCA’03) (San Diego,
USA)
• Symposium on Geometry Processing 2003 (SGP’03) (Aachen, Germany)
• Dagstuhl Workshop on Hierarchical Methods in Computer Graphics 2003 (Dagstuhl, Ger-
many) - organizer
• Pacific Graphics 2003 (Canmore, Canada)
• Computer Graphics International 2003 (CGI’03) (Tokyo, Japan)
• Volume Graphics 2003 (Tokyo, Japan)
• 16th Brazilian Symposium on Computer Graphics and Image Processing, Sibgrapi’03 (Sao
Carlos, Brazil)
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• 8th International Conference on Computer Aided Design and Computer Graphics
(CAD/Graphics’03) (Macao, China)
• Shape Modeling International 2003 (SMI’03) (Seoul, Korea)
• Constructive Mathematics - A meeting honoring Carl de Boor (Dagstuhl, Germany) - orga-
nizer
• Computer Animation and Social Agents 2003 (Rutgers, USA)
• Graphite’03 (Melbourne, Australia)
• Winter School on Computer Graphics 2003 (WSCG’03) (Pilsen, Czech Republic)
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany) - program chair
• 6th ACM Symposium on Solid Modeling and Applications 2002 (Saarbru¨cken, Germany) -
conference chair
• Siggraph/Eurographics Symposium on Computer Animation 2002 (SCA’02) (San Antonio,
Texas, USA)
• Pacific Graphics 2002 (Beijing, China)
• Vision, Modeling and Visualization 2002 (VMV’02) (Erlangen, Germany) - program chair
• Indian Conference on Vision, Graphics and Image Processing (ICVGIP’02) (Ahmedabad,
India)
• 15th Brazilian Symposium on Computer Graphics and Image Processing, Sibgrapi’02 (Fort-
aleza, Brasil)
• Geometric Modeling and Processing 2002 (GMP’02) (Wako, Japan)
• Computer Graphics International 2002 (CGI’02) (Bradford, UK)
• Computer Animation 2002 (Geneva, Switzerland)
• Visualization and Mathematics 2002 (Berlin, Germany)
• Shape Modeling International 2002 (SMI’02) (Banff, Canada)
• Web3D Conference 2002 (Tempe, Arizona, USA)
• Winter School on Computer Graphics 2002 (WSCG’02) (Pilsen, Czech Republic)
• EUROGRAPHICS 2001 (Manchester, UK)
• 5th ACM Symposium on Solid Modeling 2001 (Ann Arbor, Michigan, USA) - conference chair
• Vision, Modeling, and Visualization 2001 (VMV’01) (Stuttgart, Germany) - program chair
• Afrigraph 2001 (Cape Town, South Africa)
• 14th Brazilian Symposium on Computer Graphics and Image Processing, Sibgrapi’01 (Flori-
anopolis, Brazil)
• Pacific Graphics 2001 (Tokyo, Japan)
• DAGM’01 (Munich, Germany)
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13.2.2 Membership in Organizing Committees
Stefan Brabec:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
Katja Daubert:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
• 6th ACM Symposium on Solid Modeling 2002 (Saarbru¨cken, Germany)
Jan Kautz:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
• EUROGRAPHICS/SIGGRAPH Workshop on Graphics Hardware 2002 (Saarbru¨cken, Ger-
many)
Christian Ro¨ssl:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
• 6th ACM Symposium on Solid Modeling 2002 (Saarbru¨cken, Germany)
Annette Scheel:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany) - chair of local organizing committee
Hartmut Schirmacher:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany) - chair of local organizing committee
Jens Vorsatz:
• EUROGRAPHICS 2002 (Saarbru¨cken, Germany)
• 6th ACM Symposium on Solid Modeling 2002 (Saarbru¨cken, Germany) - chair of local orga-
nizing committee
13.3 Invited Talks and Tutorials
13.3.1 Invited Talks
Alexander Belyaev:
• Fast Surface Reconstruction from Scattered Data, Independent University of Moscow, Russia,
March 2003.
• Mesh Processing via Diffusion of Normals, Dagstuhl Workshop on Geometric Modeling, Ger-
many, May 2002.
• A Multi-scale Approach to Scattered Data Interpolation with CS-RBF, RWTH Aachen, Ger-
many, December 2002.
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• Global Illumination for Animations Taking into Account Temporal Coherence, LSIIT - Uni-
versity of Strasbourg, France, April 2003.
• Global Illumination for Animations Taking into Account Temporal Coherence, LORIA - IN-
RIA Lorraine, France, March 2003.
Katja Daubert:
• Hardware unterstu¨tzte Darstellung von Textilien, University of Bielefeld, November 2002.
• Hardware-Based Volumetric Knitwear, University of Bonn, Germany, July 2002.
Jo¨rg Haber:
• Modellierung und Animation von Gesichtern — Eine Herausforderung fu¨r die Computer-
graphik?!, Annual meeting of the ”Freunde der Saarbru¨cker Informatik”, Universita¨t des
Saarlandes, Saarbru¨cken, Germany, September 2002.
• Scattered Data Approximation and Rendering, Computer Graphics Colloquium, University
of North Carolina, Chapel Hill, USA, October 2001.
• Scattered Data Approximation and Rendering, Geometric Modeling, Computing, and Visu-
alization 2001, Aizu Wakamatsu, Japan, October 2001.
• Face to Face: From Real Humans to Realistic Facial Animation, 3rd Israel-Korea Binational
Conference on Geometrical Modeling and Computer Graphics, Seoul, South Korea, October
2001.
Ioannis Ivrissimtzis:
• Evolving n-gons in Subdivision Schemes with Small Support, Dagstuhl Workshop on Geo-
metric Modeling, Germany, May 2002.
• Subdivision Schemes for Polygonal Meshes, Dagstuhl Workshop on Mesh Processing Tech-
niques, Germany, February 2002.
Jan Kautz:
• Precomputed Radiance Transfer, NVIDIA Corp., Santa Clara, USA, August 2002.
• Precomputed Radiance Transfer, University of Weimar, Germany, May 2002.
• Precomputed Radiance Transfer, University of Kaiserslautern, Germany, May 2002.
• Precomputed Radiance Transfer, University of Bonn, Germany, April 2002.
Jochen Lang:
• Acquisition of Elastic Models for Interactive Simulation, University of Tu¨bingen, Germany,
May 2002.
Karol Myszkowski:
• State of the Art in Global Illumination for Interactive Applications and High-Quality Anima-
tions, Invited Lecture, Fifth International Conference on Humans and Computers (HC’2002),
Aizu Wakamatsu, Japan, September, 2002.
• Exploiting Spatio-Temporal Coherence in Realistic Animation Rendering, Institute of Indus-
trial Science, The University of Tokyo, Japan, September 2002.
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• Global Illumination for Interactive Applications and High-Quality Animations, Invited Lec-
ture, International Conference On Computer Vision and Graphics, (ICCVG 2002), Zakopane,
Poland, September 2002.
• Perception-Based Global Illumination, Rendering, and Animation Techniques, University of
Tu¨bingen, Germany, June 2002.
• Perception-based Global Illumination, Rendering, and Animation Techniques, Invited Lec-
ture, 8th Spring Conference on Computer Graphics 2002 (SCCG’02), Budmerice Castle, Slo-
vakia, April 2002.
• Perception-Based Global Illumination, Rendering, and Animation Techniques, Invited Lec-
ture, Fourth International Conference on Humans and Computers (HC’2001), Aizu Waka-
matsu, Japan, September, 2001.
Christian Ro¨ssl:
• Visualization of Volume Data with Quadratic Super Splines, University of Mannheim, Ger-
many, May 2003.
• A Divide and Conquer Algorithm for Triangle Mesh Connectivity Encoding, University of
Erlangen, Germany, July 2002.
Hans-Peter Seidel:
• A Framework for the Acquisition, Processing, and Interactive Display of High Quality 3D
Models, Invited Lecture, 12th International Conference on Image Analysis and Processing
(ICIAP’03), Mantova, Italy, September 2003.
• A Framework for the Acquisition, Processing, and Interactive Display of High Quality 3D
Models, Invited Lecture, Computer Graphics International 2003 (CGI’03), Tokyo, Japan,
July 2003.
• Capturing the Shape of a Dynamic World - Fast, Invited Lecture, Shape Modeling Interna-
tional 2003 (SMI’03), Seoul, Korea, May 2003.
• A Framework for the Acquisition, Processing, and Interactive Display of High Quality 3D
Models, Festvortrag, Tag der Informatik, Univ. Erlangen-Nuremberg, April 2003.
• A Framework for the Acquisition, Processing, and Interactive Display of High Quality 3D
Models, DFG Vision Seminar on Multimedia Retrieval, Dagstuhl, March 2003.
• Mathematische Methoden der Geometrischen Datenverarbeitung, Invited Conference Partic-
ipation, Mathemtisches Forschungsinstitut Oberwolfach, October 2002.
• 10 Jahre Graphische Datenverarbeitung in Erlangen, Festvortrag, Festkolloquium 10 Jahre
Lehrstuhl Graphische Datenverarbeitung, Univ. Erlangen-Nuremberg, Erlangen, Germany,
October 2002.
• Multiresolution Modeling and Multiresolution Smoothing of Large 3D Meshes, Invited Semi-
Plenary Lecture, Foundations of Computational Mathematics ’02 (FoCM’02), Minneapolis,
USA, August 2002.
• A Framework for the Acquisition, Processing, and Interactive Display of High-Quality 3D
Models, Summer School Computational Visualization, Univ. Mannheim, August 2002.
• From Acquisition to Rendering, Invited Lecture, 13th Eurographics Workshop on Rendering,
Pisa, Italy, June 2002.
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• A Framework for the Acquisition, Processing, and Interactive Display of High Quality 3D
Models, Invited Lecture IMPA 50 Years, Rio de Janeiro, Brasil, June 2002.
• Perspectives in Computer Graphics, Forum Perspektiven der Informatik, Dagstuhl, Germany,
November 2001.
• A Framework for the Acquisition, Processing, and Interactive Display of High-Quality 3D
Models, Festvortrag, Festkolloqium 15 Years GRIS Tu¨bingen, Tu¨bingen, Germany, November
2001.
• Multiresolution Modeling and Multiresolution Smoothing of Large 3D Meshes, European
Summer School on Principles of Multiresolution in Geometric Modeling, Munich, Germany,
August 2001.
Holger Theisel:
• Topological Methods for Flow Visualization, CIMAF 2003, Havana, Cuba, March 2003.
• Compression of 2D Vector Fields under Guaranteed Topology Preservation, University of
Rostock, Germany, March 2002.
13.3.2 Conference Tutorials
Philippe Bekaert:
• Stochastic Radiosity: Doing Radiosity Without Form Factors, ACM SIGGRAPH 2002 Tuto-
rial, Los Angeles, USA, July 2002.
Volker Blanz:
• Facial Modeling and Animation, EUROGRAPHICS 2003 Tutorial, Granada, Spain, Septem-
ber 2003.
• Facial Modeling and Animation, EUROGRAPHICS 2002 Tutorial, Saarbru¨cken, Germany,
September 2002.
Cyrille Damez:
• Global Illumination for Interactive Applications and High-Quality Animations, ACM SIG-
GRAPH 2003 Tutorial, San Diego, USA, July 2003 - organizer.
• Global Illumination for Interactive Applications and High-Quality Animations, Eurographics
2002 State-of-the-Art Report, Saarbru¨cken, Germany, September 2002.
Katja Daubert:
• Cloth Animation and Rendering, Eurographics 2002 Tutorial, Saarbru¨cken, Germany,
September 2002.
Kirill Dmitriev:
• Global Illumination for Interactive Applications and High-Quality Animations, Eurographics
2002 State-of-the-Art Report, Saarbru¨cken, Germany, September 2002.
Michael Goesele:
• 3D Data Acquisition, Eurographics 2002 Tutorial, Saarbru¨cken, Germany, September 2002.
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• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, Solid Modeling 2002 Tutorial, Saarbru¨cken, Germany, June 2002.
• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, DAGM 2001 Tutorial, Munich, Germany, November 2001.
Jo¨rg Haber:
• Facial Modeling and Animation, EUROGRAPHICS 2003 Tutorial, Granada, Spain, Septem-
ber 2003.
• Facial Modeling and Animation, EUROGRAPHICS 2002 Tutorial, Saarbru¨cken, Germany,
September 2002.
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Kolja Ka¨hler:
• Facial Modeling and Animation, EUROGRAPHICS 2002 Tutorial, Saarbru¨cken, Germany,
September 2002.
Jan Kautz:
• Cloth Animation and Rendering, Eurographics 2002 Tutorial, Saarbru¨cken, Germany,
September 2002.
Jochen Lang:
• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, Solid Modeling 2002 Tutorial, Saarbru¨cken, Germany, June 2002.
Hendrik Lensch:
• 3D Data Acquisition, Eurographics 2002 Tutorial, Saarbru¨cken, Germany, September 2002.
• Acquiring Material Models Using Inverse Rendering, ACM SIGGRAPH 2002 Tutorial, San
Antonio, USA, August 2002.
• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, Solid Modeling 2002 Tutorial, Saarbru¨cken, Germany, June 2002.
• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, DAGM 2001 Tutorial, Munich, Germany, November 2001.
Karol Myszkowski:
• Global Illumination for Interactive Applications and High-Quality Animations, ACM SIG-
GRAPH 2003 Tutorial, San Diego, USA, July 2003.
• Global Illumination for Interactive Applications and High-Quality Animations, Eurographics
2002 State-of-the-Art Report, Saarbru¨cken, Germany, September 2002.
Hans-Peter Seidel:
• A Framework for the Acquisition, Processing and Interactive Display of High Quality 3D
Models, DAGM 2001, Munich, Germany, November 2001.
13.4 Other Academic Activities
Hans-Peter Seidel:
• Adjunct Professor, University of Waterloo, Canada (since 1992)
• Steering Committee GI-Fachbereich Computer Graphics (since 1992)
• Eurographics Executive Committee (since 1993)
• Advisory Board, Leibniz Minerva Center, Hebrew University, Jerusalem, Israel (since 1998)
• Coordinator EU Marie-Curie Training-Site for Complex Computer Systems, MPI Informatik
(since 2000)
• Perspectives Committee CPTS, Max-Planck-Society (since 2000)
• Managing Director, MPI Informatik (2001 - 2003)
• ACM Siggraph Award Committee (since 2001)
• Coordinator EU-Project ViHAP3D (since 2002)
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Computer Graphics (H.-P. Seidel, K. Myszkowski, J. Kautz)
Seminars:
Advanced Graphics (H.-P. Seidel, P. Slusallek)
Summer Semester 2002
Courses:
Computer Graphics II (H.-P. Seidel, K. Myszkowski, J. Haber, M. Magnor, P. Slusallek)
Seminars:
Computer Graphics in the Movies (J. Haber, K. Ka¨hler)
Project Classes:
Advanced Programming for Computer Graphics (H.-P. Seidel, J. Kautz)
Winter Semester 2002/2003
Courses:
Geometric Modeling (H.-P. Seidel, A. Belyaev, C. Ro¨ssl, J. Ivrissimtzis, H. Theisel),
Seminars:
Computer Graphics (H.-P. Seidel, J. Lang, M. Goesele, H. Lensch, K. Myszkowski, C. Ro¨ssl, C. Theobalt)
Project Classes:
Modeling Hair using a Wisp Hair Model (J. Haber)
Slanted Edge Modulation Transfer Function for 3D Range Scanners (M. Goesele)
Summer Semester 2003
Courses:
Computer Graphics II: 3D Image Analysis and Synthesis (H. Lensch, M. Magnor, H.-P. Seidel)
Computer Graphics II: Realistic Image Synthesis (P. Slusallek, K. Myszkowski, I. Wald, C. Damez,
I. Benthin, K. Dmitriev)
Seminars:
Computer Graphics (H.-P. Seidel, M. Goesele)
Project Classes:
Topics in Computer Graphics (H.-P. Seidel)
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Diploma Theses
Thomas Annen: Advanced Shadow Map Parametrization, 2002.
Christian Finger: Implementierung von Shadern zur Simulation von Falten fu¨r die Gesichtsanima-
tion, 2002.
Oliver Schwinn: Effiziente Synthese von Lichtfeldern aus Photonenverteilungen, 2003.
Gerd Marmitt: Bild-basierte Rekonstruktion von Frisurgeometrien, 2003.
Markus Weber: Spatio-Temporal Photon Processing in Global Illumination Computation, 2003.
Marco Milch: A Practical Global Illumination Solution for Animation Rendering, 2003.
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Stefan Brabec: Shadow Techniques for Real-time and Interactive Applications
Katja Daubert: Hardware-Supported Cloth Rendering
Jan Kautz: Realistic, Real-Time Shading and Rendering of Objects with Complex Materials
Kolja Ka¨hler: A Head Model with Anatomical Structure for Facial Modeling and Animation
Hendrik Lensch: Efficient, Image-Based Appearance Acquisition of Real-World Objects
Annette Scheel: High Quality Reconstruction and Interactive Tonemapping of Global Illumination
Solutions
Hartmut Schirmacher: Efficient Acquisition, Representation, and Rendering of Light Fields
In preparation:
Irene Albrecht: Generating Speech-Related Non-Verbal Facial Expressions and Hand Gestures
for Virtual Characters
Michael Goesele: Image-based Acquisition Techniques
Marde Greeff: Interactive Storytelling with Virtual Identities
Ming Li: Towards Real-Time Image-Based Modeling and Rendering
Christian Ro¨ssl: Robust and Efficient Processing of Large Polygonal Meshes
Takehiro Tawara: Spatio-Temporal Techniques for Efficient Rendering of Animation Sequences
Christian Theobalt: Efficient Video-based Analysis of Highly Articulated Motion
Jens Vorsatz: Dynamic Remeshing and Applications
Shin Yoshizawa: Variational and Free-form Shape Modeling
Nordin Zakaria: A Sketching Interface for Modeling and Animation
Rhaleb Zayer: Robust Parameterization of Simplicial Complexes
15.2 Habilitations
Karol Myszkowski
15.3 Offers for Faculty Positions
Sherif Ghali
University of Alberta, Edmonton, Canada, 2001.
Philippe Bekaert
University of Limburg, Diepenbeek, Belgium, 2002.
Marc Stamminger
Bauhaus-Universita¨t, Weimar, 2002.
Friedrich-Alexander University, Erlangen, 2002.
Sung Woo Choi
Korea Institute for Advanced Study, Seoul, Korea, 2002.
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15.4 Awards
Hans-Peter Seidel
Gottfried Wilhelm Leibniz Prize 2003, Deutsche Forschungsgemeinschaft (DFG)
ACM Recognition of Service Award 2002
Jo¨rg Haber
Heinz-Billing-Preis zur Fo¨rderung des wissenschaftlichen Rechnens 2001
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16 Grants and Cooperations
16.1 Projects Funded by the European Union (EU)
The following projects are funded by the European Union (EU).
16.1.1 Multiresolution in Geometric Modeling (MINGLE)
The goal of the EU research project MINGLE is the investigation and development of efficient and
robust methods for generating, storing, and manipulating multiresolution models based on trian-
gulated data sets. Applications for such techniques include fast rendering (e.g. in real-time flight
simulation), editing and compression of both geometric models and images, surface illumination,
computer animation, and scientific visualization (such as weather simulations over the earth). The
joint activities of the training program include lecture series, workshops, short-term exchange visits,
and software management. A summer school in Multiresolution Geometry was held August 22–30,
2001, Munich. The work on MINGLE started in 2000, and the project will run until January 2004.
It involves nine European research teams, representing six different countries, from universities,
research centers, and industry.
Partners and group leaders of the project are:
SINTEF Applied Mathematics, Oslo, Norway (Dr. M. Floater, Dr. E. Quak, Prof. T. Lyche)
Tel Aviv University, Tel Aviv, Israel (Prof. N. Dyn, Prof. D. Levin, Prof. D. Cohen-Or)
Munich University of Technology, Munich, Germany (Dr. A. Iske, Dr. J. Prestin)
Israel Institute of Technology, Haifa, Israel (Prof. C. Gotsman)
Laboratoire de Modlisation et Calcul, Grenoble, France (Dr. G. Bonneau, Dr. S. Hahmann)
University of Cambridge Computer Laboratory, Cambridge, United Kingdom (Dr. N. Dodgson,
Dr. M. Sabin)
Dept. of Comp. and Inf. Sciences, Univ. of Genova, Genova, Italy (Prof. L. De Floriani,
Prof. E. Puppo)
Systems in Motion AS, Oslo, Norway (M. Kintel)
Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany (Prof. H.-P. Seidel, Dr. I. Ivrissimtzis,
C. Ro¨ssl)
16.1.2 Realistic Simulation of Light in General Environments (SIMULGEN)
The goal of the ESPRIT open long term research project SIMULGEN was to extend global illu-
mination methods so that they can handle all kinds of reflections, including participating media
like fog. It had two main objectives: interactive viewing of global illumination solutions and the
creation of single high quality images and animations.
The first phase of the project started in 1997 with the goal to investigate the extension of
Finite Element methods–which can traditionally only handle diffuse reflections–towards general
reflection properties. Building upon the results of the first phase, a second phase followed (1999
- 2002). Here, an efficient technique for reconstruction of high quality images was developed by
exploiting the information delivered by the finite element pass. The use of temporal and spatial
coherence as well as human perception metrics allowed to accelerate the creation of animations
significantly. A novel technique allowing interactive navigation even through glossy environments
where the appearance changes with the viewpoint was presented as well. The project was completed
successfully in 2002.
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Partners and group leaders of the project are:
University of Girona, Spain (Prof. X. Pueyo, Dr. I. Martin)
University Joseph Fourier de Grenoble, France (Dr. N. Holzschuh, Prof. F.X. Sillion)
LightWork Design Ltd, Sheffield, United Kingdom (Dr. N. Gatenby)
Max-Planck-Institut fu¨r Informatik, Germany (Prof. H.-P. Seidel, Dr. K. Myszkowski, A. Scheel)
16.1.3 Virtual Heritage: High-Quality 3D Acquisition and Presentation (ViHAP3D)
The ViHAP3D project aims at preserving, presenting, accessing, and promoting cultural heritage
by means of interactive, high-quality 3D graphics. Nearly all our cultural heritage is inherently
three-dimensional, and furthermore 3D computer graphics is perceived more and more as the most
powerful medium for virtual representation of all kinds of complex data. The project aims at the
development of new tools in the following three problem areas: 3D scanning for the acquisition of
accurate and visually rich 3D models, post-processing, data representation, and efficient rendering
for the detailed interactive display and inspection of such models even on low cost platforms, and
virtual heritage tools for the presentation and navigation in high-quality digital model collections.
The ViHAP3D Project is funded by the Digital Heritage and Cultural Content area (Digicult) of
the European Community’s Information Society Technologies Programme (IST). This project is
coordinated by MPI. The work on ViHAP3D started in February 2002 and will run until 2005.
Partners and group leaders of the project are:
Department of Software,Technical University of Catalonia, Barcelona, Spain (Prof. Dr. Pere
Brunet)
Visual Computing Group, Istituto Elaborazione dell’Informazione, Pisa, Italy (Dr. Roberto
Scopigno)
Centro de Realidad Virtual, gedas iberia S.A., Barcelona, Spain (Felipe Lozano)
Minolta Europe GmbH, Industrial Instruments Division, Langenhagen, Germany (Marco Zajac)
Soprintendenza per i Beni Ambientali, Architettonici, Artistici e Storici per le Province Pisa,
Livorno, Lucca e Massa Carrara, Pisa, Italy (Dr. Clara Baraccini)
Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany (Prof. Dr. Hans-Peter Seidel, Michael
Goesele, Christel Weins)
16.1.4 Real Time Visualization of Complex Reflectance Behaviour in Virtual Proto-
typing (RealReflect)
RealReflect aims at developing physically correct simulations of the light distribution and reflection,
as well as an image based real-time visualization technology for synthetic objects with complex
reflectance behavior. This new technology will be integrated into an existing VR-system and tested
in different application scenarios in the automotive industry, like the simulation of safety and design
aspects, as well as in photorealistic VR simulations in architecture. Based on the acquisition of
real reflectance properties of materials, the objective of RealReflect is to develop a novel image
based physically correct visualization technology for VR systems. The overall system addresses
two hot issues in Virtual Reality: photo realism through visualization of real reflectance behaviour
of surfaces and a sophisticated light simulation that allows for a highly accurate determination of
light distribution and reflection behaviour. The work on RealReflect started in April 2002 and will
run until 2005.
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Partners and group leaders of the project are:
Institute of Computer Graphics and Algorithms, Vienna University of Technology, Austria (Prof.
W. Purtgathofer)
Institut fu¨r Informatik II, Universita¨t Bonn, Germany (Prof. R. Klein)
Institut of Information Theory and Automation, Czech Republic (Dr. M. Haindl)
Institut National de Recherche en Informatique et en Automatique, France (Prof. F. Sillion)
Virtual Reality Centre, Daimler Chrysler AG, Germany (Dipl.-Ing. T. Ja¨ger, Dipl.-Ing. M.
Arnold)
IC:IDO Gesellschaft fu¨r Innovative Informationssysteme GmbH, Germany (Dr. Andreas Ro¨ssler)
Faurecia SAI Automative SAL GmbH, France (Dipl.-Ing. Stephan Braun)
Virtual Reality Architecture GmbH, Austria (Dipl.-Ing. Michael Jenewein)
Max-Planck-Institut fu¨r Informatik, Germany (Prof. H.-P. Seidel, Dr. K. Myszkowski, Dr. V.
Havran)
16.1.5 Towards Interactive Predictive Photo-Realistic Image Synthesis of Large 3-
Dimensional Environments (Marie Curie PostDoc Fellowship)
This project was associated with a Marie-Curie post doctoral fellowship taken by Philippe Bekaert.
The project focused on photo-realistic image synthesis: the generation by computer of images of
virtual 3-dimensional scenes that would be indistinguishable from corresponding real scenery, when
viewed by a human under corresponding conditions. Current algorithms for photo-realistic image
synthesis suffer various shortcomings that prevent their common use in a wide range of application
areas nowadays. They make crude assumptions about surface-material properties, they need high
computation times, they have excessive storage requirements for real-world model sizes, they are
not robust or their usage requires expert knowledge. Based on a recent analysis, new algorithms
and data structures had to be developed, in which these shortcomings are effectively addressed.
All work performed during the course of the fellowship served this objective. The fellowship was
terminated in June 2002 because the applicant has accepted an associate professorship at the
University of Limburg in Diepenbeek, Belgium since August 2002.
Partners and group leaders of the project are:
Max-Planck-Institut fu¨r Informatik, Germany (Prof. H.-P. Seidel, Dr. Ph. Bekaert)
16.2 Projects funded by GIF
The following project is funded by the German-Israeli Foundation for Scientific Research and De-
velopment (GIF).
16.2.1 Compact Representation and Efficient Processing of Very Large Triangle
Meshes
The goal of this research project is to develop compact representations for static, dynamic and
progressive meshes and to investigate how good these representations are relative to the best pos-
sible. This involves developing effective coding algorithms and establishing lower bounds. Being
able to render from compressed form in order to preserve memory-chip bandwidth is an important
advantage, which will enable on-chip geometry transformations in next-generation low-end graphics
cards.
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Partners and group leaders of the project are:
Tel Aviv University, Tel Aviv, Israel (Prof. D. Cohen-Or, Prof. D. Levin)
Technion, Haifa, Israel (Prof. C. Gotsman)
Universita¨t Tu¨bingen, Tu¨bingen, Germany (Prof. W. Strasser)
Universita¨t Bonn, Bonn, Germany (Prof. R. Klein)
RWTH Aachen, Aachen, Germany (Prof. L. Kobbelt)
Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany (Prof. H.-P. Seidel)
16.3 Projects Funded by DFG
The following projects are funded by the German National Science Foundation (DFG - Deutsche
Forschungsgemeinschaft).
16.3.1 Distributed Processing and Delivery of Digital Documents
The project is a part of the DFG-Schwerpunktprogramm “Verteilte Verarbeitung und Vermittlung
digitaler Dokumente” (V3D2). The objective of this project is the development and implementation
of techniques and tools for the acquisition, compression, transmission, and display of complex digital
3D models and their integration into digital documents. The strategic research initiative V3D2 is
centered on the following themes: management and exchange of digital documents, multimedial
teaching and learning systems, and joint research with libraries. The part of the project in which
our group is involved concentrates on the creation, compression and data transmission of complex
digital 3D models including geometry and reflection properties. In particular, we are working on
the creation of a hardware/software environment for the acquisition of high quality 3D models,
capturing both geometry and material properties.The strategic research initiative V3D2 started in
1997.
Partners and group leaders of the project are:
Max-Planck-Institut fu¨r Informatik, Germany (Prof. H-P. Seidel, Dr. J. Haber, H. Lensch)
16.4 Projects Funded by BMBF
The following project is funded by the German Ministry of Education, Science, and Technology
(BMBF - Bundesminister fu¨r Bildung und Forschung).
16.4.1 OpenSG PLUS
OpenSG PLUS is a project that is funded by the German Ministry for Research and Education
(BMBF). The duration of the project is from February 2001 to December 2003. In this project
9 german research institutions (universities and independent research groups) from the area of
3D computer graphics are cooperating to develop basic technology for OpenSG (Open Source
Scenegraph – a scenegraph-based rendering API), define architectures and data structures together
and provide important components through R&D work for new application areas.
Partners and group leaders of the project are:
OpenSG Forum, Darmstadt (Dipl. Inf. D. Reiners)
Fraunhofer Institut fu¨r Graphische Datenverarbeitung, Darmstadt (Dr. C. Busch)
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Max-Planck-Institut fu¨r Informatik, Saarbru¨cken (Dipl. Inf. J. Kautz)
Universita¨t Bonn, Bonn (Prof. Dr. R. Klein)
Universita¨t Stuttgart, Stuttgart (Prof. Dr. T. Ertl)
Universita¨t Tu¨bingen, Tu¨bingen (Prof. Dr. W. Strasser)
RWTH Aachen, Aachen, (Prof. Dr. L. Kobbelt)
TU Braunschweig, Braunschweig (Prof. Dr. D. Fellner)
TU Darmstadt, Darmstadt (Dipl. Inf. M. Alexa)
Zentrum fu¨r Graphische Datenverarbeitung, Darmstadt (Dipl. Inf. J. Behr)
16.5 Cooperations With Industry
The following projects are funded by industry.
16.5.1 Daimler Chrysler: Simulation of Displays Appearance in the Car Cockpit
The goal of this project is to simulate the reflection of light in the surface of displays, which are
installed in modern cars (navigation panels and speedometer panels) for various lighting conditions.
The lighting simulation is physically-based and the computation will be performed at interactive
speeds. Based on the simulation results the visibility of displayed information will assessed for
typical and extreme lighting conditions taking into account the human perception. Since active
displays are a source of lighting energy on their own, investigations will be performed to estimate
how the display presence affects the visual performance of the driver. In particular, reflections of
the displays in the windshield will studied to assess their influence on the driving security. As a
result of the project a virtual reality system running in the CAVE installed in the Virtual Reality
Center will be developed. The project started in February 2003 and is scheduled for three years.
Partners and group leaders of the project are:
DaimlerChrysler AG, Virtual Reality Center (Dipl.-Ing. Michael Arnold)
Max-Planck-Institut fu¨r Informatik (Prof. H-P. Seidel, Dr. K. Myszkowski)
16.5.2 Motorola: Network-Integrated Multimedia Middleware
Multimedia is still not well supported in most Unix environments in contrast to other OS-platforms
where several multimedia infrastructures are established (e.g. Apple Quicktime, MS DirectShow).
However these models adopt a PC-centric approach, where all multimedia processing takes place
within a single computer and only directly connected devices can be accessed. The network is, at
best, used for streaming data transmission.
Since there is a strong trend towards networked multimedia devices (like networked cameras,
audio devices, settop-boxes, game consoles, and PCs) these centralized approaches are becoming
obsolete. The goal of our work is to develop a multimedia middleware, which considers the network
as an integral part and enables the intelligent use of devices distributed across a network.
Over the last two years we have implemented both the local multimedia middleware as well as
the network layer that enables access to remote devices and can integrate them into a common,
distributed media flow graph. The network layer is based on a uniform communication mechanism
that transports “buffers” for data streaming and “events” for transparent control of distributed
objects. The network layer supports a wide range on communication protocols, serialization
techniques, and transport strategies. This allows us to use simple and light-weight protocols for
small mobile devices, XML encoding for open standards, or traditional protocols such as CORBA
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IIOP. On top of this network layer is a “proxy layer” that allows applications to transparently
access to devices using object-oriented method calls. A registry is used to quickly locate and select
devices in a network.
Partners and group leaders of the project are:
Universita¨t des Saarlandes, Lehrstuhl Computergraphik (Prof. Ph. Slusallek)
Max-Planck-Institut fu¨r Informatik (Prof. H.-P. Seidel)
Motorola Imaging & Entertainment, Munich, Germany
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17 Publications
Books
[1] G. Drettakis and H.-P. Seidel, editors. Proceedings of EUROGRAPHICS 2002 (Computer Graphics
Forum, Volume 21, Number 3). Saarbru¨cken, Germany, 2002.
[2] P. Dutre´, P. Bekaert, and K. Bala. Advanced Global Illumination. A K Peters, Natick, Massachusetts,
2003.
[3] T. Ertl, B. Girod, G. Greiner, H. Niemann, and H.-P. Seidel, editors. Proceedings of Vision, Modeling,
and Visualization (VMV-01). Stuttgart, Germany, 2001.
[4] S. Gortler and K. Myszkowski, editors. Rendering Techniques 2001: Proceedings of the 12th Eurographics
Workshop on Rendering, Springer Computer Science, Wien, 2001. Eurographics, Springer.
[5] G. Greiner, H. Niemann, T. Ertl, B. Girod, and H.-P. Seidel, editors. Proceedings of Vision, Modeling,
and Visualization (VMV-02). Erlangen, Germany, 2002.
[6] K. Myszkowski. Efficient and Predictive Realistic Image Synthesis. Habilitation thesis, Warsaw Institute
of Technology, Warsaw, Poland, 2001. ISSN 0137-2343.
In Journals and Refereed Conference Proceedings
[1] I. Albrecht, J. Haber, K. Ka¨hler, M. Schro¨der, and H.-P. Seidel. ”May I talk to you? :-)” – Facial
Animation from Text. In S. Coquillart, H.-Y. Shum, and S.-M. Hu, editors, Proceedings of the Tenth
Pacific Conference on Computer Graphics and Applications (Pacific Graphics 2002), pages 77–86, Be-
jing, China, October 2002. IEEE Computer Society.
[2] I. Albrecht, J. Haber, and H.-P. Seidel. Automatic Generation of Non-Verbal Facial Expressions from
Speech. In J. Vince and R. Earnshaw, editors, Advances in Modelling, Animation and Rendering (Pro-
ceedings Computer Graphics International 2002), pages 283–293, Bradford, UK, July 2002. Springer.
[3] I. Albrecht, J. Haber, and H.-P. Seidel. Speech Synchronization for Physics-based Facial Animation.
In V. Skala, editor, Proceedings of the 10th International Conferences in Central Europe on Com-
puter Graphics, Visualization and Computer Vision (WSCG 2002), pages 9–16, Plzen, Czech Republic,
February 2002. UNION Agency.
[4] E. Anoshkina, A. Belyaev, and H.-P. Seidel. Asymptotic analysis of three-point approximations of vertex
normals and curvatures. In Vision, Modeling, and Visualization, pages 211–216, Erlangen, Germany,
2002. Akademische Verlagsgesellschaft Aka.
[5] P. Bekaert, M. Sbert, and J. Halton. Accelerating path tracing by re-using paths. In P. Debevec and
S. Gibson, editors, Rendering Techniques 2002, pages 124–135, Pisa, Italy, June 2002. Eurographics
Association, Eurographics.
[6] P. Bekaert and H.-P. Seidel. A theoretical comparison of monte carlo radiosity algorithms. In T. Ertl,
B. Girod, G. Greiner, H. Niemann, and H.-P. Seidel, editors, Vision, Modeling and Visualization 2001
(VMV-2001), pages 257–264, Stuttgart, Germany, November 2001. Akademische Verlagsgesellschaft
Aka.
[7] A. Belyaev and Y. Ohtake. A comparison of mesh smoothing methods. In Israel-Korea Bi-National
Conference on Geometric Modeling and Computer Graphics, pages 83–87, Tel-Aviv, 2003. Tel Aviv
University.
[8] J. Bittner and V. Havran. Exploiting coherence in hierarchical visibility algorithms. The Journal of
Visualization and Computer Animation, 12(5):277–286, December 2001.
[9] V. Blanz, C. Basso, T. Vetter, and T. Poggio. Reanimating faces in images and video. In P. Brunet and
D. Fellner, editors, Proceedings of EUROGRAPHICS 2003. The Eurographics Association, Blackwell,
2003. To appear.
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[10] V. Blanz, S. Romdhani, and T. Vetter. In Proceedings of the 5th IEEE International Conference on
Automatic Face and Gesture Recognition (FG 2002), pages 202–207, 2002.
[11] V. Blanz and T. Vetter. Reconstructing the complete 3d shape of faces from partial information.
Informationstechnik und Technische Informatik, 44(6):295–302, 2002.
[12] V. Blanz and T. Vetter. Face recognition based on fitting a 3d morphable model. IEEE Trans. on
Pattern Analysis and Machine Intelligence, March 2003. To appear.
[13] S. Brabec, T. Annen, and H.-P. Seidel. Shadow mapping for hemispherical and omnidirectional light
sources. In J. Vince and R. Earnshaw, editors, Advances in Modelling, Animation and Rendering, pages
397–408, Bradford, UK, 2002. Springer.
[14] S. Brabec, T. Annen, and H.-P. Seidel. Practical shadow mapping. Journal of Graphics Tools, 2003.
To appear.
[15] S. Brabec and H.-P. Seidel. Hardware-accelerated rendering of antialiased shadows with shadow maps.
In H. H. S. Ip, N. Magnenat-Thalmann, R. W. H. Lau, and T.-S. Chua, editors, Proceedings Computer
Graphics International 2001, pages 209–214, Hong Kong, China, 2001. City University of Hong Kong,
Hong Kong, IEEE Computer Society.
[16] S. Brabec and H.-P. Seidel. Single sample soft shadows using depth maps. In M. McCool and
W. Stu¨rzlinger, editors, Proceedings Graphics Interface, pages 219–228, Calgary, Alberta, May 2002.
Canadian Human-Computer Communications Society, A K Peters.
[17] S. Brabec and H.-P. Seidel. Shadow volumes on programmable graphics hardware. In P. Brunet and
D. Fellner, editors, Proceedings of EUROGRAPHICS 2003. The Eurographics Association, Blackwell,
2003. To appear.
[18] A. Brusi, M. Sbert, P. Bekaert, R. Tobler, and W. Purgathofer. Optimal ray shooting in Monte Carlo
radiosity. Computers and Graphics, 26(2):351–354, May 2002.
[19] J. Carranza, C. Theobalt, M. A. Magnor, and H.-P. Seidel. Free-viewpoint video of human actors. In
ACM Transactions on Graphics (Proceedings of SIGGRAPH 2003), To appear., San Diego, USA, 2003.
Association of Computing Machinery (ACM), ACM.
[20] S. W. Choi. Minkowski sum of semi-convex domains in R2. Dissertationes Mathematicae, 2002.
[21] S. W. Choi and H.-P. Seidel. Hyperbolic hausdorff distance for medial axis transform. Graphical Models,
63(5):369–384, September 2001.
[22] S. W. Choi and H.-P. Seidel. One-sided stability of MAT and its applications. In T. Ertl, B. Girod,
G. Greiner, H. Niemann, and H.-P. Seidel, editors, Vision, Modeling and Visualization 2001 (VMV-
2001), pages 291–298, Stuttgart, Germany, November 2001. Akademische Verlagsgesellschaft Aka.
[23] S. W. Choi and H.-P. Seidel. One-sided stability of medial axis transform. In B. Radig and S. Florczyk,
editors, Proceedings of Pattern Recognition, 23rd DAGM Symposium, volume 2191 of Lecture Notes in
Computer Science, pages 132–139, Mu¨nchen, Germany, 2001. Springer. To appear.
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1.1 Personnel
Head of Independent Research Group 1:
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Secretaries:
Ellen Fries (March 2002–)




Shiv Pratap Raghuwanshi 01.06.02–22.07.02 IIT Kanpur
1.3 Organization of the Group
Bruno Blanchet is researcher (charge´ de recherche) at CNRS (Centre National de la Recherche
Scientifique), Computer Science Laboratory of E´cole Normale Supe´rieure, Paris, in the “Abstract
Interpretation and Semantics” team led by Patrick Cousot. He is present at the Max-Planck-
Institut fu¨r Informatik about three weeks a month and at E´cole Normale Supe´rieure about one
week a month. His work at E´cole Normale Supe´rieure mainly focuses on the verification of critical
software (Section 1.6).
Bruno Blanchet coorganizes with Heiko Mantel (DFKI) a joint security seminar, on Mondays
at 3:15pm.
1.4 Verification of Cryptographic Protocols
The static analysis group mainly focuses on the verification of cryptographic protocols. Crypto-
graphic protocols are used for secure communications on an insecure network, such as Internet. The
design of security protocols is particularly difficult and error-prone as can be illustrated by many
published protocols in which flaws have subsequently been found. Moreover, errors in protocols are
not revealed by testing, because they appear only in the presence of a malicious adversary. Formal
proofs of security protocols are therefore particularly important.
Our study of cryptographic protocols assumes perfect cryptographic primitives, like almost all
works on the automatic verification of cryptographic protocols. The protocols are assumed to be
executed in the presence of an adversary that can read all messages sent on the network, compute,
and send all messages it can build. Our goal is to obtain security proofs valid for an unbounded
number of sessions of the protocol, executed in parallel or not. We also aim at obtaining these
proofs in a fully automatic way.
The basic security property that we studied first is secrecy: a piece of data is secret if and
only if the adversary cannot obtain it. Then we extended the techniques to authenticity. We first
considered protocols modeled in an extension of the pi calculus with cryptographic primitives. We
are now starting to work on implementations of protocols in a real programming language such as
Java.
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1.4.1 Typing and Horn Clauses for Secrecy
Investigator: Bruno Blanchet
We concluded our work on the verification of secrecy that Bruno Blanchet started before joining
the MPI. Two approaches were considered in this work:
• In collaboration with Mart´ın Abadi, we first developed a type system for proving secrecy
properties of cryptographic protocols using public key encryption. A journal version of this
work appeared recently [2].
• Bruno Blanchet also designed and implemented a cryptographic protocol verifier based on
an abstract representation of the protocol by Horn clauses [3], in the line of previous work
by Christoph Weidenbach [4]. If a fact attacker(M) is not derivable from the clauses, then
the protocol preserves the secrecy of M . An efficient algorithm, based on resolution with
selection, can determine whether a fact is derivable from the clauses, which makes it possible
to prove secrecy. Even if the Horn clause representation introduces an approximation, it is
precise enough so that the system never reported false attacks in our tests. This technique
yields fully automatic proofs, and can handle a wide range of cryptographic primitives.
Mart´ın Abadi and Bruno Blanchet extended and compared these two approaches in [1]. The type
system of [2] was further developed to type an extension of the pi calculus with generic cryptographic
primitives, including symmetric and asymmetric cryptography (encryption and signatures) and
hash functions. The obtained type system is also more flexible. Different instances of the system
can be defined to adapt the precision of the typing to the problem to be solved. For example,
a system equivalent to the one of [2] can be obtained as an instance of this generic type system.
On the other hand, we have defined a translation from this extension of the pi calculus to Horn
clauses. We have shown that the Horn clause verifier is equivalent to a particular instance of the
type system, and that this instance is the most precise one: if a secrecy property can be proved
by any instance of the type system, then it can be proved by the Horn clause verifier. A journal
version of this paper has been submitted.
Book Chapters
[1]• M. Abadi and B. Blanchet. Analyzing security protocols with secrecy types and logic programs. In
Conference Record of POPL 2002: The 29th ACM SIGPLAN-SIGACT Symposium on Principles of
Programming Languages, pages 33–44, Portland, Oregon, USA, January 2002. ACM.
[2]• M. Abadi and B. Blanchet. Secrecy types for asymmetric communication. Theoretical Computer Science,
298(3):387–415, April 2003.
[3] B. Blanchet. An efficient cryptographic protocol verifier based on Prolog rules. In 14th IEEE Computer
Security Foundations Workshop (CSFW-14), pages 82–96, Cape Breton, Nova Scotia, Canada, June
2001. IEEE Computer Society.
[4] C. Weidenbach. Towards an automatic analysis of security protocols in first-order logic. In H. Ganzinger,
editor, 16th International Conference on Automated Deduction (CADE-16), volume 1632 of Lecture
Notes in Artificial Intelligence, pages 314–328, Trento, Italy, July 1999. Springer Verlag.
1.4.2 Authenticity
Investigator: Bruno Blanchet
We extended our protocol verifier to prove authenticity [2], that is intuitively, to show that if a
participant A of the protocol thinks he talks to B, then he actually talks to B, and depending on
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the protocol, that A and B agree on certain parameters of the protocol. The authenticity properties
are specified by correspondence assertions [3], that are encoded as annotations in the process that
represents the protocol (no other annotation is added). To prove authenticity, we had to extend the
translation from the pi calculus to Horn clauses, in order to improve its precision and translate the
authenticity specifications. A minor extension of the resolution algorithm has also been necessary.
The verification technique has been proved correct, implemented, and tested on various protocols
from the literature. The experimental results show that the technique is particularly efficient (the
verification time was at most about 0.1 s on these tests) and very precise (no false attack was
found).
In collaboration with Mart´ın Abadi, the technique was applied to the verification of a certified
email protocol [1]. This protocol allows a sender to send a email to a receiver such that the receiver
has the email if and only if the sender has a receipt. Relying of the automatic protocol verifier
mentioned above, we established the key security properties of the protocol. For this case study,
we had to further extend the verifier, in order to prove correspondence assertions involving more
than two events. This work demonstrates the considerable power of the tool and its applicability
to interesting protocols.
Book Chapters
[1]• M. Abadi and B. Blanchet. Computer-assisted verification of a protocol for certified email. In R. Cousot,
editor, Static Analysis, 10th International Symposium, SAS’03, Lecture Notes in Computer Science, San
Diego, CA, June 2003. Springer. Accepted.
[2]• B. Blanchet. From secrecy to authenticity in security protocols. In M. Hermenegildo and G. Puebla,
editors, Static Analysis, 9th International Symposium, SAS 2002, volume 2477 of Lecture Notes in
Computer Science, pages 342–359, Madrid, Spain, September 2002. Springer.
[3] T. Y. C. Woo and S. S. Lam. A semantic model for authentication protocols. In Proceedings IEEE
Symposium on Research in Security and Privacy, pages 178–194, Oakland, California, May 1993.
1.4.3 Tagging Enforces Termination
Investigator: Bruno Blanchet
Even if it has many advantages (automatic proof, in general very fast, treatment of an unbounded
number of sessions, and of a wide range of cryptographic primitives), the technique of verification by
Horn clauses also has a drawback: it may not terminate. In collaboration with Andreas Podelski
(AG2), we showed that termination can be enforced by tagging, a syntactic transformation of
messages that leaves attack-free executions invariant. Tagging consists in adding a unique constant
to each application of a cryptographic primitive. For instance, to encrypt the message m under
the key k, we add the tag c0 to m, so that the encryption becomes encrypt((c0,m), k). Tagging
prevents type flaw attacks, and has already been advocated as a good protocol design. We show
that it also enforces the termination of our verification technique [1].
Book Chapters
[1]• B. Blanchet and A. Podelski. Verification of cryptographic protocols: Tagging enforces termination. In
A. Gordon, editor, Foundations of Software Science and Computational Structures, 6th International
Conference, FOSSACS 2003, Held as Part of the Joint European Conferences on Theory and Practice
of Software, ETAPS 2003, volume 2620 of Lecture Notes in Computer Science, pages 136–152, Warsaw,
Poland, April 2003. Springer.
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1.4.4 Verification of Implementations of Protocols
Investigators: Bruno Blanchet, Amela Prelic´, Emma Rabbidge, and Shiv Pratap Raghuwanshi
An important project that we plan to tackle is the verification of implementations of security
protocols. Indeed, presently, most works on cryptographic protocol verification consider specifica-
tions of protocols such as strand spaces or the spi calculus. However, even if the formal specification
of the protocol is correct, attacks can exploit weaknesses in the implementation of the protocol, or
the specification may simply not have been correctly implemented. It is therefore important to be
able to verify directly the implementation of protocols. We plan to focus on protocols implemented
in Java, since this language is widely used, offers a good support for cryptography, and also has
a well-defined semantics that guarantees memory safety (which is important for static analysis).
This is a fairly long-term project, in which only preliminary work has been done up to now.
Emma Rabbidge implemented a front-end of a Java analyzer. This front-end takes Java bytecode
as input, loads a whole application, using Class Hierarchy Analysis [2] to approximate the call graph,
and transforms the bytecode into Static Single Assignment [1] form. The output of this front-end
will be used as input by future program analyses.
Bruno Blanchet implemented a Java cryptographic library, as a layer above the Java Cryp-
tographic Extension (JCE). This library provides cryptographic primitives closer to those of the
spi-calculus that we can already analyze, which will make the analysis easier. Hence, we plan to first
analyze protocols implemented using this library, before perhaps going to protocols using directly
the JCE.
Shiv Pratap Raghuwanshi implemented the SSH (Secure SHell) protocol using the library men-
tioned above. The implemented protocol covers all important features of SSH: the transport layer,
with the negotiation of parameters, the key exchange, and the possibility of key re-exchange; the
authentication protocol with several authentication methods (public key, password, host).
Amela Prelic´ worked on the analysis of a small, still representative subset of the Java language.
She defined an operational semantics for the considered Java subset, and proposed the corresponding
rules to infer the Horn clauses for each instruction of the “mini”-language. The results still need a
formal definition and a proof of soundness.
Book Chapters
[1] R. Cytron, J. Ferrante, B. K. Rosen, M. N. Wegman, and F. K. Zadeck. Efficiently computing static sin-
gle assignment form and the control dependance graph. ACM Transactions on Programming Languages
and Systems, 13(4):451–490, Oct. 1991.
[2] J. Dean, D. Grove, and C. Chambers. Optimization of object-oriented programs using static class
hierarchy analysis. In Proceedings of the 9th European Conference on Object-Oriented Programming,
Aarhus, Denmark, Aug. 1995.
1.5 Mobility and Cryptography
Investigator: Bruno Blanchet
For modeling current secure network systems, several concepts need to be combined, that have in
most cases been studied separately: cryptography, locations (to represent firewalls or sandboxes for
instance), and the ability to execute data (such as Java applets). In collaboration with Benjamin
Aziz, we designed an extension of the pi calculus that combines all these concepts, with the goal
of obtaining a calculus that is powerful, realistic, and elegant. We used observational equivalence
as powerful means of defining security properties in this calculus, and characterized observational
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equivalence in terms of a labeled bisimilarity relation, which makes its proof much easier. Possible
applications of this calculus include the modeling of Java applets sent on the network after a
cryptographic treatment (signed applets), or inside a cryptographic protocol (applets sent over
SSL, for example). We could also model applets that execute a cryptographic protocol [1].
Book Chapters
[1] B.• Blanchet and B. Aziz. A Calculus for Secure Mobility. Dagstuhl Seminar “Reasoning about Shape”,
Mar. 2003.
1.6 Automatic Verification of Critical Software
(Work done at E´cole Normale Supe´rieure, Paris)
Investigator: Bruno Blanchet
The abstract interpretation team of E´cole Normale Supe´rieure, led by Patrick Cousot, together
with Radhia Cousot from E´cole Polytechnique, designed and implemented a static analyzer for
the automatic verification of critical real-time embedded software. The industrial example that we
considered is a key component of the flight program of Airbus planes. The goal of this work is
to prove the absence of runtime errors (array index out of bounds, arithmetic overflow, etc.) in
the program. The analyzer must be correct (no undetected runtime error), automatic, precise (the
ultimate goal is to have no false alarm), efficient, and it must scale up to programs of hundreds of
thousands lines. To reach this goal, we started from a standard interval analysis, and added many
refinements to progressively eliminate all false alarms. These refinements include among others
specific abstract domains (relations between variables and the loop counters, to bound variables
incremented at each loop iteration; octagons for relations ±x ± y ≤ c; ellipsoids for second order
linear recurrences; decision trees for variables depending on complex conditions), specific iteration
strategies (widening with several steps, to avoid approximating into [0,+∞[ a variable that grows
during many iterations, for instance), and transformations (loop unrolling, trace partitioning). The
efficiency of this analyzer mainly comes from a clever representation of abstract environments by
balanced binary trees. We obtained zero false alarm on a simplified version of the flight program [1],
and 11 false alarms on the full program (about 75,000 lines of C code) with a runtime of 1 h 40 min
on a 2.4 GHz, 1 Gb RAM PC [2].
This work was done in the Astre´e project (Analyse Statique de logiciels Temps-RE´el Embarque´s,
Static analysis of critical real-time embedded software) of the RNTL (Re´seau National de recherche
et d’innovation en Technologies Logicielles, French National Network of Research and Innovation
in Software Technologies), between Airbus France, the computer science department of the E´cole
Normale Supe´rieure, and the computer science laboratory of E´cole Polytechnique.
Book Chapters
[1]• B. Blanchet, P. Cousot, R. Cousot, J. Feret, L. Mauborgne, A. Mine´, D. Monniaux, and X. Rival. Design
and implementation of a special-purpose static program analyzer for safety-critical real-time embedded
software, invited chapter. In T. Mogensen, D. A. Schmidt, and I. H. Sudborough, editors, The Essence
of Computation: Complexity, Analysis, Transformation. Essays Dedicated to Neil D. Jones, volume
2566 of Lecture Notes in Computer Science, pages 85–108. Springer, Berlin, December 2002.
[2]• B. Blanchet, P. Cousot, R. Cousot, J. Feret, L. Mauborgne, A. Mine´, D. Monniaux, and X. Rival. A
static analyzer for large safety-critical software. In ACM SIGPLAN 2003 Conference on Programming
Language Design and Implementation (PLDI), San Diego, CA, June 2003. ACM. Accepted.
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1.7 Escape Analysis for Java
Investigator: Bruno Blanchet
An object is said to escape when it is reachable after the return of the method that allocates it.
Escape analysis is a static analysis that determines a superset of escaping objects. This analysis has
several applications. Objects that do not escape can be stack allocated. Moreover, if the analysis
finds that an object does not escape, this object is also local to one thread, so synchronizations
on this object can be removed. A journal version of our escape analysis for Java is to appear
[1]. This paper describes an efficient escape analyzer for Java, based on an abstract representation
of the escaping part of an object by an integer. The paper details the correctness proof of the
analysis, its implementation in the Java-to-C compiler TurboJ of Silicomp Research Institute, and
the experimental results on large programs. In our benchmarks, 13 to 95% of data were stack
allocated, more than 20% of synchronizations were eliminated of most programs (94 and 99% on
two examples), obtaining 21% runtime decrease on average. The analysis time is about 10% of the
compile time (but the program transformation also increases the compilation time, up to 40% total
compile time increase).
Book Chapters
[1]• B. Blanchet. Escape analysis for JavaTM. Theory and practice. ACM Transactions on Programming
Languages and Systems, 2003. Accepted.
1.8 Software
The cryptographic protocol verifier proverif described in Section 1.4 is freely available on the web
at http://www.mpi-sb.mpg.de/units/nwg1/software.html.
1.9 Conference Activities




Static Analysis by Abstract Interpretation, Radhia Cousot, Bruno Blanchet, Laurent Mauborgne
(DEA Programmation: Se´mantique, Preuves, et Langages, University Paris VII).
Winter 2002/2003
Introduction to Abstract Interpretation, Bruno Blanchet (Advanced mini-course, MPI Informatik).
Static Analysis by Abstract Interpretation, Radhia Cousot, Bruno Blanchet, Laurent Mauborgne
(DEA Programmation: Se´mantique, Preuves, et Langages, University Paris VII).
Master student
Mehmet Kiraz, Formalizing Informal Protocol Descriptions (April 2003–, IMPRS)
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1.11 Publications
Journals
[1]• M. Abadi and B. Blanchet. Secrecy types for asymmetric communication. Theoretical Computer Science,
298(3):387–415, April 2003.
[2]• B. Blanchet. Escape analysis for JavaTM. Theory and practice. ACM Transactions on Programming
Languages and Systems, 2003. Accepted.
Conference Proceedings
[1]• M. Abadi and B. Blanchet. Analyzing security protocols with secrecy types and logic programs. In
Conference Record of POPL 2002: The 29th ACM SIGPLAN-SIGACT Symposium on Principles of
Programming Languages, pages 33–44, Portland, Oregon, USA, January 2002. ACM.
[2]• M. Abadi and B. Blanchet. Computer-assisted verification of a protocol for certified email. In R. Cousot,
editor, Static Analysis, 10th International Symposium, SAS’03, Lecture Notes in Computer Science, San
Diego, CA, June 2003. Springer. Accepted.
[3]• B. Blanchet. From secrecy to authenticity in security protocols. In M. Hermenegildo and G. Puebla,
editors, Static Analysis, 9th International Symposium, SAS 2002, volume 2477 of Lecture Notes in
Computer Science, pages 342–359, Madrid, Spain, September 2002. Springer.
[4]• B. Blanchet, P. Cousot, R. Cousot, J. Feret, L. Mauborgne, A. Mine´, D. Monniaux, and X. Rival. A
static analyzer for large safety-critical software. In ACM SIGPLAN 2003 Conference on Programming
Language Design and Implementation (PLDI), San Diego, CA, June 2003. ACM. Accepted.
[5]• B. Blanchet and A. Podelski. Verification of cryptographic protocols: Tagging enforces termination. In
A. Gordon, editor, Foundations of Software Science and Computational Structures, 6th International
Conference, FOSSACS 2003, Held as Part of the Joint European Conferences on Theory and Practice
of Software, ETAPS 2003, volume 2620 of Lecture Notes in Computer Science, pages 136–152, Warsaw,
Poland, April 2003. Springer.
Book Chapter
[1]• B. Blanchet, P. Cousot, R. Cousot, J. Feret, L. Mauborgne, A. Mine´, D. Monniaux, and X. Rival. Design
and implementation of a special-purpose static program analyzer for safety-critical real-time embedded
software, invited chapter. In T. Mogensen, D. A. Schmidt, and I. H. Sudborough, editors, The Essence
of Computation: Complexity, Analysis, Transformation. Essays Dedicated to Neil D. Jones, volume
2566 of Lecture Notes in Computer Science, pages 85–108. Springer, Berlin, December 2002.
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2 IRG 2 – Discrete Optimization
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Post-doctoral fellows and long-term guests:
Sunil Chandran Leela (October 2002–)
Ph.D. students:
Babak Mougouie (November 2001–), member of IMPRS
Markus Behle (May 2003–)
Secretary:
Ellen Fries (March 2002– )
2.2 Visitors
2002
Dr. Paolo Ventura 10.03.02-10.05.02 CNR Roma
Dr. Claudio Gentile 08.04.02-22.04.02 CNR Roma
Prof. Dr. Gianpaolo Oriolo 30.04.02-05.05.02 Univ. di Roma 2
Prof. Dr. Robert Weismantel 07.10.02-09.10.02 Universita¨t Magdeburg
Dr. Bianca Spille 07.10.02-09.10.02 Universita¨t Magdeburg
Fabrizio Grandoni 01.12.02-31.12.02 Univ. di Roma 2
2003
Fabrizio Grandoni 01.04.03-31.05.03 Univ. di Roma 2
2.3 Integer Programming
The last 10 years have witnessed a tremendous improvement of integer programming solvers, which
has made integer programming applicable for hard real-world optimization problems. This improve-
ment was, to large extend, due to the incorporation of strong cutting planes, an area of research to
which we have substantially contributed during the last 5 years.
However, integer programming has a strong flavor of algorithmic number theory and this side
of the medal is the one, with which solvers still have huge problems with. The CPLEX solver, for
example, cannot handle integer variables which are unbounded or have large bounds. This is where
the problem-flavor moves from purely combinatorial to number-theoretical and techniques like
lattice-basis reduction have to be put to work. Sporadicly, one has started to use these techniques
on isolated problems which have been difficult to solve with a combinatorial technique. However,
the nexus between these two sides, combinatorics and number theory, has not yet been found. In
the last 2 years, we have intensified research on the connection between number theory and integer
programming.
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2.3.1 Fast integer programming in fixed dimension
Investigator: Friedrich Eisenbrand
An integer program is a problem of the following kind. Given an integral matrix A ∈ Zm×n and
integral vectors b ∈ Zm, d ∈ Zn, determine
max{dTx | Ax ≤ b, x ∈ Zn}. (2.1)
It is well known that integer programming is NP-complete. The situation changes, if the number
of variables or the dimension is fixed. For this case, Lenstra [3] showed that integer programming
can be solved in polynomial time. One of the main concepts of Lenstra’s algorithm is lattice basis
reduction, a generalization of the Euclidean algorithm.
The greatest common divisor, (gcd) of two positive integers a and b is the largest integer which
divides both a and b. On the other hand, it is the smallest integer which can be represented as
an integer linear combination x a + y b under the condition that x a + y b ≥ 1. Thus, the greatest
common divisor has an integer programming formulation in fixed dimension with a fixed number of
constraints. The Euclidean algorithm computes this number in O(ϕ) steps, if ϕ is an upper bound
on the bitlength of a and b.
Lenstra’s algorithm requires O(ϕ2) arithmetic operations to solve an integer program with
a fixed number of constraints. In [2] we presented an algorithm which solves this problem in
linear time, thereby closing the running time gap between the euclidean algorithm and integer
programming with a fixed number of constraints. Combining this result with Clarkson’s [1] random
sampling algorithm for (integer) linear programming, it follows that an integer program which is
defined by m constraints, each of binary encoding length O(ϕ) can be solved with an expected
number of O(m + log(m)ϕ) arithmetic operations on rational numbers of binary encoding size
O(ϕ).
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2.4 Algorithms for Combinatorial Optimization
A combinatorial optimization problem consists of a finite ground set U , where each member u ∈ U
has a weight w(u), and a collection of subsets F ⊆ 2U of subsets of U . The task is to find an
F ∈ F with maximum weight w(F ) = Σu∈Fw(u).
The solutions of a combinatorial optimization problem can be represented by their character-
istic vectors. Therefore, a combinatorial optimization problem can be understood as the linear
programming problem over the convex hull of these characteristic vectors. This is the polyhedral
approach to a combinatorial optimization problem. In the following, we report on three results in
this domain. Further we report on our results concerning the detection of fixed-size cliques and
dominating sets and on optimization techniques in case-based reasoning.
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Figure VII.1: A primal cutting plane of x¯ separating x∗ from P . Notice that y∗ cannot be separated
from P by a primal cutting plane of x¯.
2.4.1 Primal separation
Investigators: Friedrich Eisenbrand, Paolo Ventura
In the beginning of the 80’s, several authors [3, 5, 4] realized that a linear programming problem
is polynomial time solvable if and only if its corresponding separation problem is polynomial time
solvable. The separation problem asks, whether a given point lies inside the polyhedron, and if not,
requires an inequality, which is valid for the polyhedron but not valid for the point.
This equivalence is a very powerful tool to prove that certain combinatorial optimization prob-
lems can be solved in polynomial time. Perhaps one of the most stunning applications of this
equivalence was the simple proof of Padberg and Rao [6] that maximum weight perfect matchings
can be computed in polynomial time. Other applications are the polynomial time solvability of
stable set problems in perfect graphs, submodular function minimization among many others.
We considered the following, more restrictive variant of the separation problem, called primal
separation. Here, given an extreme point x¯ of an integral polyhedron P and some point x∗, one has
to compute an inequality aTx ≤ β, which is valid for P , tight at x¯ (i.e., aT x¯ = β) and not valid for
x∗ or assert that no such inequality exists, see Figure VII.1.
We could show [1] that this variant of the separation problem is polynomial time equivalent
to the optimization problem for 0/1 polyhedra. Often, this separation variant can be easier solved
than the standard separation variant, as we have shown in [2].
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Figure VII.2: A cycle of length 5 can contain at most 2 vertices of a stable set.
[5] M. W. Padberg and M. R. Rao. The russian method for linear programming III: Bounded integer
programming. Technical Report 81-39, New York University, Graduate School of Business and Admin-
istration, 1981.
[6] M. W. Padberg and M. R. Rao. Odd minimum cut-sets and b-matchings. Mathematics of Operations
Research, 7:67–80, 1982.
2.4.2 Stable sets in t-perfect graphs
Investigators: Friedrich Eisenbrand, Stefan Funke (AG1)
The above mentioned equivalence of separation and optimization relies on the ellipsoid method
for linear programming. This method has several severe drawbacks. It is difficult to implement,
uses a heavy framework of rounding and approximation and is slow. This has motivated the search
for combinatorial algorithms for problems whose polynomial time complexity could so far only be
established via the ellipsoid method. A well known problem of this sort was the problem to compute
a maximal stable set in a t-perfect graph.
A stable set S ⊆ V of an undirected graph G = (V,E) is a subset of the nodes of G which
consists of pairwise nonadjacent vertices of G. The number of elements of a stable set S which lie
on an odd cycle C is bounded from above by b|C|/2c, see Figure VII.2. A graph is t-perfect, if





{u, v} ∈ E : yu + yv ≤ 1
u ∈ V : yu ≥ 0,
C ∈ C : ∑v∈C xv ≤ b|C|/2c.
Here the letter C stands for the cycles of G which have odd length. These constraints can be
separated in polynomial time [2]. Therefore the maximal stable set problem can be solved in
polynomial time with the ellipsoid method .
In [1] we were able to present a combinatorial algorithm for this task. The algorithm does
not make use of an explicit linear programming algorithm or any other linear algebra tools. This
method is the first combinatorial algorithm for this problem.
References
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2.4.3 The matching polytope
Investigators: Friedrich Eisenbrand and Paolo Ventura
Edmonds [1] was able to completely describe the polytope of the convex hull of the characteristic
vectors of perfect matchings. The number of inequalities which are needed to describe this polytope
is however exponential in the size of the graph. It is a longstanding open problem, whether this
polytope has a polynomial, or compact representation in a higher dimensional space. On the
negative side, Yannakakis [3] showed that a symmetric compact formulation is not possible. We
proved [2] that the inequalities which are tight at a given matching have a compact formulation.
Thus, testing the optimality of a perfect matching can be done with compact linear programming.
From this, it follows that the maximum weight perfect matching problem itself can also be reduced
to compact linear programming.
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2.4.4 Fixed-parameter clique and dominating set
Investigators: Friedrich Eisenbrand and Fabrizio Grandoni
The clique and dominating set problems consist in deciding whether an undirected graph G
contains a clique and a dominating set of order ` respectively. Currently, these problems are not
known to be fixed-parameter tractable for parameter `. Indeed, this is also believed not to be the
case. In fact, these two problems are complete for the parameterized complexity classes W [1] and
W [2] respectively. These two classes include the class of fixed-parameter tractable problems and
these inclusions are conjectured to be proper. These results motivated us to study the complexity
of these two prototypical problems and to look for faster algorithms to solve them.
We provided [2] an O(nβ(`)) = O(nω(b`/3c,d(`−1)/3e,d`/3e)) algorithm for fixed-parameter clique,
where n is the number of nodes and the complexity of multiplying a nr×ns matrix by a ns×nt matrix
is denoted by O(nω(r,s,t)). This improves on the O(nω(1,1,1)b`/3c+` (mod 3)) previous best algorithm.
We moreover extended this result to the sparse case, by describing a O(eβ(`)/2) algorithm in the case
` ≥ 6, where e is the number of edges. We also showed how to solve fixed-parameter dominating
set in O(nω(b`/2c,1,d`/2e)) steps, thus obtaining the first non-trivial algorithm for a W [2]-complete
problem.
Our algorithm for the detection of `-cliques in dense case can be adapted to detect any induced
subgraph of order ` within the same time bound. Faster algorithms are available for some families
of induced subgraphs, e.g. cycles. We developed [1, 2] improved algorithms for the detection of
diamonds (4-cliques from which an edge is removed) and 4-length cycles.
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2.4.5 Case-Based Reasoning(CBR) and Optimization
Investigator: Babak Mougouie
Solving a new problem by using the specific knowledge and information of previous similar situations
is the main concept of Case Based Readoning. The principles of CBR are to identify the current
problem, recall a past case similar to the new one, use the case to propose a proper solution for
the current problem, examine the solution and update the case base(problem-solution space) if the
new solution is an appropriate one.
The traditional concept of a case is that of a point in the case base, i. e., a problem-solution pair
that assigns a single solution to a single problem. During case-based problem solving, cases are
retrieved from a case base using a similarity function, which compares the case description with
the current problem called a query. Driven by examination of several applications, the concept
of generalized cases was proposed by Bergmann and Vollrath [1]. A generalized case covers not
only a point of the problem-solution space but a whole subspace of it. A single generalized case
immediately provides solutions to a set of closely related problems rather than to a single problem
only.
In [4] we translated the main problem of determining the similarity between a query and a
generalized case into a real valued optimization problem, investigated special difficulties occured
by non-linear constraints and nondifferentiable similarity functions. Additionally we developed an
algorithm based on branch and bound to rank generalized cases according to their similarity to our
query.
In [2] we improved our technique to find the distance (or the related similarity) between the
query and the closest point c of the area covered by the generalized cases, with respect to the
similarity function. We proposed a new cutting plane method enabling us to rank generalized cases
according to their distance to the query and retrieve the closest point c.
In CBR, sometimes we need to retrieve a set of different solutions, Retrieval Set, instead of one
solution to have the possiblity to choose between them. The methods such as branch and bound
and cutting plane methods extract retrieval sets such that the solutions in them tend to be very
close together if not the same. In [3] we presented a new branch and bound method to build a
retrieval set of point cases such that the diversity between these point cases is sufficient and each
case in the retrieval set is a representative for a set of similar point cases.
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2.5 Graph Theory
Parameters like treewidth, pathwidth are intimately related to graph minor theory. In fact the
concept of tree decompositions plays a major role in the proof of graph minor theorem by Robertson
and Seymour. The formal definitions of these concepts are availbale in [1], for example.
These notions underly several important and sometimes very deep results in graph theory and
graph algorithms and are very useful for the analysis of several practical problems. It is known that
many NP–complete problems become polynomial or even linear time solvable, or belong to NC,
when restricted to graphs with small treewidth. The concepts of treewidth and pathwidth have
applications in many practically important fields like VLSI layouts, Cholesky factorization, Expert
systems, Evolution theory, and natural language processing. (See [1] for references).
2.5.1 Isoperimetric Inequalities and width parameters of graphs
Investigators: L. Sunil Chandran, T. Kavitha (AG1)
Discrete isoperimetric inequalities have recently become important in combinatorics. Usually
two kinds of isoperimetric problems are considered: the vertex isoperimetric problem and the edge
isoperimetric problem. Let G = (V,E) be a graph. For S ⊆ V , the vertex boundary Φ(S) can be
defined as follows.
Φ(S) = {w ∈ V − S : ∃v ∈ S such that {w, v} ∈ E} (2.2)
The vertex isoperimetric problem is to minimize |Φ(S)| over all subsets S of V with |S| = ` for a
given integer `. We denote this minimum value by bv(`,G), i.e bv(`,G) = minS⊆V (G),|S|=` |Φ(S)|.
(We denote by V (G) and E(G) the vertex and edge sets of G, respectively.) The edge isoperimetric
problem can be defined in a similar way.
We have related the problem of lower bounding the width parameters to the isoperimetric





bv(x), for 1 ≤ s ≤ |V (G)|.
A stronger result holds for the pathwidth [2]:
pathwidth ≥ bv(s), for 1 ≤ s ≤ |V (G)|.
These observations have led us to derive other interesting results, we only list a few. For example,






The d–dimensional hypercube Hd is the graph on 2
d vertices, which corresponds to the 2d d–
vectors whose components are either 0 or 1, two of the vertices being adjacent iff they differ in
just one coordinate. Hypercubes are a well–studied class of graphs, which arise in the context
of parallel computing, coding theory, algebraic graph theory and many other areas. They are
popular because of their symmetry, small diameter and many interesting graph–theoretic properties.
376
IRG 2 Discrete Optimization




≥ treewidth(Hd) ≥ c2 2d√d .
Another interesting width parameter is the carving width [4]. We have observed that the
carving width can be related with the edge isoperimetric problem. As a consequence we can infer
that carving width (Hd) = 2
d−1.
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2.6 Teaching Activities
Key: C – Courses, CE – Courses and exercises, S – Seminar, FoPra – Project class.
Summer Semester 2002
Optimierung F. Eisenbrand – CE
Algorithmen fu¨r lineare Algebra in Z-Modulen F. Eisenbrand – FoPra
Winter Semester 2002/2003
Approximation Algorithms F. Eisenbrand, S. Funke, P. Krysta – S
Kombinatorische Algorithmen fu¨r Set Packing F. Eisenbrand – FoPra
Aufza¨hlen leerer Simplizes F. Eisenbrand – FoPra
Greedy-Heuristiken fu¨r Set Packing F. Eisenbrand – FoPra
Summer Semester 2003
Optimierung F. Eisenbrand, S. Funke – CE
Diploma students
Ingo Grenner, Gomory-Chva´tal-Schnitte im Branch-And-Cut
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B. Mougouie, Algorithmen fu¨r das Instruction Scheduling Problem
M. Behle, Disjuntive cutting planes and integer programming
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3 IRG 3 – Graphics - Optics - Vision
3.1 Personnel
Head of Independent Research Group 3:
Dr.-Ing. Marcus Magnor
Ph.D. students:
Lukas Ahrenberg (November 2002–)
Bastian Goldlu¨cke (March 2002–)
Ivo Ihrke (February 2003–)
Master students:
Christoph Petz (May 2002–April 2003)
Secretary:
Ellen Fries (March 2002–)
3.2 Guests
2002
Priyanka Rawat 15.05.02–25.07.02 IIT New Delhi
Robert Strzodka 01.09.02–31.10.02 Uni Duisburg
2003
Sabina Bihlmaier 01.02.03–31.07.03 FH Medien Stuttgart
Bennett Wilburn 14.02.03–30.03.03 Stanford University
3.3 Visitors
2002
Bastian Goldlu¨cke 23.01.02 Univ. Marburg
Robert Strzodka 27.05.02-28.05.02 Univ. Duisburg
Judith Mu¨hl 11.06.02 Univ. Karlsruhe
Lukas Ahrenberg 12.08.02–14.08.02 Univ. Uppsala
Ivo Ihrke 16.12.02–17.12.02 Royal Institute of Technology,
Stockholm
2003
Sabina Bihlmaier 09.01.03 FH Medien Stuttgart
Jochen Wingbermu¨hle 04.02.03 Univ. Hannover
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3.4 Overview
The Independent Research Group “Graphics-Optics-Vision” was established in early 2002. In
March 2002, Bastian Goldlu¨cke joined the group as our most senior Ph.D. student. With his
diploma in mathematics from the University of Marburg and an additional Vordiplom in computer
science from the Technical University of Ilmenau, Bastian’s current research interests include image
analysis and spatio-temporal reconstruction methods from multiple video streams. Christoph Petz,
a computer science student also from Marburg with a background in physics, joined the group
in May 2002 for his Diploma thesis. Christoph develops algorithms for computing holograms as
well as autostereograms on conventional PC graphics cards. In November 2002, we welcomed
Lukas Ahrenberg from the University of Uppsala in Sweden as our second Ph.D. student. With
his experience in image-based rendering, acquired during his master thesis in computer science
and during an interim occupation in industry, he is currently developing a wireless mobile studio
to record synchronized multiple video streams outdoors. Ivo Ihrke joined us in February 2003
after he had completed his master in scientific computing at the Royal Institute of Technology in
Stockholm. He also holds a Vordiplom in computer science from the University of Erlangen. Ivo
currently applies his experience in robotics and machine vision to develop an easy and robust multi-
camera calibration method for our mobile video studio. In addition to the group’s own students,
Christian Theobalt, Ming Li and Joel Carranza from AG4 are working in close collaboration with
us, and their theses are co-supervised by the head of NWG3.
Our group is working together with researchers from a number of institutions. Priyanka Rawat
from IIT Delhi joined our group for 2 months during the summer to complete her internship.
Robert Strzodka, a Ph.D. student at the University of Duisburg and an expert in graphics hardware
programming, visited us for 2 months during the fall to work with us on fast object recognition
using a PC graphics card. Bennett Wilburn from Stanford University stayed with us for 6 weeks
to work on dynamic light field rendering. In addition, the group welcomed two short term visitors
from the University of Hannover and the University of Karlsruhe.
This spring, Marcus Magnor visited the University of Tokyo to develop with Prof. Aizawa and
his students a solid-state, simultaneous wide angle-detailed view surveillance camera.
One focal point of our group’s research is 3D television and free-viewpoint video. Having
several synchronized video streams of a dynamic scene, we want to be able to view the action from
any arbitrary viewpoint. For acquiring the synchronized multi-video sequences, a student lab was
reconfigured into a video studio [3], Fig. VII.3. To advance this intriguing new interactive medium
towards consumer applications, we actively participate in the MPEG consortium to make our
research results known and available also to industrial research and development departments [1].
A recent two-year grant of the Deutsche Forschungsgemeinschaft ensures the continuity of our
efforts towards building a robust, versatile 3D-TV system [2].
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Figure VII.3: In our video studio, the action on stage is recorded from 8 synchronized videos
cameras set up all around the perimeter.
(a) A single frame and its background. (b) Background subtraction and final depth map after
global energy minimization.
Figure VII.4: Results obtained for a real-world sequence captured with the Stanford Multi-Camera
Array. Six source cameras arranged in a 3x2 grid were used for the reconstruction.
3.5 3D-TV
3.5.1 Scene Reconstruction and Rendering from Multiple Video Sequences
The aim of this work is 3D video, where a recorded dynamic scene is to be rendered from an
interactively chosen viewpoint. The scene is captured by several fixed and calibrated cameras and
processed off-line in order to pre-compute and compress all necessary data. Rendering from this
data is based either on the Lumigraph approach or on microfacet billboarding. Both algorithms
require an approximate model of the scene geometry to achieve convincing results.
Depth Map Estimation and Background Separation
Investigator: Bastian Goldlu¨cke
Dynamic light field rendering based on the Lumigraph method requires per-pixel depth informa-
tion. Since in real-world applications depth can usually not be measured directly, it has to be
estimated from the images by photometric means. The quality of the final result also benefits from
segmenting the foreground of the scene from known background. Foreground and static background
can be rendered separately, suppressing flickering in the background completely. In addition, the
segmentation stabilizes the depth estimate for the foreground.
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(a) Dependence of the depth estimation and back-



















(b) Percentage of pixels with erroneous depth es-
timate in a synthetic test sequence.
Figure VII.5: Measured reconstruction errors in synthetic test sequences. The left graph illustrates
the benefits of background subtraction, the right graph those of taking temporal coherence into
account.
The first algorithm we developed is based on the successful approach introduced by Kolmogorov
and Zabih [3]. In this technique, a global energy functional is defined which encodes high-level
knowledge about scene reconstruction. Highly probable configurations of depth values are en-
couraged by assigning low energies, while unlikely or impossible configurations are ruled out by
assigning high energy values. A minimization technique based on graph cuts is employed to find
a strong local minimum of the functional. Several advantages of this approach are well known:
Spatial smoothness of the depth maps is encouraged, while discontinuities at object boundaries are
preserved. Because it is a global reconstruction technique, visibility is handled properly. All source
images are treated symmetrically. Our work [1] generalizes the algorithm to not only reconstruct
depth values, but also subtract the known background from the foreground. Penalties for a pixel
to belong to the foreground or background based on color differences are encoded directly into the
functional. That way, we obtain a segmentation which is consistent with all views of the scene.
For video streams, a visually pleasing reconstruction requires not only spatial, but also temporal
consistency of the estimates to eliminate annoying flickering artifacts. While previous approaches
were restricted to static scenes, our extension of the above algorithm explicitly enforces temporal
coherence [2]. A novel method to pre-process the images yields validity estimates in order to
automatically derive correct weights for several visual clues.
Example input images are displayed in Fig. VII.4(a), with the results of the reconstruction
shown in Fig. VII.4(b). Synthetic test sequences allow us to measure the reconstruction error,
Fig. VII.5. The benefits gained from the background subtraction as well as from taking temporal
coherence into account are clearly evident.
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(a) Place triangle mesh on top of the
image.
(b) Use vertex position within the
image as texture coordinates.
(c) Translate the mesh vertices ac-
cording to their disparities and the
new viewpoint.
(d) Use texturing hardware to warp
the image onto the transformed
mesh.
Figure VII.6: Rendering of the warped view from a novel view-point for a single source camera.
Dynamic Light Field Rendering
Investigators: Bastian Goldlu¨cke, Bennett Wilburn
In image-based rendering for static scenes, conventional photographs are used to capture the visual
appearance, the light field of a scene. Given enough images from different viewpoints, any view
of the scene from outside the convex hull of the recording positions can be reconstructed [2].
Unfortunately, light field rendering quality depends on the number of photographs. Very large
numbers of images are necessary to attain convincing rendering results. However, if per-image depth
maps can be reconstructed from the image data, hybrid model/image-based rendering methods
achieve realistic rendering results from only a relatively small number of images.
The result of our work is a rendering system for dynamic light fields [1]. We use video streams
from multiple synchronized cameras together with depth maps which are estimated using our
reconstruction method presented above. The streams were captured with the Stanford Multi-
Camera Array [3]. A background separation is also performed in order to improve the rendering
quality by rendering foreground and background separately. Our system makes possible interactive
viewing of 3D movies from arbitrary viewpoint positions within the convex hull of the camera
positions. It is currently limited to setups where the recording cameras lie in a plane and the
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optical axes are aligned in parallel.
In order to render an image of the scene from a novel viewpoint, we select the four cameras
nearest to the desired viewing position. A regular triangle mesh is placed on each of the source
images, Fig. VII.6. The vertices of the mesh are transformed to their projected positions in the
novel view, and the resulting mesh is rendering using the source image as a texture. All four
contributions are blended using weights proportional to the reciprocal squared distance to the new
viewpoint. We take several steps to maximize rendering speed on modern graphics hardware:
• Vertex programs are used to transform vertex positions. That way, necessary geometry trans-
fer is minimized since the initial vertex positions remain fixed.
• Meshes are rendered as a sequence of triangle strips optimized for graphics hardware perfor-
mance.
• The TEXTURE_RECTANGLE_NV extension is used to avoid rescaling textures to powers of two.
In order to improve the quality of the result, we use the depth buffer to avoid blending features of
different depth. We also cut triangle strips at large depth discontinuities in order to avoid severely
distorted triangle patches.
The resulting rendering frame rate is 32 Hz at a mesh resolution of 80x60 on a 1.8GHz Pentium
IV PC with a GeForce 4 Ti 4600 graphics card. The output can be scaled to an arbitrary resolution
without any impact on performance. The true bottleneck is loading the images and disparity maps
from hard drive to graphics card memory. Because of this, we are going to investigate compression
schemes tailored to this kind of input data required by our rendering algorithm. This will also be
necessary for the other rendering approaches.
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Free-Viewpoint Rendering
Investigators: Bastian Goldlu¨cke, Christian Theobalt, Li Ming, Joel Carranza
While dynamic light field rendering requires only depth values and thus allows only a very limited set
of possible new viewpoints, free-viewpoint rendering does not limit the rendering in that respect.
In order to achieve this, a global approximate model of the scene geometry is clearly required.
Currently we are using sequences obtained with the vision studio available at our institute [3],
and employ the visual hull obtained from foreground silhouettes as a geometry proxy, Fig. VII.7.
The advantage is that the studio setup enables the computation of the visual hull in real-time.
In conjunction with our rendering technique, we should be able to set up a system for live 3D
television in the future.
Despite the fact that the visual hull is only a very coarse geometry reconstruction, we want to
lose as few details present in the source images as possible. Our approach [1, 2] is to project small
patches of the camera’s images onto the geometry proxy via texturing hardware, which preserves
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(a) The silhouettes in the source images define gen-
eralized cones in space. Their intersection is the
visual hull.
(b) The voxel volume defined by the visual hull and
its bounding box for two different frames.
Figure VII.7: Construction of the visual hull and the corresponding voxel volume.
(a) Source images. These are four of the six silhou-
ettes used to construct the visual hull and texture
the billboards. The cameras are spaced roughly 60
degrees apart.
(b) Rendered view. The novel viewpoint lies di-
rectly in between two of the source cameras in
Fig. VII.8(a).
Figure VII.8: Input silhouette images and result of the rendering algorithm.
at least the detail in every single texture patch. It is akin to the Microfacet Billboarding approach
of Yamazaki et al [4], but in contrast to it, only the streamed data from several synchronized,
calibrated cameras together with a voxel model of the visual hull is used as an input to the algorithm.
For each occupied voxel we render a single geometric primitive called a billboard, which is a rectangle
parallel to the image plane having the same center as the voxel. Since the coordinates of the
billboard’s corners in 3D-space are known, we can compute their locations in the camera views and
use this information to texture the billboards. The cameras are immobile, so the mapping can be
pre-computed and evaluated very efficiently using hardware-accelerated dependent texturing and
customizable vertex transformations.
Graphics hardware is also employed to blend the contributions from the source cameras nearest
to the current viewpoint in order to smooth the transitions along contours between different source
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images on the object. We exploit the background segmentation, Fig. VII.8(a) known from the
visual hull reconstruction to render background pixels transparently. That way, fine details at the
boundary are preserved even with a relatively coarse resolution of the voxel model. The quality of
the result can further be improved greatly if for each voxel it is known which cameras can actually
see it, and only these cameras are used to texture the corresponding billboard. This information is
currently pre-computed off-line.
In our method, besides the negligible amount of geometry, data transfer from memory to the
graphics card is limited to only six very efficient texture loads per frame, one for each camera
image. This amounts to 1.8MB of raw data in the case of six 320 x 240 source images. It might be
reduced by first selecting the cameras which are able to contribute to the scene depending on the
current viewpoint. However, it does not appear too much in view of the peak bandwidth of AGP
4x, which lies in regions of 1GB per second, but retrieving the data from hard drive fast enough
might be a bottleneck. After all data has been transferred, our implementation of this scheme is
able to render a 32 x 32 x 32 voxel volume from an arbitrary viewpoint at 30 fps on a 1.8GHz
Pentium IV Xeon with a GeForce 4 Ti 4600 graphics card. The contributions from the two nearest
cameras are blended for each voxel, resulting in the image displayed in Fig. VII.8(b).
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Model-based Multi-Video Analysis, Human Motion Capture, and Real-Time 3D Re-
construction
Investigators: Joel Carranza, Ming Li, Christian Theobalt
Our research on model-based dynamic scene analysis, optical human motion capture and online
3D reconstruction is conducted in close collaboration with AG4 “Computer Graphics”. The three
students working on these projects are co-supervised by the head of NWG3, and they are an integral
part of our group’s activities. The number and quality of our joint publications show the success of
our work [4, 2, 3, 1]. A description of our collaborative work is presented in the students’ sections
of AG4.
References
[1]• J. Carranza, C. Theobalt, M. Magnor, and H.-P. Seidel. Free-viewpoint video of human actors. ACM
Trans. on Computer Graphics (SIGGRAPH’03), San Diego, USA, July 2003.
[2]• H. Lensch, M. Go¨sele, P. Bekaert, J. Kautz, M. Magnor, J. Lang, and H.-P. Seidel. Interactive rendering
of translucent objects. Proc. IEEE Pacific Graphics 2002, Beijing, China, pages 214–224, Oct. 2002.
[3]• M. Li, M. Magnor, and H.-P. Seidel. Online accelerated rendering of visual hulls in real scenes. Proc.
Graphics Interface (GI’03), Halifax, Canada, June 2003.
387
IRG 3 Graphics - Optics - Vision
[4]• C. Theobalt, M. Magnor, P. Schu¨ler, and H.-P. Seidel. Combining 2D feature tracking and volume
reconstruction for online video-based human motion capture. Proc. IEEE Pacific Graphics 2002),
Beijing, China, pages 96–103, Oct. 2002.
3.6 Mobile Multi-Video Recording
3.6.1 3D Aquesition of dynamic Events in the Outdoors
Most of todays 3D aquesition equipment is designed to capture scenes in a studio environment.
However the goal of most 3D television projects is to render arbitrary scenes. In order to perform
basic research and develop new routines, recording equipment designed for a larger, more general
set of scenes needs to be developed.
A Portable Multi-Video Recording System
Investigator: Lukas Ahrenberg
Up until today most multi view recording has been performed in indoor studios. However, studio
recording severely limits the set of scenes that may be captured due to the communication and
configuration constraints. As the captured scenes are dynamic, it is essential that the system
provides parallel synchronized sampling. A recording system must maintain trigger synchronization
between the cameras. The usual solution to this problem is to construct a tightly coupled system
mounted in a studio environment.
The goal of this project is to build a portable system, which can be transported and set up on
location, while still providing the basic multi-view recording capabilities of a studio.
In our system the triggering issue is solved using a modular system design, suitable for a sparse
camera situation. We have defined a module as consisting of a camera and a portable computer.
A module is not in any way connected to other modules or other parts of the system. All com-
munication within the system are restricted to a wireless network. This effectively ’decouples’ any
configuration and communication constraints of the system which are physically constrained by
cables. The core of the system is a server running on all module computers. When the system is
started the servers form an ad-hoc network which then is used for synchronization and communi-
cation. Thus, the whole system consists of a number of remotely controlled, independent units,
making it very flexible.
Our current system consists of four camera modules, but more can be added transparently to
scale the system if needed. A module with additional tripod and battery pack have a total weight
of less than 10 kg and can be transported in a backpack. This allows us to easily set up the system
at a variety of recording locations such as in sports arenas, in theaters or in the wilderness.
3.7 Camera Calibration for a Mobile Camera Setup
Investigator: Ivo Ihrke
A prerequisite for 3D-reconstruction is the determination of camera parameters, camera position
and orientation for all cameras. Because our camera setup is flexible, we need a fast and easy to
use way to calibrate an arbitrary number of cameras. This process can be split into internal and
external calibration. The internal calibration step determines camera parameters like focal length,
aspect ratio and radial distortion. Because these are intrinsic to each camera, this step needs to be
performed every time the internal geometry changes, e.g. when dropping the camera.
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Position and orientation of the cameras with respect to each other are computed in the external
calibration step. This has to be done every time the camera setup changes.
Commonly used calibration algorithms are based on carefully manufactured calibration objects [4]
and perform the full calibration at once. We split the task and compute the potentially demanding
internal calibration oﬄine. The external calibration is estimated on-site where the recording takes
place.
External calibration
External calibration is performed at the place of recording, to ensure a correct calibration is pos-
sible for the sequence that is to be recorded. This is important, because if calibration fails the
entire sequence is useless for reconstruction purposes. For calibration it is necessary to identify
point correspondences in the images of the different cameras. We use a virtual calibration object
[2] in order to identify relative position and orientation. A virtual calibration object is created by
waving an easily trackable object around, identifying its position over time. This gives one point
correspondence in every frame of the video sequence. Using the obtained point correspondences,
relationships known from projective geometry can be used to solve for the unknown external param-
eters [3] of one camera pair. Computing this relationship for all pairs of cameras we reconstruct
the overall camera setup up to a scale factor, which can not be determined from multiple view
geometry. The scale factor can be determined using knowledge about the calibration object. In
our case it is a ball whose radius is an appropriate measure.
Internal calibration
Recently it was suggested to use images of spheres for internal calibration as well [1]. Real spheres
(r > 0) project to ellipses in general. Three images with unchanged internal parameters of the
camera and differently positioned spheres are sufficient to compute the dual image of the absolute
quadric, which is equivalent to the computation of the internal calibration matrix.
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3.8 Innovative Applications of Modern Graphics Hardware
3.8.1 Hologram and Autostereogram rendering on PC Graphics Hardware
During the last years, low-end graphics hardware improved considerably in speed and programma-
bility. Today’s graphics cards represent a highly parallel processing scheme with high bandwidth
to graphics memory. Investigating the generation of holograms and autostereograms on graphics
hardware therefore seems a promising endeavour.
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Fast Hologram Synthesis for 3D Geometry Models using Graphics Hardware
Investigator: Christoph Petz
The holographic visualization of three-dimensional object geometry still represents a major chal-
lenge in computational holography research. Besides the development of suitable holographic dis-
play devices, the fast calculation of the hologram’s interference pattern for complex-shaped three-
dimensional objects is an important pre-requisite of any interactive holographic display system.
In our work [1], we propose an algorithm for fast hologram synthesis using PC Graphics Hard-
ware. To calculate the hologram of a 3D object, scaled and translated versions of the interference
pattern of simple primitives, e.g. point sources, are superimposed. To avoid numerical inaccura-
cies due to limited frame-buffer resolution, we use a hierarchical approach for superimposing the
wavefields. The hologram is built up completely on-board the graphics card.
Our hardware-accelerated algorithm for hologram generation renders a 512x512 pixel hologram
of 1024 point samples in 960 ms, using an nVidia GeForce 4 Ti 4600 graphics card. The algorithm
scales about linearly in the number of point samples as well as in hologram size.
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Hardware-accelerated Autostereogram Rendering for Interactive 3D Visualization
Investigator: Christoph Petz
Single Image Random Dot Stereograms (SIRDS) are an attractive way of depicting three-
dimensional objects using conventional display technology. Once trained in decoupling the eyes’
convergence and focusing, autostereograms of this kind are able to convey the three-dimensional
impression of a scene.
We present in [1] an algorithm that generates SIRDS at interactive frame rates on a conven-
tional PC. The presented system allows rotating a 3D geometry model and observing the object
from arbitrary positions in real-time. Subjective tests show that the perception of a moving or
rotating 3D scene presents no problem: The gaze remains focused onto the object. In contrast to
conventional SIRDS algorithms, we render multiple pixels in a single step using a texture-based
approach, exploiting the parallel-processing architecture of modern graphics hardware. A vertex
program determines the parallax for each vertex of the geometry model, and the graphics hard-
ware’s texture unit is used to render the dot pattern. No data has to be transferred between main
memory and the graphics card for generating the autostereograms, leaving CPU capacity available
for other tasks.
Frame rates of 25 fps are attained at a resolution of 1024x512 pixels on a standard PC using
a consumer-grade nVidia GeForce4 graphics card, demonstrating the real-time capability of the
system.
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Figure VII.9: Results of the object detection using GHT for different objects. All objects were
detected using the same search parameters.
for Imaging Science and Technology (IS&T), The International Society for Optical Engineering (SPIE),
SPIE.
3.8.2 Generalized Hough Transform with graphics hardware
Investigators: Robert Strzodka, Ivo Ihrke
The generalized Hough transform (GHT) is a powerful technique to detect objects of arbitrary
(known) shape. It performs an exhaustive search of the image by discretizing all possible
transformations between object and image space and testing them individually for support [1, 3].
The percentage of resulting matches between object and image features are interpreted as the
likelihood for a respective transformation to be correct. However, to attain reliable GHT detection
results, a large number of object features and a high-resolution Hough table is required, resulting
in a huge number of candidate transforms that must be evaluated. Therefore, this exhaustive
search over all possible object positions in the image, its different poses and (within a preset
range) varying size is very time- and memory-consuming. An implementation on a modern PC
takes on the order of half an hour to reliably detect an object in an image taken from a completely
unknown perspective [2].
We have implemented a hardware accelerated version of the algorithm [4], using features of modern
graphics hardware. Given a coarse three-dimensional model of the object in question, we generate
all possible silhouettes of the object. This includes all poses and scales. We assume approximately
orthographic projection, i.e. the position of the object in the image does not change the imaged
silhouette. We detect edges in the image, in which the object is to be found. The resulting edge
image is convolved with the pre-computed object outlines. In that way, we find a number of
most probable guesses for its three-dimensional pose, scale and position in an image containing
the object. The strongest response indicates the best-matching object pose, position and scaling.
Usually this takes no more than 10 seconds.
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3.9 Journal and Conference Activities
3.9.1 Conference Activities
Program committees Marcus Magnor was a member of the program committee of
• the 7th International Fall Workshop Vision, Modeling and Visualization (VMV 2002)
• the Winter School of Computer Graphics (WSCG 2003)
• the Vision, Video and Graphics (VVG 2003)
• the 8th International Fall Workshop Vision, Modeling and Visualization (VMV 2003)
Review Boards
Marcus Magnor was a member of the review board of
• IEEE Trans. Multimedia
• IEEE Trans. Circuits and Systems for Video Technology
• Graphics Interface 2003
• the 13th Eurographics Workshop on Rendering 2002
• Eurographics 2003
• Eurographics Symposium on Rendering 2003
3.9.2 Research Visits
Marcus Magnor visited Aizawa Lab at the University of Tokyo in March/April 2003.
3.10 Teaching Activities
Key: C – Courses, CE – Courses and exercises, S – Seminar, FoPra – Project class.
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Summer Semester 2002
Computer Graphics II M. Magnor with AG4 – CE
Winter Semester 2002/2003
Computergraphik M. Magnor, P. Slusallek – CE
Summer Semester 2003
3D Image Analysis and Synthesis H. Lensch, M. Magnor, H.-P. Seidel – CE
Image- and Video-based Rendering M. Magnor – S
3.11 Diploma Theses and Dissertations
3.11.1 Dissertations
In Progress
L. Ahrenberg, Codierung von Simultanansicht-Videosequenzen zum Einsatz in Systemen des
Freiblick-Fernsehens
I. Ihrke, Joint Reconstruction of 3D Shape and Surface Reflection Properties from Multi-Video
Sequences and Point-based Rendering for View-Dependent, Real-Time Display
B. Goldlu¨cke, Geometriemodell-basierte 3D Objekterkennung in Simultanansichtsaufnahmen mit
Hilfe parallelverarbeitender Grafikhardware - Algorithmen
3.11.2 Diploma Theses
In Progress




[1] J. Carranza, C. Theobalt, M. Magnor, and H.-P. Seidel. Free-viewpoint video of human actors. ACM
Trans. on Computer Graphics (SIGGRAPH’03), San Diego, USA, July 2003. accepted.
[2] H. Lensch, M. Go¨sele, P. Bekaert, J. Kautz, M. Magnor, J. Lang, and H.-P. Seidel. Interactive rendering
of translucent objects. Computer Graphics Forum (Pacific Graphics 2002), 2003. accepted.
[3] M. Magnor, P. Ramanathan, and B. Girod. Multi-view coding for image-based rendering using 3-D
scene geometry. IEEE Trans. Circuits and Systems for Video Technology, 2003. accepted.
[4] T. Pannuti, N. Duric, C. Lacey, A. Ferguson, M. Magnor, and C. Mendelowitz. An x-ray, optical, and
radio search for supernova remnants in the nearby sculptor Sd galaxy NGC 7793. Astrophysical Journal,
(2):966–981, Feb. 2002.
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3.12.2 In Conference Proceedings
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[17] C. Theobalt, M. Magnor, P. Schu¨ler, and H.-P. Seidel. Combining 2D feature tracking and volume
reconstruction for online video-based human motion capture. Proc. IEEE Pacific Graphics 2002),
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Nov. 2002.
3.13 Grants and Cooperations
Project funded by the DFG
The following project is funded by the German National Science Foundation (DFG - Deutsche
Forschungsgemeinschaft).
Analyse und Codierung von synchron aufgenommenen Multivideo-Bilddaten zur in-
teraktiven Betrachtung dynamischer Szenen The topic of this project is the research and
development of algorithms for analyzing, coding and rendering of multi-video data sets. The grant
is funding one Ph.D. student and one student aid for 2 years as well as expenses for conference
visits. Intended start of the project is August 1, 2003. Partners and group leaders of the project
are:
Max-Planck-Institut fu¨r Informatik (Dr.-Ing. Marcus Magnor)
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