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Resumen.
En este trabajo se estudia el problema del reconocimiento y la segmentacio´n
de texturas en ima´genes. Se presenta una te´cnica basada en la dimensio´n
fractal (DF) y contornos B-spline deformables para hallar el borde de un ob-
jeto de intere´s. Sobre un imagen original se aplican 7 caracter´ısticas de DF
y una de multifractalidad. Para estimar la DF se propone un enfoque box-
counting modiﬁcado combinado con la caracter´ıstica de suavizado por difusio´n
anisotro´pica para disminuir regiones espu´reas. Se utiliza el me´todo de clasi-
ﬁcacio´n no supervisada mediante K-medias. Se muestran varios ejemplos con
ima´genes sinte´ticas de diferentes texturas, en los cuales se observa que el uso
de la dimensio´n fractal local, como descriptor para la bu´squeda de texturas,
es adecuado para la extraccio´n de contornos en este tipo de ima´genes.
Palabras Clave: Procesamiento de ima´genes; Deteccio´n de contornos; Tex-
turas; Ana´lisis multifractal
1. Introduccio´n
El ana´lisis de la dimensio´n fractal se ha utilizado como descriptor en la u´ltima de´cada,
fundamentalmente para la segmentacio´n basada en texturas y rugosidad. Sin embargo,
hasta ahora no hab´ıa sido utilizado en combinacio´n con me´todos locales de segmentacio´n
como los contornos activos. Las caracter´ısticas de texturas estudiadas aqu´ı esta´n basadas,
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en la geometr´ıa fractal de ima´genes, partiendo de que la dimensio´n fractal (DF) es rela-
tivamente insensible a cambios de escala de la imagen y muestra una fuerte correlacio´n
con el criterio del ojo humano de rugosidad de superﬁcies.
La te´cnica propuesta para extraccio´n de contornos, esta´ basada en el trabajo de A.
Blake et al. [1] sobre ajuste de contornos con curvas B-spline.
Este trabajo esta´ organizado de la siguiente manera: en la seccio´n 2 se describe el
modelo utilizado para estimar la dimensio´n fractal. En la seccio´n 3 se presenta la forma
de calcular los 8 descriptores de una textura. En la seccio´n 4 se describe el algoritmo
de Difusio´n Anisotro´pica utilizado para suavizar las caracter´ısticas. En la seccio´n 5 se
presenta un resumen de la representacio´n de curvas con B-spline, el algoritmo de deteccio´n
de puntos de borde, y una forma de hacer ma´s eﬁciente este algoritmos reduciendo la
cantidad de puntos de borde. En la seccio´n 6 se muestran los resultados obtenidos, y
ﬁnalmente, en la seccio´n 7 se presentan las conclusiones.
2. Estimacio´n de la Dimensio´n fractal
En ima´genes, as´ı como en otros conjuntos cuya funcio´n caracter´ıstica es no deter-
min´ıstica, existe una relacio´n directa entre la dimensio´n fractal y el coeﬁciente de auto-
correlacio´n de la funcio´n [2, 3]. Esta relacio´n justiﬁca la posibilidad de estimar la dimensio´n
fractal en este tipo de conjuntos por me´todos estad´ısticos que extienden a las deﬁniciones
cla´sicas de fractalidad como por ejemplo la dimensio´n de Hausdorﬀ (o de autosimilitud).
Existen diversos me´todos para estimar la dimensio´n fractal de un conjunto dado, en este
trabajo se utiliza la dimensio´n fractal diferencial, propuesta por Chaudhuri et al. [4].
Un conjunto acotado A en un espacio, es autosimilar si se puede mostrar que A es la
unio´n de Nr copias distintas (no solapadas) de s´ı mismo escalada por encima o por debajo






El concepto de autosimilaridad puede ser utilizado para estimar la dimensio´n fractal de un
conjunto arbitrario. Existen diversos me´todos para calcular esta estimacio´n, la mayor´ıa de
los cuales se aplican a ima´genes que deben estar previamente binarizadas. Chaudhuri et
al. describen un me´todo que tiene la ventaja de que puede aplicarse a ima´genes que tengan
niveles de gris entre [0, 255]. La ecuacio´n 1, es la base de la estimacio´n de la dimensio´n
fractal. En este caso Nr esta´ determinada de la siguiente manera: dada una imagen de
M ×M pixels, se hace una particio´n de s× s donde M/2 ≥ s > 1 y s ∈ Z. Luego el radio
es r = s/M . Se considera la imagen perteneciente a un espacio tridimensional, donde
cada elemento es una terna (x, y, z), con (x, y) la posicio´n del pixel y z es el nivel de gris
correspondiente al pixel (x, y).
El espacio (x, y) esta´ particionado en una grilla cuya celdas son de lado s. Sobre cada
una de las celdas se considera una columna de cajas de taman˜o s × s × s, es decir se
hace una particio´n de los niveles de gris sobre cada celda. Si el ma´ximo y mı´nimo nivel de
gris caen en la k-e´sima y l-e´sima celdas de la columna que se levanta sobre la celda (i, j),
entonces
nr(i, j) = l − k + 1
es la contribucio´n de Nr en la (i,j)-e´sima celda. Tomando todas las contribuciones sobre





Nr se calcula para diferentes valores de r. Luego, la dimensio´n fractal DF se estima como
la pendiente de la recta de mı´nimos cuadrados que ajusta log(Nr) vs. log(
1
r
). La Figura 1




Figura 1: Ejemplo de la estimacio´n de la Dimensio´n Fractal de una imagen de textura.
(a) Imagen D84 del a´lbum de Brodatz. (b) La recta de mı´nimos cuadrados que ajusta los
datos, calculada por el me´todo.
3. Seleccio´n de Caracter´ısticas
Mandelbrot y Van Ness [3] han puntualizado que diferentes texturas tienen la misma
dimensio´n fractal. En este trabajo se propone usar 8 caracter´ısticas fi, (1 ≤ i ≤ 8) para
discriminar aspectos de rugosidad y orientacio´n. Estas caracter´ısticas esta´n basadas en el
ca´lculo de la dimensio´n fractal de la imagen original, la DF de los pixels de la imagen con
altos valores de luminancia, la DF sobre bajos valores de luminancia, la DF de la imagen
convolucionada con ﬁltros de suavizado horizontal, suavizado vertical, suavizado diagonal,
y la dimensio´n multifractal de exponente 2 de la imagen original. Todas las caracter´ısticas
fi son normalizadas de manera que fi ∈ [0, 1].
Caracter´ıstica 1: La dimensio´n fractal de la imagen original I1 se calcula sobre
ventanas solapadas de taman˜o (2W + 1)× (2W + 1). Por lo tanto en el pixel (i, j)
la primer caracter´ıstica F1(i, j), esta´ deﬁnida como
F1(i, j) = DF{I1(i + l, j + k)}
donde
−W ≤ l, k ≤ W
Dado que 2 ≤ F1(i, j) ≤ 3, se deﬁne la caractr´ıstica normalizada como f1(i, j) =
F1(i, j)− 2, de tal modo 0 ≤ f1(i, j) ≤ 1.
Caracter´ısticas 2 y 3: Considerando dos ima´genes I2 y I3, deﬁnidas como
I2(i, j) =
{
I1(i, j)− L1 si I1(i, j) > L1
0 en todo otro caso
I3(i, j) =
{
255− L2 si I1(i, j) > (255− L2)
I1(i, j) en todo otro caso
donde L1 = gmin +
av
2
; L2 = gmax− av2 mientras gmax, gmin y av denotan el ma´ximo,
mı´nimo y porcentaje de valores de gris en I1 respectivamente. Si dos ima´genes I1 y
J1 tienen la misma dimensio´n fractal, sus ima´genes I2 y J2 no tienen una rugosidad
ide´ntica y sus dimensiones fractales son diferentes. Lo mismo ocurre con I3 y J3.
Las carater´ısticas normalizadas f2 y f3 se computan de I2 y I3 de la misma forma
que f1 desde I1.
Caracter´ısticas 4 a 7: Para una textura altamente orientada, la DF se ve menos
afectada si se realiza un suavizado en su orientacio´n dominante. Esto motiva el hecho
de tomar como descriptores de la textura, la estimacio´n de la dimensio´n fractal de
cuatro ima´genes suavizadas en cuatro direcciones, vertical, horizontal y diagonales,
























I(i + k, j − k).
La DF normalizada de las caracter´ısticas f4 a f7 son calculadas de la misma forma
que f1.
Carater´ıstica 8: Esta u´ltima carater´ıstica esta´ basada en el ca´lculo de la dimensio´n
multifractal con exponente de orden 2, para ma´s detalles ver [6]. Un conjunto A es
multifractal si la Ec. 1 converge a diferentes valores al utilizar diferentes exponentes.
Sea µr(x) la medida del conjunto A en una esfera de radio r alrededor del punto
x. La distribucio´n en la posicio´n (i, j) es µr(i, j) =
nr(i,j)
Nr
, donde nr(i, j) y Nr esta´n
deﬁnidas por las ecuaciones 2 y 2 respectivamente.






La DF generalizada D(q) resulta





donde q = 1. Luego, la octava caracter´ıstica normalizada es
f8 = TD −D(2),
siendo TD la dimensio´n topolo´gica.
Para el co´mputo de f8 se buscaron las ventanas que experimentalmente produjeran
buenos resultados sin tiempos excesivos de computo, siendo los ideales los valores
W = 17 y w = 7.
4. Suavizado y Segmentacio´n
Si las caracter´ısticas son utillizadas directamente para segmentacio´n, pueden ocurrir
errores en la clasiﬁcacio´n tanto en las regiones interiores, como en las regiones de bor-
des. El suavizado reduce los errores de clasiﬁcacio´n dentro de las regiones con texturas.
En este trabajo se utiliza el algoritmo de Difusio´n Anisotro´pica para suavizar todas las
caracter´ısticas desarrollado por Perona y Malik en [7]
La formulacio´n de Perona y Malik presenta un algoritmo que remueve el ruido man-





donde I(x, y, 0) : 2 → + es la imagen original, t es una para´metro de tiempo artiﬁcial,
∇I es el gradiente de la imagen, ‖∇I‖ es la magnitud del gradiente de la imagen y g(‖∇I‖)
es una funcio´n de deteccio´n de borde, con la u´nica condicio´n de que g(x) → 0 cuando
x → 0. La clasiﬁcacio´n de texturas se realiza con el conocido algoritmo de clustering
K-medias (ver [8]).
5. Deteccio´n de bordes utilizando representacio´n B-
spline para curvas
En esta seccio´n presentamos el algoritmo de deteccio´n de bordes utilizado en este
trabajo para detectar los cambios de texturas dentro de la imagen y hallar el contorno
del objeto de intere´s. Con este propo´sito se utiliza la representacio´n B-spline para curvas,
que tiene la ventaja de que la ecuacio´n de la curva queda representada por sus puntos
de control, lo cual reduce ampliamente la cantidad de para´metros y por lo tanto el costo
computacional. Adema´s puede elegirse el orden de la representacio´n, de acuerdo a la
suavidad necesaria para la curva. Con el objetivo de que este trabajo sea autocontenido
se presenta, en primer lugar, un breve resumen de la representacio´n B-spline de contornos
y de la interpolacio´n de puntos por medio de B-spline utilizado para el ajuste; para ma´s
detalles sobre este tema consultar [1, 9].
5.1. Representacio´n B-spline
Sea {Q0, ..., QNB−1} un conjunto de puntos de control, donde Qn = (xn, yn)t ∈ R2,
0 ≤ n ≤ NB − 1, y sea {s0 < s1 < s2 < . . . < sL−1} ⊂ R un conjunto de L nodos.
Una curva B-spline de orden d se deﬁne como una suma ponderada de NB funciones
polinomiales Bn,d(s) de grado d − 1, dentro del intervalo [si, si+1] con 0 ≤ i ≤ L − 1. La








donde el vector de funciones base B(s) de NB componentes esta´ dado por B(s) =
(B0,d(s), . . . ,BNB−1,d(s))
t. Los vectores de pesos Qx y Qy son las primeras y segundas
componentes de Qn, respectivamente.
Las curvas usadas en este trabajo para extraccio´n de contornos son cerradas, de orden
d = 3 o´ d = 4, especiﬁcadas por funciones B-spline perio´dicas.
Para resolver el problema de encontrar los NB puntos de control de una curva B-spline
que ajuste un contorno, utilizamos el siguiente esquema desarrollado en [9].
Dado un conjunto de k puntos en el plano de la imagen {D0, D1, . . . , Dk−1}, donde
Di = (xi, yi)
t, i = 0, . . . , k − 1, buscamos la curva B-spline de NB puntos de control que







para ciertos valores de ti, donde i = 0, . . . , k − 1 y NB ≤ k.
Este sistema lineal puede ser escrito en forma matricial como D = K(Qx Qy), donde
los k×NB elementos de la matriz K esta´n dados por Kij = Bj,d(ti), con i = 0, . . . , k− 1,
j = 0, . . . , NB − 1, y D = (D0, D1, . . . , Dk)t.
En el caso ma´s general es NB < k y por lo tanto K no es una matriz cuadrada. En
este caso se utiliza la matriz pseudo-inversa para encontrar una solucio´n aproximada del
sistema, de donde resulta
(Qx Qy) = K+D
El conjunto de valores de los para´metros {t0, . . . , tk−1} esta´ dado por




,  ≥ 1.
5.2. Algoritmo de deteccio´n de bordes
En esta seccio´n se describe el algoritmo desarrollado para detectar el borde del objeto
de intere´s. Sea E una escena compuesta por el fondo B y una regio´n R con su borde
∂R. Se desea encontrar la curva CB que ajusta al borde de la regio´n ∂R en la imagen.
Deﬁnimos una regio´n inicial de bu´squeda, especiﬁcada por un pol´ıgono, cuyos ve´rtices son
los puntos de control que generan una curva B-spline.
Si un punto pertenece al borde de la imagen, entonces una muestra tomada sobre un
entorno del punto exhibe un cambio en la intensidad de los niveles de gris y es considerado
un punto de transicio´n. Entonces se consideran N segmentos a(i), i ∈ {1, ..., N} con la
forma a(i) = CPi. Aqu´ı C es el centroide de la regio´n inicial, el extremo Pi es un punto
fuera de la regio´n y θ = ang
(
a(i), a(i+1)
) ∀i es el a´ngulo entre dos segmentos consecutivos
como muestra la Figura 2. El segmento a(i) es un arreglo de m elementos provenientes de













































































Figura 2: Rectas radiales.
Despue´s de aplicar la clasiﬁcacio´n explicada en la seccio´n 4, la imagen es binaria,
entonces el punto de borde sobre cada segmento se encuentra convolucionando los datos
del segmento con una ma´scara dada por [−1, 1]. Una vez encontrados los puntos de borde
{b1, ..., bN} que esta´n sobre cada segmento se contruye la curva B-spline interpolante como
se explica en la seccio´n 5.1
5.3. Algoritmo de eleccio´n de puntos de borde
El algoritmo de la seccio´n 5.2 genera una cantidad exagerada de puntos de borde. No
todos son necesarios para construir una buena aproximacio´n del contorno del objeto de in-
tere´s. En esta seccio´n se explica una forma de hallar los puntos de borde ma´s signiﬁcativos
en la descripcio´n del contorno, de manera de generar la misma curva aproximante con la
menor cantidad de puntos de borde posible. La curva B-spline interpolante se genera con
15 puntos de control.
Dado un conjunto de puntos borde A = {b1, ..., bN} se quiere determinar los puntos
ma´s importantes en la descripcio´n de la curva (puntos cr´ıticos), eliminando los puntos
que son redundantes. Por ejemplo, los puntos donde la curva cambia de direcio´n, o los
puntos en los que la curvatura es ma´xima. El me´todo que proponemos fue desarrollado
originalmente por P. Zhu (see [10]) y trata de detectar puntos cr´ıticos, dentro del conjunto
de puntos de borde A, eligiendo aquellos que tienen curvatura ma´xima pero sin calcular
la curvatura.
El conjunto de puntos A puede ser particionado en dos subconjuntos D (puntos
cr´ıticos) y E (puntos redundantes), de manera que:
C ∩R = ∅
C ∪R = B
Tomamos las coordenadas polares de cada punto bi
bi = (ρi, αi)
donde ρi y αi son el mo´dulo y el a´ngulo respectivamente, y con lo que el punto bi queda
un´ıvocamente determinado.
El conjunto A es una secuencia y por lo tanto cada punto tiene solo dos puntos
geome´tricamente vecinos. Si bi−1, bi y bi+1 son tres puntos consecutivos, entonces habra´ un
ma´ximo o un mı´nimo local si se cumple
sign(ρi − ρi−1) = sign(ρi+1 − ρi)
o´
sign(αi − αi−1) = sign(αi+1 − αi)
De esta manera se obtiene un subconjunto M de puntos ma´ximos o mı´nimos locales,
M = {bc1 , . . . , bcm}
Luego, por cada par de puntos adyacentes bcj , bcj+1 de M se calcula la recta Sj que
pasa por esos puntos y luego la distancia di que existe entre los puntos pi pertenecientes
al conjunto A −M y la recta Sj . Entonces se obtienen los puntos que tienen ma´xima y
mı´nima distantancia di a la recta S, seleccionando aquellos que cumplen la condicio´n:
sign(di − di−1) = sign(di+1 − di) (2)
para cj < i < cj+1. Queda entonces deﬁnido el conjunto
Γ =
{
p˜b0,p˜b1 , ..., p˜br−1
}
compuesto por todos los puntos que cumplen (2).
Teniendo ahora M y Γ, se obtiene C0 = sort(M ∪ Γ) donde se han reordenado los
puntos de acuerdo al orden original que ten´ıan en A. A estos puntos se los llama pseudo-
cr´ıticos.
El paso siguiente es elegir los puntos cr´ıticos dentro de el conjunto C0. Para esto
deﬁnimos el nivel cr´ıtico l(pi) de la siguiente manera: se toman tres puntos consecutivos




el a´rea del tria´ngulo que forman.
Luego, de manera recursiva, se eliminan los puntos donde l(pi) < l, donde l es un
umbral que puede elegirse arbitrariamente o con algu´n criterio. l(pi) da una medida de la
importancia que tiene un punto para la descripcio´n de la curva.
D = {pi ∈ C0, l(pi) ≥ l}
E = {pi ∈ C0, l(pi) < l}








En las Figuras 3 y 4 se muestra el resultado de aplicar todo el algoritmo a dos ima´genes,
ambas compuestas por un objeto y el fondo con texturas distintas, tomadas del a´lbum de
Brodatz ( [5]). Las Figuras 3(a) y 4(a) muestran las ima´genes originales a las que se les
aplican los algoritmos.
Las Figuras 3(b) y 4(b) muestran la clasiﬁcacio´n realizada por los algoritmos de las
secciones 3 y 4. Las Figuras 3(c) y 4(c) muestran el resultado de aplicar adema´s el algorit-
mo de segmentacio´n utilizando curvas B-spline. Se observa en estas ﬁguras, el suavizado
del borde, caracter´ıstico de las curvas B-spline.
7. Conclusiones
En este trabajo se describe un enfoque en segmentacio´n de ima´genes de texturas usan-
do una te´cnica de clasiﬁcacio´n basada en la estimacio´n de la dimensio´n fractal y contornos
deformables. La dimensio´n fractal de dos texturas distintas puede coincidir, pero toman-
do ocho descriptores basados en la dimensio´n fractal se obtiene un espacio 8-dimensional,
en el cual cada elemento corresponde a una textura diferente. Esto resulta un algoritmo
eﬁciente para clasiﬁcar. El algoritmo de contornos deformables es una herramienta muy
u´til para encontrar bordes de regiones por su eﬁciencia computacional. Adema´s, trabaja
sobre regiones previamente especiﬁcadas lo cual reduce el costo computacional. Por u´lti-
mo, tiene la ventaja que produce una curva suave para el contorno del objeto de intere´s
con poca cantidad de para´metros.
En el primer paso se calculan los descriptores basados en la dimensio´n fractal y mul-
tifractal de orden 2, luego se procede al suavizado utilizando difusio´n anisotro´pica para
hacer la clasiﬁcacio´n utilizando el algoritmo de K-medias. A la imagen clasiﬁcada, y por lo
tanto binarizada, se aplica un proceso de deteccio´n de puntos de borde sobre una serie de
segmentos y luego se construye la B-spline interpolante. Se obtiene tambie´n una fo´rmula
matema´tica para el borde del objeto buscado. Estas ideas fueron aplicadas a ima´genes
en las cuales los algoritmos de segmentacio´n de a´reas o fronteras no son adecuados. Los
resultados experimentales consignados en este trabajo son excelentes.
(a) (b)
(c)
Figura 3: (a) Imagen que muestra un objeto con una textura distinta que la textura
del fondo, ambas tomadas del a´lbum de Brodatz. (b) Resultado de aplicar a la imagen
mostrada en (a), el algoritmo de clasiﬁcacio´n utilizando los 8 descriptores como se explica
en la seccio´n 3. (c) Resultado de la segmentacio´n utilizando el el algoritmo de contornos.
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