Abstract. We present two families of Wilf-equivalences for consecutive and quasi-consecutive vincular patterns. These give new proofs of the classification of consecutive patterns of length 4 and 5. We then prove additional equivalences to explicitly classify all quasi-consecutive patterns of length 5 into 26 Wilf-equivalence classes.
Introduction
In the theory of pattern avoidance, vincular patterns (generalizing classical patterns) were introduced by Babson and Steingrímsson in [2] . The aim of this paper is to prove several new Wilf-equivalences for certain such patterns of length five.
First, we recall the definition of a classical pattern: 
. , k}).
A permutation π ∈ S n (n ≥ k) contains σ as a classical pattern if there exists 1 ≤ i 1 < · · · < i k ≤ n such that
Alternatively, if a permutation does not contain σ, it is said to avoid σ. We now define a so-called vincular pattern, which is a classical pattern with the additional requirement that certain pairs of indices must be consecutive.
Definition 1.4.
A vincular pattern is a combination of a permutation and a set of adjacencies, which is formally a pair (σ, T ) where σ ∈ S k and T ⊂ {1, 2, . . . , k − 1} (where i ∈ T signifies that i and i + 1 should be adjacent).
We generally denote this by a dashed pattern, in which π i and π i+1 are joined by a dash if i / ∈ T . For example, (2413, {1, 3}) is usually written 24-13. Definition 1.5. We say a permutation π ∈ S n contains the vincular pattern σ = (σ 1 · · · σ k , T ) if there exists 1 ≤ i 1 < · · · < i k ≤ n such that π i 1 π i 2 · · · π i k ∼ σ 1 σ 2 · · · σ k and i j+1 = i j + 1 for all j ∈ T and otherwise π avoids σ.
We then define the following special types of vincular patterns:
• A classical pattern (as defined above) is then a pattern of the form σ 1 -σ 2 -· · · -σ n (all possible dashes). Thus vincular patterns subsume classical patterns.
• We say a pattern of the form σ 1 σ 2 · · · σ n (with no dashes) is a consecutive pattern.
• We say a pattern of the form σ 1 σ 2 · · · σ n−1 -σ n (with exactly one dash at the end) is a quasi-consecutive pattern.
Example 1.6. The permutation π = 3275164 contains 24-13 (via π 2 π 3 π 5 π 6 ).
The following is the key definition in the study of pattern avoidance.
Definition 1.7. For each n and a vincular pattern σ, we define S n (σ) as the set of permutations in S n that avoid σ. We say σ and τ are Wilf-equivalent (written as σ ≡ τ ) if |S n (σ)| = |S n (τ )| for every positive integer n. For example, if σ = 12-4-3, then the reverse σ r = 3-4-21 is Wilf-equivalent to σ because there is an obvious bijection S n (σ) → S n (σ r ) by reversing the letters. Similarly, the complement σ c = 43-1-2 is also Wilf-equivalent to σ since if π = π 1 π 2 . . . π n avoids σ, then its complement π c = (n + 1 − π 1 ) · · · (n + 1 − π n ) avoids σ c , and vice versa. Combining both gives us the equivalences 12-4-3 ≡ 43-1-2 ≡ 2-1-34 ≡ 3-4-21.
Wilf-equivalence is clearly an equivalence relation, and thus groups vincular patterns of a fixed length into equivalence classes. The core question in the theory of Wilf equivalences is to classify patterns completely into such equivalence classes.
We comment briefly on what is already known; more details are provided in Section 2. The Wilf-equivalence classification for vincular patterns of length 3 was completed by Claesson [5] , and while the classification for vincular patterns of length 4 has not yet been completed, results by Baxter and Shattuck [4] and earlier results from [3, 7, 8, 10, 11] reduced the problem to two remaining specific conjectures. However, results from [8, 13, 9] have fully completed the consecutive case for k ∈ {4, 5, 6}. Wilf-equivalences of vincular patterns have also been studied in multisets instead of in permutations, such as in Mansour and Shattuck [12] . Wilf-equivalence classification for classical patterns up to k = 7 has been completed, with both the k = 6 and k = 7 case completed by Stankova and West [14] . Wilf-equivalence classification for involutions avoiding classical patterns up to k = 7 has also been completed, where two patterns are considered equivalent if for all n the number of involutions in S n avoiding the patterns are equal. The cases of k = 5, 6, 7 were completed by Dukes et al. [6] .
In this paper, we focus on quasi-consecutive vincular patterns, which are patterns of the form σ 1 σ 2 · · · σ k -σ k+1 . The structure of this paper is as follows. In Section 2 we list the table of equivalence classes and describe exactly which equivalences remain to be shown. In Section 3.3, we provide a bijective result (Theorem 3.5), which gives proofs for Wilf-equivalences for certain consecutive patterns and quasi-consecutive vincular patterns. This leads to a new proof for all Wilf-equivalences for consecutive patterns of lengths 4 and 5. In Section 4, we give a second family of equivalences (Theorem 4.7). Finally, in Section 5 we prove one last equivalence 2153-4 ≡ 3154-2. Taking all this together we have the following theorem. Table 1 .
A few remarks are in order. For a pattern and its complement, we only record the lexicographically earliest one (thus halving the number of entries). The naming of the classes above is in ascending order by the number of avoiding permutations when n = 8. Distinct equivalence classes which are tied are then sorted according to the number of permutations when n = 9, then n = 10. (See Appendix A for these totals.) Within each row except L, the permutations are sorted in lexicographically ascending order.
2.2.
Equivalences already known. The following theorem was established both by Elizalde [7] and Kitaev [11] .
This theorem leads to several corollaries for quasi-consective patterns of length 5.
The following result produces equivalence class Y in Table 1 . 2.4. Equivalence class L. We now elaborate on equivalence class L. Again, [7, 11] together with complement operation implies that the first eight patterns (those ending in 1 or 5) in L are equivalent to one another, that is:
(Here we are using the fact that 1342 ≡ 1432, which is for example [8] , or our Corollary 3.6.)
Next, by Theorem 4.7 we obtain that
These finish the classification of L.
3.
A family of bijective filling-shape-Wilf-equivalences 3.1. Shape Wilf-Equivalence. In order to state the results of Section 3.3 in their full generality, we first define the stronger notions of shape-Wilfequivalence and filling-shape-Wilf-equivalence (introduced in [1] and [3] , respectively).
Consider a Young diagram with m rows and n columns where columns are nonincreasing from left to right and rows are nonincreasing from bottom to top. In other words, the Young diagram can be thought of as a subset of the m × n grid where (1, 1) is at the bottom-left corner and if (a, b) is in the diagram, then so is (a ′ , b ′ ) for any a ′ ≤ a, b ′ ≤ b (this is the "French notation"). We define a filling of a Young Diagram as follows:
Similarly, a standard filling is a filling of a Young diagram such that k = m = n, i.e. every row and every column has an element.
Examples of nonstandard and standard fillings are presented in Figure 1 . We can define containment of a vincular pattern for a filling in the same way as for a permutation. Definition 3.2. We say that a filling contains σ = (σ 1 · · · σ k , T ) if there exists i 1 , . . . , i k such that the following conditions hold:
) is in the Young diagram for any 1 ≤ j, j ′ ≤ k, and • i j+1 − i j = 1 for any j ∈ T . Else, we say that a filling avoids σ.
From here, we can define shape-Wilf-equivalence and filling-shape-Wilfequivalence.
Definition 3.3. For two vincular patterns σ, τ, we say that σ and τ are shape-Wilf-equivalent if for any Young diagram, the number of standard fillings avoiding σ equals the number of standard fillings avoiding τ . In this case, we write σ ≡ s τ . Definition 3.4. For two vincular patterns σ, τ , we say that σ and τ are filling-shape-Wilf-equivalent if for any Young diagram and for any fixed set of rows R and fixed set of columns C, the number of fillings having no element in exactly the rows R and columns C and avoiding σ equals the number of such fillings avoiding τ . In this case, we say that σ ≡ fs τ .
It is easy to see that shape-Wilf-equivalence implies Wilf-equivalence by taking the n × n boards. It is also easy to see that filling-shape-Wilfequivalence implies shape-Wilf-equivalence since we can take R = C = ∅.
Motivating example.
To motivate the following results, we briefly outline a proof of the Wilf-equivalence 1342 ≡ 1432.
As this section is motivational only, it may be skipped without loss of continuity, though we reuse the main idea of bijective swapping expained in this section in the proofs of Theorem 3.5 and Theorem 3.8.
We define a map Ψ : S n → S n as follows. Given a permutation viewed as a standard filling of an n × n Young tableau, take each instance of 1342 or 1432, and swap the two elements in the middle, for example as in Figure 2 .
One can check that the pair of consecutive patterns {1342, 1432} has the property that any two instances of either in a given permutation overlap in at most one place; from this it follows that Ψ is well-defined, and an involution on S n . But Ψ also maps 1342-avoiding permutations to 1432-avoiding permutations and vice-versa, which implies the Wilf-equivalence.
3.3. Statement of results. We now prove a family of filling shape-Wilfequivalences for consecutive and quasi-consecutive patterns, formally stating the ideas in the previous section in their full generality. This will give new proofs of all consecutive Wilf-equivalences of length 4 and 5, answer a fillingshape-Wilf-equivalence conjecture by Baxter, and help complete the Wilfequivalence classification of quasi-consecutive patterns of length 5. 
Finally, suppose that the nonoverlapping criteria
Proof. Fix a Young diagram and a set of rows and columns which are avoided. We present a bijection mapping fillings of containing σ (call the set T ) to fillings containing τ (call the set T ′ .) Note T and T ′ need not be disjoint.
For each such permutation in S n , draw a box of width k around every consecutive occurrence of σ or τ . Because of the four equivalences not occurring, no two boxes can intersect in more than min(i, k − j) places. Also since i < j we cannot have three boxes pairwise intersecting.
Consider the map Ψ : S n → S n defined by permuting every boxed σ permutation to make it a τ permutation and vice versa. Because boxes do not intersect in more than min(i, k − j) places, the order of permutation does not matter. This also means that Ψ sends T to T ′ and T ′ to T , and that Ψ is a well defined map.
Also, our four equivalence restrictions prevent new σ or τ permutations from appearing because a new occurrence of σ or τ would need to have at least one element in a block of k elements changed. Thus, it would need to intersect with a part of a boxed segment in at least one of positions i + 1, . . . , j, a clear contradiction. This means for π ∈ T ∪ T ′ the boxes around π will be the same as the boxes around Ψ(π). This means Ψ is an involution, as every box will permute from σ to τ to σ again, or vice versa.
Thus, Ψ induces a bijection from T to T ′ , so we are done. Corollary 3.6 proves all four parts of Conjecture 3 in [3] and represents all nontrivial Wilf-equivalences of consecutive patterns of length 4, first proven in [8] . Corollary 3.7 represents all Wilf-equivalences of consecutive patterns of length 5, first proven in [13] . Thus, our theorem provides a simple bijective proof of the consecutive cases for length 4 and 5 patterns. Our theorem is not sufficient for length 6 patterns, however, which was first proven in [9] .
We can extend Theorem 3.5 to permutations of the form σ 1 -σ 2 · · · σ k+1 .
Theorem 3.8. Suppose that
is a permutation where 1 ≤ i < j < k. Also suppose that
where τ i+2 , . . . , τ j+1 is a permutation of σ i+2 , . . . , σ j+1 , and
Proof. The argument is quite similar to that given in Theorem 3.5. Again, let T be the set of σ 1 -σ 2 · · · σ k+1 -containing permutations and let T ′ be the set of τ 1 -τ 2 · · · τ k+1 -containing permutations. Let a map Ψ from S n to itself in a similar way as in Theorem 3.5, but now we draw boxes of width k around every consecutive occurrence of σ 2 · · · σ k+1 and τ 2 · · · τ k+1 , and then permute every boxed σ 2 · · · σ k+1 to make it a τ 2 · · · τ k+1 permutation and vice versa. For the same reason as in Theorem 3.5, Ψ is an involution. We show that Ψ bijects elements in T containing σ to elements in T ′ containing τ.
To see why, suppose that π in T contains σ. Suppose that
where 1 ≤ s ≤ t ≤ n−k+1 and the sth and t, (t+1), . . . , (t+k−1)th columns all contain the rows corresponding to π s , π t , . . . , π t+k−1 . Then, Ψ sends π t π t+1 · · · π t+k−1 to a permutation which is order isomorphic to τ 1 · · · τ k , and either π s maps to itself or the value corresponding to π s would move to a position still before position t, say column s ′ . However, since the column now with π s is before the tth column, and since the tth column contains the rows corresponding to π s , π t , . . . , π t+k−1 , so will column s ′ . Therefore, if π contains the vincular pattern σ, then Ψ(π) will contain the vincular pattern τ , and for the same reason, if π contains the vincular pattern τ , then Ψ(π) will contain the vincular pattern σ. As Ψ is an involution, we are done. These hold due to the complement operation and since filling-shape-Wilfequivalence implies Wilf-equivalence.
A family of inductive equivalences
In this section we prove one main general result for quasi-consecutive patterns by applying an inductive and bijective argument. Baxter and Shattuck [4] prove the following theorem.
Theorem 4.1 (Theorem 6 of [4]). Consider the quasi-consecutive vincular pattern
We prove a strong extension of this result by establishing a weaker but still sufficient condition as to when σ k+1 and σ i can be switched, given σ i + 1 = σ k+1 . Definition 4.2. For a vincular pattern σ = σ 1 σ 2 · · · σ k -σ k+1 , we define the set S n (σ) [v] where v ∈ [n] r for some 0 ≤ r ≤ n as the subset of S n (σ) such that π ∈ S n is in S n (σ) [v] if and only if (1) π avoids σ, and (2) π i = v i for all 1 ≤ i ≤ r.
We define T n (σ) [v] as the cardinality of S n (σ) [v] . Note that if v is the empty string, S n (σ)[v] = S n (σ). 
Proof. Let σ ′ = σ 1 · · · σ k and τ ′ = τ 1 · · · τ k . We can partition S n (σ) [v] and S n (τ ) [v] into appropriate sets. Note that any permutation π is in S n (σ) [v] if and only if it is in S n (σ)[x, i, w] for some x < n − k and some w ∈ [n] x+k−1 , where w 1 · · · w i−1 = v 1 · · · v i−1 , or π ∈ S n (σ ′ ), or π contains σ ′ , but only at positions n − k + 1, ..., n, i.e. at the very end of the permutation. This is clearly a partitioning, since no permutation can be in multiple sets S n (σ)[x, i, w], and if π avoids σ ′ or only contains σ ′ at positions n − k + 1, . . . , n, it is not in any S n (σ)[x, i, w]. We can do the same partitioning for all π ∈ S n (τ )[v] also. However, we know that S n (σ)[x, i, w] = S n (τ )[x, i, w] for all 0 ≤ x < n − k, w ∈ [n] x+k−1 . Also, since σ ′ ∼ τ ′ , the number of permutations avoiding σ ′ equals the number of permutations avoiding τ ′ and the number of permutations only containing σ ′ at positions n − k + 1, . . . , n equals the number of permutations only containing τ ′ at positions n − k + 1, . . . , n. The result follows by summing over the partitions.
Proof. We start by defining a subset Y ∈ [k] consisting of the numbers
We prove this by strong induction on the length n of the permutation, starting with base case 1 ≤ n ≤ k + 1. If 1 ≤ n ≤ k then the result is trivial. If n = k + 1 then it is obvious that x = 0 since 0 ≤ x < n − k = 1. Also, assume that
. . , π k fixed due to w, leaving only two remaining elements: a, b ∈ [k+1]\{π 1 , . . . , π i−1 , π i+1 , . . . , π k }. Therefore, there are at most two elements in S n (σ)[x, i, w] ∪ S n (τ )[x, i, w] since we can choose either π i = a, π k+1 = b or π i = b, π k+1 = a. If both a and b are larger than all elements of the form π Y j but smaller than all elements of the form π Z j , then exactly one assignment of a, b to π i , π k+1 will avoid σ and the other choice will avoid τ, but both will contain the consecutive pattern σ ′ ∼ τ ′ at positions 1, . . . , k. In this case,
If exactly one of a, b (assume WLOG a) is larger than all elements π Y j but smaller than all elements π Z j then any element in
then this permutation will clearly avoid the vincular patterns σ and τ, so again
Finally, if neither a nor b is larger than all elements π Y j but smaller than all elements π Z j , then there is no permutation such that
This proves the base case. Now, consider n > k + 1. Assume that
, then π x+i must be larger than the elements in positions x + Y j and smaller than the elements in positions x + Z j . Consider the elements among [n]−{w 1 , . . . , w x+k−1 } (recall that
that are larger than all elements in positions x+Y j and smaller than all elements in positions x+Z j . Then, a permutation π avoids σ if and only if the largest possible element is chosen (so that a σ permutation doesn't appear where σ ′ starts at position x+1) and the reduction of π x+2 · · · π n avoids σ. However, because
until at least position x + k − i + 2, which means it has at most i − 1 elements overlapping with positions 1 to x + k. Thus, a permutation π such that w 1 · · · w x+k−1 = π 1 · · · π x+i−1 π x+i+1 · · · π x+k avoids σ if and only if the largest possible element less than all π x+Z j and greater than all π x+Y j is chosen for π x+i and the reduction of π max(x+k−i+2,x+i+1) , . . . , π n avoids σ. Likewise, a π such that w 1 · · · w x+k−1 = π 1 · · · π x+i−1 π x+i+1 · · · π x+k avoids τ if and only if the smallest possible element less than all π x+Z j and greater than all π x+Y j is chosen for π x+i and the reduction of π max(x+k−i+2,x+i+1) , . . . , π n avoids τ for the same reason.
Let q s and q l be the smallest and largest possible values of π x+i , respectively. Note that {π 1 , . . . , π x+i−1 , π x+i+1 , . . . , π x+k } have been chosen and that q s > S x+j if and only if q l > S x+j for 1 ≤ j ≤ k, j = i. Thus, if we reduce π max (x+k−i+2,x+i+1) , . . . , π n , the resulting reduction of π max (x+k−i+2,x+i+1) , . . . , π x+k is always fixed, which is at most i − 1 elements. It also does not depend on whether q s or q l is chosen. By our induction hypothesis we have that
for any feasible x ′ , w ′ . Therefore, by Lemma 4.5, we are done. Proof. The theorem follows from Lemmas 4.5 and 4.6 after setting v to be the empty string in Lemma 4.5 .
We now present the new corollaries that can be directly obtained from applying Theorem 4.7 to the case where k = 4. It should be noted that (Fa) and the first congruence in (La), (Lb), (Lc), and (Ld) are in fact corollaries of Theorem 4.1.
Proof of equivalence M, 2153-4 ≡ 3154-2
In the section we prove that 2153-4 ≡ 3154-2.
5.1. Defining the recursion. Similar to Definition 4.2, for a vincular pattern σ, define T n (σ) to equal |S n (σ)|. Define T n (σ)[k] denote the number of permutations π ∈ S n that avoid σ and such that π 1 = k, and similarly, define T n (σ)[k, ℓ] denote the number of permutations avoiding σ such that
For the remainder of this section, we will fix σ = 2153-4 τ = 3154-2.
For convenience, Appendix B lists several values of
We prove the following recursion.
Lemma 5.1. For any 1 ≤ k, ℓ ≤ n we have However, we must consider the possibility that the last n − 1 elements avoid 2153-4 but π 1 π 2 π 3 π 4 ∼ 2143 when π 3 and π 4 are not consecutive. This never happens if k < ℓ, so we have proven our recursion for this case. Now, assume k > ℓ. Note that if π 1 π 2 π 3 π 4 ∼ 2143, then π 2 < π 3 implies that the last n − 1 elements avoiding 2153-4 is equivalent to the last n − 2 elements avoiding 2153-4. Now, we sum up the ways this can occur given a fixed π 3 and π 4 . Since π 3 , π 4 > k ≥ 2, we can say π 3 = i + 2, π 4 = j + 2. Then, π 3 , π 4 reduce to i, j. We now just need to count the number of times when i + 2 > j + 2 > k. Observe that i + 2 ≥ (j + 2) + 2 as they cannot be consecutive, and the reduction of the last n − 2 elements avoids 2153-4. Based on definition, this clearly equals T n−2 (σ) [i, j] . Summing over all i, j, where i ≥ j + 2 and j + 2 > k, or j ≥ k − 1, we get our desired result and we are done with our recursion.
We now prove a similar recursion for permutations avoiding 3154-2. However, we must consider the possibility that the last n − 1 elements avoid 3154-2 but π 1 π 2 π 3 π 4 ∼ 2143 when π 1 and π 2 are not consecutive. This never happens if k < ℓ or if k = ℓ+1, so we have proven our recursion for this case. Now, assume k > ℓ + 1. Note that if π 1 π 2 π 3 π 4 ∼ 2143, then π 2 < π 3 implies that the last n − 1 elements avoiding 3154-2 is equivalent to the last n−2 elements avoiding 3154-2. Now, we sum up the ways this can occur given a fixed π 3 and π 4 . Since π 3 , π 4 > k ≥ 2, we again say π 3 = i + 2, π 4 = j + 2. Then, π 3 , π 4 reduce to i, j. We now just need to count the number of times when i + 2 > j + 2 > k, and the reduction of the last n − 2 elements avoids 3154-2. Based on definition, this clearly equals T n−2 (σ) [i, j] . Summing over all i, j, where i ≥ j + 2 and j + 2 > k, or j ≥ k − 1, we get our desired result and we are done with our recursion.
5.2.
Proof of equivalence. Now that we have proved both Lemmas 5.1 and 5.2, we also make the following remark.
Proof. In all cases, the first letter cannot be the first letter of the pattern in question.
We are now ready to prove the main result.
Theorem 5.4. For n ≥ 5 and k = ℓ the following statements hold.
Thus 2153-4 ≡ 3154-2.
Proof. We prove all parts simultaneously by induction on n. The base cases n = 5 and n = 6 can be checked manually; see Appendix B.
For part (a), when ℓ = n we have
, the first equality from the recursion and the second from (d). If ℓ = n we instead get
When k = n the sum in the recursion is empty and T n (σ)[n, ℓ] = T n−1 (σ)[ℓ], so part (b) follows in the same way as part (a) if ℓ = n − 1. As for k = n, ℓ = n − 1, note that both T n (σ)[n, n − 1] and T n−1 (τ )[n − 1] are equal to T n−2 (σ) = T n−2 (τ ) by Proposition 5. . . . By matching together all these terms, we see that it only remains to show
Notice that by Lemma 5.1 and our induction hypothesis, Finally, we note T n (σ)[k, n] = T n−1 (τ ) [1] by (a); substituting this above completes the proof of (d).
Part (e) is immediate by part (d); this completes the induction, and the Wilf-equivalence follows.
