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ABSTRACT
Blasing, David Ph.D., Purdue University, May 2018. PHOTOASSOCIATION IN
RB BECS AND IN ULTRACOLD 7 LI85 RB. Major Professor: Yong P. Chen.

87

In this thesis, we have measured PA rates to a spin-dependent molecule in a
87

Rb BEC, and also, in a separate line of experiments, excitation and subsequent

spontaneous decay of ultracold 7 Li85 Rb d3 Π molecules. The main contribution of
the experiment on 7 Li85 Rb was the observation of multiple new a3 Σ` molecules that
resulted from the spontaneous decay of the excited d3 Π molecules. From those experiments, we were able to predict a feasible pathway to produce a3 Σ` molecules in its
lowest virbational level at signiﬁcant rates. The main contribution of the experiment
on

87

Rb BECs was the observation of an anomalous reduction of the fractional loss

for high values of the Raman coupling with zero Raman detuning. From this, we
developed a theoretical model based upon two-pathway destructive interference and
our observations suggest that scattering states of atoms in various quantum superpositions may oﬀer a new approach to coherently control photochemical reactions.

1

1. INTRODUCTION
1.1

Ultracold atoms, Bose-Einstein condensates, and synthetic gauge
ﬁelds
Over the last handful of decades, experimental physicists using ultracold atoms

have made multiple noteworthy achievements. Since laser cooling and trapping began, an accomplishment for which Cohen-Tannoudji, Chu, and Phillips won the 1997
Nobel Prize, it is now somewhat common that ultracold atomic samples reach the nK
temperature regime. By contrast, cooling solid samples is often limited to the mK
temperatures. Atomic, molecular, and optical (AMO) physicists prepare such temperatures, nearly 100 billion times colder than room temperature, typically by using
Magneto Optical Traps (MOTs) followed by evaporative cooling. Magneto optical
traps routinely reach « 10 ´ 100µK temperatures and then evaporative cooling can
often cool the atomic samples the rest of the way to the nK regime. The number of
observations that resulted from these two cooling techniques would be far too lengthly
for the introduction of a thesis (for some reviews and textbooks, see Refs. [1–8] and
the citations within). If such a list were compiled, perhaps at the forefront would
be the observations of Bose-Einstein condensation in 1995 [9, 10] and of a degenerate
Fermi gas [11]. Shortly afterwards in 2001, Eric Cornell, Wolfgang Ketterle, and Carl
Wieman shared the Nobel Prize in Physics for their contributions. Now more than
twenty years later, the new subﬁeld within AMO physics dedicated to the study of
quantum degenerate gases, that began after their observation, is still producing new
results.
A subﬁeld of ultracold atoms is related to so-called light-induced vector potentials.
Here we aim to give a very brief introduction as it pertains to one of the set of
experiments discussed later. These light-induced vector potentials [12] started a new

2
ﬁeld, they have been used to create synthetic magnetic [13] and electric [14] ﬁelds, see
Fig. 1.1 where we have reproduced the “seminal” ﬁgures from the above references.
In certain regimes, the synthetic vector potential can also create two degenerate
eigenstates, denoted as two pseduo-spins, and thereby simulate spin-orbit coupling
[15]. These works (and many other important works not listed) began a new ﬁeld
that is still ongoing. For review articles and book chapters of the resulting ﬁeld,
see Refs. [16–21]. The key idea is that a BEC can be adiabatically prepared at a
minimum, qmin , of a dressed band-structure in quasimomentum space. Near this
minimum, the eigen-energy can be expanded as h̄2 pq ´ qmin q2 {2mef f . By comparing
it to the 1 dimensional hamiltonian for a charged particle, qe , in a gauge ﬁeld A:
ppcan ´ qe Aq2 {2m, we can see that the analogous portion of pcan is q and that qmin is
the “synthetic” gauge term (vector potential). Thus by making qmin either spatially
or temporally varying, one can simulate the eﬀect of a magnetic or electric ﬁeld using
neutral atoms. Recall further that the mechanical momentum, mv, of a charged
particle moving with velocity v in a vector potential is ppcan ´ qe Aq. Therefore for

the dressed BEC, we can see that the mechanical momentum is q ´ qmin , and if

this quantity is 0 (as it is in our PA experiments), then the BEC itself possess no
mechanical momentum. The most signiﬁcant contribution of this thesis was made by
combining these light-induced vector potentials, and their resulting spin-momentum
superpositions, to study the scattering properties of such atoms.
The so-called race to absolute zero for ultracold atoms was an exciting period
of AMO physics for a variety of reasons. Such low temperatures can allow one to
observe coherence eﬀects and quantum statistics where previously high experimental
temperatures proved prohibitive. Atomic motion and inter-atomic collisions can both
cause decoherence, and lower temperatures reduce the collision rate, and therefore
extend the coherence lifetime. Also, quantum statistics plays a signiﬁcant role when
very low temperatures force atoms to occupy only the lowest statistically allowed
quantum states. Perhaps a still distant, but highly practical outcome, of coherent
manipulation of atoms (or molecules) is quantum computation [22–24]. Of course, at
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(a)

(b)

(c)

Fig. 1.1. Seminal demonstration of the synthetic vector potential and
resulting synthetic magnetic and electric ﬁelds. (a) Uniform synthetic
vector potential. (b) Vortices resulting from the synthetic magnetic ﬁeld
induced by a spatially varying synthetic vector potential. (c) Synthetic
electric force induced by a time varying synthetic vector potential. The
ﬁgures in panels (a), (b), and (c) are reproduced from Y. Lin, et al., in
Refs. [12], [13], and [14] respectively.

the present time a practical quantum computer is still unrealized. If realized though,
such a computer legitimately has the possibility to begin a second technological revolution where the solutions to previously intractable computational problems can be
pursued with a dramatically expanded toolbox.

1.2

Ultracold molecules and photoassociation
Ultracold molecules may actually provide a very interesting platform to build

qubits [25]. This is because they can have long-range and anisotropic dipole-dipole
interactions. Heteronuclear bi-alkali molecules in the X 1 Σ` or a 3 Σ` electronic potentials are particularly interesting both experimentally and theoretically for a number of reasons. Experimentally, they have long lifetimes and large, permanent electric dipole moments. Signiﬁcant eﬀort has been dedicated to the study of dipolar
molecules [7, 26–28] and numerous heteronuclear bialkali molecules have been stud-
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ied: LiK [29], NaLi [30], LiCs [31, 32], NaK [33], NaCs [34], KRb [35], KCs [36],
RbCs [37]. The reader is informed that these lists are meant to give a somewhat
reasonable introduction, but certainly do not exhaust the literature. The permanent
electric dipole moments, giving rise to long-range and anisotropic interactions, may
even allow quantum control over some chemical processes [38,39]. For example, dipolar bosons may exhibit a pair supersolid phase [40], and enhance [41] or destabilize [42]
superﬂuidity. They have been proposed as qubits for quantum computation [25, 43],
which, under certain conditions, could exhibit high ﬁdelity [44]. Trapped ensembles
of heteronuclear bi-alkali molecules could also exhibit novel few-body [45] and manybody interactions [46–48]. Such molecules could even be used to probe for variation
of fundamental constants [49].
Such future experiments will require methods to create dense and pure samples
of ultracold molecules. Two preparation methods stand out: magnetoassociation followed by Stimulated Raman Adiabatic Passage (STIRAP) [50], and photoassociation
(PA) followed by spontaneous emission [31, 51–56]. The PA method is of course experimentally simpler (as it only involves one laser), but it relies on ﬁnding an excited
state with a similar enough wavefunction to the desired ﬁnal state so that it decays
preferentially to it. To extend the study of the rich physics oﬀered by ultracold heteronuclear bi-alkali molecules, various preparation methods must be evaluated in a
variety of systems.
Photoassociation (PA) is a quantum process where two atoms collide, absorb
a photon and bind into an electronically excited molecule. Photoassociation is a
sensitive spectroscopic tool that allows one to measure many parameters that control
two-body physics. For a relatively simple example, the frequencies at which PA
resonances occurs is a direct measure of the binding energies of the excited electronic
states and can also reveal the interactions between colliding atoms. Further, the rate
at which PA occurs helps reveal both the excited molecular and atomic scattering
wavefunctions. For a cartoon of the PA process, see Fig. 1.2. In Fig. 1.2, the g
(u) subscripts refer to the gerade (ungerade) symmetry which indicates a symmetric
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(antisymmetric) molecular orbital under coordinate inversion. This symmetry is only
present for homonuclear molecules. The ˘ superscript refers the parity of the total
molecular wave function upon reﬂecting just the electronic coordinates through a
plane containing both nuclei (this symmetry is present in both homonuclear and
heteronuclear molecules). The triplet and singlet states are denoted by a superscript
three and one respectively, and the Σ for example represents that there is no orbital
angular momentum projected onto the internuclear axis. (For a discussion of the 2p1qg
excited potential, see Sec. 4.2.) Such molecular potentials reﬂect the rich variety of
quantum states of the molecules formed by the constituent atoms. Post excitation via
PA, the electronically excited molecule can decay via two pathways, either another
molecule bound in a lower electronic potential or back to a pair of free atoms. In this
thesis, we have explored PA and spontaneous decay in ultracold 7 Li85 Rb, and PA in
87

Rb BECs.
Most pertinent to the current work, PA can occur when atoms collide in MOTs

and BECs. The ﬁrst unambiguous observation of PA, however, was in an electric
discharge ﬂuorescence cell in 1984 [59]. About ten years later, PA was observed in a
MOT and FORT [60, 61], and in 2002, the group of W.D. Phillips at NIST was the
ﬁrst to observe PA in a sodium BEC [62]. It has also been shown that the inelastic
scattering rate for BECs is a factor of two reduced compared to a thermal cloud [62,63]
and that a Feshbach Resonance can modify the photoassociation rate constant [64].
Since PA was ﬁrst observed there has been a tremendous amount of work concerned
directly with, associated with, or stimulated by PA. For some review articles covering
various topics of PA, see Refs. [63, 65–67]. In order to have a signiﬁcant probability
for PA to occur, the matrix element between the scattering atoms and the excited
molecule through the dipole operator must be large. See Fig. 1.3 for a schematic
of this process. PA often occurs for excited state molecules with large internuclear
separation [63], and at such large internuclear spacing, the interactions controlling the
ground molecular electronic potentials of homonuclear molecules is the long-range van
der Waals (R´6 ) interaction, while in the excited potentials like those made in our

U(R) (cm-1)
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PA
Photon
+
u

+
g

R (a0)
Fig. 1.2. Cartoon of the PA process. An initially unbound pair of atoms
(pictured as the unconnected gray spheres) collide along a ground molecular potential energy curve, absorb a PA photon (pictured as a yellow
arrow), and bind into a molecule (pictured as connected gray spheres)
in an excited electronic potential. The molecular electronic potential energy, U pRq (plotted in unit of wavenumbers), is the electronic energy of
the molecule when the nuclei, assumed ﬁxed, are at an internuclear separation R (plotted in unit of Bohr Radii). The potential energy curves
for 87 Rb dimers were contributed by J. Pérez-Rı́os and were taken from
Ref. [57, 58].

87

Rb BEC that are asymptotic to an atomic P state, it is the induced dipole-dipole

(R´3 ) interaction. For heteronuclear molecules at large internuclear spacing, the longrange van der Waals interaction determines both the ground and excited potentials
(like those made in our 7 Li85 Rb MOT) [68]. Experimentally usable PA rates can also
sometimes be found at short internuclear separations, and heteronuclear short-range
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Fig. 1.3. Quantum picture for the PA process. Shown is an example of
an excited molecular state and an atomic scattering state. When these
wavefunctions have signiﬁcant overlap, then there can be considerable
probability to create an excited state molecule. The potential energy
curves for 87 Rb dimers were contributed by J. Pérez-Rı́os and were taken
from Ref. [57, 58]. The calculations for the bound state and the single
(the a3 Σ`
u ) channel atomic scattering state at 50 nK were done by J.
Pérez-Rı́os.

PA has been seen in LiCs [31], NaCs [55], and RbCs [56, 69–72]. Short-range PA is
not limited to heteronuclear molecules, it has also also been observed in homonuclear
molecules. For some recent examples, see Refs. [73, 74].
While the knowledge of the excited states revealed by PA spectroscopy is worthwhile on its own, it is not the only reason reason to pursue PA. After existing as
an excited electronic state molecule, sometimes for as brief as 10s of ns, the excited
electronic state molecules decay to either pairs of free atoms or molecules bound in
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lower electronic potentials. There are a number of selection rules for this process,
with some being more strictly observed than others. For instance excited electronic
singlet (triplet) states decay to X 1 Σ` pa 3 Σ` q molecules. That said, there are also
some excited state molecules that seemingly mix singlet and triplet character, and
these molecules decay to both the X 1 Σ` or a 3 Σ` molecules [75]. The reader is
directed to Ref. [76] for a more complete discussion of the selection rules.
In particular, the experimental knowledge of ultracold LiRb was lacking until
2013. Since then our group has provided numerous experimental and theoretical
results [75, 77–88]. These results have relied on detecting both one and two-color PA
primarily via MOT loss spectra and REMPI spectroscopy. The results of the present
thesis contributed the ﬁrst example of short-range PA in LiRb and the detection
of multiple new a 3 Σ` molecules. An eventual goal of the laboratory is to create
signiﬁcant samples of ground rovibronic a3 Σ` or X 1 Σ` molecules, and it is the pursuit
of that goal that formed the motivation for the work described in Chapter 2 of this
thesis. We have evaluated one pathway to create a 3 Σ` molecules, namely shortrange PA of atoms into excited d 3 Π molecular states, followed by their spontaneous
emission. Using this technique, we have recorded the binding energies of multiple new
a 3 Σ` molecules, and our work led to the prediction of a PA resonance that should
populated the lowest vibrational level of the a 3 Σ` state.

1.3

The push towards coherent chemistry
Continuing to exert coherent control over molecular processes is an active, inter-

esting, and worthwhile research area. In particular, the study of coherent control of
photochemical molecular processes has focused on light-based control or control of the
initial and ﬁnal quantum states. For reviews covering topics in coherent chemistry,
see Refs. [89–92]. Theoretical studies have concerned both the manipulation of light
parameters, such as the pulse trains, polarization, relative phases, etc., [93–101] and
the initial or ﬁnal quantum states [102]. Experimentally, tailoring light pulses has
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been shown to control isomerization, PA, and photodissociation [103–109]. However,
there are much fewer demonstrations of inﬂuencing molecular processes by coherently
controlling the reactants themselves [110]. Such a diﬃculty can arise from incoherent
population in many scattering states due to ﬁnite experimental temperatures or an
incomplete quantum understanding of the various molecular processes.
To study coherent chemistry, a natural tool is a coherent sample like a BEC. The
ﬁrst experimental evidence of forming molecules from a BEC was from Wynar, et al.
in 2000 [111] using a pulsed two-color PA scheme. This was quickly followed by a
study of the CW PA rate in 2002 by McKenzie et al., see Fig. 1.4 where we have
reproduced two of the ﬁgures from Ref. [62]. Since 2000, there has been signiﬁcant
eﬀort towards extending coherent control over molecular processes, and this thesis
contributed a small push towards that goal by extending the study of spin-dependent
PA in BECs that began in 2009. In Fig. 1.5, we reproduce the 2009 demonstration of
spin-dependent photoassociation in a BEC. Two notable recent observations provided
evidence that PA is a coherent quantum process. The ﬁrst used narrow linewidth
transitions in 88 Sr (with their long excited state lifetimes) and high intensity PA lasers.
This combination allowed experiments faster than the time for the excited state to
spontaneously decay, which allowed them to observe Rabi oscillations between the
atomic and excited state molecular BECs [112] (see Fig. 1.6 (a) for that observation).
A second recent demonstration of the coherence of the PA process used spin-orbit
coupling to stimulate the production of Feshbach molecules [113] (see Fig. 1.6 (b)
for the observation). We do note that the eﬀect of synthetic gauge ﬁelds has also
been shown to induce synthetic partial waves [114] and modify an s-wave Feshbach
resonance [115].
In our experiment using BECs of

87

Rb, we detected the molecules formed during

PA by observing the associated reduction of unbound atoms. These atom-loss spectra
are the experimental tool we used to measure the inelastic scattering rate for the PA
process. The main result, which is detailed in Chapter 4, was an anomalous reduction
of the fractional atom loss. From this observation, we inferred a new form of coherent
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Fig. 1.4. First demonstration of an experiment measuring the onefrequency photoassociation rate of a BEC. These ﬁgures were reproduced
from C. McKenzie, et al., from Ref. [62].

Fig. 1.5. Demonstration in 2009 of spin-dependent PA (reproduced from
C. Hamley, et al., from Ref. [116]). The blue and red spectra are for
BECs containing atoms just with mf “ ´1 and mf “ 0 respectively.
The assignments are |F, f, I, iy where F is the total molecular angular
momentum, f is the projection of F onto the internuclear axis, I is the
total nuclear spin, and i is the projection of I onto the internuclear axis.

photochemistry and consistent with our observations we developed a model based
upon coherent, two-pathway destructive interference. The key to our observations
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(a)

(b)

1

Fig. 1.6. Recent observations of coherence in photoassociation. (a)
Demonstration in 2013 by Yang, et al. of Rabi oscillations between the
atomic and excited state molecular BEC (reproduced from M. Yang, et
al. in Ref. [112]) (b) Demonstration in 2013 by Fu, et al. of production
of Feshbach molecules by spin orbit coupling (reproduced from Z. Fu, et
al., in Ref. [113]).
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was the use synthetic spin-orbit coupling that causes atoms to be in spin-momentum
superpositions. By spin-momentum, we do not mean a superposition of one spin state
and one momentum state, rather, we mean that they are dressed states where the
superposition coeﬃcients themselves directly depend on the so-called quasimomentum. These dressed states can simultaneously access multiple collision pathways to
the same molecule, leading to interference that we observed in the PA rate. This is
somewhat analogous to a dark fringe in Young’s famous two-slit experiment. The
analog of the two slits are the two pairs of mf angular momentum pathways. The
analog of the dark fringe is the molecular state we PA to. The analog of the photons per second reaching the wall leading to a measurable intensity are the molecules
formed per second leading to a measurable PA rate. Of course, all analogies compare
two diﬀerent ideas that are only partially similar, but the above does give the reader
a conceptual introduction.
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2. SHORT-RANGE PHOTOASSOCIATION TO THE D 3 Π
POTENTIAL AND SPECTROSCOPY OF THE A 3 Σ`
POTENTIAL IN 7 LI85 RB
In 7 Li85 Rb, we have observed short-range PA to the two lowest vibrational states
of the d 3 Π potential. In the rotational PA spectrum, we observe an alternation of
the peak heights that depends on the parity of the excited molecular state. From
the spontaneous decay of these d 3 Π molecules, we have also observed several a3 Σ`
vibrational levels with generation rates between „ 102 and „ 103 molecules per second
using resonantly enhanced multi-photon ionization spectroscopy (REMPI). This is
the ﬁrst observation of many of these a 3 Σ` levels. We also predict, based upon
Franck-Condon overlap calculations, that the lowest vibrational level of the a 3 Σ`
state could be generated with a rate as high as 104 molecules per second from PA to
higher vibrational levels of the d 3 Π (in particular the sixth vibrational level). This
present experimental work also motivates a search for short-range PA to other bound
states, such as the c 3 Σ` or b 3 Π, as prospects for preparing ground-state molecules.
New short-range excited state molecules are interesting and useful to study because they can decay to deeply bound vibrational levels in the X 1 Σ` or a 3 Σ` electronic potentials [31,55,56,72,86,117]. In our experiment, we induced short-range PA
to the lowest vibrational levels in the d 3 Π electronic potential of 7 Li85 Rb. The d 3 Π
molecules subsequently spontaneously decay to the a 3 Σ` molecules (a similar process
was observed in RbCs [72]). The PA and subsequent spontaneous decay generated
molecules bound in the a 3 Σ` potential with a rate of „ 103 molecules per second in
the seventh vibrational state. A possible extension of our work may generate „ 2ˆ104

molecules per second in the lowest vibrational state of the a 3 Σ` state. A generation
rate on the order of 104 would rank among the highest of rates for the heteronuclear
bi-alkali molecules in the lowest vibrational level.
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Fig. 2.1. Energy level diagram for the LiRb molecule showing the relevant PECs from Ref. [118]. Vertical lines show transitions, including
a the photoassociation, with frequency νa ; b spontaneous decay of d 3 Π
molecules leading to a 3 Σ` molecules; c ﬁrst step of REMPI ionization
of a 3 Σ` molecules, with frequency νc , through f 3 Π (whose PEC is not
shown for clarity). The horizontal black dashed line represents our PA
states. Inset: the spin-orbit components of the d 3 Π state and also the
nearby D 1 Π state.1

1

The author acknowledges I.C. Stevenson for plotting the PECs in this ﬁgure.
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2.1
(a)

Experimental apparatus
(b)

Fig. 2.2. LiRb Experimental Schematic. (a) Main lasers including the
photoassociation (PA) and resonantly enhanced multi photon (REMPI)
laser. (b) Example oscillliscope trace showing time of ﬂight based ion
counting. These ﬁgures were reproduced from J. Lorenz in Ref. [80].

For the current experiment, the majority of the main pieces of experimental equipment are described elsewhere so here we provide only an overview. In particular, see
Figs. 2.8, 2.12, 2.14 of Ref. [79], Figs. 3.1, 3.9, 3.11, 3.12 of Ref. [80] and Figs. 3.3
to 3.5 of Ref. [77]. For the convenience of the reader, in Fig. 2.2 we have reproduced
Figs. 3.9 and 3.14 from Ref. [80]. We have a dual-species 7 Li (85 Rb) MOT with temperature 1 (0.2) mK, density 5 (4) ˆ109 cm´3 , and diameter „ 1 mm [83]. We trap
„ 5 ˆ 107 Li atoms, and „ 1 ˆ 108 Rb atoms, both primarily (though not exclusively)

in their F “ 2 hyperﬁne levels. The Rb MOT is a spatial dark SPOT MOT [119].
Photoassociation of Li and Rb atoms into d 3 Π molecules is driven by an „ 100 mW
cw Ti:Sapphire laser. These newly formed d 3 Π molecules then spontaneously decay,

and we explore the resulting ﬁnal vibrational state distribution with REMPI. The
REMPI process is driven by a Nd:YAG pumped, pulsed dye laser. Its frequency,
νc , is tunable from 17150 to 18150 cm´1 when using the R590 dye, and in a 4 mm
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diameter beam it delivers „1.5 mJ/pulse to the MOTs at a 10 Hz repetition rate.

When νc is resonant between an initial a 3 Σ` state and an intermediate f 3 Π state,

absorption of an additional photon at frequency νc can ionize the molecule. Then
the 7 Li85 Rb` molecular ion is accelerated with a DC electric ﬁeld into a microchannel
plate detector for time-of-ﬂight based counting. We let v and J denote the vibrational
and rotational levels of the d 3 ΠΩ PA resonances, v 1 the vibrational states of the f 3 Π
states used for REMPI, and v 2 the vibrational levels of the a 3 Σ` states which result from spontaneous decay. Ω is the projection along the internuclear axis of the
total electronic angular momentum (i.e. orbital plus spin), and vibrational levels are
counted up from lowest bound state. The d 3 ΠΩ molecules follow Hund’s case (a). In
this case, both the total orbital angular momentum and spin, L and S respectively,
are coupled strongly to the internuclear axis. The good quantum numbers are the
projections onto the internuclear axis of L and S, Λ and Σ respectively and their
sum, Ω “ Λ ` Σ. Ω is deﬁned as a vector with magnitude Ω pointing along the
internuclear axis. Letting R denote the rotation of the nuclei, the total J “ Ω ` R

which leads to a rotational spectra with energy splittings Bv JpJ ` 1q that starts with

J “ Ω. We note that the a 3 Σ` is instead a Hund’s case (b). However, since our
REMPI spectroscopy of this state only revealed its vibrational structure, there is no
need for a more detailed discussion of its coupling scheme. Fig. 2.1 shows the relevant
frequencies, states, and potential energy curves (PECs).
The rest of this chapter is structured as follows. In Sec. 2.2, we discuss our PA
spectroscopy to the lowest two vibrational levels of the d 3 Π state. Sec. 2.3 concerns
our REMPI spectroscopy of the a 3 Σ` states that result from the spontaneous decay
of one particular PA state, the d 3 Π0` , v “ 0, J “ 1.
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2.2

Photoassociation spectroscopy of d 3 Π states

Fig. 2.3. PA spectrum of the d 3 Π v “ 0 state. We observe PA to
molecules with J = 0 to 3, and have labeled PA to molecules with positive and negative parity as red dashed lines and green solid respectively.
This parity alternates based on the J quantum number in the Ω “ 0˘
states. These assignments are consistent with those determined by depletion spectroscopy to the same states [86]. Our assignments indicate that
free-to-bound PA transitions to molecular states with negative parity are
signiﬁcantly stronger than their positive parity counterparts, sometimes
by almost an order of magnitude. For these scans, the REMPI laser was
tuned to the a3 Σ` v 2 “ 7 to f 3 Π0 transition at 17654.8 cm´1 . Inset: a
high resolution PA scan to the Ω “ 0` , J “ 1 state with a ﬁt based on Eq.
(2.1). Δ is the detuning. (˚ denotes hyperﬁne echo from MOT population
in Li F = 1 or Rb F = 3 atoms.)2

We show a subset of the PA spectrum in Fig. 2.3, and, in Table 2.1, we list the
frequencies for all the PA resonances to d 3 Π molecules that we have observed and
the extracted rotational constants, Bv . These include the ﬁrst and second vibrational
levels and their four spin-orbit split states: Ω “ 0` , 0´ , 1, and 2. (The assignments
2

Historically, the author measured the d 3 Π via depletion spectroscopy and he acknowledges I.C.
Stevenson as the ﬁrst to measure PA to the d 3 Π, including portions of the spectra shown in Fig.
2.3. References [87] and [86] were produced in a very close collaboration between D.B. Blasing and
I.C. Stevenson.
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of Ω “ 0` and Ω “ 0´ have some ambiguity, which is discussed later in this section.)

The v “ 0 and 1 levels of the d 3 Π potential were ﬁrst found with depletion-based
spectroscopy by reducing a REMPI signal originating from the a 3 Σ` v 2 “ 13 [86].

Combining the frequency of the depletion resonance with the binding energy of the
a 3 Σ` v 2 “ 13 state allowed us to predict, and subsequently measure, the PA res-

onances of the d3 Π with our Ti:Sapphire laser. A subset of these resonances are

plotted in Fig. 2.3 (which itself is a combination of many shorter PA scans). These
PA resonances occur far from any atomic asymptote, in contrast to RbCs where the
the low d 3 Π states occur near the Rb 5P3{2 asymptote. This removes the possibility
of these PA lines being mistakenly assigned from a weakly bound state and solidiﬁes
our assignments as from deeply bound vibrational states. Further still, our extracted
rotational constants are large and the linewidths are narrow („14 MHz).
The most interesting feature in Fig. 2.3 is the strong alternation of the PA rate
with the J quantum number within each Ω “ 0˘ progression. Within each Ω “ 0˘
progression, the green solid and red dashed labels that alternate for increasing J refer
to the parity of the total molecular wavefunction of the PA state upon coordinate
inversion through the origin in the lab frame [120]. (This is not to be confused with
the ˘ label for the Ω “ 0˘ states, which refers the parity of the total molecular wavefunction upon reﬂecting just the electronic coordinates through a plane containing
both nuclei.) For Ω “ 0` , the parity is p´1qJ , while for Ω “ 0´ , it is p´1qJ`1 .
Enhancement and suppression of diﬀerent rotational lines in PA spectra has been
observed before, in both homonuclear and heteronuclear molecules [31,121,122]. (For
alternate examples where such an eﬀect was not observed, see Refs. [70–72,123]). The
presence or absence of individual rotational lines can be aﬀected by many factors, for
example, the spins of the colliding atoms [124] or a scattering resonance that enhances
the contribution of a particular partial wave, which has a well-deﬁned parity, to the
PA signal. Of course, since for dipole transitions, the parity of the initial and ﬁnal
states must be opposite, observing such a parity-dependent PA rate in LiRb seemingly
requires our initial and ﬁnal states to have reasonably well-deﬁned, opposite parities.
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Therefore, a possible explanation of our higher PA rates to states with negative parity
is that, at the temperature of our MOTs, a partial wave with positive parity makes
the largest contribution to the scattering state that describes a collision between the
Li and Rb in our MOTs. The parity of the `th partial wave is p´1q` , where ` is the
quantum number for the angular momentum of the collision; the lowest partial wave
with positive parity is the ` “ 0 (s-wave).
Table 2.1.
The frequencies for the observed d 3 Π PA resonances in GHz. Uncertainties are ˘0.5 GHz, which is also the uncertainty in our wavemeter, except
for the d 3 Π2 , v “ 0, J “ 2, which is ˘2 GHz. The additional uncertainty
for the d 3 Π2 , v “ 0, J “ 2 line position is due to its signiﬁcantly lower
PA strength and its more complicated structure. Blank entries denote
allowed transitions that did not appear in our spectra; solid horizontal
lines denote forbidden transitions. The v “ 0 splitting of the spin-orbit
levels are 27.3 ˘ 0.5, 1074.7 ˘ 0.5, and 986.4 ˘ 1 GHz for Ω “ 0` {0´ , 1{0´ ,
and 2{1, respectively. These values diﬀer signiﬁcantly from their predicted values, which are 1080, 630, and 1140 GHz respectively [118]. (Our
group also found disagreement between experiment and theory for the
spin-orbit splittings in the past of the f 3 Π state [83]. Further, a small
spin-orbit splitting between Ω “ 0´ and 0` was observed in KRb [125].)
The J-dependent parity for Ω ‰ 0 states was not resolved since the Λ
doubling is small for the low lying rotational states accessed. The spinorbit splittings and rotational constants agree with our recent depletion
spectroscopy [86].
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Fig. 2.4. Parities for the partial waves of the scattering state and ﬁnal
d 3 ΠΩ states, adapted and modiﬁed from G. Herzberg in Ref. [120]. The
solid green and dashed red arrows correspond respectively to the alternating strong and weak dipole-allowed PA transitions to the d 3 Π0 shown in
Fig. 2.3. The parity of every state or wave is shown as a plus or minus
sign inside the circles. The transitions to Ω “1 or 2 states and the small
energy splitting of the J states are not shown for clarity. Note that we
can resolve the energy splitting between diﬀerent parities for the Ω “ 0˘
states, but not for Ω “1 or 2 states. J 3 here refers to the total angular
momentum of the scattering state along the a 3 Σ` potential for scattering
through diﬀerent partial waves.

Several aspects of our data support our interpretation that the scattering state
has signiﬁcant s-wave nature at the temperature of our MOTs. First, in the present
work, we observe a PA rate that alternates for J states in the Ω = 0˘ , but not for
J “ 1 and 2 of the Ω = 1. For Ω = 0˘ , diﬀerent J states alternate in parity but

for Ω = 1, both parities are available at each J state [120]. Also, since PA to J “ 3
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was only weakly observable for one Ω “ 0 series and not for the other, and further
that p-wave but not s-wave can access J “ 3 through PA, the most signiﬁcant wave

of the scattering state is most likely the s-wave and not the p-wave. (We also found
that PA to J “ 3 of Ω “ 1, for which both parities are available, was also weak.) In
Fig. 2.4 we show our interpretation for the diﬀerent partial waves responsible for the
PA spectrum in Fig. 2.3, with s-wave contributions shown as solid green lines and pwave shown as dashed red. Second, in another, separate PA experiment, we were able
to infer PA to odd-parity states of other electronic states [86]. The ﬁnal argument
in-favor of s-wave scattering, as discussed further below, is that at the temperature
of our MOTs, scattering calculations show that the s-wave contributes to the elastic
scattering cross-section nearly an order of magnitude more than the p-wave.
The temperature, T, of the collisions between Li and Rb in our MOTs was extracted by ﬁtting the experimental line shape of the PA resonances with a convolution
of a Boltzmann with a Lorentzian [126], which is valid for temperatures below the
van der Waals energy of „ 1mK:
W pf, f0 q9

ÿż 8
l

0

e

´ khνT
B

1

ν `` 2 LΓ pf, f0 ´ νqdν,

(2.1)

where LΓ pf, f0 q stands for a Lorentzian function with central frequency f0 and natural
line width Γ, and kB and h denote the Boltzmann and Planck constants respectively.
We ﬁt our PA resonances with Eq. (2.1) using four free parameters: the overall
amplitude, the natural linewidth Γ, the resonant frequency f0 , and the collision temperature T . For example, the inset of Fig. 2.3 shows the PA spectrum for the J =
1 level of the Ω = 0` electronic state and its ﬁt. The ﬁt assuming s-wave scattering
yielded T “ 440 ˘ 70 µK and Γ{2π “ 9 ˘ 2 MHz. (The data can also be ﬁt with ` “ l,
p-wave scattering, yielding similar temperatures and comparable ﬁt quality measured
by R-squared values. Additionally, it is also possible to ﬁt PA spectra with several
partial waves. For these reasons, ` for the scattering state cannot be determined from
the ﬁts alone.)
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With the extracted temperature of 440 µK, we then used many of the currently
available PECs for LiRb [118, 127, 128] to calculate the contributions to the elastic scattering cross-section of the few lowest partial waves at various temperatures
including 440 µK. The calculations predicted that the s-wave contribution is approximately one order of magnitude larger than that of the p-wave. Speciﬁcally, we
calculated the single-channel elastic scattering cross-section for Li-Rb system colliding along the analytical a3 Σ` PEC of Ivanova et al. [127], and the results are shown
in Fig. 2.7. The calculations indicate that at our collision temperature of 440 µK, the
scattering should be dominated by the s-wave contribution, which has positive parity.
Although nearly an order of magnitude smaller than the s-wave contribution, there
is a small contribution from the p-wave and this small-contribution may explain why
some even parity excited states were weakly observable in our PA spectra. However,
we do note that such calculations depend very sensitively on the PEC. (Our calculations using the PECs cited above were suﬃcient to derive the binding energies of
most of the vibrational levels reasonably well and a scattering length consistent with
those previously predicted [129, 130]. We did not exhaust the PECs available in the
literature; for further examples, see Refs. [131–133].) The above reasons support our
conclusion that s-wave is likely the dominant partial wave for the colliding Li and Rb
atoms in this experiment. We also note that a scattering state is dominated by the
s-wave would explain both the oscillation of the PA rate in the Ω “ 0 series and the

sharp cut oﬀ at J “ 2.

It should be noted that our assignment of Ω “ 0´ being lower in energy Ω “ 0`

is not without some hesitancy. The ﬁrst reason is that our assignment disagrees with
the predicted ordering [118], which is pictured unaltered in Fig. 2.1. The resolution
of this disagreement between the interpretation of our experimental work and the
theoretical calculations remains to be understood. (Adopting the predicted ordering
would bring diﬃculty for interpreting our current data. Such an ordering would ﬂip
the parity of every state in the two Ω “ 0 series, and then to explain the Ω “ 0 states
with strong PA would require a p-wave shape resonance. Such a shape resonance
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is unsupported by the PECs we used. Further, it would be inconsistent with our
observation of weak PA to J “ 3.) We also noted the diﬃculty of assigning Ω “ 0´

and Ω “ 0` with certainty in previous experiments on RbCs [56, 69–72]. That said,
our assignments of Ω “ 0´ and Ω “ 0` are made with some conﬁdence but not with
total certainty.

2.3

REMPI spectroscopy of a3 Σ` states
After exploring the properties of the PA to the d 3 Π, we investigated the spon-

taneous decay of the d 3 Π0` , v “ 0, J “ 1 state with REMPI spectroscopy. For this

spectroscopy we locked the Ti:Sapphire laser to the d 3 Π0` , v “ 0, J “ 1 PA resonance. The motivation for this was to explore deeply bound molecules of the a 3 Σ`

potential, perhaps even its lowest vibrational level. We show a sample REMPI spectrum, with transitions from a 3 Σ` v 2 “ 2, 4, 6, and 7 in Fig. 2.5. In previous studies,
we have used PA (to other bound states) followed by REMPI spectroscopy to detect
a 3 Σ` v 2 “ 7 Ñ 13 levels [83]. From our current REMPI spectrum, the progressions

for v 2 “ 2, 4, 6, 7, 8, 9, and 10 are reasonably clear. However, ionizing a 3 Σ` states

v 2 “ 1 and 4 through the f 3 Π states results in congested REMPI peaks and our

assignments are less certain.
From the REMPI spectrum and our previous spectroscopy of the f 3 Π0 states [83],
we extracted binding energies for some new vibrational levels of the a 3 Σ` state,
namely 1,2,4,5, and 6 (as listed in Table 2.2). These binding energies are averages of
the individual binding energies listed in Sec. 2.4. Further experiments, particularly
depletion spectroscopy, may reﬁne our line assignments and binding energies. Further,
our REMPI spectrum did not conclusively reveal the v 2 “ 0 state of the a 3 Σ`
potential. Unfortunately, other stronger REMPI lines obscured any weak lines that
may have originated from v 2 “ 0 molecules.
For many future uses of polar molecules, the rate, R, of generating molecules is
important. To estimate R, we follow the standard procedure, similar to that used in
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Fig. 2.5. Sample REMPI spectrum. The blue solid, red dotted, and
black dashed lines respectively are our assignments for progressions from
a 3 Σ` v 2 “ 2, some combination of v 2 “ 4 or 7, and v 2 “ 6 to vibrational
levels v 1 “ 3 ´ 8 of the f 3 Π0 state. Each data point is the average of
100 REMPI pulses, and is smoothed by averaging over nearest neighbors.
(Although not labeled in the ﬁgure, we have assignments for more than
90% of observed REMPI resonances.)

Refs. [31, 72, 75, 117]. We assume that the number of observed ions per REMPI pulse
observed (denoted N ), is the product of four terms [75]: the molecules per second
generated, the probability for a REMPI pulse to ionize a molecule (denoted Pion ), our
net ion detection eﬃciency (denoted d ), and the total time that a molecule remains
in the REMPI pulse region (denoted τ ). Our best estimates for Pion , d , and τ are
1%, 50%, and 10 ms respectively. Using those three estimates, and the observed ions
per pulse, we can calculate an approximate molecular generation rate:
R“

N
Pion d τ

(2.2)

For the strongest and weakest REMPI lines we measured, assigned to a 3 Σ` v 2 “ 7

and v 2 “ 2, we ﬁnd rates of « 2.5 ˆ 10 3 molecules and « 4 ˆ 102 per second,

respectively. The generation rates of the other vibrational levels of the a 3 Σ` should

fall between those values. These rates are comparable to the molecular formation
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Table 2.2.
Binding energies (EB ) of a 3 Σ` v 2 states extracted from our REMPI spectrum. The binding energies for v 2 “ 2, 5, 6, 7, 8, 9, and 10 have uncertainties of ˘ .2 cm´1 . The binding energies for v 2 “ 1 and 4 have uncertainties
of ˘ 1 cm´1 since their REMPI lines occurred in regions with signiﬁcant
line congestion. Vibrational levels 1,2,4,5, and 6 were new observations.
The blank entries correspond to states and binding energies which we were
not able to determine from the present REMPI spectrum. The theoretical
predictions use the potential energy curves from Refs. [118, 127] with the
LEVEL 8.0 code [134].

a 3 Σ` v 2

EB (cm´1 )
Exp.

Theo.

0

EB pv 2 q-EB pv 2 ` 1q (cm´1 )
Exp.

257.7

Theo.
37.7

1

222

220.0

2

186.7

185.4

31.7

153.7

28.7

3

35

34.6

4

126

125.0

26

25.7

5

99.8

99.3

23.0

22.7

6

76.8

76.5

19.6

19.8

7

57.2

56.8

16.6

16.7

8

40.6

40.1

13.9

13.6

9

26.7

26.5

10.2

10.4

10

16.5

16.1

7.4

1.1

1.0

13

1.08

4

rates that we have previously observed [83]. We are currently building a 1064 nm
optical dipole trap to conﬁne both Li and Rb. This will increase the densities of both
species, and reduce both their temperatures, and thus lead to a higher PA rate.
Future experiments may need large amounts of a 3 Σ` v 2 “ 0 molecules in particular. To oﬀer somewhat reasoned speculation about generating such molecules, we
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estimated the free-to-bound overlaps for hypothetical PA steps to various v of the d 3 Π
using the Numerov method (these calculations were performed for us by Pérez-Rı́os,
J.), and the Franck-Condon factors (FCFs) for the spontaneous emission step down to
v 2 “ 0 of the a 3 Σ` using LEVEL 8.0. As validations of such methods, the Numerov
calculations predicted roughly comparable PA rates to v “ 0 and 1 of the d 3 Π, which
was conﬁrmed, and the FCF calculations qualitatively predicted the distribution of
v 2 of the a 3 Σ` that we measured in our REMPI spectrum. Further, in the past,
we have found FCFs to have semi-quantitative predictive value for bound-to-bound
transitions [80, 83].
Our calculations revealed that PA to the v “ 6 of the d 3 Π state may generate v 2 “
0 molecules at signiﬁcant rates, even when compared against our largest measured
REMPI line, which is assigned to v 2 “ 7. (Our Ti:Sapphire laser cannot produce
frequencies for PA to levels higher than to v “ 1.) In Fig. 2.6, we plot the predicted

Rv2 “0 for PA to various vibrational states of the d 3 Π, assuming similar experimental
conditions to this present work. We ﬁnd that, if we had been able to PA to v “ 6

of the d 3 Π, it may have produced a 3 Σ` v 2 “ 0 molecules at approximately seven

times the rate of our measured generation of v 2 “ 7. Further, the insigniﬁcant Rv2 “0

with PA to v “ 0 is consistent with our REMPI scan; we were unable to identify

a clear series of REMPI peaks from v 2 “ 0, but we easily identiﬁed a large series
of peaks for v 2 “ 7. Therefore, studying the REMPI spectrum that instead results

from spontaneous decay from PA to v “ 6 of the d 3 Π may result in Rv2 “0 as high as
„ 2 ˆ 104 molecules per second, and also ﬁx the a 3 Σ` well depth.
2.4

REMPI data and assignments for the resonances
In this section we include tables 2.3 to 2.11, which contain the assignments for the

various a 3 Σ` to f 3 Π REMPI resonances. In these tables, blank entries are those that
are allowed but did not appear in our spectra, likely from poor FCF overlap. Figures
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Fig. 2.6. Predicted generation rates, R, of the a 3 Σ` , v 2 “ 0 state using
PA to diﬀerent vibrational levels of the d 3 Π states. To generate this plot,
we assumed similar experimental conditions as to what we used in this
present work (except for the frequency of the PA laser). Inset: sketch of
PECs, bound wavefunctions of interest, and the scattering wavefunction
at 500 µK. Note the high generation rate of v 2 =0 predicted from PA
using the d 3 Π v=6. We acknowledge J.P.R. for the calculations from
which D.B.B. made this ﬁgure.

2.8 to 2.15 contain the whole REMPI spectra we took. These data and assignments
were used to calculate the binding energies of the vibrational levels of the a 3 Σ` .
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Fig. 2.7. Total elastic cross section as a function of the collision energy
for 7 Li-85 Rb colliding throughout the a3 Σ` PEC. The inset shows the
individual contributions to the elastic cross-section for partial waves s to g.
Ecol is the total kinetic energy in center of mass frame when the particles
are in the asymptotic region (that is to say, inﬁnitely far away). The
expect the collision energy of our MOTs to be „ 440µK. We acknowledge
J.P.R. for these calculations.
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Table 2.3.
Assigned REMPI resonances all from the a3 Σ v 2 “ 1 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 1 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17543.5

17546

17547.5

221.6

1

17612.2

17614.8

17617.7

221.6

3

17752

17754.2

17756.4

221.5

4

17818.9

17822.2

17825.9

221.5

5

17888.9

17891.5

17894.9

221.6

6

17956.9

17959.9

17963.7

221.6

7

18024.5

18028.3

18031.4

221.7

f3 Π

2

8
9

7’’ – 0’0
7’’ – 0’1
7’’ – 0’2

10

Fig. 2.8. REMPI spectra with frequency 17300Ñ17400 cm´1 . Each point
was ﬁrst the average of 100 REMPI pulses, and is smoothed by averaging
its neighbor on either side. Shown is a representative set of transitions
from one a 3 Σ` vibrational level to the three spin orbit states of the f 3 Π.
(Although not shown, more than 90% of the resonances have been assigned
and these assignments are in Tables 2.3 to 2.11.)
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Table 2.4.
Assigned REMPI resonances all from the a3 Σ v 2 “ 2 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 2 state.
EB (cm´1 )

Ω“0

1

17509

17511.2

1

17577

17579.6

17582.5

186.4

2

17647.4

17650.6

17653.7

187.4

3

17717

17719.6

17722.2

187

4

17785.3

17788

17791

187.2

5

17853.6

17856.2

17859.6

186.3

6

17921.6

17924.6

17928.4

186.3

7

17989.2

17993

17996.1

186.4

f3 Π
v1 “ 0

2

187.1

8
9
10

Table 2.5.
Assigned REMPI resonances all from the a3 Σ v 2 “ 4 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 4 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17447.2

17449.6

17452.3

125.6

1

17516.2

17519.5

17520.6

125.5

2

17586.3

17589.6

17592.7

126.3

3

17654.8

17657.7

17660.3

124.9

4

17723.1

17727.1

17729.7

125.8

5

17793.6

17796.2

6

17861.6

17864.6

17868.4

126.3

7

17929.2

17933

17936.1

126.4

8

17996.4

18000.3

18003.4

126.1

f3 Π

9
10

126.3
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Table 2.6.
Assigned REMPI resonances all from the a3 Σ v 2 “ 5 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 5 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17422.2

17424.1

17425.6

99.9

1

17490.6

17493.2

17495.8

99.8

2

17559.8

17562.1

17565.1

99.2

3

17629.8

17632.4

17635

99.7

4

17697.6

17701.7

17704.3

100.3

5

17766.8

17769.4

6

17835

17838

17841.8

99.7

7

17903.6

17906.8

17909.2

100.2

8

17970.5

17974

17977.5

100.1

f3 Π

99.5

9
10

Table 2.7.
Assigned REMPI resonances all from the a3 Σ v 2 “ 6 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 6 state.
f3 Π
v1 “ 0

Ω“0

1

2

EB (cm´1 )

17397.8

17400.2

17402.9

77.5

17470

17472.8

77.7

1
2

17536.9

17539.4

17542.4

76.4

3

17606.7

17609

17612.3

76.6

4

17674.3

17678

17680.7

76.8

5

17743.7

17747.4

6

17812.1

17815.2

17818.5

76.8

7

17879.9

17883.2

17886.7

76.9

8

17947.1

17950.6

17954.1

76.7

9

18014.6

18018.3

18021.5

77.7

10

76.9
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Table 2.8.
Assigned REMPI resonances all from the a3 Σ v 2 “ 7 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 7 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17378.8

17380.5

17382.5

56.5

1

17448

17451.3

17452.5

57.3

2

17517

17520.3

17522.2

56.7

3

17587.1

17590

17522.2

57.2

4

17654.8

17659.2

17662.3

57.9

5

17724.4

17727.3

6

17792.4

17795.8

17799

57.1

7

17860.3

17863.7

17867

57.3

8

17927

17931.2

17935

57.2

9

17994.2

17997.3

18001.2

57.1

f3 Π

57.2

10

Table 2.9.
Assigned REMPI resonances all from the a3 Σ v 2 “ 8 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 8 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17361.5

17363.9

17367.6

40.2

1

17431.5

17433.3

17436.2

40.4

3

17570.7

17573

17576

40.5

4

17637.8

17641.4

17646

40.7

5

17707.9

17710.5

17713.8

40.6

6

17775.8

17779

17783

40.7

7

17843.5

17847.5

17850

40.7

8

17910.5

17914.7

17918

40.4

9

17977.2

17981.3

17985

40.7

(3)3 Π

2

10
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Table 2.10.
Assigned REMPI resonances all from the a3 Σ v 2 “ 9 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB EB is the calculated binding energy of the initial a3 Σ v 2 “ 9 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17349.1

17350.5

17352.5

26.6

1

17417.5

17420.5

17423.2

27.1

2

17486.8

17489.7

17423.2

26.6

3

17556.7

17559.8

17561.9

26.8

4

17624.2

17628.3

17630.9

26.9

5

17694.3

17696.9

17699.7

26.8

6

17762.6

17764.9

17768.3

26.7

7

17829.3

17833.3

17835.9

26.2

8

17897.1

17900

17903.6

26.3

9

17964.4

17968

17971

27.1

10

18028.2

18033.2

18037.8

26.5

f3 Π

Table 2.11.
Assigned REMPI resonances all from the a3 Σ v 2 “ 10 state through the
f3 ΠΩ“1Ñ3 v 1 “ 0 Ñ 10 states. Uncertainties are ˘ 5 in the last digit
recorded. Multiple overlapping peaks made some assignments uncertain.
EB is the calculated binding energy of the initial a3 Σ v 2 “ 10 state.
1

2

EB (cm´1 )

v1 “ 0

Ω“0
17338.1

17340.2

17342.8

16.3

1

17406.9

17409.1

17411.9

16.0

2

17476.5

17479.5

17481.7

16.1

3

17546.8

17548.9

17551.5

16.4

4

17613.7

17617.1

17620.2

16.1

5

17683.8

17689.9

16.6

6

17752

17755.4

17758.6

16.7

7

17819.6

17823.4

17826.5

16.8

8

17886.8

17890.4

17894.2

16.6

9

17953.6

17957.1

17894.2

16.7

10

18019.1

18024.1

18029

17.5

(3)3 Π

8’’ – 1’0
8’’ – 1’1
8’’ – 1’2
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5’’ – 3’0
5’’ – 3’1
5’’ – 3’2

Fig. 2.9. REMPI spectra with frequency 17400Ñ17500 cm´1 . Each point
was ﬁrst the average of 100 REMPI pulses, and was then smoothed by
averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

Fig. 2.10. REMPI spectra with frequency 17500Ñ17600 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

6’’ – 3’0
6’’ – 3’1
6’’ – 3’2
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8’’ – 5’0
8’’ – 5’1
8’’ – 5’2

Fig. 2.11. REMPI spectra with frequency 17600Ñ17700 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

Fig. 2.12. REMPI spectra with frequency 17700Ñ17800 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

6’’ – 6’0
6’’ – 6’1
6’’ – 6’2
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6’’ – 8’0
6’’ – 8’1
6’’ – 8’2

Fig. 2.13. REMPI spectra with frequency 17800Ñ17900 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

Fig. 2.14. REMPI spectra with frequency 17900Ñ18000 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)

6’’ – 9’0
6’’ – 9’1
6’’ – 9’2
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Fig. 2.15. REMPI spectra with frequency 18000Ñ18100 cm´1 . Each
point was ﬁrst the average of 100 REMPI pulses, and was then smoothed
by averaging with its nearest neighbor. Shown is a representative set of
transitions from one a 3 Σ` vibrational level to the three spin orbit states
of the f 3 Π. (Although not shown, more than 90% of the resonances have
been assigned and these assignments are in Tables 2.3 to 2.11.)
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3. REVIEW OF OUR

87

RB BEC APPARATUS AND

RELEVANT RECENT ADDITIONS
3.1

Route to a

87

Rb BEC

A brief overview of our route to a dressed

87

Rb BEC is in order to be more self-

contained, with a focus on the additions to the apparatus needed to carry out the
present PA experiments. Many more details are contained in Ref. [135–138], and
for some typical parameters see Tab. 3.5 of [137]. We have a dual MOT system,
one with low background pressure and one with high background pressure. The high
pressure MOT loads much quicker than the low-pressure MOT, and after atoms are
loaded in the high-pressure MOT, pulsed D2 (52 S1{2 Ñ 52 P3{2 ) light at „780.241 nm
pushes the atoms to the low-pressure MOT in the science chamber (see Fig. 2.3 from
Ref. [137]). Upon loading (4 to 10)ˆ107 atoms in the low-pressure MOT, we turn on
a MACRO-FORT (misaligned cross-beam optical dipole force trap) that intersects
with the low-pressure MOT. The MACRO-FORT is created by an IPG photonics
ﬁber ampliﬁer, ELR-50-1550-LP-SF, with a built in seed-laser that has wavelength
1550 nm. The total CW output power of this ampliﬁer is „ 38 W and it is split into
two beams. A narrow beam propagates along Z and a wide beam propagates in the
XZ plane. The wide beam is “recycled” (all still in the XZ plane) with an orthogonal
polarization and sent back over the region where the original wide beam and narrow
beam intersect. At the intersection of all three beams, an optical dipole trap is created
with a typical angular frequency ω̄ “ pωx ωy ωz q1{3 „ 2π ˆ p140 ˆ 140 ˆ 37q1{3 Hz “

2π ˆ p90 Hz). We force the atoms to evaporatively cool by reducing the power in the
dipole trapping beams until they reach quantum degeneracy at the trap center with
an estimated temperature a few 10s of nK (our BEC has a transition temperature
of h¯
¯ωpN {1.202q1{3 {kB „ 100 nK). Thus at 50 nk, we can achieve λ3dB ρ0 ąą 2.6,
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as required for Bose-Einstein condensation. Each BEC is initially created in the
f “ 1 hyperﬁne manifold with bare mf spin projections ´1, 0, and `1. The current

apparatus can produce nearly pure BECs of « p2 to 4q ˆ 104 atoms in a variety of
mf spin state compositions approximately once every 15 seconds.
After the creation of a BEC, we have an experimental stage where we can dress

the atoms into spin-momentum superpositions via the adiabatic application of Raman
lasers and/or excite the atoms into an excited molecular state with a PA laser. The
beam waist of both the Raman and PA lasers at the BEC location is about an
order of magnitude larger than the Thomas-Fermi in-situ BEC size of pRx , Ry , Rz q “
ah0 p15N as {aho q1{5 ωp1{ω
¯
x , 1{ωy , 1{ωz , q „ p3, 3, 11q µm. (A calibration of the PA beam

waist is shown later in Fig. 3.11.) Thus the entire BEC is exposed to an essentially
constant Raman coupling and PA induced coupling. After the experimental stage,
all lasers (Raman, PA, dipole, etc.) are simultaneously switched oﬀ to allow the
BEC to undergo 15 ms of time-of-ﬂight expansion. During the initial portion of this
expansion, we use a Stern-Gerlach magnetic ﬁeld gradient to separate atoms in the
diﬀerent mf spin states. After 15 ms, we apply absorption-based imaging to extract
the atom numbers in the diﬀerent spin-momentum projections.

3.2

High-power Raman laser system
Our explorations of PA of BECs with atoms in Raman-dressed spin-momentum

superposition states required the author to construct a high-power Raman ECDL
laser.1

See Figs. 3.1 and 3.2 for the experimental schematic, Fig. 3.3 for the

physical beam path, and Fig. 3.4 for an example of the resultant Raman-Rabi oscillations. This high-power Raman ECDL used a LD785-SE400 diode from Thorlabs. Similar to previous works [12, 15], this Raman laser system can adiabatically
dress the atoms into superpositions of the mf spin states and mechanical momentum:
3
ř
Ci |mf , pyi “ C´1 |´1, hpq
¯ ` 2kr qy ` C0 |0, hqy
¯ ` C`1 |`1, hpq
¯ ´ 2kr qy, where p and
i“1
1

C.H. Li also built portions of the optics for this system.
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Fig. 3.1. Two images of the science chamber taken along ẑ ´ ŷ (a) and
x̂ (b). In panel (a) we show the various optical dipole trap (ODT) and
imaging beams, which all propagate in the x ´ z plane. In panel (b),
we show the science beams: the top and bottom Raman beams (Rt and
Rb respectively) and the photoassociation (PA) beam. The PA beam
propagates in the x ´ z plane with an „ 12˝ angle from x̂. For this ﬁgure,
b indicates the direction into the page.

¯ are the mechanical momentum and quasimomentum along yˆ respectively, hk
¯ r“
hq

2π
λR

is the recoil momentum from absorbing one photon of wavelength λR “790.17 nm,
and h̄ is the reduced Planck’s constant. The Ci are the superposition coeﬃcients that

depend on the quasimomentum (the canonical momentum conjugate of the position
along y). The hamiltonian for the Raman light-atom interaction is
¨

¯
h2
pq
2
˚ m

˚
H“˚
˝

where m is the

87

` 2kr q ´ δ

ΩR
2

2

ΩR
2

0

2

h
¯
q2
2m

´ q

ΩR
2

0
ΩR
2
¯
h2
pq
2m

´ 2kr q2 ` δ

˛

‹
‹
‹,
‚

(3.1)

Rb mass, δ “ h̄pΔωR ´ ωLZ q is the Raman detuning (usually

¯ LZ is the linear Zeeman shift of the mf states, ΩR is the
reported in units of Er ), hω
Raman coupling (which in principle can be complex, but no current experiment in our
laboratory has been sensitive to this), Er “ h̄2 kr2 {2m “ h ˆ p3.68 kHz) is the recoil
energy and has an associated timescale h{Er “ 0.27 ms, h refers to Plank’s constant,
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(a)

(b)

(c) p = +2k

r

0kr
0

mf= +1

Energy/Er

-2kr
mf = -1

q/kr

Fig. 3.2. Raman laser system. (a) Spatial orientation for the Raman lasers
incident on the BEC. The two Raman lasers with angular frequencies
(ωR ` ΔωR ) and ωR propagate along ˘ŷ and have linear polarizations
Modified dispersion relation: (ΩR(δ3s) =
along x̂ and ẑ.4.8(0)
TheE frequency
diﬀerence between the Raman beams is
R; red, blue, and green represent
ΔωR {2π “ 3.5 MHz. the
(b) mAtomic
energy level diagram. Shown are the
f = -1,0, and +1)
energy diﬀerence between the Raman beams, h̄ΔωR , the Raman detuning
δ, and the quadratic Zeeman shift q . Panels (a) and (b) are not drawn
to scale. (c) Representative OD image (top) and calculated dressed band
structure (bottom) for ΩR “ 4.8 Er and δ “ 0 Er with a BEC, represented
by a small dot, adiabatically loaded at the band minimum at q “ 0 kr .

and q “ 0.65 Er is the quadratic Zeeman shift. Unless otherwise stated, ΩR and

δ carry uncertainties of 10% and ˘ 0.5 Er respectively. The Raman detuning, δ, is

inferred from the two Raman-Rabi resonances at δ “ ˘p4 Er ` q q measured with

„ π{2 pulses at ΩR „ 1 Er , while the Raman coupling, ΩR is calculated from the
measured frequency of resonant Raman-Rabi oscillations. This high-power Raman
laser can prepare stable spin-momentum superposition states with Raman coupling,
ΩR , of up to „ 15 Er .
The Raman light is sent through two AOMs with RF drives at 109.25 MHz and
112.75 MHz respectively. For an overview of the physical beam path, see Fig. 3.3. The
3.5 MHz diﬀerence in RF drive frequency results in a 3.5 MHz diﬀerence in frequency
between the top and bottom Raman beams as well. As a passing note, also shown in
Fig. 3.3 is a recombination PBS. The original bottom Raman beam can be redirected

2
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Fig. 3.3. Physical beam path for the high power Raman ECDL on the
preparation side of the main optical table. (a) Homebuilt high-power
ECDL that generates «330 mW of light near 790.13 nm. (b) Newport
holographic grating (PN: 33025FL01-351R) that cleans the spectrum of
the Raman light. (c) Recombination PBS where the original bottom Raman beam can be redirected to copropagate with the top Raman beam.

onto this PBS, and after the PBS, can copropagate with the top beam with an
orthogonal polarization. In this alternate, copropagating Raman beam orientation,
the beams can couple the mf spins without inducing a momentum transfer. This
setup could be used for some of the future experiments as discussed in Chap. 5.
To couple the mf spin states, the mf spin states must have an energy diﬀerence
close (on a scale set by ΩR ) to the energy diﬀerence between the Raman beams. A
~ Bias | « 5 G is used to tune the energy, E´1 , E0 , and
Zeeman bias magnetic ﬁeld, |B
E`1 , of the mf spin states of the BEC into the two-photon resonance between the
Raman beams. The term in the hamiltonian describing this eﬀect is the Raman
~ Bias |, and therefore δ, is capable of slewing
detuning δ. The circuit that controls |B

its current at over 1 A/ms (equivalently, «500 mG/ms) and we typically allow about

„ 100 ms settling time before doing any experiments. This circuit is controlled by an
input “SE” voltage. After this settling time, the circuit is expected to be stable on
~ Bias | « 5 G, the linear Zeeman shift determines the majority of
the mG scale. With |B
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the diﬀerence in energy between the mf spin states. However, due to the quadratic
Zeeman eﬀect, there is also a small diﬀerence between pE´1 ´E0 q and pE0 ´E`1 q. We
have measured both the linear and quadratic Zeeman shifts at various magnetic ﬁeld
control circuit voltages, as discussed later in Fig. 3.9. At a typical experimental value
of SE „ 9.11 V, then the linear and quadratic Zeeman shifts are h ˆ p3.506 MHzq and
h ˆ p2.39 kHzq respectively. The linear and quadratic Zeeman shifts set timescales

important for some of the future experiments discussed in Chap. 5. Further, we also
~ Bias | as 1.7 ˘ 0.5 mEr {µm, (this measurement is
measured the gradient along z of |B
shown in Fig. 3.10). This veriﬁed that δ does not signiﬁcantly vary over the in-situ
BEC, with an estimated variance of no more than 0.05 Er . We also note that if the
Raman lasers are in the counterpropagating conﬁguration, the resonance condition
must account for kinetic energy transferred to an atom by absorbing two Raman
photons as it changes its mf spin by ˘1. In this case, the resonances occur at

δ “ ˘p4Er ` q q. When the Raman beams copropagate, the resonances occur at
δ “ ˘q .

If a BEC is suddenly exposed to resonant Raman light, then the atoms will undergo coherent oscillations between the diﬀerent mf spin and momentum states. An
example of this oscillation with ΩR “ 15 Er and δ “ ´4.65 Er is shown in Fig. 3.4.
However, if the BEC is adiabatically exposed to the Raman beams (i.e. the Raman
light is ramped on during a time much larger than h̄{Ωr ), then the quantum state
of the atoms of the BEC can be prepared into a stable, coherent spin-momentum
superposition, an example of which was shown in Fig. 3.2 (c).
For moderate Raman coupling strengths, we are able to hold a dressed BEC in
the Raman light for « 1 s. This long holding time is only possible because we

use a grating (Newport PN: 33025FL01-351R, chosen because of ą 90% ﬁrst-order
diﬀraction eﬃciency) to clean the spectrum of the high-power Raman laser. After the
grating, the Raman beam spatially expands according to its spectral width. When
coupled to the PMT ﬁbers however, the undesired spectral content (i.e. any light
with wavelength not 790.13 nm) has spatially expanded to the point where it has
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Fig. 3.4. Example Raman-Rabi oscillations between all three spinmomentum states induced by the high-power Raman ECDL with
x large
Raman coupling ΩR “ 15 Er and Raman detuning δ “ ´4.65 Er . (a)
Fitted relative atom numbers for various Raman pulse times. The solid
curves are ﬁts from Eq. 3.1 with ΩR as the only free parameter, which
returned ΩR “ 15 Er . The code used to calculate these curves is included
in App. D. (There can be damping of the oscillations, the beginning of
which can seen in this data set after „ 30µs.) (b) to (d) Sample optical
density images for Raman pulse times 0, 1.5, and and 3.0 µs respectively.

signiﬁcantly less coupling eﬃciency than the light with wavelength 790.13 nm. In
this way, the Raman light incident on the BEC is signiﬁcantly spectrally cleaned so
as to only have light with wavelength 790.13 nm. Such spectral cleaning now allows
us to hold a dressed state prepared at q “ qmin for 100s of ms. (We also spectrally
clean the PA light using a similar grating.)

O.D.

(c)
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3.3

Photoassociation laser system
The author also built a new ECDL system to induce PA. The output of the PA

ECDL with frequency, fPA , of „ 383515.3 GHz is stabilized to „ 1 MHz using a
transfer cavity. The transfer cavity can stabilize the PA laser for hours at a time,
which gave us the ability to eﬃciently obtain repeated PA spectra and thus good
statistics. This is the ﬁrst time that such a transfer cavity was employed in the
Quantum Matter and Devices laboratory. First, the Fabry-Perot cavity is made
resonant with, and subsequently locked, to a stabilized reference light from the DLPro
laser on the preparation side of the main optical table (this laser is itself locked to a
87

Rb D2 transition). After the transfer cavity, both λP A and λref are incident on a

fast photodiode, from whose output two locking signals are electronically separated.
For the physical beam path of the reference light, see Fig. 3.5.

(a)
λref
(b)

Fig. 3.5. Source of the reference light from the main optical table that
was used to stabilize the transfer cavity. Shown in green letters are the
aspects important for the PA work. (a) A small amount of reference light
(« 1mW) from the Toptica DLPro (which is locked to our MOT cooling
transition) is used as the reference light and is picked oﬀ and sent to PA
optical system on the secondary optical table. (b) Fiber to bring the
reference light to the secondary optical table.
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Fig. 3.6. Physical beam path for creating stabilized PA light. Green
letters indicate the most important pieces of the PA ECDL system. The
PA (reference) beam paths are indicated by the red (yellow) lines. (a)
Homebuilt PA ECDL. This laser is capable of producing «125 mW of
light near 781.7 nm. (b) Transfer cavity. This homebuilt transfer cavity
has a spectral width of « 20 MHz and a free spectral range of « 1 GHz.
To stabilize the cavity, it is locked to λref (and λref is separately locked
to the hyperﬁne 1 to 2 transition of the D2 line in 87 Rb). The PA light is
then locked to this, now stabilized, cavity. (c) Fast photodiode. This fast
photodiode (Thorlabs PN: PDA100A) on which both λP A and λref are
incident. (d) Double pass AOM that tunes PA into and out of resonance
with the excited 2p1qg molecular state. (e) PMT ﬁber. The PA light is
brought to the experimental side of the main table via a Thorlabs PMT
ﬁber (see Fig. 3.8).

Since our project required the ability to precisely tune the PA laser by steps of
„ 3 MHz, a double pass AOM (acousto-optical modulator) with a home-built RF
ampliﬁcation circuit was constructed. For the physical beam path of the PA light,
see Fig. 3.6, which is also shown schematically in Fig. 3.7. (The RF source and double
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pass AOM can tune the PA laser with steps ă 1 MHz, but such ﬁne resolution was
not required for our PA rate measurements.) This double pass AOM conﬁguration
can tune fP A by roughly 100 MHz total, all the while maintaining « 5 mW of post
ﬁber power available to induce PA. The post ﬁber power is maintained at a constant
level by tuning the amplitude of the RF drive concurrently with the RF frequency,
in this way negating the changing diﬀraction eﬃciency of the AOM. The 5 mW postﬁber power ﬂuctuations can be maintained to ă 10% over the whole 100 MHz tuning
range. If both locks for the transfer cavity and PA light are maintained, this system
is robust even against temperature drifts in the laboratory and can provide stable PA
light with minimal maintenance, sometimes for an entire day. The PA light is coupled
to the experimental side of the main table using a PMT ﬁber. As measured in Fig.
3.11, the Gaussian PA beam waist at the location of the BEC is σr “ p153 ˘ 5q µm,
which is roughly an order of magnitude larger than the in-situ BEC size. Thus during
the PA pulses, every colliding pairs of atoms in the BEC are exposed to roughly the
same PA-induced coupling to the excited molecular state. See Fig. 3.8 for the physical
beam path of the PA light on the science side of the main optical table after exiting
its PMT ﬁber.

3.4

Pertinent calibrations for present and future experiments
As they were important for various later measurements, we have calibrated the

linear and quadratic Zeeman shifts (panels (a) and (b) of Fig. 3.9 respectively), the
background gradient of the magnetic ﬁeld (Fig. 3.10), and the PA beam waist at the
in-situ location of the BEC (Fig. 3.11).
The linear and quadratic Zeeman shifts were both measured using the following
experimental procedure. First, we applied an RF pulse with ΩRF tRF “ π{2 to a BEC

composed of atoms in spin state mf “ 0. The RF pulse was then repeated at various

frequencies until a complete spectra was taken. Fitting the resultant spectra allowed
us extract the central position of the RF transitions, and thus the transition energy
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Fig. 3.7. Laser schematic showing the important optical elements photographed in Fig. 3.6. This laser system created the stable and tunable
light required for repeated measurements of the PA resonance.

of mf “ ´1 relative to mf “ 0, and also the transition energy of mf “ 0 relative to

mf “ `1.

For the linear Zeeman shift, we averaged the resonant frequency for both mf “

`1 Ñ 0 and mf “ 0 Ñ ´1 RF transitions, rpE´1 ´ E0 q ` pE0 ´ E`1 qs{2. The spectra
with a linear ﬁt, y “ mx ` b, is shown in Fig. 3.9 (a). The ﬁtted parameters with

ﬁtting errors are m “ .4234 ˘ .0004 MHz per SE V, and b “ ´0.351 ˘ .002 MHz. At

a typical experimental value of SE „ 9.11 V (equivalently, δ „ 0 Er ), then the linear
Zeeman shift is „ h ˆ p3.506 MHzq.

The quadratic Zeeman shift instead is half the diﬀerence between the resonant
frequencies for the mf “ `1 Ñ 0 and mf “ 0 Ñ ´1 RF transitions, q “ rpE´1 ´
E0 q ´ pE0 ´ E`1 qs{2. The spectra with a quadratic ﬁt, y “ ax2 ` b, is shown in

Fig. 3.9 (b). The ﬁtted parameters with ﬁtting errors are a “ .033 ˘ .01 kHz per

square SE V, and b “ ´0.35 ˘ .08 kHz. The nonzero oﬀset is likely due to stray
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(b)

(a)
Rt
Rb

Rt
PA

Rb

PA

Fig. 3.8. Two views of the main optical table, experimental side from
perspectives at the back of the lab (a) and the imaging computer (b).
Shown are the approximate beam-paths for the top and bottom Raman
beams (Rt and Rb ) respectively, the PA beam, and the science cell where
BECs are made. (The beam-path for Rb is obscured by a number of optics
which made it not possible to obtain a good picture.)

magnetic ﬁelds. At SE „ 9.11 V (equivalently, δ „ 0 Er ), the quadratic Zeeman shift
is 0.65 Er “ h ˆ p2.39 kHzq and is the value used in this thesis.

~ Bias |, we took RF spectra similar to
To calibrate the background gradient of |B

that described previously, but on BECs with diﬀerent spatial locations. For these
~ Bias | „ 5G (the typical
data, we applied no external magnetic ﬁeld gradient, but let |B
experimental value). To avoid systematic eﬀects, throughout the day multiple spectra
were taken at each spatial location (adjusted by tuning the frequency of the drive for
the AOM that controlls the wide ODT beam, and the direction of the sweep from
lesser Z0 to higher Z0 was also varied. The result of a linear ﬁt revealed a bias
ﬁeld gradient of 1.7 ˘ 0.5 mEr /µm. Additionally, a similar experiment ﬁve days
earlier returned a gradient of 2.8 ˘ 0.7 mEr {µm. We further tested the linewidth

of the resonance with a large BEC and also a small BEC and found them to have
experimentally indistinguishable linewidths. Both the above observations indicate
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(a)

(b)

Fig. 3.9. Calibration of the linear (a) and quadratic (b) shifts due to
~ Bias | at various SE control voltages (V). (a) The linear Zeeman shift
|B
vs representative SE bias circuit control voltages. Blue is a linear ﬁt,
y “ mx ` b, with ﬁtted parameters and ﬁtting errors m “ .4234 ˘ .0004
MHz/V, and b “ ´0.351 ˘ .002 MHz. At a typical experimental value
of SE „ 9.11 V (equivalently, δ „ 0 Er ), then the linear Zeeman shift is
~ Bias | „ 5 G. (b) The quadratic Zeeman shift vs
„ h ˆ p3.506 MHz) and |B
representative SE bias circuit control voltages. Blue is a quadratic ﬁt, y “
ax2 ` b, with ﬁtted parameters and ﬁtting errors a “ .033 ˘ .01 kHz/V 2 ,
and b “ ´0.35 ˘ .08 kHz. At δ „ 0 Er , the quadratic Zeeman shift is
0.65 Er “ hˆp2.39 kHzq. For both panels, we attribute the nonzero oﬀset
b to stray magnetic ﬁelds present during typical experimental conditions.

~ Bias | does not vary signiﬁcantly over the size of a typical BEC 2 . If |B
~ Bias | did
that |B
vary signiﬁcantly over the size of a typical BEC, it would create a synthetic magnetic
ﬁeld by having a spatially dependent location of qmin in quasimomentum-space, and
thereby creating the analogy to a spatially dependent vector potential. From all these,
we conclude that the background gradient is less than „ 3ˆ10´3 Er {µm, which means
that δ changes by no more than „ 0.05 Er over the size of an in-situ BEC.

The ﬁnal control to be discussed is the veriﬁcation of the PA beam waist at the
in-situ BEC location. While blocking various portions of a Gaussian laser beam, the
2

The dipole trap frequency at the extremums of the above positions only diﬀered by „ 4%.
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Fig. 3.10. Change of the linear Zeeman shift, Δf0 , vs the central position,
Z0 , of the BEC along Z. The resonance positions plotted are the average
of the mf “ 0 Ñ ´1 and mf “ `1 Ñ 0 RF transitions, relative to that
of the typical BEC location used during experiments. The BECs spatial
location along Z was changed by adjusting the AOM frequency of the
wide optical dipole trapping beams. Shown is a linear ﬁt, with extracted
gradient along Z of 1.7 ˘ 0.5 mEr /µm.

transmitted power can be ﬁtted to

?

P
p1 ´ erf r
2

2pr ´ r0 q{σr qs where P is the power of

the Gaussian beam, r0 is the central position of the Gaussian beam, r is the distance
from the center of the Gaussian beam, σr the Gaussian beam width, and erf refers
to the error function. The aggregate result of multiple such measurements and ﬁts
yielded σr “ p153 ˘ 5q µm, which is roughly an order of magnitude larger than the
in-situ BEC.

52

Fig. 3.11. Transmitted PA power post knife edge vs the position of knife
edge. Inset: diagram showing the PA beam (partial red circle) being
partially blocked by a knife edge (gray rectangle). The aggregate result
of multiple such measurements and ﬁts yielded a PA beam waist, σr of
p153 ˘ 5q µm, which is roughly an order of magnitude larger than the
in-situ BEC size.
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4. PHOTOASSOCIATION OF BECS AND EFFECT OF
RAMAN-DRESSED SUPERPOSITION STATES
4.1

Calibrations for measuring the photoassociation rate of pure mf “ 0
condensates
A main result of this thesis is a measurement of the rate of photoassociation of

BECs in spin-momentum superpositions. Unless otherwise stated, our PA rate measurements were all taken on the following PA line. The molecular level we choose
is for the 152nd vibrational level of the p2q1g potential. The 1 indicates one unit of
angular momentum for the projection of Ω onto the internuclear axis, where Ω is
the total electronic angular momentum, (i.e. the sum of the total electronic orbital
angular momentum and the total electronic spin angular momentum), the g indicates
that the molecule we associate to has Gerade symmetry (that the phase of the molecular wavefunction does not change sign under inversion through the origin), and 2
indicates that the molecular potential energy curve is asymptotic to the P3{2 atomic
energy level (as opposed to the P1{2 ). The speciﬁc resonance we chose for our work
was a molecule with total F “ 1 and total I “ 1, which appears at „ 383515 GHz
as recored by our wavemeter. The resonance for this molecule is labeled as line 
in Ref. [116]. More details of this resonance, and why we chose to work with it are
discussed in Sec. 4.2. The p2q1g potential energy curve is plotted in Fig. 4.1.
The ﬁrst step towards this goal was to calibrate the ability of our experimental
apparatus to measure photoassociation rates of bare BECs, which is one of the most
important quantities of the PA process. Photoassociation is a two-body process, and
for a BEC composed of atoms which all participate in PA, we may write the two-body
rate equation [62]:
1

The author acknowledges S. Dutta for plotting bare PECs used in this ﬁgure.
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(2)1g
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+

X 1Σ g

3 `
Fig. 4.1. The X 1 Σ`
g , a Σu , and 2p1qg electronic potential energies. The
spin dependent line  occurs in the 152nd vibrational level of the p2q1g
potential [116]. The binding energy of this state is « 24.1 cm´1 , and has
an outer turning point at « 23.2 a0 that dominates the Frank-Condon
factor for the free to bound transition. (At the temperatures of our BEC,
« 10s of nK, only the s-wave channel should be important).1
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ρ9p~r, tq “ ´kρ2 p~r, tq

(4.1)

where k is the photoassociation rate constant (whose relationship to the inelastic
scattering rate constant is discussed later). The photoassociation scattering rate
contains all the laser parameters like the intensity and the detuning of the PA laser
from resonance, and the details of the atomic to molecular overlap through the dipole
operator. We let ρp~r, tq denote the position and time dependent density proﬁle of the
BEC and a dot indicates derivation with respect to time. Following the treatment of
Theis et. al. [139], the inelastic scattering rate when Γstim ăă Γspon 2 (where Γstim and
Γspon are the stimulated absorption and spontaneous emission rates, respectively), is
written as follows:

k̃“

2πh̄
Γstim Γspon
mki pωP A ´ ω0 q2 ` pΓspon q2 {4

(4.2)

where h̄ is Plank’s reduced constant, m is the mass of the colliding atoms, and ki is
wavevector for the atoms of the BEC. Integrating Eq. 4.1 with respect to time yields
a solution for the atomic density of a BEC under the eﬀect of the PA light pulse:
ρp~r, tq “

ρp~r, 0q
1 ` kρp~r, 0qt

(4.3)

If the PA pulse is brief and intense enough to be the only process that signiﬁcantly modiﬁes the density of the BEC for the duration of the PA pulse, then we
may spatially integrate Eq. 4.3 over a Thomas-Fermi density proﬁle and obtain
an expression for the fractional number of atoms remaining in the BEC, denoted
f pηq, during the PA pulse. This fraction is compared to the number of atoms at

t “ 0, and therefore the fractional number of atoms lost is 1 ´ f pηq. The ThomasFermi approximation assumes that the atoms in the BEC are cold enough to neglect
their kinetic energy, and is valid when N as {aho ąą 1, where as and aho denote the
scattering length and harmonic oscillator lengths respectively. In our experiments,
2

For our experiment, we estimate that Γstim {Γspon is of order 10´3 .
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Fig. 4.2. Photoassociation-induced fractional number of atoms lost vs
the dimensionless PA pulse parameter, η. η depends on four physical
parameters: the initial peak density of the BEC, the intensity of the PA
laser, the pulse duration of the PA laser, and the detuning of the PA laser
from resonance. We have veriﬁed the validity of Eq. 4.4 against all four of
these physical parameters, the results of which are in Figs. 4.3, 4.5, 4.6,
and 4.8. For experiments measuring the PA rate constant, we attempt to
keep 1 ´ f pηq about between 0.2 and 0.6.

N as {aho „ p104 qp5 ˆ 10´3 µ mq{p1µ mq „ 50, justifying the Thomas-Fermi approximation. The result of the spatial integration mentioned above is:
f pηq “

a
15 ´5{2 1{2 1 3{2
η
rη ` η ´ p1 ` ηq1{2 tanh´1 p η{p1 ` ηqqs
2
3

(4.4)

where η “ kρ0 tP A is a dimensionless parameter indicating the strength of the PA
pulse, ρ0 is the peak atomic density at the center of the BEC, and tP A is the PA pulse
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time. Further, we let N0 denote the atom number with the PA laser applied but oﬀresonant. We denote the resonant PA rate constant for a BEC composed of mf “ 0
bare spin (spin-momentum superposition) states as k0,0 (ksup ). See Fig. 4.2 for a plot
of the fraction of atoms lost during a PA pulse with various η. As examples, for η «

0, 1, ąą 1, then the BEC has lost « 0%, 30%, 100% of its atoms respectively. Typical
numbers achieved in our experiment for k0,0 and ρ0 are roughly (1 to 10)ˆ10´13 cm3 {s

and « 1 ˆ 1014 cm´3 respectively. The value for k0,0 is consistent with those that

Christopher Hamley reported to a molecule bound in the same potential in the same
vibrational level using similar PA pulse parameters [116]. We do note the use of a
slightly p« 2 to 3) times higher IP A than our value of „7 W/cm2 . This consistency3
gives us some conﬁdence in our ability to reliably extract k0,0 .
There are two things to note about our use of Eq. 4.4 in the BEC apparatus.
First, we use the Thomas-Fermi approximation for our BECs which are relatively
small („ 104 atoms). Secondly, Eq. 4.4 assumes that only the PA process modiﬁes
the density during the PA pulse („ 1 to 5 ms) given by the power available from our
PA laser. We have checked the validity of Eq. 4.4 for our atoms and our apparatus
with a series of calibration experiments using BECs of bare spin mf “ 0. We have
checked the predictions of Eq. 4.4 against the observable fractional atom loss against
ρ0 (see Fig. 4.3), IP A (see Fig. 4.5), tP A laser (see Fig. 4.6), and ΔνP A (see Fig.
4.8). We ﬁnd that Eq. 4.4 produces a reasonable prediction for the atom-loss in our
system is both observable and non-saturated (i.e. 0.2 to 0.6 fractional losses), and we
discuss these tests in further details below.

4.1.1

Photoassociation rate at various initial peak atomic densities

The ﬁrst test of Eq. 4.4 was to measure the fraction of atoms lost vs the initial peak
atomic density at the BEC center. The oﬀ-resonant atom number was kept constant
and PA pulses all used identical parameters, the only variable that we intentionally
3

We do also note that his values of tP A were more than one order of magnitude longer than ours,
yet did not report whether or not this saturated the fractional loss of his BECs.
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Fig. 4.3. On resonant fractional number of atoms lost vs the initial peak
density of the BEC (ρ0 ). The initial peak density was recorded with PA
laser on but oﬀ resonant, and the solid blue line is a ﬁt to 1 ´ f pηq.
This experiment used BECs of «(0.5 to 1.0)ˆ104 mf “ 0 atoms and a
bias ﬁeld of « 5 G. ρ0 was changed by over 3x, from (0.67 to 2.05)ˆ1014
per cm3 by changing the intensity of the narrow dipole trapping beam
after evaporation, resultant ω̄ were 2πˆ(81 to 252) Hz. The extracted
ﬁt parameter agrees with the product of the independently measured PA
pulse time and PA rate.
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Fig. 4.4. Control experiment: The extracted photoassociation scattering
rate, k0,0 , is independent of the initial density, ρ0 , of the BECs (this is
the expected behavior). This experiment used BECs of «(0.5 to 1.0)ˆ104
atoms in spin state mf “ 0 and a bias ﬁeld of « 5 G. ρ0 was changed by
over a factor of 3, from (0.67 to 2.05)ˆ1014 per cm3 by changing the intensity of the narrow dipole trapping beam after evaporation, and resultant
ω̄ were 2πˆ(81 to 252) Hz.

varied was ρ0 . The result of this experiment is plotted in Fig. 4.3. The initial atomic
BEC density was varied by tuning the dipole trapping power of the MACRO-FORT.
The ﬁt resulting from Eq. 4.4 is good. Further, note that ﬁtted k0,0 is independent
of the increase in ρ0 , as expected since η “ k0,0 ρ0 tP A , see Fig. 4.4.
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Fig. 4.5. Photoassociation-induced fraction of atoms lost vs the intensity
of the PA laser (IP A ). The solid blue line is a ﬁt to 1 ´ f pηq. For the
low values of IP A used in this thesis, the inelastic scattering rate is linear
with respect to the PA intensity [62, 140]. Therefore it is expected that
the fraction of atoms lost vs IP A power should follow 1 ´ f pηq. Notice
also the data taken at high fractional loss (60% or greater). In this region,
the PA pulse may have depleted the atom number to a point where the
Thomas-Fermi approximation is increasingly not valid (N as {aho ă 10)
and it is also the region where 1 ´ f pηq no longer matches our observed
fractional loss.
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4.1.2

Photoassociation rate at various intensities of the photoassociation
laser

The second physical parameter that we varied while taking PA spectra was IP A .
The result of this experiment is plotted in Fig. 4.5. For our relatively low PA
powers, the inelastic scattering length should be linear with respect to the PA intensity
[62, 140] (This was measured as well, and is discussed later in Fig. 4.21.) For this
data, the initial atomic density and PA pulse times were kept constant, the only
known variable was IP A . The resulting experimentally measured fraction of atoms
lost was in agreement with the prediction according to Eq. 4.4.

4.1.3

Photoassociation rate at various pulse durations and detuning of
the photoassociation laser

The third physical parameter that Eq. 4.4 predicts PA to be sensitive to is tP A .
We took PA spectra at various values of tP A , but with constant IP A and ρ0 . The
result is plotted in Fig. 4.6. Again, Eq. 4.4 predicted a realistic fraction of atoms
lost vs the PA pulse time. We also show the extracted k0,0 in Fig. 4.7. As expected
from η “ k0,0 ρ0 tP A , the extracted value of k0,0 is independent of tP A .
Eq. 4.4 also depends on ΔνPA . Speciﬁcally, k0,0 is a Lorentzian with respect ΔνPA
(see Eq. 4.2 and Ref. [140]). However, in Eq. 4.4, the fraction of remaining atoms
is not linear with respect to k0,0 . So the fractional number of atoms lost should be
somewhat, but not perfectly, Lorentzian with respect to ΔνPA . A sample spectrum
is shown in Fig. 4.8. For this scan, multiple spectra were taken and then averaged
together. Constant over the scans were ρ0 , IP A , and tP A ; the only experimental variable that was signiﬁcantly varied was ΔνPA . The Lorentzian-like behavior predicted
by Eq. 4.4 is observable. Eq. 4.4 thus also provides a prediction of the fractional
number of atoms lost at various ΔνPA in reasonable agreement with our experimental
measurements.
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Fig. 4.6. Control experiment: The experimentally measured fraction of
atoms lost of BECs of atoms with spin state mf “ 0 at diﬀerent PA square
pulse durations over a range of fractional losses between 0.2 to 0.6 The
blue curve is a ﬁt to 1 ´ f pηq, the ﬁt is good. All square pulses were 0.5
mW, and therefore an intensity of 0.7 watts per square centimeter. This
experiment used BECs of p1.2 ˘ 0.2q ˆ 104 mf “ 0 atoms, a bias ﬁeld of
« 5 G, ρ0 “ p8.7 ˘ 0.5q ˆ 1013 per cm3 . The extracted values of k0,0 used
a characteristic ω̄ “ 2π ˆ 90 Hz. See also Fig. 4.7.
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PA Pulse Time (ms)

Fig. 4.7. Control experiment: At our experimental precision, PA across
the photoassociation rate constant is independent of the PA pulse time.
This experiment used BECs of p1.2 ˘ 0.2q ˆ 104 mf “ 0 atoms, a bias ﬁeld
of « 5 G, ρ0 “ p8.7 ˘ 0.5q ˆ 1013 per cm3 , and assumed a characteristic
ω̄ “ 2π ˆ 90 Hz. The fractional losses should be kept between 0.2 and 0.5
to reliably extract k0,0 , see also Fig. 4.6.
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Thus, we have systematically checked the predictions of Eq.

4.4 against

ρ0 , IP A , tP A , and ΔνP A , all the while ﬁnding reasonable agreement between the predictions of Eq. 4.4 and our measurements. We thus conclude that it provides a
reasonable model upon which to understand the PA process for our BECs. We do
note though, that to reliably extract the photoassociation rate, the fractional losses
for the BECs should be observable but not saturated, 0.2 to 0.6. Fractional losses less
than 0.2 become diﬃcult to ﬁt because our atom number ﬂuctuates by ˘10% due to
technical noise. Fractional losses greater than 0.6 can be subject to saturation eﬀects
whereby the photoassociation rate constant cannot be reliably extracted.
We also tested the dependence on k0,0 on the polarization of PA laser, the results
of which are in Fig. 4.9. We do not expect the polarization of the PA laser to
signiﬁcantly impact k0,0 for the following two reasons. First, the molecules formed
~ Bias , which means that
from PA are at all angles between their internuclear axes and B
~ Bias may not be a good quantum number.
the projection of the molecular F onto B
Second, our PA laser beam propagates at a non-orthogonal angle with respect to
~ Bias . Therefore, it has a linear polarization with components along all three spatial
B
axes and therefore can drive transitions to any molecular hyperﬁne projection. For
these two reasons, we expect a minimal dependence of k0,0 upon the polarization of
the PA laser.
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Fig. 4.9. Control experiment: PA rate constant of BECs of atoms with
only spin state mf “ 0 on line  vs the polarization angle of the PA
laser. Angles much less than 20 degrees (region to the left of the vertical
dashed line) are not experimentally accessible because the propagation of
the PA beam is not orthogonal to the bias ﬁeld. The bias ﬁeld for these
experiments was set at « 5 G.
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Table 4.1.
Approximate values for selected parameters important to our PA experiments.
Symbol

Name

Expression

Typical
Value

ω̄

characteristic trap

pωx ωy ωz q1{3

„ 2π ˆ 90 Hz

frequency
h̄ω̄ ?
p 15N as q2{5
2
h̄{mω̄

„ 1014 cm´3

ρ0

peak atomic density

tP A

PA pulse duration

NA

„ 1 ms

IP A

PA pulse intensity

NA

„ 1 W/cm2

k̃

inelastic scattering rate

Γstim Γspon
2πh̄
mki pΔνP A q2 `p Γspon q2
2

„ 10´12 cm3 /s

η

PA pulse parameter

kρ0 tP A

„1

4πh̄2 as {m
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4.2

Photoassociation on Bose-Einstein condensates of statistical mixtures
of the mf spin states

4.2.1

Statistical mixtures of spin states mf “ ´1 and 0

Up until this point, we have been considering BECs composed of atoms in one
quantum state that all participate in PA. There are BECs, however, with compositions
for which only a subset of the atoms participate in PA. One such composition is a
statistical mixture of the mf spin states on a PA line that is not active for all possible
mf pairs. One such line was ﬁrst measured by Christopher Hamley in 2009 [116], see
lines  and θ in Figs. 4.10, 4.11, and 4.12 (which are reproduced here from Ref. [116]
for the convenience of the reader). For consistency with Ref. [116], we will denote the
speciﬁc PA resonance we studied as line .
Molecules bound in the p2q1g potential can be described by Hund’s case (c). In
this case, the total electronic orbital angular momentum L is ﬁrst added to the total
electronic spin angular momentum S. These together have a projection Ω onto the
internuclear axis from which the vector Ω is deﬁned. Ω and R (the molecular rotation)
then combine and form J. F is the summation of J with the total internuclear spin I.
The 1 of the p2q1g label indicates Ω “ 1. p2q1g molecules have a hyperﬁne structure
only accessible by pairs of atoms with particular total angular momentum. We have
been aided by the PA spectra and line assignments of Christopher Hamley, see Fig.
4.10. He assigns to each resonance a |F, f, I, iy “stick,” where F is the total molecular
angular momentum, f is proportional to the projection of F onto the internuclear
axis, I is the total nuclear spin, and i is proportional to the projection of I onto the
internuclear axis. The use of these letters to refer to the above quantum numbers is
only in reference to Fig. 4.10. Since our work did not primarily concern molecular
spectroscopy of multiple lines, but rather a rate analysis of line , I will direct the
reader to Refs. [76, 116, 141] for further discussions of hyperﬁne-rotation molecular
labels.
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Fig. 4.10. Spin-dependent PA (reproduced from C. Hamley et al., in
Ref. [116]). The blue and red spectra are for BECs containing atoms just
with mf “ ´1 and mf “ 0 respectively. His assignments are |F, f, I, iy
where F is the total molecular angular momentum, f is the projection
of F onto the internuclear axis, I is the total nuclear spin, and i is the
projection of I onto the internuclear axis.
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As shown in the red spectra of Fig. 4.10, PA lines  and θ were only present
on a BEC composed of atoms with spin state mf “ 0 (we also remeasured this, as
discussed later in Fig. 4.13). Collisions between atoms in such a BEC collide with
components along total F “ 2 and 0. However, note that lines  and θ are not present

for BECs that only contained spin state mf “ ´1 (the blue curve in Fig. 4.10),

which collide only along total F “ 2. Therefore the requisite total atomic angular

momentum to couple to our molecule is F “ 0.

If the requisite total atomic angular momentum is |F “ 0, mF “ 0y to couple the

molecule associated with PA resonance , then PA line  should appear also for a
BEC simultaneously containing mf “ `1 and mf “ ´1. These atoms also have a

component along |F “ 0, mF “ 0y. Hamley showed this in Figs. 4.12, and was also
experimentally reproduced by us (as discussed later in Fig. 4.14). The conclusion
then, is that two atoms must collide with a non-zero |F “ 0, mF “ 0y component of

their total spin. For a BEC in atomic hyperﬁne state f “ 1, there are precisely two
pmf,a , mf,b q combinations that have a component with total |F “ 0, mF “ 0y, namely:
p0, 0q, and p´1, `1q or vice versa.4

With BECs of statistical mixtures of the mf spin states, we repeated and veriﬁed
the spin-dependent nature of PA line , see Figs. 4.13, and 4.14. The diﬀerent statistical mixtures were obtained by tuning the magnetic ﬁeld during the evaporation
stages prior to the emergence of a BEC. (Tuning the magnetic ﬁeld makes diﬀerent mf spins energetically more favorable than others, and thus aﬀects the mf spin
composition during evaporation [143]).
As shown in Fig. 4.13, we compared PA on BECs of two bare spin compositions,
a BEC of pure spin state mf “ 0 and a BEC of a statistical mixture of the same oﬀ-

resonant number of mf “ 0 atoms but also with mf “ ´1 atoms of the same amount.

From this experiment, we can conclude four things. First, note the lack of detectable
atom loss on the mf “ ´1 component of the statistical mixture of atoms with spin
We note that there are small couplings not shown in Fig. 4.11. For example, |F “ 2, mF “ 0y has
component with I “ 1, but it is very small (2.5%) [142]. Our two-pathway treatment in Sec. 4.3 is
thus well justiﬁed.
4
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Fig. 4.11. Scattering channels for spin-dependent PA (reproduced from
C. Hamley, et al. in [116]). Line  requires atoms to scatter through
channel |F “ 0, mF “ 0y, which after adding the angular momentum of
the photon means that the excited molecular state associated with line 
has F “ 1. Note that two pairs of “incoming atoms” (with kets referring
to the individual atom hyperﬁne state and its projection) can have a
component along |F “ 0, mF “ 0y. This is a key point to be developed
later in Sec. 4.3. Line  appears at a frequency νP A of 383515.3 GHz as
recorded by our Bristol wavemeter.
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Fig. 4.12. First measurement of the two bare collisional pathways to
the same excited molecular state (reproduced from C. Hamley et al. in
Ref. [116]). The results of a similar measurement in our lab are in Fig.
4.14. Panel (a) shows that pmf,a , mf,b q “ p`1, ´1q pairs can be coupled
to the excited molecular state. Panel (c) show that a p0, 0q pair can
also be coupled to the same excited molecular state. Panels (a) and (c)
experimentally demonstrate the “two bare pathways.”
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Fig. 4.13. Comparison between PA-induced atom loss for a BEC of atoms
of just mf “ 0 spin state (red circles) and a BEC of atoms in a statistical
mixture of equal parts mf “ 0 (red squares) and mf “ ´1 (black squares)
spin states. All data were taken with PA pulses with identical parameters.
The BEC of pure mf “ 0 atoms displays a strong atomic loss. The BEC
with a statistical mixture of atoms has a loss of the mf “ 0 component is
identical to that of the BEC of purely mf “ 0 atoms (i.e. the red circles
and red squares overlap).
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states mf “ ´1 and mf “ 0 (the black and red squares respectively). From this we
conclude there is no detectable PA between two atoms in the BEC if they collide with
spins pmf,a , mf,b q “ p´1, ´1q or p´1, 0q. See App. A for the decomposition of these
pairs into the total basis. Since the unnormalized atom loss curves for a BEC of pure
spin state mf “ 0 overlaps with the unnormalized atom loss curve for the mf “ 0

component of the mixed BEC, we further conclude that the p0, 0q PA process in the

mixed BEC is unaﬀected by the presence of a comparable amount of mf “ ´1. Third,

since the mf “ 0 loss curves overlap, we further conclude that the correct density
to use in Eq. 4.1 is the density of the component(s) capable of participating in the
PA, even if this is not the total density of the BEC. The data in Fig. 4.13 all used
PA pulses of identical parameters. Lastly, for the statistical mixture, the mf “ ´1

atoms can collide with another mf “ ´1 or an mf “ 0 atom. Both these collision
partners force the pair to have total F “ 2. Thus detecting no loss on the mf “ ´1

component of the statistical mixture shows that the molecule associated with line 
does not couple to a scattering pair of atoms with total F “ 2 in any comparable
fashion as it does to a scattering state with total F “ 0.

4.2.2

Statistical mixtures of spin states mf “ ´1, 0 and `1

To describe the PA rate a BEC with a statistical mixture of spin states mf “ ´1

and mf “ `1, we start with two coupled rate equations:

$
&ρ9 `1 p~r, tq “ ´k˘1 ρ`1 p~r, tqρ´1 p~r, tq
%ρ9 p~r, tq “ ´k ρ p~r, tqρ p~r, tq
´1
˘1 `1
´1

(4.5)

Note, as shown in Eq. 4.6, that the PA rate constant (k0,0 ) for the density of mf “ 0

atoms is twice the inelastic scattering rate (k̃0,0 ), but that k˘1 “ k̃˘1 . This reﬂects

the fact that each molecule bound from a collision between a mf “ ´1 atom with a
mf “ `1 atom only reduces the total number, and therefore density of the mf “ ´1

atoms and the mf “ `1 atoms by one each. However, for a BEC composed of pure

mf “ 0 spin states, each molecule formed reduces the number of mf “ 0 atoms by
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Table 4.2.
Relationship between photoassociation rate constant and inelastic scattering rates. For some further discussion, see Ref. [144].
Symbol

Name

Expression

k0,0

Photoassociation rate constant for a BEC of

2k̃0,0

mf “ 0 atoms
k˘1

Photoassociation rate constant for a BEC with
both mf “ ˘1 atoms

k̃˘1
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2. Thus the predicted ratio of k0,0 {k˘1 is 2 assuming that the diﬀerent pairs of atoms
share the same inelastic scattering rate. Further, in the special case that the initial
atomic densities of the `1 and ´1 components are equal, ρ`1 p~r, 0q “ ρ´1 p~r, 0q, then

further they remain equal throughout time and both ρ`1 p~r, tq and ρ´1 p~r, tq follow
analogous equations as Eq. 4.3:
$
’
’
&ρ`1 p~r, tq “

ρ`1 p~r, 0q
1 ` k˘1 ρ`1 p~r, 0qt
’
ρ´1 p~r, 0q
’
%ρ´1 p~r, tq “
1 ` k˘1 ρ´1 p~r, 0qt

(4.6)

k0,0 and k˘1 were measured in the following way. We prepared BECs of a statistical
mixture of all three mf spin states that had equal mf “ ´1 and mf “ `1 components
(and also a component of mf “ 0),5 and also separately BECs of just spin state

mf “ 0. The value for k0,0 was extracted from the BECs with just spin state mf “ 0.

We ﬁt the PA spectra for the mf “ ˘1 components to Eq. 4.4 and then extracted k˘1 .

To induce a ﬁtable fractional loss on the mf “ ˘1 components on of the statistical
mixtures, tP A had to be increased because of the factor of 2 reduction and because
these components had a lesser initial peak density.6 Then, after k0,0 and k˘1 were
extracted, k0,0 {k˘1 was calculated. See Fig. 4.14 (a) for an example of the spectra
used to calculate k0,0 and Fig. 4.14 (b) for an example of the spectra used to calculate
k˘1 . In Fig. 4.14, the extracted ratio of k0,0 {k˘1 was 2.8˘0.3. Such experiments were

repeated three times, with an aggregate result of k0,0 {k˘1 “ 2.6 ˘ 0.3. This supports

that k̃0,0 “ k̃˘1 .

Our experiment does have a small background gradient of the bias magnetic ﬁeld
(shown in Fig. 3.10), which could induce a small spatial separation of the mf “ `1

and mf “ ´1 atoms. A spatial separation of the mf “ `1 and mf “ ´1 atoms would

Recall that the presence of mf “ ´1 does not eﬀect the atom loss of mf “ 0 spin state, see
Fig. 4.13. For this reason, we also expect that the presence of the mf “ 0 atoms in the statistical
mixture case will not eﬀect atom loss (and therefore the PA rate) between the atoms with spin state
mf “ ˘1.
6
We were experimentally limited to N0 for the mf “ ˘1 components of (2 to 3)ˆ103 , which is the
region where the Thomas-Fermi approximation becomes less robust. Therefore, although our data
seemingly supports k̃0,0 “ k̃˘1 , there is substantial uncertainty in the measured k̃˘1 that could be
improved with a larger N0 for the mf “ ˘1 components.
5
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Fig. 4.14. Normalized PA spectra for a BEC with atoms of pure spin state
mf “ 0 (a) and a statistical mixture of the three mf spin states (b). Both
panels used PA pulses with IP A “ 8 ˘ 1 W {cm2 . For tP A , panel (a) used
1.5 ms and panel (b) used 10.5 ms. The extracted ratio of k0,0 {k˘1 for this
data set was 2.8 ˘ 0.3. Such an experiment was repeated, the aggregate
result for the average of the k0,0 {k˘1 ratios was 2.6 ˘ 0.3. For panel (b),
we have not shown the mf “ 0 component of the statistical mixture, as
it does not eﬀect the PA between the mf “ ´1 and mf “ `1 spin states.

78
artiﬁcially reduce k˘1 , and thus systematically push the measured k0,0 {pk˘1 {2q high.
We did observe this systematic push towards higher values of k0,0 {pk˘1 {2q when we

created a strong external gradient of the magnetic ﬁeld. However, in the absence of
an applied external bias magnetic ﬁeld, our measurements support that k0,0 « k˘1 .
4.3

Photoassociation of Bose-Einstein condensates of atoms in spinmomentum superpositions states

4.3.1

Demonstration of photoassociation on atoms in spin-momentum
superpositions

In this section, we discuss a new method to coherently control PA. Using BECs of
atoms in spin-momentum superposition states, and on the spin-dependent PA line, we
have developed a new technique to coherently control PA. Bose-Einstein condensates
have a well understood quantum mechanical framework and are at ultracold temperatures, which populate only a ﬁnite number of scattering channels. The excited
molecule we associate to couples to two out-of-phase atomic scattering channels, which
our atoms simultaneously access by using Raman-induced spin-momentum quantum
superposition states. Such Raman-coupling was used previously to induce synthetic
partial waves [114], modify an s-wave Feshbach resonance [115], and couple singlet
and triplet scattering states [113]. Our system exploits the intrinsic quantum nature
of PA, and allows us to observe a nearly total suppression of the molecular formation;
thus representing a signiﬁcant step forward for coherent chemistry.
Our experiments begin with a
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Rb BEC of „ 1.5 ˆ 104 atoms in the f “ 1

hyperﬁne state. These atoms can either be prepared in a statistical mixture (set by
the magnetic ﬁeld during the evaporation to BEC) of the bare mf “ ´1, 0, `1 spin
states, or in spin-momentum superposition states (induced by the Raman beams).
Figure 4.15 shows a diagram of our experimental setup including the PA laser.
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Fig. 4.15. PA laser schematic for application to dressed BECs. (a) Photoassociation laser orientation relative to Raman lasers and BEC. (b) Typical PA and Raman timing diagram. (c) Sample optical density, OD, images for BECs with atoms in a spin-momentum superposition state with
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In Fig. 4.15 (a), we show the spatial geometry of the Raman and PA lasers. The
PA laser propagates in the x-z plane (due to spatial constraints) and has a linear
polarization with components along all three axes. The polarization of the PA beam
is „ 29o and „ 10o from the Y and Z axes respectively.
In Fig. 4.15 (b), we show a representative Raman and PA timing diagram. First,
a stable dressed spin-momentum superposition state is created in „ 40 ms (see black
shaded region). After preparing a spin-momentum superposition state (or a statistical
mixture), we apply a PA laser again with wavelength 781.70 nm and typical intensity,
IP A , of a few W{cm2 and for a typical time, tP A , of a few ms. The PA laser is made
resonant with a p2q1g excited molecular state with vibrational quantum number 152

0
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that is associated with line . The PA laser is applied typically as a square pulse,
see the red shaded region. (For a timing diagram of all the various BEC preparation
stages, see Figure 3.1 of Ref. [137]). After the PA pulse, the PA, Raman (if applied),
and the dipole lasers are simultaneously switched oﬀ to allow the BEC to begin
the time-of-ﬂight expansion. Then, this entire sequence is repeated at various PA
frequencies to obtain PA spectra.
In Fig. 4.15 (c), we show representative OD images for when the PA laser was
both on and oﬀ-resonance and applied to a BEC of a spin-momentum superposition
induced by ΩR “ 8.0 Er and δ “ 0 Er . Note that when the PA laser becomes resonant,
the PA-induced reduction in OD due to the loss of dressed atoms is present on all, and
of comparable magnitude between, the spin-momentum components of the dressed
BEC.
Recall that for our experiments we chose a molecular hyperﬁne line  with total angular momentum F “ 1 and nuclear spin I “ 1.7

This molecule has a

hyperﬁne structure that only couples to a pair of colliding atoms with total angular momentum |F “ fa ` fb , mF “ mf,a ` mf,b y “ |0, 0y. Using the single parti-

cle basis, |fa , mf,a y |fb , mf,b y, |F “ 0, mF “ 0y is p|1, `1y |1, ´1y ` |1, ´1y |1, `1y ´
?
|1, 0y |1, 0yq{ 3. For all the transformations between the individual and total basis

states, see App. A. Thus, there are two allowed bare pathways (after accommodating
the indistinguishability of bosons): two bare atoms both with mf “ 0 or two bare

atoms, one with mf “ `1 and the other with mf “ ´1. Both sets of bare pairs can
contribute to this PA process.
Figure 4.16 shows control experiments which constituted the ﬁrst conclusive evidence seen in our laboratory of an eﬀect on the PA rate due to the preparation
of the scattering atoms in such spin-momentum superpositions. The experiments
plotted in Fig. 4.16 showed that the atom loss (and therefore the photoassociation
rate) of a BEC of spin state mf “ 0 can be reduced by loading the atoms into the

See lines  or θ in Fig. 1 of [116]. Since lines  or θ both exist, this forces the I ‰ 0. The spacing
between  and θ of « aν then forces the assignment of I “ 1. aν was a ﬁtted hyperﬁne constant
from the more complete I “ 3 spectra.
7
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Fig. 4.16. Reduction of the fractional loss for atoms in spin-momemtum
superpositions. These data were all taken with PA pulses with identical
parameters on BECs that started with atoms with spin state mf “ 0. Note
that the reduction in the PA-induced fractional loss was only observed
on BECs with atoms in a spin-momentum superposition (the data with
ΩR “ 5.9 Er and δ “ 0 Er ), all other atom loss curves overlap.
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spin-momentum superpositions. However, note that none of the other curves displayed any substantial modiﬁcation to the PA-induced atom loss. The overlapping
data taken with ΩR “ 5.9 Er and δ „ 800 Er (green triangles) and ΩR “ 0 Er and

δ „ 800 Er (black circles) shows that the presence of 790 nm light alone (when far

detuned) does not substantially modify the PA-induced atom loss. The overlapping
data taken with ΩR “ 0 Er and δ “ 0 Er (red circles) and ΩR “ 0 Er and δ „ 800 Er

~ Bias | does not eﬀect the PA-induced loss. These
(black circles) shows that changing |B
data were all taken with PA pulses with identical parameters on BECs that started
with atoms with spin state mf “ 0. All BECs remained in mf “ 0 spin state except

when ΩR “ 5.9 Er and δ “ 0 Er , in which case the atoms were adiabatically prepared
into a spin-momentum superposition.

4.3.2

The scattering state of atoms in spin-momentum superpositions

When two dressed atoms collide, the most important eﬀect on the current work is
the modiﬁcation that such dressing has on the spin portion of the resultant scattering
state. If two atoms collide, both having a spin-momentum superposition state with
non-zero probability amplitude along all three mf spin components, then the resultant
spin portion of their scattering state can access the |F “ 0, mF “ 0y channel via two
separate pathways. Recalling that the superposition coeﬃcients for atoms a and b
are the same, the spin portion of such a scattering state in the individual atom basis
is

C0 C0 |1, 0ya |1, 0yb ` C´1 C´1 |1, ´1ya |1, ´1yb ` C`1 C`1 |1, `1ya |1, `1yb
` C1 C´1 |1, 1ya |1, ´1yb ` C1 C´1 |1, ´1ya |1, 1yb ` `C1 C0 |1, 1ya |1, 0yb
` C0 C1 |1, 0ya |1, 1yb ` `C0 C´1 |1, 0ya |1, ´1yb ` C´1 C0 |1, ´1ya |1, 0yb (4.7)
8
The author acknowledges that ﬁgure 4.17 was adapted and modiﬁed from a base layer consisting
of the PECs supplied to the author by Sourav Dutta.
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Fig. 4.17. Cartoon of the spin portion of scattering state. Depicted at the
right is a scattering state of a pair of atoms (the tri-colored spheres) whose
spin part of their quantum state is a superposition of diﬀerent bare mf
spin states. Beneath it is the decomposition of the scattering state as that
of various pairs of atoms (the mono-colored spheres) with bare mf spin
states. The superposition coeﬃcients are denoted C´1 , C0 , and C`1 ; red,
blue, and green represent mf = -1, 0, and +1, respectively. The non-zero
CG coeﬃcients for the |F “ 0, mF “ 0y component of the various pairs of
bare spins in the scattering state are shown near the thin curved black
arrows.8
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where kets with subscripts a or b denote the spin state of a single atom, |f, mf y,
and the kets without subscripts correspond to the total spin of a pair of such atoms,
|F, mF y. We note that the single particle normalization of |C´1 |2 ` |C0 |2 ` |C`1 |2 “ 1
also normalizes the spin portion of the two-body scattering state as written in Eq.
4.7. Transforming to the total spin basis, the spin portion of |ψscat y becomes:
c

?
1
p2C´1 C`1 ´ C0 C0 q|0, 0y ` C`1 C`1 |2, `2y ` 2C0 C`1 |2, `1y
3
c
?
2
`
pC0 C0 ` C´1 C`1 q|2, 0y ` 2C0 C´1 |2, ´1y ` C´1 C´1 |2, ´2y (4.8)
3
b
From Eq. 4.8, we can see that the probability amplitude along |0, 0y is 13 p2C´1 C`1 ´

C0 C0 q, the ﬁrst and second term are the contributions from the “two pathways” that
couple to our excited molecular state.9 Our Raman coupling, with a nonzero ΩR but

with δ “ 0 Er can prepare atoms in quantum states that have C´1 , C0 , and C`1 all
non-zero, and thus a scattering state composed of two such atoms can simultaneously
access both pathways. For a diagram of such a scattering state, see Fig. 4.17.
First, as shown in Fig. 4.18, we compared PA of BECs in a spin statistical mixture
to that of BECs in a spin-momentum superposition state. The statistical mixture and
the superposition state both had nearly identical spin compositions when the PA laser
was not resonant. For the spin-momentum superposition state, we used ΩR “ 8.0 Er

and δ “ 0 Er . In panels (a) and (b), we show the optical density (OD) images for PA
both on and oﬀ-resonance for the spin statistical mixture (a) and the spin-momentum
superposition state (b). For the spin statistical mixture, the PA-induced atom loss
for the mf “ 0 component is notably larger than that for the mf “ ˘1 components.

The lower reduction of the OD was due to the lower ρ0 for the mf “ ˘ 1 components
and that each molecule formed by the PA process reduced the mf “ 0 atom number

by two, but for mf “ ˘1, only by one each. However, for PA on a spin-momentum

superposition state, we observed comparable PA-induced loss among all three mf
The dressed atoms also have various |F “ 2, mF y components, but these components are inactive
for our particular molecular hyperﬁne line.
9
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Fig. 4.18. Photoassociation of BECs with atoms in a spin statistical mixture (with Raman coupling ΩR “ 0 Er ) versus a spin-momentum superposition state with ΩR “ 8.0 Er and Raman detuning δ “ 0 Er . (a) and
(b): the average optical density (OD) images with PA oﬀ and on-resonance
for the spin statistical mixture (a) and the spin-momentum superposition
state (b). (c) and (d): the extracted atom numbers of the mf components
and the total of BECs at various PA detunings (ΔνPA ) from resonance
for the spin statistical mixture (c) and spin-momentum superposition (d).
Both the OD images and data points are averages of 5 to 7 experimental runs. Note that the PA-induced atom loss for atoms in a statistical
mixture of mf states is higher than that compared to atoms prepared
in a spin-momentum superposition state. The data plotted above is the
unnormalized version of Fig. 4.19.
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components. In panels (c) and (d), for each mf component and the total, we show
the atom number at various values of ΔνP A for the statistical mixture (c) and the
spin-momentum superposition state (d). Notice that reduction in the atom loss for
the dressed BECs. All the data were taken using PA pulses with identical parameters.
In Fig. 4.19, we reshow the data presented in Fig. 4.18, except now normalized.
Normalizing the data highlights the eﬀect of the spin-momentum superpositions has
on the PA process. In panels (a) and (b), we show the normalized optical density
(NOD) images for PA both on and oﬀ-resonance for the spin statistical mixture
(a) and the spin-momentum superposition state (b). Each component of the spinmomentum superposition was ﬁrst ﬁtted with a Thomas-Fermi proﬁle to extract its
peak OD when the PA laser was oﬀ-resonance. Then, the three portions of the OD
images for each spin-momentum superposition component were normalized by these
three peak ODs. This normalization procedure was applied to all four OD images.
The dashed gray lines show the boundaries for the diﬀerent normalizations. For the
spin statistical mixture, the PA-induced loss for the mf “ 0 component is notably

larger than that for the mf “ ˘1 components. However, for PA on a spin-momentum
superposition state, we observed comparable PA-induced loss among all three spinmomentum components. In panels (c) and (d), for each mf component and the total,
we show the normalized atom number (N {N0 ) at various PA detunings (ΔνP A ) from
the resonance for the statistical mixture (c) and the spin-momentum superposition
state (d). Each PA spectrum for every mf component or the total was ﬁtted to Eq. 4.4
to extract the appropriate N0 , normalized, and then plotted. For the spin statistical
mixture, p79 ˘ 2q% of the mf “ 0 atoms were lost on resonance, but less than „ 25%

were lost for the mf “ ˘1 components. Notably though, for the dressed BECs,
all mf components only lost p36 ˘ 2q%. We interpret observing the same fractional

loss on all spin-momentum components as evidence that it is the spin-momentum
superposition state itself that underwent photoassociation. For a similar comparison
in the two-state regime, see Fig. 4.20. The two-state superposition state in Fig. 4.20
used ΩR “ 5.0 Er and δ “ 0.9 Er .
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Fig. 4.19. Normalized analysis of photoassociation of BECs with atoms in
a spin statistical mixture (with Raman coupling ΩR “ 0 Er ) versus a spinmomentum superposition state with ΩR “ 8.0 Er and Raman detuning
δ “ 0.0 Er . (a) and (b): the average normalized optical density (NOD)
images with PA oﬀ and on-resonance for the spin statistical mixture (a)
and the spin-momentum superposition state (b). The whole OD of each
mf component was normalized by the corresponding ﬁtted oﬀ-resonant
peak OD. Gray dashed lines mark regions of diﬀerent normalizations. (c)
and (d): the extracted normalized atom numbers of the mf components
and the total of BECs at various PA detunings (ΔνPA ) from resonance
for the spin statistical mixture (c) and spin-momentum superposition (d).
The atom numbers of every mf component or the total are normalized
by the corresponding ﬁtted values of the oﬀ-resonant atom number N0
and the error bars are the standard error of the mean. Both the NOD
images and data points are averages of 5 to 7 experimental runs. The
data plotted above is the normalized version of Fig. 4.18.
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Fig. 4.20. Photoassociation of Bose-Einstein condensates with atoms in a
spin statistical mixture (with Raman coupling ΩR “ 0 Er ) versus a spinmomentum superposition state with ΩR “ 5.0 Er and Raman detuning
δ “ 0.9 Er . This superposition state is majority mf “ ´1 and 0 and had
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detunings (∆νPA ) from resonance for the spin statistical mixture (c) and
spin-momentum superposition (d). Inset of panel (d): dressed bandstructure showing the BEC prepared at the minimum of the band. Both the
OD images and data points are averages of multiple experimental runs.
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We also took PA spectra at diﬀerent values of IP A on both BECs with atoms
in bare spin state mf “ 0 and with atoms in spin-momentum superpositions using

Ω “ 5.1 Er and δ “ 0 Er . The resulting PA rates against IP A are shown in Fig.

4.21. The fractional loses were kept between 30% and 45% by tuning tP A concurrently with IP A . Other measurements taken on diﬀerent days of BECs of atoms
with bare mf “ 0 spin state yielded slopes of p13 ˘ 4q ˆ 10´13 pcm3 {sq{pW{cm2 q,

p11.2 ˘ 0.9q ˆ 10´13 pcm3 {sq{pW{cm2 q and p8.2 ˘ 0.7q ˆ 10´13 pcm3 {sq{pW{cm2 q. The

weighted average of all these measurements is p10 ˘ 1q ˆ 10´13 pcm3 {sq{pW{cm2 q. The

daily alignment of the PA laser to the BEC will aﬀect the slope, and likely explains
the variance of k0,0 {IP A . For this analysis, we assumed a characteristic dipole an-

gular trap frequency of ω̄ “ 2π ˆ 90 Hz. We interpret the linearity of ksup against
IP A as another evidence that the superposition state is undergoing PA in a somewhat comparable manner as the bare BEC, albeit with a modiﬁed superposition rate
constant. Further, a measurement of the spontaneous emission rate (from the measured linewidth) of the PA resonance returned identical values for the above bare and
dressed BECs of Γspon {2π “ 5.8 ˘ 0.3 and Γspon “ 6.0 ˘ 0.5 MHz respectively, see
Fig. 4.22 (a). For our low values of IP A , the photoassociation rate is expected to be
linear with IP A , see Eqs. (18)-(20) of Ref. [63]. Further, the resonance location of
line  was independent of our values of IP A for both bare BECs and a dressed BEC
with ΩR “ 5.1 Er and δ “ 0 Er , see Fig. 4.22 (b). So dressed BECs have an altered
inelastic scattering rate (detected by the amplitude of the fractional loss), but the
width and location remain unchanged.

4.3.3

Photoassociation of superposition states at various values of the
Raman coupling with zero Raman detuning

To further explore this phenomenon, we prepared BECs with atoms in spinmomentum superposition (mf “ 0 spin) states by using ΩR “ 0, 1.1 , 3.2, and 12 Er

with δ “ 0 Er (δ „ 100 Er ) and studied their PA. In Fig. 4.23, we show the OD im-
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Fig. 4.21. Linearity of the PA rate vs PA intensity for both BECs of
atoms in spin-momentum superpositions (ΩR “ 5.1 Er and δ “ 0 Er , red
squares) and in mf “ 0 (ΩR “ 0 Er and δ “ 0 Er , black squares). The
ﬁtted slope for the BECs of spin-momentum superpositions was p4.2 ˘
0.2q ˆ 10´13 pcm3 {sq{pW{cm2 q, while for bare BECs of mf “ 0 atoms it
was p7.5 ˘ 0.6q ˆ 10´13 pcm3 {sq{pW{cm2 q.
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(a)

(b)

Fig. 4.22. Width (a) and location (b) of photoassociation resonance vs the
intensity of the photoassociation laser. Both the width and the location
of the photoassociation resonance was not altered by the intensities of the
photoassociation laser, IP A , that we used. Further, both the width and the
location were also not altered by loading the atoms into a spin-momentum
superposition state using ΩR “ 5.1 Er and δ “ 0 Er .
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Fig. 4.24. Photoassociation of atoms in spin-momentum superpositions
at various values of the Raman coupling ΩR . Panels (a)-(d), normalized
atom loss for BECs of atoms in spin-momentum superpositions (spin state
mf “ 0) with Raman detuning δ “ 0 ˘ 0.5 Er pδ „ 100 Er ) are shown as
red squares (black circles). The values of ΩR {Er were: 0 (a), 1.1 (b), 3.2
(c), and 11.9 (d). Error bars are the standard error of the mean of 6
experimental runs.

94
ages for PA oﬀ and on-resonance for the spin-momentum superposition states. The
on-resonance (oﬀ-resonance) OD images are averages of 6 (12) experimental runs.10
Note that PA induced an OD reduction when ΩR “ 0, 1.1, and 3.2 Er . However, for

ΩR “ 11.9 Er no PA-induced OD reduction is apparent from the OD images. We
also show the extracted and normalized atom number PA spectra in Fig. 4.24 (a)-(d)
using red squares (black circles) for the spin-momentum superposition (bare mf “ 0
spin) states. The eight normalized PA spectra were obtained as follows. For each
of the eight combinations of ΩR and δ, we took six individual scans, these six were
averaged to form eight unnormalized PA spectra. The oﬀ-resonant atom numbers
were kept between p1 to 1.2q ˆ 104 for these data. Then, these eight unnormalized
curves were ﬁtted with Eq. 2, normalized to their N0 , and plotted. The spectra were
taken in an alternating fashion to help address any systematic drifts. To highlight the
reduction of fractional loss that increasing ΩR at δ “ 0 Er , all data used PA pulses

with identical parameters (tP A “ 3.2 ms and IP A “ 6.0˘ 0.7 W{cm2 ). There is a
small, but present, reduction in the mf “ 0 loss with increasing ΩR . We attribute

this to a slight misalignment of the BEC induced by the Raman beams at high power.
This small systematic eﬀect is why, when we desired to compare ksup against k0,0 , we
measured the bare mf “ 0 loss with ΩR ‰ 0 and large δ, instead of with ΩR “ δ “ 0.
We observed no systematic eﬀect on k0,0 at diﬀerent values of a far oﬀ-resonant δ, as
shown in Fig. 4.25. With δ „ 100 Er (and therefore ΩR {δ ă 0.1, the Raman beams
did not dress the atoms into spin-momentum superposition states. These BECs therefore remained in the mf “ 0 spin state and displayed comparable loss p„ 40%q for
all ΩR . However, the loss for BECs in spin-momentum superpositions decreases with
increasing ΩR . At ΩR “ 12 Er , no loss is even apparent.

We also ﬁtted photoassociation spectra measured with δ “ 0 (δ „ 100 Er ) to

Eq. 4.4 and extracted ksup (k0,0 ), and then plotted ksup {k0,0 in Fig. 4.26. For each

measurement of ksup {k0,0 , we took eight PA spectra. These sets of eight were repeated
10

The oﬀ-resonance OD images are averages of the furthest positive and furthest negative value of
ΔνP A that we took.
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Fig. 4.25. Photoassociation rate for BECs of atoms with only mf “ 0
spin state vs a far oﬀ-resonant value of bias ﬁeld. Two diﬀerent Raman
couplings, ΩR “ 6.3 Er (red circles) and ΩR “ 5.2 Er (black squares),
were ramped on in 30 ms with the magnetic ﬁeld far enough oﬀ-resonant
that no spin-momentum superposition was created. There is no signiﬁcant
systematic eﬀect due the speciﬁc value of a large, oﬀ-resonant detuning.
Even for the smallest value tested, δ „ 70 Er , ΩR {δ ă .1 and therefore the
BECs were not prepared as spin-momentum superpositions. If δ „ 0 Er ,
then the BECs would have been prepared into spin-momentum superpositions and the photoassociation rate would be signiﬁcantly modiﬁed, see
Figs. 4.26 and 4.27.
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Fig. 4.26. Photoassociation of BECs at various ΩR with δ “ 0 Er . (a)
Normalized photoassociation rate, ksup {k0,0 , for BECs at various ΩR with
δ “ 0 Er . The orange (blue) bands are theoretical predictions with (without) the destructive interference term in Eq. 4.18. The band boundaries
reﬂect one standard deviation of the predicted values given our experimental uncertainties. (b) Calculated dressed band-structures at representative
values of ΩR with δ “ 0 Er . Dots represent BECs adiabatically prepared
at qmin “ 0.

2
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about thirty times at various ΩR . Afterwards, they were binned, averaged and plotted.
The PA spectra for δ “ 0 and δ „ 100 Er were both ﬁtted to extract their values of η.
Then, since ρ0 and the tP A are independently measured, we then calculated ksup and
k0,0 . To induce a repeatable but unsaturated loss of (10 to 40)%, the PA pulses had
IP A “ 6.1 ˘ 0.7 W{cm2 and tP A of 2 to 8 ms. Also included are solid bands, which
are predictions for ksup {k0,0 derived as follows.11

~ |ψscat y |2 , where |ψscat y and |ψmol y are the total waveFirst, Γstim 9| xψmol | d~ ¨ E

~ is the electric
functions for the scattering state and molecular state respectively, E
ﬁeld of the PA laser, and d~ is the dipole operator. The spin portion of the scattering wavefunction for two Raman dressed atoms (labeled by subscripts a and b) is
`1
ř `1
ř
|ηsup ya b |ηsup yb “
Ci Cj |f “ 1, mf “ iya b |f “ 1, mf “ jyb . Using the CG
i“´1 j“´1

coeﬃcients, the probability amplitude of the |F “ 0, mF “ 0y component of the scat?
tering wavefunction is therefore p2C´1 C`1 ´ C02 q{ 3. For this derivation, we assume

that only the |F “ 0, mF “ 0y component couples to ψmol [116], and that the entire

BEC was prepared into a spin-momentum superposition state. For the dressed atoms
scattering in the |F “ 0, mF “ 0 ą channel, the stimulated transition rate to the
excited molecular state is
Γsup 9|xφm p~rab q|xF “ 0, mF “ 0|ψscat y|2

(4.9)

The operator xF “ 0, mF “ 0| projects out and selects the spatial portion of the

total scattering wavefunction with total spin |F “ 0, mF “ 0y (the only total spin
channel contributing to the PA transition we chose). The spatial wavefunctions for
molecule and the bare scattering state in the |F “ 0, mF “ 0y channel are denoted

as ϕm p~rab q and ϕF “0 p~rab q respectively, both with relative coordinate
~rab “ ~ra ´ ~rb ,
11

The derivation of ksup {k0,0 was done in collaboration with Y. Yan and J. Pérez-Rı́os.

(4.10)
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where ~ra and ~rb denote the spatial coordinates of the two atoms. Since the BECs in the
experiment are always loaded to the single particle ground state with quasimomentum
~q “ p0, qmin , 0q, the total wavefunction of one particle (denoted with a subscript) is
~

~

C0 ei~q¨~ra |1, 0ya ` C1 eip~q`kr q¨~ra |1, 1ya ` C´1 eip~q´kr q¨~ra |1, ´1ya ,

(4.11)

where ~kr “ p0, ´2kr , 0q. The product state of two such particles, denoted a and b
respectively, is written as
`
˘
~
~
ei~q¨p~ra `~rb q C02 |1, 0ya |1, 0yb ` C1 C´1 eikr ¨p~ra ´~rb q |1, 1ya |1, ´1yb ` C1 C´1 eikr ¨p~rb ´~ra q |1, ´1ya |1, 1yb ` ...
c
c
“
2
1
“ei~q¨p~ra `~rb q C02 p
|2, 0y ´
|0, 0yq
3
3
c
c
c
˘
1
1
1
~
` C1 C´1 eikr ¨p~ra ´~rb q p
|2, 0y ´
|1, 0y `
|0, 0y
6
2
3
c
c
c
‰
1
1
1
~
` C1 C´1 eikr ¨p~rb ´~ra q p
|2, 0y `
|1, 0y `
|0, 0yq ` ...
6
2
3
c
c
c
‰
1 2
1
1
~
~
“ei~q¨p~ra `~rb q r´
C0 `
C1 C´1 eikr ¨p~rb ´~ra q `
C1 C´1 eikr ¨p~ra ´~rb q |0, 0y ` . . .
3
3
3
c
c
c
‰
1 2
1
1
~
~
“ei~q¨p~ra `~rb q r´
C0 `
C1 C´1 e´ikr ¨~rab `
C1 C´1 eikr ¨~rab |0, 0y ` . . . .
3
3
3
(4.12)
where kets with subscripts, a or b, denote the spin states of the two single atoms
respectively, and the ones without subscripts correspond to the total spins of two
particles. In our model, |ψscat y then is
c

r´

1 2
C `
3 0

c

1
~
C1 C´1 e´ikr ¨~rab `
3

c

‰
1
~
C1 C´1 eikr ¨~rab ϕF “0 p~rab q|0, 0y ` . . . .
3

(4.13)

where we have multiplied the corresponding terms in the product state by ϕF “0 p~rab q,

the relevant spatial wavefunction for the F “ 0 channel, and, as it is an overall

phase, we have also suppressed the center of mass term ei~q¨p~ra `~rb q . To describe our
experiment, we project |ψscat y to include only the portion with |F “ 0, mF “ 0y:
c
c
c
‰
1 2
1
1
~
´i~kr ¨~
rab
C0 `
xF “ 0, mF “ 0|ψscat y “ r´
C1 C´1 e
`
C1 C´1 eikr ¨~rab ϕF “0 p~rab q
3
3
3
(4.14)
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Therefore we have
ż
ż
C1 C´1
C02
~
˚
Γsup 9 ´ ? p d~rab ϕm p~rab qϕF “0 p~rab q ` ? p d~rab ϕ˚m p~rab qϕF “0 p~rab qeikr ¨~rab
3
ż3
(4.15)
2
˚
rab
´i~kr ¨~
` d~rab ϕm p~rab qϕF “0 p~rab qe
q
where inside the integrals representing the Franck-Condon overlap, we have used
ϕF “0 p~rab q, the bare spatial wavefunction for scattering along F “ 0, and the additional phases associated with the Raman beams weighted by the appropriate superposition coeﬃcients. This is justiﬁable since the size of our molecule is „ 10´3 λR

(recall that λR “ 2π{kr « 15000 a0 ), then only small values of ~kr ¨ ~rab signiﬁcantly
contribute to the integral, and the eﬀect of the long-range Raman-induced phases
are minimal. Since the Franck-Condon overlap integrals are determined only by the
ş
~
short-range behavior (relative to the λR scale), then d~rab ϕ˚m p~rab qϕF “0 p~rab qeikr ¨~rab «
ş
ş
~
d~rab ϕ˚m p~rab qϕF “0 p~rab qe´ikr ¨~rab « d~rab ϕ˚m p~rab qϕF “0 p~rab q, therefore,
ż
2
2
1
d~rab ϕ˚m p~rab qϕF “0 p~rab q ´ C02 ` 2C1 C´1 .
Γsup 9
(4.16)
3
If we let the stimulated rate for two particles with atomic spin state |f “ 0, mf “ 0y

(like when C0 “ 1, and C˘1 “ 0) be denoted by Γ0,0 and note that they have a
?
projection along |F “ 0, mF “ 0y with CG coeﬃcient 1{ 3, then:
ż
2
1
d~rab ϕ˚m p~rab qϕF “0 p~rab q .
Γ0,0 9
(4.17)
3

Therefore, Γsup {Γ0,0 “ | ´ C02 ` 2C1 C´1 |2 . Recalling that ksup 9Γsup (with a proportional factor that does not depend on the spin states of the colliding atoms [139]), we
may then obtain
ksup {k0,0 “ |C02 |2 ` 4|C´1 C`1 |2 ´ 4RerC02 C´˚1 C`˚1 s.

(4.18)

In the limit of ΩR Ñ 0 with δ “ 0, ksup {k0,0 Ñ 1 since C0 Ñ 1 and C´1 “ C`1 Ñ 0.
?
However, interestingly, ksup {k0,0 Ñ 0 for large ΩR because C0 Ñ 1{ 2 and C´1 “

C`1 Ñ 1{2 (all the superposition coeﬃcients Ci can be calculated by diagonalizing Eq.
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3.1). In this case the third term of Eq. 4.18 cancels the ﬁrst two, thus no molecular
formation is predicted even with resonant PA light. This happens despite PA being
allowed on both channels for associating two mf “ 0 atoms and associating two

mf “ ˘1 atoms (see Fig. 4.17). This complete destructive interference comes from
?
the opposite CG coeﬃcients (˘1{ 3). In Fig. 4.26, and also later in Fig. 4.27, the

orange (blue) bands are theoretical predictions from Eq. 4.18 including (excluding)
the destructive interference eﬀect, the last term of Eq. 4.18. The band boundaries
show the range of theoretical predictions resulting from our typical experimental
uncertainties. The nearly total suppression of ksup {k0,0 at large ΩR with δ “ 0 Er is
consistent with the prediction of Eq. 4.18 with the destructive interference term.

4.3.4

Photoassociation of spin-momentum superposition states with various Raman detuning at a moderate Raman coupling

We also studied PA on BECs prepared with ΩR “ 5.4 Er and δ from ´2.5 to

`2.5 Er . Figure 4.27 shows ksup {k0,0 vs δ, measured using square PA pulses with
tP A “ 5.5 ms and IP A “ 5.7 ˘ 0.2 W{cm2 . The experimental error bars reﬂect the

aggregate uncertainty of ksup {k0,0 . The inset contains calculated band structures for

δ “ ´2, 0 and `2 Er . With increasing |δ|, the dressed BEC becomes spin polarized
into majority mf “ ˘ 1 for δ „ ¯ 2 Er . Collisions between such atoms do not

contribute to the |F “ 0, mF “ 0y channel, consistent with our observed ksup {k0,0 Ñ 0
with increasing |δ|. This suppression is again consistent with Eq. 4.18 since C0 and

one of C˘1 vanish, predicting ksup {k0,0 Ñ 0.

Atoms in spin-momentum superpositions are novel reactants, and thus PA of
such atoms represents a new type of photochemistry. We interpret observing the
same fractional loss on all components of a spin-momentum superposition state as
an indication that it is the superposition state itself that undergoes PA. Further,
the diﬀerent total fractional loss between BECs of a spin statistical mixture and a
spin-momentum superposition state demonstrates a signiﬁcant modiﬁcation to the
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Fig. 4.27. Normalized photoassociation rate, ksup {k0,0 , for BECs at Raman
detuning δ from ´2.5 to `2.5 Er with Raman coupling ΩR “ 5.4 Er .
The orange (blue) bands are theoretical predictions with (without) the
destructive interference term in Eq. 4.18. The band boundaries reﬂect
one standard deviation of the predicted values given our experimental
uncertainties. Inset: dressed band structures for ΩR “ 5.4 Er and δ “
´2, 0, and 2 Er . The dots represent BECs prepared adiabatically at the
band minima.
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PA process. Lastly, we interpret the nearly full suppression of ksup {k0,0 as resulting

from destructive interference between the out-of-phase mf “ 0, mf “ 0 and the

mf “ `1, mf “ ´1 pathways, which are simultaneously accessed by our scattering
state and both couple to the Rb2 (2) 1g v=152 molecule. Thus our observations

suggest that scattering states of atoms in various quantum superpositions may oﬀer
a new approach to coherently control photochemical reactions, and we detail some of
those experiments in Ch. 5.
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5. FURTHER STUDIES AND FUTURE DIRECTIONS
5.1

LiRb molecules in lowest rovibronic states of the a 3 Σ` and X 1 Σ`
portentials
Although our study of the decay of the d 3 Π revealed new levels of the a 3 Σ` , it

is still an open question as to whether or not we observed the lowest bound states of
that potential (because the REMPI resonances for the lowest vibrational state of the
a 3 Σ` , which is expected to be weak for spontaneous emission of the lowest vibrational
level of the d 3 Π occurred in regions obscured by other strong REMPI resonances).
Perhaps the best way to search for the ground state of the a 3 Σ` is to attempt PA
to the sixth vibrational level of the d3 Π. The sixth vibrational level of the d3 Π is
predicted by LEVEL 8.0 to preferentially decay to the ground vibrational level of the
a 3 Σ` . Figure 2.6 contained the predicted production rates v2 of the a 3 Σ` assuming
similar experimental conditions as in Ref. [87]. Another experimental pathway may
be two color PA to search for the v2 =0 the a3 Σ` potential. This method has been
successfully implemented in both Cs2 [111] and also Rb2 [145] and even LiRb [88]. If
the FCF were borrowed from a loosely bound level in the c 3 Σ` or the b 3 Π, then the
wavelengths for both legs would be around 795 nm. Another possibility would be to
use the levels of the d 3 Π with wavelengths around 740 nm. Both these wavelengths
have commercial laser diodes available. Our PA spectra on lower vibration levels of
the d3 Π also seemingly indicated that the Ω “ 0´ is lower in energy compared to

Ω “ 0` , which is inconsistent with previous calculations. Resolving this apparent

contradiction may involve further experimental and/or theoretical work.
Also, the ﬁfth vibrational level of the c 3 Σ` , whose predicted wavelength for PA
is 1065.55 nm, may decay to deeply bound levels of the a 3 Σ` potential. Pursuing
REMPI spectroscopy on the decay of the ﬁfth vibrational level of the c 3 Σ` might
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reveal whether or not we have seen all of the a 3 Σ` vibrational levels. It should also
be noted that 1065.55 nm is close to the future dipole trapping wavelength of 1064
nm, so verifying the 1065.55 nm value will also allow us to ensure that the dipole trap
is oﬀ-resonance with this transition.
It may also be fruitful to explore the spontaneous emission from other excited
states accessible via PA. One such alternative pathway is spectroscopy of the c 3 Σ` .
The c 3 Σ` has some middle vibrational states nearby the low vibrational states of the
b 1 Π. If a vibrational level of the c 3 Σ` is coupled to a low lying vibrational level, like
the second vibration level, of the b 1 Π, then such a state might decay strongly to the
low-lying levels of the X 1 Σ` for similar reasons that the 4(1)-2(1) state did [75, 77].
One could also attempt PA directly to the b 1 Π v=2, since it is predicted to have
preferential decay to the ground rovibronic X 1 Σ` state, or perhaps to the 23rd to
25th vibrational levels and investigate their spontaneous emission.

5.2

Further prospects for coherent control of PA in BECs
Atoms in spin-momentum superpositions are novel reactants, and thus PA of such

atoms represents a new type of photochemistry. If the superposition state itself is
undergoing PA (as our experiments evidence suggests), there are natural extensions of
this work. First, Eq. 4.18 only accounts for the spin portion of our spin-momentum superpositions and therefore would be precisely the same for atoms with radiofrequency
dressing. Radiofrequency photons have an even further negligible recoil momentum,
and thus comparing such a measurement to the results of this thesis may reveal new
physics related to the momentum portion of our spin-momentum superpositions. Although our inability to access high enough bias magnetic ﬁelds in our current setup
prevented a full exploration of spin superpositions via copropagating Raman beams,
we did attempt a proof of principle experiment, see Figs. 5.1 and 5.2.
With counter propagating Raman beams, the Raman resonances occur at δ “

˘4.65 Er , and each resonance has a „ 0.5 Er width. Thus we are able to gainfully
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(a)

(b)
BEC
BBias

Fig. 5.1. Schematic for copropagating Raman setup. (a) Spatial orientation for the Raman lasers incident on the BEC. The two Raman lasers
with angular frequencies (ωR `ΔωR ) and ωR propagate along ´ŷ and have
linear polarizations along x̂ and ẑ. The frequency diﬀerence between the
Raman beams is ΔωR {2π “ 3.5 MHz. (b) Atomic energy level diagram.
Shown are the energy diﬀerence between the Raman beams, h̄ΔωR , the
Raman detuning δ, and the quadratic Zeeman shift q . The resonances
now occur at δ “ ˘q and do not impart signiﬁcant momentum kicks to
the atoms as they change there spin. Panels (a) and (b) are not drawn to
scale.
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explore a band-structure in the range of δ “ ˘2 Er range while being simultaneously

away from each two photon resonance. Closer to the δ “ ˘4.65 Er resonances, we
experienced high atom-loss that thwarted our measurements. For our currently avail~ Bias | ﬁelds, and instead the copropagating orientation, the two resonances are
able |B

separated by just the quadratic shift and occur at δ “ ˘0.65 Er . Thus they are essen-

tially overlapping with no ability to gainfully explore a band-structure in the region
between the two resonances (it is in this region that changing δ results in tuning the
coeﬃcients of the dressed state continuously between the three mf states). In order
to obtain resonances at δ “ ˘4.65 Er using just the quadratic shift, we would have to

use a magnetic ﬁeld „ 3ˆ higher than what is currently available in our laboratory

(see Fig. 5.3 for the experimental equipment that would be needed to be upgraded
for such a measurement). We did attempt such a measurement and observe a similar
fractional loss on all spin components of a spin superposition state, but since the
overlapping resonances resulted in us not being able to calibrate the resultant spin
superpositions fully, we were unable to make a careful study of the photoassociation rate using this orientation of the Raman beams. However, it may be a fruitful
experiment if we had access to high enough magnetic ﬁelds.
Perhaps the most interesting extension of the present work would be to observe
both constructive and destructive interference on the PA rate. Equation 4.18 depends directly on the relative magnitudes and signs of the CG coeﬃcients. For
example, if |f “ 1, mf “ ˘1y were each coupled to |f “ 2, mf “ 0y, then PA may

display constructive interference on line . Further, coupling |f “ 1, mf “ `1y and

|f “ 1, mf “ ´1y simultaneously to |f “ 1, mf “ 0y, but with a tunable phase be-

tween the couplings may allow the opportunity to coherently tune the interference
between destructive and constructive, see Fig. 5.4.
For instance, if the phase of c20 c`1 c´1 in Eq. 4.18 were to be oscillating, then the
third term of Eq. 4.18 should, at one time, be `4|c20 c`1 c´1 |, then later be 0, and

then later still be -4|c20 c`1 c´1 |. The following experimental timing sequence has a
possibility to observe such interference:
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Fig. 5.2. Normalized analysis of photoassociation of Bose-Einstein condensates with atoms in a spin statistical mixture versus a spin superposition
created with copropagating Raman beams. (a) and (b): the average normalized optical density (NOD) images with PA off and on-resonance for
the spin statistical mixture (a) and the spin superposition state (b). The
whole OD of each mf component was normalized by the corresponding
fitted off-resonant peak OD. Gray dashed lines mark regions of different
normalizations. (c) and (d): the extracted normalized atom numbers of
the mf components at various PA detunings (∆νPA ) from resonance for
the spin statistical mixture (c) and spin superposition (d). The atom
numbers of every mf component are normalized by the corresponding fitted values of the off-resonant atom number N0 and the error bars are the
standard error of the mean.
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(a)

(c)

(b)

Fig. 5.3. Main pieces of equipment that create the stabilized Bias magnetic field. (a) Agilent power supply that is currently limited to 10
A output. This power supply would have to be swapped to one with a
greater maximum current output. (b) Stabilization circuit built by Robert
Niffenegger [146]. (c) Beginning of the bias coils in the experiment.

5P3/2
5P1/2
ΩR,2

≈≈

hΔνR,2

mf = - 1

ΩR,1

≈≈

δ2

mf = 0
hΔνR,1
mf = + 1

δ1

Fig. 5.4. Alternate coupling scheme to pursue the observation of tunable
interference. This method may allow stable eigenstates to be created with
the phase of |´1y and |0y to be different than that of between |0y and |`1y.
However, to avoid undesired cross-couplings, the quadratic shift should be
« 25Er « 90 kHz. Such a large quadratic shift would require an « 6x
stronger Bias magnetic field.
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1. Create an RF dressed superposition with |c0 |2 « 0.5 and |c`1 |2 “ |c´1 |2 « 0.25.
2. Rapidly turn oﬀ the RF coupling to let the atoms evolve through time as
c`1 e´ipE`1 t{¯hq |`1y ` c0 e´ipE0 t{¯hq |0y ` c´1 e´ipE´1 t{¯hq |´1y.
3. During this free evolution (see App. B for a two-state description of free evolution), the phase of the interference term is ei2q t{h̄ . So ksup {k0,0 is predicted to
be |c20 |2 ` 4|c`1 |2 |c´1 |2 ` 4|c02 c`1 c´1 |cosp2π 2hq tq

4. Apply a PA pulse with η « 1 and tP A « .1 21q at diﬀerent free evolution times.1
The above timing is pictured in Fig. 5.5. In order to better understand phase
coherence of the BEC during an intermediate wait time, we brieﬂy pursued an experiment using a resonant
another resonant

π
2

π
2

RF pulse followed by an waiting time, twait , and then

pulse. The ﬁnal state depends directly on twait , see Fig. 5.6.

There are times when the two pulses “line up,” and the result is nearly all of the
character of the atoms is in the ˘1 states (like at 0 ms, and « .5 ms). At « .2 ms,
though, the 2nd pulse eﬀectively undoes what the ﬁrst pulse does. With an even
briefer intermediate pulse time, « .1 ms, the state of the atoms has evolved into
essentially an eigenstate of the 2nd pulse, making the second pulse essentially a “do
nothing” pulse. The timescale in Fig. 5.6 is rather surprising - it’s three full orders of
magnitude slower than that that predicted by the linear Zeeman shift, and is near our
quadratic Zeeman shift. The extracted timescale gives us some hope that a pulsed
PA experiment might be realized on a feasible time-scale.
The ﬁnal possibility for future work to mention is to explore the eﬀects of scattering states of atoms in various superpositions on diﬀerent PA lines. The results from
a proof of principle experiment on line β (using notation from Ref. [116]) is shown in
Fig. 5.7. The increase of ksup {k0,0 vs ΩR at δ “ 0 on line β, shown in Fig. 5.7 (a), is

qualitatively and quantitatively diﬀerent than on line , where ksup {k0,0 decreased to 0

with ΩR „ 10 Er (recall Fig. 4.26 (a)). Further, the near independence of ksup {k0,0 vs

1

Such a pulse is reasonably fast compared to the timescale that the PA rate is changing, but with
large enough intensity as to cause a measurable fractional lose according to Eq. 4.4.

ksup/k0,0 oscillating
from 0 to 1 at 2εq/h

various twait

η = 1, tPA= h/(20εq)
PA Pulse

Ωτ = π/2
RF pulse
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t

Fig. 5.5. Second prospect for observing constructive and destructive interference via RF and PA pulses. This method may require the initial
phase of the RF ﬁeld to be stabilized. Also, to achieve a PA pulse with
η “ 1 and tP A “ h{p20q q « 20µs would require an IP A of « 100 times
greater than we currently use, which would require the use of a tapered
ampliﬁer.
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Ωτ = π/2
RF pulse

Ωτ = π/2
RF pulse

(a)

various twait

t

Fig. 5.6. Ramsey fringe experiment using RF pulses to drive transitions
between mf spin states. (a) Timing diagram showing the wait time, twait
between two RF π2 pulses. (b) Resulting ﬁnal spin composition after the
2nd π2 pulse, which depends on twait . When twait “ 0, the two π2 pulses
drive the initially mf “ 0 atoms equally into the mf “ ˘1 states. The ﬁrst
π
pulse puts the atoms into a superposition state with |c0 |2 « .5, |c´1 |2 «
2
.25, and |c`1 |2 « .25. Note then, that at waiting time of « .1 ms, the
2nd π2 pulse has left the atoms relatively unchanged, a 3-state example
of a “do-nothing” pulse, see App. B. The damped sinusoidal ﬁts yielded
a frequency of 1.6 kHz, near our quadratic shift of 2.4 kHz. More work
should to be done to understand this oscillation, and the onset of an
apparent decoherence.
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δ at ΩR “ 5.6 Er on line β as shown in Fig. 5.7 (b) is also qualitatively and quantita-

tively diﬀerent than on line , where ksup {k0,0 decreased to 0 with when |δ| „ 2 Er and

was maximum when δ “ 0 (recall Fig. 4.27). Both comparisons, Fig. 5.7 (a) against

Fig. 4.26 (a) and also Fig. 5.7 (b) against Fig. 4.27, demonstrate that there is more
physics to be pursued here. However, the phase diﬀerence between the pair of Raman
beams is predicted to inﬂuence ksup {k0,0 on line β, and so to make a quantitative
prediction for ksup {k0,0 here would require this phase to be understood, calibrated,

and controlled. Observing the eﬀect of this phase may require each experimental run
to begin at a speciﬁc phase diﬀerence between the Raman beams (recall that this
phase is oscillating with frequency 3.5 MHz) and then also introducing an additional
tunable phase between 0 and 2π to one of the Raman beams. Such an experiment,
if successful, would be the ﬁrst test that our laboratory has done that is sensitive to
phase of the Raman coupling.2
The observations in this thesis thus suggest that scattering states of atoms in various quantum superpositions may oﬀer powerful new approach to coherently control
photochemical reactions, and they seemingly open new tools for coherent chemistry.

The „2x enhancement seen in Fig. 5.7 is within the range of predicted ksup {k0,0 that results from
letting ΩR be complex in Eq. 3.1.

2
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(a)

(b)

δ = 0 Εr

Fig. 5.7. Preliminary data showing an enhancement of the photoassociation rate for spin-momentum superpositions on a spin insensitive line
(line β from [116]). (a) Normalized photoassociation rate, ksup {k0,0 , for
BECs in spin-momentum superpositions at various values of the Raman
coupling ΩR all with Raman detuning δ “ 0. (b) ksup {k0,0 for BECs in
spin-momentum superpositions at various values δ all with ΩR “ 5.6 Er .
For both (a) and (b), PA pulse-lengths were 1 and 2 ms, and were used
to keep the fractional loss less than 50%. k0,0 was measured in the presence of the Raman beams but with δ far oﬀ-resonant (« 70 Er ). The PA
intensity was „ 9 ˘ 3 watts per cm2 .
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A. APPENDIX: CLEBSCH-GORDAN COEFFICIENTS
FOR TRANSFORMATION BETWEEN THE
INDIVIDUAL AND TOTAL BASES FOR TWO-SPINS
Note that Eqs. A.1 to A.12 are all symmetric under the interchange of atoms a and
b and therefore are a physically realistic combinations for Bosons. Equations A.13
to A.18 are not symmetric under the interchange of atoms a and b, and therefore do
not necessarily represent physically realistic combinations for bosons.
“ |1, `1ya |1, `1yb
1
|2, 1y “ ? p|1, 0ya |1, `1yb ` |1, 1ya |1, 0yb q
2
c
1
2
|2, 0y “ ? p|1, ´1ya |1, `1yb ` |1, `1ya |1, ´1yb q `
|1, 0ya |1, 0yb
3
6
1
|2, ´1y “ ? p|1, 0ya |1, ´1yb ` |1, ´1ya |1, 0yb q
2
|2, ´2y “ |1, ´1ya |1, ´1yb
c
1
|1, 1y “
p|1, `1ya |1, 0yb ´ |1, 0ya |1, `1yb q
2
1
|1, 0y “ ? p|1, `1ya |1, ´1yb ´ |1, ´1ya |1, `1yb q
2
c
1
|1, ´1y “
p|1, 0ya |1, ´1yb ´ |1, ´1ya |1, 0yb q
2
c
c
1
1
|0, 0y “
p|1, ´1ya |1, 1yb ` |1, 1ya |1, ´1yb q ´
|1, 0ya |1, 0yb
3
3
|2, 2y

(A.1)
(A.2)
(A.3)
(A.4)
(A.5)
(A.6)
(A.7)
(A.8)
(A.9)
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|1, 0ya |1, 0yb
|1, ´1ya |1, ´1yb

c

2
“
|2, 0y ´
3
“ |2, ´2y

c

1
|0, 0y
3

|1, `1ya |1, `1yb “ |2, 2y
c
c
c
1
1
1
|2, 0y ´
|1, ´1ya |1, 1yb “
|1, 0y `
|0, 0y
6
2
3
c
c
c
1
1
1
|2, 0y `
|1, 0y `
|0, 0y
|1, 1ya |1, ´1yb “
6
2
3
c
1
|1, 0ya |1, ´1yb “
p|2, ´1y ` |1, ´1yq
2
c
1
|1, ´1ya |1, 0yb “
p|2, ´1y ´ |1, ´1yq
2
c
1
|1, `1ya |1, 0yb “
p|2, `1y ` |1, `1yq
2
c
1
|1, 0ya |1, `1yb “
p|2, `1y ´ |1, `1yq
2

(A.10)
(A.11)
(A.12)
(A.13)
(A.14)
(A.15)
(A.16)
(A.17)
(A.18)

Kets with subscripts a and b denote the |f, mf y state for an individual atom, kets

without subscripts denote the total |F, mF y.
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Navigating Hilbert Space: The Bloch Sphere in
Undergraduate Quantum Mechanics

David Blasing, Chuan-Hsun Li, and Yong P. Chen
Department of Physics, Purdue University, West Lafayette, IN 47907

Abstract
The Feynman–Vernon–Hellwarth representation13 (FVHR) is pedagogically valuable for introductory quantum mechanics students. The solution of the Schrödinger
Equation for an atom exposed to light nearly resonant between two of its internal
states, presented in graduate or speciality undergraduate textbooks, is often limited to
starting in the ground state or simplified laser pulses. FVHR, however, allows us to
give a more general formula for the final quantum state after subjecting an arbitrary
initial one to any number of more general laser pulses and free evolution periods. A
rotation vector and a right hand rule geometrically explains the e↵ects of the laser’s
phase, detuning, and intensity on the quantum state dynamics. We present the unitary
transformation to the rotating frame graphically, and discuss the role of the homomorphism between SO(3) and SU(2). For completeness, we present a general time evolution
operator that includes the evolution of the wave function’s overall phase. The FVHR
makes this advanced topic accessible enough for inclusion in an introductory quantum
mechanics course.

1

Introduction
A mature physicist has a strong intuition. This uncanny, instinctual feeling often pro-

vides a first step in unfamiliar territory. “I can’t quite put my finger on it yet, but I feel
1
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this is right.” Trusting intuition is detrimental, of course, should it run against rigorous
evidence. Nonetheless, fully trained students become like their teachers so we need to pass
along intuition to future physicists. In more abstract subjects, intuition’s value increases
but unfortunately so does its elusiveness.
David J. Griffiths writes in his widely used introductory textbook that quantum mechanics is “not a subject about which anyone has natural intuitions.”21 His stated goal is to
first teach how to “do” quantum mechanics and discuss its meaning later. Many professors
adopt this pragmatic approach but emphasizing “doing,” though, appears unlikely to engender intuition. Therefore, it seems prudent to help students gain intuition and FVHR is
an opportunity. It associates geometric meaning to probabilities and phases and has natural
analogs to classical mechanics.16, 27, 34 Griffiths also claims that his “book may strike you as
forbiddingly mathematical.” FVHR has further value here. It predicts physical measurables
with only a right hand rule based on rotation matrices.
FVHR is certainly not new. Our goal is to summarize, complement, and extend the
existing literature that exists on using the FVHR and Bloch Spheres to visualize the quantum
state dynamics that result from coupling two internal quantum states of an atom with laser
light. We aim to provide a pragmatic, visual framework that explores the general solutions
and initial conditions of this problem intuitively enough for an undergraduate audience.
To our knowledge, this compilation is not available. This work is less theoretical than
Shore’s,31 but more detailed than that of Fox;15 it emphasizes intuition more than Steck’s
explication33 and does not use density matrices like Foot’s.14 The authors are grateful for
these presentations, and we want to extend their work in a way accessible for undergraduate
students grappling with this material for the first time.

2

Two Level Atom Represented on the Bloch Sphere
Let |gy and |ey denote the time independent, unperturbed ground and excited states of a

two level atom. As a basis, they can express this atom’s every wave function,

“ Cg |gy `

Ce |ey. The most important parameters for describing physical observables are |Cg |, |Ce |

2

119

and the phase of Cg relative to Ce . This reduction to three real parameters allows one to
graphically represent

in three dimensions; Felix Bloch employed such a representation to

help explain nuclear induction4 and we’ll use it to help visualize some atom-light interactions.
Eq. 1 (which is in fig. 1) maps every normalized

to a point on the surface a sphere

with unit radius, called the Bloch Sphere (BS). The position vector of such a point is called
that

’s Bloch Vector (BV). BV is determined by Cg and Ce and thus by our choice of

basis, |gy and |ey. It is independent, though, of phase present in both Cg and Ce .
Picturing the wave function,

$
’
’
BVx “ 2RerCg ¨ Ceˇ s
’
’
’
&
BVy “ 2ImrCg ¨ Ceˇ s
’
’
’
’
’
%BVz “ |Ce |2 ´ |Cg |2
$
✓
’
&Ce “ e´i cosp q
2
’
%C “ sinp ✓ q
g
2

“ Cg |gy ` Ce |ey, on the Bloch Sphere (BS)

(1)

(2)

Figure 1: Eq. 1 associates every px, y, zq point on the BS with a unique quantum
state that has a wave function . To show this correspondence, as representative
examples we have written the wave functions for the six points where the coordinate
axes intersect the BS. The point along `z represents the excited state, while the point
along ´z stands for the ground state. Points on the BS along the `x, `y, ´x, ´y
axes respectively represent equal superposition quantum states with relative phases
of 0, ⇡2 , ⇡, and 3⇡
2 . We have also included a BV representing an arbitrary wave
function to show the geometric meaning of ✓ and . (The customary ✓ “ cos´1 pZq
Y
q are still valid.)
and “ tan´1 p X
If we define the vector
¨

~ “˚
C
˝
3

˛

Ce ‹
‚
Cg

(3)
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~ : iC
~ where i P px, y, zq and
then eq. 1 is expressed compactly as BVi “ C
y

¨

“˚
˝

˛

0 ´i‹
‚
i 0

, and

z

¨

“˚
˝

1

˛

0‹
‚

0 ´1

x

¨

0

“˚
˝

1

˛
1‹
‚
0

,

are the 2 ˆ 2 Pauli matrices. The BV is physically meaningful.

BVx and BVy are related to the in-phase and 900 out of phase components of the dipole
moment’s expectation value, while the BVz depends on the population imbalance.31 The
polar angle ✓ (which fixes the probability amplitudes of Cg and Ce ) determines the likelihood
of finding the particle in the ground or excited state: Pe “ |Ce |2 is
Pg “ |Cg |2 is

1
2 p1

´ cosp✓qq. On the other hand, the azithumal angle

1
2 p1

` cosp✓qq and

(also the phase of

Cg relative to Ce ) is crucial for interference e↵ects like Ramsey fringes.33 Eq. 2, also in fig.
1, assumes both that Cg has been made purely real by multiplying the appropriate overall
phase into

and that

is constrained between 0 and 2⇡. Eq. 2 maps a point on the

BS into a subset of the quantum state space spanned by |gy and |ey (it’s a subset because
points on the BS aren’t sensitive to an overall phase, but such phases nevertheless make
mathematically distinct wave functions).
If

changes in time (i.e. if the time derivative of the coefficients, C9 g and C9 e , are non-

zero) then BV traces a curve, which we denote by C, on the BS. C with constant latitude
represents

changing in only the phase between its coefficients, |Cg | and |Ce | are constant.

This happens when an unperturbed superposition state “freely evolves.” Alternatively, C
having a constant longitude fixes

but varies ✓. Along this curve, Pg and Pe vary with a

constant phase between Cg and Ce . Physical examples of both these curves are shown in
section 3.3 (the black curve in fig. 3b and the blue curve in fig. 5b respectively).

3

Two atomic states coupled by a nearly resonant laser

3.1

Stationary frame with the “full wave”

Our treatment is brief as the quantum state dynamics of a quantum two level system
interacting with a classical field has been known for many years.14, 15, 31, 33 Table 1 contains
definitions for our important terminology, and table 2 lists the approximations that we
make. The total hamiltonian describes both the atom’s free evolution and the interaction

4
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Sym- Name
bol

Expression

Description

µ
~ eg

dipole matrix element

´q xe| ~rq |gy

|gy and |ey overlap via dipole operator,
q is the electron charge

!0

atomic intrinsic
angular frequency
laser angular
frequency
laser detuning
initial laser phase

!

Ee ´Eg
h̄
2⇡
f

! ´ !0
n.a.
~ 0 cosp!t ` q
E

~
E

electric field

⌧

interaction time

n.a.

⌦

angular rabi frequency

~0
µ
~ eg ¨E
h̄

⌦1

generalized angular
rabi frequency

~˜ 1
⌦

rate that the relative phase
accumulates between states
f is laser’s real frequency

?

rotation vector in the
rotating frame

laser’s frequency measured relative !0
the laser’s phase at t “ 0
~ 0 is a constant and is the initial
E
phase of the laser field
a general interaction time, meaning
depends on the context
the angular rate that a resonant laser
e↵ects

⌦2 `

2

¨

˛
⌦cosp q
˝ ⌦sinp q ‚
´

the angular rate that a detuned laser
e↵ects
˜ rotates around on
the vector that BV
˜
BS

Table 1: important terminology.
with the laser field. The part describing free evolution, measuring energy relative to
is ĤF E “ ´ h̄!2 0 |gy xg| `

h̄!0
2

Eg `Ee
,
2

|ey xe|. The part for the atom-field interaction, including only

the dipole term, is ĤAF “ h̄⌦ cosp!t ` qp|gy xe| ` |ey xg|q. The total hamiltonian, Ĥ, is
B
| y “ pĤF E ` ĤAF q | y, couples Cg and Ce
ĤF E ` ĤAF . The Schrödinger equation, ih̄ Bt

in two di↵erential equations:
$
!0
’
&C9 e ptq “ ´i Ce ptq ´ i⌦cosp!t ` qCg ptq
2
’
%C9 ptq “ i !0 C ptq ´ i⌦cosp!t ` qC ptq
g
g
e
2

(4)

which can be written compactly as:

!0
~9
Cptq
“ p´i
2

z

´ i⌦cosp!t ` q

5

~

x qCptq

(5)
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Approximation

Description

Physically valid when

Used
in
section

Two level
system
Laser applied
as square
pulses
Dipole

|gy and |ey form a basis
that describes
Laser is instantaneously
turned on

perturbations do not transfer
population to other states
laser applied much faster than

2

Dipole term sufficiently
describes the atom laser
interaction
~ ´ is completely neglected
⌦

laser’s electric field does not
change much over atomic
length scales

3.1

quantum dynamics at optical
time scales are not of interest

3.2

Rotating
wave

3.1

2⇡
⌦1

Table 2: approximations used in this paper.
Most graduate textbooks proceed by mathematically solving eq. 4 to obtain oscillatory sine
and cosine solutions (alternatively, table 8.1 of Shore’s textbook has solutions for some nonsquare wave pulses31 ). We complement these treatments by focusing on the BV after noting
that the form of eq. 5 is for a constant rotation about the Z axis and a time dependent
rotation bout the X axis. (Though we feel this treatment is more intuitive for students, for
completeness we include the mathematical result of solving the Schrödinger in sec. 4.2.) ~r
is governed by eq. 1 and eq. 4:
¨

˛ ¨
˛
9x
BV
BV
´!
0
y
˚
‹ ˚
‹
˚
‹ ˚
‹
9
~1
˚
‹
˚
9 y ‹ “ ˚´2⌦ cosp!t ` qBVz ` !0 BVx ‹
BV “ ˚BV
‹ ” ⌦ ˆ BV
˝
‚ ˝
‚
9z
2⌦ cosp!t ` qBVy
BV

with

(6)

˛ ¨ ˛
˛ ¨
˛ ¨
⌦
cosp!t
`
q
⌦
cosp!t
`
q
2
⌦
cosp!t
`
q
‹ ˚ 0‹
‹ ˚
‹ ˚
˚
‹ ˚ ‹
‹
˚
‹
˚
˚
~1 “ ˚
~1 `⌦
~1 `⌦
~1
‹ “ ˚ ⌦ sinp!t ` q ‹ ` ˚´⌦ sinp!t ` q‹ ` ˚ 0 ‹ ” ⌦
⌦
0
`
´
0
‹ ˚ ‹
‹ ˚
‹ ˚
˚
‚ ˝ ‚
‚ ˝
‚ ˝
˝
!0
0
0
!0
(7)
¨

6

123

Eq. 6 is an opportunity for quantum mechanics students to exercise their intuition. Its
form is of a vector’s time derivative equaling a constant vector crossed with the original
vector. Typically, students will have already seen circular motion (like when a charged
q ~
particle travels in a magnetic field: ~v9 “ p´ m
Bq ˆ ~v ). Their likely ansatz that eq. 6 will

cause circular motion on BS shall prove correct.
~ 1 has been called the torque vector,13, 14, 31 the precession vector,33 or left
Elsewhere, ⌦
unnamed.24 Torque vector seems misleading (particularly for students). In classical mechanics, constant torque increases the angular frequency of circular motion. Here though,
~ 1 imparts only a constant angular frequency to BV. We therefore call ⌦
~ 1 the
a constant ⌦
rotation vector (the dotted vectors in the figures). BV’s motion is nicely described by a right
ˆ 1 , your fingers wrap in the direction of BV’s instanhand rule: with your right thumb along ⌦
~ 1 determines BV’s motion, its constituents (the ⌦
~1 ,⌦
~1 ,
taneous motion on BS. Though ⌦
`
´
~ 1 defined in eq. 7) all have di↵erent e↵ects.
and ⌦
0
~ 1 and ⌦
~ 1 , “significantly” rotate BV. ⌦
~ 1 causes BV’s THz sized
Only two components, ⌦
`
0
0
free evolution, pictured on BS as a rapid, counterclockwise precession around `Z. The
~ 1 is the much smaller Rabi frequency (typically kHz to MHz in size, and
magnitude of ⌦
`
~ 1 nearly
fixed by the intensity of the laser and the atom’s intrinsic dipole moment). ⌦
`
corotates with BV as it freely evolves counterclockwise (recall that

!0

! 1), so it can

consistently impart instantaneous rotations that macroscopically change BVs position.
~ 1 and ⌦
~ 1 are both the same size, their e↵ects are dramatically di↵erent. (As
Though ⌦
`
´
~ 1 a small, rapid precession about ⌦
~ 1 .) ⌦
~ 1 counterrotates
an aside, together they induce in ⌦
´
0
clockwise so the instantaneous direction that it rotates BV switches every quarter period
~ 1 and ⌦
~ 1 instantaneously rotate BV with an ⌦1
of an optical oscillation, see fig. 2 (⌦
´
`
~1
sized frequency but themselves oscillate around BS at a much faster ! frequency). ⌦
´
therefore rapidly undulates BV’s position (more details8, 31 ). The time dependence and
~1 ,⌦
~ 1 , and ⌦
~ 1 complicate BV’s motion; this motives making the
vastly di↵erent size of ⌦
`
´
0
rotating wave approximation and transforming to a rotating frame. (Note that BV has not
moved from the XY plane in fig. 2 because

~1 |
|⌦
`
~1 |
|⌦
0

7

can be of the order 10´6 .)

124

~1 ,⌦
~ 1 , and ⌦
~ 1 have on the BV on optical time scales
The di↵erent e↵ects that ⌦
0
`
´
are the motivation for making the rotating wave approximation (RWA)
~1
~ 1 and ⌦
~1
State at t “ 0
Dominant e↵ect from ⌦
Small e↵ects of ⌦
`
´
0

~ 1` and ⌦
~ 1´ begin
(a) Both ⌦
along `X at t “ 0 with “
~ 10 is along `Z and is
“ 0. ⌦
much greater in size than ei~ 1` or ⌦
~ 1´ (the rotation
ther ⌦
vectors are not drawn to scale
and also note that the RWA
holds even when ‰ ‰ 0).

2⇡ ~ 1
(b) After t “ 14 !
, ⌦0 has ro0
tated BV to ´X (the magni~ 10 , !0 , is the angutude of ⌦
lar rate that it rotates BV ).
~ 1` corotated with BV but
⌦
~
⌦1´ counterrotated. BV ’s ro~ 1´ is neg~ 1` and ⌦
tation from ⌦
ligible during this time.

(c) The black and green arrows represent the direction
~ 1` and ⌦
~ 1´ are instanthat ⌦
taneously rotating BV during
~ 1` always
0 † t † 14 2⇡
. ⌦
!
rotates BV toward `Z while
~ 1´ averages
the rotation from ⌦
to 0.

~ 1 is significant compared to ⌦
~ 1 . Since ⌦
~1
Figure 2: After many optical cycles only ⌦
`
´
`
1
~
corotated with the free evolution caused by ⌦0 , the small rotations it gave BV were in
the same direction and thus slowly over many optical cycles it can macroscopically rotate
~ 1 ’s instantaneous direction that it rotates BV switches every quarter optical cycle,
BV . ⌦
´
so it induces a rapid, small modulation into BV but does not macroscopically rotate BV
~1 “ ⌦
~1 ` ⌦
~ 1 . If
even after many optical cycles. This justifies the RWA, i.e. setting ⌦
`
0
1
~ , then the transformed
additionally, one were to choose to work in a frame rotating with ⌦
`
rotation vector would be fully time independent. (3D CAD model of right hand downloaded
online.2 )

3.2

~ 1 : the Rotating Wave Approximation
Neglecting ⌦
´

~ 1 induces is often experimentally inaccessible
The approximately THz undulation that ⌦
´
~1
and this motivates making the “rotating wave approximation,” RWA, which neglects ⌦
´
~ 1 as just ⌦
~1 ` ⌦
~ 1 ). Now we only consider the “wave” rotating
completely (i.e. treating ⌦
`
0
~ 1 , but retain the same symbols. The terminology harks back
with BV’s free evolution, ⌦
`
to NMR where a physical electromagnetic wave decomposed into parts rotating with or
against a precessing nuclear magnetic moment. The same terminology is presently employed
because the laser induced coupling between |gy and |ey, pictured on BS, act mathematically
analogously to how a magnetic field couples nuclear angular momentum states in NMR.

8
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After applying the RWA, ĤAF becomes

h̄⌦ ip!t` q
2 pe

|gy xe| ` e´ip!t` q |ey xg|q and eq. 4

becomes:

which is equivalent to:

$
!0
⌦
’
&C9 e ptq “ ´i Ce ptq ´ i e´ip!t` q Cg ptq
2
2
’
⌦
!
%C9 ptq “ i 0 C ptq ´ i eip!t` q C ptq
g
g
e
2
2

!0
~9
Cptq
“ r´i
2

z

⌦
´ i pcosp!t ` q
2

x

` sinp!t ` q

(8)

~

y qsCptq

(9)

Under the RWA, the rotation rate described by eq. 9 is time independent, though its axis
still varies. A rotating frame will make the axis time independent as well.

3.3

Hiding Free Evolution: Transforming to a Rotating Frame

The unperturbed phases of Cg and Ce evolve at di↵erent rates, so their relative phase
has a constant variation. This means that BV’s longitudinal position rapidly changes even
without any external interaction. To focus on the quantum state dynamics that result from
the interaction between the laser and the atom, it’s useful to switch to a frame hiding
this “free evolution.” This is conceptually similar to, in classical mechanics, hiding the
center of mass motion by transforming to a frame moving with it. The use of rotating
coordinates historically sprung out from a collaboration between Rabi, Ramsey, Schwinger,
~ 1 , di↵ering from BV’s
and Bloch around 1945.29 A coordinate basis co-rotating with ⌦
`
free evolution only by

, focuses on BV’s slow movement caused by the laser. Applying

a unitary transformation, U, is the mathematical way to switch to a basis rotating at the
laser’s frequency:

U “ ep

e

i!t
i!t
2 |gyxg|´ 2 |eyxe|q

“ e´i

!t
2

z

(10)

A tilde, r, denotes quantitates expressed in this new frame. Eq. 10 means that |g̃y “

i!t
2

|gy and |ẽy “ e

´i!t
2

|ey. The rotating frame is plotted using the non-rotating basis in

figure 3a; it rotates counterclockwise around the `Z axis and hides the atom’s free evolution
9

126

by rotating with it.
Rotating frame

E↵ect on free evolution’s trajectory

(a) The rotating black frame expressed in the
non-rotating blue basis. The blue arrow is the
curve that X̃ traces on the BS during a time
˜ focuses
⌧ , sweeping out an angle !⌧ . The BS
on the atom-laser interactions by largely hiding
BV’s free evolution. (Note that an overall phase
˜
has been applied to every wave function on BS.)

ˆ 1 “ `Ẑ and the BV traces
(b) On the BS, ⌦
the blue curve by sweeping out an angle ⌧ !0
ˆ
˜ ⌦
˜ 1 “ ´Z̃ˆ
counterclockwise around `Z. On BS,
˜
and the BV traces the black curve by sweeping
out the much smaller angle ⌧ clockwise around
`Z̃. Note that ⌧ is greatly exaggerated for
visual clarity and that (of course) !0 ` “ !.

Figure 3: The rotating frame and its e↵ect on the C for free evolution
After applying U, eq. 8 transforms to have only the much smaller
$
’
&C9̃ e ptq “ i
which is the same as:

⌦
C̃e ptq ´ i e´i C̃g ptq
2
2
’
%C9̃ ptq “ ´i C̃ ptq ´ i ⌦ ei C̃ ptq
g
g
e
2
2

~9
Cptq
“ ri

2

z

⌦
´ i pcosp q
2

x

` sinp q

and ⌦ frequencies:

(11)

~

y qsCptq

(12)

Eq. 12 describes rotations at a constant magnitude and a constant direction, which is what
the rotating wave approximation and the rotating frame respectively obtained. Eq. 12 and
eq. 1 together yield the analog of eq. 6 in the rotating frame:

10
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¨

˜z `
⌦ sinp qBV

˜y
BV

˛

˚
‹
‹ ~1
9̃ “ ˚
˜
˜
˚
˜
˜
BV
BVx ´ ⌦ cosp qBVz ‹
˚
‹ “ ⌦ ˆ BV
˝
‚
˜ y ´ ⌦ sinp qBV
˜x
⌦ cosp qBV

with

(13)

~˜ 1 , post RWA and in the rotating frame
The rotation vector, ⌦

˛
˚⌦cosp q‹
‹
˚
ˆ˜ 1
~
1
˜ “ ˚ ⌦sinp q ‹ “ ⌦1 ⌦
⌦
‹
˚
‚
˝
´
¨

¨

˛
cosp
q
˚
‹
˚
‹
1
ˆ
1
˜
˚
with ⌦ “ b
sinp q ‹
˚
‹
‚
1 ` p ⌦ q2 ˝
´⌦

(14)

(15)

~˜ 1 is now time independent and therefore all BV
˜ curves around it become
Figure 4: ⌦
~˜ 1 for a laser pulse with
2⇡
1
simply circular. Shown is an ⌦ ⌧ “ 3 rotation around an ⌦
3⇡
“ ⇡3 and ⌦ “ 12 that is incident on an initial quantum state “ ?12 p|gy`e´i 4 |ey).
At this point, we can “see” what nearly resonant means. To change

’s population

~˜ 1 or ⌦
~˜ 1 to be nonzero, which requires that
balance (equivalent to changing BVz ), we need ⌦
x
y
⌦

~˜ 1 is time independent. This is desirable as it pictures the laser atom
« 1. Also note that ⌦

˜ The simplest example of the motion resulting
interaction as purely circular motion on BS.
~˜ 1 Ñ ´ Ẑ. Fig. 3b
from eq. 13 is free evolution. With the laser turned o↵, ⌦ Ñ 0 and ⌦
shows the frame dependent nature of C by plotting the trajectory caused by this rotation
vector in both the rotating and non-rotating frame.
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3.4

The quantum state dynamics caused by varying ⌦1 ⌧, , , and
✓0 {

0

~˜ 1 interact with an atom for a time ⌧ . On BS,
˜
Now let a laser with a rotation vector ⌦
~˜ 1 (which is itself defined by
˜ rotates around the axis defined by ⌦
⌦1 ⌧ is the angle that BV
and

⌦ ).

The e↵ects of separately varying ⌦1 ⌧, , and

⌦

on C are plotted in figures 5a, 5c,

and 5b respectively. In Fig. 5d, ⌦1 ⌧ is fixed at2⇡ but the initial quantum state is varied.
˜ can be stationary on BS
˜ if it is either parallel
Even with a laser shining on the atom, BV
~˜ 1 . In that case, eq. 13 shows that ~r9̃ “ 0. It’s mathematically similar to
or anti-parallel to ⌦
a charged particle traveling parallel or anti-parallel to a magnetic field.

3.5

˜ i to an arbitrary BV
˜ f
Tailoring a laser pulse to bring an any BV

Often experimentalists want to study one particular special quantum state and an intermediate task becomes preparing that state from some other initial one. In this section,
we derive which laser pulse would take an arbitrary initial state to an arbitrary final state
˜ (using the notation of eq. 14).
through the shortest arc on BS
ˆ 1 is always
˜
We assume that ⌧ is a given constant, perhaps experimentally constrained. ⌦
˜ in such a way that (this is evident from fig. 4):
perpendicular to BV

ˆ
˜ 1 “ BV
˜ i ˆ BV
˜ f
⌦

(16)

ˆ
˜ 1 , to the laser’s
Eq. 15 related the Z̃ component of the rotation vector’s unit vector, ⌦
Z̃
parameters

ˆ˜ 1 “ ? ´ ⌦
and ⌦: ⌦
Z̃

1`p ⌦ q2

˜ f are assumed), we can solve for
BV

ˆ
˜ 1 is now known through eq. 16 (as BV
˜ i and
. Since ⌦
Z̃
⌦:

˜ fu
˜ i ˆ BV
´tBV
Z̃
“b
⌦
˜ i ˆ BV
˜ f u q2
1 ´ ptBV
Z̃

(17)

˜ f subtends an angle cos´1 pBV
˜ i ¨ BV
˜ f q. So ⌦1 is
˜ i and BV
The shortest arc between BV

˜ i ¨BV
˜ fq
cos´1 pBV
⌧

and therefore by definition
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Laser Parameter
⌦⌧

Expressed using i and f
b
´1 ˜
˜
˜ i ˆ BV
˜ f u q2
cos pBV i ¨ BV f q 1 ´ ptBV
Z̃
˜ i ¨ BV
˜ f qtBV
˜ i ˆ BV
˜ fu
cos´1 pBV
Z̃
ˆ
˙
˜ i ˆBV
˜ fu
´1 tBV
Ỹ
tan
˜ ˆBV
˜ u
tBV

⌧

i

f X̃

Table 3: The laser pulse that brings any initial i to an arbitrary f along the shortest
˜ (in a given time ⌧ ). For certain pulses, the inverse trigonometric functions
route on BS
return multiple or undefined mathematical results. In these cases, consider only physically
justifiable laser parameters.

⌦“

dˆ

˜ i ¨ BV
˜ f q ˙2
cos´1 pBV
´
⌧

2

(18)

ˆ˜ 1 and ⌦
ˆ
˜ 1 di↵ered only by a factor of cosp q and sinp q. Their
Now also recall that ⌦
X̃
Ỹ
˜ i and BV
˜ f:
ratio now fixes tanp q in terms of BV
tanp q “

˜ fu
˜ i ˆ BV
tBV
Ỹ
˜
˜
tBV i ˆ BV f u

(19)

X̃

Eq. 17, eq. 18, and eq. 19 together fix ⌦,

, and

˜ f.
˜ i and BV
in terms of BV

Table 3 lists the results and shows which laser pulse will connect any initial quantum state
˜ For a more general
to an arbitrary final quantum state through the shortest arc on BS.
mathematical discussion of minimizing time trajectories, see Boscain.5

4

Quantum State Dynamics From Multiple Laser Pulses

4.1

˜
Represented by sequential rotations on BS

Under our assumptions, every C is circular and equivalent to a three-dimensional rota-

ˆ 1 is (see also1 ):
˜ about ⌦
˜ˆ 1 . The rotation matrix for ⌦1 ⌧ radians about the axis ⌦
˜
tion of BV
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The e↵ect of a general laser pulse described by its rotation matrix
R̃ĩj̃ “
where

ĩj̃

ĩj̃ cosp⌦

1

ˆ
ˆ
ˆ
1
˜ 1 p1 ´ cosp⌦1 ⌧ qq ´ ✏ ⌦
˜1
˜1⌦
⌧q ` ⌦
ĩj̃ k̃ k̃ sinp⌦ ⌧ q
ĩ j̃

(20)

and ✏ĩj̃ k̃ are respectively the Kronecker delta function and Levi-Civita symbol

using rotating frame indices.
Explicitly:
¨

ˆ
˜ 1 2 p1 ´ cosp⌦1 ⌧ qq
cosp⌦1 ⌧ q ` ⌦
˚
X̃
˚ˆ ˆ
ˆ
1
1
˚
˜
˜ 1 sinp⌦1 ⌧ q
˜
R̃ “ ˚⌦ ⌦ p1 ´ cosp⌦1 ⌧ qq ` ⌦
Z̃
˝ Ỹ X̃
ˆ
ˆ
ˆ
˜ 1 p1 ´ cosp⌦1 ⌧ qq ´ ⌦
˜ 1 sinp⌦1 ⌧ q
˜1 ⌦
⌦
Ỹ
Z̃ X̃

ˆ
ˆ
ˆ
˜ 1 p1 ´ cosp⌦1 ⌧ qq ´ ⌦
˜ 1 sinp⌦1 ⌧ q
˜1 ⌦
⌦
Z̃
X̃ Ỹ
2
ˆ
1
1
˜
p1 ´ cosp⌦1 ⌧ qq
cosp⌦ ⌧ q ` ⌦
Ỹ
ˆ
ˆ
ˆ
˜ 1 p1 ´ cosp⌦1 ⌧ qq ` ⌦
˜ 1 sinp⌦1 ⌧ q
˜1 ⌦
⌦
X̃
Z̃ Ỹ

˛
ˆ
ˆ
ˆ
˜ 1 p1 ´ cosp⌦1 ⌧ qq ` ⌦
˜ 1 sinp⌦1 ⌧ q
˜1 ⌦
⌦
‹
Ỹ
X̃ Z̃
‹
ˆ
ˆ
ˆ
1
1
1
1
1
˜
˜
˜
⌦ ⌦ p1 ´ cosp⌦ ⌧ qq ´ ⌦ sinp⌦ ⌧ q‹
‹
X̃
Ỹ Z̃
‚
2
ˆ
˜1
p1 ´ cosp⌦1 ⌧ qq
cosp⌦1 ⌧ q ` ⌦
Z̃

(21)

We have only considered single laser pulses so far. R̃ is of aid for determining the e↵ect
of a general pulse train on any initial quantum state. (R̃ remains valid even in the limit of
no atom-laser interaction, i.e. ⌦ Ñ 0). Each pulse has an associated rotation, and all these
rotations are mathematically equivalent to one net rotation:

R̃net “ ⇧k pR̃k q

(22)

Pulses initial to finial go from right to left in eq. 22.
Final state after a pulse train described by rotation matrices
˜ f “ R̃net BV
˜ i
BV

(23)

˜ i.
˜ f is obtained by multiplying the product of the appropriate R̃ matrices by BV
BV
˜ (while the associative property
This does not capture the physically valid trajectory on BS
is mathematically permissible, the sequence in time of the pulses means it is not physically
descriptive). Alternatively, applying rotating matrices individually visually tracks

as it is

modified by each pulse (see tab. 4). Solving the Schrödinger Equation multiple times, with
initial conditions set by previous pulses, is far more mathematically involved.
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Pulse train 1
⌦ ⌧ “ pulse with
⌧ “ ´⇡ free evolution
period with “ ⌦ “ 0
“ 0 and ⌦ « 0
1

Individual
pulse

⌦1 ⌧ “ ⇡2 pulse with
“ 0 and ⌦ « 0

⇡
2

˜ path
BS

~˜i
Ũ te C

¨ ˛ ¨
˛¨ ˛
0
1 0 0
0
˚ ‹ ˚
‹˚ ‹
˚1‹ “ ˚0 0 ´1‹ ˚ 0 ‹
˝ ‚ ˝
‚˝ ‚
0
0 1 0
´1
˜
¸˜ ¸
1 ´i
0
1

~
C̃
f

?1
2

˜ i
˜ f “ R̃BV
BV

?

2

˜

´i

¸

1

1

´i
1

¨

˛ ¨
˛¨ ˛
0
´1 0 0
0
˚ ‹ ˚
‹˚ ‹
˚´1‹ “ ˚ 0 ´1 0‹ ˚1‹
˝ ‚ ˝
‚˝ ‚
0
0
0 1
0
˜ ´i⇡
¸
˜ ¸
e 2
´i
0
1
1
?

2

´ie

?1
2

e

?

i⇡

0

˜

´i⇡
2

i⇡
2

e2
¸

2

1

˛ ¨
˛¨ ˛
0
1 0 0
0
˚ ‹ ˚
‹˚ ‹
˚ 0 ‹ “ ˚0 0 ´1‹ ˚´1‹
˝ ‚ ˝
‚˝ ‚
´1
0 1 0
0
˜
¸
˜
¸
´i⇡
1 ´i 1 ´ie 2
1
?

2

˜ ¸
0

´i

1

?

2

e

i⇡
2

i

Pulse train 2
⌦ ⌧ “ pulse with
⌦1 ⌧ “ ⇡2 pulse with
“ 0 and ⌦ « 0
“ ⇡ and ⌦ « 0
1

Individual
pulse

¨

⇡
2

⌧ “ ´⇡ free evolution
period with “ ⌦ “ 0

˜ path
BS

~
Ũ te C̃
i

¨ ˛ ¨
˛¨ ˛
0
1 0 0
0
˚ ‹ ˚
‹˚ ‹
˚1‹ “ ˚0 0 ´1‹ ˚ 0 ‹
˝ ‚ ˝
‚˝ ‚
0
0 1 0
´1
˜
¸˜ ¸
1 ´i
0
1

~
C̃
f

?1
2

˜ i
˜ f “ R̃BV
BV

?

2

˜

´i
´i

¸

1

1

1

¨

0

˛

¨

1

˚ ‹ ˚
˚ 0 ‹ “ ˚0
˝ ‚ ˝
´1
0
˜
¸
1 i 1
1
?

2

˜ ¸
0

i

1

1

?

2

˛¨ ˛
0
0
‹˚ ‹
˚ ‹
0 1‹
‚˝1‚
´1 0
0
˜ ¸
´i
0

1

¨

0

˛

¨

´1

0

˚ ‹ ˚
˚ 0 ‹ “ ˚ 0 ´1
˝ ‚ ˝
´1
0
0
˜ ´i⇡
¸˜ ¸
e 2
0
0
0
˜ ¸
0

e

i⇡
2

˛¨ ˛
0
0
‹˚ ‹
˚ ‹
0‹
‚˝ 0 ‚
1
´1

1

i

˜ i through di↵erent paths on BS
˜ but end
Table 4: Two pulse trains that rotate a shared BV
˜
up with identical resultant BV f . Note though, that the final wave function (calculated by
Ũ te ) di↵ers from the initial by an overall phase. Undergraduate students can understand
such multi-pulse processes with just rotation matrices. That audience may find solving
the Schrödinger Equation multiple times each with di↵erent initial conditions “forbiddingly
mathematical.”21
15
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4.2

Represented by sequential applications of the “time evolution”
operator

˜ formalism neglected both the wave function’s initial
Although more intuitive, the BS
overall phase and any modification to that phase by the laser pulse. These mathematical
details are kept by exactly solving the Schrödinger equation. A compact way to express the
solution of the Schrödinger equation for our two level system during a laser pulse train is
the “time evolution operator:”
The e↵ect of a general laser pulse described by its time evolution operator

Ũ te

¨

˛
⌦1 ⌧
⌦1 ⌧
⌦ ´i
⌦1 ⌧
q
`
i
sinp
q
´i
e
sinp
q
cosp
˚
‹
2
⌦1
2
⌦1
2
“˝
‚
⌦ i
⌦1 ⌧
⌦1 ⌧
⌦1 ⌧
´i ⌦1 e sinp 2 q
cosp 2 q ´ i ⌦1 sinp 2 q

(24)

~ through time (and describes free evolution in the limit of ⌦ Ñ 0).
Ũ te “propagates” C̃

~ after a pulse is the product of that pulse’s time evolution operator with
In other words, C̃
f
~:
C̃
i
~
~ “ Ũ te C̃
C̃
f
i

(25)

te
“ ⇧k Ũkte
Ũnet

(26)

The analogous result of eq. 22 is:

Ũ te operators for pulses initial to final go from right to left in eq. 26. So for a multi-pulse
process we have:
Final state after a pulse train described by time evolution operators
~ “ Ũ te C̃
~
C̃
f
net i

(27)

Eq. 27 readily describes many interesting quantum phenomena. For example, in a
Ramsey fringe experiment, the coefficients for

f

are just three matrix multiplications away.

One particular instance of a Ramsey fringe type experiment is shown in tab. 4. Certain laser
16

133

pulses, described by eq. 27, physically realize some quantum computation gates discussed
by Nielsen and Chuang.26 Although we’ll leave it as an exercise for the thorough reader to
discover which ones do, table 5 includes the R̃ and Ũ te representations for a few frequently
encountered laser pulses.

4.3

The relationship between the Ũ te and the R̃ that both describe
the e↵ect of the same laser pulse

Both eq. 23 (based on rotations) and eq. 27 (based on time evolution) represent the
e↵ect of a general laser pulse train on any initial quantum state. The ability to represent
these e↵ects simultaneously via two di↵erent methods stems mathematically from the homomorphism between the groups SOp3q and SU p2q. SOp3q is the group of three dimensional
rotations and SU p2q is the group of unitary matrices with unit determinant.7 So threedimensional rotation composition via eq. 22 is an operation between elements of SOp3q,
while special unitary 2x2 matrix multiplication via eq. 26 is an operation between between
~ are not themselves elements of these groups.) The homo˜ and C̃
elements of SU p2q. (BV
morphism ensures that there is a map between the groups that “simultaneously respects
both their structures,” that is to say, how rotation composition morphs two rotations into
a one net rotation is somehow equivalent to how matrix multiplication takes two special
unitary matrices and maps that pair to a single, “net” special unitary matrix.
Practically for us it means that we can describe a laser pulse train’s e↵ect on a two-level
system in whichever group we find more suitable. Either we can multiply individual Ũite
te
matrices to find Ũnet
, or alternatively, compose individual rotations by multiplying together

R̃i matrices to find R̃net . The homomorphic map ensures that these di↵erent operations,
carried out in di↵erent groups, “track” each other such that both calculations yield the
appropriate element in their respective group that describes the same net modification of
the initial wave function by the laser pulse train. The map between a Ũ te and a R̃ that
ensures this is:
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Physical Process
Resonant ⇡ pulse
with no initial laser
phase
Detuned ⇡ pulse
with no initial laser
phase
Resonant ⇡2 pulse
with arbitrary initial laser phase
Free evolution for a
time ⌧

Ũ te
ˆ
0
´i

?

ˆ

´i
0

i
1`p ⌦ q2

?1
2

e

R̃
¨
1
˝0
0

˙
ˆ

1
´iei

⌧
2

0

⌦

´1

ˆ
i

˙
´1
⌦

´i

´ie
1

0
⌧
e´i 2

˙

¨

0
´1
0

´1 `

˚
˚
˝

˛
0
0‚
´1

2
1`p ⌦ q2

0

´2 ⌦
1`p ⌦ q2

0
´1
0

´2 ⌦
1`p ⌦ q2

0

´1 `

2p ⌦ q2
1`p ⌦ q2

˛

‹
‹
‚

˛
cos2 p q
cosp qsinp q sinp q
˝sinp qcosp q
´cosp q‚
sin2 p q
´sinp q
cosp q
0
¨

¨

˛
cosp ⌧ q sinp ⌧ q 0
˝´sinp ⌧ q cosp ⌧ q 0‚
0
0
1

˙

Table 5: R̃ and Ũ te representations for some common physical processes. General forms for
R̃ and Ũ te are in eq. 23 and in eq. 27.

R̃ij “

1
TrrŨ te :
2

i

Ũ te

js

(28)

Note that the homomorphism expressed in eq. 28 maps both Ũ te and ´Ũ te to the same
R̃ (SU p2q is technically a “2:1 covering group” of SOp3q). This two to oneness is also
manifested in eq. 24 and eq. 20. Ũ te is periodic with ⌦1 ⌧ “ 4⇡ but R̃ is periodic with
only half the radians, ⌦1 ⌧ “ 2⇡. At ⌦1 ⌧ “ 2⇡, Ũ te mathematically changes the initial wave
function by adding e´i⇡ as an overall phase. The important part for us is that SU p2q is a
larger group and we could encode into Ũ te the laser’s ability to modify overall phases of

,

something we could not do in SOp3q with R̃. An example of this is in sec. 4.5.

4.4

“Dark States” and “Do-nothing” Pulses

The normalized eigenvectors of Ũ te correspond its laser pulse’s two “dark-states” (on
˜1 ). These states, their eigenvalues, and
˜ these states had their BV
˜ at the tip or tail of ⌦ˆ
BS,
ˆ
position on ⌦˜1 are listed in table 7. For these pulse-state pairs, either the pulse is labeled a
“do-nothing” pulse or the state termed a “dark-state.”31
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~˜ ’s position on ⌦
ˆ
˜1
BV

Eigenvalue
Normalized eigenvector of Ũ te
¸
˜
b
ei p ⌦ ` 1 ` p ⌦ q2 q i ⌧ ⌦ p ´?1`p q2 q
1
c
⌦
e 2 ⌦
` ?
˘2
1
1` ⌦ ` 1`p ⌦ q2
¸
˜
b
?
i
2q
p
´
1
`
p
q
e
⌧⌦
2
1
⌦
⌦
c
ei 2 p ⌦ ` 1`p ⌦ q q
` ?
˘2
1
1` ⌦ ´ 1`p ⌦ q2

tip

tail

Table 6: Eigenstates of a laser pulse with any ,

, ⌦ and ⌧ .

So although a “do-nothing” laser pulse leaves the populations unchanged it does add
an overall phase determined by the intensity, detuning, and interaction time of the laser.
Another example of the e↵ect that a“do-nothing” pulse can have is when one of its parameters is slowly varied. Atoms in a dark state of that laser can adiabatically follow the time
ˆ
dependent ⌦˜1 .31, 33 “Do-nothing” at-least cannot be taken literally, and therefore perhaps
a better name is “stationary” even though it makes explicit reference only to the rotation
formalism.

4.5

Example of a “Stationary” Pulse

Consider a

⇡
2

pulse with

“

“ 0 acting on the state

“

?1 p|g̃y
2

ˆ
˜ 1 and
` |ẽyq. Both ⌦

˜ are along the X̃ axis, so R̃ does not change BV
˜ . The BS
˜ formalism does not
the initial BV
predict any modification of
though:
Ũ te

¨

˚1
“ ?12 ˝
´i

by the pulse. The time evolution operator is more nuanced
˛
´i‹
~
‚ ùñ C̃f “
1

¨

˛
¨ ˛
1
´i
⇡ ~
˚
‹ ?1 ˚1‹
?1 ˝
‚ 2 ˝ ‚ “ e´i 4 C̃i
2
´i 1
1

˜ are
So the final state is proportional, but not equal, to the initial state. Rotations on BS
more intuitive, but they do not keep track of overall phases.

5

Concluding Remarks
˜ deserve a place in an introductory quantum mechanics
In our opinion, rotations on BS

course. The formalism o↵ers an opportunity for students to exercise intuition in quantum
19
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Physics Phenomenon

Visual Description on BS

Adiabatic Rapid Passage

~˜ 1 from ´Z̃ to `Z̃ as
˜ follows ⌦
BV
sweeps
from negative detuning to positive
~˜ 1 follows that
˜ initially parallel to an ⌦
A BV
~˜ 1 even as it varies slowly
⌦

Adiabatic Following
Ramsey Fringes
Spin Echo

Photon Echo
Optical Nutation

Mixed and Pure States
Rabi Flopping
Damped Rabi Flopping
Free induction decay
Free Evolution
Damped Free Evolution
Single two-level quantum
qubit
Single Qubit Operations

The free evolution period between two ⇡2
˜ f after the second pulse
pulses determines BV
In an NMR experiment, a ⇡ pulse recovers
˜ s more parallel)
coherence (makes their BV
among nuclear spins that decohered from inhomogenous broadening
Similar to a Spin Echo, but the molecules in
a crystal recohere to then emit a photon
˜ s undergo a many-⇡ pulse
An ensemble of BV
and this ensemble induces a small fluctuation
~˜ 1
in the magnitude of ⌦
˜ and pure states
Mixed states are inside the BS
˜
are on BS
~˜ 1
˜ traces circles around a fixed ⌦
BV
~˜ 1 but with
˜ traces circles around a fixed ⌦
BV
decreasing radius until they become parallel
Inhomogeneous broadening spreads apart the
˜ s representing many two-level systems
BV
˜ traces circles around the Z̃ axis
BV
˜ X,Y spirals in towards the Z axis and BV
˜ Z
BV
˜
decays to BV Z
˜ pointing to BS
˜ represents all possible
BV
quantum states
~˜ 1 vectors that rotate the qubit’s BV
˜
⌦

Reference
12, 23, 24

1, 12

33

11, 22, 33, 35

1, 12, 33, 34

1

18

12, 25, 30, 32, 34
20, 34

1, 12, 33, 34

3, 20
34

19

15, 19, 26

˜ are used as visual explanations. Additional examTable 7: Physics phenomena where BSs
ples are located in chapter 31 of Siegman’s text.32
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mechanics using their mathematical familiarity with circular motion and right hand rules;
these sequential rotations even allow them to readily calculate the final states resulting from
general laser pulse trains (sans overall phase). Eq. 23 and eq. 27 are the most important
results of this paper. Either can be used to calculate the final wave function that results
from exposing any initial quantum state to a general laser pulse train. Further, these tools
will also help students become conversant in modern physics research because BSs are used
to help explain quantum mechanical processes.6, 9, 10, 17, 28 It will also even aid students in
their studies beyond pure physics in fields like quantum computation.26
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Figure 5: the quantum state dynamics caused by varying ⌦1 ⌧,
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C. APPENDIX: STUECKELBERG INTERFEROMETRY
USING PERIODICALLY DRIVEN
SPIN-ORBIT-COUPLED BOSE-EINSTEIN
CONDENSATES
The author contributed the following to the paper: a substantial polishing of the language, creating various panels in the ﬁgures, collaborating with Chunlei Qu for the
inclusion of the Floquet theory, and seeing the paper through the peer-review process
including undertaking some control experiments requested by the referees,. The scientiﬁc experiments were ﬁrst done by Abraham Olson, and many were reveriﬁed by
the current author.
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Abraham J. Olson,1 David B. Blasing,1 Chunlei Qu,2,3 Chuan-Hsun Li,4 Robert J. Niffenegger,1 Chuanwei Zhang,2
and Yong P. Chen1,4,5,*
1

Department of Physics and Astronomy, Purdue University, West Lafayette, Indiana 47907, USA
2
Department of Physics, The University of Texas at Dallas, Richardson, Texas 75080, USA
3
INO-CNR BEC Center and Dipartimento di Fisica, Università di Trento, Povo 38123, Italy
4
School of Electrical and Computer Engineering, Purdue University, West Lafayette, Indiana 47907, USA
5
Purdue Quantum Center, Purdue University, West Lafayette, Indiana 47907, USA
(Received 14 March 2017; published 19 April 2017)
We study the single-particle dispersion of a spin-orbit-coupled (SOC) Bose-Einstein condensate (BEC) under
the periodical modulation of the Raman coupling. This modulation introduces a further coupling of the SOC
dressed eigenlevels, thus creating a second generation of modulation-dressed eigenlevels. Theoretical calculations
show that these modulation-dressed eigenlevels feature a pair of avoided crossings and a richer spin-momentum
locking, which we observe using BEC transport measurements. Furthermore, we use the pair of avoided crossings
to engineer a tunable Stueckelberg interferometer that gives interference fringes in the spin polarization of BECs.
DOI: 10.1103/PhysRevA.95.043623
I. INTRODUCTION

In ultracold atoms, laser-induced synthetic gauge fields [1]
have realized a rich variety of physics, such as synthetic electric
[2] and magnetic [3] fields, spin-orbit coupling (also referred to
as SOC) [4], the superfluid Hall effect [5], the spin Hall effect
[6], and the Hofstadter-Harper and Haldane Hamiltonians
[7–9]. Many of these works use Raman coupling between
spin states of ultracold atoms to modify the single-particle
dispersion relation [10–12]. This has resulted in a rich field
of studies in one-dimensional (1D) equally weighted Rashba
and Dressehauls SOC for both Bose-Einstein condensates
and degenerate Fermi gases [13–21]. Such coupling has been
combined with an optical lattice [22] and led to a softening of
the roton and phonon modes [23]. Furthermore, very recently,
this synthetic SOC has been extended to 2D [24,25], opening
the door for the quantum simulation of various topological
physics.
In our previous work, we used BEC transport to study
Landau-Zener (LZ) like transitions between the SOC dressed
eigenlevels at the avoided crossings induced by a Raman
coupling of constant strength [26]. Here we show that a
modulation of the Raman coupling creates new SOC dressed
band structures, which we characterize by measurements
of BEC transport and Landau-Zener transitions. Modulation
of the Raman coupling was previously used to create a
tunable SOC at high driving frequency [27]. When the driving
frequency is instead comparable with the energy between the
two dressed bands, the two bands couple together, inducing a
richer spin-momentum locking and a pair of avoided crossings.
In this work, we have experimentally observed both the richer
spin-momentum locking and used the pair of avoided crossings
to engineer a Stueckelberg [28] interferometer.
The remainder of this paper is structured as follows. In
Sec. II, we present our experimental setup and methods. In
Sec. III we discuss our experimental results showing the
difference in the spin momentum locking of the dressed
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ground band (created with a static Raman coupling) and
the “modulation-dressed” band (created with a periodically
modulated Raman coupling). In Sec. IV we show how we
engineered a spin-resolved Stueckelberg atom interferometer
using the pair of avoided crossings between the modulationdressed bands. Finally, in Sec. V we offer our concluding
remarks and future prospects.

II. EXPERIMENTAL SETUP AND METHODS

Our experimental setup used to create a 1D Raman-induced
SOC is shown in Fig. 1. Many details of our apparatus are
contained in Refs. [26,29]. The Raman beams (whose beam
waist is large compared to the in situ size of the BEC)
counterpropagate along the same axis as gravity (ŷ). By
reducing the intensity of the dipole trapping laser, the BEC
can be accelerated by gravity along the −ŷ direction. In all the
following experiments, we use this technique to induce BEC
transport through both the dressed and modulation-dressed
band structures induced by the Raman beams.
Our experiment starts with a 1D SOC BEC of 87 Rb atoms
subjected to a constant Raman coupling of two spin states
(| ↑ = |F = 1,mF = −1 and | ↓ = |F = 1,mF = 0), as
shown in Figs. 1(a) and 1(b). This coupling creates two
eigenlevels, both of which possess a spin-momentum locking
in the quasimomentum (h̄q) space (the total spin polarization
of the eigenstate depends on q). We denote the upper and lower
eigenlevels as EU (q) and EL (q). This unmodulated eigenlevel
structure, an example of which is pictured in Fig. 2(a), is
calculated from the SOC Hamiltonian

HSOC =

h̄2
(q
2m

+ kr )2 − δ/2
0 /2

0 /2
h̄2
(q
2m



− kr )2 + δ/2

,
(1)

where δ is the Raman laser detuning from the energy difference
between spin states due to the Zeeman effect (δ is zero in all
these experiments), m is the 87 Rb atomic mass, h̄kr = h/λR
043623-1
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FIG. 1. Experimental schematic. (a) Laser geometry showing
both Raman beams. BBias denotes the bias magnetic field (of ≈ 5G)
which lifts the degeneracy of the mF spin states. The acceleration
due to gravity is along the −ŷ direction. (b) Energy-level diagram
showing the two bare spin states, |F,mF  = |1, − 1 and |1,0
(also denoted up and down, respectively), and their Raman-induced
coupling. Drawing is not to scale. (c) Representative timing diagram
for the dipole trapping laser (dashed-dot line) and the Raman coupling
(solid line).

⎛

is the recoil momentum of the Raman laser with wavelength
λR = 790 nm, h̄ = h/2π is the reduced Planck’s constant, and
0 is the unmodulated Raman coupling. For the remaining
experiments, we define the total spin polarization of the BEC
as S = (N↓ − N↑ )/(N↓ + N↑ ), where N↑(↓) is the number of
spin up (down) atoms in the BEC. The recoil energy from
the Raman lasers is Er = h̄2 kr2 /2m = h × 3.68 kHz. HSOC
only includes the mF = −1 and 0 states since the mF = +1
spin state is far detuned in the range of q accessed in these
experiments because of the quadratic Zeeman shift and the
recoil energy associated with the two-photon Raman transfer.
To engineer a new dispersion relation for our ultracold
atoms, we added a time-dependent modulation to the intensity of the Raman coupling: R (t) = 0 + M cos(2πfmod t),
where fmod is the modulation frequency and M is the
modulation amplitude; see the timing diagram in Fig. 1(c).
Two results demonstrated the creation of the new modulationdressed eigenlevels: (i) we observed the more complex rotation
of the spin polarization of BECs during transport through
the modulation-dressed band (results shown in Fig. 2), and
(ii) we used the pair of avoided crossings available in the
modulation-dressed band to engineer an atom interferometer
(results shown in Figs. 3, 4, and 5).
According to Floquet theorem (see Ref. [30] for a recent
discussion), periodically driven quantum systems can be
described by Floquet states and a quasienergy spectrum. The
latter can be obtained by diagonalizing the following block
tridiagonal matrix:

⎞

..

⎜ .
⎜
⎜
⎜
H=⎜
⎜
⎜
⎜
⎝

HSOC + hfmod 12
V−1

where HSOC is the unmodulated SOC Hamitonian defined in
T
Eq. (1) and V±1 = T −1 0 HSOC (t)e±i2πfmod t dt = (M /4)σx
with T = 1/fmod denoting the period of the external driving,
σx is the Pauli matrix, 12 is the 2 × 2 identity matrix, and
HSOC (t) is the same as HSOC but replacing 0 with R (t).
The eigenenergy spectrum of H exhibits a periodic pattern
of the form E± (q) + n2πfmod , where n = ±1, ± 2, . . .. We
call E± (q) the upper and lower modulation-dressed bands.
The time-averaged dynamics of the driven system can be well
described by such modulation-dressed bands. Furthermore,
when hfmod is slightly larger than EU (q ≈ 0) − EL (q ≈ 0),
E+ (q) and E− (q) also feature a double avoided crossing with
a gap size C [see Fig. 2(b)]. The relationship between C
and M can be calculated numerically and will be discussed
later in Fig. 5(c).
However, we also found that a simpler, perhaps more intuitive, 2 × 2 Hamiltonian Hmod sufficiently explains our data
in the parameter regimes studied [31]. The two modulationdressed bands E± (q) can be approximately modeled by

V+1
HSOC
V−1

V+1
HSOC − hfmod 12

..

⎟
⎟
⎟
⎟
⎟,
⎟
⎟
⎟
⎠

(2)

.

coupling the lower dressed band EL (q) and the downshifted
higher dressed band, EU (q) − hfmod , with a simple effective
coupling constant C , i.e.,

Hmod =

EL (q)
C /2

C /2
.
EU (q) − hfmod

(3)

Diagonalizing Hmod at each q, we obtain the new modulationdressed eigenlevels [an example of which is shown in
Fig. 2(b)]. These modulation-dressed eigenlevels of Eq. (3)
are nearly identical with E± (q) in the parameter regime of
our experiments and we used them in our following analysis
[32]. The modulation-dressed bands E+ (q) and E− (q) feature
a more complex rotation of the spin polarization of the BEC as
the quasimomentum goes from +h̄kr to −h̄kr . This contrasts
with the monotonic single rotation of the spin polarization
present in EU (q) and EL (q); see Figs. 2(a) and 2(b).
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FIG. 2. Experimental demonstration of the modified energy-momentum dispersion relation in the presence of modulated Raman coupling.
(a) The unmodulated 1D SOC eigenlevels [EU (q) and EL (q)] calculated from Eq. (1) with 0 = 1.3Er and δ = 0Er . The dashed line
shows the location of EU (q) if it had been shifted down by fmod = 10.56 kHz. (b) The E+ (q) and E− (q) modulation-dressed eigenlevels
calculated from Eq. (3) with identical 0 and δ as (a) and with C = 0.58Er and fmod = 10.56 kHz. The shifted but unmodulated
dressed eigenlevels are shown by dashed lines. In (a) and (b) the blue and red colors superimposed on the eigenlevels and images
represent spin down (bare spin mF = 0) and up (bare spin mF = −1), respectively. Note the richer spin-momentum locking of the
modulation-dressed SOC eigenlevels and the two avoided crossings labeled A and B. The green bars indicate the avoided crossings with
gap size C used as beam splitters in the interference experiments discussed later. (c),(d) Experimental comparison between the spin
polarization of BECs transported through an unmodulated band EL (q) and a modulated band E− (q). Both bands used 0 = 1.3Er and
δ = 0Er . The modulated band had M = 1.3Er and fmod = 10.56 kHz. The BECs started at qi ≈ +1kr , fell under gravity with acceleration
αF ≈ 1680kr /s along the −ŷ direction for 1.5 ms, and reached qf ≈ −1.5kr . (c) Four representative time-of-flight images taken at q/kr
of 1.0, 0.8, 0.5, and −0.3 for both EL (q) and E− (q) showing their different spin-momentum lockings. In this panel, k = q + kr for
mF = −1 and k = q − kr for mF = 0. (d) Comparison between the observed and calculated spin polarizations for BECs in both EL (q)
and E− (q). In the unmodulated case, the BEC nearly adiabatically follows the lowest-energy eigenlevel and the expected monotonic spin
rotation is observed (black crosses). However, in the modulated case, an additional oscillation of the spin polarization is observed (purple
circles). Solid black (purple dashed) lines are the calculated spin polarization of EL (q) [E− (q)] given the experimental parameters using
Eq. (1)[(3)], and C = 0.58Er . For this and following figures, a representative error bar indicates an average of 10% uncertainty in atom
population in each spin due to technical noise.
III. SPIN MOMENTUM LOCKING OF THE
UNMODULATED AND MODULATED BANDS

To study the spin composition of the modulation-dressed
band E− (q), we use the BEC transport method developed in
our earlier work [26]. Briefly, a BEC is initially prepared in a
bare mF = 0 state, and subsequently it is adiabatically loaded
at qi ≈ 1kr of a dressed band with a fixed value of 0 . The
modulation of the Raman beams is then turned on at the same
time (defined as t = 0) as the optical trap holding the BEC
is lowered or turned off, which allows gravity to accelerate
the BEC in the −ŷ direction at a tunable average rate αF
through both the avoided crossings of E− (q) [labeled A and B
in Fig. 2(b)]. The probability of a diabatic transition between

the modulation-dressed eigenlevels is given by the LandauZener formula, PLZ = exp [−2π(C /2)2 /(h̄αβ)], where α =
|dq/dt| is the rate of acceleration at the avoided crossing and
β is the difference between the slopes of the unmodulated
SOC energy levels. Although PLZ is an approximate formula
to describe the probability of the transition between the energy
bands in our experiment, it provides a reasonable and intuitive
explanation of both our previous [26] and current work. After
passing through both avoided crossings, the Raman beams
and any remaining portion of the dipole trap are turned off
instantaneously and the BEC is imaged after 15 ms of timeof-flight expansion, during the later portion of which, a SternGerlach field is applied to separate the mF spin components.
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FIG. 3. Measurement of Stueckelberg interference. (a) Two representative modulation induced spin-orbit eigenlevels with 0 =
1.4Er (blue dashed line) and 1.7Er (black solid line). Both eigenlevel
calculations used C = 0.3Er , fmod = 8 kHz, and δ = 0Er . (b) Measured Stueckelberg interference fringes in the BEC spin polarization
vs fmod at αF = 1680kr /s for M = 0.7Er (blue) and 0.8Er (black).
The theoretical curves were calculated from Eq. (6) with C = 0.3Er ,
σα = 0.07αF , fnp = 0.4, δ = 0, and the same 0 as in the experiment
(1.7Er for black and 1.4Er for blue).

Figures 2(c) and 2(d) show time-of-flight images and spin
polarizations respectively of BECs traversing along EL (q) and
E− (q), revealing the different spin-momentum locking in these
two ground dressed bands (without and with modulation). For
EL (q) we used 0 = 1.3Er , δ = 0Er , and M = 0Er . For
E− (q) we used the same 0 and δ but M was 1.3Er and
fmod was 10.56 kHz. All BECs were accelerated by gravity
(αF = 1680kr /s = 9.8 m/s2 along −ŷ). In panel (c), we show
representative time-of-flight images at q/kr = 1.0, 0.8, 0.5,
and −0.3 that highlight the difference in the spin composition
and the spin momentum locking between EL (q) and E− (q),

FIG. 4. Stueckelberg interference fringes in the spin polarization
of BECs at various values of the initial BEC acceleration, αF .
Varying αF changes the transport time through E+ (q) and E− (q).
This experiment used M = 0.7Er , 0 = 1.4Er , fmod = 8.5 kHz,
and δ = 0Er . The theoretical curves were calculated from Eq. (6) and
used C = 0.33Er , σα = 0.07 × (1680kr /s), and fnp = 0.3. (The
fringe contrast is strongly reduced at smaller αF as the dephasing
effect of σα gets larger with longer total time.)

shown in the upper and lower rows, respectively. Panel (d)
shows the extracted spin polarization along both EL (q) and
E− (q). In EL (q), the measured BEC spin polarization (black
crosses) follows the calculated spin polarization (black line).
When a strong modulation of M = 1.3Er is applied, the BEC
instead exhibits (purple circles) the distinct spin polarization
of E− (q) (purple dashed line). This modulation was strong
enough to open a sufficient gap c so that the probability
for nonadiabatic intereigenlevel transitions in the modulatedinduced band structure was reasonably small (PLZ = 0.14).
Such small nonadiabatic intereigenlevel transitions ensured
that the spin polarization of the BECs were dominated by the
lower band E− (q). However, the measured spin polarization
of the BEC does not perfectly match the calculated spin
polarization of E− (q) after about 1 ms. We attribute this
to the imperfect loading into the modulation-dressed bands
and the weak but not completely negligible nonadiabatic
intereigenlevel transitions [26]. Nonetheless, this experiment
demonstrates the viability of modulated-Raman coupling to
create a more complicated spin-momentum locking in E− (q),
which is different from the previously studied ground band
EL (q) induced by a static Raman coupling, and may offer new
possibilities to explore spinor BEC physics.

IV. ENGINEERING A SPIN-RESOLVED STUECKELBERG
ATOM INTERFEROMETER

In addition to studying the more complex spin-momentum
locking of the modulation-dressed band, we also used the pair
of avoided crossings between E+ (q) and E− (q) to engineer an
atom interferometer. [Such a pair of avoided crossings is not
realized in dressed eigenlevels created by unmodulated Raman
coupling; see Fig. 2(a) [33].] Stueckelberg interference [34,35]
can occur upon the recombination of a wave function that was
split along different energy eigenbands. By traveling along
different eigenbands, each component may acquire a different
phase. We observed such interference in our experiment after
the following sequence of events [as depicted in Figs. 2(b) and
3(a)]. First, the BEC was coherently split into two components
via a LZ transition at the avoided crossing A [labeled in
Fig. 2(b)]: one component along E+ (q) and the other along
E− (q). Second, the components separately traveled along
E+ (q) and E− (q) and thus acquired a different phase. Finally,
the two components recombined and interfered after another
LZ transition at the avoided crossing B. The final spin
composition of the BEC depends on the difference of the
phase accumulated by each component while traversing E+ (q)
and E− (q); this phase difference depends on the energy
difference between those paths and the time it takes to traverse
them. If either the path or transport time is varied, the final
spin polarization of the recombined BEC will change. The
difference in energy between these bands as well as the
separation in q space between the beam splitters (i.e., the
avoided crossings) are tunable via fmod , and the transport time
is controlled by αF . We define (which is sometimes referred
to as the Stueckelberg phase) as the total phase difference
acquired between the two components of a BEC traveling
separately along E+ (q) and E− (q). This phase difference for
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FIG. 5. Effect of M on Stueckelberg interference. (a) Observed Stueckelberg interference fringes for M = 0.3Er and 0 = 1.3Er ,
M = 0.7Er and 0 = 1.4Er , and M = 1.2Er and 0 = 1.3Er for black circles, blue squares, and red triangles; all used δ = 0Er and
αF = 1680kr /s. All the theoretical curves were obtained from Eq. (6) with δ = 0Er , σα = 0.07αF , and the experimental values of 0 . The
black, blue, and red lines used C = 0.14,0.31,0.52Er and fnp = 0.4,0.45,0.5, respectively. (b) Measured fringe contrast M vs modulation
amplitude M . The theory curve was generated assuming a linear relation of C = M /2.25, 0 = 1.4Er , fnp = 0.4, and σa = 0.07αF . Error
bars indicate numerical fitting uncertainty of the fringes. (c) Theoretical calculation of C vs M with δ = 0Er and 0 = 1.33Er . A linear fit
gives C = M /2.27. This calculated ratio between C and M is found to change by less than 10% in the range 0 experimentally accessed.

an atom with transport induced by a specific acceleration α is
(α) =

qB

[E+ (q) − E− (q)]dq/(h̄α).

(4)

qA

The output spin polarization, S, for an atom moving through
this interferometer with acceleration α is calculated as (see the
Appendix)
S(α) = 4[PLZ (α) − PLZ (α)2 ] cos[ (α)] − [1 − 2PLZ (α)]2 .

(5)

We verified the operation of our modulation induced
Stueckelberg interformeter in S in three separate experiments.
[The interference fringes in S are due to the cos [ (α)] term
in Eq. (5).] In the first two experiments, we saw Stueckelberg
interference fringes while tuning
by separately changing
fmod and αF . Then, in the final experiment, we observed the
contrast of the spin polarization for different values of M . The
results from these three experiments are respectively shown in
Figs. 3, 4, and 5.
First, at various values of fmod , we measured Stueckelberg
interference fringes using eigenlevel structures similar to those
shown in Fig. 3(a). When the driving frequency fmod is varied,
so are the energy difference E+ (q) − E− (q) and the “lengths”
of the interferometer arms in q space. Consequently, according
to Eq. (4), the phase difference is changed, which alters the
spin polarization S according to Eq. (5). Figure 3(b) shows
the measured spin polarization of the BEC after it has passed
through both avoided crossings with labels for the calculated
phase differences of = 2π , 4π , and 6π. This experiment
was run at both 0 = 1.4 and 1.7Er , and the diagram Fig. 3(a)
shows that the smaller 0 had a greater energy separation
between its two modulation-dressed eigenlevels. This was
reflected in the interference fringes in Fig. 3(b): to reach the
same , 0 = 1.4Er required a smaller fmod (i.e., a smaller
qA − qB ) as compared to 0 = 1.7Er .

The second method we used to tune was instead at a fixed
fmod , but different times during which the BEC traveled along
E+ (q) and E− (q). This transport time was varied by changing
the initial average acceleration of the BEC. The resulting
Stueckelberg interference fringes as a function of αF is shown
in Fig. 4. An optical dipole trapping force was applied to reduce
αF relative to that caused by gravity, and thus increase the time
that the BEC took to traverse the two energy paths (a similar
technique was used in Ref. [26]). Accelerations that caused
calculated phase accumulations = 4π and 6π are labeled.
The reduced contrast at smaller αF is due to the increased
time for interactions to broaden the velocity distribution of
the BEC, and thus dephase the BEC as it traverses E+ (q) and
E− (q). However, the fringes are still apparent and the model
agrees well with the experimental results.
A fraction of the atoms did not participate in the Stueckelberg interference in our experiments, likely due to nonadiabatic
initial state preparation in the modulation-dressed band. This
fraction is treated as a fitting parameter fnp . In addition, the
BEC may experience a nonuniform acceleration distribution
about αF due to atom-atom interactions. The nonuniform
acceleration is assumed to follow a Gaussian distribution,
n(α) = √2π1 σ exp [−(α − αF )2 /(2σα2 )]. The values used in
α
this paper for σα are consistent with numerically calculated
solutions of the Gross-Pitaevski equation using a variational
method with Gaussian ansatz and parameters similar to these
experiments [36]. Accounting for n(α) and the nonparticipating fraction, the total spin polarization is calculated:
Stot = (1 − fnp )

n(α)S(α)dα.

(6)

Including both these effects, we obtain excellent agreement
with the experiment. This agreement with a time-averaged
modulation-dressed state picture for the eigenlevels is notable
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as the period of the modulation is approximately only an order
of magnitude shorter than the duration of the experiment [37].
The third verification of our interferometer came from
tuning the contrast of the Stuekelberg interference by tuning
C , the gap size at the pair of avoided crossings. C partially
determines PLZ and was tuned by varying M . Thus changing
M tunes the fraction of the BEC that splits into each leg
of the interferometer with maximum contrast expected for
PLZ = 0.5. Figure 5(a) shows Stueckelberg interference for
a few representative values of M . Figure 5(b) shows the
spin contrast, defined as M = (Smax − Smin )/2, for various
values of M . The results show how M can be used to
control the Landau-Zener transitions and thus the interference
fringe amplitude. The relationship between C and M ,
calculated from the Floquet Hamiltonian, exhibits a nearly
linear dependence on M . In fact, one finds that C ≈
M /2.27 as shown in Fig. 5(c). Experimentally we find
C = M /2.3 as the best estimate from our data, close to
the theoretical calculation.
V. CONCLUSIONS

In summary, we explored the modulation-dressed bands
of the SOC BEC created by modulating the Raman coupling
strength. We observed the more complicated spin-momentum
locking of the modulation-dressed band and engineered an
atomic interferometer with the pair of avoided crossings
between the modulation-dressed eigenlevels. Our measurements of Stueckelberg interference fringes agree with the
theoretical analysis and thus confirm the treatment of the
periodically modulated coupling. Interestingly, since the SOC
is itself the result of dressing the single-particle dispersion
with a Raman coupling, this can be considered as “dressing”
the dressed states. This is another way to engineer novel
light-induced synthetic gauge fields (for other examples, see
Refs. [27,38]). These initial experiments show the promise
of this additional dressing, which offers new opportunities
to study novel SOC band structures [4,39]. For example, by
choosing appropriate values of M , 0 , and δ, we can realize
E− (q) with three degenerate minima, in contrast to the two
minima of EL (q). Such a novel SOC band and dispersion may
uncover new physics of spinor and SOC BECs and deserves
further exploration.
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APPENDIX: INTERFEROMETRY THEORY

We use the matrix method to solve for the BEC eigenlevel
population resulting from the BEC splitting, phase accumulation, and recombination. |ψ±  indicates the wave function
in the E± eigenlevels, respectively, so the state of the BEC
is expressed as |ψ = c+ |ψ+  + c− |ψ− . In operator notation,
the state of the BEC is expressed as
|ψ =

c+
,
c−

(A1)

and the beam splitters take the form
 √

√
− 1 − PLZ
PLZ
√
√
,
B̂A =
PLZ
1 − PLZ
√

√
1 − PLZ
PLZ
√
√
B̂B =
,
PLZ
− 1 − PLZ

(A2)
(A3)

in which PLZ is the probability to make a diabatic transition
in the modulation-dressed eigenlevels across the avoided
crossing, and the negative signs on the diagonals account for
phase shifts on the wave functions at each beam splitter [40].
The phase difference accumulated by the components of the
BEC can be accounted for by a phase operator defined by
ˆ (φ) =

eiφ/2
0

0
e

−iφ/2

,

(A4)

where φ is the phase difference accumulated. Readout of the
final-state composition is done by Stern-Gerlach separation
of the bare-|mF  states when the BEC has crossed both
A and B at a point when the E± eigenlevels match the
bare states to better than 97%, so that the spin polarization = (NmF =0 − NmF =−1 )/(NmF =0 + NmF =−1 ) ≈ (N|+ −
N|− )/(N|+ + N|− ). Thus the readout of the spin polarization
is given by
Ŝ =

ACKNOWLEDGMENTS

1
0

0
.
−1

(A5)

The research was supported in part by DURIP-ARO Grant
No. W911NF-08-1-0265, the Miller Family Endowment,
and a Purdue University OVPR Research Incentive Grant.
A.J.O. also acknowledges support of the US National Science

The final state after the beam splitter A, phase operator,
and beam splitter B is thus |ψf  = B̂B ˆ B̂A |ψi . The spin
polarization reads ψf |Ŝ|ψf , and when solved with |ψi  = (01)
results in Eq. (5) of the main text.
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D. APPENDIX: IMPORTANT CODES
The following codes were used at various points in my research. Many other codes
written or edited by the author (often appended with “´ db”) can be found on the
following laboratory computers: the main experiment computer, the main imaging
computer, and the Dell computer with tag 4SRJHH1 on the back.

D.1

Matlab code for ﬁtting high-power Raman-Rabi oscillations

Sample call within “RabiRamanFitGrid3x3:”

if (showPlots && isRamanRabi && extractcoupling)
delta_exp=-4.6628;
Omega=14.6;
[estimates, ~, ~] = fitcurve_constrained_raman_db(param,amp/
max(max(amp)),@RabiThree_db,Omega,0,20,delta_exp);
%y=RabiThree_db(estimates,delta_exp,param);
xmat=linspace(min(param),max(param),5*numel(param));
y=RabiThree_db(estimates,delta_exp,xmat);
y=abs(y);
figure(3);
%subplot(2,1,2);
plot(xmat,y(:,1)’.^2,’r’);
plot(xmat,y(:,2)’.^2,’b’);
plot(xmat,y(:,3)’.^2,’g’);
%plot(t,y(:,1)’.^2,t,y(:,2)’.^2,t,y(:,3)’.^2);
xlim([0,max(param)])
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ylim([0,1]);
legend (’-1’,’0’,’+1’);
title([’Omega=’,num2str(estimates)],’fontsize’,20);
set(gca,’fontsize’,20);
xlim([min(param),max(param)])
saveas(3, [fname,’RamanRabi.png’])
end
Function ‘‘fitcurve_constrained_raman_db:"

function [estimates, yfit, fiterr] = fitcurve_constrained_raman_db(
xdata, ydata, fitfun, start_point,lowerb,upperb,delta_exp)

%Need an @ before fitfun

% Fits a user-defined function to a set of x,y data.
% Usage example:
% [estimates, yfit, fiterr] = fitcurve(x,y,@expfun,[40 3])
% D. Blasing

May 2013

model = @err2;
mcon = @con2;
options = optimset(’MaxFunEvals’,10000,’MaxIter’,10000,’TolCon’,1e-12,
...’TolX’,1e-12,’Algorithm’,’sqp’,’Display’, ’off’);
estimates = fmincon(model,start_point,[], [], [], [],lowerb,upperb,
mcon,options);
[fiterr,yfit] = model(estimates);

%Can plot data by removing %’s below
% hold off
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% plot(xdata,ydata,’b’)
% hold on
% plot(xdata,yfit,’r’)
% hold off

function [sse, yf] = err2(params)
yf=fitfun(params,delta_exp,xdata);
yf=abs(yf);
yfn1 = yf(:,1).^2;
yf0 = yf(:,2).^2;
yfp1 = yf(:,3).^2;
sse = sum((yfn1-ydata(:,1)).^ 2)+sum((yf0-ydata(:,5)).^ 2)+
sum((yfp1-ydata(:,9)).^ 2);
end

function [c,ceq] = con2(~)
c=[];
ceq=[];
end

end
Function ‘‘RabiThree_db:"

function y=RabiThree_db(Omega,detuning,tspan)
%Omega=3;
Er=3676.8*2*pi();
detuning=detuning*Er;
y0=[0 1 0];
%tspan = [0 max_time];
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[t,y]=ode45(@f1,tspan, y0);
%y=abs(y);
%figure(3);
%subplot(2,1,2);
%plot(t,y(:,1)’.^2,’r’);
%plot(t,y(:,2)’.^2,’b’);
%plot(t,y(:,3)’.^2,’g’);
%plot(t,y(:,1)’.^2,t,y(:,2)’.^2,t,y(:,3)’.^2);
%xlim([0,2*pi()*4/(Omega*Er)]);
%ylim([0,1]);
%legend (’-1’,’0’,’+1’);
%title([’Omega=’,num2str(Omega)],’fontsize’,20);
%set(gca,’fontsize’,20);
function yd=f1(t,y)
V=1i*Omega/2*Er;
yp(1)=1i*(4*Er-detuning)*y(1)+V*y(2);
yp(2)=V*y(1)-1i*.6628*Er*y(2)+V*y(3);
yp(3)=V*y(2)+1i*(4*Er+detuning)*y(3);
yd = [yp(1);yp(2);yp(3)];
end
end

D.2

Mathematica code for calculating the spin-momentum coeﬃcients

evdb[kx_] =
Eigenvalues[{{hbar^2/(
2 m) (kx + 2 kr)^2 - \[Delta]3sexp, \[CapitalOmega]exp/2,
0}, {\[CapitalOmega]exp/2,
hbar^2/(2 m) (kx)^2 - \[Epsilon], \[CapitalOmega]exp/

154
2}, {0, \[CapitalOmega]exp/2,
hbar^2/(2 m) (kx - 2 kr)^2 + \[Delta]3sexp}} // N];
groundband[kx_] = Part[evdb[kx], {1}];
midband[kx_] = Part[evdb[kx], {2}];
upperband[kx_] = Part[evdb[kx], {3}];
minquasloc =
kx /. Last[
FindMinimum[groundband[kx], {kx}, WorkingPrecision -> 20]];
(*Print[evcdb[minquasloc]]*)
becexploc = minquasloc;
evcdb[kx_] =
Eigenvectors[{{hbar^2/(
2 m) (kx + 2 kr)^2 - \[Delta]3sexp, \[CapitalOmega]exp/2,
0}, {\[CapitalOmega]exp/2,
hbar^2/(2 m) (kx)^2 - \[Epsilon], \[CapitalOmega]exp/
2}, {0, \[CapitalOmega]exp/2,
hbar^2/(2 m) (kx - 2 kr)^2 + \[Delta]3sexp}} // N];
evcdbAtmin =
Eigenvectors[{{hbar^2/(
2 m) (minquasloc +
2 kr)^2 - \[Delta]3sexp, \[CapitalOmega]exp/2,
0}, {\[CapitalOmega]exp/2,
hbar^2/(2 m) (minquasloc)^2 - \[Epsilon], \[CapitalOmega]exp/
2}, {0, \[CapitalOmega]exp/2,
hbar^2/(2 m) (minquasloc - 2 kr)^2 + \[Delta]3sexp}} // N];
groundvec[kx_] = Part[evcdb[kx], {1}]/Norm[Part[evcdb[kx], {1}]];
groundvecAtmin = Part[evcdbAtmin, {1}]/Norm[Part[evcdbAtmin, {1}]]
(*Print[groundvec[0]]*)
cn1[kx_] = Part[groundvec[kx], 1, 1];
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c0[kx_] = Part[groundvec[kx], 1, 2];
cp1[kx_] = Part[groundvec[kx], 1, 3];

cn1Atmin = Part[groundvecAtmin, 1, 1];
c0Atmin = Part[groundvecAtmin, 1, 2];
cp1Atmin = Part[groundvecAtmin, 1, 3];

cn1exp = cn1[becexploc];
c0exp = c0[becexploc];
cp1exp = cp1[becexploc];
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[39] K.-K. Ni, S. Ospelkaus, D. Wang, G. Quéméner, B. Neyenhuis, M. H. G. de Miranda, J. L. Bohn, J. Ye, and D. S. Jin, “Dipolar collisions of polar molecules
in the quantum regime,” Nature, vol. 464, no. 7293, pp. 1324–1328, 2010.
[40] C. Trefzger, C. Menotti, and M. Lewenstein, “Pair-supersolid phase in a bilayer system of dipolar lattice bosons,” Physical Review Letters, vol. 103, no. 3,
p. 035304, 2009.
[41] A. V. Gorshkov, S. R. Manmana, G. Chen, J. Ye, E. Demler, M. D. Lukin, and
A. M. Rey, “Tunable Superﬂuidity and Quantum Magnetism with Ultracold
Polar Molecules,” Physical Review Letters, vol. 107, p. 115301, 2011.

159
[42] C. Zhang, A. Safavi-Naini, A. M. Rey, and B. Capogrosso-Sansone, “Equilibrium phases of tilted dipolar lattice bosons,” New Journal of Physics, vol. 17,
no. 12, p. 123014, 2015.
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[83] A. Altaf, S. Dutta, J. Lorenz, J. Pérez-Rı́os, Y. P. Chen, and D. S. Elliott,
“Formation of ultracold 7 Li85 Rb molecules in the lowest triplet electronic state
by photoassociation and their detection by ionization spectroscopy,” Journal of
Chemical Physics, vol. 142, no. 11, 2015.
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