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Captulo 1
Introduccion
Las tecnicas de analisis estatico de programas se han demostrado utiles en
todo tipo de lenguajes para determinar de forma estatica aproximaciones a
las propiedades dinamicas de los programas. Sus aplicaciones incluyen la
optimizacion y transformacion de los programas, as como la demostracion
o vericacion de propiedades de los mismos. El desarrollo y aplicacion de
las tecnicas de analisis a los lenguajes funcionales ha sido muy amplio en las
ultimas dos decadas. Esta tesis se enmarca en el area de analisis estaticos de
programas aplicados a los lenguajes funcionales paralelos. La programacion
funcional paralela es un area de investigacion intensa en la actualidad que
proporciona nuevos problemas en el campo de los analisis de programas, pero
es aun un area poco trabajada donde queda mucho por hacer. En esta te-
sis se denen tres analisis originales aplicados al lenguaje funcional paralelo
Eden (ver Captulo 3): analisis de conexion directa, analisis de no determi-
nismo, y analisis de terminacion y productividad. El primero tiene como
objetivo optimizar los programas Eden reduciendo sobrecargas debidas a la
creacion de procesos y a la comunicacion entre ellos. El segundo pretende
determinar aquellas partes de los programas Eden donde es posible mante-
ner el razonamiento ecuacional caracterstico de los lenguajes funcionales.
El tercero es un sistema de demostracion de propiedades de terminacion y
productividad de los programas Eden que garantiza la ausencia de bloqueos
en ellos. Para denir estos analisis se han utilizado algunas de las tecnicas
usadas en el analisis de los lenguajes funcionales: la interpretacion abstracta
y los sistemas de tipos anotados. En este captulo introductorio se describe
con mas detalle el marco que rodea a esta tesis situando en el al lenguaje
Eden sobre el que se aplican los analisis denidos. Despues se presentan
los objetivos de la tesis y sus aportaciones. Finalmente se proporciona la
estructura detallada de los captulos.
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La programacion funcional
La programacion funcional es un paradigma con un desarrollo espectacular
durante la decada de los 80, dando lugar a una familia de lenguajes con
caractersticas muy diferentes a las de los primeros lenguajes funcionales
basados en Lisp. Posee una serie de ventajas [Hug90] de las que otro tipo
de paradigmas carece. Por ejemplo, la ausencia de efectos laterales permite
razonar con mayor facilidad sobre los programas escritos en ellos. Ademas,
los lenguajes funcionales actuales poseen disciplina de tipos, polimorsmo,
tipos de datos recursivos que permiten denir estructuras de datos sostica-
das, ajuste de patrones para denir funciones sobre dichas estructuras, listas
intensionales y otras caractersticas, como el orden superior, que proporcio-
nan mayor modularidad y un nivel de abstraccion elevado de programacion.
Las dos caractersticas fundamentales que los distinguen de otro tipo de len-
guajes son el orden superior y el polimorsmo, los cuales colaboran en una
mayor reutilizacion del software.
La presencia de pereza en la mayora de los lenguajes funcionales actuales
permite ademas la utilizacion de estructuras de datos innitas sin provocar
necesariamente la no terminacion de los programas, como sucede en los
lenguajes funcionales estrictos.
Con el n de difundir el uso de la programacion funcional se llevo a
cabo un esfuerzo de estandarizacion cuyo resultado fue el lenguaje Haskell
[HW88]. Se trata de un lenguaje funcional puro, es decir, sin efectos la-
terales, que incorpora un sistema sosticado de tipos, un sistema de modulos
con compilacion separada y un mecanismo de entrada/salida que respeta la
pureza del lenguaje. Ademas dispone de interfaces con otros lenguajes (co-
mo C) o libreras. En la pagina ocial de Haskell http://haskell.org
se puede encontrar toda la informacion sobre este lenguaje: denicion, li-
breras, herramientas, interpretes, compiladores, etc. Hasta el momento se
dispone de un interprete, Hugs, y de varios compiladores de Haskell: el com-
pilador GHC (Glasgow Haskell Compiler) [PHH
+
93] es el mejor hasta la
fecha. Otros son el NHC (Nearly Haskell Compiler) desarrollado en York y
el HBC (Chalmers' Haskell-B) desarrollado en Chalmers.
La ventaja principal de utilizar un lenguaje funcional es la rapidez de
desarrollo de los programas. Sin embargo, el alejamiento entre los conceptos
de la programacion funcional de orden superior y la arquitectura concreta,
esencialmente imperativa, de las maquinas reales sobre las que se ejecutan
los programas, provoca que la implementacion de dichos lenguajes sea ine-
ciente. Por ello, se ha invertido un gran esfuerzo en la inclusion de analisis
en el compilador para mejorar la eciencia del codigo.
A pesar de dichas pegas, la programacion funcional ha sido objeto de
interes de algunas industrias, como Ericsson, que ha utilizado el lenguaje
funcional Erlang [JLAV93] en sus sistemas telefonicos. Tambien es un area
en la que se desarrolla una intensa investigacion en todo el mundo. En la
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pagina http://www.cs.ukc.ac.uk/people/staff/cr3/FP/ se pueden en-
contrar punteros a grupos de investigacion (unos 44 distribuidos por todo el
mundo), lenguajes (Haskell, Clean, Lisp, Scheme, ML), congresos (entre 20 y
30 en los ultimos 8 a~nos), publicaciones, proyectos y todo tipo de herramien-
tas relacionadas con la programacion funcional (compiladores e interpretes,
interfaces con otros lenguajes, herramientas gracas, perladores y bancos
de pruebas, trazadores y depuradores).
La programacion funcional paralela
Con el objetivo de paliar la ineciencia de los lenguajes declarativos, logicos
y funcionales, desde mediados de los a~nos 80 se ha intentado integrar el para-
lelismo en estos lenguajes. El objetivo principal de la programacion paralela
es la utilizacion eciente de maquinas con varios procesadores para acelerar
los algoritmos en un factor idealmente igual al numero de procesadores em-
pleados. Los lenguajes declarativos en general y los lenguajes funcionales
en particular son especialmente aptos para la incorporacion de paralelismo
implcito, es decir, paralelismo transparente al programador. Debido a la
ausencia de efectos laterales, el orden de evaluacion de las subexpresiones de
las expresiones funcionales y de las clausulas logicas es exible, por lo que
en muchas ocasiones se pueden evaluar en paralelo sin afectar al resultado
nal. Por ejemplo, en el caso de los lenguajes funcionales el argumento de
una funcion puede evaluarse en paralelo con la llamada a la funcion y con
la evaluacion de otros argumentos.
Los lenguajes logicos fueron pioneros en esta integracion con el desarrollo
de lenguajes como Concurrent Prolog [Sha83] y PARLOG [CG83]. En estos
lenguajes se pueden distinguir dos tipos de paralelismo: el paralelismo-Y y
el paralelismo-O. El primero consiste en la ejecucion simultanea de varios
subobjetivos de una clausula. El segundo esta relacionado con el no deter-
minismo inherente a los lenguajes logicos: si un objetivo unica con varias
clausulas se prueban todas ellas en paralelo. Mientras que el paralelismo-Y
investiga las subpartes de una solucion particular en paralelo, el paralelismo-
O investiga muchas posibles soluciones en paralelo.
La incorporacion del paralelismo en los lenguajes funcionales fue mas
tarda. Las primeras ideas se deben a Hudak [Hud86a], y FACILE [GMP89]
es uno de los primeros lenguajes funcionales que incorporan paralelismo. Un
programa funcional admite muchas secuencias posibles de ejecucion, todas
ellas conducentes al mismo resultado.
Ahora bien, tanto en los lenguajes logicos como en los funcionales es ne-
cesario respetar las dependencias establecidas por los datos, lo que requiere
la sincronizacion adecuada.
Sin embargo, los intentos de explotacion del paralelismo implcito no pro-
porcionan benecios signicativos cuando se dejan completamente en manos
del compilador. La creacion de procesos y la comunicacion entre ellos supo-
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nen sobrecargas en tiempo que deben ser compensadas por el ahorro obteni-
do por la paralelizacion de la evaluacion de las subexpresiones. Esto supone
que solo vale la pena ejecutar en paralelo tareas de tama~no razonable. El
problema de establecer el \tama~no razonable" recibe el nombre de problema
de granularidad [Loi98]. Lamentablemente, el compilador carece de criterios
para decidirlo. El problema se agudiza en los lenguajes funcionales perezo-
sos. En presencia de la pereza se retarda la evaluacion de un argumento
de una funcion hasta que se necesita. Por tanto, la creacion de procesos
para evaluar argumentos en paralelo con la funcion supone un riesgo de
creacion de procesos especulativos cuya evaluacion no era necesaria, con el
consiguiente desperdicio de recursos. En consecuencia, es necesario obtener
una garanta de que para la obtencion del resultado nal la evaluacion es
efectivamente requerida .
Estas dicultades han conducido a los investigadores a involucrar al pro-
gramador en la decision de cuando han de crearse las tareas paralelas. El
grado de implicacion del programador puede ser muy variable, desde el uso
de simples anotaciones de paralelismo hasta el uso de nuevas construccio-
nes de paralelismo explcitas. Esto ha dado lugar a un amplio espectro de
lenguajes funcionales paralelos.
Una forma de indicar cuando es rentable la creacion de tareas en paralelo
son las anotaciones de paralelismo. En esta lnea se enmarcan los lenguajes
Caliban [Kel89], Concurrent Clean [PvE93] y GpH (Glasgow parallel Has-
kell) [THM
+
96]. Los tres son lenguajes funcionales puros. El primero de
ellos solo permite crear redes estaticas de procesos, es decir, redes cuyo ta-
ma~no y conguracion se establecen en tiempo de compilacion. En el segundo,
no existe una nocion explcita de proceso y la comunicacion/sincronizacion
entre las distintas hebras concurrentes es implcita y transparente al progra-
mador. El tercero ha cosechado buenos resultados en los ultimos a~nos. Esta
basado en el compilador GHC. GpH extiende Haskell mediante un opera-
dor primitivo par con el que el programador anota las expresiones que el
piensa que pueden ser evaluadas en paralelo. Sin embargo, es en tiempo de
ejecucion cuando se decide que expresiones, de entre aquellas que han sido
anotadas, se realizan en paralelo y por tanto la topologa que se crea. Se
mantiene la semantica perezosa de Haskell pero es posible denir estrategias
que permiten controlar el grado de evaluacion de las expresiones de forma
que el programador puede introducir impaciencia all donde considere nece-
sario para incrementar el paralelismo de los programas. GpH ha destacado
por haber sido utilizado para paralelizar programas de gran tama~no, co-
mo Naira [Jun98] (un compilador de 5.000 lneas de codigo fuente) y Lolita
[LMT
+
97] (una herramienta de procesamiento de lenguaje natural de 47.000
lneas de codigo). Asmismo, se ha desarrollado GranSim [HLP95, Loi96],
un simulador de GpH que genera gracas que permiten visualizar de forma
sencilla el comportamiento paralelo de los programas escritos en GpH.
Un paso mas alla consiste en introducir nuevas construcciones en los
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lenguajes para expresar la creacion y comunicacion entre los procesos. Es-
te tipo de paralelismo recibe el nombre de paralelismo explcito. En esta
lnea se encuentran los lenguajes Concurrent ML [Rep91], Erlang [JLAV93]
y Concurrent Haskell [PGF96]. Puesto que las construcciones concurrentes
provocan efectos laterales, en este tipo de lenguajes las ventajas de la pro-
gramacion funcional son solamente aplicables a la parte no concurrente de
los programas.
Otro problema de los lenguajes funcionales paralelos es la distribucion
del grafo que representa la expresion en evaluacion. No resulta evidente
como dividir el grafo en partes con pocas interconexiones. En GpH el grafo
se va distribuyendo entre los procesadores a medida que se crean nuevos
procesos pero nunca se duplican nodos, es decir, el grafo sigue existiendo
como una unica entidad aunque sus nodos esten distribuidos. Esto implica
la existencia de punteros de unos procesadores a otros y la multiplicacion de
las comunicaciones, cuando se desea acceder repetidamente a una estructura
remota.
Para una descripcion exhaustiva de los distintos enfoques seguidos en
programacion funcional paralela en los ultimos a~nos y de las lneas de inves-
tigacion actuales se puede consultar [HM99].
El lenguaje Eden
A partir de 1996 investigadores de la Universidad Complutense y de la
Universidad de Marburg (Alemania) han venido desarrollando el lengua-
je funcional paralelo Eden [BLOMP96]. Eden extiende el lenguaje funcional
Haskell con expresiones que permiten denir al programador sistemas de
procesos. Esta implementado reutilizando el codigo fuente de GHC. A con-
tinuacion se describen las caractersticas de Eden que permiten enmarcarlo
dentro de la categora de lenguajes funcionales paralelos.
A diferencia de otros lenguajes, puede expresar a la vez programas para-
lelos y reactivos por medio de un numero muy reducido de construcciones
nuevas con las que el programador indica que expresiones han de ejecutarse
en paralelo. Como consecuencia programar en Eden es bastante parecido a
programar en Haskell.
La creacion de procesos es explcita. El programador dene esquemas
genericos de proceso llamados abstracciones de procesos y decide cuando han
de crearse ejemplares a partir de los mismos. Estas abstracciones son seme-
jantes a funciones y, como ellas, son objetos de primera clase. La diferencia
es que cuando una abstraccion de proceso se aplica a unos datos, se da lugar
a un nuevo proceso que se ejecuta en paralelo con el resto del programa.
A diferencia de GpH, los lanzamientos de procesos son obligatorios para el
sistema en tiempo de ejecucion.
La comunicacion es implcita y asncrona. No existen por tanto, como
en otros lenguajes funcionales concurrentes, primitivas para enviar mensa-
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jes ni sincronizacion explcita . Para establecer la comunicacion basta con
conectar la salida de un proceso a la entrada de otro .
Al crear un nuevo proceso se copia en la memoria local del procesador la
parte del grafo que necesita para su ejecucion. Esta comunicacion se realiza
de una sola vez y antes de comenzar la ejecucion del proceso. Una vez en
ejecucion, los procesos solamente recibiran por sus canales de entrada valores
completamente evaluados . Esta estrategia puede dar lugar a la duplicacion
de nodos aun no evaluados y por tanto a la duplicacion de trabajo en varios
procesadores. Sin embargo, reduce mucho las comunicaciones.
Eden se puede ejecutar en multicomputadores pero tambien en multi-
procesadores con memoria compartida.
Eden es no determinista, al contrario que por ejemplo GpH. El no
determinismo se introduce por medio del proceso reactivo merge que recibe
una lista de listas y copia en la lista de salida los valores de las listas de
entrada, a medida que estan disponibles. Por tanto, el no determinismo
es consecuencia de su reactividad y reeja las velocidades relativas de los
procesos productores de las listas de entrada.
En Eden se pueden denir topologas dinamicas en las que el numero
de procesos no esta determinado a priori, al contrario que en Caliban. El
hecho de que las abstracciones de procesos sean valores de primera clase
permite ademas denir las topologas de forma generica como funciones de
orden superior. Estas funciones reciben el nombre de esqueletos.
Eden hereda de Haskell su semantica perezosa, lo cual tiene ventajas a la
hora de crear topologas circulares de procesos, ya que estos pueden trabajar
en paralelo sobre listas parcialmente producidas. Sin embargo, la semantica
perezosa tiene un inconveniente: no exige evaluar completamente las ex-
presiones (hasta forma normal) sino solamente hasta una forma intermedia
llamada forma normal debil. Esto hace que la granularidad de los procesos
paralelos sea muy baja, ya que a estos no se les permite evaluar mas alla de
la forma normal debil. Por ello, en Eden se altera la semantica perezosa en
dos puntos crticos: el lanzamiento de procesos y la produccion de la salida
de un proceso. En ambos casos las expresiones se evaluan aunque no haya
demanda de sus valores. De esta forma se incrementa la granularidad de los
procesos y el grado de paralelismo de los programas.
Analisis estatico de programas funcionales
Las tecnicas de analisis estatico de programas se han demostrado utiles en
una gran variedad de lenguajes y para resolver diversos problemas. En
concreto y al hilo del tipo de lenguajes que estamos describiendo, pueden
utilizarse para mejorar la eciencia del codigo generado por los compiladores
de los lenguajes funcionales; para resolver algunos de los problemas de los
lenguajes funcionales paralelos que se han mencionado, como el problema
de la granularidad y del lanzamiento de procesos inutiles; y tambien, para
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demostrar propiedades de los programas reactivos, como la terminacion y la
productividad.
Una forma de mejorar la eciencia de los lenguajes funcionales es la trans-
formacion de programas con el objetivo de reducir su tiempo de ejecucion o
su consumo de espacio de almacenamiento.
Muchas transformaciones requieren el conocimiento previo de cierta in-
formacion sobre los programas a transformar. Esta informacion puede obte-
nerse mediante un analisis estatico de los programas, es decir, un analisis en
tiempo de compilacion. El analisis y transformacion de programas consisten
en el procesamiento automatico del texto de un programa con el objetivo
de obtener, o bien informacion sobre dicho programa (analisis), o bien un
nuevo programa (transformacion) con nuevas caractersticas, generalmente
una mayor eciencia.
Las transformaciones se pueden llevar a cabo a nivel de codigo fuente o
bien a nivel de generacion de codigo objeto.
En el primer caso [San95], determinadas construcciones sintacticas se
convierten en otras dentro del mismo lenguaje fuente bajo ciertas condicio-
nes que dependen de la informacion producida por un analisis estatico del
programa. En el segundo caso el analisis de programas pretende identicar
situaciones de usos restringidos de determinadas construcciones que permi-
tan una implementacion menos general, pero mas eciente, de las mismas.
El Captulo 2 realiza un amplio resumen de los logros alcanzados en este
area.
En este ambito los analisis de programas ofrecen tecnicas para prede-
cir de forma segura y computable aproximaciones del conjunto de valores o
de los comportamientos de un programa que permitan llevar a cabo estas
transformaciones. En las ultimas dos decadas se han desarrollado numero-
sos analisis sobre lenguajes funcionales utilizando diversas tecnicas. Dichas
tecnicas pueden dividirse en tres grandes grupos: analisis basados en el
ujo, analisis basados en la semantica (interpretacion abstracta) y analisis
basados en tipos. Se trata de tecnicas generales que se han adaptado a
las caractersticas particulares de los lenguajes funcionales. La mas amplia-
mente utilizada durante la decada de los 80 fue la interpretacion abstracta,
mientras que en la actualidad los analisis basados en tipos se encuentran en
pleno auge.
Sin embargo, la aplicacion de estas tecnicas al analisis de lenguajes fun-
cionales paralelos es aun escaso, aunque puede ofrecer muchas oportunidades
tanto para mejorar el comportamiento paralelo de los programas como para
estudiar propiedades de los mismos.
El problema por excelencia es el problema de la granularidad mencio-
nado anteriormente. Un analisis de la granularidad que estime de forma
automatica el tama~no y coste de las expresiones [Loi98] puede servir como
base de decision para paralelizar los programas.
Otro problema es el riesgo de creacion de procesos inutiles cuando el
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lenguaje es perezoso. Antes de crear un proceso es necesaria una garanta
de que el valor de la expresion que va a evaluar dicho proceso sera efec-
tivamente demandado. Dicha garanta puede ser proporcionada por un
analisis, llamado analisis de estrictez, que ya ha sido estudiado exhausti-
vamente [Myc81, BHA86].
En relacion con los lenguajes funcionales empotrados en sistemas reac-
tivos, se han estudiado analisis para determinar propiedades como la termi-
nacion, la productividad [HPS96] y el uso acotado de memoria [HP99].
Objetivos y contribuciones de la tesis
Esta tesis pretende no solamente resolver los problemas concretos que surgen
en la programacion paralela con el lenguaje Eden, sino tambien ser una
aportacion al campo de los analisis de programas funcionales paralelos y
un ejemplo de la aplicacion de las tecnicas existentes a los mismos. Los
objetivos fundamentales perseguidos con la realizacion de esta tesis son los
siguientes:
 Desarrollar analisis que permitan un aumento de la aceleracion de
los programas funcionales paralelos, ya sea mejorando la distribucion
o el reparto de carga entre los procesadores o disminuyendo las sobre-
cargas debidas a la creacion de hebras, envo de mensajes, duplicacion
de la evaluacion, etc.
 Estudiar como intereren las construcciones que expresan el parale-
lismo con las transformaciones ya existentes en los lenguajes funciona-
les.
 Desarrollar analisis para estudiar propiedades de los programas fun-
cionales paralelos, como la ausencia de bloqueos.
Para cumplir estos objetivos se abordan tres analisis originales de programas,
utiles en el ambito de los lenguajes funcionales paralelos, y en concreto del
lenguaje funcional paralelo Eden.
Analisis de conexion directa. Cuando un proceso Eden crea otros pro-
cesos hijo, se comunica con ellos mediante canales. Sin embargo, en muchos
casos el padre no interviene posteriormente en las comunicaciones de sus
hijos con otros procesos, mas que como un mero intermediario que copia
los valores que recibe en una entrada a una salida. Esta situacion puede
repetirse en varios procesos, estableciendose cadenas de intermediarios. En
estos casos es mas eciente conectar directamente a los productores y con-
sumidores de los valores, evitando as la creacion de hebras inutiles en el
proceso intermediario y el envo de mensajes inutiles de los productores a
los intermediarios y de los intermediarios a los consumidores. Llamamos a
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esta optimizacion conexion directa (bypassing). La solucion proporcionada
en esta tesis a este problema consiste en la combinacion de un analisis en
tiempo de compilacion seguida de una modicacion en el protocolo de comu-
nicacion entre procesos. El analisis pretende detectar hebras que solamente
copian un valor de entrada a un canal de salida, lo cual tiene una traduc-
cion simple en terminos sintacticos: encontrar aquellas variables que se usan
exactamente una vez como entrada y exactamente una vez como salida de
un proceso. La modicacion del protocolo de comunicacion implica la re-
duccion del numero de mensajes enviados en tiempo de ejecucion y por lo
tanto la reduccion de la sobrecarga debida al paralelismo.
Analisis de no determinismo. Algunas de las transformaciones au-
tomaticas realizadas por el compilador GHC para Haskell interaccionan de
forma negativa con las construcciones paralelas de Eden. Unas afectan a
la eciencia y otras a la semantica de los programas. En esta tesis se hace
un estudio de dichas transformaciones. En particular, la presencia de no
determinismo invalida algunas de estas transformaciones y adicionalmente
afecta a la transparencia referencial de los programas. Una opcion posible
para resolver este problema sera desactivar estas transformaciones en todos
los casos; pero puesto que sus benecios han sido ampliamente probados,
en su lugar se opta por denir un analisis para detectar las porciones de
texto que siguen conservando una semantica funcional pura y aquellas que
podran haber perdido tal caracterstica debido al uso directo o indirecto
de procesos no deterministas. De esta forma solamente sera necesario de-
sactivar las transformaciones conictivas en las partes afectadas por el no
determinismo. En esta tesis se proporcionan tres analisis de no determinis-
mo con distintos grados de eciencia y potencia, se comparan entre s y se
presenta la implementacion de uno de ellos.
Analisis de terminacion y productividad. Las extensiones de Eden
permiten la denicion de esqueletos de una forma sencilla como funciones de
orden superior. Sin embargo, el programador puede introducir inadvertida-
mente bucles innitos o bloqueos. Con el objetivo de demostrar la ausencia
de este comportamiento indeseado en los esqueletos Eden, se presenta en esta
tesis una extension del analisis de terminacion y productividad desarrollado
en [HPS96, Par00]. Como ilustracion, se demuestran estas propiedades para
algunos esqueletos Eden.
Estructura de la tesis
A continuacion se presenta un resumen del contenido de cada uno de los
captulos:
Captulo 2 En este captulo se presenta un resumen de las tecnicas utiliza-
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das en el analisis estatico de programas en general, y de su aplicacion a
los lenguajes funcionales, en particular. En primer lugar, se demuestra
la utilidad de los analisis enumerando algunos de los mas conocidos en
lenguajes imperativos y declarativos, y se describen brevemente las tres
tecnicas de analisis basicas: analisis basados en el ujo, interpretacion
abstracta y analisis basados en tipos. A continuacion, y tras un reco-
rrido historico por el desarrollo de los analisis en lenguajes funcionales,
se describen con mas detalle la interpretacion abstracta y los analisis
basados en tipos. Se proporcionan primero los conceptos generales de
estas tecnicas y despues las caractersticas particulares que resultan de
la aplicacion de ambas tecnicas a los lenguajes funcionales, utilizando
algunos ejemplos para ilustrarlas. Cuando se considera necesario se
proporcionan tambien algunos preliminares teoricos especcos, como
las conexiones de Galois, la categora de pares inmersion-clausura, los
dominios potencia y los operadores de ensanchamiento y estrechamien-
to. En [Seg99] se describen con mas detalle algunas de las tecnicas aqu
resumidas.
Captulo 3 En este captulo se describe el lenguaje funcional paralelo Eden.
Se describen primero los fundamentos del lenguaje, su sintaxis y su
semantica, esta ultima de manera informal. A continuacion se des-
criben algunos detalles de implementacion, como el proceso de com-
pilacion del lenguaje y algunas caractersticas del funcionamiento del
sistema en tiempo de ejecucion que seran utiles en captulos posterio-
res, como el protocolo de comunicacion y de creacion de procesos. En
[BLOMP98] se puede encontrar una descripcion detallada del lenguaje
Eden y su semantica, y en [KOMP99] una descripcion del sistema en
tiempo de ejecucion.
Captulo 4 En este captulo se presenta el analisis de conexion directa.
En primer lugar se describe el analisis enmarcandolo en el proceso de
compilacion del lenguaje Eden. Posteriormente se describe como se
modica el protocolo de comunicacion teniendo en cuenta la informa-
cion producida por el analisis. El contenido de este captulo se ha
presentado en [PS98a, KPS00].
Captulo 5 En este captulo se presentan tres analisis de no determinismo.
Primero se motiva la necesidad de un analisis de no determinismo
presentando un resumen de transformaciones que suponen un riesgo
para los programas Eden tanto desde el punto de vista de la eciencia
como de la semantica. En concreto, se describen con mas detalle las
que afectan al no determinismo. A continuacion, se presentan los
tres analisis. Se describe cada uno de ellos mostrando sus ventajas e
inconvenientes y se estudian las relaciones entre ellos. El resultado de
este desarrollo se plasma en la implementacion de uno de los analisis.
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Los resultados de este captulo se han presentado en [PS01d, PS01a,
PS01c, PS00b, PS01b, PPRS00a, PPRS00b, PS00a].
Captulo 6 En este captulo se presenta una extension de un analisis de
terminacion y productividad para que pueda ser aplicado a los pro-
gramas escritos en Eden. Se describen los problemas introducidos por
las caractersticas propias de Eden, y las extensiones necesarias para
resolver dichos problemas. A continuacion se aplica el nuevo analisis
a algunos programas Eden. El contenido de este captulo se ha pre-
sentado en [PS01e].
La tesis concluye con el Captulo 7 donde se resumen las principales con-
tribuciones de esta tesis y se presentan posibles lneas futuras de trabajo.
Adicionalmente se presentan los siguientes apendices:
Apendice A Contiene algunos conceptos basicos de teora de dominios y
teora de categoras que pueden resultar utiles como recordatorio.
Apendice B Se presenta el codigo Haskell del algoritmo que implementa
uno de los analisis de no determinismo presentado en el Captulo 5.
Apendice C Se muestran los resultados de la aplicacion del analisis imple-
mentado en el apendice anterior a algunos programas ejemplo.

Captulo 2
Tecnicas de analisis de
programas
Este captulo proporciona una panoramica de las tecnicas utilizadas en el
analisis estatico de programas en general, y de programas funcionales en par-
ticular. En una primera aproximacion, se describe la utilidad de los analisis
en los distintos tipos de lenguajes enumerando los analisis existentes mas
conocidos y sus aplicaciones, se resumen y comparan las distintas tecnicas
utilizadas y se proporciona una perspectiva historica del desarrollo de los
analisis para lenguajes funcionales. A continuacion, se describen con mas
detalle la interpretacion abstracta y los analisis basados en tipos, ya que no
solamente son las tecnicas mas ampliamente utilizadas en el analisis de pro-
gramas funcionales sino que en particular son las empleadas en la denicion
de los tres analisis tema de esta tesis.
En el trabajo de tercer ciclo [Seg99] se llevo a cabo un recorrido de las
distintas tecnicas de analisis de programas funcionales. Fue escrito con el
objetivo de servir como gua para introducirse en este campo, por lo que all
se describen con mas detalle la mayora de las tecnicas aqu mencionadas.
Sin embargo, el enfoque que se proporciono all a los analisis basados en
tipos diere en cierta medida del adoptado aqu, ya que es en este tipo de
analisis donde se han centrado los esfuerzos investigadores en los ultimos
tiempos, con lo que el estilo se ha modicado.
2.1 Panoramica general
2.1.1 Problemas que resuelven
Los analizadores automaticos de programas se utilizan para determinar
estaticamente aproximaciones de propiedades dinamicas de los programas.
Estas propiedades pueden ser utiles para llevar a cabo transformaciones de
programas (por ejemplo paralelizacion, evaluacion parcial), optimizaciones
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del codigo (por ejemplo recoleccion de basura en tiempo de compilacion, eli-
minacion del occur-check innecesario), depuracion (por ejemplo inferencia de
tipos) e incluso pruebas de correccion (por ejemplo pruebas de terminacion
o de productividad).
Los analisis estaticos de programas se han utilizado en todo tipo de
lenguajes. A continuacion se enumeran algunos de los analisis mas conocidos
y la utilidad de cada uno de ellos, clasicados en base al tipo de lenguajes
sobre los que se denen.
Lenguajes imperativos. Los analisis en lenguajes imperativos estan prin-
cipalmente orientados a estudiar el ujo de datos y de control a lo largo del
programa con el objetivo de optimizar el codigo [UAH74, NNH99]. Se puede
conseguir mejoras calculando constantes en tiempo de compilacion, evitando
recalcular expresiones, eliminando codigo muerto, trasladando codigo fuera
de bucles o sustituyendo operaciones costosas por otras mas baratas. Algu-
nos ejemplos de analisis son los siguientes:
 Analisis de propagacion de constantes: Encuentra aquellas expresiones
de un programa que dan lugar a valores constantes, los cuales pueden
calcularse en tiempo de compilacion.
 Analisis de expresiones disponibles: Detecta para cada punto del pro-
grama que expresiones han sido ya calculadas y no modicadas en
cada uno de los caminos que llevan a dicho punto. Esta informacion
puede utilizarse para evitar recalcular una expresion.
 Analisis de deniciones previas (reaching denitions): Detecta para
cada punto del programa que asignaciones han podido llevarse a cabo
sin ser modicadas al llegar a dicho punto a lo largo de algun camino.
Una de las aplicaciones principales es la construccion de enlaces direc-
tos entre los bloques que producen valores y los que los utilizan. Los
enlaces que a cada uso de una variable le asocian todas las asignacio-
nes previas reciben el nombre de cadenas de uso-denicion. Tambien
se pueden establecer enlaces tales que a cada asignacion se le asocien
todos sus usos. Estos reciben el nombre de cadenas de denicion-uso.
Ambos tipos de cadenas pueden utilizarse para eliminar codigo muer-
to (dead code elimination) o para trasladar codigo de un punto del
programa a otro (code motion).
 Analisis de expresiones \atareadas" (very busy expressions): Se dice
que una expresion esta atareada tras la ejecucion de una instruccion
si dicha expresion va a ser usada en cualquier camino posible antes de
que alguna de las variables que aparecen en ella sea redenida. Dicha
expresion puede evaluarse inmediatamente y guardar su valor para su
uso posterior, con lo que se ahorra codigo generado. Esta optimizacion
recibe el nombre de hoisting.
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 Analisis de variables vivas: Una variable esta viva tras la ejecucion de
una instruccion si hay algun camino en el que se usa la variable sin
redenirla. Esta informacion se utiliza para eliminar codigo muerto: si
una variable no esta viva, se pueden eliminar las asignaciones a dicha
variable.
 Analisis de propagacion de copias: Detecta aquellos conjuntos de va-
riables con un mismo valor. La transformacion de propagacion de
copias sustituye todas las variables con el mismo valor por una de
ellas. Esta transformacion no produce una mejora inmediata, sino
que genera la oportunidad de posteriores eliminaciones de variables
muertas.
 Analisis de variables invariantes: Identica las variables invariantes
de un bucle, es decir, aquellas a las que se les asigna el mismo valor
en cada vuelta del bucle. El codigo correspondiente a estas variables
puede trasladarse fuera del bucle, lo cual disminuye la cantidad de
codigo en el bucle. Esta transformacion se utiliza especialmente para
optimizar algoritmos sobre matrices.
 Analisis de variables de induccion: Identica variables de un bucle que
varan regularmente en cada iteracion. Cuando hay dos o mas varia-
bles de induccion en un bucle puede llevarse a cabo la sustitucion de
operaciones costosas por otras mas baratas, por ejemplo la sustitucion
de operaciones de multiplicacion por otras de suma o sustraccion. Esto
recibe el nombre de reduccion de intensidad. Por ejemplo, supongamos
que en un bucle aparecen las instrucciones j:=j-1; x:=4*j. Cada
vez que el valor de j disminuye en 1, el de x disminuye en 4, por lo
que se podra sustitutir la asignacion x:=4*j por x:=x-4.
Lenguajes logicos. La unicacion de dos terminos con variables es una
operacion fundamental en este tipo de lenguajes, y resulta mas costosa que
la asignacion imperativa o el encaje de patrones en los lenguajes funcionales.
Una de las razones es que la unicacion implica ligaduras en dos direcciones,
es decir, las variables de cada uno de los terminos a unicar pueden ligarse
a partes del otro termino. Por otra parte, hay que tener en cuenta el occur-
check, esto es, la comprobacion de que una variable no quede ligada a un
termino que la contiene, ya que los programas que contienen terminos circu-
lares no tienen interpretacion logica natural. Por lo tanto, algunos analisis
en este tipo de lenguajes estan orientados a acelerar la unicacion, o a evitar
de forma segura el occur-check [Deb86].
A continuacion, se presentan algunos de los analisis mas estudiados:
 Analisis de modo: Para un objetivo concreto, determina aquellas varia-
bles libres que estan ligadas cuando se llama a dicho objetivo (variables
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de entrada) y cuales quedaran ligadas como resultado de la llamada
(variables de salida) [Mel86]. Esta informacion se utiliza para identi-
car aquellos puntos del programa en los que pueden utilizarse formas
especiales mas ecientes de unicacion.
 Analisis de cierre (groundness): Identica aquellas variables que se
ligan a un termino cerrado (sin variables) al alcanzar un determina-
do punto del programa [JS87]. Este analisis es complejo debido a la
existencia de alias y de subestructuras compartidas: ligar una variable
a un termino cerrado puede afectar a las variables de otra parte del
programa que esta siendo analizado.
 Analisis de circularidad : Busca aquellas unicaciones que se pueden
realizar de forma segura sin llevar a cabo el costoso occur-check [Pla84,
Sn86].
 Analisis de dependencias: Inere dependencias entre los terminos li-
gados a las variables del programa. Esta informacion puede utilizarse
para optimizar el mecanismo de backtracking [CD85]. Tambien puede
usarse para predecir en tiempo de compilacion la independencia de
objetivos en tiempo de ejecucion. Esto ultimo permite eliminar costo-
sas comprobaciones en tiempo de ejecucion en aquellos sistemas que
soportan paralelismo-Y [MH92].
 Analisis de tipos: Describe el tipo de los argumentos de un predicado
[Mo84, FS91], es decir, el conjunto de terminos a los que se liga un
argumento de un predicado cuando se le llama o cuando tiene exito.
Otros analisis determinan cuando se pueden aplicar algunas transfor-
maciones de forma segura, como por ejemplo la transformacion de listas
diferencia [MS89].
Lenguajes funcionales. En los lenguajes funcionales existen algunas trans-
formaciones que pretenden reducir el tiempo de ejecucion mediante la dis-
minucion del numero de acciones requeridas para manejar la comparticion
en los lenguajes perezosos, como por ejemplo la tranformacion del paso de
parametros por necesidad al paso por valor. Otras pretenden reducir el con-
sumo de espacio de almacenamiento, como por ejemplo la globalizacion de
parametros. Algunos analisis llevados a cabo en el ambito de la programa-
cion funcional son los presentados a continuacion:
 Analisis de estrictez : En los lenguajes funcionales perezosos se uti-
liza el paso de parametros por necesidad, por el cual un parametro
solamente se evalua si se utiliza en el cuerpo de la funcion y, en tal
caso, una vez se ha evaluado a forma normal debil el parametro se
actualiza con ese valor, por lo que sucesivos usos de ese parametro no
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necesitan evaluarlo de nuevo. La implementacion del paso por necesi-
dad crea una clausura o suspension para la expresion sin evaluar que
corresponde al parametro real. El paso del parametro se lleva a cabo
mediante el paso de un puntero a dicha clausura, la cual se actualiza
una vez evaluada hasta forma normal debil. El analisis de estrictez
[Myc81, BHA86, WH87, Jen91] detecta aquellos parametros que una
funcion va a evaluar con seguridad. En tal caso se puede evitar la
construccion de una clausura para dicho argumento y llevar a cabo su
evaluacion inmediata. Es decir, se sustituye el paso de parametros por
necesidad por el paso de parametros por valor.
El analisis de estrictez tiene otras aplicaciones en maquinas parale-
las. Permite determinar que partes de la evaluacion de los programas
se pueden llevar a cabo de forma paralela. Los lenguajes funcionales
son ideales para la evaluacion paralela de programas debido a la au-
sencia de efectos laterales. Esta evaluacion paralela comienza cuando
aplicamos una funcion a un argumento: el argumento puede evaluarse
en paralelo con la llamada a la funcion y con la evaluacion de otros
parametros. Sin embargo, en presencia de la evaluacion perezosa, que
retarda la evaluacion de un argumento hasta que este se necesita, esto
supone un riesgo de creacion de procesos paralelos que a continua-
cion van a ser descartados por no ser necesaria su evaluacion, con el
consiguiente malgasto de trabajo. Sin embargo, si sabemos que un
parametro se va a evaluar con seguridad, entonces este riesgo desapa-
rece.
 Analisis de uso o de comparticion: La comparticion de la evaluacion
es crucial en los lenguajes funcionales perezosos. Esta se consigue
mediante la construccion de clausuras que una vez evaluadas se ac-
tualizan, de forma que usos posteriores de dicha clausura comparten
el valor ya calculado. El analisis de uso [Mar93, LGH
+
92, TWM95,
WJ99, GS01] detecta aquellas clausuras a las que se accede a lo sumo
una vez. En tal caso se puede evitar el coste de la actualizacion de la
clausura. Es decir, se sustituye cada aparicion del parametro formal
en el cuerpo de la funcion por el parametro real al que se aplica la
funcion.
 Propagacion de constantes: En este analisis [JM86], el objetivo es
determinar si un argumento de una funcion en un programa se llama
siempre con el mismo valor, es decir, con un valor constante. En
tal caso el compilador puede explotar dicha informacion calculando el
valor de la constante en tiempo de compilacion.
 Analisis de clausuras: Muchos analisis se denen facilmente para len-
guajes de primer orden. Cuando se desea extenderlos a lenguajes con
orden superior se hace necesario conocer, por un lado, a que funciones
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estan ligadas los parametros funcionales y, por otro, a que funcion se
evalua realmente la expresion que se aplica como funcion. El objetivo
de este analisis [Shi88, Ses89, NN97] es encontrar un superconjunto del
conjunto de clausuras a las que se puede evaluar una expresion y una
aproximacion al conjunto de argumentos a los que se puede aplicar
una determinada lambda abstraccion.
 Analisis de globalizacion: Un problema de ineciencia en los lenguajes
funcionales estrictos es que incluso estructuras de datos esencialmen-
te globales deben pasarse como parametros, produciendose la copia
de estructuras de datos o de punteros a ellas. En consecuencia, es
interesante detectar automaticamente tales parametros globales y sus-
tituirlos por variables globales con asignacion imperativa. Este analisis
[Sch85, Ses89] pretende detectar cuando un parametro de una funcion
se puede sustituir por una variable global y encontrar grupos de va-
riables que se pueden asociar con la misma variable global.
 Analisis del momento de vinculacion: En la tecnica de evaluacion
parcial, dada una descripcion de los parametros de un programa que se
conoceran en momento de especializacion, un analisis del momento de
vinculacion [Mog89, HS91, Mos94] debe determinar que partes de un
programa dependen solamente de estas partes conocidas (y por tanto
son tambien conocidas en momento de especializacion). El objetivo de
obtener esta informacion es construir versiones especializadas de las
funciones. Un analisis del momento de vinculacion previo al proceso
de especializacion tiene benecios practicos y es esencial en algunas
aproximaciones a la generacion automatica de compiladores ecientes
a partir de interpretes.
 Analisis de ausencia: Mientras que en el analisis de estrictez desea-
mos saber si una funcion utiliza un parametro, el analisis de ausencia
[Wra85] pretende averiguar cuando una funcion no lo utiliza, es de-
cir \ignora" dicho argumento. En tal caso se puede generar para la
expresion argumento un codigo que devuelva cualquier valor.
 Analisis de terminacion: Aunque el problema de parada nos dice que
la terminacion de los programas no es decidible, s se puede denir un
analisis [Myc81, NN96] que aproxime la respuesta.
 Analisis de productividad : Un programa es productivo si siempre que
recibe una entrada innita produce una salida innita. Los analisis de
productividad [Sij89] se basan en demostrar que las llamadas recursivas
estan guardadas, es decir, aparecen dentro de un constructor.
 Analisis para la recuperacion de espacio: Este analisis [JM90] detecta
cuando ha sido usada por ultima vez una determinada celda de me-
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moria, por lo que puede ser liberada para un nuevo uso. Esto reduce
sustancialmente el numero de recolecciones de basura.
 Analisis de regiones: Un aspecto positivo de la programacion funcio-
nal es que las tareas relacionadas con la gestion de la memoria son
llevadas a cabo por el compilador y el sistema de soporte en tiempo
de ejecucion. Sin embargo, los lenguajes funcionales usan mucha me-
moria, lo cual es difcil de arreglar por parte del programador. En
[HP99, Par00] se desarrollo un lenguaje funcional estricto de primer
orden con construcciones explcitas de almacenamiento en regiones de
memoria llamado Embedded ML. Las regiones son montones (heaps)
de corta vida introducidos y liberados por el programador, y en las que
solamente se pueden almacenar tuplas o constructores. En el momento
de su creacion estan vacas, se van llenando con valores a lo largo de su
vida y se eliminan de una vez cuando son descartadas. El recolector de
basura no actua sobre ellas. En este lenguaje un analisis de regiones
indica en el ambito de que regiones se encuentra una expresion y en
cual de ellas se almacenara su valor. Para cada region, determina la
cantidad de palabras usadas en el computo de la expresion, la altura
maxima alcanzada por la pila de valores y por la pila de regiones, y
cual es el tipo de la expresion. Esta informacion tiene como objetivo
evitar que los programas se queden sin espacio en tiempo de ejecucion.
Lenguajes logico-funcionales. La programacion logico-funcional com-
bina la busqueda de los lenguajes logicos con caractersticas de los lenguajes
funcionales como la evaluacion perezosa [Han94a]. Tienen una sintaxis fun-
cional y usan el estrechamiento como semantica operacional. El estrecha-
miento es un mecanismo de resolucion de objetivos basado en unicacion que
subsume al principio de reduccion de los lenguajes funcionales y el principio
de resolucion de los lenguajes logicos. El estrechamiento necesario es una
estrategia optima de estrechamiento. Algunos de los analisis desarrollados
para estos lenguajes [Zar97, HL99] son variaciones de los ya denidos para
lenguajes logicos, como el analisis de modo, y para lenguajes funcionales,
como el analisis de la demanda:
 Analisis de modo: Este analisis [HZ94] describe el estado de la vincu-
lacion de las variables de una llamada a una funcion cuando se aplica o
bien un paso de estrechamiento o bien un paso de reescritura. Usando
este tipo de informacion se pueden llevar a cabo varias optimizaciones
[Han94b] como evitar intentos de reescritura innecesarios, compilar de
forma mas eciente derivaciones de reescritura y eliminar reglas de
reescritura o estrechamiento innecesarias.
 Analisis de argumentos redundantes: La aplicacion de transformacio-
nes automaticas a los programas logico-funcionales puede introducir
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argumentos redundantes en las funciones, es decir, argumentos cuyos
valores son irrelevantes para la evaluacion de la funcion. Este analisis
[AEL00] pretende detectar dicho tipo de argumentos con el objetivo
de eliminarlos.
 Analisis de la demanda: En una implementacion eciente del estre-
chamiento perezoso es crucial evaluar tan pronto como sea posible, ya
que, en caso contrario, los argumentos podran recalcularse muchas ve-
ces. Este analisis [JMMMN93, MNKM
+
93] detecta que partes de los
argumentos se pueden evaluar de forma segura antes de la llamada a la
funcion. Esta relacionado con el analisis de estrictez de los lenguajes
funcionales.
 Analisis de no determinismo: Una caracterstica esencial de los len-
guajes logico-funcionales es la posibilidad de manejar computos no
deterministas para calcular soluciones de objetivos parcialmente sus-
tituidos. Sin embargo, su combinacion con la entrada/salida de los
programas puede dar lugar a problemas. El objetivo de este analisis
[HS00] es detectar todas las posibles fuentes de no determinismo. Una
vez identicadas se puede transformar el programa para que todos los
computos no deterministas queden encapsulados, incrementando as la
estabilidad y seguridad de los programas.
 Analisis de residuacion: El principio de residuacion pospone la eva-
luacion de las funciones durante el proceso de unicacion hasta que
los argumentos estan lo sucientemente concretados. De esta forma
se preserva la naturaleza determinista de las funciones. Sin embargo,
si las variables de una funcion cuya evaluacion se ha retrasado no son
concretadas por la parte logica del programa, dicha funcion no podra
ser evaluada, por lo que se perderan algunas respuestas logicas. El
analisis de residuacion [Han95] pretende detectar estas situaciones en
tiempo de compilacion.
 Analisis de secuencialidad : La generacion de codigo eciente en la
implementacion de los lenguajes logico-funcionales depende de la se-
cuencialidad de las reglas de los programas, es decir, de la existencia
de un orden optimo de evaluacion para los argumentos. El analisis de
secuencialidad [MMN98] es una combinacion del analisis de estrictez
y del analisis de tipos. La informacion que obtiene puede ayudar al
compilador a generar versiones secuenciales de los programas.
Lenguajes concurrentes y paralelos. En este tipo de lenguajes sur-
gen nuevos problemas relacionados con las comunicaciones y la creacion de
tareas:
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 Analisis de granularidad : La granularidad de las tareas es importante
en la ejecucion eciente de los programas paralelos. Una granularidad
excesivamente na da lugar a considerables sobrecostes, mientras que
una excesivamente gruesa puede provocar un reparto de carga pobre.
El analisis de granularidad pretende determinar la granularidad de
las tareas, informacion que puede ser aprovechada por un compilador
para un lenguaje con paralelismo implcito para decidir que tareas son
adecuadas para ser ejecutadas en paralelo. Este analisis [Loi98] suele
basarse en analisis del coste de la evaluacion de las expresiones [RG94]
y del tama~no de las estructuras de datos [HLA94].
 Analisis de correccion (terminacion y productividad): En un sistema
reactivo, el software debe reaccionar continuamente a los estmulos
externos. El criterio fundamental para la correccion de los sistemas
reactivos es la vitalidad o productividad: el programa debe reaccio-
nar continuamente a la entrada produciendo una salida. Este analisis
[HPS96, Par00] pretende detectar algunos comportamientos no desea-
dos en los sistemas reactivos como bloqueos, no terminacion y otros
errores.
 Analisis del ujo de control : Muchas tecnicas de optimizacion de pro-
gramas dependen de la informacion del ujo de control que, como ya
hemos visto en los lenguajes imperativos, consiste en determinar pa-
ra cada punto del programa, hacia que puntos del programa uye el
control. El analisis del ujo de control en los lenguajes concurrentes
como Concurrent ML [NN94, SNN97] debe tener en cuenta las comu-
nicaciones a traves de canales entre los distintos procesos.
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Las tecnicas utilizadas en el analisis estatico de programas pueden dividirse
en tres grandes grupos: analisis basados en el ujo, analisis basados en la
semantica (interpretacion abstracta) y analisis basados en tipos. A conti-
nuacion, se describe brevemente cada una de ellas. Las tecnicas utilizadas
en los analisis denidos en esta tesis son la interpretacion abstracta y los
sistemas de tipos anotados. Por ello, en las secciones 2.2 y 2.3 se descri-
ben con detalle la interpretacion abstracta y los analisis basados en tipos
respectivamente, y su aplicacion al analisis de lenguajes funcionales.
Analisis basados en el ujo. Incluyen las tradicionales tecnicas de ana-
lisis del ujo de datos y las mas recientes del ujo de control. Se han
desarrollado fundamentalmente para lenguajes imperativos y funcio-
nales.
En los analisis basados en el ujo para lenguajes imperativos el pro-
grama se visualiza como un grafo, en el que los nodos son los bloques
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elementales y las aristas describen como uye el control entre ellos. A
partir de dicho grafo se genera un conjunto de restricciones (ecuacio-
nes o inecuaciones) posiblemente recursivas, para las que se busca una
solucion mnima, en cierto sentido. Ejemplos de este tipo de analisis
son los mencionados en la seccion anterior para lenguajes imperativos.
Para mas detalles, se puede consultar [UAH74, NNH99].
Los analisis de ujo en los lenguajes funcionales son mas complejos,
ya que en ellos el ujo de control no es evidente a partir de la sintaxis
del programa. Tambien se representan utilizando conjuntos de restric-
ciones. Dependiendo de la cantidad de informacion contextual que se
incluye en el analisis se distinguen los analisis monovariantes o 0-CFA
(Control Flow Analysis), sin ningun tipo de informacion contextual,
y los polivariantes o k-CFA, en los que se incluye un mecanismo pa-
ra distinguir diferentes ejemplares dinamicos de las variables y de los
puntos del programa. Ejemplos de analisis de este tipo en los lenguajes
funcionales son el analisis de clausuras y el analisis de globalizacion
mencionados en la seccion anterior. Tambien se han aplicado estas
tecnica a los lenguajes funcionales concurrentes, como se vio tambien
en la seccion anterior.
Analisis basados en la semantica: Interpretacion abstracta. Con es-
te tipo de tecnicas se pretende denir los analisis de forma similar a
como se dene la propia semantica de los programas. La mayora
estan basados en el uso de la semantica denotacional. A grandes ras-
gos, la semantica denotacional de un programa describe el conjunto
de los posibles resultados del programa cuando se ejecuta sobre cada
entrada posible. Por su parte, la semantica operacional describe paso
a paso los computos de un programa. La interpretacion abstracta es
una teora de aproximacion de la semantica de los programas usada
para la construccion de algoritmos de analisis de programas, la com-
paracion de semanticas formales (por ejemplo, para la construccion de
una semantica denotacional a partir de una operacional), dise~no de
metodos de demostracion de propiedades, etc.
Normalmente, la interpretacion abstracta se entiende en el sentido de
pseudo{evaluacion, es decir, la ejecucion no estandar del programa so-
bre valores abstractos, en lugar de sobre valores reales, para obtener,
a partir del resultado abstracto obtenido, informacion comun de todas
las posibles ejecuciones del programa sobre los valores reales. Los valo-
res abstractos representan aproximaciones de aquellas propiedades de
los valores reales que nos interesan en el analisis concreto que estemos
realizando.
Esta tecnica se utiliza en todo tipo de lenguajes, pero es especialmen-
te apropiada para los lenguajes declarativos. Ejemplos de analisis en
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los lenguajes funcionales son los analisis de estrictez [Myc81, BHA86],
de uso [Mar93], de propagacion de constantes [JM86], del momento de
vinculacion [HS91], de ausencia [Wra85] y de terminacion [Myc81]. Los
analisis mencionados en la seccion anterior para los lenguajes logicos
y para la mayora de los logico-funcionales son tambien analisis de-
nidos mediante interpretacion abstracta. El analisis del tama~no de las
estructuras de datos [HLA94] tambien se puede denir usando inter-
pretacion abstracta.
Interpretacion abstracta en los lenguajes funcionales. La in-
terpretacion abstracta en los lenguajes funcionales se puede clasicar
en funcion de distintos criterios. Se puede establecer una primera cla-
sicacion en base a la forma de propagar la informacion a lo largo
del arbol sintactico. Segun este criterio se dividen en analisis hacia
delante y analisis hacia atras.
Los analisis hacia delante propagan la informacion de las hojas a
la raz del arbol sintactico, es decir, a partir de informacion sobre los
argumentos de una funcion obtenemos informacion sobre el resultado
de la funcion. La interpretacion de una funcion f de n argumentos
es una funcion n{aria f
#
sobre valores abstractos. Si la funcion f
es recursiva entonces f
#
es solucion de una ecuacion recursiva. Para
resolverla es necesario el calculo de un punto jo. Aqu es donde se
encuentra la ineciencia del analisis hacia delante, ya que el calculo
de dicho punto jo es exponencial en el numero de argumentos de f .
Si ademas f es una funcion de orden superior, el coste es doblemen-
te exponencial. Por otra parte, surge la necesidad de representar las
funciones de una forma compacta para poder compararlas. En la Sec-
cion 2.2.3 se estudiaran diferentes metodos para representar funciones
y para reducir el coste del calculo del punto jo.
Los analisis hacia atras propagan la informacion de la raz a las hojas
del arbol sintactico, es decir, a partir de informacion sobre el contexto
en que se llama a una funcion, obtenemos informacion sobre el contexto
en el que se evaluan los argumentos. El concepto de contexto se puede
formalizar de distintas formas, de las cuales la mas habitual el el uso
de proyecciones [WH87, HL90]. La interpretacion de una funcion f
de n parametros es un conjunto de n transformadores de proyecciones
f
i
. Cada f
i
propaga el contexto en que se evalua la funcion hacia el
argumento i{esimo. Si f es una funcion recursiva, cada f
i
es solucion
de una ecuacion recursiva, lo cual supone el calculo de n puntos jos.
Pero, puesto que cada funcion a calcular es ahora una funcion unaria, el
coste es cuadratico en el tama~no del programa en el peor de los casos.
Los analisis hacia atras tienen una seria limitacion: su extension a
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orden superior no parece proporcionar informacion con la precision
deseada.
La segunda clasicacion de los analisis basados en interpretacion abs-
tracta se puede hacer en base a la forma de representar las propiedades
de los valores. Se usan conjuntos Scott{cerrados, relaciones de equi-
valencia total o relaciones de equivalencia parcial.
Inicialmente se utilizaron los conjuntos Scott{cerrados (cerrados
inferiormente). La semantica denotacional de los lenguajes funciona-
les suele utilizar dominios de Scott como dominios semanticos donde
toman valores las expresiones del lenguaje. Los elementos de un domi-
nio de Scott se relacionan mediante una relacion de orden v, de forma
que el elemento que se encuentra mas abajo respecto a esta relacion
de orden es el elemento con menos informacion, y a medida que su-
bimos en el dominio los elementos tienen cada vez mas informacion
acumulada. Esto quiere decir que a partir de un elemento podemos
deducir todas las informaciones de los elementos menores que el. Esta
es la idea que pretenden capturar los conjuntos Scott{cerrados. Si un
elemento pertenece a un conjunto Scott{cerrado, todos los que estan
por debajo de el tambien pertenecen al mismo, puesto que todos ellos
tienen tambien la propiedad que posee ese elemento.
Existen algunas propiedades que no se pueden representar utilizando
conjuntos Scott{cerrados, como la estrictez de cabeza [Kam92] y la
propiedad de que una funcion es constante. El uso de relaciones de
equivalencia total en lugar de funciones abstractas resuelve parcial-
mente el problema. Ambas propiedades se pueden representar de esta
forma, pero solamente para funciones de primer orden. La tecnica de
analisis hacia atras usando proyecciones es equivalente al uso de rela-
ciones de equivalencia total. El uso de relaciones de equivalencia
parcial [Hun91] resuelve por completo el problema, puesto que per-
mite representar ambas propiedades para funciones de orden superior.
Es, por tanto, la tecnica mas potente conocida hasta el momento.
La interpretacion abstracta de un lenguaje funcional presentada en
la Seccion 2.2.3 es un analisis hacia delante donde las propiedades
se representan mediante conjuntos Scott-cerrados. Para mas detalles
sobre el resto ver [Seg99].
Analisis basados en tipos. Este tipo de analisis se introduce con la espe-
ranza de incrementar la eciencia de los analisis. Incluyen los sistemas
de tipos anotados y los sistemas de efectos. Para poder aplicar esta
tecnica es necesario que el lenguaje analizado disponga de un sistema
de tipos. Dicho sistema de tipos es modicado con anotaciones adicio-
nales que proporcionan informacion sobre las propiedades deseadas.
Solamente es necesario modicar las reglas del sistema de tipos ya
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existente incorporando la forma de propagar las anotaciones. Pueden
anotarse solamente los tipos base, en cuyo caso se habla de un sistema
de tipos anotados. Se habla de sistema de efectos cuando se obtiene
informacion lateral adicional asociada a las derivaciones de tipos, in-
formacion que recibe el nombre de efecto. Como primer paso de un
analisis de este tipo, se utiliza el algoritmo de comprobacion de tipos
o el algoritmo de inferencia de tipos del sistema de tipos subyacente
y durante el mismo se recolectan restricciones entre las anotaciones
asignadas a los tipos. A continuacion hay una fase de resolucion de
dichas restricciones para obtener los valores de las anotaciones. En
algunos casos, de entre las posibles soluciones puede haber algunas
optimas en un cierto sentido. El coste del analisis depende del tipo
de restricciones generadas y del algoritmo utilizado para resolverlas.
Ejemplos de analisis denidos usando estas tecnicas son: el analisis
de uso [LGH
+
92, TWM95, WJ99, GS01], del momento de vinculacion
[Mog89, Mos94], de terminacion [NN96] y de regiones [HP99, Par00]
en lenguajes funcionales; el analisis de no determinismo [HS00] en los
lenguajes logico-funcionales; el analisis de coste [RG94] y de correccion
[HPS96, Par00] en los lenguajes paralelos.
2.1.3 Historia del analisis de programas funcionales
La interpretacion abstracta fue aplicada por primera vez a los lenguajes
funcionales por Mycroft [Myc81]. En 1980, publico un analisis de estrictez
para programas de primer orden con tipos de datos monomorcos y planos.
En 1985, Burn, Hankin y Abramsky [BHA86] presentaron una forma
de extender la interpretacion abstracta a programas de orden superior, to-
dava monomorcos, desarrollando un analisis de estrictez de orden superior.
Posteriormente, Burn extendio estas ideas a cualquier analisis [Bur91] (ver
Seccion 2.2.3).
Esta fue una de las primeras aproximaciones al orden superior, que abs-
trae las funciones como funciones sobre valores abstractos. Existen otras
aproximaciones para extender los analisis a orden superior como el analisis
de clausuras [Ses89, Shi88]. Esta ultima se utiliza en la implementacion
eciente de la evaluacion perezosa [SA89] y la evaluacion parcial [Bon90].
En 1986 Hudak y Young [HY86] propusieron una forma alternativa de
interpretacion abstracta para orden superior, que en este trabajo no se des-
cribira con detalle. Recibe el nombre de analisis de pares de estrictez. En
el, el valor abstracto de una expresion e que se evalua a una funcion es un
par (v; f), donde v representa la estrictez de la expresion en s (estrictez
directa) y f representa la estrictez de la funcion a la que se evalua (estrictez
retardada). Es un analisis mas preciso, pero muy costoso (exponencial). No
trata explcitamente las estructuras de datos, aunque se podran codicar
como funciones, si bien con un coste excesivo. Ademas no existe una segu-
36 2. Tecnicas de analisis de programas
ridad de terminacion del analisis si se aplica a lenguajes no tipados. No se
han encontrado condiciones necesarias, aunque s algunas sucientes, para
asegurar la terminacion.
En 1985 Abramsky [Abr86] encontro la forma de aplicar la interpreta-
cion abstracta a programas polimorcos. Introduce la idea de invarianza
polimorca, la cual comprueba el hecho de que el analisis en cuestion pro-
duzca los mismos resultados para cada ejemplar de una funcion polimorca.
Posteriormente, en 1989 Hughes [Hug89] encontro una forma de apro-
ximar la interpretacion abstracta de cualquier ejemplar de una funcion po-
limorca de primer orden a partir de la de su ejemplar mas peque~no, lo cual
evitaba recalcular completamente la interpretacion abstracta de los ejem-
plares no mnimos usados en distintos puntos del programa.
Sus ideas fueron extendidas a orden superior y a funciones sobre listas
por Baraki [Bar93] en 1993.
En 1987, Wadler [Wad87] resolvio el problema de analizar estructuras de
datos (es decir, tipos de datos no planos). Denio un dominio abstracto nito
para las listas de enteros cuyos valores representaban los distintos grados de
evaluacion que puede llevar a cabo una funcion sobre un argumento de tipo
lista.
Mientras, Clack y Peyton Jones [CP85], en 1985, se enfrentaron a la ine-
ciencia de la interpretacion abstracta. Utilizando fronteras para representar
funciones, intentaron mejorar el coste en los casos mas comunes.
Esta idea fue extendida a orden superior por Martin y Hankin [MH87].
Y posteriormente Hankin y Hunt [HH92] renunciaron a la exactitud y pre-
sentaron una forma de aproximar puntos jos. La idea consiste en trasladar
el calculo del punto jo en dominios grandes a otros mas peque~nos.
En programas funcionales, el analisis hacia atras esta descrito por el
concepto de contexto de un valor, el cual describe la forma en que el valor va a
ser usado en el resto del computo. Esta informacion de contexto se propaga
hacia atras: del contexto de una expresion a los de sus subexpresiones.
Es decir la informacion se propaga desde la raz hacia las hojas del arbol
abstracto.
El concepto de contexto fue formalizado inicialmente mediante continua-
ciones [Hug87], y posteriormente mediante la nocion de proyeccion [WH87],
la cual especica que partes de un valor se usaran posteriormente.
Los analisis hacia atras se han usado en el analisis de estrictez [Hug86,
Hug87, WH87, Joh81, Wra85, HW87]. Tambien se han utilizado en el
analisis de recuperacion de espacio. Jensen y Mogensen [JM90] desarro-
llaron un analisis en tiempo de compilacion para recogida de basura. Se
aplico en un lenguaje de primer orden con estructuras de datos y posterior-
mente se extendio a orden superior usando analisis de clausuras. Cuando se
sabe que una celda no se va a usar nunca mas se puede reutilizar.
En 1981 Jonhsson [Joh81] desarrollo un analizador de estrictez hacia
atras. En 1985 Wray [Wra85] implemento un analizador de estrictez{ausencia
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como parte del compilador de Ponder. Destaca por su velocidad y por su
capacidad de analizar funciones de segundo orden.
En el mismo a~no, Hughes [Hug86] publico un analizador de estrictez
capaz de analizar estructuras de datos. Al utilizar dominios nitos se vio
obligado a resolver simbolicamente sistemas de ecuaciones de contextos.
Dybjer [Dyb87], en 1987, proporciono una fundamentacion teorica del
analisis hacia atras basada en imagenes inversas de conjuntos abiertos.
Posteriormente, Wadler y Hughes [WH87] modelizaron los contextos me-
diante proyecciones, aplicando las ideas previas de Wadler para encontrar
dominios nitos de contextos para estructuras de datos. Kei Davis y Wadler
[DW90] mejoraron este analisis haciendolo mas preciso.
Hughes y Launchbury [HL92] demostraron que las interpretaciones abs-
tractas para las que existe un analisis hacia atras son aquellas para las que
las funciones abstractas (las abstracciones de funciones concretas) son cone-
xiones de Galois.
Paralelamente, Hall y Wise [HW87] desarrollaron un analizador de es-
trictez hacia atras que generaba versiones multiples de cada funcion, una
para cada llamada en un contexto distinto.
Hughes extendio el analisis hacia atras [Hug88] para funciones de cual-
quier orden, generalizando las ideas de Wray. Juntos desarrollaron un
analisis para estimar el numero de veces que se evaluara una expresion bajo
llamada por nombre. Inclua orden superior y estructuras de datos. Estaba
basado en el entorno del analisis hacia atras desarrollado por Hughes.
El analisis de estrictez no es la unica aplicacion de la interpretacion abs-
tracta en lenguajes funcionales durante la decada de los 80. Hudak y Bloss
desarrollaron un analisis para evitar copias innecesarias de arrays funciona-
les [HB85, Hud86b] y un analisis de caminos (como renamiento del analisis
de estrictez) que proporcionaba informacion sobre el orden entre eventos
[BH86, BH88], respondiendo a las preguntas de que se evaluara y no se eva-
luara con seguridad tras la evaluacion de una expresion e, y que se evaluo
y no se evaluo con seguridad antes de la evaluacion de una expresion e.
Goldberg desarrollo un analisis de comparticion para un lenguaje de orden
superior sin tipos con estructuras de datos para optimizar supercombinado-
res [Gol87]. Utilizo para ello pares de estrictez. En lenguajes estrictos el
analisis de globalizacion fue tratado por Schmidt [Sch85] y Sestoft [Ses89].
Ya hemos visto que la forma mas comun de aproximar una funcion es
mediante una funcion sobre valores abstractos. Pero esta aproximacion no
es siempre suciente para los analisis de programas utilizados en la practica.
Un ejemplo es el analisis de propagacion de constantes en un lenguaje
funcional. Para este analisis, no es suciente con conocer como esta denida
la funcion, sino que es esencial saber con que valores puede ser llamada la
funcion durante la ejecucion del programa.
La solucion propuesta por Jones y Mycroft [JM86] es la de utilizar grafos
mnimos de funcion. Un grafo mnimo sobre unos datos de entrada dados
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se dene como el conjunto mas peque~no de pares (argumento, valor de fun-
cion) sucientes para llevar a cabo la ejecucion del programa. La semantica
de grafos mnimos asocia a cada funcion denida por el programador una
informacion mas detallada que la tradicional funcion argumento{resultado
utilizada en semantica estandar. Jones y Mycroft [JM86] muestran como el
analisis de propagacion de constantes se puede hacer mediante aproximacion
de esta semantica de grafos mnimos.
Hasta este momento, los analisis basados en interpretacion abstracta re-
presentaban las propiedades de los valores mediante conjuntos Scott{cerrados.
Sin embargo, algunas propiedades como la de ser una funcion constan-
te, no se pueden representar mediante conjuntos Scott{cerrados. Hunt
[HS91, Hun91, Hun91] desarrollo una interpretacion abstracta en la que las
propiedades se representaban mediante relaciones de equivalencia parcial.
Posteriormente, los esfuerzos se centraron en la eciencia de los analisis.
Los analisis basados en tipos pretenden alcanzar la misma potencia que la
interpretacion abstracta pero con mayor eciencia. Dentro de los analisis
basados en tipos se desarrollaron dos estilos diferentes.
Uno de los estilos consiste en denir nuevos tipos que representan las
propiedades deseadas, y construir un nuevo sistema de tipos teniendo en
cuenta las propiedades descritas. En este sentido, el primer uso explcito de
tipos en el analisis de programas lo llevaron a cabo Kuo y Mishra [KM89].
Su desventaja era que el analisis era mas debil, es decir, proporcionaba infor-
macion menos util que la interpretacion abstracta. Posteriormente Jensen
[Jen91, Jen92] incorporo la conjuncion de tipos y demostro la equivalencia
entre los analisis basados en inferencia de tipos y la interpretacion abstracta
con respecto al analisis de estrictez. Tambien Benton [Ben92, Ben93] trabajo
en la recuperacion de la potencia de la interpretacion abstracta. Ambos se
centraron en el analisis de estrictez. En este proceso olvidaron la conexion
con el aspecto algortmico y la eciencia. Burn [Bur92] generalizo su en-
foque, pero tampoco se jo en cuestiones algortmicas. Mas recientemente,
Hankin y Le Metayer [HL94a, HL94b, HM94] introdujeron una nueva idea,
los tipos perezosos, que permiten mantener la potencia de la interpretacion
abstracta y a la vez desarrollar algoritmos ecientes.
Este primer estilo de analisis basado en tipos ha quedado relegado en
la actualidad en favor de una segunda alternativa. En ella, se parte de un
sistema de tipos ya existente y se a~naden anotaciones que representan la
informacion deseada. Si es necesario, tambien se puede a~nadir efectos, para
as obtener informacion lateral. Son los ya mencionados sistemas de tipos
anotados y los sistemas de tipos y efectos.
En 1996 se desarrollo un sistema de tipos unicos para Clean [BS96] con
el objetivo de identicar aquellos argumentos que se usan exactamente una
vez, es decir, aquellos valores que se pueden actualizar in situ sin perder la
transparencia referencial.
En [LGH
+
92] se presento un analisis de uso para un lenguaje funcional
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perezoso con un sistema de tipos monomorco. Posteriormente, en [TWM95]
se presento un analisis de uso para un lenguaje funcional perezoso con sis-
tema de tipos Hindley-Milner. En el se detecto el llamado problema del
envenenamiento, el cual consiste en que cada llamada a una funcion inuye
en el tipo de la funcion y por tanto en los argumentos de las demas llamadas
provocando una gran perdida de informacion. En [WJ99] se intento dar una
solucion a este problema utilizando subtipado. Se demostro la existencia de
un tipo principal con respecto al conjunto de restricciones, por lo que poda
obtenerse una solucion optima. El tama~no de las restricciones generadas
en este caso era lineal con respecto al tama~no del programa. Sin embargo,
pronto se demostro que el subtipado no era capaz de proporcionar tipos
satisfactorios para programas reales. Debido a la curricacion, no se poda
expresar dentro de un tipo interdependencias entre las anotaciones de uso.
Para ello, en [WJ00] se introdujo polimorsmo en las anotaciones de uso.
En [GS01] se desarrollo tambien un analisis de uso con polimorsmo acotado
de anotaciones y recursion polimorca tanto en los tipos base como en las
anotaciones. Este analisis permite llevar a cabo un analisis mas preciso de
las estructuras de datos. Sin embargo, la introduccion del polimorsmo ha-
ce que el numero de restricciones crezca mucho, pudiendo llegar a ser hasta
exponencial. Tambien en [GS01] se presento una nueva forma de represen-
tar restricciones de una forma compacta: las abstracciones de restricciones.
Usandolas, de nuevo el numero de restricciones requerido es proporcional al
tama~no del programa.
Los sistemas de tipos anotados se han utilizado tambien para garanti-
zar la correccion de los programas funcionales reactivos. En este tipo de
sistemas tipar una expresion es equivalente a dar una prueba de correccion.
Por ejemplo, en [HPS96, Par97, Par00] se presenta un sistema de tipos con
tama~no en el que se garantiza que aquellos programas que estan bien tipa-
dos, o bien terminan o bien son productivos, y por tanto no se bloquean.
Usando ideas similares, en [HP99, Par00] se desarrollo un sistema de tipos
en el que se garantiza que los programas bien tipados se ejecutan utilizando
una cantidad acotada de memoria.
2.2 Interpretacion abstracta
2.2.1 Preliminares
En esta seccion se presentan algunos conceptos utilizados en secciones y
captulos posteriores: las conexiones de Galois, los conjuntos Scott-cerrados,
los dominios potencia y la categora de pares inmersion-clausura. En el
Apendice A se pueden consultar tambien algunos conceptos basicos de la
teora de dominios y de la teora de categoras.
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Conexiones de Galois
Denicion 1 Dados dos ordenes parciales P
b
(v
b
) y P
#
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), una cone-
xion de Galois es un par de funciones  2 (P
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) y 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). Habitualmente  recibe el nom-
bre de funcion de abstraccion y  el de funcion de concrecion.
Las conexiones de Galois tienen varias propiedades, entre ellas la mo-
notona de  y , y la preservacion de cotas ( preserva mnimas cotas
superiores y  maximas cotas inferiores).
El hecho de que  es extensiva (8p
b
2 P
b
:p
b
v
b
(p
b
)) se interpreta
como que la perdida de informacion en el proceso de abstraccion es segura. Y
el hecho de que  es reductiva (8p
#
2 P
#
:(p
#
) v
#
p
#
) se interpreta
como que el proceso de concrecion no introduce perdida de informacion.
Una denicion equivalente de una conexion de Galois es la siguiente:  y
 forman una conexion de Galois si son funciones monotonas tales que  
es extensiva y  es reductiva (tambien se dice que forman una adjuncion).
En una conexion de Galois, una de las funciones determina de forma
unica a la otra:
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Ademas,  es sobreyectiva si y solo si  es inyectiva si y solo si 8p
b
2
P
b
:((p
b
)) = p
b
, en cuyo caso se habla de una sobreyeccion de Galois
o insercion de Galois. Analogamente  es inyectiva si y solo si  es
sobreyectiva, en cuyo caso se habla de una inyeccion de Galois.
Topologa de Scott
Topologas. Sea D un conjunto no vaco. Una coleccion, 
, de subcon-
juntos de D que contiene tanto a D como al conjunto vaco ;, y que es
cerrada bajo uniones arbitrarias e intersecciones nitas recibe el nombre de
topologa sobre D. Tambien se dice que (D;
) es un espacio topologico.
Los elementos de un espacio topologico reciben el nombre de conjuntos
abiertos (y sus complementarios el de conjuntos cerrados).
Una coleccion B de conjuntos abiertos de D es una base de la topologa

 si cada elemento de 
 es union de algunos de los elementos de B. 

siempre es base, pero suelen interesar aquellas que sean mnimas en algun
sentido.
Dados dos espacios topologicos (D
1
;

1
) y (D
2
;

2
) y una funcion f :
D
1
! D
2
, decimos que f es continua si para cada conjunto abierto O en
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D
2
, f
 1
(O) es abierto en D
1
. Es decir, las imagenes inversas de conjuntos
abiertos tambien son abiertos.
Topologa de Scott. De entre las topologas, a nosotros nos interesaran
las que surgen de los dominios. Sea D un dominio y 
 la coleccion de
subconjuntos O de D cerrados superiormente, es decir,
8x 2 O:8y 2 D : x v y ) y 2 O.
No es difcil ver que 
 as construido es una topologa, que recibe el
nombre de topologa de Scott sobre D. Ademas las funciones continuas
entre dominios son tambien continuas en el sentido topologico y viceversa.
Los conjuntos cerrados S en esta topologa, llamados conjuntos Scott{
cerrados son subconjuntos de D tales que:
1. Si x v s donde s 2 S entonces x 2 S, (S cerrado inferiormente)
2. X  S con X dirigido, entonces
F
X 2 S.
Si tomamos, por ejemplo, el dominio !
>
de los numeros naturales con el
supremo > y el orden habitual, los conjuntos Scott{cerrados seran de la
forma S
n
= fm j m v ng para cada n en dicho conjunto.
Dominios potencia.
Dado un dominio D, existen varias formas de denir ordenes sobre el con-
junto potencia de D (conjunto P (D) de los subconjuntos de D). Intro-
duciendo distintas identicaciones entre elementos del conjunto potencia se
obtienen los dominios potencia. Que conjuntos se identican depende de
la construccion particular que se use. Sean X;Y 2 P (D):
 Dominio potencia de Smyth o superior:
El orden establecido en este dominio potencia es el siguiente:
X v
#
Y si y solo si 8y 2 Y:9x 2 X:y v x.
Sus elementos nitos son uniones nitas de conjuntos abiertos basicos
de D. Elementos tpicos son las intersecciones de cadenas decrecientes
de tales elementos nitos.
 Dominio potencia de Hoare o inferior:
El orden es el siguiente:
X v
b
Y si y solo si 8y 2 Y:9x 2 X:x v y.
Sus elementos nitos son uniones nitas de los cierres inferiores de los
elementos nitos de D. Los elementos de este dominio potencia son
uniones de cadenas crecientes de tales conjuntos.
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 Dominio potencia de Plotkin o convexo:
El orden es el siguiente:
X v
\
Y si y solo si X v
b
Y y X v
#
Y .
Dado un dominio D, el dominio potencia de Hoare, denotado por P(D)
se forma tomando como elementos los conjuntos Scott{cerrados no vacos,
ordenados por inclusion de conjuntos.
En terminos de teora de categoras P es un funtor, pues de manera natu-
ral se puede aplicar a funciones continuas entre dominios para dar funciones
continuas entre dominios potencia. En concreto, si f : D ! E, tomamos
P(f) : P(D)! P(E) dada por:
8X 2 P(D):P(f) (X) = ff x j x 2 Xg

donde X

representa el menor conjunto Scott{cerrado que contiene a X.
Pares inmersion{clausura
Dada la categora C de dominios y funciones continuas, consideramos la
categora C
ec
cuyos objetos son los mismos de C y cuyos morsmos son de
la forma (e; c) : A !
ec
B, donde e : A ! B y c : B ! A son morsmos en
C que satisfacen:
c  e = id y e  c w id.
Se trata de un caso particular de inserciones de Galois. Llamamos a este
par de morsmos par inmersion{clausura, donde e es la inmersion, y c es la
clausura. La composicion de morsmos en C
ec
se dene como
(e
2
; c
2
)  (e
1
; c
1
) = (e
2
 e
1
; c
1
 c
2
).
C
ec
recibe el nombre de categora de dominios y pares inmersion{
clausura.
Dado un morsmo f : A !
ec
B escribimos f = (f
e
; f
c
) donde f
e
es la
inmersion y f
c
la clausura.
Si h y k son morsmos A!
ec
B se cumplen las siguientes propiedades:
 h
e
 h
c
es idempotente y w id.
 h
e
es inyectiva, y h
c
es estricta y sobreyectiva.
 h
e
reeja el ?.
 h
e
v k
e
si y solo si h
c
w k
c
; h
e
esta determinada unicamente por h
c
y
viceversa.
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Funtores en (C
ec
)
n
. Algunos ejemplos de funtores son:
1.
 : C
ec
 C
ec
! C
ec
;
(A;B) = AB;
(f; g) = (f
e
 g
e
; f
c
 g
c
);
donde, si f : A! B y g : C ! D, entonces f  g : AC ! B D se
dene:
(f  g)(a; b) = (f(a); g(b)):
2.
!: C
ec
 C
ec
! C
ec
;
! (A;B) = A! B;
! (f; g) = (h:g
e
 h  f
c
; h
0
:g
c
 h
0
 f
e
):
A
0
A
B
0
B
B
A
B
0
A
0
A
A
0
A
0
A
B
0
B
B
B
0
f
g
h
h
0
f
e
h
0
g
c
f
c
h
g
e
g
e
 h  f
c
g
c
 h
0
 f
e
Para cada funtor F sobre (C
ec
)
n
tenemos dos funtores: F
e
: (C
ec
)
n
! C
y F
c
: (C
ec
)
n
! C
op
que actuan igual que F sobre los objetos, pero que sobre
un morsmo h seleccionan la componente e o c de F (h), respectivamente.
Dados dos funtores F y G se pueden denir los funtores:
1.
(F G)(A) = F (A)G(A)
(F G)(h) = ((F
e
G
e
)(h); (F
c
G
c
)(h))
A
B
h
F (A)G(A)
F (B)G(B)
F
e
G
e
(h)F
c
G
c
(h)
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2.
(F ! G)(A) = F (A)! G(A)
(F ! G)(h) = (k:G
e
(h)  k  F
c
(h); l:G
c
(h)  l  F
e
(h))
B
A
G(A)
F (A)
G(B)
F (B)
G(B)
G(A)
F (B)
F (A)
h k l
G
e
(h) G
c
(h) F
e
(h) F
c
(h)
F (A) F (B)F (B) F (A)G(B) G(A)G(A) G(B)
F
e
(h)
l
G
c
(h) F
c
(h)
k
G
e
(h)
G
e
(h)  k  F
c
(h)G
c
(h)  l  F
e
(h)
Retculos nitos y pares inmersion{clausura. La categora A
ec
de
retculos nitos y pares inmersion{clausura es una subcategora de C
ec
.
Denicion 2 Sea A un retculo nito y a 2 A distinto de >
A
. Sean las
funciones h
e
a
: 2! A y h
c
a
: A! 2 denidas por:
h
e
a
(x) =
(
a si x = 0
>
A
si x = 1
h
c
a
(x) =
(
0 si x v a
1 e.o.c.
Estas funciones forman un par inmersion{clausura h = (h
e
a
; h
c
a
) : 2 !
ec
A.
Ademas se cumple que cualquier morsmo en 2!
ec
A es de esta forma.
2.2.2 Conceptos generales
Introduccion
La semantica S de un lenguaje de programacion asocia a cada programa
del lenguaje p un valor S[[p]] 2 D en un dominio semantico D. Estos do-
minios semanticos D pueden ser sistemas de transiciones (para semantica
operacional de computo), posets, trazas, relaciones (para semantica opera-
cional de evaluacion o natural), funciones de orden superior (para semantica
denotacional), etc.
Normalmente D esta denido composicionalmente por induccion sobre
la estructura de los objetos en tiempo de ejecucion (datos, etc.) y S se
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dene composicionalmente por induccion sobre la estructura sintactica de
los programas, usando habitualmente puntos jos para manejar recursion.
El marco clasico de la interpretacion abstracta, introducido por Cou-
sot [CC77, Cou81, CC92a, CC92b], parte de una semantica estandar del
lenguaje de programacion, dada en forma de semantica operacional o deno-
tacional. Esta semantica estandar describe los posibles comportamientos de
los programas durante su ejecucion.
A continuacion, se dise~na una semantica estatica o de recoleccion de
propiedades, que se centra en una clase de propiedades de la ejecucion de
los programas. Esta semantica estatica puede ser una version instrumentada
de la semantica estandar (una ampliacion de la semantica denotacional con
informacion adicional de tipo operacional, por ejemplo), o bien una version
reducida a lo esencial de la misma, con el objetivo de ignorar los detalles
irrelevantes sobre la ejecucion de los programas. Normalmente se describe
usando puntos jos sobre estructuras ordenadas. Esta semantica es la mas
precisa de las semanticas que se pueden denir para describir una cierta
clase de propiedades de programa, sin referirse a otras propiedades fuera
de nuestro interes. Es decir, proporciona un metodo de prueba correcto y
relativamente completo de la clase de propiedades que queremos estudiar.
Por ello es una referencia semantica para demostrar la correccion de todas
las demas semanticas aproximadas denidas para esa clase de propiedades.
La interpretacion abstracta consiste en denir semanticas que aproximan
la semantica de recoleccion. Considera propiedades efectivamente compu-
tables de los programas. Dichas semanticas deben ser correctas respecto
a la semantica de recoleccion en funcion de una determinada relacion de
correccion. Vienen determinadas por el tipo de propiedades que deseamos
considerar y por la correspondencia entre las propiedades concretas y las
abstractas. Dicha correspondencia viene dada de formas distintas, pero lo
mas usual es utilizar conexiones de Galois. La razon de ello es que as se
asegura la existencia de una aproximacion mejor a las propiedades concretas
de entre todas las abstractas que son correctas.
Un ejemplo sencillo: la regla de los signos
Una interpretacion abstracta se puede entender como una semantica no
estandar en la que el dominio de valores se reemplaza por un dominio de des-
cripciones de valores, y en la que a cada operador se le da una interpretacion
no estandar.
Por ejemplo, para describir los enteros negativos y positivos en lugar de
usar enteros podramos usar los valores abstractos  1 y +1 respectivamen-
te. A continuacion, reinterpretando los operadores de suma y producto de
acuerdo con la regla de los signos, la interpretacion abstracta puede deter-
minar ciertas propiedades de programas como, por ejemplo, \al entrar en
este bucle la variable x tiene un valor positivo".
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La regla de los signos nos dice que:
+1
#
+1 = +1
 1 +
#
 1 =  1 +1
#
 1 =  1
+1 +
#
+1 = +1  1
#
+1 =  1
 1
#
 1 = +1
donde +
#
y 
#
representan en estas igualdades la abstraccion de la suma
y el producto de enteros.
Sin embargo, existen ciertos casos no especicados, como +1 +
#
 1,
puesto que el resultado depende de los valores numericos de los datos. Para
manejarlos, se introduce un valor abstracto >, que representa el hecho de
que no sabemos nada acerca del resultado:
+1 +
#
 1 = > > 
#
+1 = >
 1 +
#
+1 = > > 
#
 1 = >
> +
#
+1 = > +1 
#
> = >
> +
#
 1 = >  1 
#
> = >
+1 +
#
> = > > 
#
> = >
 1 +
#
> = >
> +
#
> = >
Se pueden usar varios valores abstractos para aproximar un mismo valor
concreto. Por ejemplo el numero 6 se puede aproximar por +1 y por >. Sin
embargo, de +1 podemos obtener conclusiones mas precisas que de >: a
partir de +1 podemos concluir que el valor es positivo o cero, mientras que
a partir de > no podemos concluir nada acerca del valor al que aproxima.
Para representar el grado de aproximacion de los distintos valores abs-
tractos se introduce un orden entre ellos v. As, tomaramos  1 v > y
+1 v >, siendo +1 y  1 no comparables.
Ademas, tenemos valores que podran ser aproximados por distintos va-
lores abstractos mnimos. En nuestro caso tenemos el 0, que puede ser
aproximado tanto por +1 como por  1. En estos casos, o bien se hace una
eleccion adecuada dependiendo de la expresion a analizar, o bien se a~nade de
forma explcita, enriqueciendo el dominio abstracto. Haciendo esto ultimo,
obtendramos:
0 +
#
+1 = +1 0 
#
+1 = 0
0 +
#
 1 =  1 0 
#
 1 = 0
0 +
#
> = > 0 
#
> = 0
0 +
#
0 = 0 0 
#
0 = 0
+1 +
#
0 = +1 +1 
#
0 = 0
 1 +
#
0 =  1  1 
#
0 = 0
> +
#
0 = > > 
#
0 = 0
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Aproximacion de las propiedades de los programas
Como hemos dicho anteriormente, deniremos una semantica de recoleccion,
que representa las propiedades concretas de los programas que queremos
estudiar, y a continuacion otra abstracta que pretende aproximar dichas
propiedades concretas mediante propiedades abstractas.
En general, las propiedades concretas de los programas se describen
mediante elementos de un conjunto P
b
llamado dominio de las propiedades
concretas.
La semantica concreta asocia a cada programa un elemento del do-
minio de propiedades concretas P
b
. Esta semantica concreta suele estar
denida como punto jo de una funcion F
b
sobre P
b
, llamada funcion de
semantica concreta.
Lo mas habitual es que el dominio de las propiedades concretas sea un
orden parcial P
b
(v
b
), en el que la relacion de orden representa la precision
relativa de las propiedades concretas: p
b
1
v
b
p
b
2
signica que p
b
1
y p
b
2
son
propiedades comparables, siendo p
b
1
mas precisa que p
b
2
.
Si se trata de un orden parcial completo y F
b
es monotona, entonces
se asegura la existencia de dicho punto jo (aunque el proceso para alcan-
zarlo puede ser transnito). Si ademas es continua, se puede calcular como
t
n0
F
b
n
(?) . Si se trata de un retculo nito y F
b
es monotona tambien se
puede calcular de esta misma forma.
El primer paso que debe darse en una interpretacion abstracta es el
dise~no de un dominio de propiedades abstractas P
#
, que pretende ser
una version aproximada del dominio de propiedades concretas P
b
.
De forma analoga, las propiedades abstractas se suelen representar me-
diante elementos de un orden parcial P
#
(v
#
) donde, de nuevo, el orden v
#
representa la precision relativa de las propiedades abstractas.
Ejemplo 3 (regla de los signos):
Para el ejemplo anterior de los signos, podemos elegir como dominio de
propiedades concretas P
b
= ffalse; < 0;= 0; > 0; 0; 6= 0; 0; trueg, donde
cada uno de los elementos representa un conjunto de valores que puede tomar
una variable. As,
false = ;
< 0 = fx 2 Z j x < 0g
 0 = fx 2 Z j x  0g
= 0 = f0g
6= 0 = fx 2 Z j x 6= 0g
> 0 = fx 2 Z j x > 0g
 0 = fx 2 Z j x  0g
true = Z
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El orden entre los elementos (ver Figura 2.1) viene determinado entonces por
la relacion de inclusion  entre los conjuntos de enteros que representan.
En cuanto a las propiedades abstractas, una posible eleccion sera P
#
=
ff
#
; 1; 0;+1; t
#
g, con sus elementos ordenados segun se muestra en la
Figura 2.1.
2
 0
< 0
6= 0
true
= 0
false
 0
> 0
 1
t
#
0
f
#
+1





Figura 2.1: Dominios de propiedades concretas y abstractas de los enteros,
y funcion de concrecion
El segundo paso es la denicion de una semantica abstracta. Su ob-
jetivo es encontrar para cada programa una propiedad abstracta a en el
dominio de propiedades abstractas P
#
, que sea una aproximacion correcta
(ver siguiente seccion) de la semantica concreta c 2 P
b
del programa. Igual
que en la semantica concreta, la semantica abstracta se dene como punto
jo de una funcion F
#
sobre P
#
.
Relacion de correccion
El tercer paso que debe darse en el dise~no de una interpretacion abstracta
es la especicacion de la correspondencia entre las propiedades concretas
y abstractas. Esta se puede denir mediante una relacion de correccion
 2 P (P
b
 P
#
), donde hc; ai 2  signica que la semantica concreta c del
programa tiene la propiedad abstracta a.
Una suposicion habitual es la existencia de aproximacion abstracta,
es decir, toda propiedad concreta tiene una aproximacion abstracta:
8c 2 P
b
:9a 2 P
#
:hc; ai 2 :
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Para demostrar la correccion de la semantica abstracta se suele proceder
por induccion.
El signicado de las propiedades abstractas respecto a las concretas viene
dado mediante una funcion de concrecion  2 (P
#
! P
b
) donde (p
#
)
es la propiedad concreta que corresponde a la propiedad abstracta p
#
.
La nocion de aproximacion esta determinada por una funcion de abs-
traccion
1
 2 (P
b
! P
#
), que devuelve la mejor de las aproximaciones
abstractas, (p
b
), de la propiedad concreta p
b
.
Ejemplo 4 (regla de los signos)
Continuando con el ejemplo anterior, la funcion de concrecion viene re-
presentada en el grafo de la Figura 2.1. Por su parte, la funcion de abstrac-
cion viene dada por la siguiente tabla:
p
b
false < 0 = 0 > 0  0 6= 0  0 true
(p
b
) f
#
 1 0 +1  1 t
#
+1 t
#
2
La nocion de correccion de la aproximacion se dene de la siguiente
manera:
8c 2 P
b
:8a 2 P
#
:(c) v
#
a, c v
b
(a):
El hecho de que a es una aproximacion valida de la informacion dada
por c se puede expresar mediante (c) v
#
a, es decir (c) es la menor
aproximacion de c, y todos los valores abstractos por encima de ella son
tambien aproximaciones validas de c.
Tambien se puede expresar mediante c v
b
(a), es decir a es aproxima-
cion de c, pero tambien de todas aquellas propiedades concretas de mayor
precision que c.
Denir la correccion exigiendo que el par de funciones abstraccion/concre-
cion formen una conexion de Galois asegura que cada propiedad concreta
tiene una unica mejor aproximacion abstracta.
Aproximacion del punto jo
Supongamos que P
b
(v
b
;t
b
) y P
#
(v
#
;t
#
) son ordenes parciales completos,
que F
b
: P
b
! P
b
proporciona la semantica concreta lfp F
b
de un programa
(donde lfp es el operador de menor punto jo), y que estamos interesados
en su abstraccion  (lfp F
b
), donde P
b
(v
b
)

*
)

P
#
(v
#
).
Si suponemos que el punto jo viene dado por lfp F
b
=
F
b
n0
F
b
n
(?
b
)
(por tratarse por ejemplo de una funcion continua sobre un cpo), es natural
1
La forma mas habitual de proporcionar la correccion de un analisis es a traves de
una funcion de abstraccion que junto con la funcion de concrecion forma una conexion de
Galois. En esta seccion vamos a estudiar esta forma general de proporcionar la correccion.
En la siguiente seccion, estos conceptos se particularizaran para los lenguajes funcionales.
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intentar calcular  (lfp F
b
) mediante la abstraccion de dicha cadena de
iteraciones.
Puesto que queremos hacer los calculos en el dominio abstracto P
#
, nos
gustara obtener esta secuencia usando un nmo abstracto ?
#
, un operador
abstracto F
#
y una mnima cota superior abstracta t
#
sobre P
#
, de la
forma
F
#
n0
F
#
n
(?
#
).
Esto es posible si 8n:F
#
n
(?
#
) = (F
b
n
(?
b
)). Para encontrar hipotesis
que garanticen la propiedad deseada podemos razonar por induccion sobre
n:
 Para n = 0 hay que demostrar que (?
b
) = ?
#
.
 Para n  0 hay que demostrar que si (F
b
n
(?
b
)) = F
#
n
(?
#
) entonces
(F
b
n+1
(?
b
)) = F
#
n+1
(?
#
), lo que, usando la hipotesis de induccion,
se reduce a demostrar que
8p
b
2 P
b
: (F
b
(p
b
)) = F
#
((p
b
))
(o F
#
=   F
b
  y 8p
b
2 P
b
:  (p
b
) = p
b
).
Ademas si p
b
es un punto jo de F
b
entonces, como   F
b
= F
#

 entonces (p
b
) es un punto jo de F
#
con lo que (
F
b
n0
F
b
n
(?
b
)) =
F
#
n0
F
#
n
(?
#
) es un punto jo de F
#
.
En particular, cuando F
#
es monotona, se trata del mnimo punto jo
de F
#
.
Desgraciadamente, esta situacion no es habitual. En general uno debe
conformarse con una aproximacion abstracta p
#
realizada desde arriba, de
modo que (lfp F
b
) v
#
p
#
, o equivalentemente lfp F
b
v
b
(p
#
).
Proposicion 5 Dados dos retculos completos P
b
(v
b
; f
b
; t
b
;u
b
;t
b
) y P
#
(v
#
; f
#
; t
#
;u
#
;t
#
), una conexion de Galois P
b
(v
b
)

*
)

P
#
(v
#
) y F
b
: P
b
!
P
b
monotona, entonces
(lfp F
b
) v
#
lfp (  F
b
 ):
Una consecuencia de esta proposicion es que la eleccion de la semantica
concreta y de la conexion de Galois determina completamente la semantica
abstracta lfp (  F
b
 ). Es decir, la semantica abstracta se puede derivar
de forma constructiva a partir de la semantica concreta mediante un calculo
formal que simplique   F
b
  para expresarlo usando operadores sobre
propiedades abstractas.
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2.2.3 Interpretacion abstracta en los lenguajes funcionales
Introduccion
A la hora de aplicar la interpretacion abstracta en los lenguajes funcionales,
los conceptos generales vistos en la seccion anterior se particularizan en
ciertos aspectos: el tipo de dominios abstractos, la forma de representar las
propiedades, el concepto de correccion y seguridad, etc.
Las propiedades de las funciones se pueden representar de formas diver-
sas. Una de ellas consiste en utilizar conjuntos Scott{cerrados. En tal
caso, se utilizan retculos nitos como dominios abstractos que representan
dichas propiedades. Cada punto del dominio abstracto es la interpretacion
abstracta de un conjunto Scott{cerrado, es decir, representa una propiedad.
Por ejemplo, en el analisis de estrictez se manejan las propiedades re-
presentadas por los conjuntos Scott{cerrados f?
D
g y D, las cuales son a su
vez interpretados por los valores abstractos 0 y 1 respectivamente.
Una de las formas mas habituales de relacionar la interpretacion estandar
y la abstracta (o dos interpretaciones abstractas) de un lenguaje funcional
consiste en la denicion de una funcion de concrecion  de los valores
abstractos a las propiedades concretas, demostrando que si la semantica
abstracta tabs[[]] de una expresion en un entorno abstracto 
t
produce un
valor abstracto t
#
, entonces la semantica estandar sem[[]] de dicha expresion
en un entorno 
s
que aproxima superiormente a la concrecion de 
t
tiene la
propiedad (t
#
). Sin embargo, cuando las propiedades estudiadas por los
analisis denidos sobre lenguajes funcionales son propiedades referentes a las
funciones, la correccion del analisis se enuncia en terminos de las expresiones
funcionales. As, si en particular la expresion es una funcion f , el analisis
sera correcto si cuando
(tabs[[f ]] 
t
) s
#
v t
#
,
entonces se cumple que
8s 2 (s
#
):(sem[[f ]] 
s
) s 2 (t
#
).
Para demostrar esto, se proporciona la funcion de abstraccion corres-
pondiente, y se demuestra que los resultados obtenidos mediante la inter-
pretacion abstracta son seguros, es decir, se encuentran siempre por encima
de la abstraccion de la interpretacion estandar (ver Proposicion 14 en esta
seccion). Dicho resultado se apoya en la propiedad de semihomomorsmo
de la funcion de abstraccion (ver Proposicion 11 en esta seccion).
Aproximacion de funciones mediante funciones abstractas
Los primeros en presentar un analisis de estrictez para un lenguaje funcio-
nal de orden superior fueron Burn, Hankin y Abramsky [BHA86]. Posterior-
mente, Burn [Bur91] desarrollo un marco general de interpretacion abstracta
basada en estas ideas.
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El lenguaje. El lenguaje con el que trabajan es un lenguaje de orden
superior con tipos monomorcos planos. Las expresiones de tipo vienen
dadas por:
 ::= A j  ! 
donde A es un tipo base.
Por su parte, los terminos vienen dados por la gramatica:
Exp ::= c

j x

j x

:Exp
j Exp
1
Exp
2
j x
(!)!
Exp
donde cada x
(!)!
representa al operador de punto jo, y nos sirve para
expresar la recursion
2
.
Semantica estandar. El dominio sobre el que se dene la semantica (de-
notacional) estandar del lenguaje es:
D = + fD

j  es una expresion de tipog
donde + representa la suma separada o union disjunta, D
A
es un dominio
base plano que contiene a los enteros y los booleanos, y
D
!
= [D

! D

]:
Para denir la semantica necesitamos partir de una interpretacion de
constantes K : constantes ! D, donde K(c

) 2 D

y de un entorno 
s
:
Env = Var ! D (denotaremos los entornos con un superndice que nos
indica si se trata de un entorno para la semantica estandar, s, o para la
abstracta, t):
sem[[]] : Exp! Env ! D
sem[[c

]]
s
= K(c

)
sem[[x

]]
s
= 
s
(x

)
sem[[x

:e]]
s
= y
D

:(sem[[e]]
s
[y
D

=x

])
sem[[e
1
e
2
]]
s
= (sem[[e
1
]]
s
) (sem[[e
2
]]
s
)
sem[[x
(!)!
e]]
s
=
F
n0
(sem[[e]]
s
)
n
(?
D

)
2
En el {calculo sin tipos la recursion se puede expresar mediante el termino
Y = f:(x:f (x x))(x:f (x x))
En el {calculo con tipos monomorcos, este termino no es tipable, por lo que es necesario
introducir el operador de punto jo x
(!)!
para expresar la recursion. En los ejemplos
nos hemos tomado la libertad de denir las funciones mediante ecuaciones recursivas para
que la lectura resulte mas intuitiva, aunque ateniendonos a la sintaxis denida debera
hacerse usando el correspondiente operador x.
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donde 
s
[y
D

=x

] es el mismo entorno 
s
salvo que en x

vale y
D

.
De esta forma, cada termino (funcional) sintactico de tipo  !  se
interpreta como una funcion continua en D, de D

en D

, mientras que
la aplicacion funcional sintactica se interpreta como la aplicacion de una
funcion a un argumento.
Ejemplo 6 En este ejemplo, para simplicar notacion, omitiremos los su-
perndices de las constantes, excepto en el caso del if , en el que nos limita-
mos a indicar su tipo generador . En su lugar, precisaremos los tipos de
las constantes mediante declaraciones c : . Si tenemos los tipos int y bool
como tipos base, podramos tener como constantes del lenguaje:
0; 1; 1; : : : : int
tt ; : bool
succ : int! int
zero : int! bool
if

: bool!  !  ! 
Junto a ellas, podramos tener otras como los operadores aritmeticos +,
 , , div, mod, los operadores logicos entre booleanos and, or, etc. La
interpretacion estandar sera la siguiente:
D
int
= Z
?
D
bool
= Bool
?
K(0) = 0
K(1) = 1
K( 1) =  1
.
.
.
K(succ) ?
Z
?
= ?
Z
?
K(succ) x = x + 1 si x 6= ?
Z
?
K(tt) = true
K( ) = false
K(zero) ?
Z
?
= ?
Bool
?
K(zero) 0 = true
K(zero) n = false si n 6= 0 ^ n 6= ?
Z
?
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K(if

) x y z =
8
>
<
>
:
?
D

si x = ?
Bool
?
y si x = true
z si x = false
Los operadores aritmeticos y booleanos se interpretaran de la forma
usual.
2
Semantica abstracta. De la misma forma, aunque eligiendo los dominios
adecuados para cada caso, se denira la semantica abstracta adecuada para
determinado analisis. En general obtendremos un dominio abstracto
B = + fB

j  es una expresion de tipog
donde de nuevo + representa la union disjunta, y B
A
es el retculo nito
adecuado para cada tipo base A.
Ejemplo 7 (analisis de estrictez)
Utilizaremos como ejemplo el analisis de estrictez de [BHA86] donde las
constantes del lenguaje son las propuestas en el Ejemplo 6.
En este caso B
A
es el formado por dos elementos 2, es decir, B
int
=
B
bool
= 2 y B
!
= [B

! B

]. En la Figura 2.2 podemos ver ilustra-
do parte del dominio abstracto que resulta: se muestra B
int
, B
int!int
y
B
int!int!int
. Puesto que B
A
es un retculo, tambien lo es cada B

, y al ser
nitos son completos.
La semantica abstracta tabs se dene de forma analoga a la estandar,
con la diferencia de la interpretacion de las constantes K
0
. En el caso del
analisis de estrictez estas se interpretan de la siguiente forma:
K
0
(0) = 1
K
0
(1) = 1
K
0
( 1) = 1
.
.
.
K
0
(succ) x = x
K
0
(tt) = 1
K
0
( ) = 1
K
0
(zero) x = x
K
0
(if

) 0 x y = ?
B

K
0
(if

) 1 x y = x t y
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?
0
1
x
2
:0
x
2
:x
x
2
:1
x
2
:y
2
:0
x
2
:y
2
:x ^ y
x
2
:y
2
:x x
2
:y
2
:y
x
2
:y
2
:x _ y
x
2
:y
2
:1
: : :
Figura 2.2: El dominio abstracto para el analisis de estrictez
Los operadores aritmeticos y booleanos se interpretaran mediante el nmo
de sus argumentos (abstractos), por ser estrictos en ambos.
2
Relacion entre las semanticas. A continuacion debemos relacionar la
interpretacion abstracta y la estandar para garantizar la correccion del
analisis. En lugar de denir directamente la funcion de abstraccion abs :
D ! B como una unica funcion, la deniremos por partes, para cada com-
ponente del dominio:
abs
A
: D
A
! B
A
abs
!
: D
!
! B
!
:
Ejemplo 8 (analisis de estrictez) En el caso del analisis de estrictez, para
cada dominio basico A:
abs
A
(d) =
(
0 si d = ?
A
1 e.o.c.
2
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La abstraccion de las funciones es mas compleja. Utilizando conceptos
de dominios potencia de Hoare se dene:
abs
!
(f) =
G
(P(abs

)  P(f)  

) = Abs

 P(f)  

B

abs
!
(f)
-
B

P(D

)


?
P(f)
-
P(D

)
A
6
bs

donde:
 P es el funtor que hace corresponder a cada dominio D su correspon-
diente dominio potencia de Hoare P(D) y a cada funcion f le hace
corresponder la funcion P(f), que toma un subconjunto cerrado X de
D y devuelve el cierre inferior de las imagenes de los elementos de X
por f (vease denicion en pagina 42).
 

: B

! P(D

) es la funcion de concrecion, que se dene como:


s =
[
fS j Abs

(S) v sg = fs
0
j abs

(s
0
) v sg:
 Abs

=
F
P(abs

).
La idea subyacente en esta denicion es que si b representa una cierta in-
formacion que se conoce sobre un argumento de f , entonces, para encontrar
informacion sobre el resultado de f se calculan los resultados de aplicar f
a los argumentos por debajo de b respecto al orden de aproximacion de los
elementos, y con todos ellos se aproxima el resultado para el argumento
inicial (tomando mnima cota superior para mantener la seguridad).
Para garantizar la correccion del analisis estas funciones de abstraccion
y concrecion deben cumplir una serie de propiedades.
Propiedades de las funciones de abstraccion y concrecion. Las
proposiciones de esta seccion hacen uso de propiedades del dominio potencia
de Hoare. Todas las demostraciones se pueden encontrar en [Bur91].
Proposicion 9 Se cumple que si abs
A
es continua y estricta, entonces:
 abs

y Abs

son continuas para cualquier .
 abs

y Abs

son estrictas para cualquier .
 

esta bien denida y es continua para cualquier .
2.2.3 Interpretacion abstracta en los lenguajes funcionales 57
La estrictez de las funciones de abstraccion es necesaria para que  quede
bien denida.
El hecho de exigir que los retculos abstractos sean completos garantiza
la existencia de la cota superior que dene las funciones de abstraccion. La
nitud de los mismos asegura que las funciones de concrecion sean conti-
nuas. Abramsky demostro en [Abr90]que si manejamos retculos completos
arbitrarios (posiblemente innitos), entonces las funciones de abstraccion
inducidas por las de concrecion pueden no ser continuas. Ahora bien, si las
funciones de abstraccion llevan elementos nitos a elementos nitos, enton-
ces s que lo son. Y claramente esto se cumple en el caso de que los retculos
sean nitos.
A partir de ahora supondremos que disponemos de abs
A
continua y es-
tricta y que abs
!
esta denida como hemos indicado anteriormente, de
modo que se cumplen todas las propiedades de la Proposicion 9.
Los siguientes resultados permiten demostrar la correccion del analisis
planteado.
Proposicion 10 Tal como estan denidas se cumple que 

y Abs

forman
una conexion de Galois, es decir:
 

 Abs

w id
P(D

)
,
 Abs

 

v id
B

.
Proposicion 11 abs

tiene propiedades semihomomorcas en la aplicacion
de funciones, es decir:
abs
!
(f)  abs

w abs

 f:
La demostracion se obtiene utilizando la Proposicion 10 y propiedades
del dominio potencia de Hoare. Como consecuencia de esto, se tiene:
Proposicion 12
abs

(lfp f) v lfp (abs
!
(f)):
La demostracion se obtiene usando las proposiciones 9 y 11.
La correccion del analisis. La propiedad de correccion del analisis para
las funciones nos dice que si para toda variable x

, 
t
(x

) w abs

(
s
(x

)) y
(tabs[[f ]]
t
) s
#
v t
#
,
entonces se debe cumplir que:
8s 2 (s
#
):(sem[[f ]]
s
) s 2 (t
#
).
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Ejemplo 13 (analisis de estrictez)
La propiedad de correccion del analisis de estrictez es la siguiente:
(tabs[[f ]]
t
)(?
B

) = ?
B

) (sem[[f ]]
s
)(?
D

) = ?
D

ya que se cumple (?
B

) = f?
D

g.
2
La correccion depende de la condicion de seguridad para las constan-
tes:
abs

(K(c

)) v K
0
(c

),
que se cumple en el caso del analisis de estrictez que hemos visto.
Proposicion 14 Si todas las constantes cumplen la condicion de seguridad,
entonces para todo 
s
, 
t
tales que para todo x

, abs

(
s
x

) v (
t
x

), y para
toda expresion e, se tiene:
abs

(sem[[e]]
s
) v tabs[[e]]
t
.
Esta proposicion se demuestra por induccion estructural sobre e utilizando
las proposiciones 11 y 12.
Como consecuencia de esta proposicion y de las proposiciones 10 y 11
obtenemos la demostracion de la correccion del analisis.
Ejemplo 15 (analisis de estrictez)
En el analisis de estrictez, dada una funcion f de tipo 
1
! 
2
! : : :!

n
! A, se tiene que:
f
#
1

1
: : : 0

k
: : : 1

n
= 0) (8x
i
2 D

i
:fx
1
: : :?
D
k
: : : x
n
= ?
D
A
)
donde 0

i
y 1

i
representan elnmo y supremo, respectivamente, del retculo
B

i
(ver Figura 2.2).
2
Veamos un ejemplo de aplicacion del analisis de estrictez a una funcion de
orden superior.
Ejemplo 16 Sea la funcion de orden superior twice : (int! int)! int!
int:
twice f x = f (f x)
La interpretacion abstracta de twice viene dada por la siguiente tabla:
twice
#
x
#
=f
#
y:0 y:y y:1
0 0 0 1
1 0 1 1
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Puesto que twice
#
(y:0) 1 = 0 y twice
#
(y:1) 0 = 1, twice es estricta en
su argumento f y no se puede decir nada acerca de x, puesto que depende
de la estrictez de f respecto a su parametro.
2
Calculo eciente de puntos jos
La interpretacion de funciones recursivas implica el calculo de puntos jos
mediante la cadena ascendente de Kleene. Una forma de calcular el punto -
jo consiste en iterar sucesivamente un numero suciente de veces hasta estar
seguros de haber alcanzado el punto jo. Puesto que los dominios utilizados
son nitos, el numero maximo de iteraciones necesarias para calcular el pun-
to jo viene dado por la profundidad del dominio funcional correspondiente,
la cual esta denida como la longitud de la cadena mas larga estrictamente
creciente de valores de dicho dominio. Es un buen metodo cuando el numero
de argumentos es peque~no. Desafortunadamente, la profundidad del domi-
nio crece exponencialmente con el numero de argumentos, con lo que esta
aproximacion se hace insostenible cuando aquel es grande.
La opcion tomada habitualmente es hacer una comparacion tras cada
iteracion para saber si ya se ha alcanzado el punto jo. En tal caso, la
eciencia de la comparacion inuye en la eciencia del computo del punto
jo. En el peor de los casos, el coste de la comparacion es exponencial en
el numero de argumentos. El problema de detectar la igualdad de funciones
de N argumentos con valores en 2 es NP{completo, y por lo tanto no hay
algoritmo polinomial que pueda resolverlo con generalidad [HY85].
Puesto que no se puede determinar la igualdad de dos funciones en base
a su denicion, se hace necesaria alguna representacion de las funciones cuya
comparacion sea eciente en los casos mas comunes. Clack y Peyton Jones
[CP85, PC87] examinaron tres formas distintas de representacion para el
analisis de estrictez: las tablas de verdad, las expresiones booleanas
y las fronteras. El algoritmo de fronteras fue posteriormente optimizado
y extendido a orden superior y retculos arbitrarios por Martin y Hankin
[MH87]. Posteriormente, Peyton Jones y Partain [PP93] utilizaron una for-
ma de representacion aproximada, las signaturas. Dichas signaturas per-
miten denir un operador de ensanchamiento con el objetivo de calcular una
aproximacion del mnimo punto jo en un tiempo cuadratico.
Tablas de verdad. Una funcion queda caracterizada medianteel corres-
pondiente conjunto de pares argumento{resultado (su grafo). Por lo tanto,
las funciones abstractas del analisis de estrictez se pueden representar me-
diante tablas de verdad. Con esta representacion la comparacion es siempre
exponencial en el numero de argumentos de la funcion, independientemente
de lo sencillas que sean las funciones a comparar.
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Expresiones booleanas. Debido al aspecto del dominio elegido para
el analisis de estrictez, para representar las funciones abstractas en dicho
analisis se pueden utilizar expresiones booleanas simbolicas. Esta represen-
tacion es mucho mas compacta que la anterior. Para poder compararlas,
debemos manipularlas hasta obtener una forma canonica. Las formas mas
comunes son la forma normal conjuntiva y la forma normal disyun-
tiva. En general, ninguna es mejor que la otra, ya que algunas expresiones
tienen una representacion mas compacta en forma conjuntiva y otras en for-
ma disyuntiva. Sin embargo, al pasar a orden superior el uso de expresiones
booleanas se hace inmanejable.
Fronteras. Los posibles argumentos de una funcion f
#
forman un retculo
nito, el cual se puede representar mediante un grafo no dirigido. Cada uno
de los nodos representa una combinacion de argumentos. Si el resultado
de aplicar f
#
a los argumentos especicados en un nodo es 0 (respectiva-
mente 1), le llamaremos 0{nodo (respectivamente 1{nodo). De esta forma
podramos etiquetar los nodos del grafo con el valor correspondiente de f
#
sobre ellos.
Se han interpretado las funciones como funciones continuas abstractas,
y por tanto monotonas. Esto quiere decir que si un nodo es un 0{nodo,
entonces, cualquiera que le aproxime, es decir, que este por debajo de el en
el retculo, debe ser tambien un 0{nodo. De la misma forma, si un nodo es
un 1{nodo, entonces cualquier nodo al que aproxime, es decir, que este por
encima de el en el retculo, debe ser tambien un 1{nodo. Esto signica que
para representar una funcion, basta con guardar los valores de aquellos nodos
que constituyen la barrera de separacion entre los 0{nodos y los 1{nodos.
Este conjunto de nodos reciben el nombre de frontera. La 0{frontera es
el conjunto de 0{nodos que estan en la frontera. De forma analoga se dene
la 1{frontera.
Ejemplo 17 Sea la funcion
f(x; y; z) = if (x < 0) y (z + f(x  1; 0; z))
cuya interpretacion abstracta es:
f
#
(x; y; z) = x ^ (y _ (z ^ f
#
(x; 1; z))):
La secuencia de aproximaciones es la siguiente:
f
#
0
(x; y; z) = 0
f
#
1
(x; y; z) = x ^ (y _ (z ^ f
#
0
(x; 1; z)))
= x ^ y
f
#
2
(x; y; z) = x ^ (y _ (z ^ f
#
1
(x; 1; z)))
= x ^ (y _ z)
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(1; 0; 1)
0
(0; 1; 1)
0
(1; 1; 0)
1
(1; 1; 1)
1
(1; 0; 0)
0
(0; 1; 0)
0
(0; 0; 1)
0
(0; 0; 0)
0
Figura 2.3: Valores de f
#
1
y fronteras (0{frontera en caja punteada y 1{
frontera en caja continua)
La 0{frontera de f
#
1
esta formada por los nodos (0; 1; 1) y (1; 0; 1), pues
todos los nodos con un 0 en la x o en la y son 0{nodos, y de ellos estos dos son
los mayores en el retculo. La 1{frontera esta formada por el nodo (1; 1; 0),
ya que todos los nodos con x = y = 1 son 1{nodos, y este es el menor de
ellos. En la Figura 2.3 se muestra el retculo de posibles argumentos, y cada
una de las fronteras. Junto a cada punto del retculo gura en negrita el
valor de f
#
1
en ese punto.
2
Resulta inmediato comprobar que dos funciones con las mismas
0{fronteras son iguales. En consecuencia, una frontera es una forma
canonica y compacta de representar una funcion.
Veamos el coste del calculo del punto jo usando esta representacion.
El numero de iteraciones es proporcional a la profundidad del retculo de
argumentos. En cada iteracion es necesario calcular la nueva 0{frontera y
compararla con la de la iteracion anterior. La nueva 0{frontera puede calcu-
larse a partir de la anterior, y su coste es proporcional a la profundidad del
retculo de argumentos. El coste de comparar dos fronteras es proporcional
a la anchura del retculo de argumentos.
Si nos restringimos a funciones de primer orden en el analisis de estrictez,
el coste de cada iteracion es lineal con respecto al numero de argumentos
de la funcion, por lo que el coste del calculo del punto jo es cuadratico.
Sin embargo, al pasar a orden superior, la profundidad de los retculos de
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argumentos y por tanto el coste del calculo del punto jo se hace de nue-
vo exponencial. Si se consideran retculos base con un mayor numero de
elementos, se hace necesario controlar varios conjuntos frontera. Cuando
aumenta el numero de elementos del retculo base que no son comparables,
la eciencia del algoritmo decrece rapidamente.
En denitiva, los algoritmos basados en fronteras proporcionan una re-
presentacion util de las funciones, pero son altamente insatisfactorios en
cuestiones de eciencia, puesto que solamente funcionan relativamente bien
para primer orden, funciones con pocos argumentos y dominios abstractos
peque~nos. Actualmente la atencion se centra en el calculo aproximado de
los puntos jos. Se preere renunciar a la exactitud frente a la ineciencia.
Aproximacion de puntos jos usando ensanchamiento y estrecha-
miento. Los operadores de ensanchamiento y estrechamiento
3
se utilizan
para asegurar la terminacion de los analisis cuando los dominios abstractos
poseen cadenas ascendentes innitas, es decir para asegurar la convergencia,
o bien para acelerar la misma en dominios grandes. El caso que nos intere-
sa aqu es el segundo. Naturalmente, el precio a pagar es la perdida de la
exactitud: estas tecnicas calculan solamente una aproximacion al punto jo.
Denicion 18 (operador de ensanchamiento) Dado un retculo completo L,
un operador 5 2 IN! ((LL)! L) es un operador de ensanchamiento
si satisface las siguientes condiciones:
 8j > 0; x; y 2 L:x t y v x 5(j) y.
 Para toda cadena x
0
v x
1
: : : v x
n
v : : : en L, la cadena y
0
v
y
1
v : : : v y
n
v : : : denida por y
0
= x
0
; y
1
= y
0
5(1) x
1
; : : : y
n
=
y
n 1
5(n) x
n
es eventualmente estable, es decir, existe un k  0 tal
que para todo i  k : y
i
= y
k
.
Proposicion 19 Sea f una funcion monotona sobre L y 5 un operador de
ensanchamiento. El lmite u de la siguiente secuencia:
x
0
= ?
x
n+1
= x
n
si f(x
n
) v x
n
x
n+1
= x
n
5(n + 1) f(x
n
) e.o.c.
se puede calcular en un numero nito de pasos, x(f) v u y f(u) v u.
Es decir, si utilizamos un operador de ensanchamiento obtenemos una
aproximacion segura del punto jo.
El proceso de iteracion y su relacion con la cadena de Kleene se ilustra
en la Figura 2.4.
3
En ingles widening y narrowing.
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?
f
1
?
f
2
?
f
3
?
f x
1
f x
2
x
1
x
2
x
3
5
5
Figura 2.4: Relacion entre la cadena de Kleene y la obtenida mediante el
operador de ensanchamiento
Denicion 20 (operador de estrechamiento)
Un operador 4 : IN ! ((L  L) ! L) es un operador de estrecha-
miento si satisface las siguientes condiciones:
 8j > 0:8x; y 2 L:y v x) y v (x 4(j) y) v x.
 Para toda cadena x
0
w x
1
: : : w x
n
w : : : en L, la cadena y
0
= x
0
; y
1
=
y
0
4(1) x
1
; : : : y
n
= y
n 1
4(n) x
n
es eventualmente estable, es decir,
existe un k  0 tal que para todo i  k:y
i
= y
k
.
Proposicion 21 Sea f una funcion monotona sobre L y 4 un operador
de estrechamiento. Sea u 2 L tal que x(f) v u y f(u) v u. La cadena
decreciente:
x
0
=u
x
n+1
=x
n
4(n + 1) f(x
n
)
es eventualmente estable, y cumple 8k  0 : x(f) v x
k
.
Es decir, si partimos de la aproximacion del punto jo calculada mediante
ensanchamiento, el operador de estrechamiento obtiene una aproximacion
mejor, que aun se encuentra por encima del punto jo, es decir, que aun es
segura.
En la Seccion 5.6 se usara un operador de ensanchamiento para acelerar
el calculo del punto jo. Mas exactamente se utilizara un operador de cierre
superior, es decir, un operador mayor o igual a la identidadW w id. Ahora
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bien, dado un operador de cierre superior W w id, se puede denir un
operador de ensanchamiento equivalente r = (x; y):x t W(y), como se
hace en [HH92]. Por ello, en la citada seccion, al igual que se hace en
[PP93], utilizaremos la denominacion operador de ensanchamiento.
Signaturas. El uso de signaturas resuelve a la vez el problema de en-
contrar una representacion de las funciones que sea comparable de forma
eciente y la tarea de denir un operador de ensanchamiento para acelerar
el calculo del punto jo. Una signatura es una representacion aproximada
de una funcion abstracta, por lo que varias funciones abstractas pueden es-
tar representadas por una misma signatura. Por lo tanto, en el proceso de
obtencion de una signatura se pierde informacion. Dicha perdida da lugar a
un operador de ensanchamiento.
Puesto que en la Seccion 5.6 se utilizara esta tecnica proporcionando
las deniciones formales y demostraciones de todos los resultados obtenidos
para el analisis de no determinismo, aqu solamente se proporcionan las
intuiciones necesarias para entender el metodo.
Veamos como ejemplo las signaturas denidas en [PP93] para el analisis
de estrictez. La signatura de una funcion de n argumentos en este analisis
es basicamente una secuencia de n \demandas". Dicha secuencia describe
la evaluacion llevada a cabo por la funcion de cada uno de los argumentos.
Una demanda puede ser L o S. Una demanda L en la posicion i-esima
de la signatura representa que no hay garanta de que la funcion evalue el
argumento i-esimo. Una demanda S en la posicion i-esima de la signatura
indica que la funcion es estricta en el argumento i-esimo. Por ejemplo, si
f :: int! int! bool! int fuese la funcion dada por
f x y z = if z x y;
su correspondiente signatura es L L S. Estas signaturas forman un retculo
nito.
Para obtener una signatura se aplica la funcion abstracta a algunas com-
binaciones de argumentos. Este proceso recibe el nombre de muestreo. En
el caso del analisis de estrictez, cada funcion de n argumentos se aplica
a las combinaciones: ?;>; : : : ;>; >;?;>; : : : ;>; . . . ; >; : : : ;>;?, donde
todos los argumentos menos uno reciben como valor el supremo del domi-
nio correspondiente y el restante recibe como valor el nmo del dominio
correspondiente.
El valor abstracto de la funcion del ejemplo anterior es f
#
= x
#
:y
#
:
z
#
:z
#
u (x
#
t y
#
), donde x
#
, y
#
y z
#
pertenecen a 2. Para obtener la
signatura se aplica f
#
a las combinaciones de argumentos 0; 1; 1; 1; 0; 1 y
1; 1; 0. Si el resultado es 0, la demanda es S; si es 1, la demanda es L.
As se obtiene la ya indicada L L S. Hay otras funciones abstractas con
la misma signatura, por ejemplo x
#
:y
#
:z
#
:z
#
. Sin embargo, se cumple
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la propiedad de que dada una signatura, existe una funcion que es mayor
o igual que todas las que tienen esa misma signatura. Dada una signatura
d
1
; : : : ; d
n
podemos obtener dicha funcion de la siguiente manera:
r(d
1
; : : : ; d
n
) = x
1
: : : : :x
n
:
(
? si x
1
2 (d
1
) _ : : : _ x
n
2 (d
n
)
> e:o:c:;
donde (d
i
) devuelve el conjunto de valores del argumento i que hacen di-
verger con seguridad a la funcion, es decir, (L) = ; y (S) = f?g.
En el ejemplo se obtiene
x
1
:x
2
:x
3
:
(
0 si x
3
= 0
1 e:o:c:
Se cumple que si f
#
tiene signatura d
1
: : : d
n
, entonces r(d
1
; : : : ; d
n
) w
f
#
, es decir la composicion del muestreo con la funcion r da lugar a un
operador de ensanchamiento, que se puede utilizar para acelerar el calculo
del punto jo.
En realidad, el proceso de muestreo se puede ver como una funcion de
abstraccion, y la funcion r como una funcion de concrecion. Ambas forman
una insercion de Galois, lo que implica que su composicion es un operador
de ensanchamiento.
El coste del analisis usando signaturas y el correspondiente operador de
ensanchamiento depende del tama~no de las signaturas. Cuanto mayor sea
el muestreo realizado mayor sera la cantidad de informacion que contenga
una signatura y mas caro resultara el calculo del punto jo. Por otro lado,
si el muestreo es muy peque~no, el analisis perdera demasiada informacion:
es necesario un compromiso. El coste de comparar dos signaturas es propor-
cional a su tama~no. As, en el analisis de estrictez estudiado, es lineal con el
numero de argumentos de la funcion. El numero de iteraciones es tambien
proporcional al tama~no de las signaturas, por lo que en dicho analisis el
coste de calcular el punto jo es cuadratico (sin tener en cuenta el coste del
calculo de la signatura). Es importante notar que las signaturas y el ope-
rador de ensanchamiento se utilizan solamente en el calculo del punto jo,
permaneciendo el resto del analisis inalterado. Es decir, se obtiene un coste
aceptable perdiendo informacion solo cuando hay que calcular puntos jos.
Por ello, esta tecnica sera la elegida en el analisis de no determinismo del
Captulo 5, para as obtener una version del analisis implementable desde el
punto de vista practico.
En la Seccion 5.6 las signaturas utilizadas son mas complejas que las
aqu descritas. Adicionalmente se lleva a cabo un analisis detallado del
coste que ademas tiene en cuenta el proceso de muestreo, obteniendose un
coste cubico.
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Estructuras de datos
Cuando se manejan tipos estructurados, contaremos con dominios abstrac-
tos para los tipos base que capturaran las propiedades de interes sobre ellos;
por su parte la interpretacion abstracta de los constructores de tipo determi-
nara las propiedades que puedan denirse sobre los correspondientes tipos
estructurados.
Por ejemplo, en el analisis de estrictez, si el argumento de una funcion es
una lista, hay varias formas en que una funcion puede usar dicho argumento.
Para ilustrar el problema podemos ver algunos ejemplos propuestos por
Wadler [Wad87].
Ejemplo 22 Consideremos las funciones isempty, length y sum, denidas
por:
isempty nil = True
isempty (cons x xs) = False
length nil = 0
length (cons x xs) = 1 + length xs
sum nil = 0
sum (cons x xs) = x + sum xs
2
Es facil ver que cada una de ellas exige un grado distinto de evaluacion del
argumento lista. La primera funcion, isempty, solamente necesita conocer el
constructor en cabeza de la lista, es decir, si se trata de la lista vaca o tiene
al menos un elemento. Sin embargo, la segunda, length, necesita evaluar
toda la lista, aunque no le preocupan los valores contenidos en ella. La
tercera, sum, no solo necesita evaluar toda la lista sino que ademas necesita
conocer los valores numericos para sumarlos.
Por tanto, cuando se introducen tipos estructurados, la informacion pro-
porcionada en el analisis ha de ser mas compleja, para as poder reejar los
distintos grados requeridos de evaluacion de la estructura.
Wadler [Wad87] presento un enfoque del analisis de estrictez sobre do-
minios no planos, (en concreto las listas, aunque se puede extender a cual-
quier otro tipo de datos) usando interpretacion abstracta con dominios -
nitos. Utilizo como dominio abstracto de las listas de enteros el conjunto
f?;1;?

;>

g, ordenado como se muestra en la Figura 2.5.
Recordemos que cada uno de los puntos del dominio abstracto representa
una propiedad, es decir, un conjunto Scott{cerrado. Por lo tanto, el conjunto
de listas representadas por cada punto del dominio contiene a todas las
representadas por los puntos inferiores y a algunas mas. En la Figura 2.5,
junto a cada punto del dominio se presenta un elemento perteneciente al
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?
1
?

>

?
1 : ?
[1;?; 3]
[1; 2; 3]
Figura 2.5: Dominio abstracto para las listas de enteros
conjunto representado por dicho punto, que no pertenece a ninguno de los
representados por los puntos inferiores.
El elemento ? representa a la lista totalmente indenida ?. El elemento
1 representa a la lista ? y ademas a todas las listas innitas y sus apro-
ximaciones (ej. 1 : ? es aproximacion de [1; 1; : : :]). ?

representa a las
anteriores y ademas a todas las listas nitas, alguno de cuyos elementos es
?. >

representa a las anteriores y ademas a las listas nitas y totalmente
denidas (ningun elemento es ?), es decir, representa a todas las listas. Es-
te dominio abstracto pretende capturar los distintos modos de evaluacion:
evaluar una lista a forma normal debil de cabeza, o evaluar la estructura de
la lista, o evaluar la estructura de la lista y cada elemento de ella a forma
normal debil de cabeza.
A continuacion se denen las abstracciones de los constructores: nil
#
=
>

, mientras que cons
#
viene denido por la siguiente tabla:
x
#
=xs
#
>

?

1 ?
> >

?

1 1
? ?

?

1 1
Si una funcion h se dene por casos de la siguiente manera:
h nil = a
h (cons x xs) = f x xs
Wadler obtuvo que su abstraccion viene dada por:
h
#
>

= a
#
t (f
#
> >

)
h
#
?

= (f
#
? >

) t (f
#
> ?

)
h
#
1 = f
#
> 1
h
#
? = ?
En general, los resultados de la interpretacion abstracta de una funcion
h se pueden entender de la siguiente manera:
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 Si h
#
? = ? entonces h es estricta en la lista argumento y este se
puede evaluar a forma normal debil para exponer el constructor en
cabeza.
 Si h
#
1 = ? entonces es seguro evaluar el argumento y todas sus
colas, es decir, se puede construir la lista con una version de cons
estricta en el segundo parametro.
 Si h
#
?

= ? entonces es seguro evaluar el argumento, as como todas
sus cabezas y colas, es decir, se puede construir la lista con una version
de cons estricta en ambos argumentos (hiperestrictez).
Polimorsmo
La mayora de los lenguajes funcionales poseen sistemas de tipos polimorcos.
Los ejemplares monomorcos de una funcion polimorca se pueden analizar
usando los metodos denidos anteriormente.
Los cuerpos de todos los ejemplares de una funcion polimorca son esen-
cialmente los mismos. La semejanza a nivel sintactico debera implicar al-
guna relacion semantica entre los distintos ejemplares.
Los metodos de analisis que incluyen polimorsmo intentan establecer
conexiones entre las propiedades e interpretacion abstracta de los distintos
ejemplares.
La relacion entre los ejemplares puede establecerse deniendo un modelo
categorico para el lenguaje funcional, en el que los objetos son dominios,
correspondientes a los tipos monomorcos, los constructores de tipos son
funtores, y las funciones polimorcas transformaciones naturales o alguna
variante de ellas.
Baraki demostro en [Bar93] que se puede calcular una aproximacion a
la interpretacion abstracta de cualquiera de los ejemplares de una funcion
polimorca a partir de la interpretacion abstracta de su ejemplar mas pe-
que~no, es decir, aquel en el que las variables de tipo se sustituyen por tipos
basicos. La semantica de una funcion polimorca f :: 8t
1
: : : : 8t
n
: es la co-
leccion de valores ff
D
1
:::D
n
g de los distintos ejemplares de la funcion. Estos
ejemplares se relacionan entre s mediante pares inmersion-clausura; sucede
lo mismo con los valores abstractos de dichos ejemplares. Baraki trabajo
con la categora de los retculos nitos y los pares inmersion{clausura A
ec
.
Su resultado mas importante es el Teorema de Representacion, cuya
consecuencia principal es la siguiente: siendo ff
A
g
A2Obj(A
ec
)
un conjunto de
funciones continuas indexadas por retculos nitos A (es decir, los valores
abstractos de los ejemplares de una funcion polimorca), tales que f
A
:
F (A)! G(A) para ciertos functores F y G (que modelizan los constructores
de datos, ver Seccion 2.2.1) sobre A
ec
, tenemos
f
A
v u
a
G
e
(h
a
)  f
2
 F
c
(h
a
)
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donde a recorre todos los elementos distintos de >
A
de A.
Esta desigualdad nos proporciona una aproximacion al valor abstracto
f
A
de un ejemplar a partir del valor abstracto f
2
del ejemplar mas peque~no.
En el Captulo 5 utilizaremos esta forma de aproximar el valor abstracto
de un ejemplar a partir del ejemplar mas peque~no, ya que el dominio base
Basic all utilizado es semejante al dominio 2 del analisis de estrictez.
Sin embargo, los dominios abstractos pueden ser grandes, por lo que en
general no resulta practico calcular todos los valores implicados en el calculo
de la maxima cota inferior. Puesto que se toma la maxima cota inferior sobre
los elementos de A, tambien se podra elegir como aproximacion superior
G
e
(h
a
)  f
2
 F
c
(h
a
) para un elemento particular a de A (aunque de esta
forma perderamos precision). Esta sera la opcion tomada en el Captulo 5.
2.3 Analisis basados en tipos
2.3.1 Introduccion
En esta seccion vamos a desarrollar con mas detalle los analisis basados en
tipos. Se utilizan como ejemplos el analisis de uso [TWM95, WJ99, GS01]
y el analisis de terminacion y productividad [HPS96, Par00]. Este ultimo
sera utilizado como base para desarrollar el analisis del Captulo 6.
La metodologa seguida en los analisis basados en sistemas de tipos ano-
tados y efectos sigue normalmente los siguientes pasos: Primero se dene
una semantica para el lenguaje tipado. Por ejemplo en los analisis de uso se
utiliza una semantica natural de Launchbury [Lau93] para evaluacion pere-
zosa. En el analisis de terminacion y productividad se dene una semantica
denotacional en la que los tipos son conjuntos de valores cerrados superior-
mente y los terminos toman valores en dichos conjuntos. Mas adelante, en
la Seccion 2.3.3, se explica con detalle esta semantica.
A continuacion se expresa el analisis en terminos de un sistema de tipos
anotados o de un sistema de efectos. En el siguiente apartado se desarrolla
con detalle el analisis de uso. Por su parte, en la Seccion 6.1 se estudiara
con detalle el sistema de tipos para analisis de terminacion y productividad,
ya que este sera modicado para poder aplicarlo a programas Eden.
Una vez denido el analisis se demuestra su correccion. Si se usa semanti-
ca operacional, lo habitual es demostrar la correccion a traves de un resulta-
do de reduccion del sujeto (subject reduction), es decir, demostrando que los
tipos anotados se mantienen tras la reduccion de la expresion mediante la
semantica. As, se demuestra, por ejemplo, la correccion del analisis de uso.
Si se usa semantica denotacional es necesario demostrar que cada armacion
sobre el tipo de un termino es correcta, es decir, el valor asignado por la
semantica al termino pertenece al conjunto de valores denotado por el tipo.
As se demuestra la correccion del analisis de terminacion y productividad.
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Para poder aplicar el analisis es necesario denir, a continuacion, un
sistema de comprobacion o de inferencia de tipos. Esto suele implicar la
generacion de restricciones que han de ser resueltas posteriormente. En
ocasiones es posible denir un sistema de inferencia que calcule tipos princi-
pales, como en el caso del analisis de uso. En otros, sin embargo, es necesario
restringir el problema a la comprobacion de tipos, como es el caso del analisis
de terminacion y productividad, en el que el usuario proporciona los tipos
anotados y el sistema los comprueba.
2.3.2 El analisis de uso
El analisis de uso pretende determinar cuando un valor se usa a lo sumo una
vez, para evitar la actualizacion de clausuras cuando resulte innecesaria.
Cada tipo es anotado, indicando por medio de un 1 que el correspondiente
valor se usa a lo sumo una vez, y con w que puede ser usado muchas veces.
Es decir, 1 y w actuan como cotas superiores del uso del valor. El problema
de asignar estas anotaciones de uso a los programas no es trivial; no basta
con ver si la variable aparece una sola vez en el programa. Consideremos
por ejemplo, la siguiente expresion:
let x = 1 + 2
f = z:x + z
in f 3 + f 4
Aunque x aparece solo una vez en el cuerpo del let externo, no es en principio
seguro reemplazar x por 1 + 2 ya que el programa resultante calculara 1 + 2
dos veces, con lo que tanto x como f deben recibir la anotacion w.
Presentaremos primero el sistema de [TWM95], discutiendo sus proble-
mas. Se trata de un sistema de tipos monomorcos. Para poder llevar a
cabo inferencia se incluyen variables de uso j. Se utiliza el conjunto de res-
tricciones  de la forma j  fk
1
; : : : ; k
n
g denido por medio de las siguientes
reglas:
k 

w
Omega
1 

k
One
k 

k
Re
j  fk
1
; : : : ; k
n
g 2 
j 

k
i
Taut
Los tipos anotados incluyen a los enteros y a las listas:
 ::= a
k
j  !
k

0
j Int
k
j [ ]
k
Para devolver el uso asociado al tipo se utiliza j j. Para que los tipos [ ]
k
esten bien formados hace falta que k 

j j. El lenguaje es un lambda
calculo con expresiones let, listas y case sobre listas. Tambien dispone de
expresiones letrec restringidas a ligar valores. Un contexto asocia un tipo
anotado a cada variable. Los juicios de tipado son de la forma   `

e :  ,
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indicando que en el contexto  , y bajo las restricciones , el termino e tiene
tipo  . Las reglas de tipado se muestran en la Figura 2.6. Hay tres reglas
estructurales: la regla de contraccion Cont, la regla de debilitamiento Weak
y la regla de intercambio Exch. Si una variable se utiliza mas de una vez,
se aplica la regla de contraccion asignandole una anotacion w. Veamos un
ejemplo:
x : Int
w
`

x : Int
w
V ar
y : Int
w
`

y : Int
w
V ar
x : Int
w
; y : Int
w
`

x + y : Int
j
z : Int
w
`

z + z : Int
j
Cont
P lus
Como era de esperar, z adquiere la anotacion w. La variable de uso j puede
sustituirse por 1 o por w, dependiendo del uso que vaya a hacerse de la
suma.
El hecho de que una variable no se usa nunca, se introduce mediante
la aplicacion de la regla de debilitamiento Weak . Esta regla no impone
ninguna anotacion para la variable, ya que cualquier uso es compatible con
el hecho de no ser usada. La regla Exch indica simplemente que el orden no
importa dentro de los entornos. Observese que en este sistema se usan en
ocasiones contextos distintos en las distintas subexpresiones. Pero en el caso
de la regla del case para listas hay que tipar las dos ramas con el mismo
contexto, ya que solamente se evaluara una de las ramas. As, por ejemplo,
el siguiente tipado es valido:
xs : [Int
1
]
1
; y : Int
1
`

case xs of nil! y; cons x xs
0
! x + y : Int
1
En la regla Abs, la restriccion k  j j reeja el hecho de que, si se puede
acceder a una funcion mas de una vez, entonces se puede acceder mas de
una vez a cualquier variable libre suya. Las reglas Nil y Cons asumen la
condicion k 

j j para que el tipo de las listas este bien formado. El
operador de suma es estricto, luego el resultado de e
0
+ e
1
sera siempre una
constante entera que no tendra referencias a los resultados de evaluar e
0
o
e
1
. Por ello, el uso de e
0
+ e
1
no depende de los usos de e
0
y e
1
. Todas las
variables en un letrec se anotan con w.
Como ya se dijo anteriormente en la Seccion 2.1.3, este sistema tiene un
problema de envenenamiento. Consideremos la expresion
let f = x:x + 1
a = 2 + 3
b = 5 + 6
in a + (f a) + (f b)
A simple vista se observa que el valor de a se demanda dos veces, pero el
de b solamente una vez. Sin embargo, este sistema asigna tanto a a como
a b el tipo Int
w
. Esto sucede porque una vez se ha dado a a el tipo Int
w
,
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 ; x : ; y :  `

e : 
0
j j = w
 ; z :  `

e[z=x; z=y] : 
0
Cont
 ; x : 
0
; y : 
1
`

e : 
 ; y : 
1
; x : 
0
`

e : 
Exch
  `

e : 
0
 ; x :  `

e : 
0
Weak
x :  `

x : 
V ar
 ; x :  `

e : 
0
k  j j
  `

x:e :  !
k

0
Abs
  `

e :  !
k

0
 `

x : 
 ; ` e x : 
0
App
`

n : Int
k
Int
  `

e
0
: Int
k
0
 `

e
1
: Int
k
1
 ; `

e
0
+ e
1
: Int
k
P lus
`

nil : [ ]
k
Nil
  `

x :   `

y : [ ]
k
 ; `

cons x y : [ ]
k
Cons
  `

e
0
: [ ]
k
 `

e
1
: 
0
; x : ; y : [ ]
k
`

e
2
: 
0
 ; `

case e
0
of nil! e
1
; cons x y ! e
2
: 
0
Case
  `

e :  ; x :  `

e
0
: 
0
 ; `

let x = e in e
0
: 
0
Let
 ; x : v `

v :  ; x :  `

e : 
0
j j = w
 ; `

letrec x = v in e : 
0
Letrec
Figura 2.6: Reglas de tipado para el analisis de uso
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la funcion f toma el tipo Int
w
! : : : y este se propaga a b. La solucion
propuesta en [WJ99] consiste en denir una relacion de subtipado (entre
esquemas de tipo , puesto que este sistema es polimorco en los tipos) y
a~nadir la regla de subtipado:
  ` e : 
0

0
 
  ` e : 
Sub
Se establece la relacion 1  w y la relacion de subtipado. El orden bajo
subtipado es el opuesto al orden de las anotaciones. A continuacion se
muestran las reglas para las anotaciones y para las funciones:
u
2
 u
1

1
 
2

u
1
1
 
u
2
2
Annot

3
 
1

2
 
4

1
! 
2
 
3
! 
4
Arrow
Aplicandolas obtenemos, por ejemplo, Int
w
 Int
1
.
Este sistema se dene ademas sobre un lenguaje semejante a Core que
no solamente maneja listas sino tipos estructurados cualesquiera. Las reglas
estructurales se eliminan y se unican los contextos. En lugar de la regla
de contraccion se utiliza una funcion occur(x; e) que cuenta el numero de
apariciones libres de la variable x en la expresion e. La regla de subtipado
hace que las reglas dejen de estar dirigidas por la sintaxis, por lo que suele
incorporarse dentro de las propias reglas, como en la siguiente regla para la
aplicacion:
  ` e
1
: (
1
! 
2
)
u
  ` e
2
: 
0
1

0
1
 
1
  ` e
1
e
2
: 
2
App
Pero, aun con este sistema, hay problemas debido a la curricacion. Por
ejemplo, si consideramos la funcion g = x:y:x + y   1, como g evalua
su argumento solamente una vez, esperamos el tipo g :: (Int
1
! (Int
1
!
Int
w
)
w
)
w
. Pero este tipo no es correcto. Supongamos que tenemos la expre-
sion let h = g a in h 3 + h 4. En este caso, a es demandada dos veces, una
por cada llamada de h, luego el tipo de g es incorrecto, ya que permitira
proporcionar a a un tipo Int
1
en lugar del apropiado Int
w
.
La solucion es usar polimorsmo de anotaciones para expresar las depen-
dencias. En el ejemplo, tendramos g : (8u:Int
u
! (Int
1
! Int
w
)
u
)
w
. De
esta forma tenemos dos ejemplares validos: g
1
:: (Int
w
! (Int
1
! Int
w
)
w
)
w
y g
2
:: (Int
1
! (Int
1
! Int
w
)
1
)
w
. El primer ejemplar se puede usar para
tipar h. El segundo ejemplar se puede utilizar en aquellos casos en los que
el argumento se utiliza solamente una vez, obteniendo en tal caso que la
aplicacion parcial de g no puede ser compartida. En este sistema, la re-
lacion de subtipado se establece a traves de la relacion w  1, pero sigue
cumpliendose 
w
 
1
.
Una opcion aun mas general sera utilizar polimorsmo acotado y dar a
g el tipo:
g :: (8u; v:u  v:Int
u
! (Int
1
! Int
w
)
v
)
w
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donde w  1. Este tipo hace explcito que el uso de su primer argumento
y su aplicacion parcial no tienen por que ser iguales; solamente hace falta
que el uso del argumento sea mayor o igual que el de la aplicacion parcial.
Es el sistema desarrollado en [GS01], donde ademas se introduce recursion
polimorca en los tipos y en las anotaciones.
2.3.3 Tipos con tama~no
Describimos ahora la teora de los tipos con tama~no, su sintaxis y su seman-
tica. Desde un punto de vista semantico, la denotacion de un tipo con
tama~no es un subconjunto cerrado superiormente de un retculo, que puede
no contener ?, donde ? signica tanto no terminacion (para tipos nitos)
como bloqueo (para tipos innitos). Luego, si en este sistema se puede dar
un tipo a una funcion, se puede asegurar que o bien termina (si la funcion
produce un valor nito) o es productiva (si produce un valor innito). Con
este proposito, se deberan distinguir los tipos nitos de los tipos innitos.
Adicionalmente, los tipos pueden tener uno o mas parametros de tama~no,
que contienen informacion de tama~no. Estos pueden ser constantes, va-
riables cuanticadas universalmente o, en general, expresiones restringidas.
Intuitivamente, el tama~no de un valor de un cierto tipo es el numero de
iteraciones necesario para construir el valor. Por ejemplo, para una lista
nita, es el numero de constructores cons mas uno (este ultimo sumando co-
rresponde al constructor nil). Para un arbol binario, es el numero de niveles
mas uno, y as sucesivamente.
Sintaxis de los tipos con tama~no y de los tipos de datos
Sintacticamente, los tipos nitos no recursivos se introducen mediante una
declaracion data, los tipos nitos recursivos mediante una declaracion idata
y los innitos mediante una declaracion codata. En la Figura 2.7 se mues-
tra la sintaxis de las signaturas y declaraciones de tipos. Se usan ; ; s; k
para denotar tipos, esquemas de tipo, expresiones de tama~no y variables
de tama~no respectivamente. Para representar variables de tipo utilizaremos
t; a; b; c.
Una expresion de tama~no puede ser nita, denotada por i, oinnita, de-
notada por !. En el primero de los casos, observese que estan restringidas a
ser expresiones sobre numeros naturales, lineales en un conjunto de variables
de tama~no. Las variables de tama~no y de tipo pueden estar cuanticadas
universalmente en un esquema de tipo y en una declaracion de tipo. Hay al-
gunas restricciones adicionales (por ejemplo que los constructores deben ser
unicos, o que no estan permitidas las deniciones mutuamente recursivas),
las cuales se pueden comprobar estaticamente. Dichas restricciones tienen
por objeto que los tipos tengan una semantica correcta. Vease [Par00] para
mas detalles.
Algunos ejemplos de declaraciones validas de tipo son:
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 ::= t j  !  j T s 
 ::= 8t: j 8k: j 
s ::= w j i
i ::= k j n j p  i j i+ i
D ::= data E j idata E j codata E
E ::= L = R j 8t:E j 8k:E
L ::= T s 
R ::= c
1

1
j : : : j c
n

n
Figura 2.7: Sintaxis de los tipos con tama~no y de las deniciones de tipos
de datos
data Bool = true j false
idata 8a : List ! a = nil j cons a (List ! a)
idata Nat ! = zero j succ (Nat !)
codata 8a : Strm ! a = make a (Strm ! a)
representando el tipo de los booleanos, las listas nitas de cualquier tama~no,
los numeros naturales de cualquier tama~no, y los streams de cualquier ta-
ma~no respectivamente. Ejemplos de esquemas validos de tipo son:
List 3 (Nat !)
(a! b)! Strm k a! Strm k b
8a:8k : List k a! Nat k
Semantica de los tipos con tama~no
El primer parametro de un tipo idata o uno codata es una expresion de
tama~no que acota el tama~no de los valores de ese tipo. Para los tipos idata
es una cota superior, y para los tipos codata una cota inferior. As, el
tipo List 2 a denota a las listas conteniendo cero o un valor (es decir, con
a lo sumo dos constructores), mientras que Strm 2 a denota los streams
de dos o mas valores (es decir, que contienen al menos dos constructores
make). Los streams parciales, como 1; 2;?, y los streams innitos, como
1; 2; : : :, (donde ; es la version inja de make) pertenecen a este tipo. Este
parametro de tama~no puede concretarse con el tama~no innito !. Para
los tipos idata, List ! a corresponde a listas nitas de cualquier tama~no,
mientras que para tipos codata, como Strm ! a representa los streams
estrictamente innitos.
El analisis se dene sobre un lenguaje llamado Haskell Sncrono. Un
programa consiste en un conjunto de declaraciones de tipos bien formadas,
seguidas de un termino escrito en un -calculo enriquecido con aplicaciones
de constructores, y expresiones case y letrec, cada una con un conjunto de
ligaduras simples mutuamente recursivas (ver Seccion 6.1). Para preservar
la correccion de los tipos, se a~nade la restriccion de que todos los correspon-
dientes constructores del tipo deben aparecer una unica vez en cada una de
las ramas de cada expresion case.
El universo de valores U se dene como la solucion de la ecuacion:
U  [U ! U]
?
(U  U)
?
1
?
 CON
?
, donde CON es el conjun-
to de constructores. Sobre este universo, se proporciona una semantica
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estandar no estricta del -calculo enriquecido (ver [Par00]). El conjunto de
tipos T = fT j T es un subconjunto de U cerrado superiormenteg forma
un retculo completo bajo la relacion de inclusion , en el que >
T
= U es
el supremo, ?
T
= ; el nmo, y [, \ son los operadores de mnima cota
superior y maxima cota inferior respectivamente. Se trata de un cpo pero
no es un dominio. Puesto que los tipos son subconjuntos de U cerrados
superiormente, el unico tipo que contiene ?
U
es precisamente U.
En este cpo, los tipos recursivos se interpretan como puntos jos de
funcionales F : T ! T. Para los tipos inductivos (los denidos por una
declaracion idata) la interpretacion es el mnimo punto jo de una funcion
continua, mientras que para los tipos coinductivos (los denidos por una de-
claracion codata) es el mayor punto jo de una funcion cocontinua. Dichos
puntos jos se alcanzan por medio de la cadena ascendente F
i
(?
T
) y de
la cadena descendente F
i
(>
T
). Los funcionales se denen a partir de las
declaraciones de tipo. Para ello se denen varios operadores sobre tipos: 
para el producto cartesiano no estricto de tipos, + para la suma de tipos, y
! para las funciones entre tipos. Se demuestra que dichos operadores pre-
servan las propiedades de cierre superior. As, por ejemplo, los funcionales
correspondientes a los tipos denidos anteriormente son
F
Bool
= true + false
F
Nat
= T zero + succ  T
F
List
= T
a
:T :nil + cons  T
a
 T
F
Strm
= T
a
:T :make  T
a
 T
De aqu en adelante usaremos una lnea superior para representar se-
cuencias nitas de elementos. As, s representa una secuencia s
1
: : : s
l
con
l  0.
La denotacion de un constructor de tipo recursivo T s  es una funcion
que toma como parametros l   1 naturales correspondientes a los tama~nos
s
2
; : : : ; s
l
, y j tipos correspondientes a los tipos 
1
; : : : ; 
j
, y devuelve un
iterador de tipo F : T ! T. Este toma como parametro un tipo corres-
pondiente a las apariciones recursivas del tipo que esta siendo denido, y
devuelve un nuevo tipo correspondiente al lado derecho de su denicion. El
primer parametro de tama~no s
1
determina el numero de veces que se aplica
el iterador (a ?
T
para los tipos idata o a >
T
para los codata). Si se
aplica k veces, se obtienen valores de tama~no a lo sumo k (resp. al menos
k, para los codata). En el lmite, se obtienen valores de cualquier tama~no,
es decir el punto jo del iterador. Si todas las declaraciones respetan las
restricciones semanticas estaticas mencionadas anteriormente, los iteradores
de tipo resultantes son continuos para las declaraciones idata y cocontinuos
para las codata.
As, el signicado de List 3 Bool viene dado por (F
List
(F
Bool
))
3
(?
T
)
y el de List ! Bool por (F
List
(F
Bool
))
!
(?
T
) =
S
i2IN
(F
List
(F
Bool
))
i
(?
T
).
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El signicado de Strm 3 Bool viene dado por (F
Strm
(F
Bool
))
3
(>
T
) y el de
Strm w Bool por (F
Strm
(F
Bool
))
w
(>
T
) =
T
i2IN
(F
Strm
(F
Bool
))
i
(>
T
).
Se puede denir una relacion de subtipado   
0
entre los tipos con
tama~no con el mismo tipo subyacente pero distinto tama~no. Se trata de
una relacion basada en subconjuntos, es decir,   
0
se tiene cuando la
interpretacion de  es un subconjunto de la interpretacion de 
0
. Es una
relacion monotona con respecto a los tama~nos para los tipos idata, mientras
que es antimonotona para los codata. Por ejemplo, List 2 a  List 3 a,
mientras que Strm 3 aStrm 2 a. En [Par00] se presentan las reglas para
comprobar esta relacion de subtipado. Proporcionan una forma de debilitar
la informacion de tama~no. Este debilitamiento se aplicara en las reglas
de la aplicacion [APP ], de la expresion let [LET ], de la expresion letrec
[LETREC ] y de la expresion case [CASE ] (ver Figura 6.1 en la Seccion 6.1).
Como es habitual, la interpretacion del polimorsmo de tipos se obtiene
por medio de la interseccion de las interpretaciones de cada ejemplar. En
terminos formales, si I denota la funcion de interpretacion,  es un entorno
de tipos que asocia tipos en T a las variables de tipo, y  es un entorno de
tama~nos que asocia tama~nos en IN
!
a las variables de tama~no, entonces
I[[8t:]]   =
\
T 2T
I[[]] [T =t] :
Analogamente, el polimorsmo de tama~no se interpreta como la interseccion
de la interpretacion para todos los tama~nos:
I[[8k:]]   =
\
n2IN
I[[]]  [n=k];
si bien, en este caso la interseccion esta restringida a los tama~nos nitos,
para poder usar la induccion sobre los numeros naturales para asignar tipos
a las deniciones recursivas (vease la regla [LETREC ] en la Seccion 6.1).
Esta restriccion provoca que solamente sea segura la concrecion de tipos
polimorcos con tama~nos nitos; la concrecion omega no es siempre segura.
De hecho, hay algunos tipos para los que la concrecion con ! produce un
tipo mas peque~no que el polimorco, en lugar de uno mayor. Un ejemplo
es 8k:(Strm ! (Nat k) ! Bool), al sustituir k por !. En [Par00], se
proporciona una condicion decidible suciente (que un esquema de tipo 
sea undershooting con respecto a una variable de tama~no k, denotado por

[
k) para que un esquema se pueda concretar con seguridad con !.
En la Seccion 6.1 se presentan las reglas de tipado para Haskell Sncrono.
En ellas se controla la concrecion de los tipos polimorcos (regla de la varia-
ble), se aplica la relacion de subtipado (reglas de la aplicacion, let, letrec
y case) y se utiliza la induccion sobre tama~nos para demostrar los tipos de
las deniciones recursivas (regla del letrec).

Captulo 3
El lenguaje funcional
paralelo Eden
Eden es un lenguaje funcional para la programacion concurrente y para-
lela, denido como una extension del lenguaje funcional Haskell, mediante
construcciones para la especicacion explcita de procesos. Puede ser utili-
zado para programar sistemas tanto transformacionales como reactivos. En
este captulo se describen las caractersticas sintacticas y semanticas del len-
guaje, as como algunos detalles de su implementacion. En [BLOMP98] se
puede encontrar una descripcion detallada del lenguaje y de su semantica
operacional.
3.1 Fundamentos de Eden
Con el objetivo de facilitar la tarea de desarrollar programas concurrentes, en
Eden los procesos, la comunicacion y la sincronizacion son conceptos trata-
dos de forma abstracta. Mas concretamente, Eden extiende el lenguaje fun-
cional perezoso Haskell [Pe97] mediante construcciones para denir procesos
de forma explcita. El lenguaje permite denir redes estaticas de procesos
pero tambien sistemas de procesos que evolucionan dinamicamente. Estos
procesos se comunican entre s intercambiando valores a traves de canales
de comunicacion modelados mediante listas perezosas. La comunicacion es
asncrona e implcita, es decir, los datos se envan sin necesidad de esperar
la aceptacion del receptor y el paso de mensajes es automatico, sin ser ne-
cesaria su especicacion por parte del programador mediante instrucciones
del estilo send y receive.
Por tanto, en Eden se pueden distinguir dos niveles: el nivel de las
funciones y el nivel de los procesos. Podemos decir que Haskell constituye
el modelo de computo de Eden, el cual es extendido mediante un modelo de
coordinacion, que incorpora procesos con un estilo funcional.
Eden admite no determinismo dentro de los procesos, siendo el proceso
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predenido merge la unica fuente de no determinismo. Su utilizacion permite
la denicion de sistemas reactivos. Como veremos en el Captulo 5, se puede
determinar que partes de un programa son deterministas y cuales se pueden
ver afectadas por el no determinismo.
Mientras que la mayora de los lenguajes funcionales concurrentes utili-
zan memoria compartida, Eden esta dise~nado para trabajar de forma ecien-
te sobre arquitecturas distribuidas. Aun as, tambien se puede implementar
sobre memoria compartida, siempre que este soportada la librera estandar
MPI de paso de mensajes.
3.2 Sintaxis
Eden distingue entre abstracciones de procesos (que especican el compor-
tamiento de un proceso con un estilo funcional) y concreciones de proce-
sos (en las que se proporcionan valores de entrada a las abstracciones de
procesos, con el objetivo de crear nuevos procesos). As pues, la relacion
entre las abstracciones y las concreciones de procesos es la misma que entre
las -abstracciones y la aplicacion de las mismas, una vez que reciben sus
parametros reales.
Las abstracciones de procesos son valores de primera clase, es decir, pue-
den usarse igual que cualquier otro valor: pueden utilizarse como parametros
de una funcion, almacenarse en estructuras de datos, ser el resultado devuel-
to por una funcion, etc.
Un proceso que toma como entradas in
1
; : : : ; in
m
y produce como sali-
das exp
1
; : : : ; exp
n
, se especica mediante una expresion de abstraccion de
proceso de la siguiente forma:
process (in
1
; : : : ; in
m
) ! (exp
1
; : : : ; exp
n
)
where ecuacion
1
: : : ecuacion
r
Su tipo es Process (t
1
; : : : ; t
m
) (t
0
1
; : : : ; t
0
n
), donde Process es un constructor
de tipos binario predenido, y t
1
; : : : ; t
m
y t
0
1
; : : : ; t
0
n
son los tipos de las
entradas y de las salidas respectivamente. La parte where es opcional, y
se utiliza para denir funciones auxiliares y subexpresiones comunes que se
utilizan en la denicion del proceso.
No es necesario que se nombren explcitamente todos y cada uno de los
canales de entrada y todas y cada una de las expresiones de salida, sino que
para especicar los canales de entrada puede utilizarse cualquier ajuste de
patrones (incluyendo una unica variable), mientras que la salida del proceso
puede ser cualquier expresion. La unica restriccion impuesta es que los tipos
sean correctos:
process entradas ! expresion
where ecuaciones
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Un proceso puede tener como entrada (respectivamente, salida) un unico
canal o una tupla de canales. Supongamos que un proceso tiene tipo Process
t
1
t
2
. Si el tipo t
1
o t
2
es una tupla, entonces cada una de las componentes de
dicha tupla se considera un canal independiente. Si un canal tiene tipo [t
3
]
se tratara como una lista potencialmente innita, (stream) que transmite su
contenido elemento a elemento. Por ejemplo, el tipo Process [Int] ([Int]; Int)
representa un proceso con un canal de entrada, por el que recibe enteros
de uno en uno, y dos canales de salida, uno por el que produce enteros de
uno en uno, y otro por el que produce un unico entero. Sin embargo, si
la lista no aparece al nivel mas externo, no representa un stream, sino que
representa un valor que se transmite completo de una sola vez. Por ejemplo,
Process Int [[Int]] representa un proceso con un canal de entrada por el que
recibe un entero y un canal de salida, por el que enva listas completas de
enteros, una a una.
Si se desea expresar una estructura de canales, por ejemplo una lista
de canales, es necesario utilizar anotaciones de canales. La anotacion hai
expresa que a es un canal. Por ejemplo, la anotacion [hai] signica \lista
de canales", que se utiliza para denir abstracciones de procesos con un
numero de canales que se desconoce en tiempo de compilacion. As, el
tipo Process Int [h[Int]i] representara un proceso con un canal de entrada
por el que recibe un entero, y una lista de canales de salida por los que
enva elementos, uno a uno. Dichas anotaciones de canales aun no se han
implementado, por lo que excepto en el caso del proceso predenido merge,
explicado mas abajo, no las tendremos en cuenta.
Ejemplo 23 La siguiente abstraccion de proceso especica un proceso que
mezcla dos listas ordenadas para obtener una nueva lista ordenada:
merger :: Ord a => Process ([a],[a]) [a]
merger = process (s1,s2) -> smerge s1 s2
where smerge [] l = l
smerge l [] = l
smerge (x:l) (y:t) = if x <= y then x:smerge l (y:t)
else y:smerge (x:l) t
2
La creacion de procesos en tiempo de ejecucion tiene lugar en el momento
de aplicacion de una abstraccion de proceso a una tupla de expresiones de
entrada, lo que recibe el nombre de concrecion o lanzamiento de proceso. El
proceso donde se lleva a cabo la concrecion recibe el nombre de proceso padre,
y el nuevo proceso creado recibe el nombre de proceso hijo. La aplicacion
da lugar a una tupla de canales de salida producida por el nuevo proceso:
(out
1
; : : : ; out
n
) = p # (input exp
1
; : : : ; input exp
m
)
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Al igual que para las abstracciones de proceso, no es necesario que las
concreciones mencionen explcitamente cada uno de los canales de entrada
y de salida, y tampoco es necesario que p sea una variable que haya sido
declarada directamente como una abstraccion de proceso, sino que puede
ser una expresion cualquiera. La unica restriccion que se impone es que los
tipos sean correctos. El tipo de # es
#:: (Transmissible a;Transmissible b) => Process a b -> a -> b
donde la clase Transmissible se utiliza para garantizar que existe un metodo
para transmitir a traves de canales los valores de entrada y salida del pro-
ceso. Por lo tanto se permite cualquier expresion
out = e
1
# e
2
,
siempre que este bien tipada. De hecho, # es un valor de primera clase, por
lo que, entre otras cosas, puede pasarse como parametro de una funcion de
orden superior, como por ejemplo en
zipWith (#) ps ins.
Ejemplo 24 Concretando la abstraccion de proceso merger del ejemplo
anterior puede crearse una red dinamica de ordenacion:
sortNet :: (Ord a, Transmissible a) => Process [a] [a]
sortNet = process list -> sort list
where sort [] = []
sort [x] = [x]
sort xs = merger # (sortNet # l1, sortNet # l2)
where (l1,l2) = unshuffle xs
unshuffle [] = ([],[])
unshuffle [x] = ([x],[])
unshuffle (x:y:t) = (x:t1,y:t2)
where (t1,t2) = unshuffle t
merger = ...
Si la lista en cuestion tiene mas de dos elementos, se divide en dos sublis-
tas sobre las que se generan nuevas concreciones de procesos sortNet y
merger. La topologa resultante es un arbol binario de procesos.
2
Las construcciones presentadas hasta el momento son sucientes para
programar sistemas concurrentes deterministas, pero es necesario introdu-
cir nuevos conceptos no-funcionales para extender el poder expresivo del
lenguaje de modo que puedan denirse tambien sistemas reactivos.
En Eden, el no determinismo se introduce mediante la abstraccion de
proceso predenida merge, que representa un proceso que mezcla de forma
arbitraria pero justa una lista de canales, a traves de cada uno de los cuales
se recibe una lista:
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merge :: Process [h[a]i] [a]
Se trata de un proceso reactivo, cuya implementacion consiste en que cuan-
do aparece un valor disponible en uno de sus canales de entrada, lo copia
inmediatamente en la lista de salida.
En el Captulo 5 las anotaciones de canales son irrelevantes, ya que
los procesos se tratan como funciones y no hay distincion entre canales y
valores. Por ello consideraremos que el tipo de merge es Process [[a]] [a].
Sin embargo, en el Captulo 6 sera necesario tener en cuenta el hecho de que
cada componente de la lista interna representa un canal para proporcionar
a merge un tipo con tama~no. En el resto de casos se considerara siempre un
valor de tipo lista.
3.3 Semantica
La semantica operacional de Eden es una extension de la semantica ope-
racional estandar de Haskell, y reeja la distincion entre los sublenguajes
de computo y de coordinacion que conviven en Eden. Comprende dos ni-
veles de sistemas de transiciones: el nivel inferior maneja aquellos efectos
que son locales a un unico proceso; mientras que el nivel superior describe
los efectos que son globales al sistema completo (la creacion de un nuevo
proceso, el envo de un dato, la recepcion de un dato, y la nalizacion de
una hebra). La interfaz entre ambos niveles esta formada por \acciones"
que comunican al nivel superior la necesidad de un evento global, como, por
ejemplo, la creacion de un proceso, el envo de un mensaje o la terminacion
de un proceso. Los detalles concretos formales de dicha semantica pueden
encontrarse en [BLOMP98]. En esta seccion se describe de manera menos
formal los aspectos fundamentales de la semantica de Eden.
Impaciencia vs. pereza. Aunque el modelo computacional de Eden es
un lenguaje perezoso (Haskell), se ha optado por no mantener dicha pereza
en el modelo de coordinacion, con el objetivo de mejorar el comportamiento
paralelo de los programas. As, la pereza se pierde en dos situaciones:
 Una vez lanzado un proceso, su computo esta dirigido por la evaluacion
de sus expresiones de salida, para las cuales existe siempre demanda.
De esta forma, se incrementa el grado de paralelismo, puesto que los
procesos pueden producir datos de forma independiente, sin necesidad
de esperar a que nadie los demande.
 Se permite que un proceso se lance antes de ser demandado, con el
objetivo de acelerar la distribucion del computo. El lanzamiento impa-
ciente de procesos se lleva a cabo mediante una transformacion durante
el proceso de compilacion de Eden presentada en [PPRS00a].
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Las dos reglas anteriores pueden conducir a que se realice algun trabajo
innecesario para el resultado nal, pero este es un riesgo compensado por
la ventaja de aumentar el grado de paralelismo de los programas, si bien
el programador debera tenerlo siempre en mente a la hora de utilizar el
lenguaje.
Reparto de trabajo. Con el objeto de poder razonar acerca del com-
portamiento paralelo de los programas, debe quedar claro que partes del
computo deben realizarse en cada proceso. Cuando se evalua una expresion
e
1
#e
2
la expresion e
2
se evalua de forma impaciente en el proceso padre. Si
es de tipo tupla se crea una hebra concurrente independiente para evaluar
cada componente.
Todo el computo necesario para evaluar e
1
se lleva a cabo en el proceso
hijo. Esto incluye no solo la aplicacion de e
1
a los valores de entrada corres-
pondientes a e
2
, sino tambien la evaluacion de las variables libres de e
1
(en
caso de que sea preciso evaluarlas). Por ejemplo, en
p :: Int -> Int -> Process Int Int
p x y = process i -> x + y + i
result = p (fib 5) (fib 6) # (fib 7)
el padre solo se encargara de evaluar fib 7, mientras que sera el proceso
hijo quien evalue no solo la suma nal, sino tambien fib 5 y fib 6.
Una vez creado, el proceso hijo comienza a producir de forma impaciente
su expresion de salida. Para cada una de las expresiones de salida de un
proceso, se creara un ujo de ejecucion concurrente distinto, puesto que, en
principio, dichas evaluaciones son independientes. Por lo tanto, en Eden se
distinguen dos niveles de concurrencia: la concurrencia y evaluacion paralela
de los procesos, y la evaluacion concurrente de las distintas hebras de cada
proceso.
Debido a la copia de variables libres del proceso padre al proceso hijo,
existe riesgo de duplicacion de la evaluacion. Por ejemplo, en
let
x1 = fib 20
fib x = ...
in
(p x1) # x1
se copian las clausuras asociadas a p, x1 y fib, as como aquellas de las
que dependiera fib. Es decir, se copian todas las variables libres, y todas las
variables libres de dichas variables libres, y as sucesivamente
1
. En este caso
x1 es evaluado tanto por el padre como por el hijo, es decir su evaluacion se
ha duplicado.
1
Las variables que se denen en el nivel mas externo del programa no se consideran
libres, por lo que no es necesario copiarlas. La razon es que residen en todos los procesa-
dores, por lo que basta con indicar cuales son.
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Transmision de valores. La comunicacion se lleva a cabo mediante ca-
nales unidireccionales 1:1. Una vez un proceso se encuentra en ejecucion,
solo se comunican datos completamente evaluados. La unica excepcion co-
rresponde a las listas: estas se transmiten en forma de stream, es decir,
elemento a elemento, de modo que no es necesario evaluar la lista entera
antes de enviar sus componentes: se va evaluando cada elemento a forma
normal y despues se transmite. La transferencia de informacion a traves de
los canales de comunicacion se realiza de forma automatica, sin necesidad
de instrucciones explcitas al estilo send y receive.
Terminacion. Dado que el computo de un proceso viene dirigido por la
evaluacion de sus canales de salida, un proceso terminara de forma inmediata
en cuanto no tenga ningun canal de salida, bien porque haya terminado el
computo asociado a dicho canal o porque haya sido cerrado desde el proceso
receptor del mismo. Al terminar, sus canales de entrada dejaran de ser utiles,
por lo que se eliminaran, y los correspondientes canales de otros procesos que
alimentasen dichas entradas seran cerrados, propagandose as la terminacion
de unos procesos a otros.
Sincronizacion. Cuando una hebra concurrente de un proceso necesite
un determinado valor de un canal de entrada, pero dicho valor aun no ha-
ya sido recibido, la evaluacion de dicha hebra sera suspendida hasta que el
correspondiente emisor produzca y enve el dato. Observese que la comu-
nicacion a traves de canales se realiza utilizando envo no-bloqueante, pero
recepcion bloqueante, y que la sincronizacion entre los procesos se produ-
ce exclusivamente mediante el intercambio de informacion a traves de los
canales.
3.4 Implementacion
El primer compilador de Eden (MEC: Marburg-Madrid Eden Compiler)
reutiliza el codigo fuente de GHC [PHH
+
93, Jon96], ya que Eden es una
extension de Haskell. De esta forma todas las funcionalidades de GHC
quedan cubiertas.
La eleccion de GHC como punto de partida para el desarrollo de MEC
se debe a su eciencia, abilidad y disponibilidad. Su codigo fuente puede
obtenerse en http://www.haskell.org.
Actualmente esta disponible una primera version de Eden que implemen-
ta casi todas las caractersticas del lenguaje, con solo dos excepciones: aun
no se han implementado las anotaciones de canales que permiten generar
estructuras de canales; y todava no se realiza conexion directa (bypassing)
automatica de canales.
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A continuacion se describen el proceso de compilacion de Eden y el de
GHC, en el que esta basado. En [KOMP99] se puede encontrar una descrip-
cion del RunTime System (RTS) de MEC a nivel abstracto, y en [Klu98]
pueden verse los detalles de su implementaion real.
3.4.1 El proceso de compilacion de GHC
El proceso de compilacion de GHC esta dividido en las fases que pueden
apreciarse en la Figura 3.1. El codigo fuente esta escrito por completo en
Haskell, con la excepcion del analizador sintactico (escrito en Lex/Yacc y
C) y del RTS (escrito en C).
Existe una primera fase para convertir Haskell literario
2
(literate) en
Haskell, en el caso en el que el programa original estuviese escrito utilizando
ese modo. A continuacion, el analizador sintactico genera el arbol de sintaxis
abstracta correspondiente al programa de entrada. Dado que el analizador
genera C, y el resto del compilador esta escrito en Haskell, es necesaria una
fase intermedia (reader), que se encarga de resolver las precedencias de los
operadores injos que se hayan utilizado en el programa.
La fase de renombramiento (renamer) resuelve conictos debidos al ambi-
to de visibilidad de los identicadores, especialmente en lo concerniente a
las importaciones y exportaciones de modulos.
La fase de inferencia de tipos (typechecker) anota el programa con la
informacion de tipos correspondiente, eliminando toda la sobrecarga que
pudiera existir.
El \desdulcicador" (desugarer) traduce la rica sintaxis abstracta de
Haskell a un lenguaje funcional mucho mas simple denominado Core. Notese
que esta fase es posterior a la inferencia de tipos, de modo que los mensa-
jes de errores de tipos pueden ofrecerse relacionados con el codigo fuente,
haciendolos mas facilmente comprensibles por el programador.
Posteriormente, se realizan (de forma opcional) un conjunto de transfor-
maciones dentro del lenguaje Core, con el objetivo de mejorar la eciencia
del codigo generado.
A continuacion, el programa Core se traduce a otro lenguaje funcional
mas simple: STG
3
, donde se realizan (opcionalmente) otras transformacio-
nes.
Finalmente se realiza la generacion de codigo. GHC genera C como
lenguaje nal, de modo que posteriormente sera necesario procesarlo con
un compilador de C. Ahora bien, con el objeto de mejorar la eciencia sin
perder la portabilidad, tanto a distintos compiladores de C como a distintas
arquitecturas, en lugar de generarse directamente codigo C, se genera un
2
El modo literario da preferencia a los comentarios sobre el codigo fuente, de modo
que, por defecto, todo son comentarios, y para introducir codigo hay que utilizar notacion
especial.
3
Shared Term Graph Language.
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Figura 3.1: Estructura de GHC
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arbol de sintaxis abstracta C. As, una ultima fase (que puede ser distinta
para cada tipo de arquitectura) traduce este a C, optimizando los recursos
de que se disponga.
Una vez generado el codigo C, se enlaza con el codigo del RTS, obte-
niendose el programa ejecutable.
El codigo fuente correspondiente al RTS (escrito en C) es, en cierto sen-
tido, independiente del proceso de compilacion propiamente dicho. Existen
distintos RTS en funcion del uso que se este haciendo de GHC. Por ejem-
plo, existe un RTS para Haskell, otro que incluye ademas las caractersticas
necesarias para realizar perles secuenciales, un RTS para cuando se uti-
liza GpH [THM
+
96], otro para cuando se esta trabajando con GranSim
[HLP95, Loi96], etc. Estos RTS comparten ciertas partes de su codigo fuen-
te, mientras que otras son propias de cada uno de ellos.
3.4.2 El proceso de compilacion de MEC
La idea fundamental en el desarrollo de MEC es modicar GHC lo mnimo
posible. En la Figura 3.2 se muestra el proceso de compilacion de MEC.
La primera fase que hace falta modicar es el analizador lexico y sintacti-
co, ya que es necesario tener en cuenta las nuevas construcciones. Sin embar-
go, con el objeto de evitar modicaciones en fases posteriores del compilador,
no se modica la sintaxis abstracta generada por el analizador. Para ello, es
necesario \esconder" las construcciones Eden dentro de la sintaxis de Has-
kell. Esto se consigue utilizando funciones predenidas escritas en Haskell.
As, por ejemplo, cuando el analizador detecta la construccion
process patron -> expresion
genera como salida la aplicacion de la funcion predenida process a una
funcion
process ( patron -> expresion).
Es importante resaltar la gran diferencia existente entre el primer process y
el segundo. El primero corresponde a una palabra reservada en Eden, mien-
tras que el segundo es el nombre de una funcion Haskell, que esta denida
en un modulo que puede considerarse como el preludio de Eden. En dicho
modulo, la denicion de process (y del resto de funciones basicas) se realiza
de modo que el sistema de tipos de GHC sea capaz de inferir correctamente
los tipos de las expresiones de Eden.
Para ello, basta con seguir las siguientes declaraciones de tipos:
data Process a b = Process (a->b)
process :: (a -> b) -> Process a b
(#)::(Transmissible a,Transmissible b) => Process a b -> a -> b
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Realizando traducciones similares para el resto de las construcciones
Eden, se consigue \enga~nar" a GHC para que las procese.
Las funciones del preludio Eden invocan a otras funciones primitivas
(escritas en C) que se introducen directamente en el codigo del RTS. As,
por ejemplo, cuando se evalue e
1
#e
2
se llamara a una funcion primitiva,
que hara que el RTS cree un nuevo proceso para evaluar e
1
, as como que
se creen nuevas hebras para evaluar e
2
.
As se consigue un alto grado de reutilizacion del codigo fuente de GHC.
Ahora bien, existen algunas transformaciones automaticas que seran de-
seables en Eden, pero que no estan presentes en GHC, como es el caso
del lanzamiento impaciente de procesos [PPRS00a], por lo que es preciso
a~nadirlas en la fase de transformaciones a nivel Core. Ademas, desafortu-
nadamente, algunas de las transformaciones automaticas que GHC efectua
al nivel del lenguaje Core no mejoran la eciencia de los programas Eden
sino que, por el contrario, pueden reducirla notablemente. Es mas, deter-
minadas transformaciones no solo pueden empeorar la eciencia sino que
pueden llegar a cambiar la semantica del programa Eden original. En la
Seccion 5.2 se presentan estas transformaciones. Algunas de ellas se ven
afectadas por la presencia del no determinismo, lo que motiva el analisis del
Captulo 5. El objetivo es desactivar las transformaciones de forma selecti-
va en aquellas situaciones en las que la semantica se ve alterada por dichas
transformaciones. Por ello el lenguaje sobre el que se dene el analisis de no
determinismo es una extension del lenguaje Core con construcciones para
representar de forma explcita las abstracciones y concreciones de procesos,
el proceso merge y el tipo Process.
En esta fase tambien se puede llevar a cabo el analisis de conexion di-
recta (bypassing) presentado en el Captulo 4. Este analisis detecta hebras
innecesarias que copian informacion de un canal de entrada a uno de salida.
Produce anotaciones en las abstracciones y concreciones de procesos para
evitar la creacion de dichas hebras. Para llevar a cabo este analisis, es nece-
sario no solamente hacer explcitos los procesos, sino tambien los canales de
entrada y salida de los mismos. Se introducira una nueva extension de Core
llamada CoreEden con las caractersticas apropiadas para llevar a cabo el
analisis. La idea es traducir de Core a CoreEden, llevar a cabo el analisis
de conexion directa produciendo un programa CoreEden anotado con infor-
macion de bypassing y volver despues a Core para continuar con el proceso
de compilacion. En el Captulo 4 se proporcionan mas detalles.
3.4.3 Protocolo de creacion de procesos
El entorno de ejecucion de un programa Eden consiste en un conjunto de
maquinas abstractas distribuidas, cada una de las cuales ejecuta una abs-
traccion de proceso Eden. Puesto que los procesos Eden son mas numerosos
que los procesadores (processing element, en adelante PE) disponibles, va-
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rios procesos Eden pueden compartir un procesador. Cada proceso Eden
consiste en una o varias hebras concurrentes de control. Estas evaluan di-
ferentes expresiones de salida de forma independiente y usan una memoria
comun que contiene informacion compartida. El destino del valor producido
por cada hebra recibe el nombre de puerto de salida (outport); esencialmen-
te es una direccion global (PE ; port) que consta de un elemento procesador
PE junto con un identicador local unico port en dicho procesador llamado
puerto de entrada (inport). El estado de una maquina incluye la informacion
comun a todas las hebras y el estado particular de cada hebra individual.
Puesto que la entrada de un proceso esta compartida entre todas las hebras,
en cada maquina se comparte el monton
4
y una tabla de puertos de entra-
da. En dicha tabla se asigna a los identicadores de puertos de entrada las
correspondientes direcciones del monton donde se almacenaran los mensajes
de entrada y el identicador global asociado al puerto de salida remoto.
Para poder referenciar los puertos de entrada y salida de otros elementos
procesadores, cada PE posee ademas de la tabla de puertos de entrada,
una tabla de puertos de salida y una tabla de procesos. Puesto que varios
procesos Eden comparten las tablas de puertos de entrada y salida, cada PE
necesita una tabla de procesos conteniendo las listas de puertos de entrada
y salida de cada proceso.
En lo sucesivo usaremos los siguientes convenios de notacion:
 Supondremos que las abstracciones de proceso tienen n entradas y k
salidas, es decir, tienen el tipo Process (t
1
; : : : ; t
n
) (t
0
1
; : : : ; t
0
k
).
 Los identicadores de los puertos locales de entrada (respectivamen-
te salida) se denotaran por i
1
; : : : ; i
n
(respectivamente o
1
; : : : ; o
k
) en
el proceso hijo y i
0
1
; : : : ; i
0
k
(respectivamente o
0
1
; : : : ; o
0
n
) en el proceso
padre.
Los mensajes comunicados a traves de los canales pueden ser mensajes
de datos o mensajes del sistema. Los mensajes de datos se encargan de la
comunicacion de valores a traves de los canales: SENDVAL(i; v) enva un
valor v a un puerto de entrada i.
Los mensajes del sistema implican modicaciones de las tablas de los
PE. Este tipo de mensajes siempre incluyen la identicacion del PE emisor,
para que este pueda ser usado de forma apropiada por el PE receptor. Los
mensajes mas importantes son:
 CREATE-PROCESS(id
parent
; pabs; i
0
1
; : : : ; i
0
k
; o
0
1
; : : : ; o
0
n
): Es enviado
por el proceso padre id
parent
a un PE remoto para lanzar all un nuevo
proceso. En el mensaje se incluye la abstraccion de proceso pabs y los
nuevos puertos locales de entrada i
0
1
; : : : ; i
0
k
y de salida o
0
1
; : : : ; o
0
n
.
4
En ingles heap. El monton es la memoria dinamica utilizada en los lenguajes funcio-
nales para la creacion de clausuras.
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 ACK(id
child
; i
0
1
; : : : ; i
0
k
; o
0
1
; : : : ; o
0
n
; i
1
; : : : ; i
n
; o
1
; : : : ; o
k
): Es la respues-
ta a un mensaje de creacion de procesos CREATE-PROCESS conr-
mando la creacion del proceso hijo. Incluye la informacion necesaria
para conectar apropiadamente los puertos de entrada y salida del hijo
(i
1
; : : : ; i
n
y o
1
; : : : ; o
k
) con los del padre (i
0
1
; : : : ; i
0
k
y o
0
1
; : : : ; o
0
n
).
 TERM-THREAD: Cuando una hebra ha terminado su computo y ha
enviado su valor de salida, termina cerrando el correspondiente puerto
de salida. Si se cierran todos los puertos de salida de un proceso (lo
cual se puede consultar en la tabla de procesos), el proceso completo
termina cerrando todos sus puertos de entrada. Cuando un puerto
de entrada se cierra, la hebra que le enva datos es informada de que
sus resultados ya no son necesarios, mediante un mensaje TERM-
THREAD.
El protocolo de comunicacion completo se denio en [KOMP99]. Aqu des-
cribimos brevemente la parte correspondiente a la creacion de procesos, ya
que en el Captulo 4 esta parte del protocolo sera modicada para tener
en cuenta la informacion producida por el analisis de conexion directa. La
secuencia de mensajes es la siguiente:
 El proceso padre enva un mensaje
CREATE-PROCESS(id
parent
; pabs; o
tso
; i
0
1
; : : : ; i
0
k
; o
0
1
; : : : ; o
0
n
)
al PE donde debe crearse el proceso hijo. Cuando se recibe dicho
mensaje, se desempaqueta la clausura pabs y se copia en el monton
local, junto con las clausuras de todas las variables libres referenciadas
por ella. En el proceso hijo se crean los puertos de entrada y salida.
Las tablas de puertos de entrada y salida del hijo se actualizan con
la informacion enviada por el padre. Se enva un mensaje ACK al
padre y se ejecuta la abstraccion de proceso. El hijo puede empezar a
enviar valores inmediatamente, ya que conoce los puertos de entrada
del padre, pero el padre debe esperar.
 Cuando llega un mensaje
ACK(id
child
; o
tso
; i
0
1
; : : : ; i
0
k
; o
0
1
; : : : ; o
0
n
; i
1
; : : : ; i
n
; o
1
; : : : ; o
k
)
al PE del proceso padre, pueden completarse las conexiones entre el
padre y el hijo, actualizandose las tablas de puertos de entrada y salida
del padre con la nueva informacion. El padre puede empezar a enviar
valores al proceso hijo a los puertos de entrada recibidos en el mensaje.
Captulo 4
Analisis de conexion directa
Este captulo es el primero que forma parte de las contribuciones originales
de la tesis. En el se estudia un problema relativamente sencillo pero de
gran impacto en la eciencia de los programas Eden. Se trata de analizar la
existencia de hebras y de comunicaciones que no realizan trabajo util para
el programa, en el sentido de que simplemente redirigen mensajes de un
procesador a otro. El captulo explica primeramente el problema en detalle
y luego su solucion, que resulta ser una combinacion de un analisis realizado
en tiempo de compilacion junto con una modicacion del RTS que utiliza
los resultados del analisis.
El analisis y el protocolo del RTS que aqu se explican son originales
de esta tesis. Este ultimo se presento en [PS98a]. El protocolo nalmente
implementado es una mejora propuesta por Ulrike Klusik, que incluye el
tratamiento de conexiones directas entre ancestros. La implementacion del
protocolo en el RTS es tambien obra de Ulrike Klusik. Un resumen de este
captulo y del protocolo nal fue publicado en [KPS00].
La organizacion del captulo es la siguiente. En la Seccion 4.1 explicamos
el problema de la conexion directa en detalle. En la Seccion 4.2 se presenta
la sintaxis abstracta de un lenguaje intermedio, llamado CoreEden, antes
y despues de anotarlo con informacion de conexion directa. La Seccion 4.3
dene formalmente el analisis en tiempo de compilacion y lo aplica a un
ejemplo sencillo. La Seccion 4.4 explica el protocolo de conexion directa
y el soporte que se le proporciona en tiempo de ejecucion. Finalmente,
la Seccion 4.5 proporciona una cuanticacion de las ganancias esperadas y
resume el estado de la implementacion.
4.1 Introduccion
Como se explico en la Seccion 3.3, los procesos en Eden se lanzan dinamica-
mente al ejecutar deniciones recursivas de funciones y/o procesos. Cuando
se crea un nuevo proceso, sus canales se conectan con su proceso padre. El
94 4. Analisis de conexion directa
pipe[p1,p2,p3]
x y
p1 pipe[p2,p3]
p3p2
pipe::[Process a a] -> Process a a
pipe [p] = p
pipe (p:ps) =
process z -> pipe ps # (p # z)
y = pipe [p1,p2,p3] # x
x y
p2p1 p3
Figura 4.1: Topologa creada y deseada para una tubera
padre es responsable de alimentar con valores los canales de entrada del hijo
y de recibir valores de los canales de salida del hijo. Esto implica que, en
principio, solamente se pueden crear topologas arboreas de procesos, como
se ve en la Figura 4.1 (izquierda). Frecuentemente, sucede que el padre
simplemente copia los valores recibidos de un hijo al canal de entrada de
otro hijo, y este a su vez vuelve a enviar dichos valores a otro proceso y as
sucesivamente. Detectar esta situacion para poder eliminar procesos y he-
bras intermedios en las transmisiones es una optimizacion deseable. De esta
forma se conectaran directamente las hebras productoras y consumidoras,
como se ve en la Figura 4.1 (derecha). Esto ahorrara una gran cantidad de
mensajes y muchos computos inutiles en tiempo de ejecucion. Llamamos a
dicha optimizacion conexion directa
1
. La implementacion de la misma exi-
ge un analisis en tiempo de compilacion para detectar conexiones directas
locales (es decir, dentro de un proceso), junto con un soporte en tiempo de
ejecucion que encadene varias conexiones directas locales para conseguir una
conexion directa global.
Para ilustrar el problema, en la Figura 4.1 se muestra la denicion y
lanzamiento de una tubera. La implementacion ingenua de Eden (vease
Seccion 3.3) desarrolla en tiempo de ejecucion la denicion recursiva y genera
la topologa de procesos de la Figura 4.1 (izquierda). Puede observarse que
esta estructura no es ni mucho menos la deseada (ver Figura 4.1 (derecha))
ya que se crean procesos no solamente para p1, p2 y p3, sino tambien para
pipe[p1,p2,p3] y pipe[p2,p3], los cuales simplemente reenvan datos de la
entrada a sus hijos y de ellos a su salida. Los canales se conectan siguiendo
la cadena de llamadas recursivas.
La conexion directa tratara dichas situaciones de forma que los datos
se enven directamente del productor al consumidor, como en la Figura 4.1
(derecha). Con este enfoque, los procesos intermedios seguiran siendo lan-
1
En ingles, automatic bypassing.
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zados, pero terminaran despues de crear sus procesos hijos puesto que ni
produciran ni consumiran datos.
Este ejemplo ilustra dos de los tres tipos posibles de conexion directa:
conexion directa entre hermanos (por ejemplo, entre p2 y p3) y conexion
directa entre generaciones (por ejemplo, entre pipe[p1,p2,p3] y p2). Hay
un tercer tipo, llamado conexion directa entre ancestros, en el que un canal
de entrada se copia directamente a exactamente un canal de salida, como
por ejemplo en process x! x. El analisis detectara los tres casos.
4.2 CoreEden con y sin anotaciones
La sintaxis de Core
2
se muestra en la Figura 4.2. Actualmente en Core
3
,
las abstracciones y concreciones (o lanzamientos) de procesos estan ocultos
dentro de funciones predenidas.
Para poder llevar a cabo el analisis de conexion directa necesitamos hacer
explcitos los canales de entrada y salida. Por ello introducimos un nuevo
lenguaje llamado CoreEden, que es una extension de Core. Las extensiones
basicas son las siguientes:
binds ! recpar bind
0
1
; : : : ; bind
0
n
[bypass channels]
bind
0
! var = exp
j channels = var # channels
channels! fvar
1
; : : : ; var
n
g
exp ! process channels! body [bypass channels]
body ! [let binds in] channels
Se introduce un nuevo tipo de ligaduras recpar para las concreciones de
procesos, las cuales no son expresiones generales, sino que aparecen siem-
pre dentro de una ligadura de este tipo. Las abstracciones de procesos son
explcitas, y ademas, los canales de entrada y de salida, tanto de las abs-
tracciones como de las concreciones de proceso, son variables explcitas. De
este modo resulta relativamente sencillo analizar el uso de las mismas. Las
transformaciones necesarias para obtener un programa en CoreEden a partir
de un programa en Core se explican en [PPRS00a].
La conexion directa se detecta cuando una variable que representa un
canal de salida es utilizada exactamente una vez como canal de entrada de
otro proceso, y ademas no aparece libre en ninguna otra expresion dentro de
su ambito de visibilidad. Ello supondra que la hebra asociada a esa variable
2
En Core tambien se tienen lambdas y aplicaciones de tipo ya que se trata de un
lenguaje con polimorsmo de segundo orden, pero aqu ignoramos estas expresiones, ya
que no inuyen en el analisis.
3
Recordemos que Core es un lenguaje funcional mnimo al que se traduce Haskell en
los primeros pasos de GHC.
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program! binds
binds ! bind
j rec bind
1
; : : : ; bind
n
bind! var = exp
exp ! exp atom
j  var ! exp
j case exp of alts
j let binds in exp
j C var
1
: : : var
n
j prim var
1
: : : var
n
j atom
alts ! Calt
1
; : : : ;Calt
n
;Default
j Lalt
1
; : : : ;Lalt
n
;Default
Calt! C var
1
: : : var
m
! exp
Lalt! Literal! exp
Default ! NoDefault
j var ! exp
Figura 4.2: Sintaxis del lenguaje Core
no realiza ningun trabajo util, excepto el de copiar los datos de un canal a
otro.
La idea es pues introducir una fase intermedia en el compilador de Eden,
antes de iniciar las transformaciones de Core a Core (vease Seccion 3.4.2)
que traduzca primero de Core a CoreEden. A continuacion, se realizara el
analisis de conexion directa. El analisis decora las abstracciones de procesos
(en el caso de la conexion directa entre generaciones y entre ancestros) y
las ligaduras recpar (en el caso de conexion directa entre hermanos y entre
generaciones) con clausulas bypass. Finalmente, se traducira de CoreEden
a Core para continuar con el resto de la compilacion. Este proceso se ilustra
en la Figura 4.3.
El detalle de estas transformaciones se ha descrito en [PPRS00a] y for-
ma parte de otra tesis [Rub01]. Por otra parte, las anotaciones reales que
necesita el RTS son mas precisas que las indicadas mediante clausulas by-
pass en la sintaxis anterior, si bien pueden deducirse a partir de estas. Para
comprender mejor el analisis que describimos aqu son preferibles las ano-
taciones con clausulas bypass, ya que eliminan detalles irrelevantes a este
nivel.
En la Figura 4.5, Exp denotara una expresion CoreEden sin anotar y
DExp una expresion CoreEden decorada con informacion de conexion di-
recta. Lo mismo sucede con las ligaduras (Bind y DBind).
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Core
CoreEden
Core
tr
1
tr
3
tr
2
tr
4
Figura 4.3: Nuevo esquema de transformacion
4.3 Analisis de conexion directa
A traves del analisis de conexion directa deseamos detectar aquellas situa-
ciones en las que una variable se usa exactamente una vez como canal de
entrada y exactamente una vez como canal de salida, y no se usa en ninguna
otra expresion. Establecemos el convenio de que entrada y salida se enten-
deran siempre desde el punto de vista del proceso padre. Esto signica que,
en una abstraccion de proceso aquellos canales especicados como entradas
del hijo se registraran como salidas del padre. Este analisis es un problema
con cierto parecido al analisis de uso de variables tratado por ejemplo en
[Ses91] y [LGH
+
92], si bien para la optimizacion que all se pretende |evitar
actualizaciones innecesarias| el analisis ha de detectar usos de a lo sumo
una vez de las variables.
Utilizamos un dominio B
#
de valores que se asociaran a las variables
libres del programa, mostrado en la Figura 4.4, donde i1o1 representa que
la variable se usa solamente una vez como canal de entrada y solamente
una vez como canal de salida. En tal caso, se incluira el canal en una
clausula bypass indicando una conexion directa local dentro del proceso
correspondiente. Si es un proceso padre, la clausula bypass utilizada es
la asociada a la expresion recpar donde se lanzan los hijos, y la conexion
directa sera del tipo entre hermanos o entre generaciones. Si es un proceso
hijo, la clausula bypass utilizada es la asociada a la abstraccion de proceso,
y la conexion directa podra ser entre generaciones o entre ancestros. El
valor 0 representa ningun uso de la variable, los valores i1 y o1 representan
respectivamente el uso exclusivo como canal de entrada y como canal de
salida, y el valor N representa el hecho de que la variable se usa demasiadas
veces como para poder hacer conexion directa, por ejemplo dos veces como
entrada, o una o mas veces como variable libre dentro de una expresion.
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0
i1
o1
i1o1
N
N + x = N
0 + x = x
i1o1 + x = N (x 6= 0)
i1 + o1 = i1o1
i1 + i1 = N
o1 + o1 = N
Figura 4.4: Dominio de conexion directa
En algunas funciones del analisis utilizaremos un entorno  en el que
asociamos valores de conexion directa a las variables (Env = V ar ! B
#
).
En las Figuras 4.5 y 4.6 consideramos que las variables que no aparecen en el
entorno  tienen un valor de conexion directa 0, y denotamos al conjunto de
variables con valor de conexion directa distinto de 0 como dom . Denimos
una operacion conmutativa + sobre los valores de conexion directa, mostrada
en la Figura 4.4, que se utiliza para acumular los usos de una misma variable.
La unica expresion que produce el valor buscado i1o1 es la que acumula un
uso i1 con un uso o1. La mayora de las restantes combinaciones conduce al
valor N , es decir a la imposibilidad de realizar una conexion directa.
La operacion + se extiende facilmente a entornos: ( + 
0
)(x)
4
=(x) +

0
(x). Tambien necesitamos una operacion + que es simplemente la opera-
cion + extendida a conjuntos de entornos, que se utilizara para acumular
las apariciones como canal de entrada de una misma variable. Estas pue-
den aparecer mas de una vez como entrada y entonces la conexion directa
tampoco es posible. El analisis usa tres funciones principales: para analizar
expresiones (A
exp
), ligaduras (A
binds
) y cuerpos de procesos (A
bindsbody
). Se
muestran en las Figuras 4.5 y 4.6. Las demas que aparecen en dichas guras
son funciones auxiliares. Usaremos v para denotar variables, e para denotar
expresiones, cs para denotar canales y a para denotar atomos. Tambien
usamos la funcion cs \ ds = fx j x 2 cs ^ 9!y 2 ds:y = xg, para detectar
conexion directa entre ancestros.
La funcion A
exp
recibe una expresion CoreEden e y la decora con infor-
macion de conexion directa, introduciendo clausulas bypass asociadas a las
abstracciones de procesos y a las ligaduras recpar que aparecen en e. Tal
informacion es local a la abstraccion de proceso, por lo que analizamos su
cuerpo con un entorno que contiene toda la informacion sobre los canales
de entrada y salida. As, en una expresion process cs
1
! let binds in cs
2
,
construimos primero un entorno inicial 
0
que contiene la informacion sobre
los canales de entrada (del padre) cs
2
y salida (del padre) cs
1
. Con ese
entorno analizamos las ligaduras binds donde puede que existan mas usos
de dichos canales, usos que se acumularan en el entorno, dando lugar a un
4.3 Analisis de conexion directa 99
A
exp
:: Exp! DExp
A
exp
(e a) = (A
exp
e) a
A
exp
( v ! e) =  v ! A
exp
e
A
exp
(case e of alts) = case e
0
of alts
0
donde e
0
= A
exp
e
alts
0
= A
alts
alts
A
exp
(C v
1
: : : v
n
) = C v
1
: : : v
n
A
exp
(prim v
1
: : : v
n
) = prim v
1
: : : v
n
A
exp
(let binds in e) = let (A
binds
binds (freevars e)) in (A
exp
e)
A
exp
(process cs
1
! cs
2
) =
process cs
1
! cs
2
(if cs
1
\ cs
2
= ; then  else bypass (cs
1
\ cs
2
))
A
exp
(process cs
1
! let binds in cs
2
) =
process cs
1
! let binds
0
in cs
2
byp
donde 
0
= fc 7! o1 j c cs
1
g++ffd 7! i1g j d cs
2
g
(binds
0
; 
0
) = A
bindsbody
binds 
0
(cs
1
\ cs
2
)
b = fc j c 2 cs
1
[ cs
2
; 
0
(c) = i1o1g
byp = if b = ; then  else bypass b
A
alts
(alt
1
; : : : ; alt
n
; def ) = A
alt
(alt
1
); : : : ;A
alt
(alt
n
);A
alt
(def)
A
alt
(C v
1
: : : v
n
! e) = C v
1
: : : v
n
! A
exp
(e)
A
alt
(k ! e) = k ! A
exp
(e)
A
alt
(NoDefault) = NoDefault
A
alt
(v ! e) = v ! A
exp
(e)
Figura 4.5: La funcion del analisis para las expresiones
entorno de salida 
0
utilizado para generar la anotacion cuando alguno de
los canales del proceso tiene un valor i1o1. Si no aparecen ligaduras binds,
basta con mirar los canales de entrada y salida para ver si hay conexiones
entre ancestros.
En una expresion let binds in e analizamos e y despues las ligaduras,
teniendo en cuenta que no se puede hacer conexion directa con las varia-
bles libres en e. Por ello, en el entorno usado para analizar las ligaduras
asociamos el valor N a todas las variables libres. El resto de los casos son
llamadas recursivas triviales a A
exp
.
Las funciones A
binds
y A
bindsbody
combinan la informacion que proviene
de cada ligadura individual (ver Figura 4.6). Llaman a la funcion auxi-
liar A
propagate
con distintos argumentos. Esta funcion recibe un entorno y
construye uno nuevo a partir de el a~nadiendole la combinacion (dada por
A
listbinds
) de informacion proporcionada por cada ligadura individual (dada
por A
onebind
). En el caso de la primera funcion se recibe un entorno en el
que todas las variables libres de la expresion principal del let tienen N como
valor de conexion directa, y el entorno resultante es descartado. En el caso
de la segunda funcion se recibe un entorno en el que los canales de la abs-
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A
binds
:: Binds! Free! DBinds
A
binds
binds free = fst (A
propagate
binds fx 7! N j x freeg ;)
A
bindsbody
:: Binds! Env ! (DBinds;Env)
A
bindsbody
binds  cs = A
propagate
binds  cs
A
propagate
:: Binds! Env ! Channels! (DBinds;Env)
A
propagate
(v = e)  cs = (bind
0
;  + 
0
)
donde (bind
0
; 
0
) = A
onebind
(v = e)
A
propagate
(rec binds)  cs = (rec binds
0
;  + 
0
)
donde (binds
0
; 
0
) = A
listbinds
binds
A
propagate
(recpar binds)  cs =
(recpar binds
0
byp; 
00
)
donde (binds
0
; 
0
) = A
listbinds
binds

00
=  + 
0
b = fc j c 2 dom 
00
; c 62 cs; 
00
(c) = i1o1g
byp = if b = ; then  else bypass b
A
listbinds
:: [Bind]! ([DBind]; Env)
A
listbinds
(bind : binds) = (bind
0
: binds
0
; 
0
+ 
00
)
donde (bind
0
; 
0
) = A
onebind
bind
(binds
0
; 
00
) = A
listbinds
binds
A
listbinds
[] = ([]; ;)
A
onebind
:: Bind! (DBind;Env)
A
onebind
(v = e) =
(v = e
0
; fv 7! Ng+ fx 7! N j x freevars eg)
donde e
0
= A
exp
e
A
onebind
(cs
1
= p # cs
2
) = (cs
1
= p # cs
2
; 
0
)
donde 
0
= fc 7! o1 j c cs
1
g++ffd 7! i1g j d cs
2
g+ fp 7! Ng
Figura 4.6: Las funciones del analisis para las ligaduras
traccion de proceso tienen su valor de conexion directa correspondiente i1 o
o1, y el entorno resultante se usa posteriormente para anotar la abstraccion
de proceso. El tercer argumento de A
propagate
es el conjunto de canales con
los que se puede hacer conexion entre ancestros. En la llamada realizada
a A
propagate
en el cuerpo de un proceso, estos son los canales comunes a la
entrada y la salida de una abstraccion de proceso, cs
1
\ cs
2
. Queremos que
esta informacion aparezca solamente asociada a la abstraccion de proceso
y no en las ligaduras internas del proceso, por lo que cuando se llama a
A
propagate
con una ligadura recpar, se ignoran los canales contenidos en
este parametro a la hora de generar las anotaciones.
Observese que, en una abstraccion de proceso, aquellos canales implica-
dos en una conexion directa entre hermanos aparecen en la anotacion bypass
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de las ligaduras, los implicados en una conexion directa entre ancestros apa-
recen en la anotacion bypass de la expresion process y los implicados en
una conexion directa entre generaciones aparecen en ambos lugares (esto es
as por razones de implementacion).
En una ligadura de la forma var = e y en una expresion let binds in e,
no se puede hacer conexion directa con las variables libres en e, por lo que
se les da un valor de conexion directa N . La denicion de freevars , que
nos proporciona las variables libres de una expresion, es la usual, extendida
como es de esperar para las nuevas construcciones.
Una consecuencia de esta denicion es que no se puede hacer conexion
directa cuando aparece una expresion case como la siguiente:
x = p
1
#z
y = case e of
C
1
x
1
! let recpar u = p
2
#x in u
C
2
x
2
x
3
! 1
En este caso x es variable libre del lado derecho de la ligadura para y, por
lo que se le da el valor N , siendo por tanto imposible hacer conexion direc-
ta. Esto es correcto, puesto que la segunda rama del case no contiene una
concrecion de proceso, por lo que no podemos indicar una conexion directa.
Si tambien en la segunda rama apareciera una concrecion de la forma p
3
#x,
podra indicarse una conexion directa de x. Para poder expresar esto nece-
sitaramos comprobar que en todas y cada una de las ramas x tiene el valor
i
1
. Hemos optado por ignorar este caso.
Aplicando este algoritmo al ejemplo de la Seccion 4.1 traducido a CoreE-
den, obtenemos las siguientes anotaciones para la ligadura de pipe:
pipe =  ps! case ps of
[p]! p
p : pp! process z ! let recpar inter = p # z
p
0
= pipe pp
y = p
0
# inter
bypass inter; z; y
in y bypass z; y
Puesto que no hay calculos de puntos jos, la eciencia de este analisis
es lineal con el tama~no del codigo.
4.4 El protocolo de conexion directa
Primeramente estudiaremos los casos de conexion directa por separado, para
nalmente presentar el protocolo completo. En este protocolo no se tienen
en cuenta las conexiones entre ancestros.
De aqu en adelante, llamaremos asa a una conexion directa local a un
proceso detectada por el analisis precedente. Sera descendente si conecta un
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hd
hb
ha
Figura 4.7: Convenio graco de asas locales
canal de entrada propio con el canal de entrada de un hijo, ascendente si co-
necta un canal de salida de un hijo con un canal de salida propio y sera entre
hermanos si conecta un canal de salida con un canal de entrada de dos hijos
diferentes. Emplearemos el convenio graco que se muestra en la Figura 4.7.
Asmismo, llamaremos cadena de reenvo a una conexion indirecta desde un
puerto real de salida (tambien llamado el productor) a un puerto real de
entrada (tambien llamado el consumidor) a traves de una secuencia de asas
locales intermedias. Un puerto de entrada (respectivamente, de salida) es la
implementacion de un canal de entrada (respectivamente, de salida) de una
concrecion de proceso. El objetivo del protocolo es hacer que estos puertos
nales se conozcan entre s.
4.4.1 El protocolo sin conexion directa
El protocolo de comunicacion original se describio en la Seccion 3.4.3 pu-
diendose encontrar mas detalles en [KOMP99]. Los mensajes relevantes
eran:
 CREATE-PROCESS (pabs,ins
p
,outs
p
) que inicia la creacion de un pro-
ceso hijo en un procesador p usando la abstraccion de proceso pabs y
los puertos de entrada y salida del padre, respectivamente ins
p
y outs
p
,
que se conectaran al hijo.
 ACK (outs
c
! ins
p
,outs
p
! ins
c
) que comunica la creacion del pro-
ceso hijo al padre, incluyendo las conexiones entre padre e hijo. Aqu
mostramos los canales de entrada y salida relacionados con ! para
que queden claras las conexiones que se establecen.
Mientras que el hijo comienza a mandar inmediatamente valores al padre,
el padre debe esperar a recibir el mensaje ACK para saber a que puertos
del hijo deben ser enviados los valores. Estos se envan usando un mensaje
SENDVAL (in,value).
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4.4.2 Nuevas componentes del RTS: asas y tablas de asas de
reenvo
Para representar cada asa local utilizaremos un identicador que incluye
el numero de procesador, que llamaremos tambien asa de reenvo (forward
handle):
type HForward = (PE, Int)
Este par (p; h) identica unvocamente un asa dentro del programa en eje-
cucion ya que siempre es posible conseguir un identicador unico h para
cada asa existente dentro de un mismo procesador p. Las asas de reenvo
pueden tomar el lugar de los puertos de entrada y salida en los mensajes
del protocolo de conexion directa. Para almacenar la informacion de cone-
xion intermedia a~nadimos al RTS una nueva tabla en tiempo de ejecucion
llamada tabla de asas de reenvo.
4.4.3 Conexion directa entre hermanos
El siguiente programa presenta un caso de conexion directa entre hermanos:
... -- El proceso padre es p0
let recpar
x = p2 # y
y = p1 # inp
bypass y
in ...
La topologa creada puede verse en la Figura 4.8. El proceso padre p0 tiene
un asa entre hermanos hy correspondiente a la variable y. El protocolo
revisado no debe crear los puertos de entrada y salida para y ni enviarlos a
sus hijos p1 y p2 en el mensaje CREATE-PROCESS. En su lugar enviara el
identicador hy del asa. Los hijos podran responder en el mensaje de ACK
con los puertos reales de salida y de entrada para hy. Con esta informacion
el padre sera capaz de informar al hijo productor de y, es decir a p1, que
su destino real es un puerto de entrada en el proceso consumidor, es decir
en p2. Con ello, p1 podra enviar mensajes directamente a p2 y habramos
ahorrado la creacion de dos puertos y de una hebra innecesaria en p0.
En el caso general (Seccion 4.4.6), veremos que no siempre es posible
para un hijo informar en el mensaje ACK del productor real de una cadena
de reenvo, por lo que es necesario considerar mas casos.
4.4.4 Conexion directa descendente
El siguiente programa presenta un caso de conexion directa con varias asas
descendentes en la cadena de reenvo:
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p0
inp
y y
p1 p2
x
Figura 4.8: Conexion directa entre hermanos
... -- El proceso padre es p0
let recpar
x = p # y
p = process y' -> let recpar
h = q # y'
v = f h
bypass y'
in v
bypass y'
q = process y'' -> let recpar
i = r # y''
w = g i
bypass y''
in w
bypass y''
in ...
La topologa creada puede verse en la Figura 4.9. Para incluir informacion
de conexion directa en los mensajes de creacion, en el protocolo revisado se
puede aprovechar el hecho de que los lanzamientos de los procesos p, q y
r se producen en estricta secuencia, por ser q hijo de p y r hijo de q. En
particular, p puede informar a q de que el origen de su canal de entrada
es el puerto de salida recibido de su padre para el asa hy
0
asociada a y'.
Esta informacion puede ser propagada en el mensaje CREATE-PROCESS
enviado por q para crear a r, de forma que en lugar de enviarle un asa
local hy
00
asociada a y'', le enva directamente el puerto de entrada que ha
recibido de su padre. De esta forma, el consumidor real de la cadena de
reenvo |en este ejemplo, r| recibe directamente el puerto productor en
el proceso p0.
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r
p0
p
q
y
y
y
r # y
g (r # y)
f (g (r # y))
Figura 4.9: Conexion directa descendente
En el caso general (Seccion 4.4.6), no siempre el padre de la cadena
descendente enva un puerto real, sino que puede enviar tambien un asa
entre hermanos.
4.4.5 Conexion directa ascendente
El siguiente programa presenta un caso de conexion directa con varias asas
ascendentes en la cadena de reenvo:
... -- El proceso padre es p0
let recpar
x = p # y
p = process y' -> let recpar
v = f y'
h = q # v
bypass h
in h
bypass h
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r
p0
y
f y
g (f y)
p0
p
q
r # (g (f y)) = z
z
z
z
Figura 4.10: Conexion directa ascendente
q = process y'' -> let recpar
w = g y''
i = r # w
bypass i
in i
bypass i
in ...
La topologa creada puede verse en la Figura 4.10. En el protocolo revisado
se puede aprovechar igualmente el hecho de que los lanzamientos de los pro-
cesos p, q y r se producen en estricta secuencia, para incluir informacion
de conexion directa en los mensajes de creacion. En particular, p puede in-
formar a q de que el destino del canal de salida de q es el puerto de entrada
recibido de su padre para el asa ascendente hh asociada a h. Esta informa-
cion puede ser propagada en el mensaje CREATE-PROCESS enviado por
q para crear a r, de forma que en lugar de enviarle un asa local hi asociada
a i, le enva directamente el puerto de salida que ha recibido de su padre.
De esta forma, el productor real de la cadena de reenvo |en este ejemplo,
r| recibe directamente el puerto consumidor en el proceso p0.
En el caso general (Seccion 4.4.6), no siempre el padre de la cadena
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ascendente enva un puerto de entrada real, sino que puede enviar tambien
un asa entre hermanos.
4.4.6 Caso general
El siguiente programa presenta una cadena de reenvo que combina un asa
entre hermanos con un asa descendente:
... -- El proceso padre es p0
let recpar
x = p2 # y
y = p1 # inp
p2 = process i -> let recpar
h = p3 # i
v = f h
bypass i
in v
bypass i
bypass y
in ...
La topologa creada puede verse en la Figura 4.11. En este ejemplo puede
observarse que la cadena de reenvo incluye un asa entre hermanos en p0, una
cadena ascendente de longitud 1 cuyo productor real es p1, y una cadena
descendente de longitud 2 cuyo consumidor real es p3. Combinando las
revisiones al protocolo descritas en las secciones precedentes, tanto p1 como
p3 recibiran informacion de que su destino real (resp. su origen real) es el
asa entre hermanos hy asociada a y en p0. Esta claro que lo que resta por
hacer es:
1. Que tanto p1 como p3 informen a p0 de los puertos reales, respectiva-
mente productor y consumidor, de la cadena de reenvo.
2. Que p0 informe a p1 de que el destino real de su puerto de salida es
un puerto de entrada en p3.
A partir de esta recepcion p1 puede comenzar a enviar mensajes directa-
mente a p3. El ahorro ha consistido en una hebra innecesaria en p0, otra en
p2 y varios puertos que no ha sido necesario crear, tanto en p0 como en p2.
4.4.7 El protocolo revisado
En el nuevo protocolo, el mensaje CREATE-PROCESS llevara los puertos
del padre si son conocidos, pero tambien estan permitidas asas de reenvo.
Ademas de los mensaje CREATE-PROCESS y ACK, hay tres nuevos men-
sajes de conexion directa:
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p3
p0
p1
p2
inp
y y
y
f (p3 # y)
p3 # y
Figura 4.11: Situacion general de conexion directa
 FINAL-ORIGIN (out ! in): Le dice al consumidor quien es el verda-
dero productor de una cadena ascendente. out es siempre un puerto
de salida real, mientras que in puede ser un puerto de entrada o un
asa entre hermanos.
 FINAL-DESTINATION (out ! in): Le dice al productor quien es el
verdadero consumidor de una cadena descendente. in es siempre un
puerto de entrada real, mientras que out puede ser un puerto real o
un asa.
 PRODUCE (out ! in): Le dice al productor real de una cadena ge-
neral de reenvo quien es el consumidor nal. En este caso, tanto out
como in son puertos reales.
El esquema general del protocolo, reejado en las Figuras 4.12 y 4.13, es
el siguiente
Fase 1: Creacion de procesos modicada. En presencia de un reenvo,
algunos puertos de entrada y/o salida no seran creados. En el men-
saje CREATE-PROCESS, asas de reenvo sustituyen a dichos puer-
tos ausentes. Esto sucede, por ejemplo, en los mensajes CREATE-
PROCESS de la Figura 4.13. Si ya se conoce alguna informacion de
conexion, se enva en lugar del asa de reenvo local. Esto sucede en
los reenvos intergeneracionales. Una vez han sido creados todos los
procesos, tenemos la siguiente situacion: todas las asas intergenera-
cionales han sido eliminados. Cada proceso del nal de la cadena ha
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ACK
FINAL-ORIGIN FINAL-DESTINATION
CREATE
ACK
CREATE
PRODUCE
Figura 4.12: Protocolo de conexion directa (1)
recibido como extremo opuesto o bien un asa entre hermanos o bien
un puerto real de un proceso ancestro.
Fase 2: Envo hacia arriba de mensajes. Cuando un proceso hijo es el
verdadero productor/consumidor de una cadena, debe informar al otro
extremo de la cadena. Esto se lleva a cabo a traves de un mensaje
FINAL-ORIGIN/FINAL-DESTINATION. Si un puerto de salida ya
conoce su consumidor, puede empezar a enviar datos inmediatamente.
En la Figura 4.12 estas situaciones se reejan en los dos mensajes hacia
arriba.
Fase 3: Conexion nal. Cuando un asa entre hermanos ha recibido los
mensajes de los verdaderos consumidor y productor de la cadena, pre-
senta el consumidor al productor mediante un mensaje PRODUCE,
para que este ultimo pueda comenzar el envo de datos.
4.5 Costes de comunicacion y conclusiones
Se ha indicado que el protocolo realmente implementado trata la conexion
directa entre ancestros. Esto introduce algunos problemas porque, en si-
tuaciones complicadas, una cadena de reenvo puede entrar y salir hasta
dos veces de un mismo procesador, produciendose un bucle que es necesario
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P0
CREATE
ACK
ACK
CREATE
P1 P2 PRODUCTORCONSUMIDOR
FINAL-DESTINATION
FINAL-ORIGIN
PRODUCE
Figura 4.13: Protocolo de conexion directa (2)
eliminar. Ello conlleva un tipo de mensaje adicional llamado LOOP y la
necesidad de incluir en la informacion de asas el nivel de la jerarqua de
procesos a la que pertenece el asa (el ancestro de una cadena esta a nivel 0,
los procesos creados por el estan a nivel 1, y as sucesivamente).
Es claro que si el programa no contiene asas, los mensajes en ambos
protocolos, el viejo y el nuevo, son identicos, es decir, la forma de crear las
topologas es exactamente la misma.
Si el programa contiene asas, entonces el numero de mensajes adicio-
nales del nuevo protocolo con respecto al anterior es como mucho tres. El
peor de los casos se produce cuando existe un asa entre hermanos en una
cadena de longitud mayor que dos, en cuyo caso, hacen falta dos mensa-
jes en la segunda fase, mas uno adicional en la fase nal de conexion. Es
el caso general de la Figura 4.13. Si existe un asa entre hermanos, pero
la cadena es de longitud dos, no hacen falta los mensajes FINAL-ORIGIN
y FINAL-DESTINATION, ya que los propios mensajes ACK informan al
padre, con lo que solamente hace falta un mensaje PRODUCE adicional.
En las cadenas ascendentes y descendentes que no contienen un asa entre
hermanos se puede reducir tambien el numero de mensajes. En una cadena
ascendente, el padre es el destino nal, por lo que podemos ahorrarnos el
mensaje FINAL-DESTINATION. Luego en este caso hacen falta solamente
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dos mensajes adicionales. En una cadena descendente, el padre es el origen
de la cadena por lo que podemos ahorrarnos los mensajes FINAL-ORIGIN
y PRODUCE. De modo que en este caso solamente hace falta un mensaje
adicional.
El esperado ahorro de la conexion directa proviene del hecho de que el
numero de mensajes de datos es usualmente mucho mayor que el numero
de mensajes de protocolo necesitados para crear la conexion directa. Esto
es as porque al programar en Eden, muchos de los canales son listas cuya
transmision implica tantos mensajes de datos como elementos hay en la lista.
Para una cadena de reenvo de longitud n, con n  2, se ahorran un
total de n   1 mensajes por cada mensaje de datos enviado a traves de la
conexion directa. Por otro lado, hemos visto que el numero de mensajes
adicionales del nuevo protocolo es como mucho tres. Luego, incluso en el
caso de que se transmita un unico valor, el ahorro se produce en cuanto la
longitud de la cadena sea mayor que cuatro.
El estado actual de la implementacion es el siguiente: el RTS ha sido ya
modicado incluyendo el nuevo protocolo, pero aun esta bajo depuracion. El
analisis en tiempo de compilacion y las muchas transformaciones implicadas
para producir un \buen" CoreEden estan siendo implementadas aun.

Captulo 5
Analisis de no determinismo
La presencia de no determinismo produce algunos problemas en Eden: afec-
ta a la transparencia referencial de los programas e invalida algunas opti-
mizaciones realizadas en el GHC. Como solucion a este problema, en este
captulo se presentan tres analisis de no determinismo, capaces de establecer
con certeza cuando una expresion Eden es determinista y cuando no exis-
te tal certeza, es decir, cuando puede que sea no determinista. El primer
analisis es poco costoso (lineal) pero tambien poco potente. Con el objeti-
vo de superar sus limitaciones, se propone un segundo analisis mas potente
que resulta ser exponencial. Para mejorar su eciencia se presenta un tercer
analisis intermedio que pretende ser un compromiso entre potencia y ecien-
cia. La mejora en la eciencia se consigue acelerando el calculo del punto
jo mediante un operador de ensanchamiento, representando las funciones
mediante signaturas facilmente comparables. Eligiendo distintos operadores
de ensanchamiento se obtienen diferentes variantes de este tercer analisis.
Se presenta con detalle una de ellas, y se mencionan otras opciones, con las
que se compara. Se comparan formalmente los tres analisis demostrando
que el primer analisis es una aproximacion segura al tercer analisis y que
este ultimo es una aproximacion segura al segundo, con lo que se puede es-
tablecer una jerarqua de analisis. Finalmente, se describe un algoritmo que
no solo implementa el tercer analisis sino que ademas anota las expresiones
de programa con informacion de no determinismo. Dicho algoritmo se ha
implementado en Haskell. El codigo fuente se muestra en el Apendice B.
En el Apendice C se presentan ejemplos reales de la salida producida por
el algoritmo para algunos programas. Para nalizar este captulo, se lleva a
cabo un estudio detallado del coste del algoritmo.
Este trabajo ha dado lugar a varias publicaciones. En [PS00a] se estudio
la forma en que las transformaciones realizadas por el GHC se ven afectadas
por la semantica de los procesos Eden; en concreto, se estudiaron aquellas
transformaciones que se ven afectadas por la presencia de no determinismo.
Dicho estudio se incluyo en [PPRS00a, PPRS00b]. Los dos primeros analisis
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de no determinismo se presentaron en [PS01d] y con mayor detalle en el
informe tecnico [PS00b]. El primer analisis se presento primero en forma de
analisis basado en un sistema de tipos anotados, que aqu no se muestra, y
despues como analisis basado en interpretacion abstracta, ya que esta resulta
mas adecuada para expresar las dependencias funcionales que aparecen en
el segundo analisis. El tercer analisis y su implementacion se presentaron en
[PS01c]. La relacion de correccion del primer analisis con respecto a los otros
dos se demostro en [PS01a]. El informe tecnico [PS01b] pretende ser una
recopilacion de todos los resultados presentados en los artculos anteriores.
En el se demuestra tambien la relacion de correccion del tercer analisis con
respecto al segundo.
Este captulo esta estructurado de la siguiente forma. En la Seccion 5.1
se motiva la necesidad de un analisis de no determinismo en Eden. En la
Seccion 5.2 se presenta un resumen de las transformaciones que suponen
un riesgo para los programas Eden, ya sea porque modican la semantica
o porque reducen la eciencia; en concreto, se describen con detalle las que
afectan al no determinismo. En la Seccion 5.3 se describe el lenguaje en
el que se escriben los programas a ser analizados. Se trata de un lenguaje
funcional simple con polimorsmo de segundo orden. A continuacion, en
la Seccion 5.4 se presenta el primer analisis y se explica con ejemplos sus
limitaciones. En la Seccion 5.5 se presenta el segundo analisis, en el que
se denen las llamadas funciones de abstraccion y concrecion, usadas res-
pectivamente en el analisis de aplicaciones de constructores y expresiones
case, y se estudian sus propiedades. Se estudia tambien con mas detalle el
analisis de las expresiones polimorcas. En la Seccion 5.6 se presenta el ter-
cer analisis. Se dene el dominio de signaturas utilizado para representar las
funciones y el operador de ensanchamiento utilizado para acelerar el calculo
del punto jo. En la Seccion 5.7 se estudian las relaciones de correccion en-
tre los tres analisis. En ella tambien se presentan otras variantes del tercer
analisis. Finalmente, en la Seccion 5.8 se desarrolla la implementacion del
tercer analisis, se muestran ejemplos de su aplicacion y se hace un estudio
de su coste.
5.1 No determinismo en Eden
La introduccion del no determinismo en los lenguajes funcionales tiene una
larga tradicion y ha sido, asimismo, fuente de controversia. McCarthy
[McC63] introdujo el operador amb :: a -> a -> a que elige de forma no
determinista entre dos valores. Henderson [Hen82] introdujo en su lugar
merge :: [a] -> [a] -> [a], que mezcla de forma no determinista dos lis-
tas de valores, produciendo una unica lista de salida. Ambos operadores
violan la transparencia referencial, en el sentido de que una vez introduci-
dos, ya no es posible sustituir iguales por iguales. Por ejemplo,
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let x = amb 0 1 in x + x 6= amb 0 1 + amb 0 1
ya que la primera expresion solamente puede evaluarse a 0 o a 2, mientras
que la segunda puede evaluarse, ademas, al valor 1.
Hughes y O'Donnell propusieron en [HO90] un lenguaje funcional en
el que el no determinismo es compatible con la transparencia referencial.
La forma de conseguirlo consiste en introducir el tipo Set a de conjuntos
de valores, para denotar el resultado de expresiones no deterministas. El
programador debe usar explcitamente este tipo siempre que una expresion
pueda devolver un valor elegido de entre un conjunto de valores posibles. En
la implementacion se representa un conjunto mediante un unico valor perte-
neciente al conjunto. Una vez creado un conjunto, el programador no puede
regresar a valores unicos. Luego la aplicacion de una funcion determinista
f a un valor no determinista (un conjunto S) debe expresarse como f * S,
donde (*) :: (a -> b) -> Set a -> Set b es la funcion map para los con-
juntos. Solamente se permiten una cantidad limitada de operadores. El mas
importante es [ (union de conjuntos), que permite la creacion de conjuntos
no deterministas y que ademas puede ser utilizado para simular amb. Otros
operadores, como choose :: Set a -> a o \ (interseccion de conjuntos), no
estan permitidos, ya sea porque violan la transparencia referencial o porque
no pueden implementarse de forma correcta simplemente \recordando" un
representante por cada conjunto.
Hughes y O'Donnell dan al lenguaje una semantica denotacional basada
en dominios potencia de Hoare, y presentan algunas leyes ecuacionales utiles
para razonar sobre la correccion (parcial) de los programas.
Pero la controversia llega aun mas alla. En [SS90, SS92], los autores
aseguran que lo que hace falta realmente es una denicion apropiada de
la transparencia referencial. Demuestran que varias deniciones aparente-
mente equivalentes (sustitutividad de iguales por iguales, desplegabilidad de
deniciones, ausencia de efectos laterales, denitud de variables, determinis-
mo, etc.) que se han utilizado en distintos contextos, no lo son en presencia
de no determinismo. Para situar a Eden en perspectiva, reproducimos aqu
los principales conceptos:
Transparencia referencial. Una expresion e es puramente referencial en
la posicion p si y solo si
8e
1
; e
2
:[[e
1
]]  = [[e
2
]]  )[[e[e
1
=p]]]  = [[e[e
2
=p]]] 
Un operador op :: t
1
!    ! t
n
! t es referencialmente transparente
si para cada expresion e = op e
1
   e
n
, se cumple que siempre que
las expresiones e
i
; 1  i  n, son puramente referenciales en una
posicion p, la expresion e lo es en la posicion i:p. Un lenguaje es
referencialmente transparente si lo son todos sus operadores.
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Denitud. La propiedad de denitud se cumple si una variable denota el
mismo valor en todas sus apariciones. Por ejemplo, si las variables son
\denidas", la expresion (x:x   x)(amb 0 1) se evalua siempre a 0.
Si no lo son, tambien se puede evaluar a 1 y  1.
Desplegabilidad. La propiedad de desplegabilidad se cumple si [[(x:e) e
0
]] 
= [[e[e
0
=x]]]  para cada e y e
0
. En presencia de no determinismo, esta
propiedad no es compatible con la denitud de variables. Por ejemplo,
si las variables son denidas
[[(x:x  x)(amb 0 1)]]  6= [[(amb 0 1)  (amb 0 1)]] :
En las deniciones arriba descritas, la semantica de una expresion es un
conjunto de valores en el dominio potencia apropiado. Sin embargo, el en-
torno  hace corresponder a cada variable o bien un unico valor en el caso de
que las variables sean denidas (tambien llamada semantica singular), o un
conjunto de valores en el caso de que no lo sean (tambien llamada semantica
plural).
Recordemos que en Eden, la unica fuente de no determinismo es el pro-
ceso predenido merge. Cuando se lanza un nuevo proceso mediante la
evaluacion de la expresion e1 # e2, la clausura e1, junto con las clausuras
de todas las variables libres all referenciadas, se copian (posiblemente sin
evaluar) en otro procesador, donde el nuevo proceso se lanza. Sin embargo,
dentro de un mismo procesador una variable se evalua a lo sumo una vez y su
valor es compartido. Se esta desarrollando aun una semantica denotacional
para el lenguaje, pero para el proposito de esta discusion, supondremos que
la denotacion de una expresion de tipo a es un conjunto no vaco cerrado
inferiormente y cerrado bajo lmites de valores de tipo a que representa el
conjunto de valores posibles devueltos por la expresion
1
. Si la expresion es
determinista, su denotacion es un conjunto unitario. Esta es la semantica
propuesta por [HO90] para el no determinismo angelico, en el que siempre
se escoge un valor distinto de ? si es posible. En el Captulo 3 ya se dijo
que merge es un proceso reactivo que cuando tiene un valor disponible en
una de las entradas, lo copia en su salida. Es decir, siempre que recibe un
valor distinto de ?, lo escoge como valor de salida. Por ello, esta semantica
parece la adecuada en nuestro caso.
Bajo estas premisas, podemos caracterizar a Eden de la siguiente manera:
Transparencia referencial. Eden es referencialmente transparente. La
unica diferencia con respecto a Haskell es que ahora, en un entorno
, una expresion denota un conjunto de valores, en lugar de un unico
valor. Dentro de una expresion, una subexpresion no determinista
siempre puede ser reemplazada por su denotacion sin afectar al con-
junto de valores resultante.
1
Estos son los conjuntos Scott-cerrados denidos en la Seccion 2.2.1.
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Denitud. Las variables son denidas dentro de un mismo proceso pero no
lo son entre procesos diferentes. Cuando una variable libre no determi-
nista que aun no ha sido evaluada se duplica en dos procesos distintos,
puede suceder que el valor real calculado en cada proceso sea diferen-
te. Sin embargo, denotacionalmente ambas variables representan el
mismo conjunto de valores, luego la semantica de las expresiones que
la contienen no cambiara por el hecho de que la variable se evalue dos
veces.
Desplegabilidad. En general, en Eden no se cumple esta propiedad, ex-
cepto en el caso de que la expresion que se despliega sea determinista.
Esto es consecuencia de tener variables denidas dentro de un proceso
y por tanto incompatibilidad con la desplegabilidad.
El desarrollo de un analisis de no determinismo en Eden surge a raz de los
siguientes hechos:
 En el futuro, los programadores Eden podran desear tener variables
denidas en todas las situaciones. Es sensato pensar en una opcion de
compilacion para seleccionar dicha opcion semantica. En dicho caso,
el analisis detectara las variables (posiblemente) no deterministas y el
compilador forzara su evaluacion a forma normal antes de ser copiadas
a un procesador diferente.
 Actualmente, algunas transformaciones llevadas a cabo por el compila-
dor durante las fases de optimizacion son semanticamente incorrectas
para expresiones no deterministas. La mas importante de ellas es la
llamada full laziness [PPS96]. Otras transformaciones peligrosas son
la transformacion de argumentos estaticos [San95] y la especializacion.
La razon general de su peligrosidad es el incremento en la comparti-
cion de clausuras: antes de la transformacion, la evaluacion repetida
de una expresion no determinista puede dar lugar a distintos valores;
despues de la transformacion, una expresion no determinista compar-
tida se evalua una sola vez, produciendo un unico valor. Las tres se
describen con detalle en la Seccion 5.2.
5.2 Riesgos de las transformaciones en GHC
En esta seccion se resumen brevemente los riesgos de algunas de las trans-
formaciones realizadas por GHC sobre Core. En [PS00b, PPRS00a] se pro-
porcionan mas detalles.
En primer lugar no se debe realizar una transformacion si esta cambia de
alguna forma la semantica de los programas (lo que en denitiva es cambiar
los deseos del programador). En particular hay tres cambios posibles que
son inaceptables: (1) el lanzamiento prematuro o tardo de los procesos; (2)
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la modicacion del numero de procesos lanzados; y (3) la reduccion o el
incremento del no determinismo. Ademas, algunas de las transformaciones
que en un entorno secuencial son beneciosas, podran empeorar la eciencia
de los programas paralelos. La eciencia puede verse afectada de forma
negativa de varias maneras: (1) mediante el cambio de trabajo de un proceso
hijo a su padre o viceversa; (2) incrementando el coste de comunicacion
debido a la copia de clausuras de variables libres; y (3) incrementando la
reserva de memoria.
En general, debemos tener en cuenta aquellas transformaciones que in-
crementan la comparticion. Estas incluyen el otamiento de ligaduras fuera
de una lambda o el otamiento de las mismas fuera del lado derecho de
una ligadura let. En el primer caso, el numero de procesos lanzados puede
cambiar, si la ligadura que esta siendo otada encierra alguna concrecion
de proceso: una vez se ha otado la ligadura, el lanzamiento tiene lugar
solamente la primera vez que se aplica la funcion. En el segundo caso, se
puede cambiar el lugar donde se crean las ligaduras, lo que incrementa el
traco de clausuras.
Tambien deben tenerse en cuenta las transformaciones que tienen como
objetivo una evaluacion inmediata de aquellas expresiones que se demuestra
son necesarias, ya que pueden dar lugar a un cambio de trabajo entre los
procesos.
Veamos ahora un resumen de las transformaciones que se ven afectadas,
mostradas en la Figura 5.1. Desarrollamos con detalle las transformaciones
que afectan al no determinismo. El resto se pueden ver ampliadas en [PS00a].
5.2.1 Transformaciones que afectan al no determinismo
Full laziness. Esta transformacion (Figura 5.1a) ota una ligadura let
fuera de una lambda abstraccion, con el objetivo de compartir su evaluacion
entre todas las aplicaciones de la funcion:
let
g = y:let x = e
in e
0
in : : :
)
let
x = e
in let
g = y:e
0
in : : :
Es correcta solamente si e no depende de y.
Desde el punto de vista del no determinismo, el problema surge cuando
la ligadura a otar es no determinista. Como ejemplo, consideremos las
siguientes dos ligaduras, que representan una funcion antes y despues de la
transformacion:
f = y.let x = e1 f' = let x = e1
in x + y in y. x + y
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transformacion antes despues
(a)
Full
laziness
let g = y:let x = e
in e
0
in : : :
let x = e
in let g = y:e
0
in : : :
(b)
Argumentos
estaticos
foldr f z l =
case l of
[ ] ! z
(a : as)! let v = foldr f z as
in f a v
foldr f z l =
let foldr
0
l =
case l of
[ ] ! z
(a : as)! let v = foldr f z as
in f a v
in foldr
0
l
(c)
Especializacion
g = ty:dict:y:
let f = ty:dict:e
in f ty dict (f ty dict y)
g = ty:dict:y:
let f = ty:dict:e
in let f
0
= f ty dict in f
0
(f
0
y)
(d)
otamiento de let
fuera de let
let x = let bind
in e
in b
let bind
in let x = e
in b
(e)
otamiento de case
fuera de let
let v = case e
v
of
: : :
C
i
x
i1
: : : x
ik
! e
i
: : :
in e
case e
v
of
: : :
C
i
x
i1
: : : x
ik
! let v = e
i
in e
: : :
(f) let a case let v = e
v
in e case e
v
of v ! e
(g)
Desencapsular
let a case
let v = e
v
in e
case e
v
of
C v
1
: : : v
n
! let v = C v
1
: : : v
n
in e
Figura 5.1: Transformaciones con riesgos en GHC
Si e1 es no determinista, la semantica de f es una funcion no determinista.
Luego [[f 5  f 5]]  producira un conjunto no unitario de valores, ya que
x se evalua cada vez que se aplica f . La semantica de la expresion ligada
a f' es sin embargo un conjunto de funciones deterministas, y debido a la
denitud de las variables x y f', [[f
0
5  f
0
5]]  se evalua siempre a f0g.
Es decir, la semantica ha cambiado despues de la transformacion de full
laziness.
El compilador detectara las ligaduras no deterministas y deshabilitara
en dichas situaciones el otamiento de un let fuera de una lambda.
Transformacion de argumentos estaticos. Esta transformacion (Figu-
ra 5.1b) se aplica a deniciones recursivas. Si un argumento tiene el mismo
valor en todas las llamadas recursivas de la funcion, se dice que es un ar-
gumento estatico. En tal caso se puede denir una funcion cuyo argumento
estatico es una variable libre y que se comporta de la misma forma que la
funcion original. Por ejemplo:
foldr f z l =
case l of
[ ]! z
(a : as)! let v = foldr f z as
in f a v
)
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foldr f z l =
let foldr' l =
case l of
[ ]! z
(a : as)! let v = foldr f z as
in f a v
in foldr' l
El problema surge cuando la parte no estatica de la funcion, es decir, la apli-
cacion parcial de la funcion a sus argumentos estaticos (deben ser explcitos
para que se pueda aplicar la transformacion) no es una forma normal debil
de cabeza. Si lo es, no hay problema ya que la nueva funcion es una lambda
abstraccion cuyo comportamiento es el mismo que el comportamiento de la
aplicacion parcial de la funcion original a sus argumentos estaticos. Pero,
si es necesario evaluar una expresion no determinista para obtener la forma
normal debil de cabeza, entonces la nueva funcion y la original podran no
tener el mismo comportamiento: antes de la transformacion, la expresion no
determinista se evalua en cada llamada recursiva, mientras que despues de
la transformacion solamente se evalua una vez.
Veamos un ejemplo. Consideremos la funcion recursiva
f x = let
g = xs:case xs of
[ ]! x
a : as! f x as
h = xs:case xs of
[ ]! 2  x
a : as! f x [ ]
in
hd (merge # [[g]; [h]])
donde se observa claramente que x es un parametro que se mantiene en las
llamadas recursivas. En esta funcion, en cada llamada recursiva se escoge
una funcion entre g y h de forma no determinista. La evaluacion de una
aplicacion de esta funcion puede terminar aunque la lista sea innita; basta
con que en algun momento se escoja h como valor de la funcion. La funcion,
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en caso de que termine, devuelve x o el doble de x. Si la transformamos en
f x = let
f
0
= let
g = xs:case xs of
[ ]! x
a : as! f
0
as
h = xs:case xs of
[ ]! 2  x
a : as! f
0
[ ]
in
hd(merge # [[g]; [h]])
in f
0
perdemos el no determinismo y ademas la posibilidad de terminacion cuan-
do la lista es innita. Ahora en la primera llamada, f
0
escogera entre g y h
actualizandose con el valor escogido, jo ya para todas las llamadas recursi-
vas. Si escoge a g por primera vez y la lista es innita, con toda seguridad
no termina, y si escoge a h va a devolver el doble de x, no pudiendo nunca
devolver x.
Especializacion. Transforma (Figura 5.1c) aplicaciones parciales a tipos
y diccionarios en ligaduras let :
g = ty:dict:y:
let f = ty:dict:e
in f ty dict (f ty dict y)
)
g = ty:dict:y:
let f = ty:dict:e
in
let f
0
= f ty dict
in f
0
(f
0
y)
Supongamos que e es una expresion que genera una funcion de forma no
determinista. Esto signica que las dos aplicaciones parciales f ty dict que
aparecen en el cuerpo de g denotan funciones potencialmente diferentes. Una
vez aplicada la transformacion, la primera vez que se evalua f
0
, se actualizara
con su forma normal debil de cabeza, de forma que las dos apariciones de
f
0
denotan necesariamente la misma funcion.
5.2.2 Transformaciones que afectan a las concreciones de
procesos
Las tres transformaciones anteriores reducen el numero de veces que se lan-
za un proceso. Si, por ejemplo, consideremos la transformacion full laziness
(Figura 5.1a) y suponemos que e contiene una concrecion de proceso, antes
de aplicar la regla, el proceso sera lanzado varias veces, una por cada apli-
cacion de la funcion g; despues de aplicar la regla, el proceso sera lanzado
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solamente una vez, cuando la funcion se aplica por primera vez. Lo mismo
sucede en las otras dos transformaciones.
5.2.3 Transformaciones con otros efectos peligrosos
Algunas reglas son correctas con respecto a la semantica de valores calcula-
dos por el programa, pero pueden afectar de alguna manera a su semantica
operacional, y por tanto a su coste. Las posibles modicaciones son el cam-
bio de trabajo entre un proceso padre y uno hijo (e, f y g de la Figura 5.1),
el cambio del coste de comunicacion (d, e, f y g de la Figura 5.1) o el cambio
en el coste en espacio (d, e, f y g de la Figura 5.1).
Estos cambios a veces son positivos y otras negativos. Adicionalmente,
el incremento de oportunidades para la aplicacion de otras reglas ha de
considerarse un efecto positivo, por lo que se ha decidido dejar estas reglas
activas.
5.3 El lenguaje
El lenguaje que va a ser analizado es una extension de Core-Haskell [PHH
+
93],
es decir un lenguaje funcional simple con polimorsmo de segundo orden,
por lo que incluye abstraccion de tipo y aplicacion a un tipo.
En la Figura 5.2 se muestran la sintaxis del lenguaje y de las expresiones
de tipo. Se utiliza v para denotar una variable, k para denotar un literal, x
para denotar un atomo (variable o literal), y T para denotar un constructor
de tipo. Un programa es una lista de ligaduras posiblemente recursivas de
variables a expresiones. Una expresion puede ser una variable, una lambda
abstraccion, una aplicacion de una expresion funcional a un atomo, una
aplicacion de un constructor, una aplicacion de un operador primitivo, una
expresion case o una expresion let. Las aplicaciones de constructores y
operadores primitivos son saturadas. Las variables ya contienen informacion
de tipos, por lo que no la escribiremos explcitamente en las expresiones.
Cuando sea necesario escribiremos e :: t para hacer explcito el tipo de una
expresion.
Un tipo puede ser un tipo basico K, un tipo tupla (t
1
; : : : ; t
m
), un tipo
algebraico T t
1
: : : t
m
, un tipo funcional t
1
! t
2
o un tipo polimorco 8:t.
Las nuevas expresiones que provienen de Eden son la abstraccion de
proceso process v ! e, y la concrecion de proceso v # x. Tambien se
a~nade el tipo Process t
1
t
2
, que representa el tipo de una abstraccion de
proceso process v ! e, donde v tiene tipo t
1
y e tiene tipo t
2
. A menudo,
t
1
y t
2
son tipos tupla y en tal caso cada elemento de la tupla representa un
canal de entrada/salida del proceso.
El polimorsmo de segundo orden de Core. Como ya hemos dicho,
Core es un lenguaje con polimorsmo de segundo orden, donde aparecen
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prog ! bind
1
; : : : ; bind
m
bind ! v = expr fligadura no recursivag
j rec v
1
= expr
1
; : : : ; v
m
= expr
m
fligadura recursivag
expr ! expr x faplicacion a un atomog
j v:expr flambda abstracciong
j case expr of alts fexpresion caseg
j let bind in expr fexpresion letg
j C x
1
: : : x
m
faplicacion saturada de constructorg
j op x
1
: : : x
m
faplicacion saturada de op. primitivog
j x fatomog
j :expr fabstraccion de tipog
j expr type faplicacion de tipog
j v # x fconcrecion de procesog
j process v ! expr fabstraccion de procesog
alts ! Calt
1
; : : : ;Calt
m
; [Deft ] m  0
j Lalt
1
; : : : ;Lalt
m
; [Deft ] m  0
Calt ! C v
1
: : : v
m
! expr m  0 falternativa algebraicag
Lalt ! k ! expr falternativa primitivag
Deft ! v ! expr falternativa por defectog
type ! K ftipos basicos: enteros, caracteresg
j  fvariables de tipog
j T type
1
: : : type
m
faplicacion de constructor de tipog
j type
1
! type
2
ftipo funciong
j Process type
1
type
2
ftipo procesog
j 8:type ftipo polimorcog
Figura 5.2: Denicion del lenguaje y de las expresiones de tipo
abstracciones y aplicaciones de tipos. Sin embargo, el polimorsmo de se-
gundo orden se utiliza solamente como mecanismo para mantener los tipos
a lo largo de las transformaciones realizadas en Core [PS98b]. El compila-
dor GHC inere los tipos (Hindley-Milner) de cada expresion y variable del
programa. Si dicha asignacion de tipos se mantuviera en la traduccion de
Haskell a Core y en las subsiguientes transformaciones dentro de Core, tanto
algunas transformaciones como el generador de codigo podran beneciarse
de la informacion de tipos para generar mejor codigo (GHC lo hace). El
problema es que la transformacion de los programas implica manipulacion
de los tipos. No es suciente con anotar cada variable del programa ori-
ginal con su tipo, ya que dicha informacion no perdura a lo largo de las
transformaciones. Por ejemplo, consideremos la funcion
compose:: 8:( ! )! (! )! ! 
que podra denirse en un Core sin tipos como
compose = n f g x.let y = g x in f y
Supongamos que queremos desarrollar (mediante una transformacion llama-
da inlining) una llamada concreta a compose, como
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compose show double v ) let y = double v in show y
donde v es un Int, double lo duplica y show convierte su resultado a un
String. Ahora queremos identicar el tipo de cada variable y subexpresion
por lo que debemos calcular el tipo de y. El problema es que su tipo en
compose es una variable de tipo , por lo que aunque aqu tenga un tipo
Int, en otra aplicacion podra tener un tipo diferente. Por ejemplo, en
compose toUpper show v ) let y = show v in toUpper y
donde toUpper convierte un String en otro, y tiene tipo String.
La solucion a este problema es que cada funcion polimorca tenga una
abstraccion de tipo por cada variable cuanticada universalmente en su tipo
y cada vez que se llame a una funcion polimorca, se le pasan argumentos
extra para indicar los tipos con los que se concretan las variables de tipo.
Por ejemplo, la denicion de compose pasa a ser
compose = /n a b c.n f::(b->c) g::(a -> b) x::a.
let y::b = g x in f y
La funcion tiene ahora tres parametros de tipo (a, b y c) y se puede dar de
forma explcita los tipos de los parametros f, g y x, as como el tipo de la
variable local y. Ahora, la primera de las llamadas vistas antes se escribira
compose Int Int String show double v
El desarrollo de la llamada produce ahora directamente
let y::Int = double v in show y
Es decir, ahora a y se le ha asignado automaticamente el tipo correcto.
Por tanto, en Core, el polimorsmo de segundo orden proporciona so-
lamente una notacion con la que expresar y transformar programas po-
limorcos Hindley-Milner. Por esta razon podemos aplicar y aplicaremos
a los analisis denidos en este captulo los resultados obtenidos por Baraki
[Bar93] para un lenguaje funcional con polimorsmo Hindley-Milner, des-
critos en la Seccion 2.2.3, para aproximar el valor abstracto de un ejemplar
de una funcion polimorca a partir del valor abstracto de su ejemplar mas
peque~no.
5.4 El primer analisis
En esta seccion vamos a denir un primer analisis sencillo de no determinis-
mo. Se trata de un analisis lineal, con algunas limitaciones que describiremos
mas adelante. En primer lugar, deniremos los dominios abstractos utiliza-
dos y despues la interpretacion abstracta. A continuacion, mostraremos sus
resultados para una version simplicada de un esqueleto Eden, los trabaja-
dores replicados. Finalmente describiremos sus limitaciones y el motivo de
las mismas, el cual nos conducira a la denicion del analisis de la siguiente
seccion.
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Basic = fd; ng donde d v n
D
1
K
= D
1
T t
1
:::t
m
= D
1

= Basic
D
1
(t
1
;:::;t
m
)
= f(b
1
; : : : ; b
m
) j b
i
2 Basicg
D
1
t
1
!t
2
= D
1
Process t
1
t
2
= D
1
t
2
D
1
8:t
= D
1
t
Figura 5.3: Dominios abstractos para el primer analisis
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Figura 5.4: Operadores de mnima cota superior y de aplanamiento
5.4.1 Dominios abstractos
En la Figura 5.3 se muestran los dominios abstractos del primer analisis. El
dominio Basic es el dominio abstracto correspondiente a los tipos basicos
y algebraicos, exceptuando las tuplas. Esta formado por dos valores: d
representa determinismo y n posible no determinismo, con d v n.
Los procesos suelen tener varios canales de entrada y salida, hecho que
se representa mediante el uso de tuplas. En la implementacion, se crea
una hebra concurrente independiente para cada salida de un proceso. Nos
gustara expresar cuales de ellas son deterministas y cuales posiblemente no
deterministas. Por ejemplo, en la abstraccion de proceso
process v ! case v of (v1,v2) ! let y1 = v1 in
let y2 = merge # v2 in (y1,y2)
tendremos que la primera salida es determinista mientras que la segunda
es posiblemente no determinista. Por ello, las tuplas se tratan de forma
especial como tuplas de valores abstractos basicos
2
. Puesto que las tuplas
internas no representan canales, solamente mantendremos la tupla externa
y no se permitiran tuplas anidadas.
El orden entre valores basicos se extiende de forma natural a las tuplas.
Se pueden denir varios operadores de mnima cota superior (lub) as como
un operador
b
t para aplanar las tuplas internas (ver Figura 5.4).
Los dominios correspondientes a las funciones y los procesos se identi-
can con los dominios de sus rangos. Esta es la diferencia mas importante
2
Se usa b para denotar un valor abstracto basico y a para denotar un valor basico o
una tupla de valores basicos.
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Figura 5.5: Denicion de la funcion de adaptacion
con el segundo analisis. El dominio abstracto de un tipo polimorco es el
de su ejemplar mas peque~no [Bar93], es decir, aquel en el que la variable de
tipo se sustituye por un tipo basico K. Luego el dominio correspondiente a
una variable de tipo es Basic.
5.4.2 Interpretacion abstracta
La interpretacion abstracta se muestra en la Figura 5.6. La interpretacion
de una variable se obtiene del entorno. Los literales son deterministas, por
lo que su valor abstracto es d. La interpretacion de una tupla es una tupla
de valores abstractos basicos, luego el valor abstracto de cada componen-
te ha de ser previamente aplanado usando
b
t. En la interpretacion de un
valor construido se debe ir un paso mas alla: una vez se han aplanado las
componentes, se debe aplicar el operador de mnima cota superior para ob-
tener nalmente un valor basico. Esto signica que la informacion de las
componentes se pierde.
Puesto que merge es la unica fuente de no determinismo, diremos a gran-
des rasgos que una expresion es no determinista cuando \contiene" cualquier
concrecion de dicho proceso. Luego consideraremos que una funcion o un
proceso es determinista si no genera resultados no deterministas a partir de
argumentos deterministas. Por ello, la interpretacion de una funcion y de
un proceso es la interpretacion de su cuerpo cuando se le da a su argumento
un valor abstracto determinista. Dicho valor es en realidad una adaptacion
del valor abstracto basico d al tipo del argumento (ver Figura 5.5). Dado
un tipo t,  
t
toma un valor abstracto basico b y devuelve un valor abstracto
en D
1
t
. Su comportamiento es el opuesto al del operador de aplanamiento:
si t es una m-tupla, replica b para obtener la m-tupla (b; : : : ; b). Observese
que se cumple
b
tb
t
= b y (
b
ta)
t
w a.
Volviendo a la interpretacion de una funcion, si el tipo del argumento
es una m-tupla, el argumento debera ser a su vez una m-tupla (d; : : : ; d).
Si el argumento es no determinista supondremos que el resultado es no de-
terminista. Esto implica que no se expresa la forma en que el resultado de
la funcion depende de su argumento, lo que motivara las limitaciones del
analisis. La eliminacion de dicha informacion viene reejada en la interpre-
5.4.2 Interpretacion abstracta 127
[[v]]
1

1
= 
1
v
[[k]]
1

1
= d
[[(x
1
; : : : ; x
m
)]]
1

1
= (
b
t([[x
1
]]
1

1
); : : : ;
b
t([[x
m
]]
1

1
))
[[C x
1
: : : x
m
]]
1

1
=
F
i
b
t([[x
i
]]
1

1
)
[[e x]]
1

1
= (
b
t([[x]]
1

1
)) t [[e]]
1

1
[[op x
1
: : : x
m
]]
1

1
= (
F
i
b
t([[x
i
]]
1

1
))
t
donde op :: t
1
! (t
2
! : : : (t
m
! t))
[[p#x]]
1

1
=
b
t([[x]]
1

1
) t [[p]]
1

1
[[v:e]]
1

1
= [[e]]
1

1
[v 7! d
t
] donde v :: t
[[process v ! e]]
1

1
= [[e]]
1

1
[v 7! d
t
] donde v :: t
[[merge ]]
1

1
= n
[[let v = e in e
0
]]
1

1
= [[e
0
]]
1

1
[v 7! [[e]]
1

1
]
[[let rec fv
i
= e
i
g in e
0
]]
1

1
= [[e
0
]]
1
(x (
0
1
:
1
[v
i
7! [[e
i
]]
1

0
1
]))
[[case e of (v
1
; : : : ; v
m
)! e
0
]]
1

1
= [[e
0
]]
1

1
[v
i
7! 
i
([[e]]
1

1
)
t
i
]
donde v
i
:: t
i
[[case e of C
i
v
ij
! e
i
]]
1

1
= b t (
F
i
[[e
i
]]
1

1i
)
donde b = [[e]]
1

1
y 
1i
= 
1
[v
ij
7! b
t
ij
]; v
ij
:: t
ij
[[case e of k
i
! e
i
]]
1

1
= [[e]]
1

1
t (
F
i
[[e
i
]]
1

1
)
[[:e]]
1

1
= [[e]]
1

1
[[e t]]
1

1
= ([[e]]
1

1
)
tinst
donde (e t) :: tinst
Figura 5.6: Interpretacion abstracta del primer analisis
tacion de la aplicacion de una funcion: el resultado de la aplicacion es no
determinista o bien cuando la funcion es no determinista o bien si lo es el
argumento, lo cual se expresa usando el operador de mnima cota superior.
Si el argumento es de tipo tupla, debemos aplanar previamente sus com-
ponentes, para saber si es determinista o no (lo que implica que alguna de
sus componentes no lo es). La informacion proporcionada por las componen-
tes independientes solamente podra ser aprovechada cuando estas se usan
separadamente en distintas partes del programa.
Veamos un ejemplo. Sea h = v
1
:v
2
:let v
3
= merge # v
2
in (3; v
3
).
El valor abstracto de esta funcion es (d; n). Sobre este ejemplo, el analisis
es capaz de decirnos que la primera componente es determinista, mientras
que la segunda puede ser no determinista. Sin embargo, cuando esta fun-
cion se aplica a un argumento no determinista, perdemos dicha informacion:
[[(h x) y]]
1
[x 7! n; y 7! d] = (n; n). Esto se debe a que no se puede expresar
que el hecho de que la primera componente es determinista es independiente
de los argumentos. Este problema se resolvera en el segundo analisis.
La interpretacion de una abstraccion de proceso es similar a la inter-
pretacion de una lambda abstraccion, y la de una concrecion de proceso
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es similar a la de la aplicacion de una funcion. El proceso merge es no
determinista por lo que su valor abstracto es n.
Un operador primitivo se considera determinista, por lo que su aplicacion
solo sera no determinista cuando alguno de sus argumentos lo sea. Por ello
se aplanan los valores abstractos de sus argumentos y se toma su mnima
cota superior. Finalmente, el valor basico resultante debe adaptarse al tipo
del resultado del operador.
En la expresion let recursiva, el punto jo se puede obtener usando la
cadena ascendente de Kleene:
[[let rec fv
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i
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0
]]  = [[e
0
]] (
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n2IN
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0
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i
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0
])
n
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));
donde 
0
es el entorno en el que todas las variables tienen como valor abs-
tracto el nmo ?
t
de su correspondiente dominio abstracto:
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Notese que para cada tipo t, d
t
= ?
t
(se puede demostrar por induccion
estructural sobre t).
En cada iteracion se calculan los valores abstractos de los lados derechos
de las ligaduras y el entorno se actualiza con esos nuevos valores. La termi-
nacion se produce cuando no hay cambios en el entorno, y esta asegurada,
ya que los dominios abstractos correspondientes a todos los tipos son nitos.
El numero de iteraciones es lineal con el numero de componentes de tuplas
que haya en las ligaduras: una por cada variable que no tiene tipo tupla, y
una por cada componente de cada variable de tipo tupla.
Hay tres tipos diferentes de expresiones case, para tipos tupla, tipos
algebraicos y tipos primitivos. Veamos el caso algebraico, los demas son
mas sencillos. Una expresion case es no determinista si lo es la expresion del
discriminante (la eleccion entre las alternativas es no determinista) o alguna
de las expresiones de las alternativas. El valor abstracto b del discriminante
e pertenece a Basic. Es decir, al interpretar el discriminante, se ha perdido
la informacion sobre sus componentes. Ahora se desea interpretar los lados
derechos de las alternativas en entornos extendidos con valores abstractos
para las variables v
ij
:: t
ij
de los lados izquierdos de las mismas. No se
dispone de tales valores abstractos, pero se pueden obtener aproximaciones
a ellos usando la funcion de adaptacion denida en la Figura 5.5.
La interpretacion del case primitivo es analogo al caso algebraico con
la salvedad de que no es necesario extender los entornos puesto que no hay
variables en los lados izquierdos de las alternativas.
En el caso de que el discriminante sea de tipo tupla, se dispone de valores
abstractos basicos para cada una de las componentes, luego es necesario
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adaptar cada una de ellas al tipo correspondiente. Se mantiene el constructor
externo de tuplas, con lo que se pierde menos informacion que en el caso
algebraico.
No hemos mostrado en la Figura 5.6 el caso de las alternativas por defec-
to para no oscurecer la notacion. Si aparece en cualquiera de las expresiones
case una alternativa por defecto v ! e, se obtiene el valor abstracto de e en
un nuevo entorno extendido con [v ! b] donde b es el valor abstracto del dis-
criminante, y se calcula la mnima cota superior con el resto de alternativas.
Por ejemplo:
[[case e of C
i
v
ij
! e
i
; v ! e
v
]]
1

1
= b t (
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i
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i
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1

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) t b
v
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1
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]; v
ij
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b
v
= [[e
v
]]
1

1
[v ! b]
El valor abstracto de una abstraccion de tipo es el de su cuerpo, que coin-
cide as con el valor abstracto de su ejemplar mas peque~no. Para interpretar
una aplicacion de tipo, es necesario adaptar el valor abstracto de la abstrac-
cion de tipo al tipo concretado, ya que puede surgir nueva estructura (tupla)
a raz de la sustitucion. Por ejemplo, si e :: t
e
, donde t
e
= 8: !  y t =
(Int; Int), entonces [[e]]
1
 2 Basic, mientras que [[e t]]
1
 2 (BasicBasic).
Si no surge nueva estructura (es decir, el dominio correspondiente al ejemplar
mas peque~no ya es un producto cartesiano), entonces no es necesario llevar a
cabo ninguna adaptacion. Sobrecargando la notacion de la funcion de adap-
tacion, se puede escribir (b
1
; : : : ; b
m
)
(t
1
;:::;t
m
)
= (b
1
; : : : ; b
m
). Por ejemplo, si
t
e
= 8: ! (; ) y t = (Int; Int), entonces [[e]]
1
 2 (Basic  Basic) y
tambien [[e t]]
1
 2 (Basic  Basic).
Un ejemplo: los trabajadores replicados. Este ejemplo es una version
simplicada de una topologa de trabajadores replicados (replicated workers)
[KPR01]. Se dispone de un proceso gestor y n procesos trabajadores. El
gestor proporciona tareas a los trabajadores. Cuando alguno de los trabaja-
dores termina su tarea, enva un mensaje al gestor conteniendo los resulta-
dos obtenidos y solicita una nueva tarea. Para que el proceso gestor pueda
recibir las respuestas de los trabajadores en cualquier orden y asignar in-
mediatamente nuevas tareas a los procesos ociosos, es necesario utilizar un
proceso merge.
La funcion rw que representa este esquema para n = 2 se muestra en la
Figura 5.7, donde worker es el proceso trabajador y ts es una lista inicial de
tareas a realizar por los trabajadores. La salida del proceso gestor manager
normalmente depende de ambas listas de entrada: la de tareas iniciales ts
y la producida por los trabajadores os. Sin embargo, para comparar la
potencia de este analisis con el presentado en la Seccion 5.5 supondremos
ahora que el proceso manager esta denido de la siguiente forma:
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rw =  worker. ts.
let rec
t = (ts, is)
ys = manager # t
y1 = case ys of (z1,z2,z3) ! z1
y2 = case ys of (u1,u2,u3) ! u2
y3 = case ys of (v1,v2,v3) ! v3
o1 = worker # y1
o2 = worker # y2
os = [o1, o2]
is = merge # os
in y3
manager = process ts ! case ts of
(t1, t2) ! (g t1 t2,h t1 t2,r t1)
manager
worker
merge
worker
y1
n
y2 n
o1
n
o2
n
is
n
y3
n
ts
d
Figura 5.7: Estructura de procesos de los trabajadores replicados para n = 2.
manager = process ts ! case ts of
(t1, t2) ! (g t1 t2,h t1 t2,r t1)
donde g, h y r son funciones deterministas (es decir, tienen como valor
abstracto d). Entonces el valor abstracto de manager es (d; d; d). Con esta
denicion, la tercera componente de la salida del proceso solo depende de la
primera lista de entrada, lo que implica que el resultado nal de la funcion
rw solo depende de la lista inicial de tareas. En la Figura 5.7 se muestra la
topologa con los valores abstractos anotados en cada canal. Puesto que las
deniciones son mutuamente recursivas, el valor abstracto n se propaga a
todos los canales. Sin embargo, sabemos que cuando ts es determinista, el
resultado de la funcion tambien sera determinista, ya que solamente depende
de la lista inicial, y no de la que procede del proceso merge. La respuesta
del analisis es segura pero solamente aproximada. En la Seccion 5.5 se
presentara un analisis mas potente. Usando dicho analisis el resultado para
este ejemplo sera mas ajustado.
En las aplicaciones reales de este esquema, aunque el proceso gestor
recibe el resultado de los trabajadores en un orden cualquiera, los ordena,
de forma que la salida nal es totalmente determinista. Sin embargo, esto no
puede ser detectado por este analisis ni por ninguno de los aqu presentados,
sino que siempre obtendremos un valor abstracto n. Esto es as porque el
determinismo nal de este esquema viene establecido a partir de la semantica
de la funcion de ordenacion, lo que no se puede tener en cuenta en un analisis
de este tipo.
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5.4.3 Limitaciones
Recordemos que en este analisis no hay dominios abstractos funcionales,
sino que el dominio abstracto correspondiente a una funcion o a un proceso
es el correspondiente al tipo de su resultado. Esto signica que el calculo
del punto jo no es costoso, pero tambien impone algunas limitaciones al
analisis. Por ejemplo, no se puede expresar la dependencia del resultado de
una funcion con respecto a su argumento.
Como ya se ha dicho anteriormente, en la aplicacion de una funcion o en
la concrecion de un proceso, no se puede usar la informacion proporcionada
por el argumento en toda su extension. Esto sucede, por ejemplo, cuando
el resultado de la funcion no depende de ninguno de sus argumentos, es
decir, se trata de una funcion constante. Si denimos la funcion f v = 5, el
analisis nos dira que la funcion es determinista, pero cuando se aplica f a un
valor posiblemente no determinista, el resultado de la aplicacion se establece
como posiblemente no determinista. Sin embargo, sabemos que esto no
es as, pues la funcion siempre produce un unico valor. Por supuesto, el
resultado del analisis es una aproximacion segura, pero no es muy ajustada:
la funcion g v = v tiene exactamente el mismo comportamiento abstracto.
Tanto f como g son funciones deterministas pero tienen distintos niveles
de determinismo: f no depende de su argumento, pero g s lo hace. Si las
funciones y los procesos fueran interpretados como funciones, esta limitacion
desaparecera. La funcion abstracta f
#
correspondiente a f sera f
#
= z:d,
mientras que la correspondiente a g, g
#
, sera z:z. Ahora, si se aplicara
f
#
a n, se obtendra d, mientras que en el caso de g
#
obtenemos n.
Sucede lo mismo cuando hay tuplas implicadas; el valor abstracto de
h v
1
v
2
v
3
= let u = merge # v
3
in (v
1
; v
2
; u)
es (d; d; n). Pero cuando la aplicamos, si alguno de sus argumentos tiene
n como valor abstracto, el resultado de la aplicacion sera (n; n; n). Sin
embargo, si el valor abstracto de h fuera
h
#
v
1
#
v
2
#
v
3
#
= (v
1
#
; v
2
#
; n)
no perderamos tanta informacion. Por ejemplo, obtendramos h
#
d n d =
(d; n; n).
Luego la solucion parece ser interpretar las funciones y los procesos como
funciones abstractas, y eso sera lo que haremos a continuacion.
5.4.4 Tipos algebraicos
El valor abstracto de un valor construido es un valor abstracto basico (ex-
cepto en las tuplas). Esto signica que si alguno de los elementos de una
lista es posiblemente no determinista, entonces la lista completa es consi-
derada como posiblemente no determinista. Nos preguntamos si se pierde
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mucha informacion al interpretar los tipos algebraicos de esta manera y si
sera util utilizar un dominio de cuatro puntos similar al de Wadler [Wad87].
Concentremonos por ejemplo en las listas de enteros List Int . Podramos
diferenciar cuatro casos atendiendo a dos aspectos: la forma en que se han
generado los elementos, y la forma en que se ha generado la lista. En nuestro
analisis estamos identicando tres de los casos: aquellos en los que o bien
los elementos o la lista (o ambos) son generados de forma no determinista.
>Obtendramos alguna ventaja de separarlos en tres casos? Por ejemplo,
merge#[[0; 0::]; [1; 1::]] sera una lista de enteros deterministas que ha sido
generada de forma no determinista. Sin embargo, al tomar un elemento de
la lista, por ejemplo la cabeza, hemos de olvidarnos de la forma en que se
han generado los elementos ya que no sabemos que valor va a aparecer en
cada posicion. Luego no parece muy util conocer como se han generado los
elementos cuando la propia lista es no determinista. Otra de las combina-
ciones es generar una lista de forma determinista (por ejemplo, aplicando el
constructor de las listas) a partir de elementos generados de forma no de-
terminista. En este tipo de listas, la aplicacion de aquellas funciones que no
hacen uso de los elementos podran producir un resultado determinista, por
ejemplo la funcion length. Por lo tanto, a lo sumo valdra la pena a~nadir un
caso mas. Sin embargo, no consideramos que se este perdiendo demasiada
informacion con dicho caso, por lo que renunciamos a introducir este nivel
adicional de detalle.
5.5 El segundo analisis
5.5.1 Introduccion
Para superar las limitaciones del analisis anterior denimos ahora un nue-
vo analisis donde interpretar las funciones y los procesos como funciones
abstractas nos permitira expresar diferentes niveles de determinismo y no
determinismo, por ejemplo z:d v z:z v z:n. Se trata tambien de un
analisis basado en interpretacion abstracta y es del estilo de Burn, Hankin
y Abramsky [BHA86].
5.5.2 Dominios abstractos
En la Figura 5.8 se muestran los dominios abstractos del segundo analisis.
Al igual que en el caso anterior, el dominio abstracto correspondiente a los
tipos basicos y a los algebraicos (excepto las tuplas) es el dominio basico
Basic.
Ahora el dominio abstracto correspondiente a un tipo tupla es el produc-
to cartesiano de los dominios correspondientes a los tipos de las componen-
tes. En consecuencia, podemos tener tuplas anidadas y tuplas conteniendo
funciones. De esta manera mantenemos una mayor cantidad de informa-
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Figura 5.8: Dominios abstractos para el segundo analisis
cion que en el analisis previo. Puesto que ahora interpretamos las funciones
mediante funciones abstractas, nos gustara que aquellas que aparecen den-
tro de una tupla (por ejemplo, si un proceso produce una funcion como
resultado) no se pierdan debido a un aplanamiento.
Los dominios correspondientes a las funciones y los procesos son los
dominios de las funciones continuas entre los dominios correspondientes al
argumento y al resultado. El polimorsmo se considerara mas adelante.
5.5.3 Interpretacion abstracta
En la Figura 5.9 se dene la interpretacion abstracta. La interpretacion
de una tupla es ahora la tupla de valores abstractos de las componentes.
La interpretacion de un constructor pertenece a Basic. Pero, puesto que
ahora cada componente x
i
:: t
i
tiene un valor abstracto perteneciente a
D
2
t
i
, no podemos aplicar directamente el operador de mnima cota superior.
Antes hemos de aplanar la informacion de cada una de las componentes.
La funcion responsable de ello recibe el nombre de funcion de abstraccion

t
: D
2
t
! Basic, y se dene en la Figura 5.10.
Dado un tipo t, la funcion de abstraccion toma un valor abstracto en
D
2
t
y lo aplana para obtener un valor en Basic. La idea es aplanar las
tuplas aplicando el operador de mnima cota superior y aplicar las funciones
a argumentos deterministas.
Puesto que las funciones y los procesos se interpretan como funciones
abstractas, las aplicaciones de funciones y concreciones de procesos se in-
terpretan como aplicaciones de funciones abstractas. Al proceso merge le
damos como valor abstracto el supremo del dominio Basic ! Basic, que es
el correspondiente a su tipo.
En una expresion let recursiva, de nuevo el punto jo se puede calcular
usando la cadena ascendente de Kleene. Puesto que ahora hay dominios
funcionales, el numero de iteraciones es, en el peor de los casos, exponencial
en el numero de ligaduras.
En la expresion case algebraica de nuevo necesitamos una aproximacion
segura al valor del discriminante en el dominio D
2
t
ij
de cada variable v
ij
.
Estas aproximaciones se obtienen mediante la funcion 
t
: Basic ! D
2
t
, a
la que llamaremos funcion de concrecion, denida en la Figura 5.11.
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2
:
2
[v
i
7! [[e
i
]]
2

0
2
]))
[[case e of (v
1
; : : : ; v
m
)! e
0
]]
2

2
= [[e
0
]]
2

2
[v
i
7! 
i
([[e]]
2

2
)]
[[case e of C
i
v
ij
! e
i
; [v ! e
0
]]]
2

2
=
8
<
:

t
(n) si [[e]]
2

2
= n
F
i
[[e
i
]]
2

2i
[ t[[e
0
]]
2

0
2
] e:o:c:
donde 
2i
= 
2
[v
ij
7! 
t
ij
(d)]; v
ij
:: t
ij
; e
i
:: t

0
2
= 
2
[v 7! d]
[[case e of k
i
! e
i
; [v ! e
0
]]]
2

2
=
8
<
:

t
(n) si [[e]]
2

2
= n
F
i
[[e
i
]]
2

2
[ t[[e
0
]]
2

0
2
] e:o:c:
donde e
i
:: t; 
0
2
= 
2
[v 7! d]
Figura 5.9: Interpretacion abstracta para el segundo analisis
Las funciones de abstraccion y concrecion son mutuamente recursivas y
en la Seccion 5.5.5 veremos algunas de sus propiedades, en particular que
forman una insercion de Galois. En la Figura 5.12 se muestra un ejemplo
correspondiente a t = (Int! Int)! Int! Int.
Dado un tipo t, la funcion de concrecion 
t
desaplana un valor abstracto
basico y produce un valor abstracto en D
2
t
. La idea detras de esta funcion
es obtener la mejor aproximacion segura a d y n en un dominio dado. En
particular, a n se le hace corresponder el supremo del dominio D
2
t
, y a d
aquel valor de D
2
t
que reeja nuestra idea original de determinismo (todos
los valores por debajo de el tendran diferentes niveles de determinismo).
El caso funcional necesita explicacion, siendo el resto de ellos inmediatos.
Consideramos que una funcion es determinista si produce resultados deter-
ministas a partir de argumentos deterministas; pero si el argumento es no
determinista, el unico resultado seguro que podemos devolver es no determi-
nista. Luego el desaplanamiento de d para un tipo funcional es una funcion
que toma un argumento, lo aplana para ver si es determinista o no y de
nuevo aplica la funcion de concrecion correspondiente al tipo del resultado.
5.5.4 Polimorsmo 135

t
: D
2
t
! Basic

K
= 
T t
1
:::t
m
= 

= id
Basic

(t
1
;:::;t
m
)
(e
1
; : : : ; e
m
) =
F
i

t
i
(e
i
)

Process t
1
t
2
(f) = 
t
1
!t
2
(f)

t
1
!t
2
(f) = 
t
2
(f(
t
1
(d)))

8:t
= 
t
Figura 5.10: Denicion de la funcion de abstraccion

t
: Basic! D
2
t

K
= 
T t
1
:::t
m
= 

= id
Basic

(t
1
;:::;t
m
)
(b) = (
t
1
(b); : : : ; 
t
m
(b))

Process t
1
t
2
(b) = 
t
1
!t
2
(b)

t
1
!t
2
(b) =
(
z 2 D
2
t
1
:
t
2
(n) si b = n
z 2 D
2
t
1
:
t
2
(
t
1
(z)) si b = d

8:t
= 
t
Figura 5.11: Denicion de la funcion de concrecion
El desaplanamiento de n para un tipo funcional es la funcion que devuelve
un resultado no determinista independientemente de su argumento.
Veremos mas adelante que 
t
(d) es el mayor valor en D
2
t
con la propiedad
de preservar el determinismo. Por ejemplo, para t = Int ! Int se tiene que

t
(d) = z:z, mientras que z:d, como es menor, tambien tiene la propiedad.
Para concluir, si el discriminante tiene valor abstracto n, entonces toda
la expresion case es no determinista y consecuentemente tiene valor abs-
tracto 
t
(n). Si tiene valor abstracto d, se interpretan los lados derechos
de las alternativas en entornos extendidos donde cada v
ij
tiene 
t
ij
(d) como
valor abstracto. Despues se calcula la mnima cota superior de todas las
alternativas.
Los operadores primitivos son de nuevo deterministas. Pero ahora hay
varios niveles de no determinismo. Tenemos dos opciones. Podemos asignar
a cada operador op :: top el valor abstracto 
top
(d). Esta es una opcion
segura, pero podra no ser todo lo precisa que deseamos. La segunda op-
cion es crear un entorno inicial con los valores abstractos deseados para los
operadores primitivos.
5.5.4 Polimorsmo
Incorporamos ahora el polimorsmo al segundo analisis. La Figura 5.13
muestra los dominios abstractos correspondientes a las variables de tipo y a
los tipos polimorcos, as como la interpretacion abstracta de una abstrac-
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f:x:n
f:x:f n t x n
f:x:f n f:x:f d t x
f:x:f x f:x:x
f:x:f d f:x:f n u x d
f:x:f d u x
f:x:d

t

t

t

t
D
2
t
Basic
Figura 5.12: Funciones de abstraccion y concrecion para t = (Int! Int)!
Int! Int
cion y de una aplicacion de tipo.
La interpretacion abstracta de una expresion polimorca es de nuevo
la de su ejemplar mas peque~no. Por ello, de nuevo el dominio abstracto
correspondiente a una variable de tipo  es Basic, y el correspondiente a un
tipo polimorco el del tipo sin cualicar.
Cuando se lleva a cabo una aplicacion a un tipo t, se debe obtener el
valor abstracto del ejemplar apropiado. Dicho valor abstracto se obtiene
como una aproximacion construida a partir del valor abstracto del ejemplar
mas peque~no.
De aqu en adelante, el tipo concretado t
0
[ := t] se denotara como tinst.
La aproximacion al valor abstracto del ejemplar se obtiene usando una fun-
cion de concrecion polimorca 
t
0
tinst
: D
2
t
0
! D
2
tinst
. Esta funcion adapta
un valor abstracto perteneciente a D
2
t
0
para obtener un valor en D
2
tinst
.
Deniremos tambien otra funcion 
tinst t
0
: D
2
tinst
! D
2
t
0
, a la que llama-
remos funcion de abstraccion polimorca. Son mutuamente recursivas y se
demostrara que forman una insercion de Galois. En la Seccion 5.5.6 veremos
otras propiedades de estas funciones. La denicion de estas funciones co-
rresponde a la aplicacion de la consecuencia del Teorema de Representacion
de Baraki visto en la Seccion 2.2.3 (pags. 68-69), tomando como elemento
a el valor 
t
(d).
Dados dos tipos t, t
0
y una variable de tipo , las funciones 
t
0
tinst
y
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D
2

= Basic D
2
8:t
= D
2
t
[[:e]]
2

2
= [[e]]
2

2
[[e t]]
2

2
= 
t
0
tinst
([[e]]
2

2
) donde e :: 8:t
0
;
tinst = t
0
[ := t]
Figura 5.13: Dominios e interpretacion abstracta para el polimorsmo
t
0
= K;T t
1
: : : t
m
(
t
0
tinst
; 
tinst t
0
) = (id
Basic
; id
Basic
)
t
0
= (t
1
; : : : ; t
m
) (
t
0
tinst
; 
tinst t
0
) = 
m
((
t
1
tinst
1
; 
tinst
1
t
1
); : : : ; (
t
m
tinst
m
; 
tinst
m
t
m
))
t
0
= t
1
! t
2
(
t
0
tinst
; 
tinst t
0
) = ! ((
t
1
tinst
1
; 
tinst
1
t
1
); (
t
2
tinst
2
; 
tinst
2
t
2
))
t
0
= Process t
1
t
2
(
t
0
tinst
; 
tinst t
0
) = ! ((
t
1
tinst
1
; 
tinst
1
t
1
); (
t
2
tinst
2
; 
tinst
2
t
2
))
t
0
=  (
t
0
tinst
; 
tinst t
0
) = (
t
; 
t
)
t
0
= 
0
(6= ) (
t
0
tinst
; 
tinst t
0
) = (id
Basic
; id
Basic
)
t
0
= 8
0
:t
1
(
t
0
tinst
; 
tinst t
0
) = (
t
1
tinst
1
; 
tinst
1
t
1
)
((f
e
; f
c
); (g
e
; g
c
)) = (f
e
 g
e
; f
c
 g
c
)
! ((f
e
; f
c
); (g
e
; g
c
)) = (h:g
e
 h  f
c
; h
0
:g
c
 h
0
 f
e
)
Figura 5.14: Denicion de las funciones de abstraccion y concrecion po-
limorca

tinst t
0
se denen formalmente en la Figura 5.14 (donde tinst
i
representa
t
i
[ := t]). En la Seccion 2.2.1 se presento la categora de los pares inmersion-
clausura. En dicha categora se denieron dos funtores,  (y 
m
) y ! (ver
Figura 5.14 abajo). Ambos construyen un par inmersion-clausura a partir
de dos (o mas en el caso del producto cartesiano) pares inmersion-clausura.
Las funciones 
t
0
tinst
y 
tinst t
0
se denen por medio de estos funtores.
Estas funciones son una generalizacion de 
t
y 
t
; estas operan con
valores en Basic y D
2
t
, mientras que aquellas operan con valores en los
dominios D
2
t
0
y D
2
tinst
, es decir, entre los dominios correspondientes al
tipo polimorco y cada uno de sus ejemplares concretos. Luego, cuando
t
0
= , 
tinst t
0
y 
t
0
tinst
coincidiran respectivamente con 
t
y 
t
. Por ello
mantenemos los mismos nombres, y de aqu en adelante llamaremos funcion
de abstraccion indistintamente a 
t
y 
tinst t
0
, y funcion de concrecion a 
t
y 
t
0
tinst
. Cuando sea necesario referirnos explcitamenye a 
tinst t
0
y 
t
0
tinst
,
usaremos la cualicacion \polimorca".
Como ejemplo, dado el tipo polimorco 8:t
0
, donde t
0
= (; ) ! ,
consideremos su aplicacion al tipo t = Int ! Int. Obtenemos tinst =
t
0
[t=] = (Int ! Int; Int ! Int) ! Int ! Int. Para abreviar, denotare-
mos por E
p
a BasicBasic y por F
p
a [Basic ! Basic] [Basic ! Basic].
Sea f 2 D
2
t
0
con f = p 2 E
p
:
1
(p). Por denicion se tiene que 
t
0
tinst
(f) =
p 2 F
p
:
t
2
tinst
2
(f (
tinst
1
t
1
(p))). En la Figura 5.15 se muestra una tabla
para 
t
0
tinst
(f) y los pasos intermedios para calcularlo.
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p 2 F
p

tinst
1
t
1
(p) f (
tinst
1
t
1
(p)) 
t
2
tinst
2
(f (
tinst
1
t
1
(p)))
(z 2 Basic:d; z 2 Basic:d) (d; d) d u 2 Basic:u
(z 2 Basic:d; z 2 Basic:z) (d; d) d u 2 Basic:u
(z 2 Basic:d; z 2 Basic:n) (d; n) d u 2 Basic:u
(z 2 Basic:z; z 2 Basic:d) (d; d) d u 2 Basic:u
(z 2 Basic:z; z 2 Basic:z) (d; d) d u 2 Basic:u
(z 2 Basic:z; z 2 Basic:n) (d; n) d u 2 Basic:u
(z 2 Basic:n; z 2 Basic:d) (n; d) n u 2 Basic:n
(z 2 Basic:n; z 2 Basic:z) (n; d) n u 2 Basic:n
(z 2 Basic:n; z 2 Basic:n) (n; n) n u 2 Basic:n
Figura 5.15: Un ejemplo de polimorsmo
5.5.5 Propiedades de las funciones de abstraccion y concre-
cion
En este segundo analisis, hemos utilizado las funciones de abstraccion, 
t
,
y concrecion, 
t
, denidas en las Figuras 5.10 y 5.11, las primeras en las
aplicaciones de constructores y las segundas en las expresiones case.
En esta seccion vamos a demostrar que forman una insercion de Galois
[NNH99], o equivalentemente una sobreyeccion de Galois [CC92b], o un
par inmersion-clausura [Bar93], donde 
t
es la inmersion y 
t
la clausura
(ver Proposicion 25) y tambien que 
t
1
!t
2
(d) reeja elmente la nocion de
funcion determinista (ver Proposicion 27).
En la proposicion siguiente se demuestra que 
t
y 
t
son monotonas y
continuas, y que forman una insercion de Galois. Esto signica que 
t
pierde
informacion pero toda de una vez, y que 
t
recupera lo maximo posible de
ella, de forma que una nueva aplicacion de 
t
no pierde mas informacion.
Este hecho garantiza que en la interpretacion de las expresiones case, la in-
formacion recuperada a partir del discriminante no es solamente segura sino
tambien la mejor que se puede obtener teniendo en cuenta como se llevo a
cabo la abstraccion (proporcionar un valor abstracto no determinista a las
variables de las alternativas tambien es seguro). Ademas, el punto 25(d)
asegura que el desaplanamiento de n es el supremo del dominio correspon-
diente. En el ejemplo de la Figura 5.12 se reejan estas ideas. Todos los
valores por debajo de f:x:f d t x se abstraen a d y el resto a n. Luego
la funcion de concrecion devuelve f:x:f dt x como la menor (es decir, la
mas precisa) aproximacion segura de d en D
2
t
. Los valores f:x:f n t x
y f:x:n tambien son aproximaciones seguras, pero menos precisas. La
concrecion de n es el supremo del dominio f:x:n.
Proposicion 25 Para cada tipo t:
(a) Las funciones 
t
y 
t
son monotonas y continuas,
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(b) 
t
 
t
= id
Basic
,
(c) 
t
 
t
w id
D
2
t
,
(d) 8e 2 D
2
t
:e v 
t
(n).
Demostracion 1 (Proposicion 25) Los puntos 25(a) y 25(d) se demuestran
por induccion estructural (i.e.) sobre t, y son necesarios para demostrar,
tambien por i.e., 25(b) y 25(c).
Demostramos primero el punto 25(a). Si demostramos que 
t
y 
t
son
monotonas, entonces habremos probado que son continuas, ya que sus domi-
nios son nitos (y por tanto satisfacen la Condicion de Cadena Ascendente
[NNH99]). Dicha monotona se puede demostrar por induccion estructural
sobre t.
Veamos primero que 
t
es monotona:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales ya que

t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Por hipotesis de induccion (h.i.), para cada i =
1; : : : ;m, 
t
i
es monotona. Sean e
i
; e
0
i
2 D
2
t
i
. Supongamos que (e
1
; : : : ;
e
m
) v (e
0
1
; : : : ; e
0
m
), es decir, para cada i, e
i
v e
0
i
. Entonces,

t
(e
1
; : : : ; e
m
) =
F
i

t
i
(e
i
) fpor denicion de 
t
g
v
F
i

t
i
(e
0
i
) fpor h.i. y e
i
v e
0
i
g
= 
t
(e
0
1
; : : : ; e
0
m
) fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Por h.i. cada 
t
i
es monotona, para
i = 1; 2. Sean f; f
0
2 [D
2
t
1
! D
2
t
2
]. Supongamos que f v f
0
, es decir,
para cada e 2 D
2
t
1
, f(e) v f
0
(e). Entonces,

t
(f) = 
t
2
(f(
t
1
(d))) fpor denicion de 
t
g
v 
t
2
(f
0
(
t
1
(d))) fpor h.i. y f v f
0
g
= 
t
(f
0
) fpor denicion de 
t
g.
 t = 8:t
0
. Como 
t
= 
t
0
, se cumple trivialmente por h.i.
Veamos ahora que 
t
es monotona:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que

t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Por h.i. para cada i = 1; : : : ;m, 
t
i
es monotona.
Sean b; b
0
2 Basic con b v b
0
. Entonces,

t
(b) = (
t
1
(b); : : : ; 
t
m
(b)) fpor denicion de 
t
g
v (
t
1
(b
0
); : : : ; 
t
m
(b
0
)) fpor h.i. y b v b
0
g
= 
t
(b
0
) fpor denicion de 
t
g.
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 t = t
1
! t
2
o t = Process t
1
t
2
. Por h.i. cada 
t
i
es monotona, para
i = 1; 2. Sean b; b
0
2 Basic. Supongamos que b v b
0
y demostremos
que 
t
(b) v 
t
(b
0
).
El caso b = b
0
es trivial. El unico caso no trivial se da cuando b = d y
b
0
= n. En tal caso 
t
(b) = z:
t
2
(
t
1
(z)) y 
t
(b
0
) = z:
t
2
(n). Como
n es el supremo del dominio Basic, se cumple que 
t
1
(e) v n para
cada e 2 D
2
t
1
. Luego por h.i. : 8e 2 D
2
t
1
: 
t
2
(
t
1
(e)) v 
t
2
(n), de
donde obtenemos que 
t
(d) v 
t
(n).
 t = 8:t
0
. Como 
t
= 
t
0
, se cumple trivialmente por h.i.
Demostramos ahora el punto 25(d) ,tambien por induccion estructural sobre
t:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales ya que

t
= id
Basic
, y n es el supremo de Basic.
 t = (t
1
; : : : ; t
m
). Si e 2 D
2
t
, entonces e = (e
1
; : : : ; e
m
), con e
i
2 D
2
t
i
para i = 1; : : : ;m. Por h.i. para cada i = 1; : : : ;m se cumple que
e
i
v 
t
i
(n), luego e = (e
1
; : : : ; e
m
) v (
t
1
(n); : : : ; 
t
m
(n)) = 
t
(n).
 t = t
1
! t
2
o t = Process t
1
t
2
. Sean f 2 D
2
t
, y e 2 D
2
t
1
. Entonces
f(e) 2 D
2
t
2
, y por h.i. f(e) v 
t
2
(n). Por otro lado 
t
(n) = z:
t
2
(n).
Es decir, para cada e 2 D
2
t
1
, f(e) v (
t
(n))(e), luego f v 
t
(n).
 t = 8:t
0
. Como 
t
= 
0
t
, se cumple por h.i.
Demostremos ahora el punto 25(b).
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que

t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sea b 2 Basic. Entonces:

t
(
t
(b)) = 
t
(
t
1
(b); : : : ; 
t
m
(b)) fpor denicion de 
t
g
=
F
i

t
i
(
t
i
(b)) fpor denicion de 
t
g
=
F
i
b fpor h.i.g
= b.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea b 2 Basic. Distinguimos dos
casos: b = d y b = n.
Si b = d, entonces:

t
(
t
(d)) = 
t
(z:
t
2
(
t
1
(z))) fpor denicion de 
t
g
= 
t
2
(
t
2
(
t
1
(
t
1
(d)))) fpor denicion de 
t
g
= d fpor h.i.g.
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Si b = n, entonces:

t
(
t
(n)) = 
t
(z:
t
2
(n)) fpor denicion de 
t
g
= 
t
2
(
t
2
(n)) fpor denicion de 
t
g
= n fpor h.i.g.
 t = 8:t
0
. Se cumple directamente por h.i. pues 
t
= 
t
0
y 
t
= 
t
0
.
Falta por demostrar el punto 25(c).
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, pues

t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean e
i
2 D
2
t
i
con i = 1; : : : ;m. Entonces:

t
(
t
(e
1
; : : : ; e
m
))
= 
t
(
F
i

t
i
(e
i
)) fpor denicion de 
t
g
= (
t
1
(
F
i

t
i
(e
i
)); : : : ; 
t
m
(
F
i

t
i
(e
i
))) fpor denicion de 
t
g
w (
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
m
))) f
t
monotonag
w (e
1
; : : : ; e
m
) fpor h.i.g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea f 2 [D
2
t
1
! D
2
t
2
]. Entonces:

t
(
t
(f)) = 
t
(
t
2
(f(
t
1
(d)))) fpor denicion de 
t
g.
Distinguimos dos casos:
{ Si 
t
2
(f(
t
1
(d))) = d entonces, por denicion de 
t
, se cumple
que 
t
(
t
(f)) = z:
t
2
(
t
1
(z)). Sea e 2 D
2
t
1
, queremos demos-
trar que f(e) v (z:
t
2
(
t
1
(z)))(e). Es decir, f(e) v 
t
2
(
t
1
(e)).
Distinguimos de nuevo dos casos:
 e v 
t
1
(d). Por monotona de f y 
t
, 
t
2
(f(e)) v 
t
2
(f(
t
1
(d)))
(que es igual a d), es decir,

t
2
(f(e)) v d v 
t
1
(e);
donde la ultima desigualdad se cumple porque d es el nmo
en Basic. Luego por monotona de 
t
, 
t
2
(
t
2
(f(e))) v

t
2
(
t
1
(e)), y por h.i. tenemos que
f(e) v 
t
2
(
t
2
(f(e))) v 
t
2
(
t
1
(e)):
 e 6v 
t
1
(d). Veamos que entonces 
t
1
(e) = n. Si no fuera as
tendramos 
t
1
(e) = d. Entonces 
t
1
(
t
1
(e)) = 
t
1
(d). Por
h.i. sabemos que e v 
t
1
(
t
1
(e)), luego e v 
t
1
(d), lo que
contradice nuestra premisa.
En consecuencia lo que tenemos que demostrar es que f(e) v

t
2
(n), lo cual se cumple por la Proposicion 25(d), ya que
f(e) 2 D
2
t
2
.
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{ Si 
t
2
(f(
t
1
(d))) = n, entonces 
t
(
t
(f)) = z:
t
2
(n), luego he-
mos de probar que dado e 2 D
2
t
1
, f(e) v 
t
2
(n), lo que en efecto
se cumple por la Proposicion 25(d), pues f(e) 2 D
2
t
2
.
 t = 8:t
0
. Se cumple directamente por h.i. pues 
t
= 
t
0
, 
t
= 
t
0
y
D
2
t
= D
2
t
0
.
2
Como consecuencia directa de esta proposicion, obtenemos la siguiente (estan-
dar), que describe la relacion entre Basic y D
2
t
para cada t. Arma que
todos los valores por debajo de 
t
(d) se aplanan a d. Es decir, 
t
(d) re-
presenta a d. Tambien dice que cualquier otro valor, mayor que 
t
(d) o
incomparable con el, se aplana a n. Esto conrma que 
t
(d) es el mayor
valor en D
2
t
que representa a d.
Proposicion 26 Para cada tipo t: 8e 2 D
2
t
:e v 
t
(d), 
t
(e) = d.
Demostracion 2 (Proposicion 26) Se puede demostrar usando las propo-
siciones 25(a), 25(b) y 25(c).
()) Si e v 
t
(d) entonces, como 
t
es monotona 
t
(e) v 
t
(
t
(d)). Por
la Proposicion 25(b), 
t
(
t
(d)) = d, y como d es el nmo de Basic,
tenemos que 
t
(e) = d.
(() Si 
t
(e) = d, entonces por la Proposicion 25(c), e v 
t
(
t
(e)) = 
t
(d).
2
Una funcion/proceso se considera determinista cuando aplicada a argumen-
tos deterministas su resultado es tambien determinista. Esto signica que,
cuando una funcion (resp. un proceso) de tipo t
1
! t
2
(resp. Process t
1
t
2
) se
aplica a un valor menor o igual que 
t
1
(d), el resultado es menor o igual que

t
2
(d). La siguiente proposicion nos dice que una funcion de tipo t
1
! t
2
es
determinista si y solo si es menor o igual que 
t
1
!t
2
(d), es decir, 
t
1
!t
2
(d) es
el mayor representante de las funciones deterministas de ese tipo. Lo mismo
sucede para los procesos.
Proposicion 27 Dada una funcion f 2 D
2
t
, donde t = t
1
! t
2
o t =
Process t
1
t
2
:
f v 
t
(d), 8e v 
t
1
(d):f(e) v 
t
2
(d):
Demostracion 3 (Proposicion 27) Se puede demostrar usando las propo-
siciones 25(d) y 26.
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()) Sea f v 
t
(d) y e v 
t
1
(d). Por la Proposicion 26 se cumple que

t
1
(e) = d. Por otro lado 
t
(d) = z:
t
2
(
t
1
(z)) por denicion de 
t
.
Como f v 
t
(d) entonces:
f(e) v 
t
2
(
t
1
(e)) = 
t
2
(d):
(() Supongamos que para todo e v 
t
1
(d) se cumple que f(e) v 
t
2
(d).
Hemos de probar que f v 
t
(d). Consideremos e 2 D
2
t
1
. Distinguimos
dos casos:
 e v 
t
1
(d). En este caso, por la Proposicion 26 tenemos que

t
1
(e) = d y:
f(e) v 
t
2
(d) fpor hipotesisg
= 
t
2
(
t
1
(e)) fpor la Proposicion 26g
= (
t
(d))(e) fpor denicion de 
t
g.
 En caso contrario, por la Proposicion 26 obtenemos que 
t
1
(e) =
n. Luego:
f(e) v 
t
2
(n) fpor la Proposicion 25(d)g
= 
t
2
(
t
1
(e)) fpor la Proposicion 26g
= (
t
(d))(e) fpor denicion de 
t
g.
2
5.5.6 Propiedades del polimorsmo
En esta seccion se demuestran algunas propiedades de las versiones po-
limorcas de las funciones de abstraccion y concrecion. Tales funciones
se denieron en la Figura 5.14 usando los funtores  y ! denidos en la
categora de pares inmersion-clausura. Luego la siguiente proposicion es
trivialmente cierta por la Proposicion 25.
Proposicion 28 Dados dos tipos t, t
0
y una variable de tipo :
(a) 
t
0
tinst
y 
tinst t
0
son monotonas y continuas,
(b) 
tinst t
0
 
t
0
tinst
= id
D
2
t
0
,
(c) 
t
0
tinst
 
tinst t
0
w id
D
2
tinst
.
En la siguiente proposicion se estudia la relacion entre las funciones de abs-
traccion y concrecion y sus homologas polimorcas. Tienen algunas propie-
dades de conmutatividad, mostradas en la Figura 5.16.
Proposicion 29 Dados dos tipos t, t
0
y una variable de tipo :
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D
tinst
D
t
0
Basic

t
0

t
0

t
0
tinst

tinst t
0

tinst

tinst
Figura 5.16: Propiedades de conmutatividad de las funciones de abstraccion
y concrecion
(a) 
t
0
tinst
 
t
0
= 
tinst
,
(b) 
t
0
 
tinst t
0
= 
tinst
,
(c) 
tinst
 
t
0
tinst
= 
t
0
,
(d) 
tinst t
0
 
tinst
= 
t
0
.
Demostracion 4 (Proposicion 29) Los puntos 29(a) y 29(b) se pueden de-
mostrar por i.e. sobre t
0
. Los puntos 29(c) y 29(d) se pueden demostrar a
partir de los anteriores y de la Proposicion 28(b).
Demostramos simultaneamente los puntos 29(a) y 29(b) por induccion es-
tructural sobre t
0
:
 t
0
= K o t
0
= T t
1
: : : t
m
o t
0
= 
0
(6= ). En estos casos 
t
0
tinst
= 
t
0
=

tinst
= id
Basic
= 
tinst t
0
= 
t
0
= 
tinst
.
 t
0
= (t
1
; : : : ; t
m
). En este caso tinst = (tinst
1
; : : : ; tinst
m
) donde
tinst
i
= t
i
[ := t], para cada i = 1; : : : ;m. Por h.i. se cumple pa-
ra cada i = 1; : : : ;m que

t
i
tinst
i
 
t
i
= 
tinst
i
;
y

t
i
 
tinst
i
t
i
= 
tinst
i
:
Demostremos primero que 
t
0
tinst
 
t
0
= 
tinst
. Sea b 2 Basic.

t
0
tinst
(
t
0
(b))
= 
t
0
tinst
(
t
1
(b); : : : ; 
t
m
(b)) fpor denicion de 
t
g
= (
t
1
tinst
1
(
t
1
(b)); : : : ; 
t
m
tinst
m
(
t
m
(b))) fpor denicion de 
t
0
tinst
g
= (
tinst
1
(b); : : : ; 
tinst
m
(b)) fpor h.i.g
= 
tinst
(b) fpor denicion de 
t
g.
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Demostremos ahora que 
t
0
 
tinst t
0
= 
tinst
. Sea e
i
2 D
2
tinst
i
, para
cada i = 1; : : : ;m.

t
0
(
tinst t
0
(e
1
; : : : ; e
m
))
= 
t
0
(
tinst
1
t
1
(e
1
); : : : ; 
tinst
m
t
m
(e
m
)) fpor denicion de 
tinst t
0
g
=
F
i

t
i
(
tinst
i
t
i
(e
i
)) fpor denicion de 
t
g
=
F
i

tinst
i
(e
i
) fpor h.i.g
= 
tinst
(e
1
; : : : ; e
m
) fpor denicion de 
t
g.
 t
0
= t
1
! t
2
or t
0
= Process t
1
t
2
. En este caso tinst = tinst
1
! tinst
2
(respectivamente tinst = Process tinst
1
tinst
2
) donde tinst
i
= t
i
[ :=
t]. Por h.i. tenemos que para cada i = 1; 2,

t
i
tinst
i
 
t
i
= 
tinst
i
;
y

t
i
 
tinst
i
t
i
= 
tinst
i
:
Demostremos primero que 
t
0
tinst
 
t
0
= 
tinst
. Sea b 2 Basic. Distin-
guimos dos casos: b = d y b = n.
Si b = d:

t
0
tinst
(
t
0
(d))
= 
t
0
tinst
(z:
t
2
(
t
1
(z))) fpor denicion de 
t
g
= z:
t
2
tinst
2
(
t
2
(
t
1
(
tinst
1
t
1
(z)))) fpor denicion de 
t
0
tinst
g
= z:
tinst
2
(
tinst
1
(z)) fpor h.i.g
= 
tinst
(d) fpor denicion de 
t
g.
Si b = n entonces:

t
0
tinst
(
t
0
(n))
= 
t
0
tinst
(z:
t
2
(n)) fpor denicion de 
t
g
= z:
t
2
tinst
2
(
t
2
(n)) fpor denicion de 
t
0
tinst
g
= z:
tinst
2
(n) fpor h.i.g
= 
tinst
(n) fpor denicion de 
t
g.
Demostremos ahora que 
t
0
 
tinst t
0
= 
tinst
. Sea f 2 D
2
tinst
:

t
0
(
tinst t
0
(f))
= 
t
0
(z:
tinst
2
t
2
(f(
t
1
tinst
1
(z)))) fpor denicion de 
tinst t
0
g
= 
t
2
(
tinst
2
t
2
(f(
t
1
tinst
1
(
t
1
(d))))) fpor denicion de 
t
g
= 
tinst
2
(f(
tinst
1
(d))) fpor h.i.g
= 
tinst
(f) fpor denicion de 
t
g.
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 t
0
= . En este caso tinst = t, y por denicion tenemos que 
t
0
tinst
=

t
, 
tinst t
0
= 
t
, 
t
0
= 
t
0
= id
Basic
, luego

t
0
tinst
 
t
0
= 
t
 id
Basic
fpor denicion de 
t
0
tinst
y 
t
g
= 
tinst
fpues tinst = tg,
y

t
0
 
tinst t
0
= id
Basic
 
t
fpor denicion de 
tinst t
0
y 
t
g
= 
tinst
fpues tinst = tg.
 t
0
= 8
0
:t
1
. En este caso tinst = tinst
1
= t
1
[ := t] y entonces

t
0
tinst
 
t
0
= 
t
1
tinst
1
 
t
1
fpor denicion de 
t
0
tinst
y 
t
g
= 
tinst
1
fpor h.i.g
= 
tinst
fpor denicion de 
t
g,
y

t
0
 
tinst t
0
= 
t
1
 
tinst
1
t
1
fpor denicion de 
tinst t
0
y 
t
g
= 
tinst
1
fpor h.i.g
= 
tinst
fpor denicion de 
t
g.
Los puntos 29(c) y 29(d) se demuestran facilmente usando los anteriores:

tinst
 
t
0
tinst
= (
t
0
 
tinst t
0
)  
t
0
tinst
fpor la Proposicion 29(b)g
= 
t
0
fpor asociatividad y Proposicion 28(b)g

tinst t
0
 
tinst
= 
tinst t
0
 (
t
0
tinst
 
t
0
) fpor la Proposicion 29(a)g
= 
t
0
fpor asociatividad y Proposicion 28(b)g
2
Ya hemos visto que la semantica de una aplicacion de tipo se obtiene usando
la funcion 
t
0
tinst
. Pero tambien se podra haber denido la semantica de
un ejemplar de otra manera, primero aplicando la funcion de abstraccion al
valor abstracto del ejemplar mas peque~no, para obtener un valor en Basic, y
aplicando despues la funcion de concrecion para obtener un valor en D
2
tinst
.
En suma, tendramos
[[e t]]
2

2
= 
tinst
(
t
0
([[e]]
2

2
)):
El primer punto de la siguiente proposicion nos dice que esta hubiera sido
una eleccion peor; es decir, que con ella perderamos mas informacion. El se-
gundo punto completa las propiedades de conmutatividad con algun interes
mostradas en la Figura 5.16.
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Proposicion 30 Dados dos tipos t, t
0
y una variable de tipo :
(a) 
tinst
 
t
0
w 
t
0
tinst
,
(b) 
t
0
 
tinst
w 
tinst t
0
.
Demostracion 5 (Proposicion 30) El primer punto se puede demostrar
a partir de las proposiciones 29(a) y 25(c), y el segundo a partir de las
proposiciones 29(b) y 25(c):

tinst
 
t
0
= (
t
0
tinst
 
t
0
)  
t
0
fpor la Proposicion 29(a)g
w 
t
0
tinst
fpor asociatividad y Proposicion 25(c)g.

t
0
 
tinst
= 
t
0
 (
t
0
 
tinst t
0
) fpor la Proposicion 29(b)g
w 
tinst t
0
fpor asociatividad y Proposicion 25(c)g.
2
Se puede denir una generalizacion del par (
t
0
tinst
; 
tinst t
0
), donde se con-
creten en secuencia varias variables de tipo. Esto corresponde a un tipo
8
1
: : : : :8
m
:t
0
y a un ejemplar tinst = t
0
[
1
:= t
1
; : : : ; 
m
:= t
m
]. Los
dominios del analisis junto con dichos pares como morsmos forman una
categora (por las proposiciones 29(a) y 29(b)).
5.6 Un analisis intermedio
5.6.1 Introduccion
El elevado coste de [[]]
2
es debido al calculo del punto jo. En cada ite-
racion se lleva a cabo una comparacion entre valores abstractos, la cual
resulta ser exponencial en el peor de los casos, cuando hay dominios funcio-
nales implicados. Luego una buena forma de acelerar el calculo del punto
jo consiste en encontrar una representacion rapidamente comparable de
las funciones. Se han desarrollado diferentes tecnicas en esta direccion,
como los ya mencionados algoritmos de fronteras [CP85, PC87, MH87] y
los operadores de ensanchamiento y estrechamiento (widening y narrowing)
[CC77, CC79, HH92, PP93]. En nuestro caso representaremos las funcio-
nes mediante signaturas, de forma similar a la utilizada en [PP93]. Para
cada funcion obtendremos una signatura muestreando dicha funcion con
algunas combinaciones explcitamente elegidas de argumentos. Por ejem-
plo, en el analisis de estrictez de [PP93], una funcion f con m argumentos
era muestreada con m combinaciones de argumentos: aquellas en las que
? ocupa cada posicion de argumento y el resto de ellos recibe un valor >:
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?;>; : : : ;>; >;?;>; : : : ;>; . . . ; >;>; : : : ;?. As, por ejemplo, la funcion
f = x :: Int:y :: Int:y tiene una signatura > ?.
Si muestreamos solamente con algunas combinaciones de argumentos,
diferentes funciones pueden tener la misma signatura y consecuentemente se
pierde informacion. Esto implica que el calculo del punto jo no es exacto
sino aproximado. El numero de funciones que tienen la misma signatura
depende del numero de combinaciones de argumentos con los que muestree-
mos la funcion. Si se muestrea con muchas combinaciones de argumentos,
la signatura contendra mas informacion, con lo que el numero de funciones
que tienen la misma signatura sera menor. Pero entonces las comparaciones
de funciones, y por tanto el analisis, seran mas costosos. Si muestreamos la
funcion con todas las combinaciones de argumentos, tendramos una signa-
tura por funcion, pero esto sera equivalente a una representacion tabulada
de la funcion, lo que no ayudara en absoluto a reducir el coste del analisis.
Por tanto, debe encontrarse un compromiso entre la cantidad de informa-
cion que contiene la signatura y el coste de compararla. Aqu nos concentra-
mos en una de las posibilidades, que hemos implementado, y mencionaremos
solamente algunas otras. Muestreamos una funcion de m argumentos con
m+1 combinaciones de argumentos. En las primeras m combinaciones, cada
posicion de argumento es ocupada por un valor abstracto no determinista
(del tipo correspondiente) 
t
i
(n), mientras que el resto de ellos recibe un
valor determinista: 
t
1
(n); 
t
2
(d); : : : ; 
t
m
(d); 
t
1
(d); 
t
2
(n); : : : ; 
t
m
(d); . . . ;

t
1
(d); 
t
2
(d); : : : ; 
t
m
(n). En la (m + 1)-esima combinacion, todos los ar-
gumentos reciben un valor determinista: 
t
1
(d); 
t
2
(d); : : : ; 
t
m
(d). Incluir
esta combinacion adicional es importante pues deseamos que el analisis sea
mas potente que [[]]
1
, donde las funciones eran unicamente muestreadas con
dicha combinacion.
5.6.2 El dominio de las signaturas
En la Figura 5.17 se denen formalmente los dominios de las signaturas
S
t
. El dominio correspondiente a un tipo basico o algebraico es un domi-
nio de dos elementos, isomorfo a Basic. Para distinguirlos, usaremos letras
mayusculas D y N para las signaturas. El dominio correspondiente al ti-
po tupla es el producto cartesiano de los tipos componente, por ejemplo
(D;N) 2 S
(Int;Int)
. El orden entre tuplas es el usual, componente a compo-
nente.
El dominio correspondiente a un tipo polimorco es de nuevo el de su
ejemplar mas peque~no.
Con respecto a las funciones, es necesaria una discusion previa. Diremos
que un tipo t es funcional si t = t
1
! t
2
, t = Process t
1
t
2
o t = 8:t
0
,
donde t
0
es funcional. Si un tipo t es funcional, escribiremos fun(t); en caso
contrario, escribiremos nonfun(t).
Si una funcion tiene m argumentos, entonces su signatura esta compuesta
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S
K
= S
T t
1
:::t
m
= S

= fD;Ngwhere D  N
S
(t
1
;:::;t
m
)
= S
t
1
 : : : S
t
m
S
8:t
= S
t
S
t
= fs
1
s
2
: : : s
m
s
m+1
j
8 i 2 f1::(m + 1)g:s
i
2 S
t
r
^ s
m+1
 s
i
g
where t = t
1
! t
2
; P rocess t
1
t
2
m = nArgs(t); t
r
= rType(t)
Figura 5.17: El dominio de signaturas S
t
nArgs :: Type! IN
nArgs(t) = 0 si nonfun(t)
nArgs(t
1
! t
2
) = 1 + nArgs(t
2
)
nArgs(Process t
1
t
2
) = 1 + nArgs(t
2
)
nArgs(8:t) = nArgs(t) si fun(t)
Figura 5.18: Funcion nArgs
por m + 1 signaturas, cada una de las cuales correspondera al tipo (no
funcional) del resultado. Por m argumentos entendemos que eliminando
todos los cuanticadores de polimorsmo y transformando los tipos proceso
en tipos funcionales, el tipo obtenido es de la forma t
1
! : : : ! t
m
! t
r
,
donde t
r
no es funcional. Llamaremos a este tipo la version desenrollada
(unrolled) del tipo funcional:
unroll(t) = t si nonfun(t)
unroll(t
1
! t
2
) = t
1
! unroll (t
2
)
unroll(Process t
1
t
2
) = unroll (t
1
! t
2
)
unroll(8:t) = unroll (t) si fun(t):
Por ejemplo, la version desenrollada de Int ! (8:Process  (; Int)) es
Int!  ! (; Int).
En las Figuras 5.18, 5.19 y 5.20 se denen tres funciones importantes,
nArgs, rType y aTypes . Dado un tipo t, la primera devuelve el numero de
argumentos de t; la segunda el tipo (no funcional) de su resultado (es la
identidad en el resto de casos); y la tercera la lista (de longitud nArgs(t))
de los tipos de los argumentos. Con estas deniciones podemos ver que la
version desenrollada de un tipo funcional t tiene nArgs(t) argumentos de
tipos aTypes(t), y rType(t) como tipo del resultado.
Para una mayor legibilidad de las signaturas para un tipo funcional,
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rType :: Type! Type
rType(t) = t si nonfun(t)
rType(t
1
! t
2
) = rType(t
2
)
rType(Process t
1
t
2
) = rType(t
2
)
rType(8:t) = rType(t) si fun(t)
Figura 5.19: Funcion rType
aTypes :: Type! [Type]
aTypes(t) = [ ] si nonfun(t)
aTypes(t
1
! t
2
) = t
1
: aTypes(t
2
)
aTypes(Process t
1
t
2
) = t
1
: aTypes(t
2
)
aTypes(8:t) = aTypes(t) si fun(t)
Figura 5.20: Funcion aTypes
en los ejemplos separaremos la ultima componente con un smbolo +. Un
ejemplo de signatura para el tipo Int! (Int; Int) es (N;D) + (D;D).
No toda secuencia de signaturas es una signatura valida para una fun-
cion. Recordemos que la ultima componente se obtiene dando un valor
determinista a todos los argumentos de la funcion, mientras que el resto de
las componentes se obtienen dando un valor no determinista a alguno de sus
argumentos. Puesto que las funciones son monotonas la ultima componente
debe ser siempre menor o igual que todas las demas componentes. El orden
entre signaturas (  ) se establece componente a componente, al igual que
la mnima cota superior y la maxima cota inferior. Es facil ver que con este
orden, el dominio de las signaturas S
t
para un tipo t es un retculo completo
de altura H
t
, denida en la Figura 5.21.
En la Figura 5.22 se muestra el dominio S
t
, correspondiente a t = Int!
Int! (Int; Int).
5.6.3 El muestreo
En esta seccion se dene la funcion de muestreo }
t
:: D
2
t
! S
t
, la cual dado
un valor abstracto en D
2
t
, obtiene la correspondiente signatura en S
t
. La
denicion formal se muestra en la Figura 5.23. La signatura de un valor
basico b es la correspondiente signatura basica B, es decir, si b = d entonces
B = D y si b = n entonces B = N . La signatura de una tupla es la tupla
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H
K
= H
T t
1
:::t
m
= H

= 1
H
(t
1
;:::;t
m
)
=
P
m
i=1
H
t
i
H
8:t
= H
t
H
t
= (m + 1) H
t
r
where
t = t
1
! t
2
; P rocess t
1
t
2
m = nArgs(t); t
r
= rType(t)
Figura 5.21: Altura del dominio de signaturas H
t
(N;N) (N;N) + (N;N)
(N;N) (N;N) + (N;D) (N;N) (N;N) + (D;N)
(N;N) (N;D) + (N;D) (N;D) (N;N) + (N;D) (N;N) (N;N) + (D;D) (N;N) (D;N) + (D;N) (D;N) (N;N) + (D;N)
(N;N) (N;D) + (D;D) (N;D) (N;D) + (N;D) (N;N) (D;N) + (D;D) (N;D) (N;N) + (D;D) (D;N) (D;N) + (D;N) (D;N) (N;N) + (D;D)
(N;N) (D;D) + (D;D) (D;N) (N;D) + (D;D) (N;D) (N;D) + (D;D) (D;N) (D;N) + (D;D) (N;D) (D;N) + (D;D) (D;D) (N;N) + (D;D)
(D;N) (D;D) + (D;D) (N;D) (D;D) + (D;D) (D;D) (N;D) + (D;D) (D;D) (D;N) + (D;D)
(D;D) (D;D) + (D;D)
Figura 5.22: Signaturas para Int! Int! (Int; Int)
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}
t
:: D
2
t
! S
t
}
K
(b) = }
T t
1
:::t
m
(b) = }

(b) = B
}
(t
1
;:::;t
m
)
(e
1
; : : : ; e
m
) = (}
t
1
(e
1
); : : : ; }
t
m
(e
m
))
}
8:t
= }
t
}
t
(f) = }
t
r
(f 
t
1
(n) 
t
2
(d) : : : 
t
m
(d)) }
t
r
(f 
t
1
(d) 
t
2
(n) : : : 
t
m
(d)) : : :
}
t
r
(f 
t
1
(d) 
t
2
(d) : : : 
t
m
(n)) }
t
r
(f 
t
1
(d) 
t
2
(d) : : : 
t
m
(d))
donde t = t
0
1
! t
0
2
; P rocess t
0
1
t
0
2
; m = nArgs(t); t
r
= rType(t);
[t
1
; : : : ; t
m
] = aTypes(t)
Figura 5.23: La funcion de muestreo
<
t
:: S
t
! D
2
t
<
K
(B) = <
T t
1
:::t
m
(B) = <

(B) = b
<
(t
1
;:::;t
m
)
(s1; : : : ; s
m
) = (<
t
1
(s
1
); : : : ;<
t
m
(s
m
))
<
8:t
= <
t
<
t
(s
1
: : : s
m
s
m+1
) =
z
1
2 D
2
t
1
: : : : :z
m
2 D
2
t
m
:
8
>
>
>
>
>
>
<
>
>
>
>
>
>
:
<
t
r
(s
m+1
) si
m
^
j=1
z
j
v 
t
j
(d)
<
t
r
(s
i
) si
m
^
j=1;j 6=i
z
j
v 
t
j
(d) ^ z
i
6v 
t
i
(d) i 2 f1::mg

t
r
(n) e.o.c. (m > 1)
donde t = t
0
1
! t
0
2
; P rocess t
0
1
t
0
2
; m = nArgs(t); t
r
= rType(t);
[t
1
; : : : ; t
m
] = aTypes(t)
Figura 5.24: Funcion de concrecion correspondiente al muestreo
de las signaturas de las componentes. Y nalmente, la signatura de una
funcion o un proceso f :: t es una secuencia de m+ 1 signaturas, donde m =
nArgs(t), que se obtienen mediante muestreo de f con las combinaciones de
argumentos mencionados anteriormente.
Ya se ha dicho que en el proceso de muestreo se pierde cierta cantidad
de informacion. Esto signica que una signatura representa varios valores
abstractos. Cuando se desee recuperar el valor original, solamente se podra
devolver una aproximacion. Una de estas aproximaciones la lleva a cabo
la funcion de concrecion de signaturas <
t
:: S
t
! D
2
t
, denida en la Fi-
gura 5.24. Todos los casos, excepto el funcional, son simples. Dada una
signatura s = s
1
: : : s
m
s
m+1
2 S
t
, <
t
(s) es una funcion de m argumentos,
cada uno de ellos en el correspondiente D
2
t
i
. Sabemos que el ultimo elemen-
to s
m+1
se obtuvo muestreando la funcion con argumentos 
t
i
(d), i 2 f1::mg.
Luego, si todos los argumentos son menores o iguales que el correspondiente

t
i
(d), entonces se puede devolver la concrecion de s
m+1
como aproxima-
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W
t
:: D
2
t
! D
2
t
W
K
=W
T t
1
:::t
m
=W

= id
Basic
W
(t
1
;:::;t
m
)
(e
1
; : : : ; e
m
) = (W
t
1
(e
1
); : : : ;W
t
m
(e
m
))
W
8:t
=W
t
W
t
(f) = z
1
2 D
2
t
1
: : : : :z
m
2 D
2
t
m
:
8
>
>
>
>
>
<
>
>
>
>
:
W
t
r
(f 
t
1
(d) : : : 
t
m
(d)) si
m
^
i=1
z
i
v 
t
i
(d)
W
t
r
(f 
t
1
(d) : : : 
t
i
(n) : : : 
t
m
(d)) si
^
j=1;j 6=i
z
j
v 
t
j
(d) ^ z
i
6v 
t
i
(d) i 2 f1::mg

t
r
(n) e.o.c. (m > 1)
donde t = t
0
1
! t
0
2
; P rocess t
0
1
t
0
2
; m = nArgs(t); t
r
= rType(t);
[t
1
; : : : ; t
m
] = aTypes(t)
Figura 5.25: El operador de ensanchamiento
cion segura al resultado. La funcion original podra tener informacion mas
precisa para algunas combinaciones de argumentos por debajo de los 
t
i
(d),
pero esta se ha perdido. Tambien sabemos que s
i
se obtuvo muestreando la
funcion original dando el valor 
t
i
(n) al i-esimo argumento y 
t
j
(d) al resto
de ellos (j 2 f1::mg, j 6= i). Luego si todos los elementos excepto el i-esimo
son menores o iguales que el correspondiente 
t
j
(d), entonces se puede de-
volver la concrecion de s
i
como aproximacion segura al resultado. Si mas
de uno de los argumentos no es menor o igual que el correspondiente 
t
j
(d),
solamente podemos devolver de forma segura el valor pesimista 
t
r
(n), ya
que carecemos de informacion sobre dichas combinaciones.
Vamos a usar un operador de ensanchamiento para acelerar el calculo
del punto jo. El mismo viene dado por W
t
= <
t
 }
t
, y aplicando las
deniciones de ambos obtenemos la denicion explcita en la Figura 5.25.
En la Proposicion 31 demostraremos que se trata de un operador de cie-
rre superior. La denicion de operador de ensanchamiento es mas general
[CC77, NNH99], pero dado un operador de cierre superior W
t
w id
D
2
t
, se
puede denir un operador de ensanchamiento r
t
= (x; y):xtW
t
(y), como
se hizo en [HH92]. Por ello usaremos de ahora en adelante la denominacion
operador de ensanchamiento, al igual que se hizo en [PP93].
En la siguiente proposicion demostramos que }
t
y <
t
forman una in-
sercion de Galois [CC79, NNH99], es decir, <
t
recupera la mayor cantidad
posible de informacion, considerando la forma en que se construyo la signa-
tura.
Proposicion 31 Para cada tipo t,
(a) Las funciones }
t
, <
t
, y W
t
son monotonas y continuas,
(b) W
t
w id
D
2
t
,
(c) }
t
 <
t
= id
S
t
.
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Demostracion 6 (Proposicion 31) Demostramos primero 31(a). Para ello
demostramos por induccion estructural que }
t
y <
t
son monotonas. Puesto
que D
2
t
es nito, entonces seran tambien continuas. Finalmente, puesto que
W
t
= <
t
 }
t
, sera igualmente monotona y continua.
 t = K;T t
1
: : : t
m
; . Es un caso trivial, ya que }
t
(b) = B, <
t
(B) = b,
y d < n, D  N .
 t = (t
1
; : : : ; t
m
). Sean z; z
0
2 D
2
t
, con z = (z
1
; : : : ; z
m
) v (z
0
1
; : : : ; z
0
m
)
= z
0
. Entonces:
}
t
(z) = (}
t
1
(z
1
); : : : ; }
t
m
(z
m
)) fpor denicion de }
t
g
 (}
t
1
(z
0
1
); : : : ; }
t
m
(z
0
m
)) fpor h.i.g
= }
t
(z
0
) fpor denicion de }
t
g.
Sean s; s
0
2 S
t
, con s = (s
1
; : : : ; s
m
)  (s
0
1
; : : : ; s
0
m
) = s
0
. Entonces:
<
t
(s) = (<
t
1
(s
1
); : : : ;<
t
m
(s
m
)) fpor denicion de <
t
g
v (<
t
1
(s
0
1
); : : : ;<
t
m
(s
0
m
)) fpor h.i.g
= <
t
(s
0
) fpor denicion de <
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sean m = nArgs(t), [t
1
; : : : ; t
m
] =
aTypes(t) y t
r
= rType(t).
Sean f; f
0
2 D
2
t
con f v f
0
. Entonces
}
t
(f) = }
t
r
(f (
t
1
(d) : : : 
t
i
(n) : : : 
t
m
(d))) }
t
r
(f 
t
1
(d) : : : 
t
m
(d))
fpor denicion de }
t
g
 }
t
r
(f
0
(
t
1
(d) : : : 
t
i
(n) : : : 
t
m
(d))) }
t
r
(f
0

t
1
(d) : : : 
t
m
(d))
fpor h.i. y f v f
0
g
= }
t
(f
0
):
Sean s = s
1
: : : s
m
s
m+1
2 S
t
y s
0
= s
0
1
: : : s
0
m
s
0
m+1
2 S
t
, tales que
s  s
0
. Sean z
i
2 D
2
t
i
(i 2 f1::mg). Hemos de probar que <
t
(s) z
i
v
<
t
(s
0
) z
i
. Distinguimos varios casos.
Si
V
m
i=1
z
i
v 
t
i
(d) entonces, por denicion de <
t
e hipotesis de induc-
cion,
<
t
(s) z
i
= <
t
r
(s
m+1
) v <
t
r
(s
0
m+1
) = <
t
(s
0
) z
i
:
En caso contrario, hay un j 2 f1::mg tal que z
j
6v 
t
j
(d). Si aho-
ra
V
m
i=1;i6=j
z
i
v 
t
i
(d), entonces, por denicion de <
t
e hipotesis de
induccion,
<
t
(s) z
i
= <
t
r
(s
j
) v <
t
r
(s
0
j
) = <
t
(s
0
) z
i
:
En caso contrario, por denicion de <
t
:
<
t
(s) z
i
= 
t
r
(n) = <
t
(s
0
) z
i
:
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 t = 8:t
1
. Este caso es trivial, por hipotesis de induccion, ya que
}
t
= }
t
1
y <
t
= <
t
1
.
Demostramos ahora simultaneamente 31(b) y 31(c), tambien por induccion
estructural.
 t = K o t = T t
1
: : : t
m
o t = . Son casos triviales, ya queW
t
= id
Basic
y }
t
(<
t
(B)) = }
t
(b) = B.
 t = (t
1
; : : : ; t
m
). Sean z
i
2 D
2
t
i
(i 2 f1::mg). En este caso, por
hipotesis de induccion:
W
t
(z
1
; : : : ; z
m
) = (W
t
1
(z
1
); : : :W
t
m
(z
m
)) w (z
1
; : : : ; z
m
):
Adicionalmente:
}
t
(<
t
(s
1
; : : : ; s
m
)) = (}
t
1
(<
t
1
(s
1
)); : : : ; }
t
m
(<
t
m
(s
m
)))
fpor denicion de }
t
y <
t
g
= (s
1
; : : : ; s
m
)
fpor h.i.g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sean m = nArgs(t), [t
1
; : : : ; t
m
] =
aTypes(t) y t
r
= rType(t).
Demostramos primero que W
t
(d) w id
D
2
t
. Sean f 2 D
2
t
y z
i
2
D
2
t
i
para i 2 f1::mg. Tenemos que demostrar que W
t
(f) z
i
w f z
i
.
Distinguiremos varios casos.
Si (1)
V
m
i=1
z
i
v 
t
i
(d), entonces
W
t
(f) z
i
= W
t
r
(f 
t
i
(d)) fpor denicion de W
t
g
w f 
t
i
fpor h.i.g
w f z
i
fpor (1) y monotona de fg.
En caso contrario, hay un j 2 f1::mg tal que z
j
6v 
t
j
(d). Se ha
demostrado que para todo tipo t, (2) 8e 2 D
2
t
:e v 
t
(n).
Si ahora (3)
V
m
i=1;i6=j
z
i
v 
t
i
(d) entonces:
W
t
(f) z
i
= W
t
r
(f 
t
1
(d) : : : 
t
j
(n) : : : 
t
m
(d))
fpor denicion de W
t
g
w f 
t
1
(d) : : : 
t
j
(n) : : : 
t
m
(d)
fpor h.i.g
w f z
i
fpor (2), (3) y monotona de fg.
En caso contrario, por denicion de W
t
y (2):
W
t
(f) z
i
= 
t
r
(n) w f z
i
:
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Demostremos ahora que }
t
 <
t
= id
S
t
. Sea s
1
: : : s
m
s
m+1
2 S
t
.
}
t
(<
t
(s
1
: : : s
m
s
m+1
)) = }
t
r
(<
t
r
(s
1
)) : : : }
t
r
(<
t
r
(s
m
)) }
t
r
(<
t
r
(s
m+1
))
fpor denicion de }
t
y <
t
g
= s
1
: : : s
m
s
m+1
fpor h.i.g.
 t = 8:t
1
. Este caso es trivial, por hipotesis de induccion, ya que
W
t
=W
t
1
, }
t
= }
t
1
y <
t
= <
t
1
.
2
El analisis
El analisis es muy similar al segundo, presentado en la Seccion 5.5. Para
distinguirlo usaremos un subndice 3. Los dominios abstractos son los mis-
mos. La unica expresion en la que aparecen diferencias es el let recursivo,
donde se calcula el punto jo. En este tercer analisis su interpretacion es:
[[let rec fv
i
= e
i
g in e
0
]]
3

3
= [[e
0
]]
3
(x (
0
3
:
3
[v
i
7! W
t
i
([[e
i
]]
3

0
3
)]))
donde e
i
:: t
i
. Modicando el operador de ensanchamiento podemos tener
diferentes variantes del analisis. Por tanto, podemos expresar el analisis
parametrizado por la coleccion wop
t
de operadores de ensanchamiento, ob-
teniendo [[]]
3
wop
.
5.7 Relacion entre los analisis
5.7.1 Introduccion
Se pretenda que el tercer analisis fuera un analisis intermedio entre el pri-
mero y el segundo. En esta seccion mencionaremos ademas otros operadores
de ensanchamiento posibles (W
b
, W
c
y W
d
) y estudiaremos su relacion con
el que hemos denido W. La principal diferencia entre ellos radica en el
tratamiento de las tuplas, ya sea en los argumentos o en el resultado de las
funciones, segun los tratemos como entidades indivisibles o componente a
componente. Primero demostraremos que el tercer analisis es una aproxima-
cion segura al segundo, y posteriormente veremos que el primer analisis es
solo una aproximacion segura de algunas de las variantes del tercero. Esto
nos permitira establecer la jerarqua de analisis mostrada en la Figura 5.26.
En la Figura 5.27 se presenta una expresion ejemplo e :: (Int; Int) que
pone de relieve la diferencia de potencia entre [[]]
1
, [[]]
3
W
y [[]]
2
. Para aumen-
tar la claridad la sintaxis esta azucarada. Dado un par de enteros, (p
1
; p
2
) y
un tercer entero x, la funcion f :: t, donde t = (Int; Int)! Int! (Int; Int),
calcula el par (p
1
2p
2
; xp
2
!). La variable q es libre en e. Supongamos que en
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[[]]
2
[[]]
3
W
b
[[]]
3
W
c
[[]]
3
W
[[]]
3
W
d
[[]]
1
Figura 5.26: La jerarqua de analisis
e = let rec
f = p:x:case p of
(p
1
; p
2
)! case p
2
of
0! (p
1
; x)
z ! (f (p
1
 p
1
; p
2
  1)) (x  p
2
)
in let
f
1
= (f (q; 3)) 4
f
2
= (f (1; 2)) q
x
1
= case f
1
of (f
11
; f
12
)! f
12
x
2
= case f
2
of (f
21
; f
22
)! f
21
in (x
1
; x
2
)
Figura 5.27: Una expresion ejemplo e
nuestro entorno abstracto tiene un valor n, es decir,  = [q 7! n]. Entonces,
aplicando las deniciones de cada uno de los analisis obtenemos
[[e]]
1
 = (n; n) = [[e]]
3
W
 = (n; d) = [[e]]
2
 = (d; d):
5.7.2 Relacion entre el segundo y tercer analisis
La siguiente proposicion nos indica que el tercer analisis es menos preciso
que el segundo. Esto es cierto para cualquier variante de este tercer analisis,
y en particular para la que hemos descrito con mayor detalle.
Proposicion 32 Sea W
0
t
: D
2
t
! D
2
t
un operador de ensanchamiento para
cada tipo t. Dados entornos 
2
y 
3
tales que para cada variable v :: t
v
,

2
(v) v 
3
(v). Entonces para cada expresion e :: t
e
, [[e]]
2

2
v [[e]]
3
W
0

3
.
Demostracion 7 (Proposicion 32) Esta proposicion se demuestra por in-
duccion estructural sobre e. Todos los casos, excepto el let recursivo, se pue-
den demostrar facilmente usando las hipotesis sobre los entornos, la hipotesis
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de induccion y las propiedades de monotona de 
t
, 
t
, 
tinst t
0
y 
t
0
tinst
. Por
tanto nos limitamos a estudiar la expresion let recursiva.
Sea e = let rec fv
i
= e
i
g in e
0
:: t, donde e
0
:: t, y cada v
i
y e
i
tienen tipo
t
i
. El punto jo se puede calcular usando la cadena ascendente de Kleene:
[[e]]
2

2
= [[e
0
]]
2
(
G
n2IN
(
0
2
:
2
[v
i
! [[e
i
]]
2

0
2
])
n
(
0
))
donde 
0
es el entorno inicial en el que cada variable y :: t
y
tiene como valor
abstracto ?
t
y
(es decir, el nmo del dominio correspondiente). Denotare-
mos por F a la funcion entre entornos 
0
2
:
2
[v
i
! [[e
i
]]
2

0
2
] y por 
x
2
a
F
n2IN
F
n
(
0
).
De forma similar
[[e]]
3
W
0

t
= [[e
0
]]
3
W
0
(
G
n2IN
(
0
3
:
3
[v
i
!W
0
t
i
([[e
i
]]
3
W
0

0
3
)])
n
(
0
)):
Denotaremos por G a la funcion entre entornos 
0
3
:
3
[v
i
!W
0
t
i
([[e
i
]]
3
W
0

0
3
)]
y por 
x
3
a
F
n2IN
G
n
(
0
).
Si demostraramos que para cada variable y :: t
y
, 
x
2
(y) v 
x
3
(y), enton-
ces por h.i. tendramos que
[[e
0
]]
2

x
2
v [[e
0
]]
3
W
0

x
3
que es lo que debemos demostrar. Para ello, veamos que para todo n  0,
se tiene
8y :: t
y
:(F
n
(
0
))(y) v (G
n
(
0
))(y)
Si fuera cierto entonces
8y :: t
y
:(
G
n2IN
F
n
(
0
))(y) v (
G
n2IN
G
n
(
0
))(y)
que es lo que deseamos demostrar. Se demuestra por induccion sobre n:
 n = 0. Es un caso trivial, ya que F
0
(
0
) = 
0
y G
0
(
0
) = 
0
.
 n = m + 1. Entonces
F
m+1
(
0
) = F (F
m
(
0
))
= 
2
[v
i
! [[e
i
]]
2
(F
m
(
0
))] por def. de F ,
y
G
m+1
(
0
) = G(G
m
(
0
))
= 
3
[v
i
!W
0
t
i
([[e
i
]]
3
W
0
(G
m
(
0
)))] por def. de G.
Para y :: t
y
, queremos demostrar que (F
m+1
(
0
))(y) v (G
m+1
(
0
))(y).
Distinguimos dos casos. Si y no es ninguna de las v
i
, entonces se
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cumple por hipotesis sobre los entornos 
2
y 
3
. Si es una de las v
i
,
tenemos que demostrar que
[[e
i
]]
2
(F
m
(
0
)) v W
0
t
i
([[e
i
]]
3
W
0
(G
m
(
0
))):
Esto se cumple por hipotesis de induccion y por la hipotesis sobreW
0
t
:
[[e
i
]]
2
(F
m
(
0
)) v [[e
i
]]
3
W
0
(G
m
(
0
)) v W
0
t
i
([[e
i
]]
3
W
0
(G
m
(
0
))):
2
5.7.3 Otras variantes del tercer analisis
En esta subseccion se presentan otras variantes del tercer analisis. Las rela-
ciones entre ellas y con los analisis [[]]
1
y [[]]
2
se muestran en la Figura 5.26.
En primer lugar denimos una variante [[]]
3
W
b
del tercer analisis mas
potente que la denida anteriormente [[]]
3
W
. La idea es curricar los ar-
gumentos de tipo tupla para obtener una mayor cantidad de informacion.
En la version actual, una funcion de tipo (t
1
; : : : ; t
m
) ! t es muestreada
con 
(t
1
;:::;t
m
)
(n) y 
(t
1
;:::;t
m
)
(d). En esta nueva variante, se muestrea con
(
t
1
(n); 
t
2
(d); : : : ; 
t
m
(d)); (
t
1
(d); 
t
2
(n); : : : ; 
t
m
(d)) : : : (
t
1
(d); 
t
2
(d); : : : ;

t
m
(n)), es decir, las componentes de las tuplas se consideran como argu-
mentos separados. Los resultados de estos muestreos se agrupan usando una
notacion especial U(A
1
; : : : ; A
m
) para distinguir un muestreo de tupla de un
resultado de tipo tupla.
Como ejemplo, sea f 2 D
2
t
, donde t = (Int; Int) ! Int ! (Int; Int),
f = x 2 Basic  Basic:x 2 Basic:(
1
(p); x). En este caso, la version
presente devolvera s = (N;D)(D;N) + (D;D), correspondiente a las apli-
caciones f (n; n) d, f (d; d) n y f (d; d) d. El ensanchamiento correspondiente
es W
t
(s) = p 2 Basic  Basic:x 2 Basic:(
1
(p) t 
2
(p); x) = f . Con la
nueva forma de muestreo s
0
= }
B
t
(f) = U((N;D); (D;D)) (D;N) + (D;D).
La primera componente U((N;D); (D;D)) corresponde a las aplicaciones
f (n; d) d y f (d; n) d, y las otras dos a las aplicaciones f (d; d) n y f (d; d) d.
Observese que el muestreo es mayor, gracias a lo cual el ensanchamiento co-
rrespondiente es mas preciso que el anterior: W
B
t
(s
0
) = f .
Tambien se pueden denir otras variantes menos potentes que la elegida
y aun otras incomparables con ella. Una posibilidad consiste en aplanar
las tuplas en el resultado de la funcion, con lo que se pierde informacion.
Denotaremos esta variante con [[]]
3
W
d
. En el ejemplo anterior, s
00
= }
D
t
(f) =
N N + D y W
d
t
(f) = p 2 Basic  Basic:x 2 Basic:
1
(p) t 
2
(p) t x =
W
t
(f).
Otra posibilidad es curricar los argumentos tupla, como en [[]]
3
W
b
, pero
aplanar las tuplas en el resultado (con lo que sera menos preciso que W
b
).
Denotaremos esta variante con [[]]
3
W
c
. Como se muestra en la Figura 5.26,
esta variante es incomparable con [[]]
3
W
. En aquellas funciones con un tipo
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tupla como resultado pero sin argumentos de tipo tupla, [[]]
3
W
produce re-
sultados mas precisos; mientras que en aquellas funciones con argumentos
tuplas pero cuyo resultado no es de tipo tupla, [[]]
3
W
c
es mas preciso.
Como ejemplo, sea f 2 D
2
t
donde t = Int ! (Int; Int) y f = z 2
Basic:(d; x). En este caso }
C
t
(f) = N + D y W
C
t
(f) = z
0
2 Basic:z
0
,
mientras que }
t
(f) = (D;N) + (D;D) y W
t
(f) = f . Sea g 2 D
2
t
0
con
t
0
= (Int; Int) ! Int y g = p 2 Basic  Basic:
1
(p); ahora }
C
t
0
(f) =
U(N;D) + D y W
C
t
0
(f) = f , mientras que }
t
0
(f) = N + D y W
t
0
(f) =
p 2 BasicBasic:
1
(p)t
2
(p). Finalmente [[]]
3
W
c
es claramente mejor que
[[]]
3
W
d
.
La siguiente proposicion nos dice que dados dos operadores de ensancha-
miento comparables, las correspondientes variantes del tercer analisis son
tambien comparables.
Proposicion 33 Sean W
0
t
, W
00
t
operadores de ensanchamiento para cada
tipo t. Sean 
3
, 
0
3
tales que para cada variable v :: t
v
, 
3
(v) v 
0
3
(v). En-
tonces si para cada tipo t, W
0
t
v W
00
t
, para cada expresion e :: t
e
, [[e]]
3
W
0

3
v
[[e]]
3
W
00

0
3
.
Demostracion 8 (Proposicion 33) Esta demostracion es similar a la an-
terior. En particular, se pueden seguir los mismos pasos en el caso de la
expresion let recursiva, donde ahora
F = 
0
3
:
3
[v
i
!W
0
t
i
([[e
i
]]
3
W
0

0
3
)]);
y
G = 
00
3
:
3
[v
i
!W
00
t
i
([[e
i
]]
3
W
00

00
3
)]):
Se puede llevar a cabo la misma induccion sobre n, para demostrar nal-
mente que
W
0
t
i
([[e
i
]]
3
W
0
(F
m
(
0
))) v W
00
t
i
([[e
i
]]
3
W
00
(G
m
(
0
)));
lo que es cierto por hipotesis de induccion, dado que W
0
t
v W
00
t
, y por
monotona de W
00
t
:
W
0
t
i
([[e
i
]]
3
W
0
(F
m
(
0
))) v W
00
t
i
([[e
i
]]
3
W
0
(F
m
(
0
)))
v W
00
t
i
([[e
i
]]
3
W
00
(G
m
(
0
))):
2
5.7.4 Relacion entre el primer y el tercer analisis
A grosso modo veremos que el primer analisis es menos preciso que algu-
nas variantes del tercer analisis, es decir, que es una aproximacion segura
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Figura 5.28: Esquema representativo de las funciones de la Seccion 5.7
a ellas. En particular, demostraremos que el primer analisis es una apro-
ximacion superior a aquellas variantes del tercer analisis que cumplen una
determinada propiedad (ver Teorema 43). Demostraremos que el operador
de ensanchamiento denido en la Figura 5.25 cumple dicha propiedad.
Puesto que todas las variantes del tercer analisis son aproximaciones
superiores al segundo analisis, tambien se cumple, por tanto, que el primer
analisis es una aproximacion superior al segundo.
En la Figura 5.28 se muestra un esquema de las funciones denidas en
esta seccion junto con sus dominios de denicion. Utilizandola se pueden
visualizar facilmente muchas de las proposiciones de esta seccion. Puesto
que los dominios abstractos para el segundo y tercer analisis son los mis-
mos, todas las proposiciones que impliquen solamente a los dominios seran
trivialmente ciertas para ambos analisis.
En el primer analisis no hay tuplas anidadas ni funciones abstractas. Sin
embargo, el valor abstracto a de una funcion en dicho analisis representa a
una funcion abstracta. Sabemos que a representa el comportamiento de la
funcion dado un argumento determinista. Si el argumento es no determinis-
ta, o tiene cierta \dosis" de no determinismo, indicamos que el resultado de
la funcion siempre es no determinista. Lo que estamos haciendo en realidad
es simular el comportamiento de una funcion abstracta. Supongamos que el
valor abstracto de una funcion en el primer analisis es a. >Cual es la funcion
abstracta que representa a? Es una funcion que toma un valor abstracto: si
dicho valor abstracto es no determinista, su resultado es no determinista, y
si es determinista, devuelve como resultado el valor abstracto a. Esto nos
lleva a denir una funcion de expansion, 
t
(ver Figura 5.29) que expande
los valores abstractos de los dominios del primer analisis en valores abstrac-
tos pertenecientes a los dominios abstractos del segundo y tercer analisis.
Puesto que en el primer analisis tampoco hay tuplas anidadas tambien sera
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
t
: D
1
t
! D
2
t

K
= 
T t
1
:::t
m
= 

= id
Basic

(t
1
;:::;t
m
)
(b
1
; : : : ; b
m
) = (
t
1
(b
1
); : : : ; 
t
m
(b
m
))

t
1
!t
2
(a) = 
Process t
1
t
2
(a) =
z 2 D
2
t
1
:
(

t
2
(a) if z v 
t
1
(d)

t
2
(n) e:o:c:

8:t
= 
t
Figura 5.29: Funcion de expansion

t
: D
2
t
! D
1
t

T t
1
:::t
m
= 

= id
Basic

(t
1
;:::;t
m
)
(b
1
; : : : ; b
m
) = (
t
1
(e
1
); : : : ; 
t
m
(e
m
))

t
1
!t
2
(f) = 
Process t
1
t
2
(f) = 
t
2
(f(
t
1
(d)))

8:t
= 
t
Figura 5.30: Funcion de compresion
necesario adaptar cada uno de los valores basicos a los tipos de las compo-
nentes. Para los tipos basicos, tipos algebraicos y variables de tipo 
t
es
obviamente la funcion identidad, ya que en ambos analisis los correspon-
dientes dominios abstractos son todos iguales a Basic. El caso polimorco
se reduce al tipo sin cualicar.
Tambien podemos mirar el segundo y tercer analisis desde el punto de
vista del primero. Simplemente hace falta aplanar las tuplas hasta el primer
nivel y aplicar las funciones a 
t
(d), para as obtener el comportamiento de la
funcion cuando se aplica a argumentos deterministas. Esto esta representado
por la funcion de compresion 
t
denida en la Figura 5.30. Los casos de tipos
basicos, tipos algebraicos, variables de tipo y tipos polimorcos son similares
a los de la funcion de expansion.
Demostramos ahora que 
t
y 
t
forman una insercion de Galois.
Proposicion 34 Para cada tipo t:
(a) Las funciones 
t
y 
t
son monotonas y continuas,
(b) 
t
 
t
= id
D
1
t
,
(c) 
t
 
t
w id
D
2
t
.
Demostracion 9 (Proposition 34) El punto 34(a) se puede demostrar facil-
mente por induccion estructural sobre t aplicando la Proposicion 25(a). Los
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puntos 34(b) y 34(c) se pueden demostrar por induccion estructural sobre t
aplicando las Proposiciones 25(d), 25(b) y 25(c).
Demostremos primero el punto 34(a). Si demostramos que son monotonas,
puesto que sus dominios son nitos, tambien seran continuas. La monotona
se demuestra por induccion estructural sobre t.
Demostremos primero que 
t
es monotona:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales ya que

t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean e
i
; e
0
i
2 D
2
t
i
con (e
1
; : : : ; e
m
) v (e
0
1
; : : : ; e
0
m
).
Entonces,

t
(e
1
; : : : ; e
m
)
= (
t
1
(e
1
); : : : ; 
t
m
(e
m
)) fpor def. de 
t
g
v (
t
1
(e
0
1
); : : : ; 
t
m
(e
0
m
)) fpor monotona de 
t
g
= 
t
(e
0
1
; : : : ; e
0
m
) fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sean f; f
0
2 [D
2
t
1
! D
2
t
2
] con f v f
0
,
es decir, para cada e 2 D
2
t
1
, f(e) v f
0
(e). Entonces,

t
(f)
= 
t
2
(f(
t
1
(d))) fpor denicion de 
t
g
v 
t
2
(f
0
(
t
1
(d))) fpor h.i. y f v f
0
g
= 
t
(f
0
) fpor denicion de 
t
g.
 t = 8:t
0
. Como 
t
= 
t
0
, se cumple trivialmente por hipotesis de
induccion.
Demostremos ahora la monotona de 
t
.
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales ya que

t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean b
i
; b
0
i
2 Basic con (b
1
; : : : ; b
m
) v (b
0
1
; : : : ; b
0
m
).
Entonces,

t
(b
1
; : : : ; b
m
)
= (
t
1
(b
1
); : : : ; 
t
m
(b
m
))
v (
t
1
(b
0
1
); : : : ; 
t
m
(b
0
m
)) fpor monotona de 
t
g
= 
t
(b
0
1
; : : : ; b
0
m
):
 t = t
1
! t
2
or t = Process t
1
t
2
. Sean a; a
0
2 D
1
t
= D
1
t
2
con
a v a
0
. Tenemos que demostrar que para cada e 2 D
2
t
1
, (
t
(a))(e) v
(
t
(a
0
))(e). Sea e 2 D
2
t
1
. Distinguimos dos casos: e v 
t
1
(d) o
e 6v 
t
1
(d).
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Si e v 
t
1
(d), entonces
(
t
(a))(e)
= 
t
2
(a) fpor denicion de 
t
g
v 
t
2
(a
0
) fpor h.i. y a v a
0
g
= (
t
(a
0
))(e) fpor denicion de 
t
g.
En caso contrario, e 6v 
t
1
(d), y por denicion de 
t
: (
t
(a))(e) =

t
2
(n) = (
t
(a
0
))(e).
 t = 8:t
0
. Como 
t
= 
t
0
, se cumple trivialmente por hipotesis de
induccion.
Demostramos ahora los puntos 34(b) y 34(c) por induccion estructural sobre
t. Veamos primero que 
t
 
t
= id
D
1
t
:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
D
1
t
= Basic y 
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean b
i
2 Basic, para cada i = 1; : : : ;m. Entonces:

t
(
t
(b
1
; : : : ; b
m
))
= 
t
(
t
1
(b
1
); : : : ; 
t
m
(b
m
)) fpor denicion de 
t
g
= (
t
1
(
t
1
(b
1
)); : : : ; 
t
m
(
t
m
(b
m
))) fpor denicion de 
t
g
= (b
1
; : : : ; b
m
) fpor la Proposicion 25(b)g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea a 2 D
1
t
. Entonces

t
(
t
(a))
= 
t
 
z:
(

t
2
(a) si z v 
t
1
(d)

t
2
(n) e:o:c:
!
fpor denicion de 
t
g
= 
t
2
(
t
2
(a)) fpor denicion de 
t
g
= a fpor h.i.g.
 t = 8:t
0
. En este caso D
1
t
= D
1
t
0
, 
t
= 
t
0
y 
t
= 
t
0
, luego se cumple
trivialmente por h.i.
Demostremos ahora que 
t
 
t
w id
D
2
t
:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
D
2
t
= Basic y 
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean e
i
2 D
2
t
i
, para cada i = 1; : : : ;m. Entonces,

t
(
t
(e
1
; : : : ; e
m
))
= 
t
(
t
1
(e
1
); : : : ; 
t
m
(e
m
)) fpor denicion de 
t
g
= (
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
m
))) fpor denicion de 
t
g
w (e
1
; : : : ; e
m
) fpor la Proposicion 25(c)g.
5.7.4 Relacion entre el primer y el tercer analisis 165
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea f 2 D
2
t
. Entonces

t
(
t
(f))
= 
t
(
t
2
(f(
t
1
(d)))) fpor denicion de 
t
g
= z:
(

t
2
(
t
2
(f(
t
1
(d)))) si z v 
t
1
(d)

t
2
(n) e:o:c:
fpor denicion de 
t
g.
Sea e 2 D
2
t
1
. Tenemos que demostrar que f(e) v (
t
(
t
(f)))(e).
Distinguimos dos casos:
{ e v 
t
1
(d). En este caso
(
t
(
t
(f)))(e) = 
t
2
(
t
2
(f(
t
1
(d)))):
Puesto que f es continua y consecuentemente monotona, se cum-
ple que f(e) v f(
t
1
(d)). Luego
(
t
(
t
(f)))(e)
= 
t
2
(
t
2
(f(
t
1
(d))))
w f(
t
1
(d)) fpor h.i.g
w f(e) fpor monotona de fg.
{ e 6v 
t
1
(d). En este caso (
t
(
t
(f)))(e) = 
t
2
(n). Por la Proposi-
cion 25(d) 
t
2
(n) w f(e), pues f(e) 2 D
2
t
2
.
 t = 8:t
0
. En este caso D
2
t
= D
2
t
0
, 
t
= 
t
0
y 
t
= 
t
0
, luego se cumple
trivialmente por h.i.
2
La siguiente proposicion arma que si aplicamos 
t
a un valor abstracto
en D
2
t
para obtener un valor en D
1
t
, y despues aplicamos
b
t al resultado
(podra ser una tupla de valores abstractos basicos), obtenemos el mismo
resultado que si le aplicamos directamente 
t
para obtener un valor en Basic.
Esto demuestra una similitud entre la funcion abstracta 
t
usada en las
aplicaciones de constructores y la funcion de compresion 
t
. En efecto, las
ideas utilizadas en ambos casos son las mismas.
Proposicion 35 Para cada tipo t:
b
t  
t
= 
t
.
Demostracion 10 (Proposicion 35) Por induccion estructural sobre t:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que

t
= 
t
= id
Basic
.
166 5. Analisis de no determinismo
r
t
: D
2
t
! D
2
t
r
K
= r
T t
1
:::t
m
= r

= id
Basic
r
(t
1
;:::;t
m
)
(e
1
; : : : ; e
m
) =
(
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
m
)))
r
t
1
!t
2
(f) = r
Process t
1
t
2
(f) =
z 2 D
2
t
1
:
(
r
t
2
(f(
t
1
(d))) si z v 
t
1
(d)

t
2
(n) e:o:c:
r
8:t
= r
t
Figura 5.31: La funcion de elevacion r
t
 t = (t
1
; : : : ; t
m
). Sean e
i
2 D
2
t
i
, para cada i = 1; : : : ;m. Entonces:
b
t(
t
(e
1
; : : : ; e
m
))
=
b
t(
t
1
(e
1
); : : : ; 
t
m
(e
m
)) fpor denicion de g
=
F
i

t
i
(e
i
) fpor denicion de
b
tg
= 
t
(e
1
; : : : ; e
m
) fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea f 2 D
2
t
. Entonces:
b
t(
t
(f))
=
b
t(
t
2
(f(
t
1
(d)))) fpor denicion de 
t
g
= 
t
2
(f(
t
1
(d))) fpor h.i.g
= 
t
(f) fpor denicion de 
t
g.
 t = 8:t
0
. En este caso 
t
= 
0
t
y 
t
= 
t
0
, luego se cumple trivialmente
por h.i.
2
Una consecuencia directa de la Proposicion 34 es que 
t
es estricta, ya que
en un par inmersion-clausura, la clausura siempre es estricta.
Proposicion 36 Para cada tipo t: 
t
(?
2
t
) = d
t
.
La Proposicion 34 nos dice que 
t

t
es un operador de ensanchamiento sobre
D
2
t
. Esta composicion se usara a menudo mas adelante, por lo que denimos
r
t
= 
t
 
t
. La llamaremos funcion de elevacion (para diferenciarla de W
t
).
Su denicion desplegada se muestra en la Figura 5.31.
Tambien nos dice que para cada tipo t, el rango de r
t
es isomorfo a
D
1
t
: r
t
(D
2
t
) ' D
1
t
. Esto implica que el rango de r
t
es un subdominio
de D
2
t
donde se ha perdido la informacion adicional proporcionada por el
segundo y tercer analisis. Por ejemplo, aun se dispone de tuplas anidadas,
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pero estas se mantienen de una forma cticia, pues han sido aplanadas y
desaplanadas. Por ello, todas las tuplas internas estaran formadas solo por
valores ns o por valores ds. Por ejemplo, ((n; d); d; (d; d)) y ((d; n); d; (d; d))
son transformadas por r
t
en ((n; n); d; (d; d)). Tambien tenemos funciones
abstractas, pero solamente algunas de ellas: aquellas que pueden represen-
tarse con un valor abstracto en los dominios del primer analisis. Estas son
las funciones tales que devuelven el mismo resultado para todos los valores
por debajo de 
t
1
(d): el obtenido para 
t
1
(d), y para el resto de valores
devuelven el supremo del correspondiente dominio, 
t
2
(n).
Hemos visto que 
t

t
w id
D
2
t
y r
t
w id
D
2
t
. Pero, >como se relacionan?
La siguiente proposicion arma que r
t
es menor (es decir, mejor) que 
t

t
.
Proposicion 37 Para cada tipo t: r
t
v 
t
 
t
.
Demostracion 11 (Proposicion 37) Se demostrara por induccion estruc-
tural sobre t aplicando las Proposiciones 25(a), 25(d) y 26:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
r
t
= 
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean e
i
2 D
2
t
i
para cada i = 1; : : : ;m. Entonces:
r
t
(e
1
; : : : ; e
m
)
= (
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
m
)))
fpor denicion de r
t
g
v (
t
1
(
F
i

t
i
(e
i
)); : : : ; 
t
m
(
F
i

t
i
(e
i
)))
fpues 
t
j
(e
j
) v
F
i

t
i
(e
i
) para cada j = 1; : : : ;m
y monotona de 
t
i
g
= 
t
(
t
(e
1
; : : : ; e
m
))
fpor denicion de 
t
y 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Dada f 2 [D
2
t
1
! D
2
t
2
], por denicion
de r
t
,
r
t
(f) = z:
(
r
t
2
(f(
t
1
(d))) si z v 
t
1
(d)

t
2
(n) e:o:c:
;
y por denicion de 
t
y 
t
,

t
(
t
(f)) = z:
(

t
2
(
t
1
(z)) si 
t
2
(f(
t
1
(d))) = d

t
2
(n) e:o:c:
Distinguimos dos casos:
{ 
t
2
(f(
t
1
(d))) = n. En este caso 
t
(
t
(f)) = z:
t
2
(n). Sea
e 2 D
2
t
1
. Se cumple que (
t
(
t
(f)))(e) = 
t
2
(n). Luego, por
la Proposicion 25(d) tenemos que 
t
2
(n) w (r
t
(f))(e) ya que
(r
t
(f))(e) 2 D
2
t
2
.
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{ 
t
2
(f(
t
1
(d))) = d. Ahora 
t
(
t
(f)) = z:
t
2
(
t
1
(z)). Sea e 2
D
2
t
1
. Distinguimos de nuevo dos casos: e v 
t
1
(d) o no.
Si e v 
t
1
(d) entonces (r
t
(f))(e) = r
t
2
(f(
t
1
(d))). Por la Pro-
posicion 26, 
t
1
(e) = d. Luego lo que en realidad queremos de-
mostrar es que r
t
2
(f(
t
1
(d))) v 
t
2
(d). Por h.i. sabemos que
r
t
2
v 
t
2
 
t
2
, luego:
r
t
2
(f(
t
1
(d))) v 
t
2
(
t
2
(f(
t
1
(d)))) = 
t
2
(d):
En caso de que e 6v 
t
1
(d), entonces (r
t
(f))(e) = 
t
2
(n). Por
la Proposicion 26, 
t
1
(e) = n, luego 
t
2
(
t
1
(e)) = 
t
2
(n), cum-
pliendose la igualdad deseada.
 t = 8:t
0
. Como 
t
= 
t
0
, 
t
= 
t
0
y r
t
= r
t
0
por denicion, se
cumple trivialmente por h.i.
2
El Teorema 43 establecera la correccion del primer analisis con respecto al
tercero. Antes veremos algunas propiedades necesarias para demostrarlo.
La siguiente proposicion relaciona la funcion de adaptacion del primer
analisis con la funcion de concrecion 
t
. Resultan ser iguales a traves de la
aplicacion de 
t
.
Proposicion 38 Para cada tipo t: 8b 2 Basic: b
t
= (
t
 
t
)(b).
Demostracion 12 (Proposicion 38) Por induccion estructural sobre t apli-
cando la Proposicion 25(b):
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que b
t
= b
y 
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). En este caso tenemos:

t
(
t
(b))
= 
t
(
t
1
(b); : : : ; 
t
m
(b)) fpor denicion de 
t
g
= (
t
1
(
t
1
(b)); : : : ; 
t
m
(
t
m
(b))) fpor denicion de 
t
g
= (b; : : : ; b) fpor la Proposicion 25(b)g
= b
t
fpor denicion de b
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Distinguimos dos casos: b = d y b = n.
{ b = d. En este caso:

t
(
t
(d))
= 
t
(z:
t
2
(
t
1
(z))) fpor denicion de 
t
g
= 
t
2
(
t
2
(
t
1
(
t
1
(d)))) fpor denicion de 
t
g
= 
t
2
(
t
2
(d)) fpor la Proposicion 25(b)g
= d
t
2
fpor h.i.g
= d
t
fpor denicion de b
t
g.
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{ b = n. Ahora se cumple

t
(
t
(n)) = 
t
(z:
t
2
(n)) fpor denicion de 
t
g
= 
t
2
(
t
2
(n)) fpor denicion de 
t
g
= n
t
2
fpor h.i.g
= n
t
fpor denicion de b
t
g.
 t = 8:t
0
. En este caso b
t
= b
t
0
, 
t
= 
0
t
y 
t
= 
t
0
, luego se cumple
trivialmente por h.i.
2
La siguiente proposicion relaciona la funcion de elevacion r
t
con las funcio-
nes de abstraccion y concrecion 
t
y 
t
. La idea basica es que una vez hemos
subido en el dominio con r
t
, las funciones 
t
y 
t
se comportan de la misma
forma en el subdominio de D
2
t
rango de r
t
, que en el dominio completo.
Esto signica que en realidad 
t
y 
t
se mueven dentro de dicho subdomi-
nio. En la Figura 5.28 se represento este hecho apareciendo dos dominios
D
2
t
rodeados por una lnea discontnua. El primero de ellos corresponde al
rango de r
t
, a partir del cual se denen tanto 
t
como 
t
.
Proposicion 39 Para cada tipo t:
(a) 
t
 r
t
= 
t
,
(b) r
t
 
t
= 
t
.
Demostracion 13 (Proposicion 39) El punto 39(a) se demostrara por in-
duccion estructural sobre t aplicando la Proposicion 25(b). El punto 39(b)
se demostrara por induccion estructural sobre t aplicando las Proposiciones
25(b) y 26. Demostremos primero el punto 39(a):
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
r
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sean e
i
2 D
2
t
i
para cada i = 1; : : : ;m. Entonces:

t
(r
t
(e
1
; : : : ; e
m
))
= 
t
(
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
m
))) fpor denicion de r
t
g
=
F
i

t
i
(
t
i
(
t
i
(e
i
))) fpor denicion de 
t
g
=
F
i

t
i
(e
i
) fpor la Proposicion 25(b)g
= 
t
(e
1
; : : : ; e
m
) fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea f 2 [D
2
t
1
! D
2
t
2
]. Entonces:

t
(r
t
(f))
= 
t
2
(r
t
2
(f(
t
1
(d)))) fpor denicion de 
t
y r
t
g
= 
t
2
(f(
t
1
(d))) fpor h.i.g
= 
t
(f) fpor denicion de 
t
g.
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 t = 8:t
0
. Se cumple trivialmente por h.i., pues r
t
= r
t
0
y 
t
= 
t
0
.
Demostremos ahora el punto 39(b):
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
r
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sea b 2 Basic. En este caso:
r
t
(
t
(b))
= r
t
(
t
1
(b); : : : ; 
t
m
(b)) fpor denicion de 
t
g
= (
t
1
(
t
1
(
t
1
(b))); : : : ; 
t
m
(
t
m
(
t
m
(b)))) fpor denicion de r
t
g
= (
t
1
(b); : : : ; 
t
m
(b)) fpor la Proposicion 25(b)g
= 
t
(b) fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sea b 2 Basic. Distinguimos dos
casos: b = d o b = n.
Veamos primero el caso b = d. Por un lado tenemos que:
r
t
(
t
(d))
= r
t
(z:
t
2
(
t
1
(z)))
fpor denicion de g
= z:
(
r
t
2
(
t
2
(
t
1
(
t
1
(d)))) si z v 
t
1
(d)

t
2
(n) e:o:c:
fpor denicion de r
t
g
= z:
(

t
2
(d) si z v 
t
1
(d)

t
2
(n) e:o:c:
fpor h.i. y Proposicion 25(b)g.
Por otro lado tenemos que 
t
(d) = z:
t
2
(
t
1
(z)). Tenemos que demos-
trar que para cada e 2 D
2
t
1
, (r
t
(
t
(d)))(e) = (
t
(d))(e). Distinguimos
dos casos:
{ e v 
t
1
(d). En este caso
(r
t
(
t
(d)))(e) = 
t
2
(d):
Por el Lema 26, si e v 
t
1
(d) entonces 
t
1
(e) = d, luego
(
t
(d))(e) = 
t
2
(d):
{ En caso contrario, por la Proposicion 26, 
t
1
(e) = n, y se cumple:
(r
t
(
t
(d)))(e) = 
t
2
(n)
= 
t
2
(
t
1
(e))
= (
t
(d))(e):
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D
2
tinst
D
2
t
0

t
0
tinst
r
tinst
r
t
0
Figura 5.32: Proposicion 40(a)
Si b = n:
r
t
(
t
(n))
= r
t
(z:
t
2
(n)) fpor denicion de 
t
g
= z:
(
r
t
2
(
t
2
(n)) si z v 
t
1
(d)

t
2
(n) e:o:c:
fpor denicion de r
t
g
= z:
t
2
(n) fpor h.i.g
= 
t
(n) fpor denicion de 
t
g.
 t = 8:t
0
. Se cumple trivialmente por h.i. pues r
t
= r
t
0
y 
t
= 
t
0
.
2
La siguiente proposicion a~nade algunos resultados correspondientes al estu-
dio de las funciones polimorcas. El primer punto nos dice que si adaptamos
al tipo tinst un valor abstracto perteneciente a D
2
t
0
y despues elevamos el
resultado, obtenemos el mismo resultado que si primero elevamos y despues
adaptamos el resultado. Ello se muestra mediante un diagrama en la Figura
5.32.
El segundo punto nos dice que la adaptacion de un valor abstracto de
D
1
t
0
para obtener una aproximacion al valor abstracto de un ejemplar tinst ,
es basicamente igual que la adaptacion realizada por 
t
0
tinst
en los dominios
del segundo y tercer analisis.
Proposicion 40 Dados dos tipos t, t
0
y una variable de tipo :
(a) r
tinst
 
t
0
tinst
= 
t
0
tinst
 r
t
0
,
(b) 8a 2 D
1
t
0
: a
tinst
= 
tinst
(
t
0
tinst
(
t
0
(a))).
Demostracion 14 (Proposicion 40) El punto 40(a) se demostrara por in-
duccion estructural sobre t aplicando las Proposiciones 25(a), 25(b), 26,
28(a), 29, y 39(b). El punto 40(b) se demostrara por induccion estructural
sobre t aplicando las Proposiciones 25(b), 29(d), 29(a) y 38.
Demostremos primero el punto 40(a):
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 t
0
= K o t
0
= T t
1
: : : t
m
o t
0
= 
0
(6= ). En estos casos D
2
tinst
=
D
2
t
0
= Basic y r
tinst
= 
t
0
tinst
= r
t
0
= id
Basic
, luego se cumple
trivialmente.
 t
0
= (t
1
; : : : ; t
m
). En este caso tinst = (tinst
1
; : : : ; tinst
m
) donde
tinst
i
= t
i
[ := t], para cada i = 1; : : : ;m. Por h.i. se cumple que,
para cada i = 1; : : : ;m, r
tinst
i
 
t
i
tinst
i
= 
t
i
tinst
i
 r
t
i
. Sean e
i
2 D
2
t
i
con i = 1; : : : ;m. Entonces:
r
tinst
(
t
0
tinst
(e
1
; : : : ; e
m
))
= r
tinst
(
t
1
tinst
1
(e
1
); : : : ; 
t
m
tinst
m
(e
m
))
fpor denicion de 
t
0
tinst
g
= (
tinst
1
(
tinst
1
(
t
1
tinst
1
(e
1
))); : : : ;

tinst
m
(
tinst
m
(
t
m
tinst
m
(e
m
))))
fpor denicion de r
t
g
= (
tinst
1
(
t
1
(e
1
)); : : : ; 
tinst
m
(
t
m
(e
m
)))
fpor la Proposicion 29(c)g
= (
t
1
tinst
1
(
t
1
(
t
1
(e
1
))); : : : ; 
t
m
tinst
m
(
t
m
(
t
m
(e
m
))))
fpor la Proposicion 29(a)g
= 
t
0
tinst
(
t
1
(
t
1
(e
1
)); : : : ; 
t
m
(
t
m
(e
1
)))
fpor denicion de 
t
0
tinst
g
= 
t
0
tinst
(r
t
0
(e
1
; : : : ; e
m
))
fpor denicion de r
t
g.
 t
0
= t
1
! t
2
o t
0
= Process t
1
t
2
. En este caso tinst = tinst
1
! tinst
2
,
o bien tinst = Process tinst
1
tinst
2
, donde tinst
i
= t
i
[ := t], para
i = 1; 2. Sea f 2 [D
2
t
1
! D
2
t
2
]. Por un lado:
r
tinst
(
t
0
tinst
(f))
= r
tinst
(z:
t
2
tinst
2
(f(
tinst
1
t
1
(z))))
fpor denicion de 
t
0
tinst
g
= z:
8
>
<
>
:
r
tinst
2
(
t
2
tinst
2
(f(
tinst
1
t
1
(
tinst
1
(d)))))
si z v 
tinst
1
(d)

tinst
2
(n) e:o:c:
fpor denicion de r
t
g.
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Por otra parte:

t
0
tinst
(r
t
0
(f))
= 
t
0
tinst
 
z:
(
r
t
2
(f(
t
1
(d))) si z v 
t
1
(d)

t
2
(n) e:o:c:
!
fpor denicion de r
t
g
= z:
8
>
<
>
:

t
2
tinst
2
(r
t
2
(f(
t
1
(d))))
si 
tinst
1
t
1
(z) v 
t
1
(d)

t
2
tinst
2
(
t
2
(n)) e:o:c:
fpor denicion de 
t
0
tinst
g.
Deseamos demostrar la igualdad de estas dos funciones. Sea e 2
D
2
tinst
1
. Distinguimos dos casos:
{ e v 
tinst
1
(d). Entonces por monotona de 
tinst t
0
(Proposicion
28(a)), 
tinst
1
t
1
(e) v 
tinst
1
t
1
(
tinst
1
(d)) y por la Proposicion
29(d) 
tinst
1
t
1
(
tinst
1
(d)) = 
t
1
(d), luego

tinst
1
t
1
(e) v 
t
1
(d):
As en este caso:
(r
tinst
(
t
0
tinst
(f)))(e)
= r
tinst
2
(
t
2
tinst
2
(f(
tinst
1
t
1
(
tinst
1
(d)))));
y
(
t
0
tinst
(r
t
0
(f)))(e) = 
t
2
tinst
2
(r
t
2
(f(
t
1
(d)))):
Por tanto:
(r
tinst
(
t
0
tinst
(f)))(e)
= r
tinst
2
(
t
2
tinst
2
(f(
tinst
1
t
1
(
tinst
1
(d))))
= 
t
2
tinst
2
(r
t
2
(f(
tinst
1
t
1
(
tinst
1
(d)))))
fpor h.i.g
= 
t
2
tinst
2
(r
t
2
(f(
t
1
(d)))))
fpor la Proposicion 29(d)g
= 
t
0
tinst
(r
t
0
(f)))(e):
{ e 6v 
tinst
1
(d). En este caso por la Proposicion 26, 
tinst
1
(e) = n.
Adicionalmente, tenemos que (r
tinst
(
t
0
tinst
(f)))(e) = 
tinst
2
(n),
y ademas se cumple que 
tinst
1
t
1
(e) 6v 
t
1
(d). Esto es cierto
ya que, en caso contrario, por la Proposicion 29(b), 
tinst
1
(e) =

t
1
(
tinst
1
t
1
(e)) , se cumplira que 
tinst
1
(e) v 
t
1
(
t
1
(d)) por
monotona de 
t
(Proposicion 25(a)), lo que signicara (por la
Proposicion 25(b)) que 
tinst
1
(e) = d . Esto es imposible pues
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acabamos de ver que es igual a n. As (
t
0
tinst
(r
t
0
(f)))(e) =

t
2
tinst
2
(
t
2
(n)), y entonces
(r
tinst
(
t
0
tinst
(f)))(e)
= 
tinst
2
(n)
= 
t
2
tinst
2
(
t
2
(n)) fpor la Proposicion 29(a)g
= (
t
0
tinst
(r
t
0
(f)))(e):
 t
0
= . En este caso:
r
tinst
 
t
0
tinst
= r
t
 
t
fpor denicion de r
t
y 
t
g
= 
t
fpor la Proposicion 39(b)g
= 
t
0
tinst
 r
t
0
fpor denicion de 
t
0
tinst
y r
t
g.
 t
0
= 8
0
:t
1
. Se cumple directamente por h.i., pues r
tinst
= r
tinst
1
,

t
0
tinst
= 
t
1
tinst
1
y r
t
0
= r
t
1
.
Demostremos ahora el punto 40(b):
 t
0
= K o t
0
= T t
1
: : : t
m
o t
0
= 
0
(6= ). En este caso D
1
tinst
=
D
1
t
0
= Basic. Sea b 2 Basic. Entonces b
tinst
= b. Por otra parte

tinst
= 
t
0
tinst
= 
t
0
= id
Basic
, por lo que se cumple trivialmente.
 t
0
= (t
1
; : : : ; t
m
). En este caso tinst = (tinst
1
; : : : ; tinst
m
) donde
tinst
i
= t
i
[ := t], para i = 1; : : : ;m. Sean b
i
2 Basic con i = 1; : : : ;m.
Entonces

tinst
(
t
0
tinst
(
t
0
(b
1
; : : : ; b
m
)))
= 
tinst
(
t
0
tinst
(
t
1
(b
1
); : : : ; 
t
m
(b
m
)))
fpor denicion de 
t
g
= 
tinst
(
t
1
tinst
1
(
t
1
(b
1
)); : : : ; 
t
1
tinst
1
(
t
m
(b
m
)))
fpor denicion de 
t
0
tinst
g
= 
tinst
(
tinst
1
(b
1
); : : : ; 
tinst
m
(b
m
))
fpor la Proposicion 29(a)g
= (
tinst
1
(
tinst
1
(b
1
)); : : : ; 
tinst
m
(
tinst
m
(b
m
)))
fpor denicion de 
t
g
= (b
1
; : : : ; b
m
)
fpor la Proposicion 25(b)g
= (b
1
; : : : ; b
m
)
tinst
fpor denicion de la adaptaciong.
 t
0
= t
1
! t
2
o t
0
= Process t
1
t
2
. En este caso tinst = tinst
1
! tinst
2
,
o bien tinst = Process tinst
1
tinst
2
, donde tinst
i
= t
i
[ := t], para
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i = 1; 2. Sea a 2 D
1
t
0
= D
1
t
2
. Ahora tenemos:

tinst
(
t
0
tinst
(
t
0
(a)))
= 
tinst
 

t
0
tinst
 
z:
(

t
2
(a) si z v 
t
1
(d)

t
2
(n) e:o:c:
!!
fpor denicion de 
t
g
= 
tinst
0
B
@
z:
8
>
<
>
:

t
2
tinst
2
(
t
2
(a))
si 
tinst
1
t
1
(z) v 
t
1
(d)

t
2
tinst
2
(
t
2
(n)) e:o:c:
1
C
A
fpor denicion de 
t
0
tinst
g
= 
tinst
2
(
t
2
tinst
2
(
t
2
(a)))
fpor def. de 
t
y Proposicion 29(d)g
= a
tinst
2
fpor h.i.g
= a
tinst
fpor denicion de la adaptaciong.
 t
0
= . Ahora D
1
t
0
= Basic y D
1
tinst
= D
1
t
. Sea b 2 Basic. Entonces:

tinst
(
t
0
tinst
(
t
0
(b)))
= 
t
(
t
(b)) fpor denicion de 
t
, 
t
0
tinst
y 
t
g
= b
t
fpor la Proposicion 38g
= b
tinst
:
 t
0
= 8
0
:t
1
. Se cumple directamente por h.i., pues 
tinst
= 
tinst
1
,

t
0
tinst
= 
t
1
tinst
1
, 
tinst
= 
tinst
1
y b
tinst
= b
tinst
1
.
2
Una propiedad muy importante y util para demostrar la correccion es la
propiedad de semihomomorsmo de 
t
con respecto a la aplicacion de una
funcion. Si bien en el primer analisis no hay funciones, la propiedad se
cumple con respecto a la pseudoaplicacion usada en tales dominios, es decir,
a la forma en que se interpreta la aplicacion de una funcion: f(x) = (
b
tx)tf
(ver Figura 5.6 en la pagina 127).
Proposicion 41 Para f 2 [D
2
t
1
! D
2
t
2
], e 2 D
2
t
1
se tiene: 
t
2
(f(e)) v
(
b
t
t
1
(e)) t 
t
1
!t
2
(f).
Demostracion 15 (Proposicion 41) Utilizaremos las Proposiciones 26, 34(a)
y 35. Sean f 2 [D
2
t
1
! D
2
t
2
] y e 2 D
2
t
1
. Por denicion 
t
1
!t
2
(f) =

t
2
(f(
t
1
(d))), luego tenemos que demostrar que 
t
2
(f(e)) v (
b
t
t
1
(e)) t

t
2
(f(
t
1
(d))). Distinguimos dos casos:
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 e v 
t
1
(d). Como f es monotona, f(e) v f(
t
1
(d)). Por la Proposicion
34(a), 
t
2
es monotona, luego

t
2
(f(e)) v 
t
2
(f(
t
1
(d)));
que es trivialmente menor o igual que
(
b
t
t
1
(e)) t 
t
2
(f(
t
1
(d))):
 e 6v 
t
1
(d). En este caso, por la Proposicion 26, 
t
1
(e) = n, luego por
la Proposicion 35,
b
t(
t
1
(e)) = n.
Es obvio que si b 2 Basic, entonces ntb w b
0
para cualquier b
0
2 Basic.
Y si a 2 Basic
m
, entonces n t a w a
0
, para cualquier a
0
2 Basic
m
. Es
decir, la mnima cota superior de cualquier valor y n nos conduce al
supremo del dominio correspondiente. Luego
(
b
t
t
1
(e)) t 
t
1
!t
2
(f) = n t 
t
1
!t
2
(f) w 
t
2
(f(e)):
2
Finalmente, para demostrar el Corolario 44 del Teorema 43 necesitaremos
el siguiente lema.
Lema 42 Para todo tipo t: 
t
(d
t
) = 
t
(d).
Demostracion 16 (Lemma 42) Es una consecuencia directa de las pro-
posiciones 38 y 39(b). Por la Proposicion 38 sabemos que b
t
= 
t
(
t
(b)).
Luego:

t
(b
t
) = 
t
(
t
(
t
(b)))
= r
t
(
t
(b)) fpor denicion de r
t
g
= 
t
(b) fpor la Proposicion 39(b)g.
2
El siguiente teorema, cuya demostracion hemos ido preparando por me-
dio de las proposiciones anteriores, establece que el primer analisis es una
aproximacion segura (superior) a la transformacion mediante 
t
de aquellas
variantes del tercer analisis [[]]
3
wop
tales que 
t
 wop
t
= 
t
.
Teorema 43 Sea W
0
t
un operador de ensanchamiento para cada tipo t, tal
que 
t
 W
0
t
= 
t
. Si para cada variable v :: t
v
, 
1
(v) w 
t
v
(
3
(v)) enton-
ces: 8e :: t
e
: [[e]]
1

1
w 
t
e
([[e]]
3
W
0

3
), o equivalentemente, en virtud de la
Proposicion 34: 8e :: t
e
: 
t
e
([[e]]
1

1
) w r
t
e
([[e]]
3
W
0

3
).
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Demostracion 17 (Teorema 43) El teorema se demostrara por induccion
estructural sobre e aplicando las Proposiciones 25(a), 25(c), 28(a), 34(a),
35, 36, 38, 40 y 41:
 v :: t. En este caso:
[[v]] 
1
= 
1
(v) fpor denicion de [[]]
1
g
w 
t
(
3
(v)) fpor hipotesisg
= 
t
([[v]]
3
W
0

3
) fpor denicion de [[]]
3
W
0
g.
 k :: K.
[[k]]
1

1
= d fpor denicion de [[]]
1
g
= [[k]]
3
W
0

3
fpor denicion de [[]]
3
W
0
g
= 
K
([[k]]
3
W
0

3
) fpor denicion de 
t
g.
 C x
1
: : : x
m
:: T t
0
1
: : : t
0
k
, donde x
i
:: t
i
. Por h.i. sabemos que para cada
i = 1; : : : ;m, se cumple
[[x
i
]]
1

1
w 
t
i
([[x
i
]]
3
W
0

3
):
Puesto que el operador
b
t es monotono, esto implica que para cada
i = 1; : : : ;m se tiene
b
t([[x
i
]]
1

1
) w
b
t(
t
i
([[x
i
]]
3
W
0

3
)):
Por la Proposicion 35 se cumple que
b
t(
t
i
([[x
i
]]
3
W
0

3
)) = 
t
i
([[x
i
]]
3
W
0

3
),
luego
b
t([[x
i
]]
1

1
) w 
t
i
([[x
i
]]
3
W
0

3
): (1)
Entonces:
[[C x
1
: : : x
m
]]
1

1
=
F
i
(
b
t([[x
i
]]
1

1
)) fpor denicion de [[]]
1
g
w
F
i
(
t
i
([[x
i
]]
3
W
0

3
)) fpor (1)g
= [[C x
1
: : : x
m
]]
3
W
0

3
fpor denicion de [[]]
3
W
0
g.
 (x
1
; : : : ; x
m
) :: (t
1
; : : : ; t
m
). Denotemos por t a (t
1
; : : : ; t
m
). En este
caso se cumple, por un lado, que:
[[(x
1
; : : : ; x
m
)]]
1

1
= (
b
t([[x
1
]]
1

1
); : : : ;
b
t([[x
m
]]
1

1
))
fpor denicion de [[]]
1
g
w (
b
t(
t
1
([[x
1
]]
3
W
0

3
)); : : : ;
b
t(
t
m
([[x
m
]]
3
W
0

3
)))
fpor h.i. y monotona de
b
tg
= (
t
1
([[x
1
]]
3

3
); : : : ; 
t
m
([[x
m
]]
3
W
0

3
)
fpor la Proposicion 35g,
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y por otro lado:

t
([[(x
1
; : : : ; x
m
)]]
3
W
0

3
)
= 
t
([[x
1
]]
3
W
0

3
; : : : ; [[x
m
]]
3
W
0

3
)
fpor denicion de [[]]
3
W
0
g
= (
t
1
([[x
1
]]
3
W
0

3
); : : : ; 
t
m
([[x
m
]]
3
W
0

3
))
fpor denicion de 
t
g.
Luego
[[(x
1
; : : : ; x
m
)]]
1

1
w 
t
([[(x
1
; : : : ; x
m
)]]
3
W
0

3
):
 v:e :: t
1
! t
2
. (La demostracion es exactamente la misma si la
expresion fuera process v ! e :: Process t
1
t
2
.)
En este caso tenemos por un lado :
[[v:e]]
1

1
= [[e]]
1

1
[v 7! d
t
1
]:
Llamemos 
0
1
a 
1
[v 7! d
t
1
].
Por un lado tenemos que:
[[v:e]]
3
W
0

3
= z:[[e]]
3
W
0

3
[v 7! z];
as que:

t
([[v:e]]
3
W
0

3
)
= 
t
(z:[[e]]
3
W
0

3
[v 7! z])
= 
t
2
([[e]]
3
W
0

3
[v 7! 
t
1
(d)]) fpor denicion de 
t
g.
Llamemos 
0
3
a 
3
[v 7! 
t
1
(d)].
Si demostraramos que para cada variable y :: t
y
, 
0
1
(y) w 
t
y
(
0
3
(y)),
entonces por h.i. tendramos que
[[e]]
1

0
1
w 
t
2
([[e]]
3

0
3
);
que es lo que queremos demostrar.
Veamos pues que es cierto. Dada una variable y :: t
y
:
{ Si y 6= v, se cumple trivialmente por hipotesis sobre los entornos

1
y 
3
.
{ Si y = v, entonces tenemos que demostrar que d
t
1
w 
t
1
(
t
1
(d)),
lo que se cumple trivialmente por la Proposicion 38.
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 e x :: t
2
, donde e :: t
1
! t
2
y x :: t
1
. Denotemos por t a t
1
! t
2
. (La
demostracion es similar si la expresion fuera v#x con v :: Process t
1
t
2
.)
Por h.i. sabemos que
[[x]]
1

1
w 
t
1
([[x]]
3
W
0

3
);
y
[[e]]
1

1
w 
t
([[e]]
3
W
0

3
):
Luego se cumple que:
[[e x]]
1

1
= (
b
t([[x]]
1

1
)) t ([[e]]
1

1
)
fpor denicion de [[]]
1
g
w (
b
t(
t
1
([[x]]
3
W
0

3
))) t 
t
([[e]]
3
W
0

3
)
fpor h.i. y monotona de t y
b
tg
w 
t
2
(([[e]]
3
W
0

3
)([[x]]
3
W
0

3
))
fpor la Proposicion 41g
= 
t
2
([[e x]]
3
W
0

3
)
fpor denicion de [[]]
3
W
0
g.
 let v = e in e
0
:: t, donde v y e tienen tipo t
e
, y e
0
:: t. En este caso,
tenemos por un lado que:
[[let v = e in e
0
]]
1

1
= [[e
0
]]
1

1
[v 7! [[e]]
1

1
]:
Denotemos por 
0
1
a 
1
[v 7! [[e]]
1

1
].
Por otro lado tenemos que
[[let v = e in e
0
]]
3
W
0

3
= [[e
0
]]
3
W
0

3
[v 7! [[e]]
3
W
0

3
]:
Denotemos por 
0
3
a 
3
[v 7! [[e]]
1

3
].
Si demostraramos que para cada variable y :: t
y
, 
0
1
(y) w 
t
y
(
0
3
(y)),
entonces por h.i. tendramos que
[[e
0
]]
1

0
1
w 
t
([[e
0
]]
3
W
0

0
3
);
que es lo que deseamos demostrar.
Veamos pues que es cierto. Sea y :: t
y
.
{ Si y 6= v, se cumple trivialmente por hipotesis sobre los entornos

1
y 
3
.
{ Si y = v, entonces hace falta demostrar que
[[e]]
1

1
w 
t
e
([[e]]
3
W
0

3
);
lo que se cumple por h.i.
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 case e of (v
1
; : : : ; v
m
) ! e
0
:: t, con e :: t
e
= (t
1
; : : : ; t
m
), v
i
:: t
i
y
e
0
:: t. En este caso, tenemos por un lado:
[[case e of (v
1
; : : : ; v
m
)! e]]
1

1
= [[e
0
]]
1

1
[v
i
7! (
i
([[e]]
1

1
))
t
i
]:
Y por otra parte
[[case e of (v
1
; : : : ; v
m
)! e]]
3
W
0

3
= [[e
0
]]
3
W
0

3
[v
i
7! 
i
([[e]]
3
W
0

3
)]:
Si demostraramos que para cada i = 1; : : : ;m se tiene
(
i
([[e]]
1

1
))
t
i
w 
t
i
(
i
([[e]]
3
W
0

3
));
entonces por h.i. se cumplira que
[[e
0
]]
1

1
[v
i
7! (
i
([[e]]
1

1
))
t
i
]
w 
t
([[e
0
]]
3
W
0

3
[v
i
7! 
i
([[e]]
3
W
0

3
)]);
que es lo que deseamos probar.
Veamos pues que esto es cierto. Por h.i. sabemos que
[[e]]
1

1
w 
t
e
([[e]]
3
W
0

3
);
lo cual se puede reescribir de la siguiente manera:
(
1
([[e]]
1

1
); : : : ; 
m
([[e]]
1

1
))
= [[e]]
1

1
fpor ser de tipo tuplag
w 
t
e
([[e]]
3
W
0

3
)
fpor h.i.g
= 
t
e
(
1
([[e]]
3
W
0

3
); : : : ; 
m
([[e]]
3
W
0

3
))
fpor ser de tipo tuplag
= (
t
1
(
1
([[e]]
3
W
0

3
)); : : : ; 
t
m
(
m
([[e]]
3
W
0

3
)))
fpor denicion de 
t
g.
Es decir, para cada i = 1; : : : ;m se cumple lo siguiente:

i
([[e]]
1

1
) w 
t
i
(
i
([[e]]
3
W
0

3
)): (2)
Luego:
(
i
([[e]]
1

1
))
t
i
= 
t
i
(
t
i
(
i
([[e]]
1

1
)))
fpor la Proposicion 38g
w 
t
i
(
t
i
(
t
i
(
i
([[e]]
3
W
0

3
))))
fpor (2) y monotona de 
t
y 
t
g
w 
t
i
(
i
([[e]]
3
W
0

3
))
fpor la Proposicion 25(c) y monotona de 
t
g.
como queramos demostrar.
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 case e of C
i
v
ij
! e
i
:: t, con e :: t
e
= T t
0
1
: : : t
0
k
, v
ij
:: t
ij
y e
i
:: t.
Denotemos por e
0
a case e of C
i
v
ij
! e
i
. En este caso tenemos por
un lado:
[[e
0
]]
1

1
=
8
<
:
n
t
si [[e]]
1

1
= n
F
i
[[e
i
]]
1

1i
e:o:c:
donde 
1i
= 
1
[v
ij
7! d
t
ij
]; v
ij
:: t
ij
; e
i
:: t;
y por el otro:
[[e
0
]]
3
W
0

3
=
8
<
:

t
(n) si [[e]]
3
W
0

3
= n
F
i
[[e
i
]]
3
W
0

3i
e:o:c:
donde 
3i
= 
3
[v
ij
7! 
t
ij
(d)]; v
ij
:: t
ij
; e
i
:: t:
Por h.i. sabemos que
[[e]]
1

1
w 
t
e
([[e]]
3
W
0

3
);
y dado que 
T t
0
1
;:::;t
0
k
= id
Basic
:
[[e]]
1

1
w [[e]]
3
W
0

3
:
Distinguimos tres casos:
{ [[e]]
1

1
= [[e]]
3
W
0

3
= n. En tal caso:
[[e
0
]]
1

1
= n
t
fpor denicion de [[]]
1
g
= 
t
(
t
(n)) fpor la Proposicion 38g
= 
t
([[e
0
]]
3
W
0

3
) fpor denicion de [[]]
3
W
0
g.
{ [[e]]
1

1
= [[e]]
3
W
0

3
= d. En este caso:
[[e
0
]]
1

1
=
F
i
[[e
i
]]
1

1i
;
donde 
1i
= 
1
[v
ij
7! d
t
ij
], y
[[e
0
]]
3
W
0

3
=
F
i
[[e
i
]]
3
W
0

3i
;
donde 
3i
= 
3
[v
ij
7! 
t
ij
(d)].
Si demostrasemos para cada i = 1; : : : ;m, que para cada variable
y :: t
y
, 
1i
(y) w 
t
y
(
3i
(y)), entonces por h.i. se cumplira lo
siguiente para cada i
[[e
i
]]
1

1i
w 
t
([[e
i
]]
3
W
0

3i
):
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Y entonces, por continuidad de 
t
:
F
i
[[e
i
]]
1

1i
w
F
i

t
([[e
i
]]
3
W
0

3i
) = 
t
(
F
i
[[e
i
]]
3
W
0

3i
);
que es lo que queramos demostrar.
Veamos pues que para cada variable y :: t
y
, 
1i
(y) w 
t
y
(
3i
(y)).
Si y no es ninguna de las v
ij
, se cumple trivialmente por hipotesis
sobre 
1
y 
3
. Si y es alguna de las v
ij
, entonces tambien es cierto
por la Proposicion 38.
{ [[e]]
1

1
= n = [[e]]
3
W
0

3
= d. En este caso [[e
0
]]
1

1
= n
t
, y
[[e
0
]]
3
W
0

3
=
F
i
[[e
i
]]
3
W
0

3i
. Claramente, n
t
w
F
i
[[e
i
]]
3
W
0

3i
, pues
n
t
es el supremo de D
1
t
.
El caso de la expresion case primitiva es muy similar.
 let rec fv
i
= e
i
g in e
0
:: t, donde e
0
:: t, y cada v
i
y e
i
tienen tipo t
i
.
Llamemos e a let rec fv
i
= e
i
g in e
0
. En este caso:
[[e]]
1

1
= [[e
0
]] (
G
n2IN
(
0
1
:
1
[v
i
7! [[e
i
]]
1

0
1
])
n
(
01
));
donde 
01
es el entorno inicial en el que cada variable y :: t
y
tiene d
t
y
como valor abstracto (es decir, el nmo del dominio correspondiente).
Denotemos por F a la funcion entre entornos 
0
1
:
1
[v
i
7! [[e
i
]]
1

0
1
] y
por 
x
1
a
F
n2IN
F
n
(
01
).
De forma similar
[[e]]
3

3
=
[[e
0
]]
3
W
0
(
F
n2IN
(
0
3
:
3
[v
i
7! W
0
t
i
([[e
i
]]
3
W
0

0
3
)])
n
(
03
));
donde 
03
es el entorno inicial en el que cada variable y :: t
y
tiene ?
2
t
y
como valor abstracto (es decir, el nmo del dominio correspondiente).
Denotemos por G a la funcion entre entornos 
0
3
:
3
[v
i
!W
0
t
i
([[e
i
]]
3
W
0

0
3
)]
y por 
x
3
a
F
n2IN
G
n
(
03
).
Si demostrasemos que para cada variable y :: t
y
, 
x
1
(y) w 
t
y
(
x
3
(y)),
entonces por h.i. tendramos que
[[e
0
]]
1

x
1
w 
t
([[e
0
]]
3
W
0

x
3
);
que es lo que queremos demostrar.
Veamos que para cada n  0, se cumple lo siguiente:
8y :: t
y
:(F
n
(
01
))(y) w 
t
y
((G
n
(
03
))(y)):
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Si esto fuera cierto entonces
8y :: t
y
:(
G
n2IN
F
n
(
01
))(y) w 
t
y
((
G
n2IN
G
n
(
03
))(y));
por continuidad de 
t
, y esto es lo que deseamos demostrar.
El resultado en cuestion se puede demostrar por induccion sobre n:
{ n = 0. Este es un caso trivial ya que F
0
(
01
) = 
01
, G
0
(
03
) = 
03
y d
t
= 
t
(?
2
t
), por la Proposicion 36.
{ n = m + 1. Entonces
F
m+1
(
01
)
= F (F
m
(
01
))
= 
1
[v
i
7! [[e
i
]]
1
(F
m
(
01
))] fpor denicion de Fg,
y
G
m+1
(
03
)
= G(G
m
(
03
))
= 
3
[v
i
7! W
0
t
i
([[e
i
]]
3
W
0
(G
m
(
03
)))]
fpor denicion de Gg.
Sea y :: t
y
. Queremos demostrar que
(F
m+1
(
01
))(y) w 
t
y
((G
m+1
(
03
))(y)):
Distinguimos dos casos. Si y no es ninguna de las v
i
, entonces se
cumple por hipotesis sobre los entornos 
1
y 
3
. Si es alguna de
las v
i
, entonces tenemos que demostrar que
[[e
i
]]
1
(F
m
(
01
)) w 
t
i
(W
0
t
i
([[e
i
]]
3
W
0
(G
m
(
03
)))); (3)
Por h.i. (interna sobre n)
8y :: t
y
: (F
m
(
01
))(y) w 
t
y
((G
m
(
03
))(y));
de donde obtenemos por h.i. (externa sobre e) que
[[e
i
]]
1
(F
m
(
01
)) w 
t
i
([[e
i
]]
3
(G
m
(
03
))):
Como 
t
 W
0
t
= 
t
por hipotesis, obtenemos (3).
 :e :: 8:t, con e :: t. En este caso:
[[:e]]
1

1
= [[e]]
1

1
fpor denicion de [[]]
1
g
w 
t
([[e]]
3
W
0

3
) fpor h.i.g
= 
8:t
([[:e]]
3
W
0

3
) fpor denicion de [[]]
3
W
0
y 
t
g.
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 e t :: tinst donde e :: 8:t
0
y tinst = t
0
[ := t]. En este caso
[[e t]]
1

1
= ([[e]]
1

1
)
tinst
fpor denicion de [[]]
1
g
= 
tinst
(
t
0
tinst
(
t
0
([[e]]
1

1
)))
fpor la Proposicion 40(b)g
w 
tinst
(
t
0
tinst
(
t
0
(
t
0
([[e]]
3
W
0

3
))))
fpor h.i. y monotona de 
t
, 
t
0
tinst
y 
t
g
= 
tinst
(
t
0
tinst
(r
t
0
([[e]]
3
W
0

3
)))
fpor denicion de r
t
g
= 
tinst
(r
tinst
(
t
0
tinst
([[e]]
3
W
0

3
)))
fpor la Proposicion 40(a)g
= 
tinst
(
t
0
tinst
([[e]]
3
W
0

3
))
fpor denicion de r
t
y Proposicion 34(b)g
= 
tinst
([[e t]]
3
W
0

3
)
fpor denicion de [[]]
3
W
0
g.
2
Como corolario, obtenemos la correccion del primer analisis con respecto
a todas estas variantes: si el primer analisis nos dice que una expresion es
determinista entonces la variante correspondiente del tercer analisis tambien
nos dice que es determinista, probablemente con cierto detalle adicional
como la independencia de la salida con respecto a la entrada de una funcion
o de un proceso.
Corolario 44 Sea W
0
t
un operador de ensanchamiento para cada tipo t, tal
que 
t
 W
0
t
= 
t
. Si para cada variable v :: t
v
, 
1
(v) w 
t
v
(
3
(v)) entonces:
8e :: t
e
: [[e]]
1

1
= d
t
e
) [[e]]
3
W
0

3
v 
t
e
(d).
Demostracion 18 (Corolario 44) Este corolario se demuestra a partir del
Teorema 43, el Lema 42 y la Proposicion 34(c).
Supongamos que para cada variable v :: t
v
, 
1
(v) w 
t
v
(
3
(v)). Sea e :: t
e
tal que [[e]]
1

1
= d
t
e
. Entonces:
[[e]]
3
W
0

3
v r
t
e
([[e]]
3
W
0

3
) fpor la Proposicion 34(c)g
v 
t
e
([[e]]
1

1
) fpor Teorema 43g
= 
t
e
(d
t
e
) fpor hipotesisg
= 
t
e
(d) fpor Lema 42g.
2
La Proposicion 46 arma que el operador de ensanchamiento denido en
la Figura 5.25 satisface las hipotesis del corolario anterior (el operador W
b
mencionado previamente tambien las cumple). Para demostrarlo, necesita-
mos demostrar antes lo siguiente:
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Proposicion 45 Para cada tipo t, 
t
 W
t
= 
t
.
Demostracion 19 (Proposicion 45) Se demuestra por induccion estructu-
ral sobre t:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales pues

t
=W
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sea (e
1
; : : : ; e
m
) 2 D
2
t
. En este caso:

t
(W
t
(e
1
; : : : ; e
m
))
=
F
i

t
i
(W
t
i
(e
i
)) fpor denicion de 
t
y W
t
g
=
F
i

t
i
(e
i
) fpor h.i.g
= 
t
(e
1
; : : : ; e
m
) fpor denicion de 
t
g.
 t = t
1
! t
0
2
o t = Process t
1
t
0
2
. Para f 2 D
2
t
, si m = nArgs(t),
[t
1
; : : : ; t
m
] = aTypes(t) y t
r
= rType(t), entonces

t
(W
t
(f))
= 
t
r
(W
t
r
(f 
t
1
(d) : : : 
t
m
(d))) fpor denicion de 
t
y W
t
g
= 
t
r
(f 
t
1
(d) : : : 
t
m
(d)) fpor h.i.g
= 
t
(f) fpor denicion de 
t
g.
 t = 8:t
1
. En este caso se cumple trivialmente por h.i. pues 
t
= 
t
1
y W
t
=W
t
1
.
2
Proposicion 46 Para cada tipo t, 
t
 W
t
= 
t
.
Demostracion 20 (Proposicion 46) Se demuestra por induccion estructu-
ral sobre t aplicando la Proposicion 45:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales ya que

t
=W
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sea (e
1
; : : : ; e
m
) 2 D
2
t
. En este caso:

t
(W
t
(e
1
; : : : ; e
m
))
= (
t
1
(W
t
1
(e
1
)); : : : ; 
t
m
(W
t
m
(e
m
)))
fpor denicion de 
t
y W
t
g
= (
t
1
(e
1
); : : : ; 
t
m
(e
m
))
fpor la Proposicion 45g
= 
t
(e
1
; : : : ; e
m
)
fpor denicion de 
t
g.
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 t = t
1
! t
0
2
o t = Process t
1
t
0
2
. Para f 2 D
2
t
, si m = nArgs(t),
[t
1
; : : : ; t
m
] = aTypes(t) y t
r
= rType(t), entonces

t
(W
t
(f))
= 
t
r
(W
t
r
(f 
t
1
(d) : : : 
t
m
(d))) fpor denicion de 
t
y W
t
g
= 
t
r
(f 
t
1
(d) : : : 
t
m
(d)) fpor h.i.g
= 
t
(f) fpor denicion de 
t
g.
 t = 8:t
1
. En este caso se cumple por h.i. pues 
t
= 
t
1
y W
t
=W
t
1
.
2
La correccion del primer analisis con respecto al segundo se obtiene trivial-
mente a partir del Teorema 43, ya que el segundo analisis es, en realidad, una
variante del tercero en la que el operador de ensanchamiento es la funcion
identidad.
5.8 Implementacion del tercer analisis
5.8.1 Introduccion
En esta seccion describimos los aspectos principales de la implementacion del
tercer analisis. El algoritmo aqu descrito no solamente obtiene los valores
abstractos de las expresiones, sino que tambien anota cada expresion y sus
subexpresiones con su signatura correspondiente.
Una version completa de este algoritmo, presentada en el Apendice B,
se ha implementado en Haskell. La implementacion del analisis incluye un
peque~no analizador sintactico y un pretty printer [Hug95]. En el Apendice C
presentamos algunos ejemplos de aplicacion del analisis.
Observese que es importante anotar las subexpresiones, incluso dentro
de una lambda abstraccion, puesto que, como ya se ha explicado, la trans-
formacion de full laziness puede modicar la semantica de un programa
cuando se ven implicadas expresiones no deterministas. Dada una expresion
f = y:let x = e
1
in x + y, donde e
1
no depende de y, la transformacion
producira f
0
= let x = e
1
in y:x + y. El problema surge cuando e
1
es no
determinista, por lo que anotar expresiones dentro de funciones es necesario.
En el algoritmo se hace uso del hecho de que la implementacion esta
realizada en un lenguaje funcional perezoso. As, la interpretacion de una
lambda v:e en un entorno  es una funcion abstracta. No es necesario usar
una notacion diferente para construir funciones abstractas, sino que pode-
mos usar las propias construcciones del lenguaje. Usaremos una suspension
v:(e; ) para representar el valor abstracto de v:e. Solamente cuando la
funcion se aplique a un argumento, se interpretara el cuerpo e de la funcion
en el entorno adecuado, emulando de esta forma el comportamiento de la
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0
t
:: Basic ! S
t

0
t
(b) =
8
>
>
>
>
>
<
>
>
>
>
>
:
B si t = K; t = T t
1
: : : t
m
; t = 
(
0
t
1
(b); : : : ; 
0
t
m
(b)) if t = (t
1
; : : : ; t
m
)

0
t
1
(b) si t = 8t:t
1
ht; 
0
t
r
(n)
(m)
: : : 
0
t
r
(n) + 
0
t
r
(b)i si t = t
1
! t
2
; P rocess t
1
t
2
donde m = nArgs(t); t
r
= rType(t)
Figura 5.33: Las signaturas correspondientes a 
t
(n) y 
t
(d).

0
t
0
tinst
: D
2
t
0 ! D
2
tinst

0
tinst t
0
: D
2
tinst
! D
2
t
0
t
0
= K;T t
1
: : : t
m
; 
0
t
0
tinst
= id
Basic

0
tinst t
0
= id
Basic

0
(6= )
t
0
= (t
1
; : : : ; t
m
) 
0
t
0
tinst
(av
1
; : : : ; av
m
) = 
0
tinst t
0
(av
1
; : : : ; av
m
) =
(
0
t
1
tinst
1
(av
1
); : : : ; 
0
t
m
tinst
m
(av
m
)) (
0
tinst
1
t
1
(av
1
); : : : ; 
0
tinst
m
t
m
(av
m
))
t
0
= t
1
! t
2
; 
0
t
0
tinst
(av) = G t
0
t
0
[t=] av 
0
tinst t
0
(av) = A t
0
[t=] t
0
av
Process t
1
t
2
t
0
=  
0
t
0
tinst
= 
0
t

0
tinst t
0
= 
t
t
0
= 8
0
:t
1

0
t
0
tinst
= 
0
t
1
tinst
1

0
tinst t
0
= 
0
tinst
1
t
1
Figura 5.34: Implementacion de las funciones 
tinst t
0
y 
t
0
tinst
funcion abstracta. Es decir, usamos la evaluacion perezosa de Haskell co-
mo maquinaria de interpretacion. Si no lo hicieramos as, sera necesario
construir un interprete, lo que resultara menos eciente.
Sin embargo, esta decision introduce algunos problemas. En ocasiones
es necesario construir una funcion abstracta que no se obtiene a partir de
la interpretacion de una lambda abstraccion del programa. Una de ellas
corresponde a la aplicacion de 
t
(b) cuando t es un tipo funcion o proceso.
En la Proposicion 47 veremos que podemos usar la correspondiente signatura
para representar 
t
(b) sin perder informacion. Luego, en ultima instancia,
en este caso no hace falta construir una funcion. Dado un valor basico b,
la funcion 
0
t
= }
t
 
t
, denida en la Figura 5.33, devuelve la signatura de

t
(b).
Otra situacion en la que sucede es cuando se calculan 
tinst t
0
(av) y

t
0
tinst
(av) cuando t
0
es un tipo funcion o proceso. En este caso, como
veremos mas adelante, no podemos representar estos valores mediante sus
signaturas sin perder informacion, con lo que para representarlos sera nece-
sario construir dos nuevas suspensiones A t
0
[t=] t
0
av y G t
0
t
0
[t=] av (ver
Figura 5.35). En la Figura 5.34 se muestra la implementacion de las funcio-
nes 
t
0
tinst
y 
tinst t
0
, llamadas 
0
t
0
tinst
y 
0
tinst t
0
respectivamente. En el caso
funcional se limitan a devolver la correspondiente suspension. Solo cuando
se aplican a un argumento, se aplican sus deniciones (ver Figura 5.37).
Tambien necesitamos construir una funcion cuando se calcula la mnima
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cota superior de funciones en las expresiones case. En este caso, usaremos
tambien una nueva suspension
F
F [av
1
; : : : ; av
m
] (ver Figura 5.35). Cuando
la funcion representada por esta suspension se aplica, se llevara a cabo el
calculo de la mnima cota superior (ver Figura 5.37).
Proporcionamos a continuacion algunos resultados teoricos que han sido
utiles en el desarrollo de la implementacion.
5.8.2 Resultados teoricos
La siguiente proposicion nos dice que 
t
(d) y 
t
(n) se pueden representar
mediante sus correspondientes signaturas sin perder informacion, lo cual
sera muy util en la implementacion del analisis.
Proposicion 47 Para cada tipo t, W
t
 
t
= 
t
.
Demostracion 21 (Proposicion 47) Lo demostramos por induccion estruc-
tural sobre t:
 t = K o t = T t
1
: : : t
m
o t = . Estos casos son triviales, ya que
W
t
= 
t
= id
Basic
.
 t = (t
1
; : : : ; t
m
). Sea b 2 Basic. Entonces
W
t
(
t
(b)) = (W
t
1
(
t
1
(b)); : : :W
t
m
(
t
m
(b)))
fpor denicion de W
t
y 
t
g
= (
t
1
(b); : : : ; 
t
m
(b))
fpor h.i.g
= 
t
(b)
fpor denicion de 
t
g.
 t = t
1
! t
2
o t = Process t
1
t
2
. Sean m = nArgs(t), [t
1
; : : : ; t
m
] =
aTypes(t) y t
r
= rType(t). Sean z
i
2 D
2
t
i
con i 2 f1::mg. Hemos de
demostrar que W
t
(
t
(b)) z
i
= 
t
(b) z
i
. Distinguimos dos casos, b = n
y b = d.
Si b = n, entonces
W
t
(
t
(n)) z
i
= W
t
r
(
t
r
(n)) fpor denicion de W
t
y 
t
g
= 
t
r
(n) fpor h.i.g
= 
t
(n) fpor denicion de 
t
g.
Si b = d tenemos que volver a distinguir dos casos. Si
V
m
i=1
z
i
v

t
i
(d), como 
t
y 
t
forman una insercion de Galois tenemos que (4)

t
i
(z
i
) = d (i 2 f1::mg). Ello implica por denicion de 
t
que (5)

t
(d) z
i
= 
t
r
(d).
W
t
(
t
(d)) z
i
= W
t
r
(
t
r
(d)) fpor (4) y def. de W
t
g
= 
t
r
(d) fpor h.i.g
= 
t
(d) z
i
fpor (5)g.
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En caso contrario existe un j 2 f1::mg tal que z
j
6v 
t
j
(d). Esto
signica que (6) 
t
j
(z
j
) = n, por lo que (7) 
t
(d) z
i
= 
t
r
(n), por
denicion de 
t
.
Si
V
m
i=1;i6=j
z
i
v 
t
i
(d), entonces
W
t
(
t
(d)) z
i
= W
t
r
(
t
r
(n)) fpor (6) y def. de W
t
g
= 
t
r
(n) fpor h.i.g
= 
t
(d) z
i
fpor (7)g.
En caso contrario,
W
t
(
t
(d)) z
i
= 
t
r
(n) fpor denicion de W
t
g
= 
t
(d) z
i
fpor (7)g.
 t = 8:t
1
. Este caso es trivial por hipotesis de induccion, pues W
t
=
W
t
1
y 
t
= 
t
1
.
2
La siguiente proposicion nos dice que la comparacion entre un valor abstracto
y 
t
(d) se puede llevar a cabo comparando sus correspondientes signaturas,
lo que resulta ser poco costoso. Esto sera muy util en la implementacion,
ya que dicha comparacion se hara muchas veces: en el peor de los casos la
comparacion hasta H
t
veces (H
t
se denio en la Figura 5.21).
Proposicion 48 Para cada tipo t, 8z 2 D
2
t
:z v 
t
(d), }
t
(z)  }
t
(
t
(d)).
Demostracion 22 (Proposicion 48)
 ()) Es trivial, pues }
t
es monotona.
 (() Supongamos que }
t
(z)  }
t
(
t
(d)). Entonces
z v W
t
(z) fpor la Proposicion 31(b)g
= <
t
(}
t
(z)) fpor denicion de W
t
g
v <
t
(}
t
(
t
(d))) fpor hipotesis y Proposicion 31(a)g
= W
t
(
t
(d)) fpor denicion de W
t
g
= 
t
(d) fpor la Proposicion 47g.
2
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av ! b
j (av
1
; : : : ; av
m
)
j v:(e; )
j G t
0
t
0
[t=] av
j A t
0
[t=] t
0
av
j
F
F [av
1
; : : : ; av
m
]
j aw
b ! j d
j n
aw ! j b
j (aw
1
; : : : ; aw
m
)
j ht; aw
1
: : : aw
m
+ awi
j ht; + awi
Figura 5.35: Denicion de los valores abstractos
5.8.3 Polimorsmo
Nos gustara tener una propiedad similar a la Proposicion 47,W
tinst

t
0
tinst
=

t
0
tinst
, de forma que pudieramos representar los valores abstractos de los
ejemplares de un tipo polimorco mediante sus signaturas, pero no es as.
Veamos un contraejemplo. Recordemos el ejemplo de la Seccion 5.5.4. Con-
sideramos el tipo polimorco 8:t
0
, con t
0
= (; ) ! , aplicado al tipo
t = Int ! Int. Entonces tinst = t
0
[t=] = (Int ! Int; Int ! Int) !
Int! Int. Para abreviar denotaremos por E
p
a BasicBasic y por F
p
a
[Basic ! Basic]  [Basic ! Basic]. Sea f 2 D
2
t
0
, f = p 2 E
p
:
1
(p). Por
denicion, tenemos que 
t
0
tinst
(f) = p 2 F
p
:
t
2
tinst
2
(f (
tinst
1
t
1
(p))).
Tambien por denicion se cumple que
W
tinst
(
t
0
tinst
(f)) =
p 2 F
p
:
(
u 2 Basic:u si p v (z 2 Basic:z; z 2 Basic:z)
u 2 Basic:n e.o.c.
Y tomando q = (z 2 Basic:z; z 2 Basic:n) obtenemos

t
0
tinst
(f) q = u 2 Basic:u < u 2 Basic:n = (W
tinst
(
t
0
tinst
(f))) q:
5.8.4 Denicion de los valores abstractos
En la Figura 5.35 se denen los valores abstractos usados en la implemen-
tacion del analisis. En ella se llevan a cabo dos tareas. Por un lado se
calculan los valores abstractos de las expresiones, segun se han denido en
el tercer analisis. Por otro lado, se anotan las expresiones con signaturas
correspondientes a dichos valores abstractos, perdiendo en dicho momento
cierta informacion.
En la implementacion del analisis las signaturas se consideraran tambien
como valores abstractos, de modo que una signatura s 2 S
t
es solo una forma
de representar el valor abstracto <
t
(s). As, usaremos un unico tipo AbsVal
para representar tanto los valores abstractos devueltos por el analisis como
las anotaciones de las expresiones, ver Figura 5.38.
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n t b = n
d t b = b
(av
1
; : : : ; av
m
) t (av
0
1
; : : : ; av
0
m
) = (av
1
t av
0
1
; : : : ; av
m
t av
0
m
)
ht; aw
1
: : : aw
m
+ awi t ht; aw
0
1
; : : : ; aw
0
m
+ aw
0
i =
ht; (aw
1
t aw
0
1
) : : : (aw
m
t aw
0
m
) + (aw t aw
0
)i
ht; + awi t ht; +aw
0
i = ht; +(aw t aw
0
)i
ht; aw
1
: : : aw
m
+ awi t ht; +aw
0
i = ht; +aw
0
i t ht; aw
1
: : : aw
m
+ awi
= ht; +(aw t aw
0
)i
(
F
F avs) t av = av t (
F
F avs) =
F
F av : avs
av t v:(e; ) = v:(e; ) t av =
F
F [av; v:(e; )]
(G t
0
t
0
[t=] av) t av
0
= av
0
t (G t
0
t
0
[t=] av) =
F
F [av
0
; G t
0
t
0
[t=] av]
(A t
0
[t=] t
0
av) t av
0
= av
0
t (A t
0
[t=] t
0
av) =
F
F [av
0
; A t
0
[t=] t
0
av]
t [av
1
; : : : ; av
m
] = av
1
t : : : t av
m
Figura 5.36: Denicion del operador de mnima cota superior
Pueden ser valores abstractos basicos d o n, que se utilizaran tanto para
representar un valor abstracto basico verdadero como una signatura basica.
Las tuplas de valores abstractos son tambien valores abstractos. Un va-
lor abstracto funcional puede tener distintas representaciones: puede estar
representado por una signatura o por una suspension.
En la Figura 5.35 una signatura funcional puede ser de dos formas:
ht; aw
1
: : : aw
m
+ awi o ht;+ awi. La primera de ellas es una signatura
normal, tal y como las hemos visto anteriormente. La signatura ht;+ awi
representa una funcion que devuelve aw cuando todos los argumentos son
deterministas (es decir, menores o iguales que 
t
i
(d)) y 
t
r
(n) en caso con-
trario. Es simplemente un caso particular de ht; aw
1
: : : aw
m
+ awi en el que
aw
i
= 
t
r
(n) (i 2 f1::mg).
Una funcion tambien puede representarse mediante una suspension. Pue-
de tratarse de una lambda abstraccion suspendida v:(e; ), una mnima
cota superior suspendida
F
F [av
1
; : : : ; av
m
] o una suspension polimorca de
la forma G t
0
t
0
[t=] av o A t
0
[t=] t
0
av.
En la Figura 5.36 se dene el operador de mnima cota superior entre
valores abstractos. Los casos de valores/signaturas basicos y de las tuplas
son simples. En el caso funcional, si ambas funciones estan representadas
por signaturas, basta con aplicar componente a componente el operador de
mnima cota superior. Si una de las funciones es una suspension, el resultado
es una nueva suspension de mnima cota superior.
5.8.5 Aplicacion de una funcion abstracta
En la Figura 5.37 se muestra la denicion de la aplicacion de una funcion
abstracta a un argumento abstracto. En el caso de que la funcion abstracta
sea una signatura de la forma ht
1
! : : :! t
m
! t
r
; aw
1
: : : aw
m
+ awi se
comprueba si el argumento av
0
es menor o igual que 
t
1
(d). Esto se hace,
aplicando la Proposicion 48, comparando sus signaturas, }
t
1
(av
0
) y 
0
t
1
(d).
192 5. Analisis de no determinismo
(v:(e; )) av = [[e]]
0
[v 7! (av; aw; b)] where v :: t
v
; aw = }
t
v
(av); b = 
t
v
(av)
(
F
F [av
1
; : : : ; av
m
]) av
0
=
F
[av
1
av
0
; : : : ; av
m
av
0
]
(G t
0
t
0
[t=] av) av
0
= 
0
t
2
tinst
2
(av (
0
tinst
1
t
1
(av
0
)))
(A t
0
[t=] t
0
av) av
0
= 
0
tinst
2
t
2
(av (
0
t
1
tinst
1
(av
0
)))
ht
1
! : : :! t
m
! t
r
; aw
1
: : : aw
m
+ awi av
0
(m > 1)
j }
t
1
(av
0
)  
0
t
1
(d) = ht
2
! : : :! t
m
! t
r
; aw
2
: : : aw
m
+ awi
j otherwise = ht
2
! : : :! t
m
! t
r
; +aw
1
i
ht
1
! t
r
; aw
1
+ awi av
0
j }
t
1
(av
0
)  
0
t
1
(d) = aw
j otherwise = aw
1
ht
1
! : : :! t
m
! t
r
; + awi av
0
(m > 1)
j }
t
1
(av
0
)  
0
t
1
(d) = ht
2
! : : :! t
m
! t
r
; + awi
j otherwise = 
0
t
2
!:::!t
m
!t
r
(n)
ht
1
! t
r
; +awi av
0
j }
t
1
(av
0
)  
0
t
1
(d) = aw
j otherwise = 
0
t
r
(n)
Figura 5.37: Aplicacion de las funciones abstractas
Si se cumple dicha condicion, se descarta el primer elemento aw
1
de la
signatura y se devuelve ht
2
! : : : ! t
m
! t
r
; aw
2
: : : aw
m
+ awi, ya que
estos ultimos elementos han sido obtenidos dando al primer argumento un
valor 
t
1
(d). En caso contrario, solo se puede devolver aw
1
como resultado
de la funcion si el resto de los argumentos son deterministas. Por ello se
devuelve una signatura de la forma ht
2
! : : :! t
m
! t
r
;+aw
1
i.
Si la funcion abstracta es una signatura ht
1
! : : :! t
m
! t
r
; + awi,
solo se devuelve el valor aw cuando todos los argumentos son deterministas
(es decir, menores o iguales que 
t
i
(d)). Si alguno de ellos no lo es, se
devuelve un valor no determinista.
Las suspensiones son solamente una forma de retrasar la evaluacion hasta
conocer los argumentos. La aplicacion de una funcion suspendida a un
argumento provoca la evaluacion de la funcion tanto como sea posible, hasta
obtener el resultado de la funcion, o bien una nueva suspension. Si se trata
de una suspension v:(e; ), continuamos evaluando el cuerpo e, mediante la
funcion de interpretacion [[]]
0
, presentada en la siguiente seccion. El entorno
 guarda los valores abstractos de todas las variables libres en e excepto
v. De modo que a~nadiremos v al entorno indicando el valor abstracto del
argumento.
Si se trata de una mnima cota superior suspendida, primero se aplica
cada funcion al argumento y despues se intenta calcular la mnima cota
superior de los resultados.
Si se trata de una suspension de polimorsmo continuamos aplicando la
denicion de 
t
0
tinst
o 
tinst t
0
(que estaba temporalmente suspendida).
En consecuencia, el algoritmo funciona a saltos suspendiendo y evaluan-
do, una y otra vez.
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[[]]
0
:: Expr ! Env ! AbsVal
[[e]]
0
 = 
1
([[e]] )
[[]] :: Expr( )! Env ! (AbsVal ; Expr AbsVal)
[[v]]  = (av; v@aw)
where (av; aw; ) = (v);
[[k]]  = (d; k@d)
[[(x
1
; : : : ; x
m
)]]  = ((av
1
; : : : ; av
m
); (x
0
1
; : : : ; x
0
m
)@(aw
1
; : : : ; aw
m
))
where (av
i
; x
0
i
) = [[x
i
]] ; x
i
@aw
i
= x
0
i
[[C x
1
: : : x
m
]]  = (aw;C x
0
1
: : : x
0
m
@aw) fx
i
:: t
i
g
where (av
i
; x
0
i
) = [[x
i
]] ; aw = t
m
i=1
b
i
; b
i
= if isvar(x
i
) then (
3
((x
i
))) else d
[[op x
1
; : : : ; x
m
]]  = (aw; op x
0
1
: : : x
0
m
@aw) fop :: topg
where (av
i
; x
0
i
) = [[x
i
]] ; aw = 
0
top
(d) aw
1
: : : aw
m
;
aw
i
= if isvar(x
i
) then (
2
((x
i
))) else d
[[v:e]]  = (a; (v@awv:e
0
)@aw) fv :: t
v
; (v:e) :: tg
where a = v:(e; ); aw = }
t
(a); awv = 
0
t
v
(n);
( ; e
0
) = [[e]] [v 7! (awv; awv; n)]
[[process v ! e]]  = (a; (process v@awv ! e
0
)@aw) fv :: t
v
; (process v ! e) :: tg
where a = v:(e; ); aw = }
t
(a); awv = 
0
t
v
(n);
( ; e
0
) = [[e]] [v 7! (awv; awv; n)]
[[e x]]  = (a; (e
0
x
0
)@aw) f(e x) :: tg
where (ae; e
0
) = [[e]] ; (ax; x
0
) = [[x]] ; a = ae ax; aw = }
t
(a)
[[v#x]]  = (a; (v
0
#x
0
)@aw) f(v#x) :: tg
where (av; v
0
) = [[v]] ; (ax; x
0
) = [[x]] ; a = av ax; aw = }
t
(a)
[[merge ]]  = (aw;merge@aw) fmerge :: t
merge
g
where aw = 
0
t
merge
(n)
Figura 5.38: Algoritmo de anotacion de expresiones (I)
5.8.6 El algoritmo
En el algoritmo hay dos funciones de interpretacion diferentes, [[]]
0
y [[]].
Dada una expresion e sin anotar y un entorno , [[e]]  devuelve un par
(av; e
0
@aw) en el que av es el valor abstracto de e, e
0
es la expresion e en
la que todas sus subexpresiones han sido anotadas, y aw es la anotacion
externa de e. Mientras que las anotaciones de las expresiones son siempre
signaturas, se pretende que la primera componente del par mantenga la
mayor cantidad de informacion posible, excepto en el calculo del punto jo,
donde sera sustituida por la signatura correspondiente.
En las Figuras 5.38 y 5.39 se presenta el algoritmo que calcula [[]] escrito
en pseudocodigo. El algoritmo para [[]]
0
es muy similar. Dada una expresion
e y un entorno , [[e]]
0
 se limita a devolver el valor abstracto de la expresion,
no calculando ninguno de los valores auxiliares computados por [[e]] . En
la implementacion realizada existe un unico algoritmo para [[]] y [[]]
0
. La
evaluacion perezosa evita que se realicen computos no requeridos.
En un entorno , a cada variable de programa v se le asocia una terna
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[[let bind in e]]  = (a; (let bind
0
in e
0
)@aw) fe :: tg
where (
0
; bind
0
) = [[bind]]
B
; (a; e
0
) = [[e]] 
0
e
00
@aw = e
0
[[case e of (v
1
; : : : ; v
m
)! e
0
]]  =
(a; (case (e
1
@awe) of (v
0
1
; : : : ; v
0
m
)! (e
0
1
@aw))@aw) fv
i
:: t
i
g
where (ae; e1@awe) = [[e]] ; aw
i
= 
i
(awe); v
0
i
= v
i
@aw
i
; av
i
= 
i
(ae);
b
i
= 
t
i
(av
i
); (a; e
0
1
@aw) = [[e
0
]] [v
i
7! (av
i
; aw
i
; b
i
)]
[[case e of alt
i
]]  = (av; (case e
0
of alt
0
i
)@aw) fcase e of alt
i
:: tg
where (ae; e
0
) = [[e]] ; (av
i
; alt
0
i
) = [[alt
i
]]
A
ae ;
C
i
v
i1
: : : v
im
i
! (e
i
@wa
i
) = alt
0
i
;
aw = if ae = n then 
0
t
(n) else t
m
i=1
aw
i
;
av = if ae = n then 
0
t
(n) else t
m
i=1
av
i
[[:e]]  = (av; (:e
0
)@awv)
where (av; e
0
) = [[e]] ; e
00
@awv = e
0
[[(e t)]]  = (av; e
0
t@aw) fe :: (8:t
0
); tinst = t
0
[t=]g
where (av
0
; e
0
) = [[e]] ; av = 
0
t
0
tinst
(av
0
); aw = }
tinst
(av)
[[v = e]]
B
 = ([v 7! (av; aw; b)]; v@aw = e
0
@aw)
where (av; e
0
@aw) = [[e]] ; b = 
t
v
(av)
[[rec v
i
= e
i
]]
B
 = (
f ix
; rec v
0
i
= e
00
i
) fv
i
:: t
i
g
where 
f ix
= fix f init; init = [v
i
7! (aw
i
; aw
i
; d)]; aw
i
= 
0
t
i
(d)
f
0
= 
0
[v
i
7! (aw
0
i
; aw
0
i
; b
i
)] where av
0
i
= [[e
i
]]
0

0
; aw
0
i
= }
t
i
(av
0
i
); b
i
= 
t
i
(av
0
i
)
( ; e
00
i
) = [[e
i
]] 
fix
; ( ; aw
i
; ) = 
x
(v
i
); v
0
i
= v
i
@aw
i
[[C v
1
: : : v
m
! e]]
A
avd  = (av;C v
0
1
: : : v
0
m
! e
0
) fv
i
:: t
i
g
where
aw
i
= 
0
t
i
(avd); (av; e
0
) = [[e]] [v
i
7! (aw
i
; aw
i
; avd)]; v
0
i
= v
i
@aw
i
[[v ! e]]
A
avd  = (av; v
0
! e
0
)
where (av; e
0
) = [[e]] [v 7! (avd; avd; avd)]; v
0
= v@avd
Figura 5.39: Algoritmo de anotacion de expresiones (II)
(av; aw; b) de valores abstractos. La primera componente av es el valor
abstracto de la variable, aw es la signatura correspondiente }
t
(av), y b es el
valor basico obtenido por 
t
(av). Puesto que estos tres valores pueden ser
usados varias veces a lo largo de la interpretacion, se calculan solamente una
vez, cuando se liga la variable, y despues se usan all donde sea necesario.
Describimos ahora la interpretacion. La primera componente del resul-
tado av es la denicion de [[]]
3
W
, por lo que nos limitamos a explicar la parte
correspondiente a las anotaciones. En general, para anotar una expresion
se anotan primero sus subexpresiones y despues se calcula la anotacion de
la expresion completa mediante muestreo del valor abstracto (primera com-
ponente del resultado del algoritmo) de la expresion. Pero, en ocasiones es
posible construir la anotacion de la expresion completa partiendo solo de las
anotaciones de las subexpresiones, lo cual resulta ser mas eciente.
La anotacion de una variable es simple, puesto que su signatura se en-
cuentra en el entorno. Un literal se anota con un valor determinista basico
d. Para anotar una tupla, primero anotamos sus componentes; la anotacion
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de la tupla es la tupla formada por dichas anotaciones. Para anotar un valor
construido, de nuevo anotamos primero sus componentes. Aqu usamos el
hecho de que el entorno contiene el valor basico de cada componente (cuando
se trata de una variable), con lo que basta tomar la cota superior de todos
ellos para obtener la anotacion de la expresion completa.
Para anotar un operador primitivo, anotamos primero cada uno de sus
argumentos. Puesto que el valor abstracto del operador primitivo es una
signatura 
0
top
(d), el resultado de la aplicacion a varios argumentos sera
directamente una signatura, por lo que en este caso no es necesario ningun
muestreo adicional. Para realizar la necesaria aplicacion de la signatura a
los argumentos hace falta en principio el muestreo de los argumentos, como
se vio la Figura 5.37; pero en este punto el entorno nos facilita las signaturas
de los argumentos, por lo que podemos proporcionarselos directamente a la
aplicacion.
Para anotar una lambda abstraccion, se anota primero su cuerpo. Para
poder hacerlo, debemos dar un valor abstracto al argumento. Dicho valor
abstracto depende de los argumentos a los que se aplique la funcion, pero
ahora estamos anotando la funcion en s y no conocemos las aplicaciones
que apareceran en el programa. As que hemos de dar a cada argumento el
valor pesimista 
0
t
v
(n).
En una aplicacion e x, primero se anotan las subexpresiones e y x, y des-
pues se anota la expresion mediante muestreo del valor abstracto resultante
de la aplicacion. Las abstracciones y concreciones de proceso son semejantes
a las lambda abstracciones y aplicaciones de funciones.
Una expresion let recibe la misma anotacion que su expresion principal.
Si la ligadura v = e es no recursiva, la variable v se a~nade al entorno. Si es
recursiva, para obtener el valor abstracto de cada lado derecho usamos [[]]
0
en el calculo del punto jo y aplicamos el muestreo para obtener la signatura.
Si usaramos [[]] en su lugar, en cada iteracion se anotaran innecesariamente
todas las e
i
. De esta forma, solamente anotamos los lados derechos de las
ligaduras una vez calculado el punto jo.
Una expresion case de tuplas recibe la misma anotacion que su alter-
nativa. Cada variable del lado izquierdo de la alternativa se anota con la
correspondiente componente de la anotacion del discriminante.
En un case algebraico, tenemos que considerar que el valor abstracto
puede ser una suspension de mnima cota superior de los valores abstrac-
tos de las alternativas. El muestreo de esta suspension es la mnima cota
superior de los muestreos de los valores abstractos de las alternativas, de
modo que basta con calcular la mnima cota superior de las anotaciones de
las alternativas. Las variables de los lados izquierdos se anotan de acuerdo
con el valor del discriminante. Si aparece una alternativa por defecto, la
variable del lado izquierdo se anota con el valor abstracto del discriminante.
Los case primitivos son semejantes a los algebraicos cuando los cons-
tructores no tienen argumentos, por lo que no describimos este caso.
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Una abstraccion de tipo recibe la misma anotacion que su cuerpo. Una
aplicacion de tipo recibe como anotacion el muestreo del correspondiente
valor abstracto.
5.8.7 Coste del analisis
Pretendemos estimar el coste de las funciones del algoritmo en terminos
del tama~no del texto original del programa, es decir, de las expresiones del
programa y del de sus tipos, y no en terminos de sus valores abstractos.
Analizar el coste del algoritmo de interpretacion se ha revelado como
una tarea ardua, debido a que muchas de las funciones implicadas|en par-
ticular [[]], [[]]
0
, la aplicacion abstracta, 
0
ttinst
, }
t
, 
0
tinst t
0
, y 
0
t
| contienen
una fuerte recursion mutua y tambien a la creacion de suspensiones. La in-
terpretacion de una expresion se detiene tan pronto como se encuentra una
lambda abstraccion o una abstraccion de proceso (usaremos aqu la pala-
bra \lambda" en ambas ocasiones). La interpretacion se reinicia cuando la
lambda se aplica a un argumento, pero entonces puede aparecer una nueva
lambda con lo que la interpretacion se suspendera de nuevo. Este proceso
de paradas y arranques continua hasta que la lambda se aplica a todos los
argumentos disponibles.
Afortunadamente, hay otras funciones mas simples cuyo coste se puede
calcular directamente en terminos del tama~no de los tipos implicados. Por
ejemplo, una comparacion entre dos signaturas en S
t
, o el calculo de su
mnima cota superior se puede llevar a cabo en O(H
t
). Luego la mnima
cota superior de m valores abstractos de tipo t esta en O((m   1) H
t
). El
coste de 
0
t
(b) esta en O(m+H
t
r
), siendo m = nArgs(t) y t
r
= rType(t). Por
su parte, para analizar el coste de las funciones principales de interpretacion
denimos dos funciones s; s
0
: Expr ! Int que proporcionan, respectiva-
mente, los \tama~nos" de una expresion e al ser interpretada por [[]] y por
[[]]
0
. Escribimos entonces que [[e]]
0
 2 O(s
0
(e)) y que [[e]]  2 O(s(e)). La
denicion completa de s y s
0
se da en las Figuras 5.41 y 5.40. Podemos
observar que casi siempre s(e) y s
0
(e) son lineales con respecto al tama~no
sintactico de e, incluyendo el tama~no de los tipos implicados. Pero hay tres
excepciones a dicha linealidad:
Aplicaciones: Interpretar una ligadura lambda con [[]]
0
cuesta O(1) puesto
que inmediatamente se crea una suspension. Pero el cuerpo de la
lambda se interpretara tantas veces como se aplique en el texto. La
nocion de cuerpo de una lambda es compleja. Implica la sustitucion de
las variables libres por su denicion siempre que las variables aparezcan
aplicadas en el cuerpo. Suponiendo que la nocion de cuerpo e

de una
lambda esta bien denido (ver funcion body en la Figura 5.45), el
algoritmo tiene un coste O(s
0
(e

)) cada vez que se aplica la lambda.
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Muestreo de una funcion: El muestreo se usa constantemente en [[]] pa-
ra anotar expresiones con signaturas, as como por [[]] y [[]]
0
al calcular
los puntos jos. El coste de }
t
(e) corresponde a m + 1 aplicaciones
abstractas, cada una a m parametros, siendo m = nArgs(t). De modo
que siendo e

el cuerpo de e, el coste total estara en O((m+1) s
0
(e

)).
Puntos jos: Supongamos que hay una unica ligadura recursiva v = e de
tipo funcional t, donde m = nArgs(t), t
r
= rType(t), y e

es el cuerpo
de e. El algoritmo [[]]
0
calculara el mnimo punto jo tras un maximo
de H
t
= (m + 1) H
t
r
iteraciones. Recordemos que H
t
es la altura
del dominio de signaturas. En cada iteracion, se ha de calcular la
signatura de e, con lo que el coste del calculo de los puntos jos esta
en O(m
2
H
t
r
s
0
(e

)). El algoritmo de anotacion [[]] a~nadira a este
coste el de anotar completamente e, lo que implica m muestreos mas,
cada uno de ellos con un parametro menos. En total, el proceso de
anotacion costara O(m
2
s
0
(e

)).
En resumen, podemos decir que el algoritmo de interpretacion/anotacion es
lineal con respecto a e excepto en las aplicaciones|donde la interpretacion
del cuerpo debe multiplicarse por el numero de aplicaciones|, en las ano-
taciones de las funciones{donde es cuadratico debido al muestreo|y en los
puntos jos donde puede alcanzar un coste cubico.
Se ha ejecutado el algoritmo con deniciones de esqueletos Eden tpicos.
Para cheros de 3.000 lneas netas y 80 segundos de compilacion en una
SUN 4 250 MHz Ultra Sparc-II, el analisis a~nade un coste en el rango de 0.5
a 1 segundos, es decir, supone menos de un 1% de sobrecarga.
Funciones de coste
Deniremos ahora con detalle las funciones s y s
0
, as como todas las fun-
ciones auxiliares necesarias para hacerlo.
Coste de [[e]]
0
. La funcion s
0
describe el coste de obtener el valor abstrac-
to de una expresion, ver Figura 5.40. El coste de obtener el valor abstracto
de un literal o una variable es constante, ya que en el primer caso es d y en
el segundo se obtiene directamente del entorno.
Puesto que tanto las tuplas como los demas valores construidos solo
contienen literales o variables, el coste de obtener su valor abstracto es m,
siendo m el numero de componentes.
El valor abstracto de un operador primitivo op :: top es una signatura,
por lo que solamente hace falta comparar el valor abstracto de cada argu-
mento x
i
:: t
i
con 
t
i
(d). Esto se puede hacer a traves de las correspondientes
signaturas. Puesto que los operadores primitivos se aplican sobre variables
o literales, tenemos directamente disponibles sus signaturas. Por tanto te-
nemos que calcular 
0
t
i
(d), con coste m
i
+H
t
i
r
para cada i 2 f1::mg donde
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s
0
(k) = s
0
(v) = 1
s
0
(x
1
; : : : x
m
) = m
s
0
(C x
1
: : : x
m
) = m
s
0
(op x
1
: : : x
m
) =
P
i
H
t
i
+H
t
r
fop :: top;m = nArgs(top); [t
1
; : : : ; t
m
] = aTypes(top); t
r
= rType(top); i 2 f1::mgg
s
0
(v:e) = 1
s
0
(e x) = s
0
(e) + s
0
(x) + (sum (map s
0
es) + c)
donde (es; c) = body e x
s
0
(let v = e in e
0
) = s
0
(e) + s
0
(e
0
) + p
t
(e) + a
t
(e) fe :: tg
s
0
(let rec v
i
= e
i
in e
0
) = niter 
P
i
(s
0
(e
i
) + p
t
i
(e
i
) + a
t
i
(e
i
) + niter) + s
0
(e
0
)
donde niter =
P
i
H
t
i
fi 2 f1::mg; e
i
:: t
i
g
s
0
(case e of (v
1
; : : : v
m
)! e
0
) = s
0
(e) + s
0
(e
0
) + (p
t
(e) +
P
i
A
t
i
)
fi 2 f1::mg; v
i
:: t
i
; e :: tg
s
0
(case e of C
i
v
ij
! e
i
) = s
0
(e) +
P
i;j
(m
ij
+H
t
r
ij
) +
P
i
s
0
(e
i
) + (m  1) H
t
fi 2 f1::mg; j 2 f1::m
i
g; e
i
:: t; v
ij
:: t
ij
; t
r
ij
= rType(t
ij
);m
ij
= nArgs(t
ij
)g
s
0
(:e) = s
0
(e)
s
0
(e t) = s
0
(e) +  

t
0
t
fe :: 8:t
0
g
Figura 5.40: Coste de [[e]]
0

s(k) = s(v) = 1
s(x
1
; : : : x
m
) = m
s(C x
1
: : : x
m
) = m
s(op x
1
: : : x
m
) =
P
i
H
t
i
+H
t
r
fop :: top;m = nArgs(top); [t
1
; : : : ; t
m
] = aTypes(top); t
r
= rType(top); i 2 f1::mgg
s(v:e) = s(e) + p
t
(v:e) + (m
1
+H
t
1
r
)
fv :: t
1
; t
1
r
= rType(t
1
);m
1
= nArgs(t
1
); v:e :: tg
s(e x) = s(e) + s(x) + (sum (map s
0
es) + c) + p
t
(e x) fe x :: tg
donde (es; c) = body e x
s(let v = e in e
0
) = s(e) + s(e
0
) + a
t
(e)
s(let rec v
i
= e
i
in e
0
) = niter 
P
i
(s
0
(e
i
) + p
t
i
(e
i
) + a
t
i
(e
i
) + niter) +
P
i
s(e
i
) + s(e
0
)
donde niter =
P
i
H
t
i
fi 2 f1::mg; e
i
:: t
i
g
s(case e of (v
1
; : : : v
m
)! e
0
) = s(e) + s(e
0
) + (p
t
(e) +
P
i
A
t
i
)
fi 2 f1::mg; v
i
:: t
i
; e :: tg
s(case e of C
i
v
ij
! e
i
) = s(e) +
P
i;j
(m
ij
+H
t
r
ij
) +
P
i
s(e
i
) + (m  1) H
t
fi 2 f1::mg; j 2 f1::m
i
g; e
i
:: t; v
ij
:: t
ij
;m
ij
= nArgs(t
ij
); t
r
ij
= rType(t
ij
)g
s(:e) = s(e)
s(e t) = s(e) +  

t
0
t
+ p
tinst
(e t)
fe :: 8:t
0
; e t :: tinstg
Figura 5.41: Coste de [[e]] 
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m = nArgs(top), m
i
= nArgs(t
i
) y t
i
r
= rType(t
i
). Sin embargo, el coste
de las comparaciones supera al anterior pues es H
t
i
para cada i 2 f1::mg.
Si todos los argumentos son deterministas o solamente uno de ellos es no
determinista, devolveremos una de las componentes de la signatura. Si hay
mas de uno no determinista, habra que devolver un valor no determinista

0
t
r
(n) donde t
r
= rType(top) (tiene 0 argumentos ya que las aplicaciones
de operadores primitivos son saturadas), lo que cuesta H
t
r
.
Para obtener el valor abstracto de una lambda, basta con construir la
suspension, por lo que el coste es constante.
Podemos considerar la evaluacion de una aplicacion e x dividida en dos
fases. En la primera se evaluan e y x hasta llegar a un valor abstracto, lo
cual cuesta respectivamente s
0
(e) y s
0
(x). A continuacion ha de evaluarse la
propia aplicacion. Para calcular su coste se utiliza la funcion body, denida
en la Figura 5.45. Dada una expresion e (de tipo funcional) y su argumento,
body devuelve una lista de expresiones es y un entero c. Los elementos de
la lista son aquellas expresiones cuyos valores abstractos son el resultado de
la aplicacion abstracta. Puede haber mas de una debido a la presencia de
expresiones case. Por tanto hemos de a~nadir sus costes sum (map s
0
es)
al coste de la aplicacion. El entero c representa algunos costes adicionales
laterales, detallados mas abajo, que tambien deben ser a~nadidos al coste de
la aplicacion.
Para obtener el valor abstracto de una expresion let x = e in e
0
, donde
e :: t, tenemos que calcular el valor abstracto de e y e
0
, lo que cuesta respec-
tivamente s
0
(e) y s
0
(e
0
). Adicionalmente, se calculan la signatura de e y su
correspondiente valor abstracto basico para a~nadirlos al entorno. El coste
de obtener una signatura viene dado por p
t
(e), denido en la Figura 5.43 y
que se desarrollara mas adelante (ver pagina 201). El coste de calcular el
correspondiente valor basico (mediante la aplicacion de la funcion 
t
) viene
dado por a
t
(e), denida mas abajo (ver pagina 204).
En una expresion let rec v
i
= e
i
in e
0
debemos multiplicar el coste de
hallar el valor abstracto de cada una de las ligaduras por el numero de
iteraciones. En el peor de los casos, en cada vuelta se modica la signatura
de exactamente una de las ligaduras y esta solamente en una componente.
Por tanto, en el peor de los casos el numero de iteraciones niter es la suma
de las profundidades de los dominios signatura de los tipos de las ligaduras,
es decir,
P
i
H
t
i
donde i 2 f1::mg y m es el numero de ligaduras. Ademas,
al nal de cada iteracion han de compararse las signaturas para saber si ya
ha nalizado el calculo del punto jo, lo cual supone un coste proporcional a
la suma de los tama~nos de las signaturas de las ligaduras, es decir, niter (el
tama~no de la signatura viene dado por la profundidad del correspondiente
dominio de signaturas). Finalmente a~nadimos el coste de hallar el valor
abstracto de e
0
, s
0
(e
0
).
Para calcular el valor abstracto de una expresion case e of (v
1
; : : : v
m
)!
e
0
hace falta calcular el valor abstracto de e y de e
0
, lo cual cuesta respectiva-
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 

K;t
=  

T t
1
:::t
m
;t
=  


0
;t
= 1
 

;t
= nArgs(t) +H
rType(t)
 

(t
1
;:::;t
m
);t
=
P
m
i=1
 

t
i
;t
 

t
1
!t
2
;t
= 1
 

Process t
1
t
2
;t
= 1
 

8
0
:t
0
;t
=  

t
0
;t
Figura 5.42: Coste de 
0
t
0
tinst
mente s
0
(e) y s
0
(e
0
). Adicionalmente hay que a~nadir al entorno las variables
v
i
, lo cual implica calcular su signatura y sus valores basicos correspondien-
tes. Puesto que la signatura de una tupla es la tupla de las signaturas, esto
es equivalente a calcular la signatura de e, y aplanar cada una de sus com-
ponentes para obtener los correspondientes valores basicos. Por ello el coste
es p
t
(e) +
P
i
A
t
i
, donde A
t
representa el coste de aplanar una signatura en
S
t
hasta obtener un valor basico (ver Figura 5.46).
Para calcular el valor abstracto de una expresion case e of C
i
v
ij
! e
i
con e
i
:: t y v
ij
:: t
ij
, hemos de calcular el valor abstracto de e y de cada
una de las alternativas e
i
, lo que cuesta respectivamente s
0
(e) y s
0
(e
i
). Si
el valor abstracto del discriminante es determinista, hemos de a~nadir al
entorno las variables v
ij
con un valor determinista 
0
t
ij
(d), lo cual cuesta
P
i;j
(m
ij
+H
t
r
ij
) donde m
ij
= nArgs(t
ij
) y t
r
ij
= rType(t
ij
). Finalmente,
se calcula la mnima cota superior de las alternativas, lo que cuesta (m 1)H
t
donde m es el numero de alternativas. Sin embargo, si el valor abstracto del
discriminante es no determinista, devolvemos directamente 
0
t
(n), lo cual es
menos costoso que en el caso anterior.
El coste de obtener el valor abstracto de :e es el coste de obtener el
valor abstracto de e, s
0
(e).
Y nalmente, el coste de obtener el valor abstracto de una aplicacion de
tipos e t corresponde al coste de obtener el valor abstracto de e, s
0
(e), mas
el coste de calcular 
0
t
0
tinst
. Dado un tipo polimorco 8:t
0
, otro tipo t, y un
valor abstracto av 2 D
2
0
t
, el coste de 
0
t
0
tinst
(av) (denido en la Figura 5.42),
donde tinst = t
0
[t=], esta en O( 

t
0
t
).
Coste de [[e]] . La funcion s describe el coste de obtener el valor abs-
tracto de una expresion y de anotar la expresion con informacion de no
determinismo (ver Figura 5.41).
Si la expresion es un atomo, una tupla, un valor construido o la aplicacion
de un operador primitivo, el coste coincide con el dado por s
0
, ya que la
5.8.7 Coste del analisis 201
anotacion de estas expresiones no implica realizar ningun calculo adicional,
sino solamente extraer las signaturas de los entornos. En la aplicacion de un
constructor hay que calcular la mnima cota superior de m valores basicos,
lo que cuesta m.
Para anotar una lambda abstraccion v:e :: t, hemos de anotar la variable
v :: t
1
con el valor pesimista 
0
t
1
(n), lo que cuesta m
1
+ H
t
1
r
donde m
1
=
nArgs(t
1
) y t
1
r
= rType(t
1
). Tambien ha de anotarse el cuerpo e, lo que
cuesta s(e). Finalmente, la anotacion de la lambda se obtiene mediante
muestreo de su valor abstracto, cuyo coste es p
t
(v:e).
Para anotar una expresion e x :: t han de anotarse e y x, lo que cuesta
respectivamente s(e) y s(x). Para calcular la anotacion de la expresion,
primero se ha de calcular el valor abstracto de la aplicacion, cuyo coste se
obtiene al igual que antes usando la funcion body. Despues se obtiene la
signatura mediante muestreo de dicho valor abstracto, lo que cuesta p
t
(e x).
Para anotar una expresion let x = e in e
0
donde e :: t, tenemos que
anotar e y e
0
, lo que cuesta respectivamente s(e) y s(e
0
). A diferencia de
antes, no hace falta calcular la signatura de e, puesto que este coste ya se ha
incluido al anotar e en s(e). S hace falta en cambio a~nadir el correspondiente
valor basico, lo que cuesta a
t
(e).
En una expresion let rec v
i
= e
i
in e
0
se ha de tener en cuenta que
durante el calculo del punto jo no anotamos los lados derechos de las li-
gaduras, sino que solamente calculamos los valores abstractos de las mis-
mas. Por ello, el coste correspondiente al calculo del punto jo sigue siendo
niter 
P
i
(s
0
(e
i
) + p
t
i
(e
i
) + a
t
i
(e
i
) + niter) donde niter =
P
i
H
t
i
. Una vez
calculado el punto jo, procedemos a anotar los lados derechos, con coste
P
i
s(e
i
) y la expresion principal, con coste s(e
0
).
Los costes para las expresiones case y la abstraccion de tipo son analogos
a los costes proporcionados para s
0
siendo la unica diferencia el hecho de que
las apariciones recursivas son s en lugar de s
0
.
Finalmente, para anotar una aplicacion de tipo e t, se ha de anotar
primero e, con coste s(e). La anotacion de la expresion se obtiene calculando
primero el valor abstracto, con coste  

t
0
t
para despues obtener la signatura
mediante muestreo, lo que cuesta p
tinst
(e t).
Detallemos ahora algunas de las funciones de coste que han ido apare-
ciendo en las deniciones de s y s
0
.
Coste de obtener una signatura. En la Figura 5.43 se muestra el coste
de obtener una signatura, es decir, de llevar a cabo un muestreo completo.
Explicamos el caso funcional y el caso tupla, ya que los demas son
sencillos. Consideremos una expresion e :: t, donde t = t
1
! t
2
o t =
Process t
1
t
2
, con valor abstracto av. El coste de obtener la signatura co-
rrespondiente a av se denota por p
t
(e). Si av es una signatura, el coste de su
muestreo es H
t
(lo que se tarda en saber que se trata de una signatura). Si
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p
K
(e) = p
T t
1
:::t
m
(e) = p

(e) = 1
p
(t
1
;:::;t
m
)
(e) =
P
i;j
p
t
i
(e
ij
) +
P
i
n
i
H
t
i
donde (es; cs) = comps(e); i 2 f1::mg; n
i
= cs!!(i  1);
j 2 f1::(length es
i
)g; e
ij
= (es!!(i  1))!!(j   1)
p
t
(e) = H
t
+
P
m
i=1
(m
i
+H
t
r
i
) + (m + 1) oneap(e)
ft = t
1
! t
2
; P rocess t
1
t
2
g
p
8:t
(e) = p
t
(e)
Figura 5.43: Coste de obtener una signatura para un valor abstracto
comps :: Expr ! ([[Expr]]; [Int])
comps(x
1
; : : : ; x
m
) = ([[x
1
]; : : : ; [x
m
]]; [0; : : : ; 0])
comps(let bs in e) = comps (e)
comps(case e of (v
1
; : : : ; v
m
)! e
0
) = comps(e
0
)
comps(case e of C
i
v
ij
! e
i
) = join(map comps [e
1
; : : : ; e
m
]) fi 2 f1::mgg
comps(e x) = join(map comps es)
donde (es; ) = body e x
comps(v) = comps(e) fligada por un let no recursivog fv = eg
comps(v) = ([[ ]; : : : [ ]]; [1; : : : ; 1]) fligada por lambda, let recursivo, case alg.g
comps(v) = (ves;ncs) fligada por case de tupla k-esima, discriminante eg
donde (es; cs) = comps(e); es
k
= es!!(k   1); c
k
= cs!!(k   1)
(ves; vcs) = join(map comps es
k
); ncs = zipWith (+) vcs [c
k
; : : : ; c
k
]
join [] = ([[ ]; : : : ; [ ]]; [0; : : : ; 0])
join xs = foldl1 g xs
g (xs
1
; cs
1
) (xs
2
; cs
2
) = (zipWith (++) xs
1
xs
2
; zipWith (+) cs
1
cs
2
)
Figura 5.44: Denicion de la funcion comps
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no lo es, entonces denotemos por oneap(e) (ver Figura 5.47 en la pagina 206)
al coste de llevar a cabo la aplicacion de la funcion sobre una de las combi-
naciones de argumentos en que consiste el muestreo. Entonces la obtencion
de la signatura incluye el calculo de las combinaciones de argumentos for-
madas por 
0
t
i
(d) y 
0
t
i
(n), lo que cuesta
P
i
(m
i
+ H
t
r
i
), y las aplicaciones
a dichas (m + 1) combinaciones, lo que cuesta (m + 1) oneap(e). Luego
p
t
(e) = H
t
+
P
i
(m
i
+H
t
r
i
) + (m+ 1) oneap(e) representa el coste del mues-
treo completo, donde i 2 f1::mg;m = nArgs(t), [t
1
; : : : ; t
m
] = aTypes(t),
t
r
= rType(t), m
i
= nArgs(t
i
) y t
r
i
= rType(t
i
).
Para conocer el coste de obtener una signatura para una tupla, denimos
la funcion auxiliar comps, mostrada en la Figura 5.44. Dada una expresion
e de tipo tupla (t
1
; : : : ; t
m
), con valor abstracto (av
1
; : : : ; av
m
), buscamos
la lista de expresiones e
i
que dan lugar a los valores abstractos de cada
componente av
i
. Puesto que tenemos expresiones case, podra haber varias
posibilidades para cada componente, por lo que comps devolvera un par
de listas. La primera, es, contiene las listas de expresiones posibles para
cada componente. La segunda, cs, es una lista de enteros cuyo signicado
explicamos a continuacion. Cuando una variable esta ligada por una lambda,
un case algebraico o una expresion let recursiva, su valor abstracto es una
signatura, por lo que en tal caso, no hay ninguna expresion correspondiente
y contamos cuantas variables hay en esta situacion para cada componente.
El coste de obtener la signatura para una expresion de tipo tupla e consta
por un lado de los costes de obtener las signaturas de todas las posibles
expresiones componentes
P
i;j
p
t
i
(e
ij
), con e
ij
= (es!!(i  1))!!(j   1) (donde
xs!!i denota el elemento i-esimo de la lista xs). Adicionalmente, los n
i
representan el numero de veces en que el valor abstracto de la componente
es ya una signatura, lo que nos cuesta comprobar un tiempo H
t
i
, por lo
hemos de a~nadir un sumando
P
i
n
i
H
t
i
.
La funcion body. La funcion body se dene utilizando una funcion auxiliar
lbody que toma como argumentos una expresion funcional e, una lista de
argumentos xs y un coste acumulado c (ver Figura 5.45). Esta funcion
busca el cuerpo (o cuerpos) de la funcion una vez aplicada a los argumentos
xs y acumula en c los costes adicionales de llevar a cabo las aplicaciones.
Por ejemplo, en el caso de las expresiones case, el coste de obtener a cabo
la correspondiente mnima cota superior.
Si la expresion es una lambda v:e y aun quedan argumentos por aplicar,
llevamos a cabo la aplicacion sustituyendo en e la variable v por x. Esto no
implica ningun coste adicional, ya que simplemente se a~nade v al entorno
con su nuevo valor.
Si la expresion es una aplicacion e x, buscamos el cuerpo de e a~nadiendo
como nuevo argumento la x. En una expresion case e (v
1
; : : : ; v
m
) ! e
0
se
continua evaluando e
0
. En una expresion case e of C
i
v
ij
! e
i
, cualquiera
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body :: Expr ! V ar ! ([Expr]; Int)
body e x = body
0
[e] [x] 0
body
0
:: [Expr]! [V ar]! Int! ([Expr]; Int)
body
0
[ ] xs c = ([ ]; c)
body
0
(e : es) xs c = (es1++ess; c
2
)
donde (es1; c
1
) = lbody e xs c
(ess; c
2
) = body
0
es xs c
1
lbody :: Expr ! [V ar]! Int! ([Expr]; Int)
lbody e [ ] c = ([e]; c)
lbody (v:e) (x : xs) c = lbody e[x=v] xs c
lbody (e x) xs c = lbody e (x : xs) c
lbody (case e of (v
1
; : : : ; v
m
)! e
0
) xs c = lbody e
0
xs c
lbody (case e of C
i
v
ij
! e
i
) xs c = body
0
[e
1
; : : : ; e
m
] xs (c + (m  1) H
t
)
fi 2 f1::mg; e
i
:: tg
lbody (let bs in e) xs c = lbody e xs c
lbody v xs c = lbody e xs c fligada por let no recursivog fv = eg
lbody v xs c = ([ ]; c
0
) fligada por lambda, let recursivo o case algebraicog
donde c
0
= c +
P
i
p
t
i
(x
i
) + (m  j) +H
t
r
; x
i
= xs!!(i  1)
fi 2 f1::jg; j = length xs ; v :: t; t
r
= rType(t)g
lbody v xs c = body
0
es
k
xs c
0
fligada por case de tupla k-esima, discriminante eg
donde
(es; cs) = comps(e); es
k
= es!!(k   1); n
k
= cs!!(k   1);
c
0
= c + n
k
P
i
p
t
i
(x
i
) + (m  j) +H
t
r
; x
i
= xs!!(i  1)
fv :: t;m = nArgs(t); t
r
= rType(t); j = length xs; i 2 f1::jg; x
i
:: t
i
g
Figura 5.45: Denicion de body
de las e
i
puede ser el cuerpo de la funcion. Ademas acumulamos el coste
de calcular la mnima cota superior de las alternativas. En una expresion
let bs in e continuamos evaluando e.
Si la expresion es una variable, distinguimos tres casos. Puede tratarse
de una variable ligada por un let no recursivo v = e, en cuyo caso continua-
mos buscando el cuerpo en e. Puede ser una variable ligada por una lambda,
un case algebraico o un let recursivo, en cuyo caso el valor abstracto sera
una signatura. La aplicacion de esta signatura a varios argumentos implica
calcular el muestreo de los argumentos con coste
P
i
p
t
i
(x
i
) y en el caso de
que mas de uno de ellos sea no determinista, devolver el correspondiente
resultado no determinista, lo que cuesta (m   j) +H
t
r
donde m   j es el
numero de argumentos que faltan por aplicar. Por ultimo, tambien puede
tratarse de una variable ligada en la posicion k-esima por un case de tuplas.
En tal caso utilizamos de nuevo la funcion comps, que nos devuelve en la
componente k-esima, una lista de expresiones es
k
y un entero n
k
. Continua-
mos buscando el cuerpo de la funcion en los es
k
y acumulamos en el coste un
sumando n
k
(
P
i
p
t
i
(x
i
) + (m  j) +H
t
r
) correspondiente al coste de aplicar
la funcion en los casos en que su valor abstracto es una signatura.
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A
K
= A
T t
1
:::t
m
= A

= 1
A
(t
1
;:::;t
m
)
=
P
m
i=1
A
t
i
A
t
= A
rType(t)
si t = t
1
! t
2
; P rocess t
1
t
2
A
8:t
= A
t
Figura 5.46: Coste de aplanar un muestreo
Coste de obtener 
t
(av). Dada una expresion e :: t, cuyo valor abstracto
es av, el coste de obtener 
t
(av) esta en O(a
t
(e)), siendo a
t
(e) = A
t
+
P
i
(m
i
+H
t
r
i
) + oneap(e), donde i 2 f1::mg, m = nArgs(t), [t
1
; : : : ; t
m
] =
aTypes(t), t
r
= rType(t), m
i
= nArgs(t
i
), t
r
i
= rType(t
i
) y A
t
esta denida
en la Figura 5.46. Primero se lleva a cabo el muestreo de av con argumentos
deterministas y despues se aplana el resultado hasta obtener un valor basico,
lo que cuesta A
t
.
La denicion de A
t
es sencilla. Si se trata de una signatura basica, ya
esta aplanada, por lo que el coste es constante. Si es una tupla de signaturas
de tipo (t
1
; : : : ; t
m
), hay que aplanar cada componente para tomar despues
la mnima cota superior, lo que cuesta en total
P
m
i=1
A
t
i
. Si es una signatura
funcional de tipo t, nos quedamos con la ultima componente y la aplanamos,
con un coste A
rType(t)
.
La funcion oneap. La Figura 5.47 muestra la funcion oneap. Dada una
expresion de tipo funcional e con m argumentos de valor abstracto av, de-
vuelve el coste de aplicar av a m signaturas. oneap no tiene en cuenta el
coste de las expresiones que hay que evaluar para llegar a av, pues supo-
nemos que ya disponemos de dicho valor abstracto, para lo cual habremos
evaluado todo lo necesario, aunque s ha de tener en cuenta los costes poste-
riores a la evaluacion, como el calculo de la mnima cota superior en un case
algebraico. Por ello oneap basicamente debe buscar la primera suspension
antes de comenzar las aplicaciones. Si no se trata de una suspension, sino de
una variable ligada por una lambda, un case algebraico o un let recursivo,
con lo que su valor abstracto es una signatura, entonces solamente hay que
elegir una componente de la signatura, comparando los argumentos (que sa-
bemos que a su vez son signaturas) con 
0
t
i
(d), lo que cuesta H
t
i
para cada
i 2 f1::mg donde m es el numero de argumentos de la funcion.
Pero una vez localizada la aplicacion al primer argumento, deberemos
calcular el valor de la funcion auxiliar skip, que se encarga de calcular los
costes dentro del cuerpo de la funcion. Como su nombre en ingles indica, el
trabajo de skip consiste basicamente en evaluar al completo una expresion
saltando por encima de las suspensiones.
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oneap (v:e) = skip(e) + 1
oneap (e x) = c + sum (map oneap es) + (m  1) H
t
fe x :: t;m = length esg
donde (es; c) = body e x
oneap (case e of (v
1
; : : : ; v
m
)! e
0
) = oneap(e
0
)
oneap (case e of C
i
v
ij
! e
i
) =
P
i
oneap (e
i
) + (m  1) H
t
i 2 f1::mg
oneap (let bs in e) = oneap (e)
oneap (v) = oneap (e) fligada por let no recursivog fv = eg
oneap (v) =
P
i
H
t
i
fligada por lambda, let recursivo o case algebraicog
donde fv :: t; i 2 f1::mg;m = nArgs(t); [t
1
; : : : ; t
m
] = aTypes(t)g
oneap (v) = sum (map oneap es) + c
0
fligada por case de tupla k-esima, discriminante eg
donde (es; cs) = comps(e); es
k
= es!!(k   1); n
k
= cs!!(k   1); c
0
= n
k
P
j
H
t
j
fv :: t; [t
1
; : : : ; t
m
] = aTypes(t); j 2 f1::mgg
skip (v:e) = skip (e) + 1
skip (e x) = s
0
(e x)  sum (map s
0
es) + c
0
donde c
0
= sum (map skip es)
(es; c) = body e x;m = length es
skip (case e of (v
1
; : : : ; v
m
)! e
0
) = s
0
(case e of (v
1
; : : : ; v
m
)! e
0
)  s
0
(e
0
) + skip(e
0
)
skip (case e of C
i
v
ij
! e
i
) = s
0
(case e of C
i
v
ij
! e
i
) 
P
i
s
0
(e
i
) +
P
i
skip (e
i
)
skip (let bs in e) = s
0
(let bs in e)  s
0
(e) + skip(e)
skip(x
1
; : : : ; x
m
) = s
0
(x
1
; : : : ; x
m
) + p
(t
1
;:::;t
m
)
(x
1
; : : : ; x
m
) fx
i
:: t
i
g
skip v = s
0
(v)
Figura 5.47: La funcion oneap
La funcion s
0
calcula el coste de obtener el valor abstracto de una expre-
sion, lo que signica que si este es funcional, se detiene cuando encuentra
una suspension. Ahora no queremos detenernos en ellas, por lo que si encon-
tramos una lambda nos la saltamos. En los casos de aplicacion, expresiones
case y let, la denicion de skip(e) se reduce basicamente a s
0
(e) mas el
coste de continuar evaluando mas alla de la suspension con nuevos skip.
Por ejemplo, si consideramos el calculo de skip (let bs in e) tendramos
skip (let bs in e) = s
0
(let bs in e)   s
0
(e) + skip(e). En este caso,
s
0
(let bs in e) calcula el coste hasta llegar a la suspension. Como queremos
continuar evaluando, llamamos a skip(e), pero con ello hemos contabiliza-
do de nuevo el coste de evaluar la parte de e anterior a la suspension, por lo
que hemos de restar s
0
(e). Lo mismo sucede en los demas casos considerados
en la Figura 5.47. Cuando llegamos a una tupla, hemos llegado al resultado
de la funcion, por lo que solamente queda obtener su signatura, pues recor-
demos que estamos obteniendo el coste de calcular una componente de la
signatura de la funcion. Si se trata de una variable, la signatura estara en
el entorno, por lo que el coste es 1 (o s
0
(e)).
Polimorsmo. En las deniciones de lbody, comps y oneap no se ha mos-
trado el caso de la aplicacion de tipos. La introduccion de este caso re-
sulta compleja, al verse involucradas aplicaciones entremezcladas de 
0
t
0
tinst
,
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0
tinst t
0
y aplicaciones de valores abstractos. Sin embargo, las operaciones
implicadas en estos calculos son combinaciones de las ya descritas donde
los tama~nos de los tipos implicados son sucesivamente mas peque~nos (ver
deniciones de 
0
t
0
tinst
y 
0
tinst t
0
), por lo que podemos suponer que los costes
de las aplicaciones de tipos son lineales con el tama~no del tipo concretado
tinst y con el tama~no s
0
(e) de la expresion aplicada.
5.9 Trabajos relacionados y conclusiones
En este captulo se han presentado y comparado formalmente tres analisis
de no determinismo para un lenguaje funcional con polimorsmo de segun-
do orden y expresiones no deterministas. Aunque la principal motivacion
de este trabajo ha sido la compilacion correcta de nuestro lenguaje Eden,
todo lo aqu presentado se podra aplicar a otros lenguajes funcionales po-
limorcos no deterministas. Una aplicacion posible del analisis sera anotar
el programa fuente escrito en uno de estos lenguajes con anotaciones de no
determinismo, mostrando al programador donde sera posible mantener el
razonamiento ecuacional.
No hemos encontrado en la literatura analisis previos para resolver este
problema en el ambito de los lenguajes funcionales paralelos. S se ha estu-
diado en lenguajes logico-funcionales [HS00], pero en ellos la fuente de no
determinismo reside en otro tipo de mecanismos, como la unicacion. En
[BGP00] Baker-Finch, Glynn y Peyton Jones presentan su analisis de re-
sultado de producto construido (CPR). El analisis pretende determinar que
funciones pueden devolver resultados multiples en registros, es decir, que
funciones devuelven una tupla explcitamente construida. Se trata de un
analisis basado en interpretacion abstracta donde el dominio abstracto co-
rrespondiente a un tipo funcional t
1
! t
2
no es el correspondiente dominio
funcional, sino que es isomorfo al dominio abstracto del tipo del resultado
t
2
. Los tipos producto se interpretan como un producto cartesiano de un
dominio abstracto basico, es decir, las tuplas anidadas no estan permiti-
das. Nuestro primer analisis sigue estas mismas ideas aunque por diferentes
razones, ya explicadas con anterioridad.
El segundo y tercer analisis estan basados en interpretacion abstracta
en el estilo de [BHA86], donde las funciones se interpretan como funciones
abstractas. All se presento un analisis de estrictez en el que el dominio
basico 2 es tambien un dominio de dos puntos (? v >). Sin embargo,
los analisis son diferentes. Por un lado, aunque los dominios semanticos
son isomorfos, el signicado de un \mismo" elemento es diferente. As,
funciones con el mismo valor abstracto en ambos analisis pueden producir
distintos resultados, por ser distintos los muestreos realizados para obtener el
resultado del analisis. Por ejemplo, sea f :: (Int! Int)! Int, donde f =
g:g(head (merge#[[0]; [1]])). En el analisis de estrictez el valor abstracto
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de f es f
#
s
= v 2 [2 ! 2]:v > y en el de no determinismo f
#
n
= w 2
[Basic ! Basic]:w n. Vemos que salvando los nombres de los dominios y de
sus supremos, los valores abstractos son los mismos. Sin embargo, el analisis
de estrictez nos dice que f es estricta en su argumento (pues f
#
s
(z:?) =
?), mientras que el analisis de no determinismo nos dice que puede ser
no determinista (pues f
#
n
(z:z) = n). Por otro lado, hay funciones con
distintos valores abstractos en los dos analisis, ya que la interpretacion de los
operadores primitivos, los constructores y las expresiones case es diferente.
Por ejemplo, a h = x:x + y, donde el valor de y es una constante no
determinista, el analisis de estrictez le dara el valor abstracto v 2 2:v,
mientras que el analisis de no determinismo le da el valor abstracto v 2
Basic:n.
El primer artculo sobre este tema [PS01d] presentaba nuestras ideas
preliminares en la forma de dos analisis no completamente satisfactorios.
El primero era eciente pero no lo sucientemente potente, mientras que
el segundo era potente pero no lo sucientemente practico en terminos de
eciencia. Por ello se desarrollo un tercer analisis lo sucientemente potente
y practico en terminos de implementacion: es polinomico, y comparado
con el segundo analisis solamente pierde informacion en los puntos jos.
Hemos probado el algoritmo con muchos ejemplos obteniendo una traza del
numero de iteraciones necesarios para alcanzar el punto jo, y los resultados
muestran que la cota superior H
t
casi nunca se alcanza.
En este captulo se han presentado tambien los resultados teoricos que
soportan la correccion de la implementacion del algoritmo. Esta ultima me-
rece un comentario nal: implementar el analisis en un lenguaje funcional
perezoso como Haskell nos ha proporcionado bastantes ventajas. La prime-
ra de ellas es que una funcion abstracta se puede representar mediante una
interpretacion suspendida. Relacionada con ella, gracias a la evaluacion pe-
rezosa la interpretacion abstracta puede hacer uso de la aplicacion abstracta
y viceversa, sin ningun peligro de no terminacion. Ademas, [[]] y [[]]
0
han sido
de hecho implementadas por una unica funcion Haskell. [[]]
0
es simplemente
una llamada [[]] tras la que se ignora la segunda componente. La evaluacion
perezosa no computa esta componente en dichas llamadas. Todo ello no
habra sido tan sencillo en un lenguaje impaciente y/o imperativo. Otras
caractersticas como el orden superior, el polimorsmo y la sobrecarga han
contribuido a obtener un algoritmo compacto: la interpretacion completa
cabe en una veintena de paginas incluyendo comentarios (ver Apendice B).
Para nuestros propositos esto cierra el problema inicial. Queda pendien-
te una demostracion de la correccion del segundo analisis con respecto a
la semantica denotacional estandar del lenguaje. Desafortunadamente no
hay todava tal semantica formal para Eden. Una forma simplicada de
semantica podra usarse para demostrar parte de la correccion del analisis.
Captulo 6
Analisis de productividad y
terminacion
Las extensiones presentes en Eden con respecto a Haskell permiten la de-
nicion sencilla de esqueletos como funciones de orden superior [PR01]. Sin
embargo, el programador puede introducir inadvertidamente en ellos bucles
activos o bloqueos. La teora de los tipos con tama~no, que fue resumida en
el Captulo 2 (Seccion 2.3.3), ha sido desarrollada recientemente por Hughes
y Pareto [HPS96, Par97, Par00] para proporcionar un marco en el que se
puedan realizar analisis automaticos de la terminacion y productividad de
los programas.
En este captulo se extiende el sistema de tipos con tama~no para que
pueda usarse sobre los programas Eden, de forma que quede garantizado
que todos los programas Eden bien tipados, y en concreto los esqueletos,
o terminan o son productivos. Se describen con detalle los problemas que
surgen debido a las caractersticas propias de Eden y sus posibles soluciones.
Ademas se tipan a mano algunos esqueletos en este sistema modicado, el
cual aun no ha sido implementado. Este trabajo ha dado lugar a un artculo
[PS01e].
En la Seccion 2.3.3 se describio la semantica de los tipos con tama~no
desarrollada por Hughes y Pareto. En la Seccion 6.1 se describe el sistema
de tipos de Haskell Sncrono. En la Seccion 6.2 se describen algunos de
los problemas introducidos por las caractersticas de Eden y se extienden
consecuentemente las reglas del sistema de tipos. Se presentan dos ejemplos
simples, una version ingenua del esqueleto map paralelo y una tubera. Se
pueden comprobar sus tipos usando las nuevas reglas. En la Seccion 6.3 se
chequean esqueletos mas complejos, como el esqueleto granja, la topologa
de trabajadores replicados y dos versiones del esqueleto divide y venceras.
Se discuten los problemas surgidos al intentar tipar estos esqueletos y las
posibles soluciones. En la Seccion 6.4 concluimos y presentamos trabajo
futuro.
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6.1 El sistema de tipos de Haskell Sncrono
En [Par00] se dene el lenguaje de programacion Haskell Sncrono, el cual es
un subconjunto de Haskell. Un programa consiste en una serie de declara-
ciones de tipos seguidas de un termino escrito en un -calculo enriquecido:
e ::= x j x:e j e
1
e
2
j c
j let x ::  = e
1
in e
2
j letrec x
1
:: 8k
1
:
1
= e
1
: : : x
n
:: 8k
n
:
n
= e
n
in e
j case e of a
1
: : : a
m
a ::= c x
1
: : : x
n
! e
Cada ligadura let y letrec esta anotada con un esquema de tipo que debe
ser comprobada por el sistema. En la Figura 6.1 se muestran las reglas de
tipos para este sistema.
Se usan ndices distintos cuando aparecen secuencias diferentes de ele-
mentos en la misma regla. No usaremos i, por estar reservada para repre-
sentar expresiones de tama~no nitas. Por ejemplo en la regla [VAR], 
[
k
0
j
signica que si k
0
= k
0
1
: : : k
0
n
, entonces 8j 2 f1::ng:
[
k
0
j
. Utilizamos a para
representar variables de tipo y k para representar variables de tama~no.
Veamos con detalle cada una de las reglas. En la regla [VAR] se lleva
a cabo la concrecion de las variables de tipo y de tama~no. Ya se dijo en la
Seccion 2.3.3 que la concrecion de las variables de tama~no con ! no es siem-
pre segura. Una condicion suciente para que un esquema pueda concretarse
con ! de forma segura es que sea undershooting con respecto a la variable de
tama~no que se va a concretar 
[
k. Por ello, en la regla [VAR]] solamente las
variables k
0
j
con respecto a las cuales  es undershooting se pueden concretar
con tama~nos s (que son los unicos que incluyen a !, ver Figura 2.7). El resto
solo se pueden concretar con tama~nos nitos i. En [Par00] se proporcionan
condiciones sucientes para demostrar esta propiedad, lo que implica la de-
nicion de otras relaciones entre los tipos y las variables de tama~no, como la
relacion de monotona 
+
k y antimonotona 
 
k. Aqu no se muestran las
reglas que denen todas estas relaciones ya que esto implicara incluir una
buena parte de la tesis de Pareto [Par00], en la que se explican ampliamente
cada una de ellas. Para no alargar excesivamente este captulo se ha optado
por omitirlas.
La regla de los constructores es semejante a la regla de la variable, ya
que los tipos algebraicos son tambien polimorcos.
Las reglas de abstraccion [ABS ] y de aplicacion [APP ] son estandar. En
la regla de la aplicacion se admite que el tipo del argumento sea subtipo del
tipo especicado para el argumento formal de la funcion.
La regla [LET ] tambien es estandar. En este caso se permite que el tipo
obtenido para el lado derecho de la ligadura sea un subtipo del tipo (sin
cuanticadores) especicado para la variable del lado izquierdo.
6.1 El sistema de tipos de Haskell Sncrono 211
 = 8a k k
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: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: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][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! 
2
  ` e
2
:: 
3

3
 
1
  ` e
1
e
2
:: 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 a; k 62 FV ( )
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  ` e :: 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00
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0
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j
[k
j
] = 8a
j
k
j
:
j
[k
j
] a
j
; k
j
; k
j
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1
] : : : x
n
:: 8k
n
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n
]

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` e
j
:: 
0
j

0
j
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j
[k + 1]  
00
` e :: 
  ` letrec x
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:: 8k
1
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[k
1
] = e
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: : : x
n
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n
:
n
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n
] = e
n
in e :: 
LETREC
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=
 = c
1

1
j : : : j c
n

n
  ` e ::    [ fx
j1
:: 
j1
; : : : ; x
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j
:: 
jn
j
g ` e
j
:: 
0
j
(8j) 
0
j
 
0
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  ` case e of c
1
x
1
! e
1
: : : c
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x
n
! e
n
:: 
0
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Figura 6.1: Sistema de tipos para Haskell Sncrono
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En la regla del [CASE ] se lleva a cabo una destruccion del valor del dis-
criminante. Es necesario ver que el tipo del discriminante corresponde a una
denicion de tipo algebraico que aparece en el programa, y que los construc-
tores implicados en dicha denicion son exactamente los que aparecen en las
ramas del case, es decir, que este es exhaustivo. Una vez encontrada la de-
nicion, si se trata de un tipo idata o codata, es imprescindible que el tipo
obtenido para el discriminante contenga al menos un constructor. Ambas
cosas son comprobadas por la relacion `
=
, presentada en [Par00]. Las com-
ponentes recursivas tendran el mismo tipo con un constructor menos, tipo
que sera asignado a las variables de los lados izquierdos de las alternativas.
As, por ejemplo sea una expresion case xs of nil ! e
1
; cons x xs
0
! e
2
.
Encontramos una denicion donde aparecen los constructores nil y cons. Se
trata de la denicion de las listas idata List w a = nil j cons a (List w a).
Como es necesario extraer un constructor para hacer el encaje de patrones,
la relacion `
=
exige que xs tenga el tipo xs :: List (k + 1) a, dando a xs
0
el
tipo List k a. Es decir, `
=
List (k + 1) a = nil j cons a (List k a).
La regla [LETREC ] corresponde a una aplicacion de mecanismos de
induccion sobre la primera variable natural k
j
en cada ligadura. En con-
secuencia, cuando preveamos que sera necesario aplicar esta regla, debere-
mos elegir dicha variable de modo que el razonamiento inductivo sea po-
sible. Para ilustrar como trabaja esta regla explicaremos el tipado de la
funcion map :: 8a; b; k:(a ! b) ! List k a ! List k b, donde map =
f:xs:case xs of nil! nil; cons x xs
0
! cons (f x) (map f xs
0
).
A continuacion, se estudia el caso base 
j
[0] = U. Este recibe el nombre
de comprobacion del nmo (bottom check). Las reglas para comprobarlo
hacen necesaria la denicion de otras relaciones sobre los tipos como com-
probar si un tipo es vaco (= E), o no vaco ( 6= E); y otras sobre tama~nos,
como = 0 y 6= 0. La totalidad de las reglas se encuentran en [Par00]; aqu
solo mostramos en la Figura 6.2 aquellas que consideramos las mas intere-
santes. En general, un tipo codata (T
C
) de tama~no 0 denota el universo,
mientras que un tipo idata (T
I
) de tama~no 0 denota el tipo vaco. Algunos
ejemplos en los que se cumple la comprobacion del nmo son: 8k:Strm k a,
8a; b; k:(a! b)! List k a! List k b y 8a; k: Strm k a! Strm k a.
Despues, suponiendo la hipotesis de induccion para cada j 2 f1::ng,
x
j
:: 8k
j
:
j
[k], se debe probar que los tipos de los lados derechos de las
ligaduras e
j
son subtipos de 
j
[k+ 1]. En el ejemplo, suponiendo que map ::
(a! b)! List k a! List k b debemos demostrar que su cuerpo tiene tipo
(a! b)! List (k+1) a! List (k+1) b. Esto implica que f :: a! b y que
xs :: List (k+1) a. En la expresion case, si xs es una lista vaca, se devuelve
nil :: List 1 a, que es un subtipo de List (k + 1) a, ya que 1  k + 1. Si
no es vaca, el valor es destruido, por lo que xs
0
tiene un constructor menos,
xs
0
:: List k a. Por hipotesis de induccionmap f xs
0
:: List k b, luego, a~nadir
un nuevo elemento hace que cons (f x) (map f xs
0
) :: List (k + 1) b, que
es el tipo deseado. Se permite recursion polimorca en todas las variables
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2
= U

1
! 
2
= U

1
= E

1
! 
2
= U
s
1
= 0
T
C
s  = U
 = U
8t: = U
 = U
8k: = U
s
1
= 0
T
I
s  = E
Figura 6.2: Reglas para comprobacion delnmo y una regla para comprobar
si un tipo es vaco
de tama~no, excepto en la inductiva. Esto es bastante util; por ejemplo para
tipar la funcion reverse, como se muestra en [Par00].
6.2 Nuevos problemas introducidos por Eden
Para abarcar las caractersticas de Eden, son necesarias algunas extensiones
al sistema de tipos. Las caractersticas mas importantes son la forma en que
se transmiten los valores a traves de los canales, la evaluacion impaciente de
algunas expresiones y el uso de listas para representar tanto listas Haskell
como la transmision en forma de stream de los valores.
Recordemos los detalles del protocolo de lanzamiento de e
1
#e
2
que re-
queriran ahora cierta atencion (ver Seccion 3.3):
 (1) la clausura e
1
junto con todas las que de ella dependen son copiadas,
sin evaluar, a un nuevo procesador y all se crea un proceso hijo para
evaluarla;
 (2) una vez creado, el proceso hijo comienza a producir de forma im-
paciente su expresion de salida;
 (3) la expresion e
2
se evalua de forma impaciente en el proceso padre.
Si es una tupla, se crea una hebra concurrente independiente para
evaluar cada componente (cada elemento de la tupla es un canal).
Una vez que un proceso se encuentra en ejecucion, solamente se comuni-
can datos completamente evaluados. La unica excepcion la representan las
listas, que se transmiten en forma de stream, es decir, elemento a elemento.
Primero se evalua cada elemento de la lista a forma normal y despues se
transmite.
6.2.1 Transmision de valores
La comunicacion de datos a traves de canales produce dos problemas dife-
rentes. Primero, puesto que los valores se evaluan a forma normal antes de
enviarlos, es necesario que los tipos de los valores comunicados sean nitos:
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tuplas, tipos data o idata con componentes nitas, y tipos funcionales. Los
tipos funcionales se consideran nitos pues su envo por un canal se limita
a copiar el puntero a la clausura correspondiente. En segundo lugar, esto
implica que la concrecion de las variables de tipo debe restringirse a tipos
nitos en algunos lugares. Proponemos un mecanismo similar al sistema de
clases de Haskell, lo cual implica extender el lenguaje. Denimos una rela-
cion de nitud  
T
`
F
 (ver Figura 6.3), donde  
T
es un conjunto de variables
de tipo que pueden aparecer en  . Este aserto signica que, suponiendo que
las variables de tipo en  
T
solamente pueden concretarse con tipos nitos,
 es tambien un tipo nito. Para demostrar que un tipo recursivo es -
nito procedemos por induccion estructural: en la Figura 6.3 usamos una
pseudo-variable F, siempre nita, para sustituir las apariciones recursivas
de un tipo idata por un tipo nito. Esta sustitucion aparece representada
por S[] como un contexto, es decir, un lado derecho de denicion de tipo
con un agujero. Si ese agujero es el correspondiente a la aparicion recursiva
del tipo, colocamos en su lugar F.
Usamos esta relacion para controlar la concrecion de las variables. Pues-
to que hay formas diferentes de transmitir valores, dependiendo del tipo del
canal, podemos usar tipos distintos para representar un canal: si es un canal
por el que se enva un unico valor, su tipo viene representado por el tipo
del valor; si es un canal tipo stream, podemos usar o bien un tipo List o
un tipo Strm (ver discusion mas adelante). Esta separacion impone dis-
tintas restricciones: si se trata de un canal de un unico valor, su tipo debe
ser nito, pero si es de tipo stream, solamente ha de ser nito el tipo de
sus elementos. Esto nos lleva a introducir dos clases distintas de valores,
F (de nito) y T (de interfaz de transmision). La primera indica que la
variable de tipo solamente puede concretarse con tipos nitos, y la segunda
que solamente puede concretarse con tipos interfaz. Un tipo interfaz es, o
bien un tipo nito (lo que incluye al tipo List con componentes nitas) o un
tipo Strm con componentes nitas. Un proceso tiene normalmente varios
canales de entrada y salida, representados por una tupla de canales, luego
los tipos interfaz deben incluir tambien tuplas de los tipos anteriores. Los
tipos se extienden con las nuevas clases: 
0
::=  j [T a]; [F b] )  ; y hace
falta una nueva regla para comprobacion del nmo, expresando que dicha
comprobacion no se ve afectada por los contextos:
 = U
[T a]; [F b])  = U
:
Ademas, se introducen en las reglas dos nuevos entornos,  
F
T
y  
T
T
, que
contienen las variables de tipo que aparecen respectivamente en un contexto
F o en uno T . As, nuestros asertos son de la forma  
F
T
; 
T
T
;  ` e ::  . El
predicado P ( 
F
T
; 
T
T
; ), denido en la Figura 6.4, nos dice cuando  es un
tipo interfaz, segun la denicion dada.
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T
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`
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T
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T
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T
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T
d
s 
 
T
`
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S[F][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T
`
F
T
i
s
1
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8j 2 f1::ng; l 2 f1::m
j
g  
T
`
F
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 
T
`
F
c
1

1
j : : : j c
n

n
donde data 8k t:T
d
k t = R R = c
1

1
j : : : j c
n

n
idata 8k t:T
i
w k t = S[T
i
w k t] S = c
1

1
j : : : j c
n

n
Figura 6.3: Relacion de nitud
En la Figura 6.4 se presentan las reglas de tipo modicadas. Describimos
aqu solamente los elementos nuevos que no pertenecen al sistema original
de [Par00]. En la regla [VAR] se controla la concrecion de las variables de
tipo: las que aparecen en un contexto F se concretan con tipos nitos, y las
que aparecen en un contexto T se concretan con tipos interfaz.
En un tipo Process  
0
,  y 
0
representan las interfaces de comunica-
cion, por los que en las reglas [PABS ] y [PINST ] se debe comprobar que son
en efecto tipos interfaz. En la regla [MERGE ], los valores transmitidos por
los canales deben ser nitos. Usamos h y i para representar tuplas estrictas,
explicadas en la Seccion 6.3.3.
En la regla [LET ] (la regla [LETREC ] es similar), se anotan las liga-
duras con sus tipos. Si una variable de tipo cuanticada universalmente
esta cualicada por una clase F o T , obligamos al programador a indicar la
misma cuanticacion en todas las anotaciones donde dicha variable aparece
libre (t
T
  
T
T
y t
F
  
F
T
). De esta forma, la informacion de clases en el
lado derecho de una ligadura esta totalmente contenida en la anotacion y
no es necesario buscarla all donde esta ligada ( 
T
T
0
= b y  
F
T
0
= c). El resto
de reglas (-abstraccion, aplicacion y case) son similares a las originales.
6.2.2 Evaluacion impaciente
En Eden, la evaluacion se vuelve impaciente en dos casos: (1) los procesos
se lanzan impacientemente cuando la expresion bajo evaluacion demanda la
creacion de una clausura de la forma o = e
1
#e
2
, y (2) los procesos, una
vez lanzados, producen su salida incluso aunque esta no se demande. Estas
modicaciones semanticas tienen como objetivo incrementar el grado de pa-
ralelismo y acelerar la distribucion del computo. Desde el punto de vista del
sistema de tipos, esto signica que algunos valores de tipos interfaz, como o
en o = e
1
#e
2
, se producen sin ser demandados. Si o es nito, su tipo pro-
porciona una cota superior de su tama~no. Si bien con evaluacion perezosa,
este tama~no no se alcanzara en muchos casos, con evaluacion impaciente s
se alcanzara casi siempre, con lo que estimar el tama~no mediante el tipo
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Figura 6.4: Reglas de tipado
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sera ajustado en la mayora de los casos. Si o es un stream, su tipo propor-
ciona una cota inferior del numero de elementos producidos, siempre que
haya demanda para ellos. Con evaluacion impaciente, la unica diferencia
es que dicha demanda esta garantizada, con lo cual de nuevo obtendramos
una cota mas ajustada. En ambos casos, la evaluacion impaciente no obli-
ga a modicar en modo alguno las reglas de tipo, pues estas siguen siendo
correctas.
6.2.3 Tipos List y Strm
En Eden, el tipo lista [ ] se usa para listas Haskell y para canales tipo stream,
y se transforman uno en el otro de forma transparente al programador. Sin
embargo, en este sistema de tipos es necesario dividir las listas Haskell en
nitas (tipo List) y parciales o innitas (tipo Strm). Este es un problema
heredado de Haskell. Un tipo List nos proporciona una prueba de termina-
cion, mientras que un tipo Strm nos da una prueba de productividad.
Adicionalmente, es necesario identicar los canales tipo stream. Normal-
mente queremos demostrar la productividad de nuestros esqueletos, por lo
que usaremos principalmente el tipo Strm en tales casos. Pero hay algunos
esqueletos que trabajan con tipos nitos y requieren una version con List de
otro esqueleto. Por ejemplo, la version con arboles dcT del esqueleto divide
y venceras de la Seccion 6.3.4 se dene normalmente usando una version
con listas de la topologa de trabajadores replicados. En tales casos nos gus-
tara disponer de ambas versiones del esqueleto, una con listas y otra con
streams, de forma que habramos demostrado terminacion y productividad.
En algunos casos obtenemos ambas versiones gracias al polimorsmo, como
en caso del esqueleto map ingenuo y la tubera, presentados a continuacion.
6.2.4 Dos ejemplos sencillos
Estudiamos ahora dos ejemplos sencillos de esqueletos que ilustran algunas
de las ideas desarrolladas en esta seccion. En la siguiente seccion estudia-
remos esqueletos mas complejos y los problemas que introducen. En todos
ellos, mostraremos primero el esqueleto Eden tal y como se presenta en
[PR01] y despues veremos la version con tipos con tama~no. En ocasiones,
por razones tecnicas (que se explicaran en cada caso), esta ultima tendra
ligeras modicaciones en su sintaxis con respecto a la version original. A
continuacion procedemos a realizar la comprobacion de tipos. Si bien no
se muestran las demostraciones completas por ser muy pesadas, en aquellas
funciones y esqueletos donde se ha usado la induccion para tiparlos, para
ayudarnos a visualizar la demostracion, escribiremos como subndice los ta-
ma~nos de aquellas variables de programa cuyos tipos contienen la variable de
tama~no sobre la que se esta haciendo induccion. En ocasiones escribiremos
tambien el tama~no de expresiones completas para facilitar la comprension.
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main
15 15 15 15
Figura 6.5: Topologa map paralela
Cuando se use un tipo compuesto, como en List k (Strm l a), usaremos
corchetes para representar el tipo; como en k[l]. En el texto original [PR01]
se utiliza una clase Transmissible (abreviada Tr) que subsume a las clases
T y F usadas en el sistema de tipos.
Una implementacion ingenua de un esqueleto map paralelo
Comenzamos mostrando una implementacion ingenua de un esqueleto map
(ver Figura 6.5). Un esqueleto map toma una funcion y una lista de valores,
y aplica la funcion a cada uno de los elementos de la lista:
map_naive :: (Tr a, Tr b) => (a -> b) -> [a] -> [b]
map_naive f xs = [pf # x | x <- xs] where pf = process x -> f x
En esta version ingenua, se crea un proceso para cada elemento de la lista,
que simplemente aplica la funcion f al elemento correspondiente.
La notacion ZF se reescribe como un simple map y la clausula where
como un let. El tipo se obtiene mediante composicion de funciones:
map naiveL :: 8a; b; k:T a; b) (a! b)! List k a! List k b
map naiveL = f:xs:let g :: T a; b) a! b
g = x:(process y ! f y)#x
in map g xs
Un esqueleto tubera
Una tubera consiste en una secuencia de pasos, de modo que en cada paso
se aplica una funcion distinta al resultado obtenido por el paso anterior.
En el siguiente esqueleto tubera se lanza un nuevo proceso para evaluar
cada uno de los pasos de la tubera. En la Figura 6.6 se muestra la topologa
de procesos generada. Cada proceso de la tubera crea su proceso sucesor:
map_pipe :: Tr a => [[a] -> [a]] -> [a] -> [a]
map_pipe fs xs = (ppipe fs) # xs
ppipe :: Tr a => [[a] -> [a]] -> Process [a] [a]
ppipe [f] = process xs -> f xs
ppipe (f:fs) = process xs -> (ppipe fs) # (f xs)
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Figura 6.6: Topologa generada para una tubera de procesos
El siguiente tipo se puede comprobar por induccion sobre la longitud k de
fs:
ppipe :: 8a; k; l:F a) List k (Strm l a! Strm l a)! Process (Strm l a) (Strm l a)
ppipe = fs
k+1
:case fs
k+1
of
nil ! process s! s
cons f fs
0
k
! process s! (ppipe fs
0
k
)#(f s)
map pipe :: 8a; k; l:F a) List k (Strm l a! Strm l a)! Strm l a! Strm l a
map pipe = fs :s:(ppipe fs)#s
Suponiendo que ppipe :: List k (Strm l a! Strm l a)! Process (Strm l a)
(Strm l a) se demuestra que el lado derecho tiene tipo List (k + 1) (Strm l a
! Strm l a)! Process (Strm l a) (Strm l a).
En este ejemplo nos hemos encontrado con un par de problemas. En
primer lugar, el caso de la lista vaca no esta incluido en la denicion de
ppipe en el programa original, lo que viola las restricciones del case. De
modo que para poder dar al esqueleto un tipo, a~nadimos la clausula que en
tal caso devuelve el proceso identidad.
En segundo lugar, hemos decidido representar los procesos de forma que
consuman y produzcan un stream de datos para demostrar su productividad.
Esto signica que el tipo a no puede ser un tipo interfaz, sino que debe ser
un tipo nito, luego el contexto en este caso es F y no T . Sin embargo,
podramos proporcionar tipos menos restrictivos como ppipe :: 8a; k; l:T a)
List k (a ! a) ! Process a a y map pipe :: 8a; k; l:T a ) List k (a !
a)! a! a, en donde s hemos podido usar la clase T . Observamos en tal
caso que si concretamos a con F a) Strm l a obtenemos el tipo derivado
anteriormente.
6.3 Algunos esqueletos en Eden
6.3.1 Esqueleto divide y venceras ingenuo
Un esquema de programacion muy conocido es divide y venceras. En el, si
el problema a resolver es lo sucientemente simple (caso base), su solucion
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se calcula directamente. En caso contrario, el problema se divide en varios
subproblemas de la misma naturaleza, pero menor tama~no, que se resuelven
independientemente y cuyos resultados se combinan para obtener la solu-
cion nal para el problema original. Utilizando un lenguaje funcional, este
esquema se puede expresar de la siguiente forma:
dc::(a -> Bool) -> (a -> b) -> (a -> [a]) -> (a-> [b] -> b) -> a -> b
dc trivial solve split combine x
| trivial x = solve x
| otherwise = combine x children
where children = map (dc trivial solve split combine) (split x)
donde trivial es la funcion que indica si estamos en un caso base, solve
indica como resolver el problema en tales casos, split divide el problema en
subproblemas y combine combina las soluciones de los subproblemas para
obtener una solucion del problema dividido.
En una version paralela ingenua de divide y venceras, se crea un arbol
dinamico de procesos en el que cada proceso esta conectado con su padre (ver
Figura 6.7). Un parametro entero determina el maximo nivel tras el cual no
se generan mas procesos hijo, en cuyo caso se usa la version secuencial dc
en su lugar. La implementacion en Eden es la siguiente:
dc_naive::(Tr a, Tr b) => Int -> (a -> Bool) -> (a -> b) -> (a -> [a]) ->
(a -> [b] -> b) -> a -> b
dc_naive 0 trivial solve split combine = dc trivial solve split combine
dc_naive depth trivial solve split combine x
| trivial x = solve x
| otherwise = combine x children
where children = map_naive
(dc_naive (depth-1) trivial solve split combine)
(split x)
Observese que el arbol de llamadas resultante no es necesariamente ho-
mogeneo y que pueden aparecer soluciones triviales a cualquier profundidad.
Esta version no es satisfactoria, pues se crean demasiados procesos. En la
Seccion 6.3.4 se presentara una version mejorada.
La traduccion correspondiente en el sistema de tipos es muy similar:
dc naive :: 8a; b; k; l:T a; b) Nat k ! (a! Bool)! (a! b)! (a! List l a) !
(a! List l b! b)! a! b
dc naive = n
k+1
:trivial:solve:split:combine:x:
case n of
zero ! dc trivial solve split combine x
succ n
0
k
! case (trivial x) of
True! solve x
False! combine x (map naiveL
(dc naive n
0
k
trivial solve split combine) (split x))
El tipo obtenido demuestra que el programa termina. Para obtener este
tipo (suponiendo que el tipo del algoritmo secuencial ha sido previamen-
te demostrado) se ha aplicado induccion sobre la profundidad k del arbol:
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Figura 6.7: Ejemplo de una topologa de procesos generada por divide y
venceras
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Figura 6.8: Topologa de procesos generada por una granja
suponemos que dc naive :: Nat k ! (a ! Bool) ! (a ! b) ! (a !
List l a)! (a! List l b! b)! a! b y demostramos que el lado derecho
tiene tipo Nat (k + 1) ! (a ! Bool) ! (a ! b) ! (a ! List l a) ! (a !
List l b! b)! a! b.
6.3.2 El esqueleto map paralelo implementado como granja
La version ingenua map naive se puede mejorar reduciendo el numero de
procesos trabajadores que se crean.
En una granja map farm se crea un proceso por cada procesador y las
tareas se distribuyen equitativamente entre los procesadores. Tendremos
un proceso identico en cada uno de los procesadores disponibles. Cada
trabajador aplica la funcion f a cada tarea de su sublista y el gestor recolecta
los resultados de todos los trabajadores. La topologa generada por este
esqueleto se muestra en la Figura 6.8. En ella, el proceso manager distribuye
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las tareas entre los procesos trabajadores worker.
Es un esquema apropiado cuando la granularidad de las tareas es unifor-
me y se desea distribuir un cierto numero de tareas entre los procesadores.
Para mejorar el reparto de carga la longitud de la lista debe ser mucho mayor
que el numero de procesadores disponibles.
La implementacion, en terminos de map naive, es la siguiente:
map_farm :: (Tr a,Tr b) => (a -> b) -> [a] -> [b]
map_farm = farm noPe unshuffle shuffle
farm :: (Tr a, Tr b) => Int -> (Int->[a]->[[a]]) -> ([[b]]->[b]) ->
(a -> b) -> [a] -> [b]
farm np unshuffle shuffle f tasks =
shuffle (map_naive (map f) (unshuffle np tasks))
donde noPe es una constante Eden que devuelve el numero de procesadores
disponibles, la funcion unshuffle se encarga de dividir las tareas entre los
procesos y la funcion shuffle recolecta los resultados obtenidos y los mezcla
de la forma adecuada. Se pueden utilizar distintas estrategias para dividir el
trabajo entre los distintos procesos, siempre que se cumpla que, para toda
lista xs, (shuffle . unshuffle) xs == xs. Por ejemplo, el siguiente
esquema distribuye las tareas usando una estrategia round-robin:
unshuffle :: Int -> [a] -> [[a]]
unshuffle n ins
| length firsts < n = take n (map (:[]) firsts ++ repeat [])
| otherwise = zipWith (:) firsts (unshuffle n rest)
where (firsts, rest) = splitAt n ins
shuffle :: [[a]] -> [a]
shuffle = concat . transpose
En la Figura 6.10 se muestran los tipos de las funciones auxiliares usadas en
el esqueleto granja. Los tipos de zipWiths , takes, drops y (++)
s
se demues-
tran por induccion sobre k. Observese el uso de la relacion de subtipado
. En la Figura 6.11 se presenta el esqueleto granja modicado con su tipo.
Los tipos de las funciones unshues
n
y shues se demuestran por induccion
sobre l.
Primero es necesario decidir que tipos lista son listas nitas y cuales son
streams. Para estudiar la productivdad hemos elegido tipos stream para
las listas de entrada [a] y salida [b] del esqueleto. Puesto que el numero
de procesos es nito, la distribucion de tareas entre procesos se considera
como una lista de streams. Esta decision nos lleva a cambiar ligeramente
las deniciones de shuffle y unshuffle, por lo que ahora tienen un tipo
diferente. En particular, shuffle necesita un stream auxiliar para poder
tratar el caso en que la lista de canales es vaca, a pesar de que esta situacion
nunca se dara en la practica, pues correspondera a tener cero procesadores.
Se han encontrado algunas dicultades al tipar este esqueleto: el prime-
ro surge al tipar unshuffle. Se esta dividiendo un stream de elementos en
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Figura 6.9: Reglas adicionales para = 0, 6= 0,
+
k y
 
k.
n listas de streams. Esto signica que el stream original debera tener al
menos n  k elementos, de forma que se puedan obtener n listas de al menos
k elementos. Esto conlleva utilizar productos de variables de tama~no, lo
que no esta permitido en el sistema de tipos. Hay dos posibles soluciones
a este problema. Una consiste en denir una familia unshues
n
de funcio-
nes, una para cada numero jo de procesos n, de forma que n  k sea el
producto de una constante por una variable. As el parametro natural desa-
parecera, y consecuentemente farm
n
y map farm
n
tambien seran familias
de funciones. El inconveniente de esta alternativa es que hace falta denir
muchas versiones del mismo esqueleto, una para cada n que pretendamos
utilizar en nuestros programas. Otra posibilidad es permitir productos de
dos (o mas) variables, o de expresiones de tama~no, para obtener as un es-
queleto parametrico. En este caso se deberan a~nadir nuevas reglas para
comprobar las relaciones = 0, 6= 0,
+
k y
 
k, mostradas en la Figura 6.9. El
inconveniente de esta alternativa es que los productos de variables no estan
permitidos en el sistema de tipos, e incluso puede que hagan indecidible el
algoritmo de chequeo de tipos.
El segundo problema tambien esta relacionado con esta unshuffle. El
tipo de su resultado es una lista de streams. La comprobacion de nmo
falla cuando l = 0, ya que List n U 6= U. Este problema surge cuando
usamos una lista o una tupla para representar varios canales que salen de
un proceso. Un ejemplo mas simple con tuplas es la siguiente version de
unshue para dos streams:
unshue2 :: 8a; k:Strm (2k) a!< Strm k a;Strm k a >
unshue2 = s
2(k+1)
:case s
2(k+1)
of
x; s
0
2k+1
! case s
0
2k+1
of
y; s
00
2k
! let < s1
k
; s2
k
>= unshue2 s
00
2k
in ((x; s
1
)
k+1
; (y; s
2
)
k+1
)
En [Par00] surgio un problema similar al intentar tipar deniciones mu-
tuamente recursivas. Fue solucionado construyendo una denicion especial
de punto jo para un conjunto de ecuaciones simultaneas. Una funcion
de tuplas en tuplas no funcionara en principio ya que la comprobacion de
nmo fallara puesto que (U;U) 6= U. La solucion que nosotros propo-
nemos es eliminar la marca de las tuplas, es decir, denir tuplas estrictas.
Denimos los tipos de datos estrictos sdata (T
s
) y sidata (T
si
), y a~nadimos
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sidata sList w a = snil j scons a (sList w a)
zipWiths :: 8a; b; c; k:(a! b! c)! sList k a! sList k b! sList k c
zipWiths = f:xs
k+1
:ys
k+1
:case xs
k+1
of
snil! snil
1(k+1)
scons x xs
0
k
! case ys
k+1
of
snil! snil
1(k+1)
scons y ys
0
k
! (scons (f x y) (zipWiths f xs
0
k
ys
0
k
)
k
)
k+1
takes :: 8a; k; l:Nat k ! Strm (k + l) a! sList k a
takes = n
k+1
:s
k+l+1
:case n
k+1
of zero! snil
1k+1
succ n
0
k
! case s
k+l+1
of
x; s
0
k+l
! (scons x (takes n
0
k
s
0
k+l
)
k
)
k+1
drops :: 8a; k; l:Nat k ! Strm (k + l) a! Strm l a
drops = n
k+1
:s
k+l+1
:case n
k+1
of zero! s
k+l+1l
succ n
0
k
! case s
k+l+1
of
x; s
0
k+l
! (drops n
0
k
s
0
k+l
)
l
splitAts :: 8a; k; l:Nat k ! Strm (k + l) a! (sList k a;Strm l a)
splitAts = n:s:(takes n s; drops n s)
(++
s
) :: 8a; k; l:sList k a! Strm l a! Strm l a
xs
k+1
++
s
s = case xs
k+1
of snil! s
l
; scons x xs
0
k
! (x; (xs
0
k
++
s
s)
l
)
l+1l
Figura 6.10: Funciones auxiliares para el esqueleto granja
farm
n
:: 8a; b; l:F a; b) (Strm (n  l) a! sList n (Strm l a))!
(sList n (Strm l a)! Strm l b! Strm l b)!
(a! b)! Strm l b! Strm (n  l) a! Strm l b
farm
n
= unshue
n
:shue :f:aux:s:
shue (map naiveLs (mapS f) (unshue
n
s)) aux
map farm
n
:: 8a; b; k:F a; b) (a! b)! Strm k b! Strm (n  k) a! Strm k b
map farm
n
= farm
n
unshues
n
shues
unshues
n
:: 8a; l:Strm (n  l) a! sList n (Strm l a)
unshues
n
= s
n(l+1)
:let (firsts
n
; rest
nl
) = splitAts n s
n(l+1)
in (zipWiths (; ) rsts
n
(unshues
n
rest
nl
)
n[l]
)
n[l+1]
shues :: 8a; l; k:sList (k + 1) (Strm l a) ! Strm l b! Strm l b
shues = xs
k+1[l+1]
:aux
l+1
:case xs
k+1[l+1]
of
snil! aux
l+1
scons s
l+1
xs
0
k[l+1]
! case s
l+1
of
x; s
0
l
! let heads
k
= map hdS xs
0
k[l+1]
in let tls
k+1[l]
= map tlS xs
k+1[l+1]
in (x; (heads
k
++
s
(shues tls
k+1[l]
aux)
l
)
l
)
l+1
Figura 6.11: El esqueleto granja
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una nueva regla para representar la estrictez, y otra para establecer cuando
un sidata es vaco:
9i:
i
= U
T
s
=T
si
s  = U
s
1
= 0
T
si
s  = E
De aqu en adelante se usara h i para representar tuplas estrictas. Estas
se utilizaron tambien en la regla [MERGE ] (ver Figura 6.4). Las listas
estrictas de denen en la Figura 6.10. Para que las reglas de estrictez sean
semanticamente correctas, denimos un nuevo operador de tipos
0
utilizado
para interpretar esta clase de tipos: T
1

0
T
2
=

T
1
 T
2
si T
1
; T
2
6= U
U e.o.c.
.
6.3.3 Topologa de trabajadores replicados
El reparto de carga entre los procesos puede ser pobre si usamos el esqueleto
granja en tres situaciones: (1) cuando la granularidad de las tareas no es
uniforme, (2) cuando la arquitectura de los procesadores no es regular, y (3)
cuando el programa debe compartir la CPU con otros programas que estan
ejecutandose en el mismo procesador. La solucion a las tres situaciones es
repartir el trabajo bajo demanda, es decir, se asigna una tarea a un proceso
solamente cuando se sabe que ha terminado su trabajo previo. Esta es la
idea de la topologa de trabajadores replicados [KPR01]. En esta topologa
se crea un unico proceso repartidor, que llamaremos manager y muchos
procesos trabajadores o worker. El numero de trabajadores depende de un
parametro (suele ser el numero de procesadores disponibles). Inicialmente,
el manager asigna una o mas tareas a cada uno de los trabajadores. Cada
vez que un trabajador termina su tarea, enva un mensaje, incluyendo el
resultado parcial, a manager y a continuacion manager le asigna una nueva
tarea. El computo termina cuando manager recibe todos los resultados
parciales.
Asignar inicialmente solo una tarea a cada proceso tiene una desventaja,
especialmente cuando la latencia es alta: cuando un trabajador termina un
trabajo parcial, enva un mensaje al manager y debe esperar a recibir una
nueva tarea. Si el manager enviara inicialmente dos tareas, no hara falta que
el proceso esperara sino que inmediatamente podra empezar a trabajar con
las tareas pendientes, con lo que los periodos de espera quedan minimizados.
El programador no puede predecir con anterioridad el orden en que los
procesos van a terminar sus trabajos, puesto que esto depende de lo que
suceda en tiempo de ejecucion.
Usando el proceso reactivo (y no determinista) merge, el manager puede
recibir las contestaciones de distintos procesos tan pronto como estas se
producen. Luego, si cada contestacion contiene la identidad del proceso
emisor, se puede saber quien ha enviado el primer mensaje y asignarle una
nueva tarea. La Figura 6.12 muestra la topologa de procesos generada.
El esqueleto recibe como parametros de entrada (1) el numero de proce-
sos trabajadores a utilizar; (2) el tama~no de la cola de tareas adelantadas de
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Figura 6.12: Topologa de procesos generada para los trabajadores replicados
los trabajadores; (3) la funcion del trabajador que lleva a cabo el verdadero
trabajo sobre las tareas; y (4) la lista de tareas en las que se ha dividido el
problema. El esqueleto es el siguiente:
rw :: (Tr a, Tr b) => Int -> (a->b) -> [a] -> [b]
rw np prefetch fw tasks = results where
results = sortMerge outputsChildren
outputsChildren = [(worker fw i) # inputs
|(i,inputs) <- zip [0..np-1] inputss]
inputss = distribute tasksAndIds
(initReqs ++ (map owner unorderedResult))
tasksAndIds = zip [1..] tasks
initReqs = concat (generate prefetch [0..np-1])
unorderedResult = merge # outputsChildren -- Non-deterministic!!
distribute [] _ = generate np []
distribute (e:es) (i:is) = insert i e (distribute es is)
where insert 0 e ~(x:xs) = (e:x):xs
insert (n+1) e ~(x:xs) = x:(insert n e xs)
worker :: (Tr a, Tr b) => (a->b) -> Int -> Process [(Int,a)] [ACK b]
worker f i = process ts -> map (\(id_t,t).ACK i id_t (f t)) ts
data ACK b = ACK Int Int b
owner (ACK i _ _ ) = i
La lista tasksAndIds genera los numeros que se asignan a cada tarea.
Dichos numeros seran utilizados por la funcion sortMerge (que aqu no se
muestra) para ordenar los resultados en el mismo orden que las correspon-
dientes tareas de entrada.
Se dene un tipo de datos ACK para los mensajes de contestacion de
los trabajadores al manager. Incluye no solamente el resultado calculado
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data ACK k b = ACK (Nat k) b
generate :: 8k:Nat k ! Strm k (Nat k)
generate = n
k+1
:case n
k+1
of zero ! zeros
![1]k+1[k+1]
;
succ n
0
k
! (n
k+1
; (generate n
0
k
)
k[k]
)
k+1[k+1]
zipS :: 8a; b; k:Strm k a! Strm k b! Strm k (a; b)
zipS = s
k+1
:t
k+1
:case s
k+1
of x; s
0
k
!
case t
k+1
of y; t
0
k
! ((x; y); (zipS s
0
k
t
0
k
)
k
)
k+1
owner :: 8b; k:ACK k b! Nat k
owner (ACK i ) = i
result :: 8b; k:ACK k b! b
result (ACK b) = b
worker :: 8a; b; k; l:F a; b) (a! b)! Nat k ! Process (Strm l a) (Strm l (ACK k b))
worker = f:n:process ts! let f
0
:: F a; b) a! ACK k b
f
0
= t:ACK n (f t)
in (mapS f
0
ts)
mapt
n
:: 8a; b; k
1
; : : : ; k
n
:F a; b) (a! b)!< Strm k
1
a; : : : ;Strm k
n
a >!
< Strm k
1
(ACK n b); : : : ;Strm k
n
(ACK n b) >
mapt
n
= w: < s
1
; : : : ; s
n
> : < (worker w 0)#s
1
; : : : ; (worker w (n  1))#s
n
>
Figura 6.13: Funciones auxiliares para la topologa de trabajadores replica-
dos
por el trabajador sino tambien la identidad del proceso y de la tarea. La
lista unorderedResult es la lista no determinista generada por merge, que
es utilizada por distribute para distribuir nuevas tareas tan pronto como
llegan mensajes de respuesta de los trabajadores. En [KPR01] se pueden
encontrar mas detalles.
En la Figura 6.13 se muestran los tipos de las funciones auxiliares usadas
en esta topologa. Los tipos de las funciones generate y zipS se demues-
tran por induccion sobre k. Observese que en generate hacemos uso de la
relacion de subtipado. Estamos suponiendo que mapS :: 8a; b; k:(a ! b) !
Strm k a! Strm k b.
En la Figura 6.14 se muestra el tipo de una version modicada de la topo-
loga. Hemos simplicado algunos aspectos. Ha sido eliminado el parametro
prefetch. El identicador de tarea tambien se ha eliminado del tipo ACK,
por lo que eliminamos la funcion de ordenacion devolviendo el resultado
desordenado.
Se han encontrado varios problemas al tipar este esqueleto. El primero
es el siguiente: puesto que esta es una topologa en la que el trabajo se distri-
buye bajo demanda, los tama~nos de los streams que comunican los procesos
no son necesariamente los mismos, por lo que trabajar con listas de streams
no parece apropiado, ya que en tal caso se perdera mucha informacion. Por
ello hemos decidido usar tuplas estrictas de streams de diferentes tama~nos:
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rw
n
:: 8a; b:F a; b) (a! b)! Strm w a! Strm w b
rw
n
= f:tasks:
let initReqs :: Strm n (Nat n)
initReqs = generate n
in let rec
inputss :: 8k
1
: : : k
n
:F a)< Strm k
1
a; : : : ;Strm k
n
a>
inputss = let oChildren :: F b)< Strm k
1
(ACK n b); : : : ;
Strm k
n
(ACK n b) >
oChildren = mapt
n
f inputss
in let unordered :: F b) Strm (
P
n
i=1
k
i
) (ACK n b)
unordered = merge#oChildren
in let restReqs :: Strm (
P
n
i=1
k
i
) (Nat n)
restReqs = mapS owner unordered
in let requests :: Strm (
P
n
i=1
k
i
+ n) (Nat n)
requests = initReqs++
n
restReqs
in distribute
n
tasks requests
in let
outputChildren :: 8k
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Strm k
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Figura 6.14: La topologa de trabajadores replicados
hStrm k
1
a; : : : ;Strm k
n
ai. Esto conlleva que la topologa pase a ser
una familia de funciones, una para cada cantidad de procesadores. Luego
eliminamos el parametro natural.
El segundo problema es que tipar el let recursivo implica demostrar que
todos los streams crecen al menos en un elemento, y esto no es cierto siempre.
Por ejemplo, para outputChildren. Sin embargo, se puede observar que
una vez se aplica distribute, se dara al menos una tarea a un proceso en
inputss por lo que la topologa continuara funcionando. Redenimos el let
recursivo deniendo una unica ligadura recursiva para inputss en terminos
del resto de ligaduras. De modo que ahora solo hace falta demostrar que
inputss crece. Esto es cierto al comienzo de la ejecucion gracias a la lista
inicial de peticiones initReqs. El resto de peticiones se concatenan tras ellas:
initReqs ++ map owner unorderedResult.
El tercer problema surge precisamente en la funcion de concatenacion.
Hemos de concatenar una lista nita de longitud n a un stream de al menos
k elementos. En el sistema de tipos List n a signica que la lista tiene
a lo sumo una longitud de n, por lo que no podemos decir con seguridad
que el stream resultante tenga al menos n + k elementos. Necesitamos usar
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un stream tambien para el primer parametro. Dicho stream es generate n
en la Figura 6.14. Genera las primeras n peticiones y despues a~nade al
nal un numero innito de 0's. Luego, dados dos streams, la nueva funcion
de concatenacion toma n elementos de la primera y los pone al principio
de la segunda. Esto sigue sin resolver el problema del todo, puesto que
tenemos que tomar n elementos del primer stream y de nuevo los numeros
naturales son inductivos. Luego necesitamos denir (inductivamente) una
familia de funciones de concatenacion f++
j
:: 8a; k:Strm j a! Strm k a!
Strm (k + j) ag
j2IN
+ , donde ahora cada funcion se dene en terminos de
la anterior:
++
1
:: 8a; k:Strm 1 a! Strm k a! Strm (k + 1) a
s ++
1
s
0
= case s of x; s
00
! x; s
0
++
j+1
:: Strm (j + 1) a! Strm k a! Strm (k + j + 1) a
s ++
j+1
s
0
= case s of x; s
00
! x; (s
00
++
j
s
0
)
El ultimo problema surge en la funcion distribute. Esta funcion pro-
porciona nuevas tareas a procesos ociosos. Esto signica que los streams
no se incrementan uniformemente. Luego no es posible tipar la funcion
distribute
n
de la Figura 6.14, ya que desconocemos cual de los streams sera
incrementado. Sin embargo, sabemos con seguridad que uno de ellos lo hara.
Necesitamos, por tanto, hacer induccion sobre la suma de los tama~nos de los
streams y no separadamente sobre cada uno de ellos. Esto no esta soportado
por el sistema. El proceso sera de forma intuitiva el siguiente. Primero,
la comprobacion de nmo:
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n
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k
j
= 0 implica que para cada j = 1; : : : ; n,
k
j
= 0. Lo que signica que Strm k
j
a = U y el uso de tuplas estrictas
nos lleva a < Strm k
1
a; : : : ;Strm k
n
a >= U. La hipotesis de induccion es que
distribute
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) (Nat n)! < Strm k
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:: Strm w a y s
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:: Strm (
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+ 1) (Nat n). Enton-
ces, aplicando la regla case, s
0
1
:: Strm w a y s
0
2
:: Strm (
P
n
j=1
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) (Nat n), por
lo que, aplicando la hipotesis de induccion, obtenemos que distribute
n
s
0
1
s
0
2
::< Strm k
1
a; : : : ;Strm k
n
a >; y entonces, t
j
:: Strm k
j
a, para cada j =
1; : : : ; n. En cada rama de la expresion if se incrementa en uno una de las
componentes, es decir, cada rama tiene un tipo en el que la suma de los
tama~nos es k + 1, por lo que la expresion completa tiene un tipo en el que
la suma de los tama~nos es k + 1, como deseabamos demostrar. Este tipo de
induccion debe aplicarse tambien a inputss.
Este nuevo tipo induccion no esta incluido en forma de regla en el sis-
tema de tipos extendido ya que la expresion de tama~no sobre la que hacer
induccion depende en gran medida del programa concreto que se esta tipan-
do. De alguna manera el programador debera indicar no solamente el tipo
del programa sino tambien cual es la expresion de tama~no sobre la que desea
hacer induccion.
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6.3.4 Esqueleto divide y venceras con un arbol
Denimos ahora una implementacion diferente del esqueleto divide y ven-
ceras como ejemplo de induccion sobre un tipo distinto de las listas y los
streams. Ahora usamos un arbol y para tipar la funcion combineTop' de-
nida debajo hacemos induccion sobre su profundidad. La tarea original
se divide hasta una profundidad dada y para cada subarbol a dicha pro-
fundidad se crea una subtarea. La lista de subtareas se proporciona a un
esqueleto map naive (o mejor a uno rw) en el que la funcion transformadora
es exactamente el algoritmo secuencial. Al dividir la tarea inicial se debe
generar un arbol explcito de argumentos para poder combinar los resultados
obtenidos por los procesos paralelos:
dcT :: (Tr a,Tr b) => Int -> (a -> Bool) -> (a -> b) -> (a -> [a]) ->
(a -> [b] -> b) -> a -> b
dcT depth trivial solve split combine x =
combineTop combine levels results
where (tasks,levels) = generateTasks depth trivial split x
results = map_naive thr (dc trivial solve split combine) tasks
data Tree a = Node a [Tree a] | Leaf a
-- Generates a list of tasks at level n
generateTasks :: Int -> (a -> Bool) -> (a -> [a]) -> a -> ([a], Tree a)
generateTasks 0 _ _ a = ([a],Leaf a)
generateTasks n trivial split a
| trivial a = ([a],Leaf a)
| otherwise = (concat ass,Tree a ts)
where assts = map (generateTasks (n-1) trivial split) (split a)
(ass,ts) = unzip assts
-- Combines all the results obtained by the farm/rw skeleton
combineTop :: (a -> [b] -> b) -> (Tree a) -> [b] -> b
combineTop c t bs = fst (combineTop' c t bs)
combineTop' :: (a->[b]->b) -> (Tree a) -> [b] -> (b,[b])
combineTop' _ (Leaf a) (b:bs) = (b,bs)
combineTop' combine (Tree a ts) bs = (combine a (reverse res),bs')
where (bs',res) = foldl f (bs,[]) ts
f (olds,news) t = (remaining,b:news)
where (b,remaining) = combineTop' combine t olds
En la Figura 6.15 se dene la version tipada. El tipo del arbol se dene
como un tipo idata con dos parametros de tama~no. El primero (recursivo)
establece la profundidad del arbol, y el segundo es una cota superior de la
aridad de los nodos en el arbol. Tambien es necesario a~nadir un caso especial
en combineTop
0
para cuando bs sea vaca. Se a~nade un nuevo parametro
b, de forma que cuando bs es vaca se devuelve el par (b; [ ]). Tambien
podramos devolver un par auxiliar. Este parametro debe a~nadirse tambien
en combineTop y dcT , para poder proporcionarselo a la funcion combineTop
0
cuando sea necesario. Los tipos de generateTasks y combineTop
0
se de-
muestran por induccion sobre la profundidad del arbol. Para no oscurecer
el programa, en este esqueleto omitimos los subndices.
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idata Tree w k a = Leaf a j Node a (List k (Tree w k a))
dcT :: 8a; b:F a; b) (a! Bool)! (a! b)! (a! List w a)! (a! List w b! b)
! b! a! b
dcT = trivial:solve:split:combine:b:x:
let
tasksLevels :: 8k:F a) (List w a; T ree k w a)
tasksLevels = generateTasks n trivial split x
in let
results :: F b) List w b
results = map naiveL (dc trivial solve split combine) (fst tasksLevels)
in
combineTop combine (snd tasksAndLevels) results b
generateTasks :: 8a; k; l:Nat k ! (a! Bool)! (a! List l a)! a!
(List w a; T ree k l a)
generateTasks = n:trivial:split:x:
case n of
zero! (cons x nil; Leaf x)
succ n
0
! case (trivial x) of
True! (cons x nil; Leaf x)
False! let
assts :: (List l (List w a); List l (Tree k l a))
assts = unzip(map (generateTasks n
0
trivial split) (split x))
in (concat (fst assts); Node x (snd assts))
combineTop :: 8a; b; k; l:(a! List w b! b)! Tree k l a! List (l + 1) b! b! b
combineTop = f:t:bs:b:fst(combineTop
0
c t bs b)
combineTop
0
:: 8a; b; k; l:(a! List w b! b)! Tree k l a! List (l + 1) b! b!
(b; List (l + 1) b)
combineTop
0
= c:a:bs:b:
case a of
Leaf a! case bs of
nil! (b; nil)
cons b
0
bs
0
! (b
0
; bs
0
)
Node x ts!
let
f :: (List (l + 1) b; List w b)! Tree k l a!
(List (l + 1) b; List w b)
f = (os; ns):t:
let br :: (b; List (l + 1) b)
br = combineTop
0
c t os
in (snd br; cons (fst br) ns)
in let
bsrest :: (List (l + 1) b; List w b)
bsrest = foldl f (bs; nil) ts
in
(combine x (reverse (snd bsrest)); fst bsrest)
concat :: 8a; k; l:List k (List w a)! List w a
concat = xss:case xss of
nil! nil
cons xs xss
0
! xs++(concat xss
0
)
Figura 6.15: Esqueleto divide y venceras con un arbol
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Lo habitual en este esqueleto es lanzar una topologa de trabajadores
replicados, en lugar de un map ingenuo, para as mejorar el reparto de carga
de los procesos. Pero para hacerlo necesitaramos una version con listas, de
la que aun no disponemos. Es trabajo futuro.
6.4 Conclusiones y trabajo futuro
Eden es un lenguaje funcional paralelo lo sucientemente expresivo como
para que el programador pueda introducir bloqueos y no terminacion en los
programas. Disponer de una prueba de que tales efectos no estan presentes
es altamente deseable. Tales pruebas son particularmente interesantes para
los esqueletos, puesto que estos representan topologas paralelas reutilizadas
muchas veces en distintas aplicaciones.
Hemos extendido en distintas direcciones el sistema de tipos con tama~no
de Hughes y Pareto para hacerlo mas util para tipar nuestros esqueletos.
Hemos demostrado que algunos esqueletos estan libres de terminacion anor-
mal y de bucles innitos. En concreto, hemos introducido clases de tipos
para restringir la concrecion de algunas variables de tipo. De esta forma, se
puede demostrar que solamente se transmiten valores nitos entre procesos.
Ademas, hemos a~nadido al sistema tipos estrictos, y sus correspondientes
reglas de tipado, para poder hacer demostraciones por induccion para pro-
cesos que reciben y/o producen tuplas o listas de canales. Por otra parte
nos hemos encontrado con la necesidad de incorporar productos de variables
de tama~no a las expresiones de tama~no, de ser ello posible, lo que hara al
sistema de tipos mucho mas expresivo de forma que se podran tipar mu-
chos mas algoritmos. En el caso general la extension hara probablemente
indecidible el chequeo de tipos, pero probablemente se encontraran muchos
subcasos utiles en los que el algoritmo siga siendo decidible. Nuestros esque-
letos map farm y rw proporcionan ejemplos concretos de que esta extension
es realmente necesaria. Finalmente, proponemos extender la demostracion
por induccion incluida en la regla [LETREC ] para poder llevar a cabo in-
duccion sobre expresiones, como la suma de variables de tama~no, en lugar
de solamente sobre variables independientes.
Aun en el caso de que las extensiones propuestas permitan automatizar
las demostraciones, el programador sera aun responsable de conjeturar un
tipo para su programa y de reformularlo para facilitar su demostracion.
Como trabajo futuro, planeamos en primer lugar continuar con el tipa-
do de otros esqueletos mas complejos como el anillo, el toro y otros. Nos
gustara trabajar en la formalizacion de las nuevas caractersticas y en la
extension de la implementacion actual de los tipos con tama~no con ellas
para chequear automaticamente las demostraciones presentadas aqu.
Captulo 7
Conclusiones y trabajo
futuro
En esta tesis se han presentado tres analisis del lenguaje funcional paralelo
Eden utilizando distintas tecnicas. Los primeros captulos de esta tesis han
pretendido situar este trabajo en el contexto adecuado y describir los concep-
tos utilizados en los captulos principales. En el Captulo 2 se ha motivado
la utilidad de los analisis de programas en los lenguajes de programacion
y se han resumido las principales tecnicas utilizadas para denirlos. Se ha
puesto especial interes en describir la forma en que se aplican a los lengua-
jes funcionales la interpretacion abstracta y los sistemas de tipos anotados,
pues son las tecnicas utilizadas en los analisis presentados en esta tesis. En el
Captulo 3 se ha descrito el lenguaje funcional Eden: su sintaxis, semantica e
implementacion. Sin embargo, en los captulos posteriores, se recuerdan las
caractersticas particularmente relevantes que es necesario tener en cuenta
en cada uno de los analisis.
En los siguientes captulos se presentan los resultados originales de la
tesis. Cada uno de los analisis presentados cumple uno de los tres objetivos
que se propusieron al comienzo de esta tesis.
El analisis de conexion directa del Captulo 4 responde al objetivo
de desarrollar analisis con la intencion de incrementar la aceleracion de los
programas Eden disminuyendo su sobrecarga. Esto se consigue mediante la
reduccion del numero de mensajes y del numero de hebras creadas cuando
estas no realizan ningun trabajo util para el programa en el sentido de que
solamente se dedican a redirigir mensajes de un procesador a otro. El analisis
detecta hebras que se limitan a copiar valores de un canal de entrada a un
canal de salida. En tal caso el proceso que contiene a la hebra es un mero
intermediario entre el productor y el consumidor del valor. La informacion
producida por el analisis consiste en anotaciones de las abstracciones de
procesos y las ligaduras donde se lanzan los procesos. Con esta informacion
se modica el protocolo de comunicacion entre los procesos, de forma que
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no solamente se evita la creacion de las hebras inutiles sino que tambien
se conecta de forma directa al productor y consumidor del valor. De esta
forma se generan otros tipos de topologas distintas de las arboreas, como
la tubera, el toroide, la malla, el anillo, etc.
La denicion del analisis esta basada en un simple criterio sintactico: se
buscan canales utilizados exactamente una vez como entrada y exactamente
una vez como salida, y no utilizados como variables libres en ninguna expre-
sion. Aunque hemos utilizado un dominio de valores de conexion directa con
el objetivo de representar el incremento en el numero de usos de los canales,
este analisis no se puede considerar basado en interpretacion abstracta.
Existe un caso especial de conexion directa que hemos llamado conexion
directa entre ancestros. El analisis incluye este caso, pero no as el protocolo
aqu presentado. El protocolo nalmente implementado por Ulrike Klusik
es una mejora de este que s incluye este caso especial.
El nuevo protocolo no implica sobrecargas adicionales en el caso de que
no exista ningun caso de conexion directa, por lo que no supone en ningun
caso un perjuicio para la eciencia de los programas. Ademas, en tal caso
la topologa se mantiene. El ahorro obtenido por la optimizacion proviene
del hecho de que el numero de mensajes de datos que se transmiten entre
los procesos es habitualmente mucho mayor que los mensajes del protocolo,
ya que muchos de los canales son listas cuya transmision implica tantos
mensajes de datos como elementos hay en la lista. As, hemos visto que
para una cadena de reenvo de longitud n, donde n  2, se ahorra un
total de n   1 mensajes por cada mensaje de datos que se enve a traves
de la conexion directa. Por otra parte, el numero de mensajes adicionales
del nuevo protocolo con respecto al anterior es como mucho tres, por lo
que incluso aunque se transmita un unico dato se obtienen benecios para
cadenas de reenvo de longitud mayor que cuatro.
Para poder tener en la practica los benecios de este analisis es nece-
sario implementarlo en el compilador de Eden. Esto implica desarrollar
todo el sistema transformacional descrito: denicion de la sintaxis abstracta
de CoreEden, traduccion de Core a CoreEden, analisis de conexion direc-
ta y posterior traduccion de CoreEden a Core. Este marco es ademas el
adecuado para incorporar nuevos analisis y transformaciones que permitan
incrementar la eciencia de los programas Eden. Al igual que Core es una
simplicacion de Haskell en la que es sencillo llevar a cabo analisis y trans-
formaciones, CoreEden es su contrapartida paralela, y sobre el se podran
desarrollar todos los analisis y transformaciones relacionados con el parale-
lismo.
El analisis aqu presentado tiene ciertas limitaciones. No es capaz de ma-
nejar topologas complejas como el toroide donde los canales no son explcitos
sino que aparecen dentro de listas manejadas por funciones de orden supe-
rior. Para tratar estos casos, en [PRS00] se propone una metodologa para
transformar topologas jerarquicas en topologas con conexion directa o no
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jerarquicas. Una combinacion de ambas tecnicas sera lo adecuado para
tratar todos los casos.
El analisis de no determinismo del Captulo 5 responde al segundo de
los objetivos propuestos. Puesto que Eden esta implementado reutilizando
el compilador GHC, se ha estudiado como intereren las transformaciones
realizadas por este compilador con las construcciones introducidas por Eden.
Se ha visto que dicha interaccion a veces inuye en la eciencia y otras veces
sobre la semantica. La inuencia sobre la semantica se debe a la presencia
de no determinismo. Por otra parte, el no determinismo tambien afecta a la
denitud de las variables. En un lenguaje funcional perezoso, cuando una
variable se evalua, su clausura se actualiza con el nuevo valor, de forma que
todas sus apariciones de uso lo comparten. Sin embargo, en Eden puede
suceder que una variable no determinista se copie en otro procesador antes
de ser evaluada, por ejemplo en (f x) # x donde x es no determinista.
Al ser reevaluadas en procesadores diferentes se pueden producir valores
distintos. Esto provoca que distintas apariciones de una misma variable en
un programa puedan tener valores distintos, con la consiguiente perdida del
razonamiento ecuacional. Con el doble objetivo de desactivar selectivamente
las transformaciones peligrosas y de acotar aquellas partes del programa
Eden donde se pueda razonar ecuacionalmente, se han desarrollado tres
analisis de no determinismo y se ha implementado uno de ellos.
Los tres analisis se han denido utilizando interpretacion abstracta. En
el primero de ellos no existen dominios funcionales, por lo que se trata de
un analisis eciente. Sin embargo, pierde demasiada informacion en las fun-
ciones, ya que no se pueden expresar las dependencias de la salida de una
funcion con respecto a la entrada. El segundo analisis trata de paliar estas
deciencias utilizando dominios abstractos funcionales, con todos los pro-
blemas de eciencia que esto conlleva. El analisis pasa a ser exponencial
y por tanto impracticable. Finalmente se dene un tercer analisis, como
resultado de un compromiso entre la eciencia y la potencia. En el desa-
rrollo de este analisis se han utilizado tecnicas conocidas de aproximacion
de puntos jos y de representacion eciente de funciones. Solamente pier-
de informacion en los puntos jos y resulta ser cubico en las deniciones
recursivas y aproximadamente lineal en el resto de deniciones, por lo que
se ha considerado que es el candidato adecuado para ser implementado. Se
ha implementado un prototipo de este analisis en Haskell y se ha ejecutado
sobre varios ejemplos de programas Eden obteniendo un coste a~nadido a
la compilacion de aproximadamente el 1%. El algoritmo implementado no
solamente obtiene los valores abstractos de las expresiones sino que tambien
anota las mismas con informacion de no determinismo. Su implementacion
en un lenguaje funcional perezoso ha proporcionado enormes ventajas ya
que se puede utilizar la evaluacion perezosa como mecanismo de computo
de los valores abstractos: una funcion abstracta se puede representar como
una suspension y su aplicacion a un argumento se traduce en la continuacion
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de la evaluacion de su cuerpo. Esto nos ha evitado tener que construir un
interprete completo, lo cual hubiera sido necesario en caso de haber utilizado
un lenguaje impaciente o uno imperativo.
En una primera aproximacion al problema, el primer analisis se expreso
utilizando un sistema de tipos anotados, equivalente a la interpretacion
abstracta aqu presentada. Sin embargo, vistos los problemas de impre-
cision (envenenamiento) que sufran los analisis de uso basados en tipos
[LGH
+
92, TWM95, WJ99], descritos en el Captulo 2 (Seccion 2.3.2), se
decidio abandonar esta tecnica en favor de la interpretacion abstracta. A
pesar de ello, las mejoras introducidas recientemente en [GS01] nos animan a
intentar redenir el segundo analisis en terminos de un sistema de tipos que
permita mantener la maxima potencia a un coste razonable (polinomico).
Aunque se han proporcionado pruebas de correccion entre los tres analisis
denidos, queda pendiente una denicion de la correccion de los mismos con
respecto a la semantica de Eden. El desarrollo de una semantica denotacio-
nal de Eden es sin embargo el objetivo de otra tesis en curso [Hid00], por lo
que de momento se contempla como trabajo futuro.
Finalmente, el analisis de terminacion y productividad desarrollado
en el Captulo 6 responde al tercer objetivo, el estudio de propiedades de los
programas. En Eden se pueden denir de forma sencilla topologas genericas
llamadas esqueletos. El programador puede introducir en ellos inadvertida-
mente bucles innitos o bloqueos. Puesto que los esqueletos son topologas
reutilizadas muchas veces en distintas aplicaciones, es deseable disponer de
demostraciones de ausencia de estos efectos negativos. La teora de tipos con
tama~no [HPS96, Par00], resumida en el Captulo 2 (Seccion 2.3.3), propor-
ciona un marco en el que realizar analisis automatico de las propiedades de
terminacion y productividad de los programas. Esta teora permite denir
un sistema de tipos para una version simplicada de Haskell de manera que
esta garantizado que un programa bien tipado esta libre de bucles innitos
y/o bloqueos. Para demostrar las propiedades deseadas para las funciones
recursivas, en este sistema se distingue entre los tipos nitos (inductivos) y
los innitos (coinductivos), y se utiliza un principio de induccion sobre el
numero de constructores (tama~no). El analisis aqu descrito se ha denido
como una extension de dicho sistema de tipos. Puesto que Eden extiende
el lenguaje Haskell modicando su semantica perezosa en ciertos puntos,
es necesario modicar el sistema de tipos para que tenga en cuenta dichas
caractersticas. Las principales extensiones son: (1) un sistema de clases
de tipos para controlar la concrecion de las variables polimorcas que re-
presentan canales, ya que por estos solamente se pueden transmitir valores
nitos y (2) la inclusion de tipos estrictos para poder hacer demostraciones
por induccion para procesos que reciben y/o producen tuplas o listas de
canales. Este nuevo sistema se ha aplicado para demostrar la terminacion
y/o productividad de algunos esqueletos Eden. En esta aplicacion se han
puesto de maniesto algunas limitaciones del sistema de tipos y han surgido
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nuevos problemas como la necesidad de anotaciones de tama~no no lineales
(en los ejemplos estudiados bastaba con tener expresiones cuadraticas) y la
necesidad de hacer induccion sobre expresiones generales de tama~no (por
ejemplo, suma de variables), en lugar de solamente sobre variables.
Esta tesis se ha planteado, por un lado, como respuesta a determinadas
necesidades surgidas en el entorno de desarrollo del lenguaje Eden y, por
otro, como una aportacion al mundo de los analisis en lenguajes funcionales
paralelos. Las tecnicas utilizadas en los analisis de lenguajes funcionales
se han revelado igualmente utiles en los lenguajes funcionales paralelos. De
entre ellos parece que los sistemas de tipos anotados y los sistemas de efectos
son especialmente utiles, en particular para recopilar informacion sobre los
efectos laterales derivados del paralelismo.
Con respecto al trabajo futuro, quedan algunos problemas abiertos en
los analisis presentados.
En cuanto al analisis de conexion directa, el propuesto aqu no resuelve
todas las situaciones, y la metodologa propuesta en [PRS00] exige el uso
de construcciones de bajo nivel de Eden no mencionadas en esta tesis. Una
solucion mas denitiva seguira la lnea de apoyar el analisis llevado a cabo
actualmente, con anotaciones introducidas por el programador para los casos
mas difciles. A partir de aqu, el codigo generado y el protocolo descrito en
la Seccion 4.4.7 seran sucientes para establecer la topologa deseada.
En el caso del analisis de no determinismo, ya se ha mencionado la
necesidad de demostrar la correccion de los analisis propuestos con respecto
a la semantica denotacional de Eden (para ello bastara con demostrar la
correccion del segundo analisis, pues los demas son correctos respecto a el),
cuando esta se haya completado.
En cuanto al analisis de productividad y terminacion, por una parte,
deseamos continuar tipando otros esqueletos mas complejos como el anillo
y el toroide. Por otra, es necesario formalizar las nuevas caractersticas del
sistema y demostrar su correccion con respecto a la semantica de Eden.
Tambien hace falta estudiar como afecta al algoritmo de comprobacion de
tipos la introduccion de expresiones de tama~no no lineales en general o
cuadraticas en particular. Y nalmente es necesario tambien fundamentar
e introducir en el sistema la induccion sobre expresiones de tama~no.
La experiencia alcanzada en el desarrollo de los analisis aqu presentados,
sera sin duda util para abordar nuevos analisis en Eden o en otros lenguajes.
En este sentido, se ha establecido una colaboracion con los desarrolladores
de GpH en Edimburgo y St. Andrews (Escocia) para estudiar problemas
especcos de dicho lenguaje, as como de otro lenguaje funcional de esos
mismos grupos, Hume [Mic01], actualmente en denicion, y pensado para
aplicaciones crticas. Hume ofrece un amplio campo para la experimentacion
de nuevos analisis, ya que se pretenden establecer en tiempo de compilacion
cotas superiores al tiempo y memoria necesarios para la evaluacion de cada
expresion.

Apendice A
Conceptos basicos
En este apendice se presentan algunos conceptos basicos utilizados en la
tesis. Con ello se pretende que esta sea lo mas autocontenida posible. Se
presentan algunos conceptos de teora de dominios [Rea89, AJ94] y de teora
de categoras [Pie91, Mac71, Bar93].
A.1 Teora basica de dominios
Los analisis de programas basados en interpretacion abstracta requieren cier-
to conocimiento de la teora de dominios, la cual estudia conjuntos con cierta
estructura.
A.1.1

Ordenes parciales
Dado un conjunto P , una relacion binaria sobre P es un conjunto de pares
de elementos de P , es decir un subconjunto de P  P .
Un preorden sobre P es una relacion binaria v sobre P con las propie-
dades reexiva y transitiva:
 Reexiva: 8x 2 P:x v x.
 Transitiva: 8x; y; z 2 P:(x v y ^ y v z)) x v z.
Si ademas posee la propiedad antisimetrica
8x; y 2 P:(x v y ^ y v x)) x = y
entonces decimos que v es un orden parcial sobre P . En tal caso, decimos
que P es un conjunto parcialmente ordenado, y lo denotamos por P (v).
Para abreviar llamaremos poset a un conjunto parcialmente ordenado.
Los conjuntos parcialmente ordenados nitos de peque~no tama~no se pue-
den representar mediante diagramas de Hasse (ver ejemplos de la Figura
A.1). En ellos los elementos se representan mediante puntos en el plano, y la
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relacion de orden mediante lneas que unen dichos puntos, donde el elemento
situado mas arriba es mayor que el elemento situado mas abajo. Gracias a
la transitividad no es necesario pintar todas las lneas.
Algunos conjuntos parcialmente ordenados innitos tambien se pueden
representar de esta forma mostrando una parte nita que revele la estructura
con la que estan construidos.
>
?
2
false
true
?
Bool
?
0 1 2 3
IN
?
0
1
2
>
w
>
Figura A.1: Algunos ejemplos de posets que tambien son cpos
Un orden parcial es total si todos los elementos son comparables, es
decir,
(8x; y:x v y _ y v x).
Una cadena es un subconjunto X de P en el que v es un orden total.
Dado un poset P (v), decimos que x es una cota superior de un sub-
conjunto A de P si x es mayor o igual que todos los elementos de A, es
decir,
(8a 2 A:a v x).
Al conjunto de todas las cotas superiores de A lo denotamos por ub(A).
Llamamos mnima cota superior o supremo a la menor de las cotas
superiores. Es decir, x es supremo de A si:
(8a 2 A:a v x ^ 8x
0
2 P:[(8a 2 A:a v x
0
)) (x v x
0
)]).
Se puede demostrar que si existe, es unico.
Decimos que x es una cota inferior de A si y solo si x es menor o igual
que todos los elementos de A, es decir,
(8a 2 A:x v a).
Al conjunto de todas las cotas inferiores de A lo denotamos por lb(A).
Llamamos maxima cota inferior o nmo a la mayor de las cotas
inferiores. Es decir, y 2 P es nmo de A si:
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(8a 2 A:y v a ^ 8y
0
2 P:(8a 2 A:y
0
v a)) (y
0
v y))
Si existe, es unico.
Dado un poset P , un subconjunto A de P es dirigido si es no vaco y
para cada par de elementos de A existe una cota superior en A.
Un orden parcial completo es un poset D en el que cada subconjunto
dirigido tiene un supremo, o lo que es equivalente, en el que cada cadena
tiene un supremo. Para abreviar llamamos cpo a un poset completo.
Un cpo con nmo ? se llama cpo apuntado o estricto. En adelante,
cuando hablemos de cpos los supondremos apuntados.
Todo orden parcial nito es un orden parcial completo.
Algunos ejemplos de cpos son:
 El cpo de un unico elemento I.
 El cpo 2, que posee dos elementos ? y > (tambien representados a
veces por 0 y 1) con ? v >, ver Figura A.1.
 El cpo de los booleanos (ver Figura A.1) representado por Bool
?
y
formado por los elementos f?; true; falseg tales que ? v true y ? v
false.
 El cpo plano de los numeros naturales con ?, IN
?
, ver Figura A.1,
donde
8n 2 IN
?
:? v n ^ 8n;m 2 IN
?
:n v m si y solo si n = m.
 Los ordinales w no constituyen un cpo, ver Figura A.3. Para que for-
men un cpo es necesario a~nadir un elemento supremo >, para obtener
w
>
(ver Figura A.1).
 Dado un conjunto S, el conjunto P (S) de todos los subconjuntos de S
ordenados por inclusion forman un cpo. Como ejemplo, en la Figura
A.2 se muestra el cpo P (f0; 1; 2g).
f0; 1g
f0g
f0; 2g
f0; 1; 2g
f1g
;
f1; 2g
f2g
Figura A.2: El cpo de las partes de S = f0; 1; 2g
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 Dado un conjunto cualquiera S, se puede denir un cpo a partir de el,
(S
?
;v), a~nadiendo un elemento nuevo, ?, a S y tomando:
s
1
v s
2
si y solo si s
1
= ? o s
1
= s
2
.
Este tipo de cpos apuntados reciben el nombre de planos puesto que
todos los elementos distintos de ? se encuentran al mismo nivel. Ejem-
plos de cpos planos son los cpos de los booleanos y de los naturales de
la Figura A.1.
0
1
2
Figura A.3: Un ejemplo de poset no completo: w
A.1.2 Retculos
Un conjunto parcialmente ordenado en el que para cada par de elementos
existe el supremo (nmo) es un t(u){semiretculo. Si existen ambos
entonces es un retculo. Un ejemplo es el mostrado en la Figura A.4,
formado por cuatro elementos:
Figura A.4: Un retculo completo de cuatro puntos
Un retculo L es completo si todo subconjunto A de L tiene supremo e
nmo. Los retculos completos se suelen denotar de la siguiente manera:
L(v;?;>;t;u)
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donde > y ? denotan respectivamente el supremo e nmo de L, y t y
u representan los operadores de supremo e nmo. Todo retculo nito es
completo.
Todo retculo completo es tambien un orden parcial completo.
Un ejemplo de retculo no completo es la cadena de los numeros naturales
con el orden habitual 0 v 1 v 2 v : : :, puesto que para cada dos elementos
existe el supremo, pero para un subconjunto innito, como por ejemplo el
subconjunto de los numeros pares, no existe.
A.1.3 Funciones y puntos jos
Dados dos cpos D y E, denotemos por (D ! E) al conjunto de funciones
de D en E. Dados dos cpos D y E, una funcion f : D ! E es monotona
si preserva el orden, es decir,
8x; y:x v y en D ) f(x) v f(y) en E
Dada una funcion f : D ! D, decimos que x 2 D es un punto jo de f si
f(x) = x. Es el mnimo punto jo si para cualquier otro punto jo y de
f , se cumple x v y. Es el maximo punto jo si para cualquier otro punto
jo y de f , se cumple x w y.
Teorema 49 (del punto jo de Tarski)
Los puntos jos de una funcion monotona f sobre un retculo completo L(v
;?;>;t;u) forman un retculo completo con orden v, nmo el mnimo
punto jo lfp f , supremo el maximo punto jo gfp f y operadores de supremo
e nmo los mismos que L, donde:
 lfp f = ufx 2 L j f(x) v xg y
 gfp f = tfx 2 L j x v f(x)g.
Una funcion f entre cpos D y E es continua si para cada subconjunto
dirigido A de D tenemos f(
F
A) =
F
f(A). Continuidad implica monotona.
Denotamos por [D ! E] al conjunto de funciones continuas de D en E.
Ademas, si una funcion f : D ! E es monotona y D es nito, entonces
f es continua. De hecho, esto es cierto siempre que no existan cadenas
ascendentes innitas en D (propiedad de cadena ascendente). Por ejemplo,
cualquier funcion monotona f : IN
?
! E es continua.
Una funcion continua entre cpos apuntados D y E es estricta si f(?
D
) =
?
E
y se dice que reeja el nmo si f(d) = ?
E
) d = ?
D
.
El conjunto de las funciones continuas [D ! E] entre dos cpos D y E es
otro cpo, en el que el orden f v g se dene como 8d 2 D : f(d) v g(d). El
supremo se calcula punto a punto.
Si E es apuntado, es decir, tiene un nmo ?
E
, entonces el cpo de las
funciones continuas es tambien apuntado, pues 8d 2 D:?
[D!E]
(d) = ?
E
.
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Teorema 50 Dado un cpo apuntado D:
 Cada funcion continua f de D en D tiene un mnimo punto jo dado
por
F
n2IN
f
n
(?), donde f
0
es la funcion identidad y f
n+1
= f  f
n
.
 La funcion x que a cada funcion continua le hace corresponder su
mnimo punto jo es tambien continua.
La cadena ff
n
(?)g
n2IN
recibe el nombre de cadena ascendente de Klee-
ne.
A.1.4 Dominios
Un dominio es un cpo con algunas propiedades adicionales que garantizan
la existencia de soluciones a las ecuaciones recursivas de dominios.
Sea D un cpo. Un elemento x 2 D es compacto o nito si, para todo
subconjunto dirigido M de D tal que x v
F
M , existe un y 2 M tal que
x v y. Llamemos K(D) al conjunto de los elementos compactos de D.
Sea el cpo de los numeros naturales ordenados de la forma habitual,
con supremo > (w
>
). En dicho cpo todos los elementos excepto > son
compactos.
Un cpo D es algebraico si para todo x 2 D, el conjunto
M = fx
0
2 K(D) j x
0
v xg
es dirigido y
F
M = x. En otras palabras, cada elemento es el lmite de sus
aproximaciones nitas.
a
1
a
2
b
2
b
1
>
Figura A.5: Ejemplo de cpo no algebraico
Un ejemplo de cpo no algebraico es el de la Figura A.5. Este cpo no es
algebraico porque carece de elementos compactos. Ninguno de los a
i
puede
ser compacto puesto que tomando en la denicion de elemento compacto
M = fb
n
g, se cumple que a
i
v
F
M = > y sin embargo 8j:a
i
6v b
j
. De
forma similar se puede razonar con los b
j
. > tampoco es compacto, y por
tanto ningun elemento lo es.
Existen cpos algebraicos D que cumplen que [D ! D] no es algebraico.
Para lograr que [D ! D] pertenezca a la misma categora de objetos, es
necesario imponer algunas condiciones adicionales.
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Un conjunto X  D es consistente si tiene cota superior. Luego, todo
conjunto dirigido en un cpo es consistente.
Se dice que un cpo D es consistentemente completo o coherente si
todos sus subconjuntos consistentes tienen supremo en D:
8X  D:(X consistente )
G
X existe en D):
En la Figura A.6 se muestran ejemplos de cpos algebraicos, uno de los
cuales es coherente y el otro no lo es.
?
cpo algebraico no coherente
?
cpo algebraico y coherente
Figura A.6: Ejemplos de cpos algebraicos coherentes y no coherentes
Un dominio de Scott es un cpo algebraico consistentemente completo.
Para abreviar los llamaremos dominios. Todos los cpos planos son dominios
de Scott y todos los retculos completos son dominios de Scott.
Construcciones sobre dominios
Producto
Dados dos posets (D;v
1
) y (E;v
2
), el producto (D  E;v) es el conjunto
de pares (x; y) donde x 2 D e y 2 E.
El orden se dene componente a componente:
(x; y) v (x
0
; y
0
) si y solo si x v
1
y y x
0
v
2
y
0
.
En caso de ser ambos cpos, el producto es un cpo. El nmo es ?
DE
=
(?
D
;?
E
) y el operador de supremo
F
L = (
F
M;
F
N) donde:
M = fx j 9y 2 E:(x; y) 2 Lg;
N = fy j 9x 2 D:(x; y) 2 Lg:
Si ambos son dominios, entonces el producto es dominio en el que
K(D E) = f(u; v) j u 2 K(D); v 2 K(E)g:
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Al denir la semantica estricta de lenguajes funcionales necesitamos iden-
ticar todas las tuplas con una componente indenida con el propio inde-
nido, por ello surge otro producto (version colapsada):
D
1

D
2
= f(x; y) 2 D
1
D
2
j x 6= ? y y 6= ?g [ f?
D
1

D
2
g;
donde ?
D
1

D
2
es un nuevo elemento con
8p 2 D
1

D
2
:?
D
1

D
2
v p:
Union de dominios
La union de dominios es util para dotar de semantica a los tipos de datos
algebraicos de los lenguajes funcionales. Dados dos cpos D
1
y D
2
, su union
o suma coalescente, D
1
 D
2
, es un nuevo cpo formado por la union
disjunta de los elementos de D
1
y D
2
, en el que los elementos ?
D
1
y ?
D
2
se identican en un unico elemento ?
D
1
D
2
(ver Figura A.7). En D
1
D
2
tendremos d v d
0
si y solo si:
 d = ?
D
1
D
2
, o bien
 d y d
0
pertenecen al mismo D
i
(i = 1; 2) y d v d
0
en D
i
.
Normalmente se dene extendiendo los elementos de cada D
i
con una eti-
queta para distinguirlos.
Otro tipo de union es la suma separada D
1
+D
2
, formada por la union
disjunta de los elementos de D
1
y D
2
junto con un nuevo elemento ?
D
1
+D
2
distinto de los demas y por debajo de ellos, ver Figura A.7.
D
1
D
2
D
1
D
(a)
D
2
?
D
(b)
? ?
D
1
D
2
(c)
D
?
D
1
+D
2
?
Figura A.7: (a) Suma coalescente de D
1
y D
2
; (b) suma separada de D
1
y
D
2
; (c) elevacion de D
Si D
1
y D
2
son dominios, D
1
+D
2
es tambien un dominio donde K(D
1
+
D
2
) es la union disjunta de los elementos de K(D
1
) y K(D
2
), junto con el
elemento nuevo ?
D
1
+D
2
.
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Elevacion de dominios
Una construccion util en semantica perezosa es la elevacion de dominios.
Dado un constructor de tipos C, en semantica perezosa queremos distinguir
entre una expresion de dicho tipo totalmente indenida y otra que se evalua
a C E donde E es una expresion indenida. Es decir, queremos un nue-
vo elemento distinto de C? que represente la indenicion total, el cual se
consigue elevando el dominio con un ? nuevo por debajo de C ?.
Dado un cpo D, llamamos D
?
al cpo elevado, cuyos elementos son los
de D junto con un nmo a~nadido ? por debajo de ?
D
, ver Figura A.7.
A veces se representan los elementos de la siguiente forma:
 ? 2 D
?
,
 h0; di 2 D
?
si d 2 D.
Si D es un dominio, entonces D
?
es un dominio, en el que
K(D
?
) = f?g [ fh0; di j d 2 K(D)g:
Se cumple que:
D + E = D
?
E
?
.
Dada una funcion f : D ! E, se dene su promocion f
?
: D
?
! E
?
:
f
?
(?) = ?; f
?
(h0; di) = h0; f(d)i:
Dominio de funciones continuas
Dados dos dominios D
1
y D
2
, llamamos [D
1
! D
2
] al dominio de las fun-
ciones continuas entre dichos dominios, donde
f v g si y solo si 8d
1
2 D
1
:f(d
1
) v g(d
1
).
Ecuaciones recursivas entre dominios
Cuando se intenta proporcionar una semantica denotacional al {calculo
sin tipos surge la necesidad de resolver ecuaciones recursivas de dominios.
Para poder expresar el orden superior es necesario resolver la ecuacion entre
dominios D = A + [D ! D] donde A es un dominio base.
Es bien conocido que los dominios con las funciones continuas entre ellos
forman una categora (ver Seccion A.2) cartesianamente cerrada (cerrada
bajo producto y espacio de funciones) en la que esta ecuacion recursiva
tiene solucion.
La solucion a esta ecuacion recursiva es un modelo del {calculo sin tipos,
y la semantica denotacional estandar hace corresponder a cada construccion
sintactica un valor en dicho dominio (ver Seccion 2.2.3).
Los tipos de datos denidos de forma recursiva tambien dan lugar a
ecuaciones recursivas de dominios. Por ejemplo, el dominio de las listas es
solucion de la ecuacion recursiva D
list()
= I + (D

D
list()
).
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A.2 Denicion de categoras
Una categora K es una estructura denida por los siguientes conjuntos de
datos y propiedades:
(a) Una coleccion de objetos Obj(K).
(b) Para cada par de objetos A y B en Obj(K), existe un conjunto deno-
tado por Morf
K
(A;B) llamado el conjunto de los morsmos de A a
B.
(c) Dados f 2 Morf
K
(A;B) y g 2 Morf
K
(B;C), se puede formar la
composicion g  f 2Morf
K
(A;C).
(d) Para cada objeto A existe un morsmo id
A
2 Morf
K
(A;A), llamado
el morsmo identidad. Para cada f 2 Morf
K
(A;B), se cumple que
f  id
A
= f y id
B
 f = f .
(e) La composicion denida en el tercer apartado es asociativa.
Algunos ejemplos de categoras son los siguientes:
(a) Los conjuntos forman una categora, donde los objetos son conjuntos,
los morsmos son funciones entre conjuntos, la composicion de mors-
mos es la composicion ordinaria de funciones y el morsmo identidad
es la funcion identidad.
(b) Los conjuntos parcialmente ordenados forman una categora, donde
los objetos son conjuntos parcialmente ordenados y los morsmos fun-
ciones monotonas (el resto igual que en el punto anterior).
(c) Los dominios tambien forman una categora donde los objetos son
dominios, los morsmos son las funciones continuas, la composicion
de morsmos es la composicion ordinaria de funciones y el morsmo
identidad es la funcion identidad.
Dada una categora K, su categora opuesta K
op
es la formada por
los mismos objetos que K, y tal que para cada par de objetos A y B,
f 2 Morf
K
op
(B;A) si y solo si f 2 Morf
K
(A;B).
Sean C y D dos categoras. La categora producto CD es la categora
cuyos objetos son pares de la forma (A;B) donde A y B son objetos de C
y D respectivamente. Un morsmo entre (A;B) y (C;D), donde A;C 2
C y B;D 2 D, sera de la forma (f; g) donde f y g son morsmos de A
a C y de B a D respectivamente. La composicion de morsmos se hace
componente a componente. Esta denicion se puede generalizar a productos
de n categoras.
Un funtor F entre dos categoras C y D es una aplicacion que a cada
objeto de C le hace corresponder un objeto de D, y para cada par de objetos
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A y B en C, F hace corresponder a cada morsmo f 2 Morf
C
(A;B) un
morsmo F (f) 2 Morf
D
(F (A); F (B)) satisfaciendo las siguientes condicio-
nes:
 F (id
A
) = id
F (A)
para cada A 2 Obj(C).
 F (f  g) = F (f)  F (g) siempre que f  g este denida en C.
Tales funtores reciben el nombre de covariantes. Sin embargo, de-
cimos que F es contravariante si para cada par de objetos A y B en
C, F hace corresponder a cada morsmo f 2 Morf
C
(A;B) un morsmo
F (f) 2 Morf
D
(F (B); F (A)) satisfaciendo las siguientes condiciones:
 F (id
A
) = id
F (A)
para cada A 2 Obj(C).
 F (f  g) = F (g)  F (f) siempre que f  g este denida en C.
Sean ahora F y G dos funtores entre las categoras C y D y sea ff
A
g una
coleccion de morsmos indexada por los objetos de la categora C, donde ca-
da f
A
2 Morf
D
(F (A); G(A)). Llamamos a esta coleccion transformacion
natural de F a G si para cada par de objetos A y B en la categora C, y
para cada morsmo h 2 Morf
C
(A;B) se cumple:
f
B
 F (h) = G(h)  f
A
es decir, el siguiente diagrama es conmutativo:
F (A)
f
A
-
G(A)
F (B)
F (h)
?
f
B
-
G(B)
G(h)
?

Apendice B
Codigo Haskell del analisis
de no determinismo
A continuacion se muestra el codigo Haskell del algoritmo de analisis de
no determinismo mostrado en la Seccion 5.8. Se trata de codigo Haskell
literario, donde las partes de codigo Haskell aparecen delimitadas por el texto
\begin{code} y \end{code} y el resto son comentarios. Estos aparecen
en ingles con el objetivo de que el modulo sea comprensible para los no
hispanohablantes.
Se utiliza el modulo NewPP.hs denido por Hughes [Hug95] para mostrar
de forma legible (pretty printing) la salida producida por el analisis. Puesto
que el analisis aun no esta incluido en el compilador de Eden, el prototipo
incluye tambien un analizador lexico y uno sintactico, los cuales son genera-
dos respectivamente por las herramientas Alex y Happy. El modulo Gram.hs
contiene el analizador sintactico generado por Happy, donde se encuentran
los tipos que denen la sintaxis del lenguaje descrito en la Seccion 5.3, por
lo que aqu aparecen comentados.
Cuando el analisis sea incorporado al compilador de Eden, la informacion
de tipos estara disponible en las expresiones. Por el momento proporciona-
mos solamente los tipos de las variables ligadas, los operadores primitivos
y del proceso predenido merge, y el resto de los tipos es reconstruido a
partir de estos cuando sea necesario mediante la funcion ofType. De esta
forma los programas a ser analizados no se ven oscurecidos por una excesiva
informacion de tipos.
Este codigo incluye una monada de estados ST para contar el numero
de iteraciones realizado para calcular los puntos jos que aparecen en el
programa. Esta informacion ha sido util para obervar que en la mayor parte
de las ocasiones no se alcanza el peor de los casos, en el que el numero de
iteraciones es igual a la profundidad del dominio de signaturas.
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\begin{code}
module NonDet5 where
import NewPP
import Gram
import GlaExts(unsafePerformIO)
\end{code}
*********************************************************************
**** Identifiers ****
*********************************************************************
- We distinguish between binding occurrences and applied occurrences,
although they are type synonyms.
- We need type information in very concrete places:
- binders: lambda abstraction, process abstraction, case patterns
and let bindings (for the fixpoint calculation)
- primitive operators
- merge is considered an Id
-The types of the expressions can be initially pasted to the
expressions, but by now we calculate them when needed
\begin{code}
--newtype Id a = MkId (String, Type, a) -- binding occurrence
-- deriving Show
--instance Eq (Id a) where
-- MkId (s1,_,_) == MkId (s2, _, _) = s1 == s2
--type OId a = Id a -- applied occurrence
gettype :: Id a -> Type
gettype (MkId (s,t,x)) = t
getname :: Id a -> String
getname (MkId (s,t,x)) = s
getAbsVal :: Id AbsVal -> AbsVal
getAbsVal (MkId (s,t,a)) = a
\end{code}
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*********************************************************************
**** Constructors, literals, primitive operators ****
*********************************************************************
- In this way, we don't have to distinguish between primitive and
algebraic case alternatives
\begin{code}
--data Con a = DataCon DataCon -- constructor
-- | Literal Literal -- literal (integers, chars etc)
-- | PrimOp (PrimOp a) -- primitive operators
--type DataCon = (String,Type)
--type Literal = (String, Type)
--type PrimOp a = Id a -- we need their types
--Tuples are different from the rest of algebraic types
isCTup :: DataCon -> Bool
isCTup ("Tup",_) = True
isCTup _ = False
--This function transforms a Constructor in an annotated constructor
annotCons cs = map annotCon cs
annotCon :: Con a -> Con AbsVal
annotCon (PrimOp op) = error "Primitive operator in case alternative"
annotCon (DataCon s) = DataCon s
annotCon (Literal k) = Literal k
\end{code}
**********************************************************************
**** Arguments ****
**********************************************************************
- In fact they are just variables or literals, but we want recursion
\begin{code}
--type Arg a = Expr a
getanarg = getanexpr
\end{code}
**********************************************************************
**** Bindings: recursive and non recursive ****
**********************************************************************
\begin{code}
--data Bind a = NonRec (Id a) (Expr a)
-- | Rec [(Id a, Expr a)]
\end{code}
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**********************************************************************
**** Expressions ****
**********************************************************************
- We distinguish between type lambdas and value lambdas, and
correspondingly between normal applications and type applications.
\begin{code}
{-data Expr a = Var (OId a)
| Con (Con a) [Arg a] a
| App (Expr a) (Arg a) a
| Lam (Id a) (Expr a) a
| TApp (Expr a) Type a
| TLam TId (Expr a) a
| Case (Expr a) [Alt a] a
| Let (Bind a) (Expr a) a
| PInst (OId a) (Arg a) a
| PAbs (Id a) (Expr a) a
type Alt a = (Con a, [Id a], Expr a) -- [Id] is [] if Con is a Literal
-}
--To get the annotation of an annotated expression/alternative
getanexpr::Expr AbsVal -> AbsVal
getanexpr (Var id) = getAbsVal id
getanexpr (Con _ _ an) = an
getanexpr (App _ _ an) = an
getanexpr (Lam _ _ an) = an
getanexpr (TApp _ _ an) = an
getanexpr (TLam _ _ an) = an
getanexpr (Case _ _ an) = an
getanexpr (Let _ _ an) = an
getanexpr (PInst _ _ an) = an
getanexpr (PAbs _ _ an) = an
getanalt (AlgAlt (c,vs,e)) = getanexpr e
getanelt (Default (v,e)) = getanexpr e
\end{code}
**********************************************************************
**** Program ****
**********************************************************************
\begin{code}
--type Program a = [Bind a]
\end{code}
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**********************************************************************
**** Types ****
**********************************************************************
- As we have also used Id for type variables, we give then an EmptyType
- As merge is an Id we have to give its type:
ForAll alpha (TyProc (TyConApp List (TyConApp List (TyVar alpha)))
(TyConApp List (Var alpha))
)
where alpha = ("alpha", EmptyType)
\begin{code}
--newtype TId = MkTId String
-- deriving Eq
{-data Type = EmptyType
| TyVar TId -- type variable
| FunTy Type Type -- functional type
| ForAllTy TId Type -- polymorphic type
| TyConApp TyCon [Type] -- type constructor application
| TyProc Type Type -- process type
deriving Eq -}
{-type TyCon = String --We are interested in tuple type constructor:
"TConTup"
-}
--merge's type is the following
{-mergeType = ForAllTy mergeTyVar
(TyProc (TyConApp "List" [TyConApp "List" [TyVar mergeTyVar]])
(TyConApp "List" [TyVar mergeTyVar]))
mergeTyVar = MkTId "mergeTyVar"
mergeVar = MkId ("merge", mergeType, ())-}
--Obtains the result type of a function
resultType (FunTy t1 t2) = resultType t2
resultType (TyProc t1 t2) = resultType t2
resultType (ForAllTy beta t) = resultType t
resultType t = t
--The abstract domain corresponding to a type is Basic if it is a
--type variable or a non-tuple algebraic type
basic::Type -> Bool
basic (TyConApp tc _ ) = tc /= "TTup"
--basic types are included here also
basic (TyVar _) = True
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basic _ = False
--Given a type, it returns true if it is a tuple type
isTup::Type -> Bool
isTup (TyConApp "TTup" _) = True
isTup _ = False
--Given a type, it returns true if it is not functional
nonfun::Type -> Bool
nonfun (FunTy _ _) = False
nonfun (TyProc _ _) = False
nonfun (ForAllTy _ t) = nonfun t
nonfun _ = True
--Given a functional type, it returns the types of the argument
--and the result
argrestType ::Type -> (Type,Type)
argrestType (FunTy t1 t2) = (t1,t2)
argrestType (TyProc t1 t2) = (t1,t2)
argrestType (ForAllTy _ t) = argrestType t
argrestType t | nonfun t = error "This is not a functional type"
--Given a type, it returns the number of arguments
numArgs::Type -> Int
numArgs t | nonfun t = 0
numArgs (FunTy t1 t2) = 1 + numArgs t2
numArgs (TyProc t1 t2) = 1 + numArgs t2
numArgs (ForAllTy _ t) = numArgs t
\end{code}
*******************************************************************
**** Type reconstruction function ****
*******************************************************************
\begin{code}
ofType::Expr a -> Type
ofType (Var id) = gettype id
ofType (Con (Literal (k,t)) [] _) = t
--two special cases: tuples and lists. They just have an abbreviated
--syntax in source programs
ofType (Con (DataCon ("Tup",_)) xs _) = TyConApp "TTup" (map ofType xs)
ofType (Con (DataCon ("Cons",_)) (x:xs) _) = TyConApp "List" [ofType x]
ofType (Con (DataCon (c,t)) _ _) = resultType t
ofType (Con (PrimOp op) _ _) = resultType (gettype op)
ofType (Lam id e _) = FunTy (gettype id) (ofType e)
ofType (PAbs id e _) = TyProc (gettype id) (ofType e)
ofType (TLam alpha e _) = ForAllTy alpha (ofType e)
ofType (App e a _) = t2
where
FunTy t1 t2 = ofType e
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ofType (PInst v a _) = t2
where
TyProc t1 t2 = gettype v
ofType (TApp e t _) = sust t' alpha t
where
ForAllTy alpha t' = ofType e
ofType (Let bind e _) = ofType e
ofType (Case e alts _) = ofTypeAlt (head alts)
ofTypeAlt (AlgAlt (c,vs,e)) = ofType e
ofTypeAlt (Default (v,e)) = ofType e
--The replacement of a type variable by a type inside a type expression
sust (TyVar beta) alpha t
| beta == alpha = t
| otherwise = TyVar beta
sust (TyConApp c ts) alpha t = TyConApp c (map f ts)
where f t' = sust t' alpha t
sust (FunTy t1 t2) alpha t = FunTy (sust t1 alpha t) (sust t2 alpha t)
sust (TyProc t1 t2) alpha t = TyProc (sust t1 alpha t) (sust t2 alpha t)
sust (ForAllTy beta t1) alpha t
| alpha == beta = ForAllTy beta t1
| otherwise = ForAllTy beta (sust t1 alpha t)
\end{code}
***********************************************************************
**** Abstract Values Definition ****
***********************************************************************
- Signatures and abstract values are mixed.
\begin{code}
data EnumAnnot = Det | NonDet deriving (Eq,Ord)
data AbsVal = Basic EnumAnnot --an abstract value and a signature
| Tup [AbsVal] --tuple of abstract values
| Fun (Id ()) (Expr ()) Env --lambda suspension
| AprFun Int Type [AbsVal] --a functional signature
| AllDet Int Type AbsVal --special functional signature
| FLub [AbsVal] --a lub suspension
| Gamma Type TId Type AbsVal --polymorphism suspensions:
| Alpha Type TId Type AbsVal --t',beta,t
--Given an abstract value, tells if it is a signature
issignature::AbsVal -> Bool
issignature (Basic _) = True
issignature (Tup as) = and (map issignature as)
issignature (AprFun _ _ _) = True
issignature (AllDet _ _ _) = True
issignature _ = False
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instance Eq AbsVal where
(==) = equals --only defined for signatures
--Signatures equality: used in the fixpoint calculation
equals (Basic b) (Basic b') = (b==b')
equals (Tup as) (Tup as') = and (zipWith equals as as')
equals (AprFun m t as) (AprFun m' t' as')
| (m==m') && (t==t') = and (zipWith equals as as')
| otherwise = error "Eq comparison error"
equals (AllDet m t s) (AllDet m' t' s')
| (m==m') && (t==t') = equals s s'
| otherwise = error "Eq comparison error"
equals (AprFun m t as) (AllDet m' t' s')
| (m==m') && (t==t') = (equals a s') && and (map (equals (signondet tr)) as')
| otherwise = error "Eq comparison error"
where
(as',a)=sepsig as
tr = resultType t
equals (AllDet m t s) (AprFun m' t' as') =
equals (AprFun m' t' as') (AllDet m t s)
equals _ _ = error "This equality comparison is unexpected"
sepsig xs = (init xs, last xs)
allequals [s1,s2] = s1==s2
allequals (s1:s2:ss) = (s1 == s2) && allequals (s2:ss)
instance Ord AbsVal where
(<=) = lesseq --only defined for signatures
--Order between signatures: used in application of signatures
lesseq (Basic b) (Basic b') = (b<=b')
lesseq (Tup as) (Tup as') = and (zipWith lesseq as as')
lesseq (AprFun m t as) (AprFun m' t' as')
| (m==m') && (t==t') = and (zipWith lesseq as as')
| otherwise = error "Leq comparison error"
lesseq (AllDet m t s) (AllDet m' t' s')
| (m==m') && (t==t') = lesseq s s'
| otherwise = error "Leq comparison error"
lesseq (AllDet m t s) (AprFun m' t' as)
| (m==m') && (t==t') = (lesseq s a) && and(map (equals (signondet tr)) as')
| otherwise = error "Leq comparison error"
where
(as',a) = sepsig as
tr = resultType t
lesseq (AprFun m t as) (AllDet m' t' s')
| (m==m') && (t==t') = lesseq (last as) s'
| otherwise = error "Leq comparison error"
lesseq _ _ = error "This inequality comparison is unexpected"
\end{code}
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**************************************************************************
**** Environments ****
**************************************************************************
\begin{code}
--This environment can be a three valued environment to contain: the
--abstract value, the signature and the basic abstract value; but here
--we use annotated identifiers. However this can be changed easily
type Env = [Id AbsVal]
(!-) :: Env -> Id a -> AbsVal
--extracts an Id annotation from the environment
(id:rho) !- id'
| eqname id id' = getAbsVal id
| otherwise = rho !- id'
[] !- id' = error ("not in scope variable"++(show (getname id')))
--Looks in the environment for an identifier
inenv id [] = False
inenv id (id':rho)
| eqname id id' = True
| otherwise = inenv id rho
--Identifier's name equality
eqname (MkId (s,_,_)) (MkId (s',_,_)) = s==s'
--Adds an identifier to the environment
addEnv :: Env -> (Id AbsVal) -> Env
addEnv rho id = id:rho
--Adds an annotation to an identifier
addAbsVal :: AbsVal -> Id a -> Id AbsVal
addAbsVal a (MkId (s,t,x)) = MkId (s,t,a)
--Extends an environment
extendEnv :: Env -> Env -> Env
extendEnv = (++)
-- this can be improved by checking that identifiers are not repeated
addAbsVals = zipWith addAbsVal
\end{code}
**********************************************************************
**** Least Upper Bound function ****
**********************************************************************
\begin{code}
lub (Basic NonDet) (Basic b) = Basic NonDet
lub (Basic Det) (Basic b) = Basic b
lub (Tup as) (Tup as') = Tup (zipWith lub as as')
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lub (AprFun m t as) (AprFun m' t' as')
|(m==m') && (t==t') = AprFun m t (zipWith lub as as')
lub (AllDet m t s) (AllDet m' t' s')
|(m==m') && (t==t') = AllDet m t (lub s s')
lub (AprFun m t as) (AllDet m' t' s')
|(m==m') && (t==t') = AllDet m t (lub (last as) s')
lub (AllDet m t s) (AprFun m' t' as')
|(m==m') && (t==t') = AllDet m t (lub s (last as'))
--we assume the types of the functions in the list are the same
lub (FLub fs) f = FLub (f:fs)
lub f (FLub fs) = FLub (f:fs)
lub f g@(Fun x e rho) = FLub [f,g] --f is not a FLub
lub f@(Fun x e rho) g = FLub [f,g] --g is not a FLub
--for polymorphic suspensions
lub f@(Gamma t' beta t a) g = FLub [f,g]
lub f g@(Gamma t' beta t a) = FLub [f,g]
lub f@(Alpha t' beta t a) g = FLub [f,g]
lub f g@(Alpha t' beta t a) = FLub [f,g]
lub _ _ = error "Type conflict in lub operation"
supN as = foldr1 lub as
\end{code}
*****************************************************************
**** Abstraction and concretisation functions ****
*****************************************************************
-The concretisation function is given as a signature
\begin{code}
sigdet::Type -> AbsVal --It is gamma t d
sigdet t | basic t = Basic Det
sigdet (TyConApp "TTup" ts) = Tup (map sigdet ts)
sigdet t@(FunTy t1 t2) = AprFun m t (s1:ss)
where
s1 = auxnondet t2
rs = sigdet t2
ss = extract rs
m = numArgs t
sigdet (TyProc t1 t2) = sigdet (FunTy t1 t2)
sigdet (ForAllTy _ t) = sigdet t
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extract (AprFun m t as) = as
extract s = [s]
signondet::Type -> AbsVal
signondet t | basic t = Basic NonDet
signondet (TyConApp "TTup" ts) = Tup (map signondet ts)
signondet t@(FunTy t1 t2) = AprFun m t (s1:ss)
where
s1 = auxnondet t2
rs = signondet t2
ss = extract rs
m = numArgs t
signondet (TyProc t1 t2) = signondet (FunTy t1 t2)
signondet (ForAllTy _ t) = signondet t
auxnondet::Type -> AbsVal
auxnondet t | nonfun t = signondet t
auxnondet (FunTy t1 t2) = auxnondet t2
auxnondet (TyProc t1 t2) = auxnondet t2
auxnondet (ForAllTy _ t) = auxnondet t
gamma::Type -> AbsVal -> ST State AbsVal --the second one is a Basic
gamma t (Basic Det) = return (sigdet t)
gamma t (Basic NonDet) = return (signondet t)
gamma _ _ = error "Gamma must be applied to a basic annotation"
flip2 f b c a = f a b c
alpha::Type -> AbsVal -> ST State AbsVal
alpha t a | basic t = return a
alpha (TyConApp "TTup" ts) (Tup as) =
do
parc <- zipWithM alpha ts as
return (supN parc)
alpha t@(FunTy t1 t2) a =
do
parc <- absApply a (sigdet t1)
alpha t2 parc
alpha t@(TyProc t1 t2) a =
do
parc <- absApply a (sigdet t1)
alpha t2 parc
alpha (ForAllTy _ t) a = alpha t a
\end{code}
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*********************************************************************
**** Aplication of an abstract function ****
*********************************************************************
\begin{code}
absApply::AbsVal -> AbsVal -> ST State AbsVal --The first arg is a function
absApply (Fun id e rho) arg =
do
let rho' = addEnv rho (addAbsVal arg id)
(a,_) <- evalExpr e rho'
return a
absApply (AprFun 1 t [s1,sd]) arg =
do
let (ta,tr) = argrestType t
esmenor <- lessThanDet ta arg
let out = if esmenor then sd else s1
return out
absApply (AprFun m t (s1:ss)) arg =
do
let (ta,t') = argrestType t
esmenor <- lessThanDet ta arg
let out = if esmenor then (AprFun (m-1) t' ss) else (AllDet (m-1) t' s1)
return out
absApply (AllDet 1 t s) arg =
do
let (ta,tr) = argrestType t
esmenor <- lessThanDet ta arg
let out = if esmenor then s else (signondet tr)
return out
absApply (AllDet m t s) arg =
do
let (ta,t')=argrestType t
esmenor <- lessThanDet ta arg
let out = if esmenor then (AllDet (m-1) t' s) else (signondet t')
return out
absApply (FLub fs) arg =
do
ls <- mapM (flip absApply arg) fs
return (supN ls)
--for the polymorphic suspensions
absApply (Gamma t' beta t a) arg =
do
let (t1,t2) = argrestType t'
a1 <- alphap t1 beta t arg
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a2 <- absApply a a1
a' <- gammap t2 beta t a2
return a'
absApply (Alpha t' beta t a) arg =
do
let (t1,t2) = argrestType t'
a1 <- gammap t1 beta t arg
a2 <- absApply a a1
a' <- alphap t2 beta t a2
return a'
absApply _ arg
= error ">que pasa con la funcion?"
lessThanDet targ arg =
do
warg <- signature targ arg
return (lesseq warg (sigdet targ))
absApplys :: AbsVal -> [AbsVal] -> ST State AbsVal
absApplys f [a] = absApply f a
absApplys f (a:as) = do
g <- absApply f a
a <- absApplys g as
return a
\end{code}
**********************************************************************
**** Probing function ****
**********************************************************************
\begin{code}
zipWithM::Monad m => (a -> b -> m c) -> [a] -> [b] -> m [c]
zipWithM f [] [] = return []
zipWithM f (x:xs) (a:as) =
do
h <- f x a
hs <- zipWithM f xs as
return (h:hs)
signature::Type -> AbsVal -> ST State AbsVal --The result is a signature
signature t a | issignature a = return a
signature t a | basic t = return a
signature (TyConApp "TTup" ts) (Tup as) =
do
zw <- zipWithM signature ts as
return (Tup zw)
signature t@(FunTy t1 t2) a =
do
ap1 <- absApply a (signondet t1)
s1 <- auxp t2 ap1
ap2 <- absApply a (sigdet t1)
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rs <- signature t2 ap2
let
ss = extract rs
m = numArgs t
return (AprFun m t (s1:ss))
signature (TyProc t1 t2) a = signature (FunTy t1 t2) a
signature (ForAllTy _ t) a = signature t a
auxp::Type -> AbsVal -> ST State AbsVal
auxp t a | nonfun t = signature t a
auxp t@(FunTy t1 t2) a =
do
parc <- absApply a (sigdet t1)
auxp t2 parc
auxp t@(TyProc t1 t2) a =
do
parc <- absApply a (sigdet t1)
auxp t2 parc
auxp t@(ForAllTy _ t1) a = auxp t1 a
\end{code}
*********************************************************************
**** Abstract interpretation function ****
*********************************************************************
Abstract interpretation for a program
\begin{code}
--To repeat n times the evaluation of a program: just to obtain
--bigger programs we add an integer parameter n and force the
--evaluation of the bindings several times
evalProg :: Int -> Program () -> ST State (Program AbsVal)
evalProg n binds
| n == 1 = evalbinds binds []
| otherwise = do bs <- evalbinds binds []
seq (rnfBinds bs) (evalProg (n-1) binds)
pon f t c = seq (unsafePerformIO (writeFile f t)) c
--Reduction to normal form
rnfBinds [] = ()
rnfBinds (b:bb) = rnfBind b `seq` rnfBinds bb
rnfBind (NonRec id e) = rnfId id `seq` rnfExp e `seq` ()
rnfBind (Rec []) = ()
rnfBind (Rec ((id,e):bs)) = rnfId id `seq` rnfExp e `seq` rnfBind (Rec bs)
rnfId (MkId (s,t,a)) = s `seq` rnfType t `seq` a `seq` ()
rnfType EmptyType = ()
rnfType (TyVar id) = id `seq` ()
rnfType (FunTy t1 t2) = rnfType t1 `seq` rnfType t2
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rnfType (ForAllTy tid t)= tid `seq` rnfType t
rnfType (TyConApp c ts) = c `seq` rnfTlist ts
rnfType (TyProc t1 t2) = rnfType t1 `seq` rnfType t2
rnfTlist [] = ()
rnfTlist (t:ts) = rnfType t `seq` rnfTlist ts
rnfExp (Var x) = x `seq` ()
rnfExp (Con c xs a) = c `seq` xs `seq` a `seq` ()
rnfExp (App e x a) = rnfExp e `seq` x `seq` a `seq` ()
rnfExp (Lam id e a) = rnfId id `seq` rnfExp e `seq` a `seq` ()
rnfExp (TApp e t a) = rnfExp e `seq` rnfType t `seq` a `seq` ()
rnfExp (TLam tid e a) = tid `seq` rnfExp e `seq` a `seq` ()
rnfExp (Case e alts a)= rnfExp e `seq` rnfAlts alts `seq` a `seq` ()
rnfExp (Let b e a) = rnfBind b `seq` rnfExp e `seq` a `seq` ()
rnfExp (PInst oid x a)= oid `seq` x `seq` a `seq` ()
rnfExp (PAbs id e a) = rnfId id `seq` rnfExp e `seq` a `seq` ()
rnfAlts [] = ()
rnfAlts (a:as) = rnfAlt a `seq` rnfAlts as
rnfAlt (AlgAlt (c,ids,e)) = c `seq` rnfIds ids `seq` rnfExp e `seq` ()
rnfAlt (Default (id,e)) = rnfId id `seq` rnfExp e `seq` ()
rnfIds [] = ()
rnfIds (id:ids) = rnfId id `seq` rnfIds ids
----------------------------------------------------------------------
--Annotation of a list of bindings
evalbinds :: [Bind ()] -> Env -> ST State [Bind AbsVal]
evalbinds [] _ = return []
evalbinds (bind:binds) rho =
do
(rho',bind') <- evalBind bind rho
binds' <- evalbinds binds rho'
return (bind':binds')
--Annotation of an expression
evalExpr :: Expr () -> Env -> ST State (AbsVal, Expr AbsVal)
evalExpr (Var (MkId ("merge",t,_))) rho =
return (a,Var (MkId ("merge",t,wa)))
where
a = signondet t
wa = a
evalExpr (Var id) rho
= do
let a = rho !- id
tid = gettype id
wa <- signature tid a
let id' = addAbsVal wa id
return (a, Var id')
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evalExpr (Con (Literal k) [] _) rho =
return (Basic Det, Con (Literal k) [] (Basic Det))
evalExpr ne@(Con (DataCon c) xs _) rho
| isCTup c =
do
ps <- mapM (flip evalExpr rho) xs
let
(as,xs') = unzip ps
was = map getanexpr xs'
a = Tup as
wa = Tup was --the same as signature (ofType ne) a
return (a, Con (DataCon c) xs' wa)
| otherwise =
do
ps <- mapM (flip evalExpr rho) xs
let (as,xs') = unzip ps
txs = map ofType xs
basics <- zipWithM alpha txs as
let a = if (null basics) then (Basic Det) else (supN basics)
wa = a --the same as signature (oftype ne) a
return (a, Con (DataCon c) xs' wa)
evalExpr ne@(Con (PrimOp op) xs _) rho =
do
ps <- mapM (flip evalExpr rho) xs
let
(as,xs') = unzip ps
aop = sigdet top
top = gettype op
a <- absApplys aop as
let op' = addAbsVal aop op --as waop = aop
wa <- signature (resultType top) a
return (a, Con (PrimOp op') xs' wa)
evalExpr ne@(Lam v e _) rho =
do
let
a = Fun v e rho
v' = addAbsVal wv v
wv = signondet tv
tv = gettype v
rho' = addEnv rho v'
wa <- signature (ofType ne) a
(_,e') <- evalExpr e rho'
return (a, Lam v' e' wa)
evalExpr ne@(PAbs v e _) rho =
do
let
a = Fun v e rho
v' = addAbsVal wv v
wv = signondet tv
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tv = gettype v
rho' = addEnv rho v'
wa <- signature (ofType ne) a
(_,e') <- evalExpr e rho'
return (a, PAbs v' e' wa)
evalExpr ne@(App e arg _) rho =
do
(ve,e') <- evalExpr e rho
(va,arg') <- evalExpr arg rho
a <- absApply ve va --if ve is Unknown, absApply deals with it
wa <- signature (ofType ne) a
return (a, App e' arg' wa)
evalExpr ne@(PInst v arg _) rho =
do
p <- evalExpr (Var v) rho --a trick
let (vv,Var v') = p
p' <- evalExpr arg rho
let (va,arg') = p'
a <- absApply vv va
wa <- signature (ofType ne) a
return (a, PInst v' arg' wa)
evalExpr ne@(Case e [AlgAlt (DataCon c, vs, e')] _) rho
| isCTup c =
do
(ae, e1) <- evalExpr e rho
let
Tup as = ae
wae = getanexpr e1
Tup was = wae
rho' = extendEnv rho (addAbsVals as vs)
(a,e1') <- evalExpr e' rho'
let vs' = addAbsVals was vs
wa = getanexpr e1' --more efficient than signature (ofType ne) a
return (a, Case e1 [AlgAlt (DataCon c, vs', e1')] wa)
evalExpr ne@(Case e alts _) rho =
do
(ae,e') <- evalExpr e rho
palts <- mapM (flip (evalAlt ae) rho) alts
let
(valts,alts') = unzip palts
tne = ofType ne
walts = map getanalt alts'
a = case ae of
Basic NonDet -> signondet tne
Basic Det -> supN valts
wa <- signature tne a
return (a, Case e' alts' wa)
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evalExpr ne@(Let bind e _) rho =
do
(rho',bind') <- evalBind bind rho
(a,e') <- evalExpr e rho'
let wa = getanexpr e' --more efficient than signature (ofType ne) a
return (a, Let bind' e' wa)
--Polymorphism
evalExpr (TLam beta e _) rho =
do
(a,e') <- evalExpr e rho
let wa = getanexpr e'
return (a,TLam beta e' wa)
evalExpr ne@(TApp e t _) rho =
do
let tne = ofType ne
ForAllTy beta t' = ofType e
(a',e') <- evalExpr e rho
a <- gammap t' beta t a'
wa <- signature tne a
return (a,TApp e' t wa)
--Annotation of alternatives
evalAlt ::AbsVal -> Alt () -> Env -> ST State (AbsVal, Alt AbsVal)
evalAlt ae (AlgAlt (c,vs,e)) rho =
do
let
rho' = extendEnv rho vs'
as = map (discr ae) ts
discr a = case a of
Basic Det -> sigdet
Basic NonDet -> signondet
ts = map gettype vs
vs' = addAbsVals as vs
--in this case was=as as they are already signatures
c' = annotCon c
(a,e') <- evalExpr e rho'
return (a,AlgAlt (c',vs',e'))
evalAlt ae (Default (v,e)) rho =
do
let
v' = addAbsVal ae v --as ae is basic abstract value wae = ae
rho' = addEnv rho v'
(a,e') <- evalExpr e rho'
return (a,Default (v',e'))
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--Annotation of recursive and non-recursive bindings
evalBind (NonRec v e) rho =
do
(a,e') <- evalExpr e rho
let
wa = getanexpr e' --more efficient than signature (ofType e') a
v' = addAbsVal wa v
rho' = addEnv rho (addAbsVal a v)
return (rho', NonRec v' e')
evalBind (Rec bs) rho =
do
nuevoCont
let
(ids,es)=unzip bs
--we don't modify the bindings until the end
--In the fixpoint calculation we only look for the environment
f = \(rho',exit)->
do
pes <- mapM (flip evalExpr rho') es
let
(_,es') = unzip pes
waes = map getanexpr es' --the widening
rho2 = addAbsVals waes ids
(nrho,nexit) = modify rho' rho2
return (nrho,nexit)
init = extendEnv (addAbsVals dets ids) rho
dets = map sigdet tids
tids = map gettype ids
rho' <- fix f (init,False)
--one more time to get the definitive rhss
pes <- mapM (flip evalExpr rho') es
let
(_,es') = unzip pes
waes =map getanexpr es'
ids' = addAbsVals waes ids --the definitive ids
bs'= zip ids' es'
return (rho', Rec bs')
modify rho [] = (rho,True)
modify (id:rhos) (id':rhos')
| id == id'= (id':nrhos,(a==a') && exitrest) --a and a' are signatures
where
a = getAbsVal id
a' = getAbsVal id'
(nrhos,exitrest) = modify rhos rhos'
--fix::((Env,Bool) -> ST State (Env,Bool)) -> (Env,Bool) -> ST State Env
fix f (x,exit) --the counter is increased each time we apply f
| exit = return x
| otherwise = do
ef <- f (x,exit)
inc
ff <- fix f ef
return ff
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\end{code}
*************************************************************************
**** Pretty-printing using Hughes library ****
*************************************************************************
\begin{code}
banToD::EnumAnnot -> Doc
banToD (Det) = text "d"
banToD (NonDet) = text "n"
anToD::AbsVal -> Doc
anToD (Basic b) = banToD b
anToD (Tup as) = rodear d "(" ")"
where
d = sep (g as)
g [a] = [anToD a]
g (a1:a2:ss) = (anToD a1 <> text ","): (g (a2:ss))
anToD (AprFun m t as) = rodear d "{" "}"
where
d = sep (h as)
h [a] = [text "+" <> anToD a] --the last value
h (a1:a2:as) = (anToD a1):(h (a2:as))
anToD (AllDet m t s) = rodear (anToD s) "{[" "]}"
--we save some space, we could also reconstruct the AprFun equivalent version
--anToD (AprFun m t (as'++[s])) where as'= rep m (signondet (resultType t))
anToD (FLub _) = error "trying to show a lub value"
anToD _ =error "Trying to show a non-signature functional abstract value"
tnil = text ""
idToD::Id AbsVal -> Doc
idToD (MkId(s,t,x)) = (text(s++"::"))<>(anToD x)
conToD::Con AbsVal -> Doc
conToD (DataCon (s,t)) = text (s++" ")
conToD (Literal (l,t)) = text (l)
conToD (PrimOp x) = idToD x<>text " "
progToD::Program AbsVal -> Doc
progToD bs = foldr (($$).bindToD) tnil bs
bindToD :: Bind AbsVal -> Doc
bindToD(NonRec x e) = onebToD (x,e)
bindToD(Rec bs) = foldr (($$) . onebToD) tnil bs
onebToD:: (Id AbsVal, Expr AbsVal) -> Doc
onebToD (x,e) = sep[idToD x <> text " = ",nest 4 (exprToD e)]
rodear :: Doc -> String -> String -> Doc
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rodear d s s' = text s <> d <> text s'
rodexpr :: Expr AbsVal -> String -> String -> Doc
rodexpr e = rodear (exprToD e)
rodearid id = rodear (idToD id)
rodepare e = rodexpr e "(" ")"
rodeparid id = rodearid id "(" ")"
rodepart t = rodear (typeToD t) "(" ")"
rodecore e = rodexpr e "[" "]"
anConDP :: AbsVal -> Doc
anConDP a = text "::" <> anToD a
exprToD :: Expr AbsVal -> Doc
exprToD (Var id) = idToD id
exprToD (Con c xs a) =
sep [d,anConDP a]
where
d = if (null xs) then (conToD c)
else ((conToD c) <> (h xs))
h [x] = rodepare x
h (x:y:ys)= sep (map rodepare (x:y:ys))
exprToD (App e x a) = sep[rodepare e,rodepare x,anConDP a]
exprToD (Lam id e a) =
sep[(text "\\ ") <> (idToD id)<> (text "."), nest 4 (exprToD e)]
$$ anConDP a
exprToD (TApp e t a) = sep[(rodepare e),(rodepart t), anConDP a]
exprToD (TLam tid e a) =
sep[(text "/\\ ")<> tidToD tid <> text ".",nest 4(exprToD e)]
$$ anConDP a
exprToD (PInst id e a) = rodeparid id <> text " # "<> rodepare e
<> anConDP a
exprToD (PAbs id e a) =
sep[(text "process ") <> (idToD id)<>(text " ->"),nest 4 (exprToD e)]
$$ anConDP a
exprToD (Let b e a) =
(text "let ")$$nest 4 (bindToD b)$$text "in "$$nest 3 (exprToD e)
$$ anConDP a
exprToD (Case e alts a) = (text "case "<> rodepare e <> text " of ") $$
nest 4 (foldr (($$).altToD) tnil alts)$$anConDP a
altToD :: Alt AbsVal -> Doc
altToD (AlgAlt (c,ids,e)) =
sep[(conToD c) <> opc <> text " ->",nest 6 (exprToD e)]
where
opc = if (null ids) then tnil else sep (map k ids)
k id = rodeparid id <> text" "
altToD (Default (id,e)) =
sep[idToD id <> text "->",nest 6 (exprToD e)]
tidToD :: TId -> Doc
tidToD (MkTId s) = text s
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typeToD :: Type -> Doc
typeToD (EmptyType) = text "( )"
typeToD (TyVar tid) = tidToD tid
typeToD (FunTy t1 t2) = sep[typeToD t1<> text " ->",typeToD t2]
typeToD (ForAllTy tid t) = text "\\/"<> tidToD tid <> text"." <> typeToD t
typeToD (TyConApp tcon ts) = text (tcon) <> (d ts)
where
d [] = tnil
d (t:ts) = text " " <> sep (map rodepart (t:ts))
typeToD (TyProc t1 t2) = sep[text "Process "<> typeToD t1, nest 7 (typeToD t2)]
\end{code}
******************************************************************
**** Monad to count iterations ****
******************************************************************
\begin{code}
newtype ST s a = ST (s -> (s,a))
instance Monad (ST s) where
return x = ST (\ s -> (s,x))
m >>= f = ST (\s -> let
ST fm = m
(s',b) = fm s
ST m' = f b
in
m' s')
m >> m' = ST (\s -> let
ST fm = m
(s',_) = fm s
ST fm' = m'
in
fm' s')
type State = [Int]
nuevoCont::ST State ()
nuevoCont = ST (\ s -> ((0::Int):s,()))
inc::ST State ()
inc = ST (\s -> (add1 s,()))
add1 (x:xs) = (x+1):xs
runST :: Int -> Program () -> (State, Program AbsVal)
runST n p = let
ST fm = evalProg n p
in
fm []
\end{code}
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*****************************************************************
**** Polymorphism ****
*****************************************************************
\begin{code}
--Polymorphic abstraction and concretisation functions
gammap::Type -> TId -> Type -> AbsVal -> ST State AbsVal
gammap (TyConApp tc ts) beta t a
| tc /= "TTup" = return a
| otherwise =
do
let Tup as = a
f t1 a1 = gammap t1 beta t a1
ps <- zipWithM f ts as
return (Tup ps)
gammap (TyVar delta) beta t a
| delta /= beta = return a
| otherwise = gamma t a
gammap t'@(FunTy t1 t2) beta t a = return (Gamma t' beta t a)
gammap t'@(TyProc t1 t2) beta t a = return (Gamma t' beta t a)
gammap (ForAllTy delta t1) beta t a
| delta /= beta = gammap t1 beta t a
| otherwise = error "Hay captura de variables de tipo"
alphap::Type -> TId -> Type -> AbsVal -> ST State AbsVal
alphap (TyConApp tc ts) beta t a
| tc /= "TTup" = return a
| otherwise =
do
let Tup as = a
g t1 a1 = alphap t1 beta t a1
ps <- zipWithM g ts as
return (Tup ps)
alphap (TyVar delta) beta t a
| delta /= beta = return a
| otherwise = alpha t a
alphap t'@(FunTy t1 t2) beta t a = return (Alpha t' beta t a)
alphap t'@(TyProc t1 t2) beta t a = return (Alpha t' beta t a)
alphap (ForAllTy delta t1) beta t a
| delta /= beta = alphap t1 beta t a
| otherwise = error "Hay captura de variables de tipo"
\end{code}
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--El modulo principal es el siguiente
module Main(main) where
import Tokens
import Gram
import NewPP
import NonDet5
main = do
s <- readFile "reps.txt"
let n = read s :: Int -- numero de repeticiones
print n
prog <- readFile "ejemplos.txt"
let (its,prog') = runST n (parser prog)
writeFile "results.txt" (pretty 200 150 (progToD prog'))
Apendice C
Algunos ejemplos para el
analisis de no determinismo
En las guras C.1 y C.2 mostramos algunos ejemplos de programas escritos
en el lenguaje descrito en el Captulo 5. No se trata del codigo fuente
proporcionado al analizador sintactico, sino de una version (azucarada) mas
legible. En las guras C.3 y C.4 se muestra la salida producida por el
analisis para estos ejemplos, tal y como lo hace el pretty printing. Si una
expresion e ha sido anotada con una signatura aw, se muestra como e::aw.
Las signaturas funcionales se escriben entre llaves. Las tuplas y las listas se
muestran, respectivamente, con los constructores Tup y Cons.
En primer lugar (Figura C.1) se muestran algunos ejemplos sencillos. Son
funciones peque~nas que pretender cubrir el uso de tuplas, el orden superior
y la recursion. A continuacion (Figura C.2) se muestra el contraejemplo del
polimorsmo de la Seccion 5.8.3. Aqu f es representada por counter y q
corresponde a pair. La variable cinstap corresponde to (
t
0
tinst
(f) q) d,
por lo que debe tener una anotacion d. En la Figura C.4 podemos ver que
countinst recibe la signatura nn+d, lo que corresponde aW
tinst
(
t
0
tinst
(f)).
Sin embargo se usa el valor abstracto 
t
0
tinst
(f) para obtener el valor abs-
tracto de cinstap, que, como caba esperar, es d.
Finalmente se presenta una version simplicada de la topologa de tra-
bajadores replicados correspondiente a n = 2.
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--Algunas listas
zero::[Int] = 0:[]
one::[Int] = 1:[]
zdnil::[[Int]] = zero:[]
zoxss::[[Int]] = one:zdnil
--Un entero no determinista
mergeint::Process [[Int]] [Int] = merge Int
xs::[Int] = mergeint # coxss
nondet::Int = head xs
--Algunas funciones con tuplas como resultado
pf1::Int -> (Int,Int) = \pf01::Int.(pf01,2)
pf3::Int -> (Int,Int) = \pf03::Int.(pf03,pf03)
pf4::Int -> (Int,Int) = \pf04::Int.(pf04,nondet)
--Algunas funciones con tuplas como argumentos
at1::(Int,Int) -> Int = \pat1::(Int,Int).
case pat1 of (pat11::Int,pat12::Int) -> pat11
at3::(Int,Int) -> Int = \pat3::(Int,Int).
case pat3 of (pat31::Int,pat32::Int) -> pat31 + pat32
--Algunas funciones de orden superior
high1::(Int -> Int) -> Int = \f1::Int -> Int.f1 1
high2::(Int -> Int) -> Int -> Int = \f2::Int -> Int.\arg::Int.f2 arg
--La funcion suma
sum::[Int] -> Int = \l1::[Int].case l1 of
[] -> 0
x1:xs1 -> let rest1::Int = sum xs1
in x1 + rest1
Figura C.1: Ejemplo de programa
277
--El contraejemplo del polimorfismo
id::Int -> Int = \v::Int.v
fn::Int -> Int = \z::Int.nondet
counter::\/ delta.(delta,delta) -> delta =
/\delta.\cp::(delta,delta). case cp of (cp1::delta,cp2::delta) -> cp1
countinst::(Int -> Int, Int -> Int) -> Int -> Int = counter (Int -> Int)
pair::(Int -> Int,Int -> Int) = (id,fn)
cinstap::Int = (countinst pair) 6
--La topologia de trabajadores replicados
replicated ::\/ alpha.\/ beta. Process ([alpha],[alpha]) (beta,beta,beta) ->
Process beta [alpha] -> Process beta [alpha] -> [alpha] -> beta =
/\alpha./\beta.\m::Process ([alpha],[alpha]) (beta,beta,beta).
\w1::Process beta [alpha].
\w2::Process beta [alpha].
\ts::[alpha]
let rec
t::([alpha],[alpha]) = (ts,is)
om::(beta,beta,beta) = m # t
px1::beta = case om of (u1::beta,u2::beta,u3::beta) -> u1
px2::beta = case om of (v1::beta,v2::beta,v3::beta) -> v2
px3::beta = case om of (q1::beta,q2::beta,q3::beta) -> q3
o1::[alpha] = w1 # px1
o2::[alpha] = w2 # px2
lo1::[[alpha]] = o1:[]
o1o2::[[alpha]] = o2:lo1
mergealpha::Process [[alpha]] [alpha] = merge alpha
is::[alpha] = mergealpha # o1o2
in
px3
Figura C.2: Ejemplo de programa
278 C. Algunos ejemplos para el analisis de no determinismo
zero::d = Cons (0 ::d) ([]::d) ::d
one::d = Cons (1 ::d) ([]::d) ::d
zdnil::d = Cons (zero::d) ([]::d) ::d
zoxss::d = Cons (one::d) (zdnil::d) ::d
xs::n = (mergeint::{n +n}) # (zoxss::d)::n
nondet::n = head::{n +d} (xs::n) ::n
pf1::{(n, d) +(d, d)} =
\ pf01::n. Tup (pf01::n) (2 ::d) ::(n, d)
::{(n, d) +(d, d)}
pf3::{(n, n) +(d, d)} =
\ pf03::n. Tup (pf03::n) (pf03::n) ::(n, n)
::{(n, n) +(d, d)}
pf4::{(n, n) +(d, n)} =
\ pf04::n. Tup (pf04::n) (nondet::n) ::(n, n)
::{(n, n) +(d, n)}
at1::{n +d} =
\ pat1::(n, n).
case (pat1::(n, n)) of
Tup (pat11::n) (pat12::n) -> pat11::n
::n
::{n +d}
at3::{n +d} =
\ pat3::(n, n).
case (pat3::(n, n)) of
Tup (pat31::n) (pat32::n) -> Plus::{n n +d} (pat31::n) (pat32::n) ::n
::n
::{n +d}
high1::{n +d} =
\ f1::{n +n}. (f1::{n +n}) (3 ::d) ::n
::{n +d}
high2::{n n +d} =
\ f2::{n +n}.
\ arg::n. (f2::{n +n}) (arg::n) ::n
::{n +n}
::{n n +d}
sum::{n +d} =
\ l1::n.
case (l1::n) of
Nil -> 0 ::d
Cons (x1::n) (xs1::n) ->
let
rest1::n = (sum::{n +d}) (xs1::n) ::n
in
Plus::{n n +d} (x1::n) (rest1::n) ::n
::n
::n
::{n +d}
Figura C.3: La salida para los ejemplos de la Figura C.1
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id::{n +d} =
\ v::n. v::n
::{n +d}
fn::{n +n} =
\ z::n. nondet::n
::{n +n}
counter::{n +d} =
/\ delta.
\ cp::(n, n).
case (cp::(n, n)) of
Tup (cp1::n) (cp2::n) -> cp1::n
::n
::{n +d}
::{n +d}
countinst::{n n +d} = (counter::{n +d}) (Int -> Int) ::{n n +d}
pair::({n +d}, {n +n}) = Tup (if::{n +d}) (fn::{n +n}) ::({n +d}, {n +n})
cinstap::d = ((countinst::{n n +d}) (pair::({n +d}, {n +n})) ::{n +d})
(6 ::d) ::d
replicated::{n n n n +n} =
/\ alpha.
/\ beta.
\ m::{(n, n, n) +(n, n, n)}.
\ w1::{n +n}.
\ w2::{n +n}.
\ ts::n.
let
t::(n, n) = Tup (ts::n) (is::n) ::(n,n)
om::(n, n, n) = (m::{(n, n, n) +(n, n, n)}) # (t::(n, n))::(n, n, n)
px1::n =
case (om::(n, n, n)) of
Tup (u1::n) (u2::n) (u3::n) -> u1::n
::n
px2::n =
case (om::(n, n, n)) of
Tup (v1::n) (v2::n) (v3::n) -> v2::n
::n
px3::n =
case (om::(n, n, n)) of
Tup (q1::n) (q2::n) (q3::n) -> q3::n
::n
o1::n = (w1::{n +n}) # (px1::n)::n
o2::n = (w2::{n +n}) # (px2::n)::n
lo1::n = Cons (o1::n) ([]::d) ::n
o1o2::n = Cons (o2::n) (lo1::n) ::n
mergealpha::{n +n} = (merge::{n +n}) (alpha) ::{n +n}
is::n = (mergealpha::{n +n}) # (o1o2::n)::n
in
px3::n
::n
::{n +n}
::{n n +n}
::{n n n +n}
::{n n n n +n}
::{n n n n +n}
::{n n n n +n}
Figura C.4: La salida para los ejemplos de la Figura C.2
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