Introduction
Let k be a p-adic field and a nontrivial character of k. Let G be a split orthogonal or symplectic group over k, g g g the Lie algebra of G , G D G .k/, and g D g g g.k/. Let g nil be the set of nilpotent elements in g upon which G acts by the adjoint action. Let O be an orbit in g nil =G, z 2 O, and let W sl 2 ! g be a Lie algebra homomorphism with ÂÂ 0 0 1 0
Identify a scalar t 2 k with the diagonal matrix diag.t; t 1 / 2 sl 2 .k/. For j 2 ‫,ޚ‬ let g j D fY 2 g j Ad ı .t /.Y / D i t Y for all t 2 kg:
Then g has a decomposition g D L j ‫ޚ2‬ g j , z 2 g 2 . Let N 2 (resp. N 1 ) be the unipotent subgroup of G with Lie algebra n 2 D L j 2 g j (resp. n 1 D L j 1 g j ) and z .n/ D .tr.z log n// be a character of N 2 . Let S z be the irreducible representation of N 1 whose restriction to N 2 is a multiple of z . Let be an irreducible representation of G; following [Moeglin and Waldspurger 1987] , let ᏺ wh . / be the subset of nilpotent orbits such that O 2 ᏺ wh . / if and only if Hom N 1 . ; S z / 6 D 0 for any z 2 O. Let ᏺ wh;max . / be the subset of maximal elements in ᏺ wh . / with respect to the inclusion relation of closure of orbits.
On the other hand, let T be a maximal K-split anisotropic torus of G ; here, K is the maximal unramified extension of k. Then T D T.k/ is a maximal unramified anisotropic torus of G. Let be a character of T satisfying certain conditions described in [Adler 1998 ] or [Reeder 2008 ]. There is a supercuspidal irreducible representation of G associated to .T; /. Identify Ꮾ.T; k/ as a point in Ꮾ.G ; k/. In [DeBacker and Reeder 2010] , it was shown that is generic (that is, ᏺ wh . / contains a regular nilpotent orbit) if and only if Ꮾ.T; k/ is a special point in Ꮾ.G; k/. In [Barbasch and Moy 1997] , it was shown that if is of depth zero, the character of can be expanded as linear combination of orbital integrals over elements in N wh . /.
For those .T; / with Ꮾ.T; k/ nonspecial (that is, when rank.G/ is large enough for Ꮾ.G/ to contain nonspecial vertices), we show in Theorem 3.2 that if is of positive depth, there is one element in ᏺ wh;max . / which is related to Ꮾ.T; k/. Note that in this case the supercuspidal representation is of positive integral depth. We also apply this theorem to irreducible representations in … 0 ' , the L-packet of ', where ' is the Langlands parameter of .
This article is organized as follows: in Section 2, preliminary notation are recalled, including vertices in Bruhat-Tits building, L-packet of positive-depth supercuspidal representations [Reeder 2008 ], classification of maximal unramified anisotropic tori [DeBacker 2006] , and classification of rational nilpotent orbits [Waldspurger 2001 ]. We also show by example in the Appendix how to choose a particular element from a rational nilpotent orbit. The main theorems are stated and proved in Section 3.
Preliminary
2A. Notation. Let k be a nonarchimedean local field of characteristic 0 with residue field f, and let p be the characteristic of f. Let O be the ring of integers of k and P the maximal ideal of O. Let K be the maximal unramified field extension of k and F the residue field of K. Let be the normalized valuation of k and K the extension of to K. Let be an additive character of k with conductor P, and denote the character of f D O=P derived from by also.
Throughout this paper, assume p is large enough that p is a good prime in the sense in [Carter 1972] .
Let W be a finite-dimensional vector space over k, h ; i a nondegenerate bilinear form on W , and d D dim k .W /. Assume that hv; wi D W hw; vi for all v; w 2 W; with W D˙1. Let G be the reductive group defined over k with
Throughout this paper, assume that W has a k-basis fe 1 ; : : : ; e d g satisfying
Then G is a connected split reductive group over k with finite center. Where no confusion will result, denote G by SO.d /; Sp.d / for W D 1; 1, respectively. Let J W D .a i;j / be the matrix of degree d such that t J W D W J W and a j;k D ı j;d C1 k for j Ä k:
Let k be the algebraic closure of k and R k a commutative k-algebra. Then G .R/, the set of R-rational points of G , is identified with the set of R-valued matrices g of degree d satisfying
Let g g g be the Lie algebra of G ; then g g g.R/ is identified with the set of R-valued matrices g of degree d satisfying
2B. Vertices of Bruhat-Tits building of G . Let G D G .k/ and g D g g g.k/. Let Ꮾ.G/ D Ꮾ.G ; k/ be the Bruhat-Tits building of G. For x 2 Ꮾ.G/, let G x be the parahoric subgroup attached to x and G x;C the prounipotent radical of G x . Let G x be the connected reductive group defined over f such that G x =G x;C is the group of f-rational points of
Let S be the maximal k-split torus of G containing all diagonal matrices in G , B the Borel subgroup of G containing all upper triangular matrices in G , S D S .k/, and B D B.k/. Letˆbe the set of roots of G with respect to S ,ˆC the set of positive roots of G with respect to B, and ˆC the subset of simple roots of C . Let s s s be the Lie algebra of S ; then s D s s s.k/ consists of all diagonal matrices in g. By taking differentials, roots inˆare identified with linear functions on s.
Identify s with k n by the following isomorphism:
s D diag.c 1 ; : : : ; c d / 2 s 7 ! .c 1 ; : : : ; c n / 2 k n I here, n D OEd=2. For i D 1; : : : ; n, the i -th coordinate function e i on k n is identified with a linear function on s, still denoted by e i . Let ;˛i .i D 1; : : : ; n/ be positive roots as follows:
i D e i e i C1 ; i D 1; : : : ; nĮ
Then D f˛1; : : : ;˛ng and is the highest root inˆwith respect . Letˆa f be the set of affine roots of G with respect to S. As a subset of affine functions on s,ˆa f D f˛C m j˛2ˆ; m 2 ‫ޚ‬g:
Then every affine root is an integral combination of elements in †.
Let X .S/ be the character group of S , X .S / the dual group of X .S /, and a WD X .S ‫ޚ˝/‬ ‫:ޒ‬ Let A D A.S/ be the underlying affine space of a. Then A is an apartment in Ꮾ.G/. By fixing a hyperspecial point o 2 A, one can identify A with a and elements in af with affine functions on a. Let C be the fundamental chamber of A defined by C D fz 2 A j 0 <˛.z/ < 1 for all˛2 †g:
H˛j . Then the y i .i D 0; : : : ; n/ are vertices of C . Let Then y i is not a special vertex (see [Tits 1979 ]) for all i 2 I nsp , and
2C. On the stable conjugacy classes of maximal tori. DeBacker 2006] . In this case, let Ꮾ.T / D Ꮾ.T; k/. By [Adler 1998 ], choose a Gal.K=k/-equivariant embedding of Ꮾ.T; K/ into Ꮾ.G ; K/; then Ꮾ.T / is identified with a subset of Ꮾ.G/:
DeBacker [2006] defines a set I m and an equivalence relation " " on I m , so that there is a one-to-one and onto correspondence between I m = and the set of G-conjugacy classes of unramified maximal tori in G. Elements in I m are of the form .F; T/, where F is an arbitrary G-facet in Ꮾ.G/ and T is a maximal minisotropic f-torus in G F . Let C.F; T/ be the G-conjugacy class of maximal unramified tori in G corresponding to the equivalence class in I m containing .F; T/.
Let o 2 Ꮾ.G/ be one of the special points chosen in Section 2B, to which we associate a conjugacy class of a maximal anisotropic f-torus in G o and a conjugacy class in W .G o / (see [DeBacker 2006; Carter 1985] ). Here W .G o / is the Weyl group of G o . Let T o (resp. w o ) be a representative of the conjugacy class of a maximal anisotropic f torus (resp. the W .G o /-conjugacy class). Then .fog; T o / 2 I m . Take T D T.k/ 2 C.fog; T o /; then T is a maximal unramified anisotropic k-torus in G (see [DeBacker 2006] ).
Let .T o / be the subset of I m consisting of elements . We briefly recall the classification of conjugacy classes in W .G o /. Since G o is split special orthogonal group or symplectic group over f,
Here S n is the n-th symmetric group. Conjugacy classes in W .G o / are parametrized by the set of pairs of partitions . ; / with S. / C S. / D n; moreover, if G o D SO.2n/, c. / is even [Carter 1972, Propositions 24, 25] . Here, terminology in [Waldspurger 2001 ] is used: for a partition D . 1 ; : : : ; n ; : : : /,
In particular, conjugacy classes of anisotropic maximal tori in G o .f/ are parametrized by the subset consisting of .∅; /, with S. 
Take T 0 2 C.fy i. 0 / g; T 0 /; then T 0 is a maximal unramified anisotropic torus in G stably conjugate to T and Ꮾ.T 0 / D fy i 0 g. In particular, 2 . /. Take T D T . Conversely, all G-conjugacy classes in the stable conjugacy class of T have a representative of this form.
Lemma 2.1. The set˚.
Proof. It remains to show that the pairs .fy i 0 g; T 0 / are not equivalent to one another, for 0 2 . /. If i 0 D i 00 for distinct 0 ; 00 2 . /, then by the choice of T 0 and T 00 , T 0 is not conjugate to T 00 in G y i 0 ; therefore .fy i 0 g; T 0 / is not equivalent to .fy i 00 g; T 00 /.
If i 0 6 D i 00 for 0 ; 00 2 . /, we will show y i 0 is not associated to y i 00 . As a consequence, .fy i 0 g; T 0 / is not equivalent to .fy i 00 g; T 00 /.
The case for G D Sp.2n/ is trivial, since the vertices y 0 ; y 1 ; : : : ; y n of C are not associated to each other.
If G D SO.2n C 1/, among all vertices y 0 ; y 1 ; : : : ; y n of C , y 0 is associated to y 1 , and y 0 ; y 2 ; : : : ; y n are not associated to each other. For 0 2 . /, if i 0 6 D 0, then i 0 2. As a result, .fy i 0 g; T 0 / is not equivalent to .fy i 00 g; T 00 /.
If G D SO.2n/, among all vertices y 0 ; y 1 ; : : : ; y n , y 0 is associated to y 1 , y n 1 is associated to y n , and y 0 ; y 2 ; : : : ; y n 2 ; y n are not associated to each other. For 0 2 . /, if i 0 6 D 0, then i 0 6 D 1; i 0 6 D n 1. Then .fy i 0 g; T 0 / is not equivalent to .fy i 00 g; T 00 /.
2D. L-packet. Keep the notation of the previous subsection. Let t (resp. t .K/) be the Lie algebra of T (resp. T .K/). For s 2 ‫,ޚ‬ let t ;s (resp. T ;s ) be the s-th filtration of t (resp. T ) [Adler 1998 ]. Let r be a positive integer, X a good element in t ; r (i.e., X 2 t r ), and for every root˛of T .K/ in G .K/, assume d˛.X / 6 D 0. Let be a character of T satisfying
Here exp o is the mock exponential map defined in [Adler 1998 ]. Let I be the supercuspidal representation constructed by using and [Adler 1998; Reeder 2008] ), where
Let I 0 be the supercuspidal representation of G constructed by using 0 and X 0 . Then:
The main result of this paper concerns nilpotent orbits supporting representations in … 0 .'/. Prior to the statement of the main theorems, we recall the classification of k-rational nilpotent orbits in g [Waldspurger 2001 , §I.6] and define a partition i for every i 2 I nsp .
2E. Nilpotent orbits. Let D . i / i2‫ގ‬ be a sequence of nonnegative integers such that j D 0 for j sufficiently large. Define
, is called a partition. Let ᏼ be the set of all partitions and ᏼ.n/ the subset of all 2 ᏼ such that S. / D n. For ; 2 ᏼ, let [ be the unique partition such that
Let W be the vector space defined in Section 2A and
W / be the set of partitions 2 ᏼ.d / so that c i is even for all odd i . Let Nil I .W / be the set of . ; .q i // with 2 ᏼ.W /, and let q i , i 2 ‫,ގ‬ be quadratic forms satisfying these conditions:
Nil.W / be the set consisting all nonexceptional . ; .q i // 2 Nil I .W / and . ; .q i /; "/ with . ; .q i // exceptional, " D˙1.
By [Waldspurger 2001] , there is a bijective correspondence between Nil.W / and g nil =G, the set of k-rational nilpotent orbits. Define a partial order on ᏼ.n/: for ; 2 ᏼ.n/, if and only if for all j 1, Lemma 2.6. Let O 1 ; O 2 be nilpotent orbits in g corresponding to . ; .q i // or . ; ∅; "/ and . ; .q
The proof is similar to that of Theorem 6.2.5 of [Collingwood and McGovern 1993] . Take arbitrary X 2 O 1 , Y 2 O 2 , with O 1 ; O 2 corresponding to . ; .q i // or . ; ∅; "/ and . ; .q
since the condition that rank of a matrix be strictly less than a fixed number is a closed condition for the usual topology. Now > by of [ibid., Lemma 6.2.2], Example 2.7. Regular nilpotent orbits in g nil are those corresponding to:
Here q 2n 1 ; q 1 are nondegenerate quadratic forms on k such that q 2n 1˚q1 ' q 0 , where q 0 is the quadratic form on k 2 defined by q 0 .x; y/ D 2xy for all x; y 2 k.
Here q 2n is a nondegenerate quadratic form on k.
Let I nsp be the set defined in (1). For . By Lemma 2.6, if
By definition, 0 > i if and only if 0 6 D i and Similarly, if 2n 2i 1 > 2i 1, then 0 D OEm; 2n m for some odd m max.2i 1; 2n 2i 1/, or 0 D OEm; 2n m 2; 1 2 for some odd m > max.2i 1; 2n 2i 1/.
Assume now 2i 1 D 2n 2i 1. Then n is even, i D n=2, and i D OE.n 1/ 2 ; 1 2 . 2F. Nilpotent support. Let O 0 be a rational nilpotent orbit in g=G and fix an element z 2 O 0 . Let fz; h; z 0 g be an sl 2 triple in g; i.e., let there be a Lie algebra homomorphism W sl 2 ! g such that of G as follows: . ; S z / 6 D 0. Let ᏺ wh;max . / be the subset of maximal elements in ᏺ wh . / with respect to the inclusion relation of closure of orbits.
Main theorems
The main results of this paper are the following theorems, whose proofs are given starting on page 185 and page 192, respectively. The subset z ofˆC. Assume now i 2 I nsp ; that is, rank.G/ is large enough for I nsp to be nonempty. Let O 0 , O i be nilpotent orbits in g corresponding to . 0 ; .q 0 j // or . 0 ; ; / and . i ; .q j // respectively, with O 0 > O i . In this subsection, we will choose a particular element z 2 O 0 such that The following notation is used frequently: let D . 1 ; : : : ; s / be a sequence of positive integers such that d D P s j D1 j . Then every matrix a 2 gl.d; k/ can be written in blocks a D .a j;`/j;`Äs , with a jj 2 gl. j ; k/. Let A j be an arbitrary with D .1 2nC1 / a regular nilpotent element in g. Let fz; h; z 0 g be an sl 2 triple attached to z in g and g j ; n 0 j ; N 0 j the objects defined in Section 2F. Then, we naturally have
Let z be the subset ofˆC defined in (5); then, Working as in the Appendix, given z 2 O 0 , let fz; h; z 0 g be an sl 2 triple attached to z in g and let g j ; n Working as in the Appendix, given z 2 O 0 , let fz; h; z 0 g be an sl 2 triple attached to z in g and let g j ; n 
Working as in the Appendix, given z 2 O 0 , let fz; h; z 0 g be an sl 2 triple attached to z in g and let g j ; n with A D diag.1; 1/. Working as in the Appendix, take z " 2 O 0 " , where O 0 " is the nilpotent orbit corresponding to . 0 ; ∅; "/ for some " D 1 or 1. Let fz " ; h " ; z " g be an sl 2 triple attached to z " in g, and g j ; n fe 2j 1 e 2j C1 ; e 2j 1 e 2j C2 ; e 2j e 2j C1 ; e 2j e 2j C2 g:
, where O 0 is the nilpotent orbit corresponding to . 0 ; ; "/. Let fz " ; h " ; z " g be an sl 2 triple attached to z " in g and g 
B:
Let z " ˆC be the subset of positive roots defined in (5) for z " , then (17) z " D fe n 3 C e n ; e n 2 C e n g [ z " n fe n 3 e n ; e n 2 e n g: Working as in the Appendix, given z 2 O 0 , let fz; h; z 0 g be an sl 2 triple attached to z in g and let g j ; n fe m nC2j e m nC2j C1 ; e m nC1C2j e m nC2j C2 g [ fe n 1 C e n ; 2e n 1 ; 2e n g:
Proof of Theorem 3.1. We keep the notation used so far in this section and in Section 2B. For i 2 I nsp , let † i D f˛j j j D 1; : : : ; n; j 6 D i g [ f g; which is a set of simple roots of a root subsystem ofˆ. Let O 0 ; O i be nilpotent orbits in g corresponding to . 0 ; .q 0 j // or . 0 ; ; / and . i ; .q j // respectively, with O 0 > O i . Let z 2 O 0 ; z ˆC be as defined (6), (8), (10), (15), and set 0 z DˆCn z .
Lemma 3.3. Let w be a Weyl element of G such that w 1 . † i / ˆC. Then
Proof. First assume G D SO.2nC1/. Then D e 1 e 2 ,˛j D e j e j C1 for j D 1; : : : ; n 1, and˛n D e n . Let w be a Weyl element of G such that w 1 . † i / ˆC; then, there is a permutation of f1; 2; : : : ; ng satisfying .1/ > .2/ > > .i /,
Assume on the contrary that w 1 .
, and by (7), z D f˛j j j D 1; : : : ; ng. If w satisfies (19) and (20), then .j / D n C 1 j , w
1 .e 1 / D˙e n ; w 1 .e j / D e nC1 j .1 < j Ä n/:
As a result, w 1 . † n / D f˛j j 1 Ä j < ng[fe n 1 Ce n g 6 z , which contradicts (20). Hence w 1 . † n / \ 0 z 6 D ∅. If i < n, by Lemma 2.8, 0 D OE2n C 1 or OEm; 2n m; 1 for some odd m > max.2i 1; 2n 2i C 1/. Let w be a Weyl element satisfying (19) and (20). Sincė e 1 e 2 ; e n 2 † i , we have
If 0 D OE2n C 1, then z D f˛j j 1 Ä j Ä ng and e .2/ C e .1/ 6 2 z , which contradicts (21).
If 0 D OEm; 2n m; 1, m D 2n 1, then z is the set in (9). By (21), .2/ D n 1, .1/ D n, while .n/ D n or n 1, which is impossible since is a permutation.
If 0 D OEm; 2n m; 1, m < 2n 1, then z is the set in (11). By (21), .1/ D n, f .2/; .n/g D fn 2; n 1g. If e 2 e 3 ; e n 1 e n 2 † i , then by (20), w 1 .e 2 e 3 / D e .3/ e .2/ 2 z ; w 1 .e n 1 e n / D e .n 1/ e .n/ 2 z :
Then f .3/; .n 1/g D fn 4; n 3g. Since m > max.2i 1; 2n 2i C 1/, we have n m C 1 2 < min.n i; i 1/; so the procedure can be repeated n mC1 2 times. Then, for`D 2; : : : ; n m 1 2 , f .`/; .n C 2 `/g D fn 2.` 1/; n 2.` 1/ C 1g:
Since m > 2i 1, we have m > 2n 2i C 1, 
then we have D e 1 e 2 ,˛j D e j e j C1 for j D 1; : : : ; n 1, and˛n D e n 1 C e n . Let w be a Weyl element of G such that w 1 . † i / ˆC; then, there is a permutation of f1; 2; : : : ; ng and
Assume on the contrary that
By Lemma 2.8, 0 is of the form OEm; 2n m 2; 1 2 or OEm; 2n m. Assume first m D 2n 3 > max.2i 1; 2n 2i 1/, 0 D OE2n 3; 1 3 ; then z is the set in (12). Since i 2 I nsp , I nsp is nonempty and n 4. Hence 1; 2; n 1; n are four distinct numbers. On the other hand,˙e 1 e 2 ; e n 1˙en 2 † i , so by (23),
Hence the cardinality of f .1/; .2/; .n 1/; .n/g is 3, which contradicts the assumption that is a permutation. Second, assume 0 D OEm; 2n m 2; 1 2 for some odd m with m < 2n 3, m > max.2i 1; 2n 2i 1/. Then z is the set in (13). Since˙e 1 e 2 ; e n 1˙en 2 † i , we have, by (23), w 1 .˙e 1 e 2 / D e .2/˙ 1 e .1/ 2 z ; w 1 .e n 1˙en / D e .n 1/˙ 2 e .n/ 2 z :
Then f .1/; .n/g D fn 1; ng and f .2/; .n 1/ D fn 2; n 3g. If e 2 e 3 ; e n 2 e n 1 2 † i , then by (23), w 1 .e 2 e 3 / D e .3/ e .2/ 2 z ; w 1 .e n 2 e n 1 / D e .n 2/ e .n 1/ 2 z :
Then f .3/; .n 2/g D fn 5; n 4g. Since m > 2i 1, m > 2n 2i 1, n m C 3 2 < min.i 1; n i 1/; the procedure can be repeated n mC3 2 times. Then for`D 1; 2; : : : ; n mC1 2 , f .`/; .n C 1 `/g D fn 2.` 1/; n 2.` 1/ 1g:
Since m > 2i 1, we have m > 2n 2i 1,
By (23), 
Third, assume 0 D OEm; 2n m for some odd m max.2i 1; 2n 2i C 1/. Then z is the set in (14). Since˙e 1 e 2 ; e n 1˙en 2 † i , we have, by (23), w 1 .˙e 1 e 2 / D e .2/˙ 1 e .1/ 2 z ; w 1 .e n 1˙en / D e .n 1/˙ 2 e .n/ 2 z :
Then .1/ D .n/ D n, which contradicts the assumption that is a permutation. Fourth, assume n is even and 0 D OEn 2 . Then z is either the set in (16) or the set in (17). Since˙e 1 e 2 ; e n 1˙en belong to † i , by (23), w 1 .˙e 1 e 2 / D e .2/˙ 1 e .1/ 2 z ; w 1 .e n 1˙en / D e .n 1/˙ 2 e .n/ 2 z :
Then .1/ D .n/ D n, which contradicts the assumption that is a permutation. Hence w 1 . † i / \ 0 z 6 D ∅. This concludes the proof for G D SO.2n/. Assume now G D Sp.2n/; then we have D 2e 1 ,˛j D e j e j C1 for j D 1; : : : ; n 1, and˛n D 2e n . Since w 1 . † i / ˆC, there is a permutation of f1; 2; : : : ; ng, satisfying .1/ > .2/ > > .i /, .i C1/ < .i C2/ < < .n/, such that
By Lemma 2.8, 0 D OEm; 2n m for some even m > max.2i; 2n 2i /. Then z is the set in (18). Assume on the contrary that
Since 2e 1 ; 2e n 2 † i , we have
Then f .1/; .n/g D fn 1; ng. If e 1 e 2 ; e n 1 e n 2 † i ,
Then f .2/; .n 1/g D fn 3; n 2g. Since m > 2i and m > 2n 2i , we have n m 2 < max.i; n i /;
the above procedure can be repeated n m 2 times. Then for`D 1; 2; : : : ; n m 2 , f .`/; .n C 1 `/g D fn 2.` 1/; n 2.` 1/ 1g:
By assumption, Let A D A.S/ be the apartment of Ꮾ.G/ defined by the maximal split torus S of G; see Section 2B. Let r be a positive integer. F A is called an r-facet if F is connected and there is a finite subsetˆF ofˆa f such that .x/ D r for all x 2 F; 2ˆF :
Hereˆa f is the set of affine roots associated to S . For more details on r-facets, see [DeBacker 2002 ]. Since r is integer, the r-facet is in fact the usual facet. Here y i is the vertex of the fundamental chamber C defined in Section 2B and N 0 j is the object defined in Section 2F for any sl 2 triple fz; h; z 0 g attached to z in g.
Proof. Let z ˆC be the set defined in (7), (9), (11), (13), and set 0 z DˆCn z . By Lemma 3.3, w 1 . † i / \ 0 z 6 D ∅. Takeˇ2 † i such that w 1 .ˇ/ 2 0 z and, let xˇbe an arbitrary point in the apartment Ꮽ such that 0 <ˇ.xˇ/ < 1 2 and˛.xˇ/ D 0 for all˛2 † i distinct fromˇ. Let F be the smallest r-facet containing xˇ. Then y i 2 @F and F satisfies the requirement of the lemma.
In fact, letˆi be the root subsystem generated by † i andˆC i the subset of positive roots ofˆi generated by † i . Then by definition
Note that the following sets are the same:
By Lemma 3.3, w 1 .ˇ/ 2 0 z ; that is, the root space u w 1 .ˇ/ n 
Let r > 0 be a positive integer. Then there is an r-facet F such that y i 2 @F and
Proof. Let S; B be the split torus and the Borel subgroup of G defined in Section 2B and U the unipotent subgroup of B. Let v be a representative of G y i nG=N 0 ; then, v D w a u for some Weyl element w of G such that w 1 . † i / ˆC, a 2 S, and u 2 U=N 0 , where † i is the set defined in Lemma 3.3 (see [Reeder 1997]) . Note that a; u normalize N 0 , and let 0 D au z , the character of N 0 defined in (25) with v replaced by au. By Lemma 3.4, there is an r-facet F with y i 2 @F such that
For all x 2 G F ;rC , and the G y i ;r =G y i ;rC -module V G y i ;rC is cuspidal; i.e., for any r-facet F with
.
Here L F D G F ;rC =G y i ;rC and V is the representation space of . Assume on the contrary Hom N 0 . ; z / 6 D 0. By the construction of in [Adler 1998 ], D c Ind Applying Proposition 3.5, there is an r-facet F such that y i 2 @F and V
6 D 0, which contradicts the discreteness criterion (26).
Proof of Theorem 3.2. Let f be the algebraic closure of f. Assume the characteristic p of f is large enough that p is a good prime in the sense of [Carter 1972] .
Keep the notation of Proposition 3.5. Then i D i. 0 / 2 I nsp and G y i ;r =G y i ;rC D g 1 .f/ g 2 .f/, with g 1 D so.2i; f / or sp.2i; f / (see Section 2B). Let j 2 g j .f/ .j D 1; 2/ be regular nilpotent elements and f j ; h j ; 0 j g an sl 2 triple in g j .f/ attached to j . Let
Then . ; h; 0 / is an sl 2 triple in g 1 .f/ g 2 .f/.
Recall that if 0 2 . /, i D i 0 2 I nsp , then T WD T 0 D T 1 T 2 is a maximal anisotropic torus in G y i . Let T WD T 0 be the maximal anisotropic unramified torus in G associated to .y i ; T 0 / in Section 2C. Let X D X 0 2 t D Lie.T / be the good element of depth r defining I 0 , whose image under the natural projection g y i ; r ! g y i ; r =g y i ; rC ' g 1 g 2 :
is denoted by X D .X 1 ; X 2 /. Since X is a good element in t with C G .X / D T , X j is a regular semisimple element in Lie.T j /.f/ for j D 1; 2.
Let O X j be the orbit of X j in g j .f/=G j .f/. By [Slodowy 1980, §7.4 , Corollary 2], the Slodowy slice [Carter 1985, Theorem 3.5.3] . Then there is a g j 2 G j .f/ such that Ad.g j /.X j / D X 0 j [Digne and Michel 1991, §3.25] 
Let g 2 G y i ;0 g y i ;0C such that g projects to g, T 0 WD Ad.g/.T /, and X 0 WD Ad.g/.X/ 2 t 0 . Then T 0 is the maximal unramified torus in G, associated to .y i ; T 0 /, X 0 is a good element in g y i ; r ng y i ; rC , whose image under the natural projection in
are sets of f-rational points of V 1 ; V 2 respectively. Without loss of generality, assume X D X 0 . Then the natural image X of X in g y i ; r =g y i ; rC belongs to
By [DeBacker 2002, Corollary 4.3.2] , let . ; h; 0 / 2 g y i ; r g y i ;0 g y i ;r be an sl 2 triple in g such that f ; h; 0 g lifts f ; h; 0 g respectively and O 0 D Ad.G/. / the nilpotent orbit of in g. By the choice of f ; h; 0 g, O 0 D O i is a nilpotent orbit corresponding to . i ; .q j //. Let N 0 j be the object defined in Section 2F for the triple f ; h; 0 g attached to in g.
We can now conclude the proof of Theorem 3.2. Let N 0 D N 0 2 and let S be the character of N 0 :
On the other hand, by the construction in [Adler 1998 ],
while " D Ind
r 2 C ; with t ? the orthogonal complement of t in g with respect to the killing form. Here TJ and TJ C are subgroups of G, since T normalizes J and J C , and is the irreducible representation of TJ such that j TJ C is a multiple of , where is the character of TJ C extending 0 on T , such that
Note that T is anisotropic and N 0 \TJ D N 0 \J N 0 \J C , while N 0 \J =N 0 \J C is an isotropic subspace over f with respect to the nondegenerate symplectic form defined on J =J C by .n; n 0 / 7 ! .OElog n; log n 0 /. On the other hand, since X 2
Apply Lemma 3.6 below with G 1 replaced by 
Proof. The proof is similar to that of Proposition 2.1 in [Arthur 2008 ; /.
Appendix: Rational nilpotent orbits
In this section, we show by example how to choose a particular element from a rational nilpotent orbit parametrized by . ; .q j //. Let W be a .2n C 1/-dimensional symmetric k-space as defined in Section 2A, with bilinear form q W . Let z be a nonzero nilpotent element in g D so.W / gl.W /, and set G D SO.k; W /. Let W sl 2 ! g be a Lie algebra homomorphism with
Identify a scalar t 2 k with the diagonal matrix diag.t; t 1 / 2 sl 2 .k/. As in [Moeglin 1996 ], for i 2 ‫,ޚ‬ let Because q 1˚qm has the same anisotropic kernel as W , let e n ; e 0 ; e n be a basis of W .0/ such that q W .e n ; e n / D 1; q W .e 0 ; e 0 / D 1; q W .e n ; e 0 / D q W .e n ; e 0 / D 0:
Then e 1 ; e 2 ; : : : ; e n ; e 0 ; e n ; : : : ; e 1 is a basis of W , under which the matrix of q W is J W (defined in Section 2A), and the matrix of z is the lower triangular block where .a m ; b m ; c m / are the coordinates of z n 1 v m in the basis fe n ; e 0 ; e n g. Note that in this case, AA D q m .
