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ABSTRACT 
Nowadays, telecommunication networks are no more intended to support a 
unique type of traffic (Voice, data, etc.). We are however attending to a gradual 
convergence of different services and applications to be supported by a common 
network infrastructure. Nevertheless, the heterogeneity of the actual infrastructures 
and access technologies (DOCSIS, xDSL, 802.11, 802.16, etc.) makes their 
integration challenging. This has motivated the international standardization groups 
to propose and adopt new standards and network architectures offering a logical and 
functional separation between the forwarding technologies and the services, and a 
compliance with several access technologies. Among the layers of the TCP/IP stack, 
the IP technology is the most suited to tackle the interoperability issues for next 
generations networks (NGNs). This technology is however designed to convey best-
effort traffic and thus not intended to support multimedia and real-time applications 
having strict end-to-end Quality of Service (QoS) requirements. 
This problem is all the more important as new applications, having more 
stringent QoS requirements come into sight. In such a scenario, optical networks 
embedded with the Wavelength-Division Multiplexing (WDM) technology is a key 
feature to provide high-capacity and cost-effective transport networks, compliant with 
higher level protocols and architectures. 
In this thesis, we focus on the problem of resource allocation in IP based core 
networks. This theme implies the long-term resources allocation mechanisms, i.e, 
global resources optimization performed cyclically or due to a particular event 
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(failures or congestion) as well as admission control mechanisms ensuring, on a 
greedy fashion, the resources availability and the required QoS. Several architectures 
and control mechanisms were proposed in the literature involving resources 
allocation and QoS support. Nevertheless, such architectures are not well suited to 
Next Generations Networks, mainly characterized by the standardization and 
centralization of the control plane. For that, we address the following problems: 
admission control with QoS support in MPLS and GMPLS multi-layer networks; 
survivable routing in WDM optical networks. The body of this thesis encompasses 
three journal papers. 
In the first paper, we propose a novel mechanism of routing and admission 
control in GMPLS based optical networks with QoS guarantees. As GMPLS 
technology is considered, routing new IP traffics involves different mechanisms at 
different network layers. In this first paper, we present a centralized algorithm that 
routes IP traffic considering the potential signal power penalty of all-optical 
communications. This algorithm consists of resolving to optimality an Integer Linear 
Programming model that routes the new LSP so that the signal quality and 
propagation delay constraints are guaranteed. In order to minimize the LSP's set-up 
delay, the algorithm first tries to route the request over a subset of ongoing lightpaths. 
If no feasible path is available, a new lightpath is set up, involving free wavelengths 
over the physical fibers. Simulation results show that our mechanism outperforms 
other mechanisms presented in the literature, while having low computation delays. 
The second paper addresses the problem of routing and admission control of 
new LSPs in MPLS networks with statistical delay and jitter constraints. For that, we 
first propose an upper-bound on the end-to-end delay and jitter constraints. We then 
propose a new admission control mechanism in MPLS-based networks. This 
mechanism is based on formulating the problem as an Integer Linear Programming 
model that performs both the routing and the admission control of the new 
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connections, taking into account the statistical bounds on the end-to-end delay and 
jitter. 
Finally, our third paper tackles the problem of Survivable Multicast Routing 
under SRLG constraints. Depending on the reliability requirements of the incoming 
requests, statistical survivability guarantees are offered. For that, we first formulate 
the problem as an Integer Linear Programming model that is shown NP-Complete. 
We then propose an algorithm that alleviates the problem's complexity by 
decomposing it into two sub-problems. Simulations confirm that our algorithm 




De nos jours, les reseaux des telecommunications ne sont plus dedies au 
transport d'un seul type d'application ou de trafic (voix, donnees, etc.). Nous 
assistons en effet a une convergence graduelle des differents services pour etre 
supportes par une infrastructure de reseau commune. Toutefois, l'heterogeneite des 
infrastructures et des technologies d'acces (DOCSIS, xDSL, 802.11, 802.16, etc.) 
suscite un interet particulier pour leur integration et leur interoperabilite. Ceci a incite 
les groupes internationaux de normalisation a proposer et adopter de nouveaux 
standards et architectures de reseaux offrant d'une part une separation logique et 
fonctionnelle entre le transport, les services et les applications et d'autre part le 
support de plusieurs technologies d'acces et l'independance de l'acces avec le type de 
service offert. Parmi les couches de la pile de protocoles TCP/IP, la technologie IP 
est celle qui a ete adoptee par les reseaux de prochaines generations afin d'assurer la 
convergence des differents services et technologies d'acces. La technologie IP, 
initialement dediee au transport a moindre effort (best-effort) des donnees, se voit 
attribuer la responsabilite de fournir une gestion adequate de la qualite de service 
(QdS) de bout-en-bout. 
La problematique s'accentue davantage si on considere le besoin d'evolutivite 
des reseaux de prochaines generations, qui devront supporter de plus en plus 
d'applications avec des besoins grandissants en qualite de service. Dans un tel 
contexte, les reseaux optiques a multiplexage de longueurs d'ondes constituent une 
solution cle, offrant une bande passante assez large et a moindre cout. 
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Ainsi, nous nous interessons a 1'optimisation de l'allocation des ressources 
dans les reseaux coeur a commutation de paquets IP. Cette optimisation implique, 
d'un cote, des mecanismes de gestion de ressources a long terme, i.e., optimisation 
periodique des ressources ou suite a un evenement particulier (pannes ou congestions) 
et de 1'autre, des mecanismes de controle d'admission assurant, d'une maniere 
gloutonne, la disponibilite des ressources et le niveau de service souhaite. Plusieurs 
mecanismes et architectures ont ete proposes dans la litterature permettant de fournir 
des garanties strictes ou statistiques de QdS. Ces architectures ne sont toutefois pas 
bien adaptees aux reseaux de prochaines generations, caracterises principalement par 
l'uniformisation et la centralisation du plan de controle et le support de la qualite de 
service. Dans ce contexte, nous attaquerons les problemes cles suivants : controle 
d'admission avec QdS dans les reseaux GMPLS multicouches et MPLS; routage 
fiable dans les reseaux optiques WDM. Afin de resoudre ces problemes, cette these 
est basee sur trois articles adressant chacun une problematique bien specifique. 
Dans le premier article, nous proposons un nouveau mecanisme de routage et 
de controle d'admission dans les reseaux GMPLS avec garantie de QdS au niveau 
optique. En effet, vu le caractere multicouche des reseaux GMPLS, l'admission d'un 
nouveau LSP (Label Switched Path) au niveau MPLS implique d'un cote le routage 
de cet LSP a travers la topologie logique formee par les chemins optiques 
precedemment etablis et la verification que le ou les chemins optiques empruntes 
respectent certaines contraintes de QdS. Le mecanisme propose envisage egalement la 
creation de nouveaux chemins optiques, au cas ou la topologie logique actuelle ne 
permet pas d'admettre le nouveau LSP. Le mecanisme de routage et de controle 
d'admission propose est un mecanisme centralise, base sur la modelisation 
mathematique du probleme par un programme lineaire en nombres entiers. 
L'evaluation des performances montre que le mecanisme propose genere des resultats 
meilleurs que ceux disponibles dans la litterature. 
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Le deuxieme article traite le probleme de controle d'admission avec 
contraintes de delai et de gigue dans les reseaux MPLS et propose une nouvelle borne 
superieure sur les contraintes de gigue et de delai de bout-en-bout. La borne obtenue 
est basee sur des donnees empiriques explicitant l'etat instantane du reseau (charge 
des liens et delais de traitement des paquets, etc.) et permet de fournir des garanties 
statistiques pour les metriques de QdS considerees. En se basant sur le resultat 
obtenu, nous proposons un mecanisme de controle d'admission base sur la 
formulation mathematique du probleme par un programme lineaire en nombres 
entiers que nous proposons de resoudre d'une maniere exacte avec l'outil de 
resolution mathematique ILOG CPLEX. Le mecanisme propose a permis d'ameliorer 
le taux d'acceptation des nouvelles connexions en fournissant les garanties 
statistiques de QdS. 
Finalement, le troisieme article aborde la problematique de routage fiable dans 
les reseaux optiques WDM. Dans cet article, nous proposons un algorithme de routage 
multicast avec fiabilite differentielle en considerant des groupes de liens a risque 
partage ou SRLGs. Afin de pallier la complexite du probleme presente, 1'algorithme 
propose est base sur une methode de decomposition qui decortique le probleme en 
deux sous-problemes resolus separement. Les resultats de 1'algorithme sont 
initialement compares aux solutions exactes fournies par ILOG CPLEX, pour de 
petites instances de tests. Une evaluation comparative des performances a egalement 
ete conduite et a permis, entre autres, de confirmer l'avantage de considerer la 
fiabilite differentielle. 
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De nos jours, les telecommunications modernes se dirigent de plus en plus 
vers la standardisation des technologies utilisees au sein des reseaux afin de mieux 
gerer l'heterogeneite des terminaux ainsi que des types de trafic supportes. En effet, 
avec la croissance fulgurante d'Internet en termes de quantite de donnees vehiculees 
et du nombre d'abonnes, L'utilisation de la technologie IP affiche un benefice 
indeniable. Cependant, le protocole, dedie initialement au "best-effort", se voit 
attribuer des fonctions autres, a savoir, le transport d'une panoplie de types de trafics 
et la necessite de garantir la qualite de service (QdS) requise. En effet, la grande 
proportion de trafic que supporteront les reseaux de donnees dans le futur emane 
principalement d'applications, non seulement avides en ressources, mais aussi tres 
exigeantes en terme de performance exprimee en termes de requis de QdS. Ces requis 
de QdS sont generalement traduits en termes de bande passante a long terme, de delai 
de bout-en-bout, de gigue et de probabilite de perte des paquets. Afin de garantir la 
QdS, la solution communement adoptee dans les reseaux de donnees est celle qui 
consiste a sur-dimensionner la capacite de ces derniers. Cependant, dans le cadre des 
reseaux cceur IP, cette solution n'est plus viable vu que ces derniers sont de plus en 
plus sollicites (quantite enorme de donnees vehiculees, nouvelles applications 
distributes tres avides en bande passante, etc.)- Ce probleme s'accentue d'avantage 
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lorsqu'on considere plusieurs types d'acces (UMTS, Ethernet, WLAN, WIMAX, 
DOCSIS, etc.). 
En outre, les reseaux ne sont plus exclusivement dedies au transport a moindre 
effort (Best-effort) des donnees mais se voient plutot attribuer des fonctions autres. 
Par exemple, les operateurs de telecoms utilisent de plus en plus des reseaux a 
commutation de paquets afin de transporter des flux avec des contraintes strictes de 
qualite de service (QdS). Ceci a ramene ces operateurs a ameliorer, d'un cote, leur 
infrastructure de transport afin de lui permettre de supporter le besoin grandissant en 
bande passante et en survivabilite et d'un autre cote, fournir des garanties strictes de 
qualite de service (debits, delai, taux de perte, gigue) dans un domaine a commutation 
de paquets, en implantant des mecanismes dedies. Ces garanties permettront 
l'emergence et l'integration de nouvelles applications (voix sur IP, videoconference 
...) qui ne peuvent se contenter du service de type "best-effort" comme c'est le cas 
pour l'lnternet classique. Le defit devient d'autant plus important avec un controle 
unifie des deux couches transport et IP, dont la technologie GMPLS constitue un 
exemple. 
1.1 Definitions et concepts de bases 
L'explosion du trafic numerique dans les reseaux, principalement engendre 
par la croissance d'Internet, le changement progressif des habitudes des usagers ainsi 
que la convergence des reseaux et des services, ont incite les groupes internationaux 
de normalisation a proposer et adopter de nouveaux standards et architectures de 
reseaux. Les caracteristiques de cette generation de reseaux, nommes de prochaine 
generation (NGN), sont entre autres : 
• la separation logique et fonctionnelle entre le transport, les services et les 
applications ; 
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• le support de plusieurs technologies d'acces et Findependance de Faeces avec 
le type de services offerts ; 
• la gestion de QdS de bout-en-bout; 
• l'utilisation de la technologie par paquets. 
Plusieurs architectures de NGN ont ete proposees et etudiees (3GPP, IETF, 
ETSI). L'architecture TISPAN (Telecommunications and Internet Converged Services 
and Protocols for Advanced Networking) d'ETSI (Gritella & Boswarthick, 2008) 
represente un exemple parmi d'autres d'une architecture de prochaine generation, qui 
definit un reseau multi-acces, multiservices, multi-protocoles et base sur la 
technologie IP. En amont du sous-systeme d'acces (forme de plusieurs technologies 
d'acces), un reseau d'agregation ou reseau coeur prend place dans 1'architecture. Ce 
sous-systeme est base sur la technologie IP et interconnecte d'un cote plusieurs types 
d'acces, et de 1'autre, differents autres reseaux cceur, appartenant a differents 
operateurs. Outre les fonctionnalites de transport classiques attributes a cette entite, 
un sous-systeme logique (qui peut etre physiquement centralise ou distribue) a ete 
defini afin d'assurer les taches d'allocation de ressources et de controle d'admission 
intra-domaine. Cette entite, intitulee RACS (Resource Allocation and admission 
Control Sub-system), est un gestionnaire de ressources qui veille principalement a 
assurer les fonctions de controle d'admission, de reservation, d'optimisation de 
Fallocation de ressources, de controle des politiques, etc. au niveau du domaine IP. 
L'allocation de ressources dans les reseaux IP comprend aussi bien les 
fonctions de routage, de classification, de reservation, de controle d'admission, etc. et 
ce dans le but de faire un usage adequat des ressources tout en respectant les 
contraintes de QdS du trafic transports. Le routage dans les reseaux IP actuels est 
generalement base sur des protocoles distribues qui calculent un plus court chemin 
vers une certaine destination en fonction d'une metrique generalement statique 
(nombre de sauts, capacites des liens, etc.). Plusieurs protocoles ont d'ailleurs ete 
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proposes afin d'adapter dynamiquement ces metriques afin de refleter l'etat 
instantane des ressources. Ceci engendre toutefois une surcharge de signalisation et 
de calcul ce qui ralentit la convergence de ces protocoles de routage. 
Comme discute precedemment, les reseaux de prochaines generations sont 
generalement dotes d'un module de gestion des ressources (le RACS dans 
l'architecture TISPAN). Ce module integre, entre autres, les fonctions de routage. 
Une separation fonctionnelle et parfois physique existe entre le plan de controle (dont 
ce module fait partie) et le plan des donnees (qui comprend l'acheminement des 
paquets suivant un certain nombre de politiques de routage et de QdS deja etablies). 
Dans un tel contexte, le routage explicite a ete utilise, notamment avec l'avenement 
de la technologie de commutation d'etiquettes MPLS (Multiprotocol Label 
Switching). Outre la rapidite de commutation et la resilience aux pannes qu' elle 
offre, cette technologie permet de choisir les LSP (Label-Switched Path) d'une 
maniere plus adequate en tenant compte, dans la mesure du possible, de la charge du 
reseau et en faisant appel a des notions d'ingenierie de trafic. Cette derniere notion est 
tres importante dans le processus d'allocation des ressources dans les reseaux 
prochaines generations. 
Le principal objectif de l'ingenierie de trafic est d'eviter la congestion de 
certaines parties fortement sollicitees du reseau en controlant et en optimisant les 
fonctions de routage en plagant, simplement, le trafic la ou la capacite le permet. Le 
defi de l'ingenierie de trafic est done de bien s'adapter au caractere dynamique de la 
topologie (cas de pannes) et de la demande. En outre, afin de faire un usage adequat 
des ressources, la notion de multiplexage statistique doit etre consideree. Cette 
derniere est generalement etudiee localement au niveau d'un lien unique et permet, vu 
la distribution du trafic considere, les contraintes probabilistes de QdS et la faible 
probability que toutes les connexions multiplexers sur un meme lien soient a leurs 
debits maximaux, de mieux partager la bande passante offerte par le lien. Cette notion 
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n'est generalement pas evoquee lors du processus global d'allocation de ressources. 
Neanmoins, plusieurs algorithmes de controle d'admission, generalement bases sur 
les mesures, s'en servent afin d'elargir la zone d'acceptation du lien tout en 
respectant les contraintes de QdS du trafic a admettre. 
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Figure 1.1 Plan de controle GMPLS 
Au niveau de la couche optique, le multiplexage de longueurs d'ondes WDM 
constitue la solution par excellence permettant d'augmenter la capacite de la fibre 
optique en transportant simultanement plusieurs canaux disjoints. Ainsi, un ensemble 
de chemins, appele chemins optiques (lightpaths) est etabli, afin d'emuler l'inter-
connectivite des commutateurs optiques, pergue par la couche IP ou MPLS. 
Cependant, les reseaux de haute vitesse et fortement connectes sont d'autant plus 
avantageux lorsqu'ils sont munis de mecanismes d'ingenierie de trafic. Cette fonction 
doit etre integree a differents niveaux du reseau tel que montre a la figure 1.1. C'est a 
cette fin que GMPLS (Generalized Multi-Protocol Label Switching) a ete developpe 
afin d'unifier le plan de controle du reseau tant au niveau optique que IP et MPLS. Le 
defi principal de la technologie GMPLS est d'integrer les fonctionnalites d'ingenierie 
de trafic (etales sur plus d'un niveau dans le reseau) et de controle d'admission au 
sein d'une seule et meme entite unifiee. Ceci est particulierement interessant pour les 
reseaux optiques dans lesquels le multiplexage temporel (TDM) et de longueurs 
d'ondes (WDM) sont regis par un meme plan de controle GMPLS pour une topologie 
physique arbitraire. 
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Lors de l'etablissement de circuits commutes (LSP), la conception inter-
couches faisant intervenir les mecanismes optiques et IP, ameliore nettement 
l'utilisation des ressources dans le reseau. Au niveau optique, il est tres important de 
garantir, non seulement un certain debit minimal, mais aussi un seuil maximal de 
degradation du signal optique, due aux imperfections des equipements optiques 
(convertisseurs de longueurs d'ondes, commutateurs optiques et amplificateurs 
optiques) ainsi qu'un delai acceptable de propagation optique d'un bout a 1'autre du 
chemin optique. En effet, vu la non linearite des supports de transmission optiques et 
l'introduction des convertisseurs optiques de longueurs d'ondes, le signal subit du 
bruit et de la distorsion qui s'accumulent tout au long du chemin optique. 
Au niveau MPLS, les LSPs sont constitues d'un ou plusieurs chemins optiques 
en cascade (formant la topologie logique du reseau). Lors de l'etablissement d'un 
LSP et dependamment du type de trafic transports (donnees, voix, etc.), il est 
important de s'assurer qu'un certain nombre de contraintes de QdS soit bien respecte. 
Ces contraintes sont generalement le debit binaire, le delai de bout en bout, la 
probabilite de perte de paquets et la gigue. Ces contraintes de QdS ne sont 
generalement pas additives tout au long du chemin physique et le calcul de 
l'admissibilite d'une connexion dans le reseau requiert ainsi un calcul plus ou moins 
complexe, dependamment du type de la contrainte. D'un autre cote, la majorite des 
trafics vehicules dans le reseau ne requierent pas de contraintes strides de QdS mais 
plutot des contraintes statistiques. Dans ce cas, le reseau doit garantir les contraintes 
de QdS pour au moins une proportion du trafic incluant ainsi une nouvelle metrique : 
la probabilite de violation des contraintes de QdS. Les operateurs de reseaux peuvent 
inclure cette metrique lors de l'etablissement des contrats de service, connus aussi 
sous le nom de SLA (Service Level Agreement). Les termes d'un tel contrat de service 
sont generalement traduits en des specifications techniques des mecanismes de QdS 
en place. Dans la litterature, deux modeles principaux de service sont cites : les 
services integres (IntServs), les services differencies (DijfServ). 
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IntServ (Braden et al, 1994) est un mecanisme de QdS qui offre des garanties 
strictes aux flux individuellement. H represente une veritable mutation des services IP 
traditionnels a moindre effort vers un support strict des differentes metriques de QdS. 
Le modele IntServ requiert done que les routeurs maintiennent les etats de toutes les 
connexions actives tout en implementant des mecanismes additionnels de controle 
d'admission, de classification et d'ordonnancement des paquets. Le principal 
avantage du modele IntServ reside en son aptitude a garantir des performances de 
bout en bout pour chacun des flux individuellement. Cependant, un tel niveau de 
granularite peut engendrer une quantite enorme d'informations stockee dans les 
routeurs et limite, du fait, l'evolutivite de cette architecture. Le modele DiffServ 
(Black et al., 1999) represente une alternative a IntServ traitant le probleme 
d'evolutivite en groupant l'ensemble des connexions vehicule en un certains nombre 
de classes de trafic. A chaque type de trafic est associee une priorite. Le trafic 
transitant par un domaine DiffServ est d'abord classifie, marque et controle {trafic 
shaping) au niveau du routeur d'entree (Ingress). Par la suite, le champ DSCP 
{DiffServ Code Point) de l'entete IP est consulte par chaque nceud intermediate afin 
de determiner le niveau de priorite du trafic ainsi que le traitement auquel il est 
souscrit: le PHB (Per Hop Behavior). 
Conduit ( M r e IT rJ'»8»*«"r^» 
Figure 1.2 La hierarchic dans un SRLG 
D'un autre cote, la fiabilite des reseaux n'en demeure pas moins un aspect tres 
important a considerer lors du developpement des mecanismes de controle et 
d'acheminement dans le reseau. En effet, certains types d'applications, tels que les 
services gouvernementaux et bancaires, requierent une connectivite permanente. Les 
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technologies MPLS et GMPLS ont bien adresse ce besoin en permettant 
l'etablissement a l'avance d'un ou plusieurs LSPs de secours (backup), qui peuvent 
etre soit dedies (1+1 ou 1 :1) ou partages par plusieurs LSPs primaires (1:N). De plus, 
comme il est tres rare que des pannes simultanees arrivent, la plupart des travaux ne 
considerent que les pannes simples d'equipements (liens ou noeuds). Cependant, la 
panne d'une seule fibre au niveau optique engendre la rupture de plus d'un chemin 
optique, et a un niveau plus eleve, la deconnexion de plusieurs LSPs. Ceci est 
d'autant plus important lors de la rupture d'un conduit, transportant plusieurs fibres 
optiques, tel que montre a la Figure 1.2. Les fibres optiques partageant un meme 
conduit forment un groupe de liens a risque partage SRLG (Shared-Risk Link Group). 
La rupture d'un seul SRLG engendre ainsi le disfonctionnement d'un grand nombre 
de fibres optiques, comprenant, chacune, un certain nombre de canaux utilises 
potentiellement par des chemins optiques deja etablis. L'etablissement d'un circuit 
fiable necessite ainsi l'etablissement d'un circuit de secours disjoint en termes de 
SRLGs. Ce probleme est d'autant plus important et complexe lorsque des sessions 
multicast sont considerees. 
1.2 Elements de problematique 
En depit du nombre croissant d'applications tres exigeantes en termes de QdS et 
de bande passante sur Internet, les mecanismes relies a la technologie IP restent 
plutot elementaires pour assurer adequatement des contraintes strictes de QdS. De 
plus, vu le nombre grandissant de donnees vehiculees, des notions telles que 
l'ingenierie de trafic et l'allocation adequate des ressources doivent etre prises en 
compte afin de maximiser la capacite effective du reseau tout en garantissant aux 
applications la QdS demandee. Plusieurs mecanismes compatibles avec la technologie 
IP ont ete proposes et standardises afin d'optimiser 1'utilisation des ressources dans le 
reseau tout en garantissant un certain degre de QdS. Ces mecanismes investiguent 
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aussi bien le partage des ressources au niveau du routeur IP (IntServ, DiffServ, etc), 
que 1'allocation des ressources du reseau d'une maniere globale en optimisant les 
solutions de routage (MPLS, QOSPF, etc.) et en tenant compte des differents 
scenarios de pannes. De plus, la notion de multiplexage statistique est rarement 
consideree et le provisionnement a long terme des ressources se fait simplement en 
fonction du debit maximal des flux. Cette derniere notion est tres importante vu que 
la capacite effective du reseau est considerablement amelioree (par rapport aux 
approches conservatrices) et ce, en fonction du nombre de connexions multiplexees et 
des contraintes probabilistes de QdS (probabilite de perte de paquets ou probabilite de 
violation des contraintes de QdS, etc.). 
D'un point de vue architectural, le support de la QdS dans les reseaux coeur de 
prochaine generation implique la mise en oeuvre de plusieurs mecanismes, a 
differents niveaux du reseau (optique, IP, MPLS, etc.), qui doivent etre controles via 
une architecture unifiee, telle que GMPLS. Ceci permettrait en fait d'offrir des 
solutions nettement plus optimisees, en termes d'utilisation des ressources du reseau, 
en tenant compte notamment de 1'incorporation de la conception inter-couche. Dans 
un tel contexte et afin d'assurer, d'une maniere stricte ou statistique, les besoins de 
QdS du trafic vehicule, la phase de controle d'admission est tres importante. En effet, 
la decision d'admettre un nouveau trafic dans le reseau doit non seulement tenir 
compte des besoins de ce dernier en termes de debit et de QdS, mais aussi, s'assurer 
que le service offert aux trafics prealablement admis soit degrade. Ceci implique done 
le besoin de prevoir l'etat des ressources (bande passante disponible, etat des files 
d'attentes des routeurs) du reseau, une fois le trafic admis. 
Les mecanismes de controle d'admission appartiennent generalement a trois 
differentes classes (Gerla et al, 2001). Certain sont analytiques ou bases sur les 
parametres (parameter-based AC) et peuvent etre soit deterministes ou stochastiques. 
D'autres sont bases sur les mesures (Measurement-based AC). Dans ce cas, la 
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decision est prise en fonction des mesures empiriques recueillies pour un reseau en 
operation. Enfin, d'autres utilisent les paquets de verification (probing packets) pour 
verifier 1'admissibility d'un flux en sollicitant le reseau instantanement afin de 
verifier un certain nombre de parametres (delai de bout-en-bout, perte de paquets, 
etc.). 
De plus, les mecanismes de controle d'admission peuvent etre distribues ou 
centralises. Les approches distributes sont generalement basees sur des protocoles de 
signalisation. Quant aux approches centralisees, elles sont regies par un gestionnaire 
de ressources central qui prend les decisions d'acceptation en fonction des donnees 
recueillies periodiquement sur l'etat du reseau. Pour l'architecture TISPAN presentee 
precedemment, le sous-systeme RACS est responsable de la gestion des ressources du 
reseau. II est done imperatif de definir la portee de ce systeme ainsi les mecanismes 
qui lui permettent de communiquer et de se synchroniser avec les equipements du 
reseau. 
Cependant, les mecanismes de controle d'admission reposent generalement sur 
des donnees de routages deja etablies et s'assurent, de differentes manieres, de la 
faisabilite du chemin a emprunter vis-a-vis des contraintes de QdS. Dans un tel 
contexte, la selection des chemins peut etre incorporee a la phase de controle 
d'admission. Cette possibilite est d'autant plus interessante dans un environnement 
MPLS ou il est possible de creer des LSPs dynamiquement, en indiquant aux routeurs 
de bordure d'amorcer la phase de distribution d'etiquettes pour le, ou les, nouveaux 
LSPs. Dans ce dernier cas, le probleme de controle d'admission se voit egalement 
attribue la fonction de selection de route pour le nouveau trafic, de maniere a 
respecter les contraintes de QdS, aussi bien de ce dernier, que des trafics deja admis. 
En outre, assurer un service permanent, fiable et sans rupture, devient de plus en 
plus un besoin crucial pour un grand nombre d'applications. Dans un tel contexte, la 
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conception inter-couches, regie par un plan de controle unifie, doit absolument 
inclure des mecanismes performants de gestion de pannes, qui peuvent etre soit 
reactifs, soit proactifs. Dans le premier cas, aucune ressource de secours n'est 
consideree a l'avance et seuls les trafics (ou LSPs dans un domaine MPLS) atteints 
par la panne sont re-routes. Le calcul et l'etablissement des nouvelles routes (ou LSPs 
de secours) se fait ainsi instantanement en temps-reel. Pour ce qui est de la gestion 
proactive de pannes, des LSPs de secours sont calcules et etablis a l'avance en 
anticipant generalement les cas des pannes les plus probables (generalement les 
pannes simples). II est cependant important, lors de l'etablissement de nouveaux 
LSPs de secours, de s'assurer que les contraintes de QdS des trafics atteints ne soient 
pas violees. De plus, afin d'optimiser l'utilisation des ressources dans le reseau, il est 
important de considerer le partage des ressources de secours tout en s'assurant 
qu'assez de ressources sont disponibles pour chaque LSP, pour les differents 
scenarios de pannes. 
La resilience aux pannes est extremement importante dans les reseaux optiques 
WDM ou la perte d'une fibre engendre la rupture de plusieurs chemins optiques. 
L'effet est d'autant plus accentue lorsque plusieurs fibres sont regroupees dans un 
meme conduit ou SRLG, comme montre a la Figure 1.2. Cependant, les clients 
peuvent negocier un contrat de service offrant des garanties statistiques de fiabilite, 
techniquement appelee "fiabilite differentielle" (Guo & Li, 2007). 
1.3 Objectifs de recherche 
Cette these traite principalement le probleme d'allocation des ressources dans les 
reseaux de prochaines generations. Notre objectif principal est de proposer des 
mecanismes efficaces de routage et de controle d'admission a differents niveaux de la 
hierarchie du reseau (MPLS, GMPLS, WDM) et offrant des garanties de qualite de 
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service (QdS) strictes ou statistiques. Plus specifiquement, cette these vise les 
objectifs suivants : 
• analyser les protocoles et mecanismes proposes dans la litterature pour 
1'optimisation de 1'allocation des ressources et le controle d'admission 
avec support de la QdS dans les reseaux coeur de prochaines generations, 
afin de deceler les faiblesses et les problemes qui ne sont pas encore 




analyser les besoins en fiabilite et survivabilite des reseaux optiques WDM 
et etudier les mecanismes de routage fiables proposes dans la litterature. 
concevoir de nouveaux mecanismes pour le controle d'admission dans les 
reseaux MPLS et GMPLS, le support statistique et strict de QdS et le 
routage dans les reseaux WDM avec des contraintes strictes ou statistiques 
de fiabilite ; 
evaluer les performances des mecanismes et algorithmes proposes en 
tenant compte des exigences et specifications des reseaux NGNs. Cette 
evaluation sera basee sur une comparaison avec les travaux existants qui 
abordent les memes problemes. 
1.4 Principales contributions 
Les principales contributions de cette these touchent une grande partie des defis 
poses par les reseaux de prochaines generations, a savoir, l'optimisation de 
F allocation des ressources, le controle d'admission, le support de la QdS de bout-en-
bout et la fiabilite. Ces contributions sont en nombre de trois : 
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1. un mecanisme de controle d'admission dans les reseaux multicouches 
GMPLS; 
2. une etude analytique de la qualite de service de bout-en-bout permettant un 
controle plus adequat de l'admissibilite des connexions dans les reseaux coeur 
IP bases sur la commutation d'etiquettes ; 
3. un algorithme evolue pour le routage multicast a fiabilite differentielle dans 
les reseaux coeur WDM. 
Ces dernieres peuvent etre resumees comme suit: 
• Mecanisme de controle d'admission dans les reseaux multicouches GMPLS : 
dans les reseaux de prochaines generations, un plan de gestion (ou controle) 
unifie permettra d'uniformiser et de centraliser les taches de controle des 
differentes couches du reseau {IP, MPLS, Transport). Cette gestion centralisee 
assurera une meilleure utilisation des ressources, en tenant compte de 
l'interaction entre les differents niveaux de la hierarchie du reseau. Dans un 
tel contexte, nous proposons un mecanisme de routage et de controle 
d'admission des chemins optiques dans les reseaux WDM regi par un plan de 
controle unifie GMPLS. Afin d'offrir un meilleur service aux couches 
superieures du reseau, des contraintes de delai de propagation de bout-en-bout 
et de degradation maximale du signal optique sont considerees. Le mecanisme 
propose repose sur une modelisation mathematique du probleme et offre de 
meilleures performances, compare aux algorithmes proposes dans la 
litterature ; 
• Une etude analytique de la qualite de service de bout-en-bout: les metriques 
de QdS pour certains types de trafic peuvent etre soit strictes, soit statistiques. 
Dans le cas ou elles sont statistiques, une certaine violation des contraintes de 
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QdS est permise. Afin de respecter les garanties statistiques de QdS de bout-
en-bout, une nouvelle modelisation des metriques de QdS est proposee, 
reposant sur les donnees empiriques refletant l'etat des equipements du 
reseau. Cette borne superieure est applicable aux differents comportements du 
trafic vehicule par le reseau (trafic a taux constant ou legerement variable, 
trafic en rafale, etc.). Ceci nous permettra de proposer un algorithme 
centralise de controle d'admission dans les reseaux MPLS avec support 
statistique de QdS de bout-en-bout; 
• Algorithme pour le routage multicast a fiabilite differentielle: La 
convergence des differents services vers une seule et meme architecture de 
reseau a incite les chercheurs a proposer des mecanismes evolues pour assurer 
la fiabilite et la disponibilite des reseaux. Dependamment du type de trafic 
transporte et de la clientele visee, certains contrats de service offrent une 
garantie statistique de fiabilite, notee egalement fiabilite differentielle. Dans 
ce contexte, nous proposons un algorithme pour le routage des connexions 
multicast (ou eventuellement unicast) avec fiabilite differentielle. Une 
formulation mathematique du probleme est d'abord proposee. Afin de pallier 
la complexite du probleme, un algorithme base sur la decomposition du 
probleme est propose et etudie. Outre la bonne qualite des resultats obtenus, la 
particularite qui distingue cette contribution est son caractere generique. En 
effet, le probleme aborde faisant intervenir plusieurs facteurs (routage 
multicast ou unicast, fiabilite stricte ou differentielle, differents parametres de 
fiabilite, proprietes des reseaux WDM, etc.), la solution proposee permet de 
tenir compte de la totalite ou de seulement une partie de ces facteurs. 
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1.5 Plan de la these 
Le reste de cette these est organise comme suit. Suite au present chapitre 
d'introduction, le Chapitre 2 presente une revue critique et selective de la litterature 
sur les problemes cles des reseaux de prochaines generations, a savoir, 1'optimisation 
de Fallocation des ressources, le controle d'admission, le support de la QdS de bout-
en-bout et la fiabilite. Les differents algorithmes et mecanismes rencontres dans la 
litterature sont abordes, ainsi que les defis et les problemes qui en decoulent. 
Ayant opte pour une these par articles, les Chapitres 3 a 5 contiennent 
respectivement les differents articles qui decrivent nos principales contributions. 
Plus precisement, le Chapitre 3 presente F article intitule A Novel Admission 
Control Mechanism in GMPLS Based IP over Optical Networks qui a ete accepte et 
publie dans la revue Computer Networks dans son Volume 52, Numero 6, edition 
d'Avril 2008. Dans cet article, nous proposons un nouveau mecanisme d'allocation 
des ressources et de controle d'admission dans les reseaux IP et WDM dotes d'un 
plan de controle unifie GMPLS. L'article intitule Joint Routing and Admission 
Control Problem under Statistical Delay and Jitter Constraints in MPLS Networks 
accepte et publie dans la revue Computer Communications dans son Volume 31, 
Numero 1 et edition de Septembre 2008, est presente au Chapitre 4. Dans cet article, 
nous proposons une nouvelle expression des bornes superieures des contraintes 
statistiques de QdS. A partir de ces bornes, nous proposons une modelisation 
mathematique du probleme de controle d'admission avec garanties statistiques de 
QdS dans un reseau MPLS. 
Le Chapitre 5 intitule A Survivable Multicast Routing Mechanism in WDM 
Optical Networks est un article qui a ete soumis a la revue Photonic Network 
Communications. Dans cet article, un algorithme heuristique pour le routage des 
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connexions multicast avec fiabilite differentielle est propose et evalue. Dans le 
Chapitre 6, une discussion generate des differents resultats obtenus et une synthese de 
nos contributions sont faites. Le Chapitre 7 conclut la presente these en mettant 
F accent sur les principales contributions apportees et en ressortissant les limitations 
de ces dernieres. Des recommandations des travaux futurs seront egalement evoquees 
dans la Conclusion. 
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CHAPITRE 2 
REVUE DE LITTERATURE 
La coexistence de differentes technologies de transport et l'heterogeneite des 
infrastructures actuelles des reseaux de communication constituent le fondement de la 
conception et du deploiement des reseaux converges de prochaines generations 
(NGN). Toutefois, cette heterogeneite apporte plusieurs defis auxquels il faut faire 
face. Parmi ces defis, on peut cite l'interoperabilite des differentes technologies de 
transport, la gestion uniformisee des ressources, l'ingenierie de trafic, la garantie 
d'une meilleure qualite de service de bout-en-bout et la conception d'architectures et 
protocoles. Plusieurs travaux ont ete entrepris dans la litterature afin de solutionner 
ces defis. Cependant, plusieurs problemes restent a aborder et a etudier. Dans ce 
chapitre, une breve revue de litterature des differents mecanismes de qualite de 
service dans les reseaux de prochaines generations sera presentee. Plus precisement, 
les aspects d'allocation de ressources, d'ingenierie de trafic et fiabilite des reseaux 
ainsi que les differentes techniques de controle d'admission feront l'objet du present 
chapitre. 
18 
2.1 Modeles de services 
Dans la litterature, deux principaux modeles de service ont ete cite et 
standardises (Barden et ah, 1994 et Black et ah, 1999): les services integres 
{IntServs), les services differencies (DiffServ). Afin de pallier les inconvenients de ces 
deux modeles, un modele hybride a ete propose et standardise (Duan et ah, 2004). 
2.1.1 Services integres (IntServ) 
Le mecanisme IntServ (Barden et ah, 1994) garantie la qualite de servie des 
flux individuels. II represente une veritable mutation des services IP traditionnels a 
moindre effort vers un support stricte des caracteristiques de la QdS. IntServ definit 
deux classes de services: Guaranteed service et Controlled-load service 
dependamment des exigences en matiere de qualite de service des flux. Dans le 
modele IntServ, les routeurs doivent faire une reservation de ressources (bande 
passante, tampons, etc.) pour chacun des flux y passant. Le modele IntServ requiert 
done que les routeurs maintiennent les etats des connexions tout en implementant des 
mecanismes additionnels de controle d'admission, de classification et 
d'ordonnancement de paquets. En effet, afin d'offrir des garanties de services de 
bout-en-bout, des mecanismes de gestions du plan de donnees du reseau {network 
data plane), tels que l'ordonnancement des paquets, et des mecanismes de controle 
du reseau {network control plane), tels que le controle d'admission et les reservations 
de ressources doivent intervenir. Bases sur le modele de service IntServ, plusieurs 
algorithmes d'ordonnancement tels que WFQ, VC, RC-EDF ont ete developpes afin 
de supporter les services garantis (Zhang et ah, 2000). En outre, le protocole de 
signalisation RSVP (Braden et ah, 1997) a ete standardise afin de faire la reservation 
des ressources de bout-en-bout. 
Le principal avantage du modele IntServ est son aptitude a garantir des 
performances strictes de bout-en-bout pour chacun des flux vehicules. Cependant, un 
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tel niveau de granularite peut engendrer une quantite enorme d'informations a stocker 
dans les routeurs et limite du fait, 1'extensibility de cette architecture. 
2.1.2 Services differencies (DiffServ) 
Le modele DiffServ (Black et al, 1999) represente une alternative a IntServ 
traitant le probleme d'extensibilite en rassemblant et agregeant plusieurs flux en un 
certain nombre de classes de trafic. A chaque classe de trafic est associee une priorite, 
et ainsi, la priorite la plus elevee (premium traffic) correspond au flux requerant la 
plus grande qualite de service et la priorite la plus basse correspond aux flux sans 
contraintes particulieres de QdS. Les equipements du reseau distinguent les classes 
des paquets vehicules en consultant le champ DSCP (DiffServ Code Point) au niveau 
de l'entete IP. Les paquets rentrant dans un domaine DiffServ sont d'abord classifies, 
marques et controles (trafic shaping) au niveau du routeur d'entree (Ingress). Par la 
suite, le champ DSCP est consulte par chaque noeud intermediate afin de determiner 
les privileges d'acheminement (file d'attente de la classe correspondante) qui lui 
seront appliques : le PHB (Per Hop Behavior). 
L'lETF a standardise trois niveaux de services : 
a) le service «best effort» ou a moindre effort qui ne necessite aucun 
traitement particulier, sauf qu'il ne doit pas etre en famine ; 
b) Le service « expedited forwarding » qui garantie une bande passante avec 
de faibles taux de perte, delai et gigue; 
c) Le service «Assured Forwarding» regroupant plusieurs PHB (12) 
garantissant un acheminement meilleur que le service a moindre effort. 
Cette famille est scindee en quatre classes de priorites differentes. 
Chacune comprend 3 de sous-classes indiquant la probabilite relative de 
perte de paquets (Drop Precedence). 
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Le principal avantage de DiffServ est son extensibility, vu que seulement une 
quantite limitee d'informations doit etre maintenue au niveau des routeurs (limitees 
aux classes de trafic). Cependant DiffServ n'offre aucune garantie du niveau de la 
qualite de service qu'un trafic recevra. Des mecanismes plus complexes de gestion de 
ressources et de controle d'admission sont ainsi necessaires. 
2.1.3 Notion de Stateless Core 
Duan et al. (2004) proposent une technique permettant de pallier les lacunes 
d'extensibilite de IntServ tout en assurant des garanties strides de QdS de bout-en-
bout. Cette technique repose sur la notion d'etat dynamique des paquets (DPS). En 
effet, les reseaux IP sont de plus en plus mandates a offrir un service plus sophistique 
et garanti que les services traditionnels a moindre effort. II est done imperatif de 
pouvoir implementer des mecanismes aussi performants que les reseaux ou les etats 
des flux sont maintenus dans chaque routeur intermediate (Stateful), et aussi 
evolutifs et robustes que les reseaux qui font de l'agregation de flux en un certains 
nombre de classes de services, sans en maintenir les details au niveau des routeurs 
intermediaires (stateless). Les auteurs considerent une architecture similaire a 
DiffServ, appelee SCORE (Scalable Core) dans laquelle, seuls les routeurs de bordure 
(Edge Router) peuvent gerer les flux individuels. Ceci est fait en incluant, dans 
l'entete IP, des champs d'informations sur les besoins en QdS des paquets, qui sont 
mis a jour par les routeurs intermediaires. Les auteurs montrent que cette architecture 
permet d'offrir les memes garanties de delais et de bande passante que 1'architecture 
IntServ tout en beneficiant de l'evolutivite de l'architecture DiffServ. 
2.2 Routage avec Qualite de Service 
Les differents types de protocoles de routage (etat des liens, vecteur distant, 
etc.) permettent de construire les tables de routage en se basant uniquement sur les 
couts ou metriques statiques associes aux liens du reseau et en calculant les plus 
21 
courts chemins vers chacune des destinations dans le reseau. II s'agit neanmoins d'un 
choix simpliste et inadapte aux besoins de qualite de service, d'une part, et a 
l'equilibre de la charge a travers le reseau (parties congestionnees et parties peu 
exploiters), d'autre part. Vu le support d'applications multimedia avec des 
contraintes strictes de QdS par les reseaux de prochaines generations, il est imperatif 
de developper des mecanismes d'acheminement plus evolues. Plusieurs protocoles de 
routage avec qualite de service ont ainsi ete developpes dans la litterature. Certains 
travaux se sont bases sur la modification des protocoles de routage existant, tels 
qu'OSPF ou IS-IS. Dans ce contexte, une extension au protocole OSPF a ete 
proposee (Gerin et al, 1999) et nommee QOSPF {Quality of Service Path First). 
Plusieurs messages ont ete ajoutes a ce protocole afin d'informer les routeurs des 
etats des liens et des ressources utilisees dans le reseau. D'un autre cote, les reseaux 
de neurones ont egalement ete utilises pour assurer les fonctions de routage (Pierre et 
al, 2000). Ceci a donne naissance a plusieurs algorithmes de routage adaptatifs 
utilisant des techniques d'apprentissage. 
2.2.1 Protocoles a commutation d'etiquettes (MPLS) 
MPLS (Multiprotocol Label Switching) (Macolm et al., 1999) est un protocole 
base sur le paradigme de commutation d'etiquettes derive directement de l'experience 
acquise avec les reseaux ATM. Les objectifs principaux de MPLS sont: 
• Permettre un acheminement rapide des paquets IP en remplacant la fonction 
de routage par une fonction de commutation rapide ; 
• Faciliter les fonctions d'ingenierie de trafic en fournissant aux operateurs la 
maitrise de 1'acheminement des donnees, qui s'avere tres complexe avec des 
protocoles de routage classiques ; 
• Implementer des mecanismes de resiliences aux pannes. 
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Ainsi, le routage peut etre fait de maniere a privilegier, dans le domaine 
MPLS, les flux ayant une classe de service plus elevee. De plus, l'un des aspects les 
plus interessants de MPLS est la possibilite de construire des routes explicites, 
nommes LSP (Label-Switched Paths). La construction de telles routes repose 
generalement sur les notions d'ingenierie de trafic afin de respecter les contraintes 
requises de qualite de service. 
2.2.2 Ingenierie de trafic avec MPLS 
MPLS-TE (Malcolm et al, 1999) est base sur le concept de routage de tunnels 
(traffic trunks). Ce dernier est unidirectionnel et est applique au niveau du premier 
routeur MPLS, note egalement LER (Label Edge Router), en attribuant une classe de 
trafic, ou FEC (Forwarding equivalent class), qui determine le LSP a emprunter et le 
type de service a travers le chemin. Plusieurs tunnels peuvent partager un seul LSP. 
Une fois le tunnel determine, il faut lui creer une route au sien du coeur du 
reseau. II est possible de fournir une route pre-calculee (en fonction de la charge du 
reseau et des contraintes de qualite de service de la classe de trafics transportes) pour 
chaque LSP. Dans ce cas, il faut donner la liste des routeurs a traverser afin que 
RSVP-TE (protocole de distribution des labels), sans faire de reservations, configure 
les tables d'etiquettes des routeurs. II est egalement possible de ne rien specifier ou de 
specifier uniquement une partie de la route. En outre, plusieurs mecanismes de 
protection de LSPs ont ete etudies et developpes pour MPLS (Pan et al, 2005). 
2.2.3 Generalized MPLS 
La technologie GMPLS (Generalized Multiprotocol Label Switching) (Berger, 
2003) permet d'ameliorer Farchitecture MPLS en offrant une separation complete des 
plans de controle et de donnees. GMPLS offre egalement une convergence logique et 
non-couteuse des architectures heterogenes des reseaux de transport (permettant ainsi 
le provisionnement de bout-en-bout de la QdS), des mecanismes de controle et de 
l'ingenierie de trafic. GMPLS est base sur l'adressage et routage IP. Le plan de 
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controle unifie fourni par la technologie GMPLS permet de simplifier les operations 
de gestion et de veille du reseau en automatisant le provisionnement de bout-en-bout 
des ressources. II est ainsi necessaire de definir une certaine correspondance, entre les 
differentes technologies de transport, pour assurer le provisionnement des ressources 
et la QdS, de bout-en-bout. 
GMPLS etend son plan de controle (signalisation et routage) aux differents 
domaines de commutation (paquets, TDM, WDM, etc.)- GMPLS est egalement base 
sur les extensions de l'ingenierie de trafic de MPLS (MPLS-TE) et definit un 
protocole generique de signalisation, note LMP (Link Management Protocol), afin 
d'etablir, liberer et gerer la connectivite entre deux nceuds GMPLS adjacents. 
2.2.4 Routage multi-chemins 
Les algorithmes de routage classiques utilisent une route unique pour 
acheminer les paquets d'une source a une destination. Afin de mieux equilibrer la 
charge et d'utiliser adequatement les ressources du reseau, il serait interessant 
d'effectuer un routage multi-chemin (Apostolopoulos et ah, 1998 ; Gerin et al, 1999). 
En effet, le nombre de plus courts chemins entre une source et une destination croit 
exponentiellement avec la taille du reseau. Le choix de l'un de ces chemins est 
actuellement arbitraire. Plusieurs techniques nominees ECMP (Equal Cost Multi-
Path) ont ete proposees afin de repartir equitablement le trafic sur ces chemins. 
D'autres proposent une repartition inegale sur les differentes routes (Optimized Multi-
Path). 
2.2.5 Protocole de routage utilisant plusieurs metriques 
L'utilisation d'une metrique unique peut s'averer insuffisante pour satisfaire 
les besoins en QdS d'une application. Ce probleme peut etre adresse soit en utilisant 
une metrique mixte (fonction de plusieurs metriques) ou en resolvant le probleme de 
plus-courts chemins a plusieurs metriques (multi-contraintes) qui est NP-Complet 
(Pasias etal, 2004). 
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2.3 lngenierie de trafic 
Le principal objectif de l'ingenierie de trafic est d'eviter la congestion de 
certaines parties fortement sollicitees du reseau en controlant et optimisant les 
fonctions de routages, done, tout simplement, de placer le trafic la ou la capacite le 
permet (Girish et al, 2000). Le defit de l'ingenierie de trafic est de bien s'adapter au 
caractere dynamique de la topologie (cas de pannes) et de la demande. Cependant un 
compromis entre l'optimalite, la stabilite et la charge supplementaire de signalisation 
doit etre fait. 
Les protocoles de routage courants sont congus pour etre simples et robuste et 
ne visent generalement pas a optimiser l'utilisation des ressources. Les deux 
protocoles intra-domaine les plus utilises sont OSPF {Open Shortest Path First) et IS-
IS (Intermediate System to Intermediate System), et sont bases sur l'etat des liens et 
dont la metrique est typiquement le nombre de sauts. Quoiqu'ils soient simples, 
distribues et extensibles, ils ne considerent pas l'utilisation du reseau et ne font done 
pas bon usage des ressources disponibles. Des extensions a ces protocoles comme 
ECMP (Equal Cost Multi Path) qui distribue le trafic a travers plusieurs routes a 
distances egales ont ete proposes mais ne resolvent pas le probleme a la base. 
L'ingenierie de trafic consiste done a maintenir un certain niveau de 
disponibilite pour un reseau operationnel. Ceci est generalement atteint en evitant la 
congestion du reseau et en assurant une meilleure exploitation des ressources libres, 
et done en adaptant le routage aux situations instantanees des ressources. Le 
processus d'ingenierie de trafic peut etre divise en trois phases (voir Figure 2.1) : 
evaluation de l'etat du reseau (collecte des caracteristiques statistiques du trafic predit 
et en place ainsi que des changements de topologie), optimisation et routage. La 
phase d'optimisation peut englober plusieurs objectifs tels la minimisation des couts 
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d'operation, 1'elimination des congestions, la balance de la charge a travers le reseau, 
specifications des routes uniques ou multiples, la survivabilite, etc. 
Plusieurs travaux mettent l'emphase sur Fimportance de la collecte empirique 
d'informations sur l'etat des ressources afin de faire les choix adequats de routage 
(Qian et al., 2004 ; Gopalan et al, 2003; Abuali et al, 2005). Cette operation consiste 
a recueillir assez d'informations sur les statistiques du trafic vehicule par le reseau 
afin de detecter certaines tendances cycliques ou patrons de trafics. Les mecanismes 
d'ingenierie de trafic peuvent etre sans connexion (comme les protocoles de routage 
distribues OSPF, IS-IS, etc.), ou orientes connexion (technologie a commutation 
d'etiquettes permettant un routage explicite comme MPLS). 
Donnees 
statistiques 
surle trafic et 
la topologie 
Figure 2.1 Processus d'ingenierie de trafic 
Differentes approches d'ingenierie de trafic peuvent etre considerees. Une 
classification des ces dernieres est possible suivant plusieurs criteres : 
1- Solutions centralisees vs. distributes: une solution centralisees est 
generalement de meilleure qualite, mais implique une plus grande charge 
additionnelle. Ainsi, Movsichoff et al. (2005) ont propose une etude 
analytique du probleme de routage optimal utilisant la theorie de controle non 






distribute. D'un autre cote, Trimintzios et al. (2001) ont propose une 
architecture centralisee pour la gestion de ressources et le calcul de chemins 
dans les reseaux DiffiServ et MPLS. Ho et al. (2004) se sont base sur la 
precedente architecture afin de proposer un mecanisme centralise pour 
l'ingenierie de trafic inter-domaines. Trimintzios et al. (2003) ont egalement 
propose une methode de routage centralisee basee sur une modelisation 
mathematique du probleme de routage ; 
Informations globales vs. locales : l'utilisation d'informations globales sur le 
trafic et 1'etat du reseau permet d'optimiser d'avantage l'utilisation des 
ressources du reseau. Cependant, un effort supplemental de signalisation est 
requis afin d'assurer la collecte d'informations. Flegkas et al. (2003) ont 
propose une architecture unifiee basee sur les politiques pour 1'allocation 
centralisee des ressources. Us definissent egalement la portee du gestionnaire 
du ressource et le type d'informations collectees a partir du reseau ; 
Methodes hors-ligne vs. en-ligne : Pour les methodes en-ligne, le calcul de 
routes est fait d'une maniere reactive, et doit done etre simple et rapide. Ainsi, 
e'est au moment de l'admission d'un nouvel LSP que le calcul de chemin est 
fait. Oulai et al. (2007) ont propose un mecanisme base sur la programmation 
mathematique afin de resoudre le probleme joint de routage et de controle 
d'admission dans les reseaux MPLS. Qian et al. (2004) se sont base sur le 
provisionnement statistique de QdS afin d'admettre les nouvelles requetes. 
Quant aux methodes hors-lignes, le routage est fait periodiquement ou suite a 
un evenement special. Ces methodes sont generalement basees sur des 
heuristiques (Pasias et al, 2004, Balon et al., 2005, Girish et al, 2000); 
Simplicite vs. niveau de granularite : La complexite est un critere tres 
important a considerer en deployant les mecanismes d'ingenierie de trafic. 
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Dans un contexte MPLS par exemple, un plus grand nombre de LSPs permet 
un controle plus raffine du trafic dans le reseau. Cependant un tel nombre 
requiert un effort additionnel de gestion de ressources. C'est ainsi que les 
trafics sont generalement regroupes en agregats afin d'eviter l'effort 
supplemental de signalisation et de gestion. 
Le probleme d'ingenierie de trafic peut etre modelise comme un probleme de 
flots multiples (Balon & Skivee, 2005). Cette technique prend comme entree 
Tinformation globale sur l'etat du reseau (trafic vehicule, contraintes de QdS, 
capacite des liens, etc.) et permet de calculer la solution optimale. Cependant, vu la 
charge de calcul accrue et le temps consomme pour trouver de telles solutions, on ne 
recourt generalement pas aux methodes exactes. 
Vu que le calcul avec contraintes de chemins est le fondement de l'ingenierie 
de trafic, notamment supportees par MPLS et GMPLS, il est tres important de tenir 
compte de l'heterogeneite des differents domaines ou regions empruntes par un LSP 
jusqu'a destination. C'est ainsi qu'un nouveau bloc fonctionnel (Farrel et al., 2006) a 
ete incorpore dans les routeurs multiservices (ISR), note PCE (Path Computation 
Element) et permettant non seulement un routage intra-domaine centralise, mais 
egalement des mecanismes evolues pour la synchronisation et la mise en 
correspondance des metriques de QdS a travers plusieurs domaines. 
2.4 Controle d'admission avec Qualite de Service 
La fonction de controle d'admission consiste a prendre la decision d'accepter 
ou de rejeter les nouvelles connexions tout en tenant compte de l'ensemble des requis 
de ces dernieres en termes de QdS. L'admission d'un nouveau trafic ne doit toutefois 
pas degrader le service des trafics deja etablis. Une classification des algorithmes de 
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controle d'admission est presentee au Tableau 2.1. Les algorithmes de controle 
d'admission appartiennent generalement a trois classes (Gerla et al, 2001): 
• Controle d'admission base sur les parametres {parameter-based 
Admisison Control): Ce type d'approches a ete investigue pour les 
reseaux IntServ et se base generalement sur les notions du Calcul Reseau 
{Network Calculus). H s'agit de representer les ressources du reseau ainsi 
que les requis de QdS des connexions par un certain nombre de parametres 
(representation du trafic par un sceau de jeton, consideration de plusieurs 
algorithmes d'ordonnancement, etc.). Plusieurs algorithmes de controle 
d'admission base sur les parametres dans les reseaux IntServ ont ete 
proposes dans la litterature (Gerla et al, 2001). Cette notion a egalement 
ete consideree pour les reseaux DifflServ (Fidler et al., 2004), surtout avec 
la proposition de 1'architecture de gestion de ressources centralisee 
{Bandwidth Broker) (Duan et al, 2004). Le controle d'admission base sur 
les parametres peut etre deterministe ou stochastique. Dans le premier cas, 
les pires scenarios sont consideres, engendrant ainsi une sous-utilisation 
des ressources du reseau. D'un autre cote, les approches stochastiques 
reposent generalement sur la notion de largeur de bande effective 
proposee par Kelly (1996) et supposent generalement un modele fluide de 
trafic. L'approche consiste a assurer des garanties statistiques de qualite de 
service en evaluant le point d'operation spatio-temporel (Courcoubetis et 
al, 1999 ; Likhanov et al, 2004) d'un lien du reseau et en supposant que 
touts les flux ont les memes exigences de QdS. Le controle d'admission 
est toutefois fait au niveau du lien et les parametres de QdS de bout-en-
bout doivent etre mappes a travers le chemin emprunte. 
• Controle d'admission base sur les mesures {Measurement-based 
Admission Control): Ce type d'approche base la decision d'admission sur 
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les valeurs empiriques de l'etat des ressources du reseau. Ces algorithmes 
permettent une meilleure utilisation des ressources du reseau en 
fournissant des garanties statistiques, pour les nouvelles connexions. 
Plusieurs algorithmes bases sur les mesures ont ete etudies et proposes 
dans la litterature (Qian et al, 2004 ; Abuali et al, 2005 ; Gopalan et al, 
2004 ). Gopalan et al. (2004) ont propose un mecanisme de controle 
d'admission qui garantie, statistiquement, le delai maximal de bout-en-
bout. Ce mecanisme, note DDM (Delay Distribution Measurement), 
permet de batir, a partir des mesures du delai reel encouru par les paquets, 
une distribution du delai des paquets sur chaque lien du reseau et dresse 
une zone d'acceptation en fonction des contraintes statistiques de QdS. 
Abuali et al. (2005) ont approxime le delai des paquets sur un lien du 
reseau par une distribution Gamma et se basent sur ce resultat pour 
proposer un algorithme de controle d'admission avec garanties statistiques 
de delai, note SD-MBAC (Statistical Delay- Measurement-Based 
Admission Control). Une etude empirique des delais des paquets IP dans 
des reseaux en production a egalement ete menee par Constantinescu et al. 
(2006). 
• Controle d'admission base sur les paquets de verification (Probing 
paquets based Admission Control) : Afin d'evaluer l'etat des ressources 
du reseau et de valider l'admissibilite d'un trafic (sujet a des contraintes 
de QdS), le noeud d'entree du reseau peut creer et envoyer des paquets de 
verification. Au retour de la reponse, le routeur peut estimer le delai, la 
gigue ainsi que le taux de perte de paquets d'un bord a 1'autre du reseau 
(Filder et al, 2004 ; Rhee et al, 2004). 
Les approches de controle d'admission peuvent etre soit distribuees ou 
centralisees. Les approches distribuees sont generalement basees sur des protocoles 
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de signalisation (RSVP par exemple). Quant aux approches centralisees, elles sont 
effectuees dans un gestionnaire de ressources central qui prend les decisions 
d'acceptation en fonction des donnees globales sur le reseau. Un tel gestionnaire de 
ressource est installe dans chaque domaine DiffServ {Bandwidth Broker par exemple). 
Dans ce cas, des mecanismes de synchronisation et de communication entre les 
equipements du reseau d'une part, et leur gestionnaire de ressources central, d'autre 
part, doivent exister. 
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2.4.1 Controle d'admission dans un domaine DiffServ 
L'architecture DiffServ repose sur le principe de classification du trafic en un 
nombre limite de classes, definies selon les besoins de l'operateur. Plusieurs travaux 
dans la litterature adressent le probleme de controle d'admission dans les reseaux 
DiffServ (Stoica et al, 1999 ; Flegkas et al, 2004 ; Trimintzios et al, 2001 ; 
Trimintzios et al, 2003 ; Angulo et al, 2005 ; Qian et al, 2004). Les fonctions de 
controle d'admission peuvent soit etre faites par le noeud d'entree au reseau (ingress 
node) (Rhee et al, 2004 ; Qian et al, 2004 ; Georges et al., 2004), ou assurees par un 
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gestionnaire central de ressources (Trimintzios et al, 2003). Vu que seulement un 
nombre limite de classes est considere, les mecanismes de controle d'admission sont 
relativement plus complexes, compares a un provisionnement par flux individuel. 
Parmi les approches distributes de controle d'admission, Hill et al. (2001) ont 
propose un algorithme de controle d'admission base sur les paquets de verification 
avec garanties strictes de QdS. Le mecanisme a ete etendu plus tard par Yang (2005) 
pour des sessions multicast. Nonobstant les garanties strictes de delai de bout-en-
bout, les deux algorithmes alterent considerablement le module DiffServ en 
permettant aux routeurs de reconnaitre les paquets de verification et leur inferer un 
traitement special. Dans ce meme contexte, Mas et al. (2007) ont propose un 
algorithme decentralise de controle d'admission base egalement sur les paquets de 
verification. Le mecanisme offre des garanties strictes sur le taux maximal de perte de 
paquet. Le resultat est base sur une etude analytique qui borne le taux de perte de 
paquets de bout-en-bout, en considerant le modele M/D/l de files d'attente. Georges 
et al. (2004) ont egalement propose un mecanisme evolue d'allocation de ressources 
au niveau du routeur d'entree, base sur la notion de multiplexage statistique. Les 
auteurs ont montre que 1'algorithme permet une meilleure utilisation de la bande 
passante des liens tout en garantissant un delai minimal au premier nceud. D'un autre 
cote, Georgoulas et al. (2003) ont propose un mecanisme de controle d'admission 
base sur les mesures pour les trafics temps-reels. Ce mecanisme permet de calculer 
une borne superieure sur le nombre maximal de connexions concurrentes pour assurer 
la QdS requise. Le mecanisme est cependant local a un nceud et ne garantie pas la 
QdS de bout-en-bout. 
Avec l'avenement du modele DiffServ, plusieurs propositions d'architectures 
centralisees de gestion de ressources ont ete proposees et standardises (BB, PCE). 
Ceci a permis le developpement de plusieurs mecanismes centralises de controle 
d'admission, assurant notamment la QdS de bout-en-bout. Dans ce contexte, Flegas et 
al., (2002) ont presente une architecture de controle admission basee sur les 
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politiques et faisant intervenir un gestionnaire central de ressources (Bandwidth 
Broker). Ce gestionnaire de ressources incorpore le plan de controle du reseau 
DifflServ. Base sur cette architecture centralisee, Mardena et al. (2007) ont recemment 
traite le probleme joint de routage et de controle d'admission des nouveaux SLAs 
multicast en considerant une probabilite de surreservation (overbooking) des classes 
de services AF (Assured Forwarding). Us proposent ainsi une heuristique gloutonne 
de controle d'admission qui permet de prendre les decisions de routage pour un 
nouvel SLA de fa§on a respecter les contraintes statistiques de bande passante. Le 
routage est base sur le calcul de tous les plus-courts chemins entre la source et 
l'ensemble des destinations. Afin de considerer l'etat instantane des ressources, ils 
reposent sur le modele analytique propose par Melia et al. (2002) pour 
1' approximation de la distribution de bande passante occupee sur chaque lien du 
reseau. 
Dans une architecture centralisee de gestion de ressources, le controle 
d'admission consiste a assurer certaines contraintes de QdS (delai, bande passante, 
etc.) en performant du routage explicite a la lumiere de l'etat instantane des 
ressources du reseau. Cette approche est notamment implementee grace a la 
technologie MPLS, permettant l'etablissement a la demande des nouveaux LSPs. 
Dans ce contexte, Oulai et al. (2007) ont propose un algorithme de controle 
d'admission centralise qui fait le calcul de chemins en fonction du delai maximal de 
bout-en-bout. Le delai sur les liens est cependant approxime par une file d'attente 
M/M/l et la methode de routage repose sur la programmation mathematique. Ce 
dernier utilise le logiciel mathematique CPLEX pour la resolution du probleme, en 
montrant la validite de leur methode pour des reseaux de tailles reelles. 
2.4.2 Controle d'admission dans les reseaux multicouches GMPLS 
GMPLS offre une convergence logique et non-couteuse des architectures 
heterogenes de reseaux de transport (permettant ainsi le provisionnement de bout-en-
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bout de la QdS) et permet une gestion multicouche des ressources. Au niveau optique, 
la technologie de multiplexage de longueurs d'onde WDM constitue un moyen a 
faible couts d'augmenter la bande passante de la fibre en supportant plusieurs canaux 
ou longueurs d'onde instantanement. Base sur cette topologie, un ensemble de 
chemins optiques pre-calcule est construit entre les routeurs IP. Ceci permet 
d'ameliorer la connectivity logique du reseau en rendant des noeuds IP, physiquement 
non adjacents, voisins. La topologie ainsi construite est appelee topologie logique du 
reseau. 
Le principal defi de la technologie GMPLS consiste a integrer des fonctions 
d'ingenierie de trafic multicouche au sein d'un meme et unique plan de controle, au 
lieu de les implementer separement au niveau de chaque couche (physique, optique, 
MPLS, IP, etc.). 
Ce design inter-couches integrant des mecanismes optiques et IP permet 
d'ameliorer 1'allocation des ressources du reseau et de beneficier de la quasi-totalite 
de la bande passante offerte par le support physique. II est cependant important, lors 
de l'etablissement des LSPs au niveau MPLS, de tenir compte, non seulement des 
garanties de bande passante, mais aussi de la qualite de la transmission optique, au 
niveau WDM. En effet, les fibres optiques etant des supports de transmission non 
lineaires (Salvadori & Battiti, 2004), du bruit et de la distorsion du signal optique, 
causes principalement par les equipements intermediaries (amplificateurs, 
commutateurs, convertisseurs de longueurs d'ondes, etc.), sont accumules a travers le 
chemin optique. 
Plusieurs algorithmes de controle d'admission ont ete proposes dans la 
litterature pour les reseaux MPLS et GMPLS. Anjali et al. (2007) ont exploite le 
module integre d'ingenierie de trafic de GMPLS pour adresser le probleme le controle 
d'admission fiable. Us proposent une methode basee sur les politiques qui opere a 
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deux niveaux differents du reseau : MPLS (en choisissant un LSP faisable) et optique 
(en selectionnant un chemin optique respectant la contrainte de continuite de 
longueurs d'ondes). L'objective de la methode est de creer un nouvel LSP entre deux 
noeuds du reseau quand le trafic vehicule sur le LSP principale depasse une certaine 
limite. Le nouvel LSP est disjoint a tous les LSPs precedemment crees pour la paire 
source-destination, ce qui leur permet de partager egalement un meme LSP de 
secours. 
Les reseaux GMPLS etant multicouches, certains travaux ont recouru a 
l'ingenierie de trafic inter-couches pour prendre les decisions de routage des LSPs. 
En effet, Cardillo et al. (2005) ont propose un schema de routage avec QdS dans les 
reseaux GMPLS. Dans cette approche, le routage d'un nouvel LSP est contraint a un 
nombre maximal de chemins optiques (lightpaths). L'approche proposee a permis de 
demontrer que 1'integration des metriques optiques pendant le routage ameliore 
nettement les performances du reseau (en termes de taux de blocage des LSPs et de 
requis QdS). Dans cette meme optique, Colliti et al. (2007) ont propose un schema de 
routage dynamique dans les reseaux GMPLS. H developpe un algorithme heuristique 
qui prend en compte differentes metriques des differentes couches du reseau (optique, 
physique, MPLS). Ce mecanisme garanti non seulement assez de bande passante pour 
le nouvel LSP, mais aussi une certaine qualite du signal optique et un delai maximal 
de propagation. Afin de prendre les decisions de routage des nouveaux LSPs, les 
auteurs proposent 1'algorithme heuristique, nomme MTQA {Minimum Transmission 
Quality Algorithm), qui modifie la metrique de routage de maniere a tenir compte de 
la qualite du signal et du delai de propagation. 
2.5 Fiabilite des reseaux 
Une des preoccupations majeures des concepteurs de reseaux optiques, et de 
reseaux en general, est de pouvoir faire face aux pannes pouvant survenir dans les 
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reseaux. Cela est d'autant plus important pour les reseaux optiques que leurs debits 
sont enormes. En effet, puisque ces reseaux se retrouvent assez souvent au niveau 
dorsal, une panne prolongee peut entrainer la perte d'une grande quantite 
d' information. L'objectif est done de pouvoir reconfigurer le reseau tres rapidement 
en utilisant les ressources encore fonctionnelles. 
2.5.1 Mecanismes de fiabilite dans les reseaux optiques 
II existe deux types de pannes : panne de liens et panne de nceuds. Les pannes 
de liens sont generalement dues a des bris de liens tandis que les pannes de nceuds 
peuvent avoir diverses causes (Chamberland, 2004). D'autre part, les pannes de 
nceuds sont plus complexes a traiter car elles impliquent la deactivation de tous les 
liens lies au nceud, tandis qu'une panne de lien reste circonscrite a ce lien. Aussi, il 
apparait plus judicieux de tenir compte des scenarios d'interet pour les 
administrateurs de reseaux. Comme la probability d'avoir deux elements ou plus en 
panne simultanement est faible, on s'interesse principalement aux pannes simples, 
dans la litterature. 
De plus, lors d'une panne, il est possible de faire une reconfiguration totale de 
toutes les connexions ou simplement de re-router les connexions touchees par la 
panne. Bien que la reconfiguration totale puisse permettre de trouver globalement une 
meilleure solution, il est preferable de garder telles quelles les connexions qui sont 
encore fonctionnelles et d'essayer d'acheminer les autres. 
Pour pallier les defaillances des reseaux optiques, deux types de methodes sont 
utilises : la protection et la restauration. La protection consiste a reserver des 
ressources du reseau qui seront utilisees comme chemins de secours (backups) en cas 
de panne. Cette approche est dite proactive. Generalement, les chemins de secours 
sont disjoints d'arcs des chemins principaux pour garantir la restauration en cas de 
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bris simple de lien (Anjale et ah, 2007 ; Gangxiang, 1999). Voici quelques exemples 
de protection (Stern et ah, 2000): 
• Protection optique (1+1): les donnees sont envoyees simultanement sur le 
chemin principal et le chemin de secours. En cas de panne, le recepteur se 
syntonise sur le chemin de secours. Cette technique minimise le temps de 
resilience a la panne ; 
• Protection optique (1:1): Dans ce cas, un chemin de secours disjoint d'arc est 
reserve pour chaque chemin principal. Contrairement au (1+1), les informations 
ne sont pas envoyees simultanement sur les deux canaux. On n'emet sur le 
chemin de secours que lorsqu'une panne est declaree sur le chemin principal; 
• Protection optique (1:N): N chemins principaux partagent le meme chemin de 
protection. En cas de defaillances touchant plusieurs chemins principaux, seul le 
trafic de plus haute priorite est re-route. Afin de minimiser le nombre de chemins 
affectes, les chemins principaux qui sont proteges par un meme chemin de 
secours doivent etre disjoints de liens (pour les pannes simples de lien). 
Comme on peut le constater, la protection est un moyen efficace et rapide de 
reponse face aux pannes de reseaux, vu que les ressources de secours sont reservees a 
l'avance d'une maniere proactive. La restauration, quant a elle, calcule le nouveau 
chemin et y reserve les ressources apres la panne, d'une maniere reactive. La 
restauration peut etre locale (appelee aussi restauration de lien) ou de bout-en-bout 
(appelee aussi restauration de chemin). Dans le premier cas, seule la partie 
defectueuse du chemin est contournee. 
Bien que la restauration permette une meilleure utilisation de la bande passante du 
reseau, elle a pour principal inconvenient les delais relativement eleves pour 
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l'etablissement reactif des nouveaux chemins de secours. En plus de cela, il n'y a 
aucune garantie d'acheminement car les ressources du reseau peuvent etre epuisees, 
au moment de la panne. 
2.5.2 Fiabilite dans les reseaux optiques avec ressources a risque partage 
Un groupe de ressources a risque partage SRRG (Shared Risk Resource 
Group) consiste en un ensemble de ressources du reseau (liens, nceuds, etc.) qui sont 
regroupes dans un meme contenant physique (salles d'equipements ou conduits pour 
les fibres). Dans le cas d'un conduit de fibres par exemple, le bris du conduit 
engendre le bris de toutes les fibres qui y passent, formant ainsi un group a risque 
partage. Dans un tel cas, le groupe est nomme SRLG (Shared Risk Link Group). Si la 
technologie WDM est considered, le bris du conduit engendre le bris de tous les 
chemins optiques vehicules par chaque fibre. La Figure 2.2 montre un exemple de 
topologie physique contenant deux groupes de liens a risque partage. 
a) Topologie physique 
Figure 2.2 Topologie physique avec SRLGs 
Le routage fiable d'un chemin optique consiste a trouver une paire de chemins 
(primaire et de secours) disjoints en termes de SRLGs (connu comme Diverse 
Routing). Le probleme de routage avec SRLGs disjoints a ete demontre NP-Complet 
(Hu, 2003). Dans la litterature, plusieurs algorithmes heuristiques ont ete proposes et 
permettent de faire un routage fiable avec contraintes de ressources a risque partage 
(Datta et al, 2004 ; Todimali et al, 2004 ; Rostami et ah, 2007). Des travaux ont ete 
egalement menes pour le routage fiable des arbres multicast, notamment par Li et al. 
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(2006) et Singhal et al. (2005). Afin de maximiser l'utilisation des ressources du 
reseau, Guo et al. (2007) ont propose d'integrer la notion de partage de ressources 
dans le routage fiable. lis ont defini formellement les conditions pour lesquelles une 
meme ressource (longueur d'onde sur une fibre) peut etre partagee par differents 
chemins optiques. Un exemple simplifie de partage des ressources optiques est 
presente a la Figure 2.3. Vu que les deux chemins primaires sont disjoints en termes 
de SRLGs, leurs chemins de secours peuvent partager le meme canal sur la fibre /. En 
resume, il est possible de partager un meme canal sur une fibre par : 
• deux chemins optiques de secours de deux connexions t et tl, si les chemins 
optiques primaires correspondants sont disjoints, en termes de SRLGs ; 
• un chemin optique primaire pour une connexion t et un ensemble de chemins 
optiques de secours tl achemines sur la meme fibre, si chaque SRLG du 
chemin optique primaire de t appartient au moins a l'un des chemins optiques 
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Figure 2.3 Partage des ressources par plusieurs chemins de secours 
De plus, afin de minimiser le taux de blocage des nouvelles connexions, Guo et al. 
(2007) ont egalement considere la notion de fiabilite differentielle. II s'agit de 
considerer une garantie statistique de fiabilite, incluse generalement dans le contrat de 
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service ou SLA. Ainsi, pour chaque chemin optique, une probabilite maximale de 
panne est consideree. Dans ce cas, dependamment du nombre de SRLGs empruntes 
par le chemin optique, il est parfois inutile de considerer un chemin de secours. Guo 
et al. (2007) ont ainsi propose un algorithme heuristique, nomme PSDP (Partial 
SRLG Disjoint Protection) qui fait le routage des chemins optiques avec fiabilite 
differentielle. Les auteurs supposent que les pannes des SRLGs sont equiprobables et 
definissent la notion de fiabilite des chemins optiques. Dependamment des requis de 
fiabilite des nouvelles connexions, une solution de routage peut comprendre soit un 
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Abstract 
With the migration of real-time and high-priority traffic in IP networks, dynamic 
admission control mechanisms are very important in high capacity networks where IP 
and optical technologies have converged with a GMPLS-based control plane. In this 
paper proposes, we propose an integrated Multi-layer Traffic Engineering framework 
that considers both physical and logical (optical layer) topologies for dynamically 
admitting new Label switched paths (LSPs) in GMPLS networks. The dynamic 
admission control mechanism is based on an optimal resolution of an Integer Linear 
Programming model that takes into account both lightpaths availability, wavelength 
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continuity and routing constraints. In order to minimize LSPs set-up delays, this 
mechanism first considers the logical topology (set of lightpaths) that is already in 
place before setting up a new lightpath for the incoming LSP, resulting in an 
additional set-up signalling delay. When tested by simulations, results confirm that 
the proposed formulation effectively improves the network performance by reducing 
the connection blocking rate, while guaranteeing strict delay and noise constraints. 
Key words 
Admission control, Generalized Multi-Protocol Label Switching (GMPLS), Quality 
of Service (QoS), optical transmission impairments, Dynamic routing. 
3.1 Introduction 
As the number of Internet users and the supported multimedia applications 
grow exponentially, new mechanisms, required to provide a certain level of Quality 
of Service (QoS) are becoming critical features for IP networks. In fact, over the last 
decade, new QoS requirements for traffic have emerged, due to the overwhelming 
demand for real-time and multimedia applications that involve data, voice, video, 
telephony, IPTV, etc. to be conveyed on the same network. In such a scenario, optical 
networks embedded with Wavelength-Division Multiplexing (WDM) technology is a 
key feature to provide high-capacity and cost-effective transport networks that are 
compatible with current higher level protocols such as Multiprotocol Label Switching 
(MPLS) and IP. 
In classical IP routing, packet forwarding is conducted through routers, 
independently of their peers and only according to the destination address enclosed in 
the packet's IP header. Recently, research efforts have been deployed to enhance 
conventional ZP-based architectures and protocols with QoS support, using 
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Multiprotocol Label Switching (MPLS). One of the attractive aspects of MPLS 
resides in the support of traffic engineering, by explicitly routing paths named Label 
Switched Paths (LSP) based on the QoS parameters of aggregated traffic. Another 
important component for providing QoS, however, is the ability to transport data in a 
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Figure 3.1 GMPLS control and forwarding plan 
In the optical layer, WDM yields a cost-effective way to harness the fiber 
bandwidth by providing several parallel channels or wavelengths. In the upper level, 
a set of pre-computed end-to-end paths, called lightpaths, are set up between IP 
routers. This increases the network's logical connectivity, physically turning non 
adjacent nodes into adjacent ones (one hop) at the IP level. However, the advantages 
of high speed and highly connected networks must be accompanied by adequate 
traffic engineering mechanisms. Since the latter function is performed at different 
levels as shown in Figure 3.1, Generalized Multi-Protocol Label Switching (GMPLS) 
was developed to unify the network control-plane functions, encompassing both 
optical and IP levels. One of the main functionality challenges related to GMPLS 
consists of integrating the multi-layer traffic engineering functions into a unique 
control-plane in stead of performing them separately at each layer (Physical, optical, 
MPLS). This is particularly relevant for optical networks that consist of Time-division 
Multiplexing TDM and Optical Cross-Connects (OXCs), all belonging to a same 
GMPLS-controlled domain and being connected through a general topology. 
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This cross-layer design integrating both IP and optical mechanisms when 
establishing traffic engineered LSPs improves the network throughput and resource 
usage. It is however important to take into account not only the bandwidth 
guarantees, but also the optical transmission quality when routing lightpaths to 
accommodate IP traffic. In fact, since the optical fiber is a nonlinear transmission 
medium, noise and signal distortions caused by non ideal transmission devices 
(OXCs, amplifiers, etc.) are accumulated along the physical path (Colliti et al., 2006 ; 
Cardillo et al, 2005 ; Savadori et al, 2004). 
On the other hand, it is important also to consider the end-to-end propagation 
delay while setting up a new LSP. For that, our proposed mechanism accommodates 
an LSP request on a path with strict noise and propagation delay constraints. We 
consider that not only bandwidth availability must be guaranteed, but also 
transmission quality in terms of signal noise and propagation delay, have to be 
satisfied. Our mechanism is based on optimally solving an Integer Linear 
Programming model that aims to route the new LSP over both the logical (set of 
lightpaths) and physical topologies, while guaranteeing a given level of transmission 
quality. 
A multitude of admission control mechanisms have been proposed for MPLS 
and GMPLS over optical WDM networks(Ajmon et al, 2007 ; Anjali et al, 2006 ; 
Elias et al, 2007 ; Hu & Muftah, 2006). Oulai et al. (2007) proposed a mathematical 
formulation for the admission control problem named JRAC, based on a given logical 
topology (set of LSPs in an MPLS domain). Mathematical model aims to minimize 
the global delay in the network while admitting a new connection. The admission 
control procedure includes not only bandwidth availability, but also delay constraints 
for the new and the already admitted connections. End-to-end delay is evaluated 
using the M/M/l queuing model. This NP-Hard problem can be solved easily by 
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CPLEX (Dog., 2005) software suite for authentic instances (which are relatively 
small). Anjali et al. (2006) exploit the Integrated Traffic Engineering capabilities of 
the GMPLS technology to address issues of connection admission control and 
protection, based on the actual network state. They propose a policy-based decision 
framework that operates at two different levels: the MPLS network level, to choose or 
create a feasible LSP, and the optical level, to select a given wavelength-routed 
lightpath. The main goal consists of creating a new adjacent LSP when traffic 
surpasses a given threshold, computed according to the length of the new path and 
certain cost coefficients (including the signalling, switching and the network's 
connectivity costs). 
Nevertheless, a few papers in the literature propose and discuss strategies 
where the admission control and routing decisions also involve physical and optical 
metrics (Colliti et al, 2006 ; Cardillo et al, 2005 ; Salvadori et al, 2004). In fact, 
Cardillo et al. (2005) propose a QoS routing scheme for GMPLS networks. The QoS 
requirements of the LSPs are the number of lightpaths, and the number of physical 
hops (fibers). Their routing approach aims to demonstrate that the use of optical 
metrics for Multilayer Traffic Engineering improves the routing decisions. 
Colliti et al. (2006) propose an online Multilayer Traffic Engineering scheme for 
GMPLS networks. Their mechanism guarantees sufficient bandwidth, a certain 
optical transmission quality and maximal propagation delays. To establish new LSPs, 
the RSVP-TE signalling protocol is deployed. Their approach is very interesting as it 
takes into account the physical properties of GMPLS networks and makes use of 
existing protocols for resources reservations. In order to perform the path selection 
for the new connection, authors propose an heuristic called MTQA (Minimum 
Transmission Quality Algorithm) that selects the shortest-path between the source and 
destination based on a routing metric that takes into account the signal noise and 
propagation delay. In spite of being simple and distributed, their mechanism does not 
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offer strict transmission quality for new connections as it merely attempts to 
minimize a linear combination of some QoS metrics over the selected path. 
In this paper, we present a centralized algorithm that routes IP traffic 
considering the potential signal power penalty of all-optical communications. This 
algorithm consists of resolving to optimality an Integer Linear Programming model 
for routing new LSPs so that the signal quality and propagation delay constraints are 
guaranteed. In order to minimize the LSP set up delay, the algorithm first tries to 
route the request over a subset of ongoing lightpaths. If no feasible path is available, a 
new lightpath is set up involving free wavelengths on physical fibers. 
The remainder of this paper is organized as follows. In Section 3.2 we state the 
considered admission control problem and formulate it mathematically. In Section 3.3 
we show the performance evaluation and analyze the simulation results. Section 3.4 
concludes this paper and points out some future research directions. 
3.2 Problem Statement 
In this section, we formulate the problem of joint routing and admission control in 
GMPLS networks. For that, we propose a new mathematical model for the admission 
control problem. The main idea is to take into account the maximum end-to-end delay 
as well as the maximum optical noise level while building the new admission control 
model. 
3.2.1 Node model 
By integrating both IP/MPLS packet switching and wavelength switching fabrics, a 
GMPLS node can be an end point or a switching point for both electronic LSPs and 
optical Lamda-LSPs or lightpaths. We assume that dynamic and continuous 
46 
information exchange is ensured between the GMPLS node controllers and the logical 
resource manager module that can be distributed over edge nodes, or centralized in 
stand alone equipment that holds a Path Computation Element (PCE) which is 
capable of accommodating a new connection request taking into account cross layer 
parameters. 
On the other hand, each node is characterized by its number of optical 
transceivers (in the optical cross-connector OXC) and the number of IP ports. In our 
network model, only nodes with at least a free transceiver and port are involved in the 
routing of the new request. 
3.2.2 End-to-end delay 
When considering multi-level GMPLS networks, the experienced packets' delay is 
essentially due to: 
• Physical layer delay: consisting in the optical signal propagation delay; 
• Optical layer delay: including the transmission delay and the all-optical 
switching delay; 
• MPLS layer delay: consisting in the MPLS label switching including the 
optical-electronic-optical signal conversions. 
3.2.3 Signal quality 
It is also important to consider the signal quality while routing a new 
connection request. In fact, the optical transmission quality is a critical issue that 
needs to be addressed as the optical fibers are non linear media. In fact, this non 
linearity results in a cumulative noise and signal distortion, that reflects the Optical 
Signal to Noise Ratio (OSNR) that needs to be increased in order to ensure a low Bit 
Error Rate (BER). Practically, the number of optical amplifiers, the number of hops 
and the number of wavelength conversions are the main contributors to the inherent 
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signal degradation and noise. In this work, an LSP can be routed over multiple 
lightpahts. As we assume that LSRs perform a full signal regeneration (as an optical-
electical-optical conversion is performed), the noise effect is only considered between 
logically adjacent LSRs in stead of performing it end-to-end. 
3.2.4 Mathematical formulation 
The problem consists in choosing a route satisfying the above mentioned 
delay and signal quality constraints, the WDM wavelength continuity constraint and 
minimizing an objective that reflects the cost of admitting the new connection 
(establishing a new lightpath). 
Physical and logical topologies 
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Figure 3.2 Construction of the network graph model using the logical and physical topologies 
As shown in Figure 3.2, the considered network topology is represented by an 
oriented graph G=(V,E), where V is the set of vertices (LSRs, LERs or OXCs) and E 
the set of both the physical links (fibers) and the logical links (lightpaths) connecting 
a pair of nodes. For every link i € E, we denote by st and dt, the source and 
destination nodes of the link i respectively. Note that if a node has no more available 
transceivers, all physical fibres connected to this node are removed from G. 
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Moreover, only fibers with available wavelengths and lightpaths with sufficient 
available bandwidth are considered. Thus, we denote by Et c £ the set of lightpaths. 
The remaining set Ee of E, is the set of physical links. We assume that every physical 
link encompasses the same number W of wavelengths. On the other hank, we assume 
that physical nodes (LSRs or OXCs) may be wavelength-conversion capable allowing 
lightpaths to change their respective wavelengths. Then, let Vc, the subset of V 
containing all wavelength-conversion-capable nodes. The remaining subset is denoted 
Vnc and contains non wavelength-conversion-capable. Moreover, each lightpath / is 
defined by its delay D/, its available bandwidth C;, its source si, its destination di and 
two binary vectors Swi and Dwi such that Swtfk) is equal to 1 if and only if the 
lightpath / uses wavelength k on the source. Similarly, Dwi(k) is equal to 1 if and only 
if lightpath / uses wavelength k on its destination. Moreover, a lightpath / is 
characterized by a noise level «/, including both the noise of optical amplifiers and 
wavelength converters. Taking into account the set of lightpaths already established, 
we can define the binary matrix F such that Fek=l, if and only if wavelength k is free 
on link e. 
Similarly, every physical link e is characterized by its source se, its destination 
de, its delay De, a noise level ne (that depends on the number of optical amplifiers) 
and a set of free wavelengths, given by the matrix F, as shown above. 
The new connection is characterized its source s, its destination d, the end-to-
end propagation delay Dmax and the maximum optical noise Nimx. Thus, admitting a 
new connection consists in finding a feasible path, satisfying the QoS constraints 
(end-to-end delay and optical noise) and the wavelength continuity constraint across 
non-converter nodes. 
It is important to note that the lightpath delay A encompasses the fibers 
propagation delays as well as the optical switching delay but does not include the 
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optical-electronic-optical conversion and label switching delay. For that, we define 
D0.e.0 as the delay encountered by both the optical-electronic-optical conversion and 
the label switching. Moreover, we denote by nc the signal degradation due to a 
wavelength conversion along the physical path. 
At this stage, we can present a mathematical formulation of the joint routing 
and admission control problem in GMPLS networks. For that, we define the binary 
variables Vik,V i E Vx - {s, d} and Vfe € W,Xlt VI € Eu Yek>V e € Es and 
Vfe € W and Z as following: 
II, if the wavelength k is optially converted through node i in the new lightpath 
10, otherwise 
1, if the lightpathl is selected 
X,= , 
0, otherwise 
\l,if the wavelength k over the fiber e is selected 
JO, otherwise 
and 
f 1, if a new lightpath is set up 
— i 
0, otherwise 
As argued above, the objective of the model is to minimize the cost of admitting the 
new connection by minimizing the length of the new path and implying a penalty P^i 
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As presented above, the admission control problem is formulated as an integer 
linear programming model that is NP-Hard. In fact, if we consider for instance that all 
nodes are equipped with wavelengths converters (Vc = V), the constrained-routing 
problem, that is NP-Hard (Garey & Johnson, 1979), can be merely reduced to our 
GMPLS admission control problem. 
The first equation is the objective function of the model. Expressions (3.1b) to 
(3.1p) are the model constraints. Constraint (3.1b) is the wavelength unicity 
constraint ensuring that only free wavelengths are considered. The constraints (3.1c) 
and (3.Id) ensure that the binary variable Z is equal to 1 if and only if a new lightpath 
is set up for the new connection. Constraint (3.1e) guarantees that a unique 
wavelength is used for the new lightpath. The equation (3.If) is the maximum delay 
constraint ensuring that the end-to-end delay on the selected path does not exceed the 
connection maximum delay Dmax. Note that the expression of the delay includes the 
propagation delay and the switching delay. Similarly, equation (3.1g) is the maximum 
signal noise constraint ensuring a minimum signal quality level, noted Nmax. 
Constraints (3.1h) to (3.1j) ensure that any variable V,* is equal to one, if and only if 
the wavelength k is converted in node i, for the newly created lightpath. Note that the 
scope of variables V only includes the wavelength-conversion-capable nodes. 
Constraints (3.1k) and (3.11) are the flow conservation constraint along the 
connection's path for respectively non conversion capable nodes and conversion 
capable nodes. Note that the first constraint also ensures the wavelength continuity 
over the connection path, for non-conversion capable nodes. Finally, expressions 
(3.11) to (3. In) give the domains of the model variables. 
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As a recap, our admission control mechanism consists on two separate phases: 
• Pre-processing phase: during which the network topology is built from the 
physical and logical topologies; 
• Admission control phase: during which the admission control mathematical 
model is set up and resolved. 
3.3 Numerical Results 
Despite being NP-Hard, the proposed ILP problem can be optimally solved 
within reasonable computation time. In fact, the number of integer variables is 
relatively small for real-size topologies. To do so, the CPLEX (Hog, 2005) 
mathematical programming tool is used to solve the model. Note that this solution 
uses the branch-and-bound algorithm to solve integer problems. 
Prior to presenting simulation results and assessing the accuracy of the 
proposed mechanism, the experimental parameters are first disclosed here: 
• We set the penalty PNL = \E\+1, privileging thus the use of the ongoing 
lightpaths; 
• We set De=0.02ms, the propagation delay on a single fiber; 
• We set D, =^TjDe , the propagation delay of lightpath /; 
eel 
• We set D()-e-o = 0.06ms, the label switching delay; 
• We set ne= 2 units, the signal noise introduced by a single fiber, depending on 
the length and the number of amplifiers in the fiber; 
• We set nl=^ne, the signal noise introduced by lightpath /; 
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• We set nc = 5 units, the signal noise introduced by a single wavelength 
conversion. 
To evaluate the performance of our admission control mechanism, we propose 
to calculate the LSPs acceptance rates for different network sizes and configurations. 
The considered physical topologies are given in Table 3.1. These networks were 
randomly generated as follows. An hamiltonian cycle was first greedily built around 
the nodes to ensure that topologies are bi-connected. This fact is very important as it 
ensures the network's connectivity and maximizes the number of disjoint paths 
between every pair of nodes. Once the cycle constructed, the remaining edges are 
randomly placed. As for nodes degrees, the mean nodes' degree decreases as the 
number of nodes increases. In fact, as we want to reflect real case networks, small 
networks have usually a higher connectivity than large networks, due to economic, 
physical and technological considerations. Indeed, the mean nodes' degree is around 
65% for Nl and falls to approximately 10% for N5. 
As for the logical topology, we assumed that, over every physical topology, a 
certain number of lighpaths was randomly setup between every two physically 
adjacent nodes. As the current network's load is a key parameter, two different values 
for the mean network's load were considered (55% and 80%). The remaining 
bandwidth of each lightpath was randomly generated as well and the mean lightpaths 
occupancy was around 55% and 80% respectively. 
In order to evaluate the algorithm blocking rate, we generated all possible 
connections originating and terminating in an edge node. The total number of these 
connection depends on the network's size and is equal to |F|(|F|-7). Moreover, we 
assume that a single connection arrives at a time. These connections have the same 
following set of parameters: 
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Maximum end-to-end delay Dmay—0.2 ms ; 
Maximum signal noise level Nmax=20 units; 












Figure 3.3 Comparative results: CPLEX vs. MTQA for a network mean load of 55% 
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We first compare the performance of our admission control mechanism 
against the MTQA algorithm described above and proposed by Colliti et al. (2006). 
This latter also tackles the routing problem of LSPs in a GMPLS controlled network. 
However, authors do not consider strict bounds neither on the end-to-end delay nor 
the signal noise. In fact, their algorithm merely finds a path over both the physical 
and logical topologies that minimizes a linear combination of these two metrics. 
Figure 3.4 Comparative results: CPLEX vs. MTQA for a network mean load of 80% 
As Colliti et al. (2006) only consider that all nodes are equipped with 
wavelength converters, we consider, in the first set of simulations, that VC=V and 
show in Figure 3.3 the number of accepted LSPs for our scheme versus the MTQA 
algorithm. It is straightforward that our mechanism allows for higher performances 
and clearly outperforms MTQA algorithm in terms of the number of accepted LSPs. 
The gap between the two routing and admission control schemes reaches 60% for the 
90 Nodes network. In addition, we can clearly notice this gap increases as the 
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network size increases. This is mainly due to the fact that MTQA algorithm does not 
consider strict bounds on the delay and the signal quality. 
Figure 3.5 Effect of the number of wavelengths converters in the network on the number of 
admitted connections 
Figure 3.5 depicts the number of accepted connections provided by our 
admission control mechanism for two different levels of wavelength conversion 
capabilities. In fact, we first consider that all the networks' nodes are equipped with 
wavelength converters and thus VC=V. We also consider, in a second time, that no 
wavelength conversion is allowed and thus Vnc=V. It is quite expected that the 
number of accepted LSPs decreases with lower conversion capabilities. It is however 
interesting to notice that performances of our mechanism decrease when Vnc=V as the 
network sizes increase. In fact, as the same bounds on the delay and signal noise are 
considered for all topologies, it becomes harder to find feasible paths (that must be 
kept relatively small to respect delay and noise bounds) with a continuous wavelength 
from the source to the destination, as the network size increases. 
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Figure 3.6 Effect of the number of wavelengths converters in the network on the percentage of 
setting up new lightpaths for new LSPs 
As discussed above, the objective function of the ILP encompasses a penalty 
term PNL that penalizes the use of a new lightpath for the incoming LSP. In order to 
minimize this expression, the mechanism tries first to route the LSP over the logical 
topology. If no feasible path is found (due to delay, noise or wavelength continuity 
constraints), a new lightpath is set up to carry the incoming LSP. We then evaluate 
the percentage of new lightpaths for different levels of wavelength conversion 
capabilities. As depicted in Figure 3.6, we clearly notice that when no conversion is 
allowed, the percentage of new lightpaths required to carry incoming LSPs is much 
higher. The main reason is that, in such a case, the wavelength continuity constraint 
has to be also taken into account in the routing process. 
It is finally important to mention that the worst case computation times did 
not exceed 0.5 second for the 90 Nodes network with no wavelength conversion 
capabilities. This latency is quite acceptable for making the decision of admitting a 
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new LSP with strict delay and noise level bounds constrained to wavelength 
continuity. Once the new path is computed, a signalling protocol, such as RSVP-TE, 
can be responsible for spreading the information between IP and optical equipments 
to set up mixed LSPs. 
3.4 Conclusion 
In this paper, we proposed a new routing and admission control mechanism in 
GMPLS controlled networks based on formulating the problem as an IIP that 
satisfies optical delay and transmission quality constraints. 
For that, the process of selecting a particular path for the incoming LSP depends on 
the optical propagation delay, the label switching delay in LSRs, the signal noise 
introduced by amplifiers and OXCs and possibly wavelength converters. We assume 
that a new LSP is strictly constrained to a maximum delay and signal noise levels. 
Consequently, we propose a mathematical formulation for the joint routing and 
admission control problem and solve it to optimality. The proposed mechanism was 
tested by simulations and compared with other traditional mechanisms found in the 
literature. The results confirm that the proposed formulation effectively improves the 
network performance by reducing the connection blocking rate, while guaranteeing 
strict delay and noise constraints. 
Future research directions include plans to consider additional QoS constraints while 
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Abstract 
Admission control algorithms are crucial for ensuring a near optimal resource allocation 
while guaranteeing the required Quality of Service (QoS) constraints. In this paper, a 
new routing and Admission Control mechanism in Multi-Protocol-label-switching 
(MPLS) based networks is proposed. The proposed mechanism relies on the packets' 
delay distributions that are empirically built on every link, to make adequate admission 
decisions. As a new connection request arrives, the admission control mechanism 
computes a feasible path, satisfying the connection's statistical QoS constraints (the 
maximum end-to-end delay, jitter and the QoS violation probability). For that, we 
formulate this problem as an Integer Linear Programming (ILP) model that is solved to 
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optimality using the CPLEX mathematical programming tool for real-size networks. 
Simulation results show that the new admission control mechanism allows for low 
blocking rates while statistically satisfying the QoS constraints for both the new and the 
ongoing connections. 
Key words 
Admission control, Multiprotocol Label Switching (MPLS), dynamic routing, Quality of 
Service (QoS), mathematical programming. 
4.1 Introduction 
When it was first designed, IP was not intended to provide QoS guarantees and 
was limited to best-effort services. In fact, IP routing is mainly based on OSPF (Open 
Shortest Path First) protocol which does consider neither links' capacity nor connection's 
QoS requirement. In the last decade, new QoS requirements have emerged due to the 
overwhelming demand for real-time and multimedia applications which involve data, 
voice, video, telephony, IPTV, etc. to be conveyed by the same network. Consequently, 
traffic engineering, as well as dynamic connections' admission control are settling down 
as new important tools to optimize IP networks. 
In classical IP routing, packet forwarding is operated by routers independently of 
their peers and it is only based on the destination address enclosed in the packet's IP 
header. Recently, research efforts have been deployed to enhance conventional IP-based 
architectures and protocols with QoS support using Multi-Protocol Label Switching 
(MPLS). One of the attractive aspects of MPLS is the support of traffic engineering, that 
is, explicitly routing paths named Label Switched Paths (LSP) based on QoS parameters 
of aggregated traffic. 
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In this paper, we consider an MPLS-based network offering traffic engineered 
routing. We also consider that, in addition to the bandwidth constraints, real-time 
applications (voice, video, etc.) may need end-to-end QoS guarantees such as bounds on 
the delay and jitter. Consequently, dynamic admission control mechanisms are very 
important to make real-time decisions while considering both bandwidth availability and 
end-to-end QoS constraints. For that, we propose a new admission control mechanism in 
MPLS-based networks. This mechanism relies on formulating the problem as an Integer 
Linear Programming (ILP) model that performs both the routing and the admission 
control of the new connections, taking into account the statistical end-to-end delay and 
jitter constraints. 
The remainder of this paper is organized as follows: in Section 4.2, some 
relevant related works are exposed and explained. In Section 4.3, the mathematical 
formulation of the joint routing and admission control problem is presented. In Section 
4.4, the proposed mechanism is implemented and numerical results are discussed. 
Section 4.5 concludes this paper and points out some future researches. 
4.2 Related Works 
Admission control algorithms in fixed IP networks can be divided into three 
types (Gerla et ah, 2001): parameter-based, measurement-based and probe-based. 
Parameter-based algorithms can be deterministic or stochastic. In the former case, worst-
case scenarios are considered, leading to an under-utilization of the network resources. 
Measurement-based algorithms are usually more appropriate for resource utilization 
(Gopalan et ah, 2004 ; Abuali et ah, 2005). These algorithms base their decisions on 
real-time measurements (collecting information on the network and the traffic). Finally, 
in probe-based algorithms, probing packets are sent in order to empirically evaluate 
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some QoS parameters such as the mean round-trip time, the packet loss rate, the mean 
jitter, the available bandwidth, etc. (Qian et al., 2003). 
In general, admission control schemes can be distributed or centralized. 
Distributed approaches are generally based on distributed signaling protocols (for 
example, RSVP for resource reservation). As far as centralized approaches are 
concerned, decisions are made within a Centralized Resource Manager (CRM), 
responsible for collecting and compiling operational information on the whole 
Autonomous System (AS), in order to take adequate actions in real-time. 
A multitude of admission control algorithms were proposed in the literature (Gopalan et 
al, 2004 ; Qian et al, 2004 ; Harhira & Pierre 2007 ; Rhee et al, 2004 ; Abuali et al, 
2005 ). Some parameter-based approaches use the analytical concept of effective 
bandwidth (Courcoubetis et al, 1999) and assume a preliminary knowledge of the fluid 
traffic distribution. Measurement-based approaches are rather based on a signaling 
protocol where decisions are made locally for each considered link. Such a decision is 
mainly based on the amount of free bandwidth and on the live delay distributions on the 
links for a given class of traffic. 
Gopalan et al. (2004) proposed to empirically build a cumulative distribution 
function of the delay on every link, using the histogram technique. They also make an 
approximation of the effect of changing the link's load (by admitting a new connection) 
on the computed distribution. Abuali et al. (2005) showed that delay distribution can be 
approximated by a Gamma distribution. The shape and scale parameter of the Gamma 
distribution are obtained empirically and are shown to be dependent mainly on the actual 
link's load. Authors also propose a Statistical Delay - Measurement based Admission 
Control algorithm (SD-MBAC) that satisfies the statistical delay constraints for all the 
ongoing connections. Similarly, Gopalan et al. (2004) proposes the Delay Distribution 
Measurement algorithm (DDM) that builds an acceptance zone depending on the 
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statistical QoS constraints. Despite of having attractive results, their algorithms are 
rather local do not consider neither path allocation nor end-to-end QoS guarantees. 
Anjali et al. (2006) exploited the Integrated Traffic Engineering capabilities of 
the GMPLS technology to address the problem of connections admission control and 
protection based on the actual network state. They proposed a policy-based decision 
framework that operates at two different levels: the MPLS network level, for choosing or 
creating a feasible LSP, and the optical level, for choosing a given wavelength-routed 
lightpath. The main idea is to create a new adjacent LSP, whenever traffic exceeds a 
given threshold, computed with respect to some cost coefficients (including the 
signaling cost, the switching cost, the network's connectivity cost) and to the length of 
the new path. Nevertheless, their policy-based algorithm only ensures bandwidth 
requirements and does not consider other QoS requirements such as end-to-end delay 
and jitter. 
On the other hand, Casetti et al. (2007) proposed an admission control 
mechanism performing path allocation for Service Level Agreements (SLA) in a DiffServ 
domain for the Assured Forwarding (AF) class. Authors assume that a load probability 
distribution function is already built on every link. This probability function is 
approximated in (Mellia et al., 2002) with respect to the intrinsic characteristics of the 
set of carried SLAs (Maximum data rate, probability of serving a given destination d, 
maximum overbooking probability, etc.). Their admission control algorithm computes a 
feasible tree (for multicast traffic), such that the overbooking probability is not exceeded 
on every selected link. 
Elias et al. (2007) proposed a new service model for intra-domain QoS 
provisioning and develop online dynamic bandwidth allocation algorithms based on the 
statistical traffic characteristics. They first proposed a mathematical formulation of the 
extra-bandwidth allocation problem that maximizes network revenue and obtain upper 
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bounds on the optimal bandwidth allocation problem. Authors however do not address 
end-to-end QoS issues, in terms of the delay, packet loss probability or jitter. 
We also proposed (Harhira et Pierre, 2007) a mathematical formulation of the 
admission control problem aiming to minimize the overall network delay. We assumed 
that the logical topology (set of LSPs in an MPLS domain) was already constructed. The 
admission control algorithm consists of finding a feasible set of paths such that the end-
to-end delay constraint is satisfied for both the new and the ongoing connections. The 
delay on every link is the mean delay undergone by a packet of a fixed length in an 
M/M/l queue (depending on the capacity and the actual load of the link). 
In this paper, we propose a new admission control mechanism in MPLS-based 
networks. This mechanism is formulated as an Integer Linear Programming (ILP) model 
that performs both, routing and admission control of the new connections, taking into 
account the end-to-end statistical delay and jitter constraints. For that, we assume that 
the statistical description of the delay is empirically known on every link and 
accordingly develop the end-to-end requirements for statistically guaranteeing the delay 
and jitter constraints. 
4.3 Problem Statement 
In this section, we describe our mathematical model for the admission control 
problem under statistical delay and jitter constraints. As discussed above, the delay 
encountered by the data packets on a given router's interface generally depends on 
several parameters such as the corresponding link's load, the mean size of packets, etc. 
In order to guarantee statistical delay and jitter constraints, we assume that each router 
builds a delay distribution for each enabled interface using the histogram method as in 
(Gopalan et al, 2004). Several works in the literature focused on approximating the 
delay distribution nature obtained empirically. In most of these works, the random 
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variable describing the packets' delay was shown to follow the Gamma distribution 
(Abuali et al., 2005 ; Costantiescu et Popescu, 2006). In our model, the distribution 
nature is not an issue as only the first and the second moments (the mean and the 
variance respectively) are needed to approximate the end-to-end jitter and delay 
violation probabilities. 
1 21 41 61 81 101 
Delay (ms) 
Figure 4.1 Effect of admitting a new connection on the delay's distribution 
We assume that the delay distribution is already built on every link (interface) 
using the histogram method and that routers empirically compute the means and 
variances of the delay distributions. 
Moreover, admitting a new flow on a given link alters the delay distribution on 
that particular link. Figure 4.1 shows an example of a cumulative distribution function 
(cdf) of the delay distribution before and after admitting the new flow (Gopalan et al, 
2004). Because admitting a new flow through a given link increases its mean delay, the 
corresponding cdf moves slightly to the right as depicted in Figure 4.1. This translation 
depends on the current link's load and the new flow's data rate. An example of the mean 
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and variance of the delay distribution empirically obtained function of the link's load is 
given in Figure 4.2, as provided by Gopalan et al. (2004). We notice that the more the 
link is loaded (and thus the cdf given in Figure 4.1 translates to the right), the greater is 
the mean. However, we notice that the variance slightly decreases as the link becomes 
loaded. In fact, the variance depends directly on the burstiness of the overall traffic that 
is attenuated as the link becomes loaded. 
Figure 4.2 Average delay and variance with respect to the link's load 
Moreover, Abuali et al, (2005) showed that the delay distribution can be 
approximated by a Gamma random variable and empirically measured the parameters of 
the obtained distribution with respect to the link's utilization. In our further 
developments, we assume that the delay distribution for a given link has an unknown 
distribution and we only base our approximations on its empirically obtained mean and 
variance. 
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4.3.1 The end-to-end delay distribution: mean and variance computation 
Let denote by D, the random variable of the packets delay for the interface 
connected to the physical link i. This random variable is characterized by its mean 
Dl and its variance <jf. Let also M be the path taken by a connection characterized by its 
end-to-end statistical delay and jitter constraints. Let G ^ be the maximum jitter, Dnmx 
the maximum delay and P the maximum QoS violation probability (violation of the 
delay and jitter constraints). It is however very difficult to approximate the end-to-end 
delay distribution D as it is the sum of \M\ random variables of unknown nature. 
Nevertheless, we can assume that the delays on the different links are independently 
distributed and thus we merely obtain the parameters of the end-to-end delay distribution 
as follows (Daveport, 1970): 
\M\ |M| \M\ 
D = Y4Dl and <x£=V«r£D, = 2 > * (4.1) 
I=I i=i (=i 
In equation (4.1) the end-to-end delay's mean is merely the sum of the means on 
every link of the path. Similarly, the variance of the end-to-end delay's distribution is 
the sum of the local variances in every link, as the mentioned distributions are assumed 
to be independent. 
4.3.2 End-to-end jitter and delay constraints 
As depicted in Figure 4.3, the jitter is defined as the maximum gap between the 
real packet delay and the mean delay computed empirically. The example given in 
Figure 4.3 shows the probability distribution of the packets' delay and the according 
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Figure 4.3 Jitter violation probability for a given delay's distribution pdf 
As the delay distributions on the different network's links are assumed 
independent, an upper bound on the jitter violation probability can be obtained as 
follows: 
pmax = 1 - pr(D - ^ L < D < D + ̂ sss.) = Pr( D-D 
2 
(4.2) 
Consequently, by applying the Tchebitchev inequality (Daveport, 1970), we merely 
obtain the following upper-bound on the jitter violation probability: 
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Thus, a way to guarantee the jitter violation probability is to ensure 
\M\ 
that—^ < Pmax, on the chosen path. 
max 
As far as the maximum delay constraint is concerned, it can merely be controlled 
by the jitter constraint. In fact, this latter ensures that the end to end delay of a given 
packet is bounded by D ^s, and D + —=5- for (1 - Pmax) x 100% of the cases. Thus, 
/"> 
by ensuring that the delay is lower than D H — 2 S 2 L , the delay violation probability is 
guaranteed consequently. 
4.3.3 Approximating the new delay distribution after the admission of a 
new flow 
As discussed previously, admitting or removing a flow on a link alters its packets 
delay distribution. In order to appraise the new delay distribution through a particular 
link after admitting a new flow, we approximate the system encompassing the buffer and 
the link server by a G/G/l queuing system, as the packets' arrival distribution is 
generally unknown. For that, we assume that routers approximate empirically the 
packets' inter-arrivals variance, noted G\, for every interface. In fact, according to Bose 
(2001), an upper bound on the delay spent by packets of mean size L on a given link i, 
can be written as follows: 
D^Mo*+o$) + L (4_4) 
2.1 . (1- - ) C 
c 
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Where A is the current data rate, cis the serving rate, that is constant in our case 
and equal to the link capacity and <J\ is the variation of the serving time that is equal to 
0, as the serving rate corresponds to the constant link bandwidth. 
After admitting a new flow over a link, the delay's upper-bound given in 
equation (4.4) increases, as parameters A and a\ are altered consequently. It is obvious 
that when a new flow, having a rate of AA is admitted, the incoming data rate increases 
consequently and is then equal toA = A + AA. As for the variance of the packets inter-
arrival, it can be easily shown to decrease as the link becomes loaded (Bose, 2001). 
Based on these facts, we can merely approximate the new delay bound as follows: 
c 
However, when developing the admission control mathematical model, we are 
rather interested to evaluate the gap, in terms of the mean delay, before and after 
admitting the new flow in a given link. Note that the average delay, denoted Z), on link /, 
is empirically evaluated and assumed to be known in advance. After admitting the flow 
on the link, the increment of the average delay can be written as follows: 
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Figure 4.4 Accuracy of the mean delay bound given by Equation (4.5) 
On the other hand, to obtain an upper bound on the end-to-end maximum delay, 
the new variance of the delay distribution after admitting the new flow has also to be 
approximated. However and as argued above, it is straightforward that increasing the 
link's load will decrease the variance of the delay distribution, as shown in Figure 4.2. 
This fact is all the more heightened when the load gets close to 100%, as less variation 
on the number of packets residing in the link's queue occurs. Taking this fact into 
consideration, we can consider that the empirically obtained variance of of the delay's 
distribution can be considered as an upper bound of <rf, the variance of the future 
delay's distribution after admitting the flow through the link i. 
Figure 4.4 shows, in a logarithmic scale, the measured and approximated delays 
encountered by packets crossing a 10 Mbps link for different loads. For that, using the 
simulation tool OPNET, we measured the mean delay in a router's interface that carries 
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several sessions of various types {FTP sessions, VOIP sessions, video sessions and 
heavy web browsing sessions). We also varied the mean link's utilization from around 
60% to 90%, and measured the mean encountered delay. We also measured the variance 
of the inter-arrival intervals, in order to calculate and assess the accuracy of the 
approximation given by Equation (4.5), for the different considered scenarios. As shown 
in Figure 4.4, Equation (4.5) gives effectively an upper-bound on the packets average 
delay that can be employed to approximate the new average delay, after admitting a new 
flow. Figure 4.4 also shows that this approximation is considerably better than the 
M/M/l queuing approximation and provides values closer to the real encountered delay, 
measured by simulations. Note that the approximation gets closer to the real delay as the 
load tends to 100%. This is mainly due to the fact that the variance of the packets' inter-
arrival intervals decreases considerably, as argued above, with respect to the link's load. 
Moreover, it has been proven (Bose, 2001) that for great values of occupancy, the delay 
spent on a G/G/l queue tends to be exponentially distributed with the mean given by 
Equation (4.4). Note also that the accuracy of the approximation depends strongly on the 
nature of the carried traffic in terms of the distribution of the packets' inter-arrival 
intervals. For example, in case of bursty traffic, the upper bound given by Equation (4.5) 
remains always valid but the obtained bound is more conservative, as the variance of the 
inter-arrival intervals increases considerably. 
4.3.4 Admission control mathematical formulation 
In this section, we formulate the problem of Joint Routing and Admission 
Control problem under Statistical QoS Constraints (JRACSC). For that, we propose a 
new mathematical model for the admission control problem, taking into account the 
statistical delay and jitter constraints described above. 
The physical topology is represented by an directed graph G=(V,E), where V is 
the set of vertices (routers) and E the set of unidirectional links. Note that we make a 
difference between edge and core routers. F denotes the set of edge routers and E-F the 
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set of core routers. Moreover, every link i of E is characterized by its capacity (or 
bandwidth) Q its current load Ft and its delay's distribution function D-,. In our case, we 
assume that the distributions nature is unknown but only the mean Di and the variance 
erf of the delay are empirically computed. Moreover, we assume that the variance of the 
packets inter-arrivals a\ is also approximated, in order to bound the increment of the 
average delay after admitting a new flow. This increment is pre-processed according to 
Equation (4.6). Note that mean packet size (L) is needed to evaluate this increment. In 
addition, as argued above, the variance of the delay's distribution will be considered the 
same, before and after admitting the new flow. Figure 4.2 gives an example of the 
measured delay's average and variance with respect to the link's load. 
Moreover, we assume that the MPLS logical topology is already built and a 
single LSP between every edge-node pair exists. The whole set of LSPs is denoted by L 
and encompasses |F|(|F|-7j distinct LSPs between edge-node pairs. Each LSP j is 
defined by its source-node Sj and its destination-node dj. Moreover, let £ be a bi-
dimensional matrix, such that Ey = 1, if and only if the LSP7 is routed over the physical 
link i. 
On the other hand, the network is assumed operational and already carries a set 
of ongoing connections T. Each connection t is defined by its path Mt, its data rate or 
required bandwidth b,, its end-to-end delay constraint Dt, its end-to-end jitter constraint 
Gt and its QoS violation probability Pt. Moreover, let J be a bidirectional matrix, such 
that Tit = 1, if and only if the connection t is routed over the physical link /. 
Similarly, the new connection is characterized by its source vs, its destination vj, 
its data rate b, its maximum delay I W , its maximum jitter Gmax and its QoS violation 
probability Pinax. We assume that connection requests arrive to the network in an ordered 
way, one at a time. 
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We then define the set of binary variables X, such that Xt= 1 if and only if the 
new connection is routed over the physical link i. In addition, we define the set of binary 
variables Y, such that Y/= 1 if and only if the new connection is routed over the LSPj. 
As the delay distribution depends principally on the link's load, the objective function of 
the mathematical model is chosen to minimize the sum, over the selected links, of their 
respective loads, privileging consequently slightly loaded links. 
Thus, the Joint Routing and Admission Control problem Under Statistical Delay 
Constraints mathematical formulation can be written as follows: 
(4.7a) 
V i € £ , V j e L (4.7b) 
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The expression (4.7a) is the objective function of the model that balances the 
load over the network by minimizing the sum of the selected links utilizations. 
Equations (4.7b) to (4.7i) are the model constraints. The constraints (4.7b) and (4.7c) 
ensure that when a new connection is routed through a given LSP, it occupies its entire 
links. The constraint (4.7d) limits the number of LSPs for the new connection. 
Constraints (4.7e) and (4.7f) are respectively the jitter and the delay statistical 
constraints for the new connection. Constraint (4.7g) is the end-to-end delay constraint 
for the ongoing connections. It is important to mention that no jitter constraint is 
considered for these connections, as it was shown that the variance, and consequently 
the jitter, decreases as the link load increases. The equation (4.7h) is the flow 
conservation constraint over the LSPs. Finally, expression (4.7i) gives the domains of 
the model's decision variables. 
As presented above, the formulated admission control problem is NP-Hard 
(Garey et Johnson, 1979). In fact, a polynomial reduction of the problem of constrained-
routing can be merely deduced. Note however that the number of binary variables is 
relatively small for real-sized networks. 
As a recap, our admission control mechanism consists on two separate phases: 
- Preprocessing phase: during which the delay probability distributions 
parameters are gathered and approximated. These parameters are the mean and 
variance of the delay distribution over the links and the variance of the packets 
inter-arrival intervals, necessary to bound the expected average of the delay. The 
increment on the average delay is then computed on every link. 
- Admission control phase: during which the admission control mathematical 
model is set up and resolved. 
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4.4 Simulation Results 
In this section, we propose to solve to optimality JRACSC problem using the 
mathematical programming tool CPLEX (Hog, 2005). In fact and as argued above, 
despite of being NP-Complete, the presented 1LP can be resolved to optimality within 
very low computation times, as the number of integer variables are quite small for real 
size instances. Note that CPLEX uses the branch-and-bound algorithm for integer 
problems. The default settings of CPLEX are used. 
As shown above, the mean and variance of the delay distribution are obtained 
empirically on every link during the preprocessing phase. 
Table 4.1 Tests used 

















To evaluate the performance of our admission control mechanism, we propose to 
evaluate the connections acceptance rates for different network sizes and configurations. 
The considered physical topologies are shown in Table 4.1. The networks Nl to N4 
were randomly generated as follows. A Hamiltonian cycle was first greedily built around 
the nodes to ensure that topologies are bi-connected. This fact is very important as it 
ensures the network's connectivity and maximizes the number of disjoint paths between 
every pair of nodes. Once the cycle constructed, the remaining edges are randomly 
placed. As for nodes degrees, the mean nodes' degree decreases as the number of nodes 
increases. In fact, as we want to reflect real case networks, small networks have usually 
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a higher connectivity than large networks, due to economic, physical and technological 
considerations. 
As for the logical topologies, we assumed that a single LSP is setup between 
every pair of edge nodes. The set T of ongoing connections are routed over that logical 
topology. 
Figure 4.5 Acceptance rate for an average network load of 60% 
Before discussing simulations results and appraising the accuracy of the 
proposed mechanism, we first present the experimental parameters: 
- The end-to-end delay Dmax = 150ms; 
- The end-to-end jitter Gmax = 50ms; 
- The QoS violation probability Pmax = 0.1 ; 
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- The data rate b = 1 Mbps; 
- The maximum number of LSPs AL,V = 5 . 




I Equjal F ârt. 
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Figure 4.6 Accepted rate for an average network load of 75% 
In order to evaluate the JRACSC connections acceptance rate, we generate a 
single connection between every different pair of edge nodes, as input. These 
connections have the same set of parameters described above. The number of generated 
connections is then equal to| F | (| F | -1 ) . 
In order to assess the accuracy of our proposed mechanism, we compare its 
performances against an equal partitioning technique. This latter consists of equally 
partitioning the QoS constraints over the selected path (path computed by JRACSC). 
Thus, if the path is composed of \M\ links, the end-to-end delay and jitter parameters are 
mapped to the corresponding links such that D'B ^ - a n d G ^ =^a s sr. Moreover, 
\M\ UMA | M . 
we also evaluated the connection acceptance rate considering a shortest path routing 
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Note that we considered two different metrics to compute the shortest path: the link's 
mean delay and the link's delay variance. We named the first technique SPD (shortest 
path in terms of the mean delay) and second one SPV (shortest path in terms of the delay 
variance). Note that the Dijkstra algorithm was performed to obtain the shortest paths. 
Moreover, as the delay spent on a given link depends strongly on its load, we 
propose to evaluate the acceptance rate of the proposed admission control mechanism 
for different loads that are respectively 60%, 75% and 90%. Figures 4.5, 4.6 and 4.7 












Figure 4.7 Accepted rate for an average network load of 90% 
We clearly notice that the number of accepted connections is quite higher for 
JRACSC as end-to-end QoS parameters are considered. We also notice that the gap 
between our mechanism and the reference ones increases as the network size increases. 
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In fact, as far as the QoS equal partitioning is concerned, the low acceptance rate for 
relatively large networks is mainly due to the increasing paths' lengths, making the 
locally partitioned delay and jitter constraints more restrictive. The same observation is 
noted for SPD and SPV. In fact, even when choosing the shortest path in terms of the 
links' mean delays, we only take into account the end-to-end delay constraint. The end-
to-end jitter constraint depends however on the variance. Similarly for the SPV, 
choosing links with low delay variances implies choosing links with high utilization and 
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Figure 4.8 Number of accepted connections with respect to the QoS violation probability for the 
network having 40 Nodes having 60% of load 
We also note that when the average network's utilization increases, the 
acceptance rate of the studied mechanisms decreases. This is quite expectable as the 
average delay on a given link increases considerably as the load increases. This is 
emphasized when the link's load gets close to 100%. 
81 
We also evaluate the effect of the QoS violation probability on the number of accepted 
connections, for an average network load of 60%. Results are depicted in Figure 4.8. It is 
straightforward that the number of accepted connections decreases as the QoS violation 
probability decreases, for all schemes. Note that the effect of the QoS violation 
probability depends on the average network's load. We also notice that as the violation 
probability decreases, performances of all studied mechanism weaken, as no feasible 
solutions guaranteeing these stringent delay and jitter constraints exist. 
Finally, we evaluated computation times spent by CPLEX to resolve the model for 
the network having 60 nodes with a mean load of 75%. We noticed that in the worst 
cases this time did not exceed 350 ms which is very reasonable even for real-time based 
decisions. 
4.5 Conclusion 
In this paper, we presented a new admission control mechanism in MPLS 
networks based on formulating the problem as an ILP model that guarantees statistical 
QoS constraints. 
For that, we assume that a delay distribution is empirically built on every link 
and that a new connection is characterized by an end-to-end delay, an end-to-end jitter 
and a QoS violation probability. We also proposed an upper bound on the average delay 
using the G/G/J queuing model and showed its validity, by simulations. We 
consequently propose a mathematical formulation for the joint routing and admission 
control problem and solve it to optimality. The constraints of the mathematical model 
are the QoS constraints of the new and the ongoing connections and it aims to balance 
the network's load. 
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The proposed mechanism was tested by simulations and compared with other 
mechanisms. The results confirm that the proposed formulation effectively improves the 
network performance by increasing the connection acceptance rate, while statistically 
guaranteeing the connections' delay and jitter constraints. 
As future works, we first intend to evaluate our proposed mechanism by 
implementing it in a real test network. We also intend to propose a similar admission 
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Abstract 
In Next Generation Networks, survivability and availability are more and more 
becoming key features. Reliability gains more importance in high capacity networks 
where IP and optical technologies have converged toward a common control plane, such 
as GMPLS. In most previous research works, survivability aspects were mainly limited 
to a single fiber failure and a few considered the differentiated reliability concepts when 
routing new connection requests. In this paper, a novel survivable multicast routing 
mechanism under SRLG constraints is proposed. We first formulate the problem as an 
Integer Linear Programming (ILP) model that is shown NP-Complete. We then propose 
a heuristic algorithm that alleviates the problem's complexity by decomposing it into 
two sub-problems resolved separately. Compared with another algorithm proposed in the 
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literature, our algorithm allows for higher acceptance rates even for stringent reliability 
requirements. 
Key words 
Wavelength Division Multiplexing {WDM), Shared Risk Link Group (SRLG), 
differentiated reliability, survivability, mathematical programming. 
5.1 Introduction 
As Next Generation Networks (NGN) are more and more becoming multi-
services, new mechanisms for providing a certain level of Quality of Service (QoS) and 
failure resilience are indispensable. In fact, in the last decade, stringent QoS and 
reliability requirements have emerged due to the overwhelming demand for real-time 
and multimedia applications that involve data, voice, video, telephony, IPTV, etc. to be 
conveyed over the same network. In such a scenario, optical networks embedded with 
the Wavelength Division Multiplexing technology is a key feature for providing high-
capacity and cost-effective transport networks. 
The physical layer in a WDM network consists of a set of nodes interconnected 
by multiple optical fibers. Fibers are generally grouped and inserted into a single conduit 
such that every single fiber can belong to different conduits, depending on its physical 
length. Such fibers are said to be in the same Shared Risk Link Group (SRLG) as the 
failure of the conduit results in the failure of all fibers inside. 
At the optical level, circuits or connections are set up between peer Optical Cross 
Connectors (OXC) and named lightpaths. Lightpaths are generally protected using either 
a dedicated or a shared protection, depending on the reliability requirements. 
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A multitude of survivable routing mechanisms have been proposed for WDM 
optical networks (Li et al, 2006 ; Markidis & Tzanakaki, 2008 ; Guo & Li, 2007 ; Gui et 
al, 2007 ; Rostami et al, 2007 ; Todimala et al, 2004 ; Datta et al, 2004 ; Pan et al, 
2006). Li et al. (2006) proposed a greedy heuristic for multicast protection under SRLG 
constraints. Their algorithm constructs a tree from the source to the set of destinations 
using the Shortest Path Tree (SPT) algorithm and computes, for every branch, an SRLG 
protected path, such that the whole tree is well protected. Before computing the 
protection tree, the links' metrics are altered in order to take into account the backup 
resources sharing. In fact, if a set of backup lightpaths share a same link but their 
corresponding primary lightpaths do not share common SRLGs, a single channel 
(wavelength) can be reserved for all these paths. Details on the resources sharing are 
discussed by Gui et al (2007) and Ou et al (2004). 
On the other hand, Rostami et al. (2007) extended a high performance link 
disjoint routing algorithm to adapt it to the SRLG protection scenario. Their algorithm 
iteratively separates the network nodes into two sets and computes the working and 
backup paths respectively from each set. Todimala et al. (2004) also proposed an 
iterative heuristic for diverse routing under SRLG constraints that computes the least 
cost SRLG diverse paths pair. 
Despite of obtaining interesting results, the proposed mechanisms discussed 
above did not consider the differentiated reliability feature, allowing for statistical 
survivability and reliability guarantees. 
The differentiated reliability was deeply investigated and considered for 
providing different levels of failure resilience within the same network, mainly 
depending in the applications requirements, in terms of reliability. Markatis & 
Tzanakaki (2008) tackled the problem of survivable routing and wavelength assignment 
in WDM optical networks. They proposed a reactive algorithm that provides different 
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levels of resilience, and classifies the incoming traffic accordingly. The algorithm also 
allows for the high-priority and high-resilience traffic to pre-empt lower-priority traffics. 
Authors however considered only simple fibers failure and did not investigate the effect 
of loosing a bundle of fibers sharing the same SRLG. 
On the other hand, Guo & Li (2007) proposed a survivable routing algorithm 
called Partial SRLG Disjoint Protection (PSDP), based on the SRLG constraints. The 
algorithm considers the differentiated reliability when making routing decisions. 
Depending on the reliability requirements, a routing configuration consists of a 
standalone working path or a working path protected by a backup path. Authors 
considered an equal failure probability for all the SRLGs in the networks and defined the 
reliability coefficient for a path as the probability that no failure occurs in any of its 
physical links. Their algorithm is based on a greedy heuristic that computes the k 
shortest paths for the new connection request and chooses a working and backup paths 
that satisfy the reliability needs. Authors however only considered unicast requests and 
did not address the case of multicast request. 
In this paper, we tackle the problem of Survivable Multicast Routing under 
SRLG constraints (SRMS). Depending on the reliability requirements of the incoming 
request, statistical survivability guarantees are offered. For that, we first formulate the 
problem as an Integer Linear Programming model that is shown NP-Complete. We then 
propose an algorithm that alleviates the problem's complexity by decomposing it into 
two sub-problems. 
The remainder of the paper is organized as follows. In Section 5.2, the problem 
definition and the mathematical formulation are presented and detailed. In Section 5.3, a 
heuristic algorithm having low computation delays is proposed and studied. Section 5.4 
shows the simulation results and appraises the performances of the proposed 
mechanism. Conclusions are given in Section 5.5. 
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5.2 Survivable Routing Under SRLG Constraints 
In the scenario presented in Figure 5.1, a large number of optical fibers are 
carried inside one or multiple conduits. In its turn, a single optical fiber carries a large 
number of lightpahts each on a different wavelength. Due to the layered architecture, 
lightpaths connecting two distinct pairs may traverse the same conduit in the physical 
network. 
5.2.1 SRLG Sharing 
An SRLG is a group of links sharing some same resources and thus the same 
failure risks. In survivable routing schemes, the working (primary) and backup paths are 
SRLG disjoint. In fact, the failure of a single SRLG is equivalent to the failure of all the 
links in the SRLG. The problem of finding a minimum cost and SRLG disjoint working 
and backup paths is known NP-Complete (Hu, 2003). 
Conduit 
Figure 5.1 Risk hierarchy of an SRLG 
An example of a physical topology is depicted in Figure 5.2a. We can see that 
there are three physical links sharing the same conduit and thus belonging to the same 
SRLG\. 
In this work, we consider that each SRLG has a failure probability that should be 
taken into account when routing incoming connection requests. Such a statistical 
survivability requirement is referred as differentiated reliability in the literature (Guo & 
Li, 2007 ; Markidis & Tzanakaki, 2008). When considering the differentiated reliability, 
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the incoming connection requests are also characterized by some reliability requirements 
that must be fulfilled when making routing decisions. More details on the differentiated 
reliability are discussed later in this paper. 
a) Physical topology b) SRLG 1 links 
Figure 5.2 Example of an SRLG 
We also define the reliability of the network as the probability that no failure 
occurs. The considered problem then consists of finding a minimal cost reliable 
multicast routing fulfilling the reliability requirements of the incoming multicast 
connections. 
5.2.2 Resources sharing 
In order to maximize the resources utilization, we take into account the concept 
of backup resources sharing, when simple failure scenarios are considered. In fact, when 
routing a backup path for a given connection t through a physical link /, no additional 
resources (wavelengths or channels) are needed if one of the following cases occurs (Li 
et al, 2006 ; Gui et al, 2007): 
• There exists a backup path for another connection tl routed through the link / 
such that the working paths of t and tl are respectively SRLG disjoint. 
Every SRLG taken by the working path of t is shared with at least a working 
path that is routed over the link /. In such a case, for any simple failure scenario, 
there will be at least one working path routed over / that is consequently broken 
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Figure 5.3 Example of backup resources sharing 
Figure 5.3 depicts a network topology where backup resources can be shared 
through a physical link by two different connections. We clearly see that the two 
working paths are never affected by a simple SRLG failure simultaneously, and thus, 
their respective backup paths can share the same resources over the physical link /. 
5.2.3 Problem Statement 
We assume that the given WDM optical network is represented by a directed graph 
G=(V,E), where V is the set of nodes (OXCs) and E is the set of unidirectional fibers, 
having each W channels or wavelengths. We also assume that the network is operational 
and contains no failures. Connections requests arrive to the network in an ordered way 
so that only a single connection arrives at a time. Each multicast connection is 
characterized by its source node s, its set of destination nodes D and a set of reliability 
requirements UR (explained below in more details). For sake of simplicity, we assume 
that the bandwidth for each incoming request is equal to a single unit (single channel). 
Assuming a single SRLG failure as discussed above, the problem consists of finding a 
primary working path and possibly a backup path between the source and every 
destination guaranteeing the required reliability UR. Some important notations are 
introduced as follows: 
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WPd Working path for the destination d 
BPd Backup path for the destination d 
S Set of SRLGs in the network 
UR Required reliability 
P Probability of failure of the network 
PF(.) Probability of failure for a set of links 
R(.) The reliability of a set of links. 
On the other hand, we define the binary matrix LS such that 
Vz e E,Vje S,LS/ = lif and only if the link i belongs to the SRLGj. Moreover, let The 
the set of ongoing multicast sessions. Every t e T has its source s„ its destination set Dt 
and its primary and backup trees TPt and TBt, respectively. Then, we merely compute 
the state of the network resources for any scenario of simple SRLG failure. For that, we 
denote byF the resources availability matrix that gives the number of available 
wavelengths on every link for all network scenarios (no failures or with a simple SRLG 
failure) such thatV/eZs, V/'e {0,l,2...,|Si?LG|}, Ftj gives the number of available 
channels over the physical link / for the network scenario j (scenario 0 indicates no 
failure and scenario j e {l, 2..., |Sif?LG|} indicates the failure of the SRLGj). 
Note that we only consider single failure scenarios and thus the probability of 
failure of the network is merely the probability of any single SRLG failure. We also 
assume that the failure distribution function over the network's SRLGs is uniform, 
p 
meaning that the probability of failure of any SRLG is constant and equal to——. As 
I S I 
discussed by Li et al. (2006), the probability of failure of a given path depends on the 
number of distinct SRLGs of that path. Thus we define the set of SRLGs for a given set 
of links as SRLGQ; SRLG(WPj) is then a subset of 5 taken by the working path to the 
destination d. 
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5.2.4 Network Reliability and Failure Probability 
As discussed above, the network reliability is known in advance and is merely 7-
P. In this section, we aim to express the reliability needs of the incoming multicast 
requests in terms of a set of bounds on the number of SRLGs taken by a path or a routing 
configuration. For that, we first evaluate the probability of failure of a given working 
path WP as follows: 
pF(WP)jj^mi.P ( 5 . i , 
I s I 
The reliability of a given path WP is merely defined as the probability that no 
failure occurs on any of the path's links. Thus, the reliability of a working path is 
defined as follows: 
R(WP) = l-PF(WP) = \-1 SRL°WP) I p ( 5 2 ) 
I S I 
If a backup path BP is computed, the reliability of the routing configuration 
(WP+BP) toward a given destination has exactly the same expression below: 
R(WP + BP) = l-PF(WP u BP) 
| SRLGjWP) n SRLG(BP) | (5.3) 
\S\ 
In this paper, we assume that the required reliability for an incoming multicast 
connection request, denoted by UR, is twofold: 
• Local reliability: denoted by URi, and describes the reliability requirements 
toward every single destination, i.e., the probability that every destination is fed 
interruptedly for any simple failure scenario. Computing the local reliability for 
92 
every destination is straightforward and is given by equation (5.3). The local 
reliability limits the maximum number of SRLGs taken by the working and 
backup paths toward a destination d as follows: 
R(WPd + BPd) >_ UR, <=> \S\-\S*WW,+BV\P > URi 
I s I (5.4) 
\SRLG(WPd+BPd)\< 
\S\(\-UR,) 
• Global reliability: denoted by URg, and describes the reliability of the overall 
routing solution. This global reliability defines the vulnerability of the whole 
multicast tree. It is computed as follows: 
| U (SRLG(WPd) n SRLG(BPd)) | 
1 - deD — .P>URL, (5.5) 
\S\ 
In this paper, we propose a mechanism that relies on the differentiated reliability 
for dynamic multicast routing of the incoming multicast requests under SRLG 
constraints in WDM optical networks. This problem is first formulated as an ILP in the 
next section. 
5.2.5 Mathematical Formulation 
Once the matrix F pre-computed, we formulate the problem of reliable routing of 
multicast sessions under SRLG constraints in WDM optical networks as an Integer 
Linear Programming (ILP) model. For that, we define the binary variables X, Y, V,W,U 
and Z as follows: 
[l,if the primary path to the destination d takes the linki 
Xu= L ,, . VieE,\/deD 
[O,otherwise 
93 
f1,if the protection path to the destinationd takes the linki 
y«= n \u • VieE,VdeD 
0, otherwise 
11, if the primary path to the destination d takes SRLG j 
0, otherwise 
II,IJ inc. ynniuij, yum us uic ucturiutiuim tun** UI\I-J\J j 
^1, if the protection path to the destination d takes SRLG j 
[0, otherwise 
1,1 , l / K ^ 1 TOUIWI / / M i n 11/ l i l t U M W I U H W I U l U M J J I U ^ U j 
^ = in.,i.„-'.. vje S,\/de D 
[\,if aBP is considered for the destination d 
[0, otherwise 
\\,if a routing configuration takes the SRLG j , , 
z; =<L , V/e 5 
IO,o?/zervme 
The last variable Z is used to compute the global reliability given by the equation 
(5.5). It is defined as follows: 
Z . > Vjd Wjd Vj e S , W e £> (5.6a) 
Z , - ^ Z V W * VjeS (5.6b) 
The survivable routing of multicast connections under SRLG constraints can be 
formulated as follows: 




Vjd > LS^Xid 
W > T S Y 
•id ~ '>'' id VjeS,VieE,VdeD (5.7d) 
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Xu e {0,1},yH e {0,1},V„; € [0,1],W,.„ e [0,1],Z, e [0,1], 
U„ G [0,1] 
(5.7n) 
V / e E . W e D . V / e S 
V < e £ , W e £ > 






As formulated above, the problem of Survivable Multicast Routing under SRLGs 
constraints is a variant of the classical problem of diverse routing under SRLG 
constraints that can be shown NP-Complete (Hu, 2003 ; Garey & Johnson, 1979). Note 
that to prove that the problem of Diverse routing under SRLG constraints is NP-
Complete, a polynomial reduction of the well known set-splitting problem is shown by 
Hu (2003). 
Equation (5.7a) is the objective function of the model aiming to minimize the 
size of the backup tree, composed of BPs toward every destination d in D. In fact, as we 
consider statistical reliability guarantees, the path toward every destination could be 
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routed through a reliable enough working path, suitably chosen. Equations (5.7b) to 
(5.7r) are the model constraints. The constraints (5.7b) to (5.7i) are indispensible for 
defining the binary variables V, W, U and Z. The constraint (5.7j) ensures that a 
continuous working path exists toward every destination. The constraint (5.7k) ensures 
that if a backup path is needed for a given destination, it is suitably routed. Constraints 
(5.71), (5.7m) and (5.7n) guarantee the reliability requirements for the incoming 
multicast tree. The local reliability requirements are given by constraints (5.71) and 
(5.7m) whereas the constraint (5.7n) guarantees the global required reliability. Finally, 
equations (5.7o) to (5.7q) are the resources availability constraints ensuring that enough 
resources (wavelengths) are free along both the working and backup paths. 
Due to the constraints (5.7h), (5.7i) and (5.7m), the mathematical model 
formulated above is not linear. In order to linearize it, we define the new variables Q, 
such that<2/rf
 =WjdVjd, WeD,V/e S. The mathematical model is modified accordingly 




5.3 GR-SMRS: Greedy Heuristic for Survivable Multicast Routing 
under SRLG constraints 
In order to resolve the Survivable Multicast Routing under SRLG constraints 
problem formulated above, we propose to heuristically decompose the problem into two 
different sub-problems resolved separately. This proposed heuristic provides acceptable 
enough upper-bounds on the optimal solution within reasonable computation times. In 





programming tool such as CPLEX) is not feasible for real-sized networks and consumes 
massive computation delays and resources. 
The proposed heuristic encompasses two principle phases as follows: 
• Paths computation phase: during which a set of shortest paths is computed from 
the source toward every destination d in D. As the number of shortest paths 
increases exponentially with the size of the network, we limit the number of 
shortest paths computed for every destination to a certain number N. For that, the 
Dijkstra algorithm is performed. 
Thus, toward every destination d of D, a maximum of N different paths is 
computed. We then build the set of "reliable enough" routing configurations 
denoted by RPd (Reliable enough paths toward the destination d). According to 
the reliability needs, a routing configuration can be either a standalone working 
path, or a working path protected by a backup path. 
First the resources availability for every single path is checked, under different 
failures scenarios. The reliability of every single path is then checked and if it 
guarantees the required reliability URi, it is put in RPd- Every remaining path (not 
enough reliable to be considered without a BP) is then checked against every 
other path not in RPd and every resulting feasible configuration (WP + BP) is 
then added to the set RPj. Having a maximum of N different paths toward a 
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Figure 5.4 Auxiliary graph for selecting the routing configurations 
Routing configurations selection: Once the sets RP constructed and filled, an 
auxiliary bipartite graph Gi=(Vl,V2,EJ) is built as shown in Figure 5.4. The set 
VI encompasses the left side of the graph and is composed of the RPs, having 
each a set of routing configurations toward a destination d in D. Similarly, the set 
V2 encompasses the right part of G; and is composed of the set S of SRLGs. The 
set of edges El of this graph reflects the vulnerability of the routing 
configurations to every SRLG. Indeed, if a routing configuration vl of VI (a node 
in the left side of the graph) is adjacent to an SRLG v2 of V2 (a node in the right 
side of the graph), the failure of the SRLG v2 causes the failure of the routing 
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configuration vl (even if protected by a BP). As the number of disjoint SRLGs to 
be taken by a routing configuration is constrained by the equations (5.71) and 
\S\(l-UR,) 
(5.7m), the maximum degree of nodes belonging to VI is ) • 
Moreover, the number of SRLGs taken by the whole multicast tree is upper-
\S\(l-URg) 
bounded by , as shown in equation (5.7n). In order to guarantee 
both local and global reliability needs, a single routing configuration is selected 
toward every destination d (from the set RPd), so that the number of SRLGs upon 
\S\(l-URg) which the multicast tree is vulnerable does not exceed the bound — 
I P 
given by equation (5.7n). The route selection problem is then formulated as an 
ILP as shown below. For that, we define the following binary variables: 
X, = 




[l, if the multicast tree is vu In erable to SRLG s 
0, otherwise 
\/seV2 
In addition, every routing configuration is characterized by its cost, 
computed according to the objective function (5.7a). For that, we denote by C a 
known vector such that, C,-gives the cost of the routing configuration i, Vie VI. 
We also define the known binary matrices M and R as follows: 
M„ 
fl,if the routing configuration i belongs to RPf 
0, otherwise 
Vie VI, V / e D 
Vie Vl .Vje V2 
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1, if the routing configuration i depends on SRLG s 
0, otherwise 
The route selection problem is then formulated as follows: 
(5.9a) 
Y/' e D (5.9b) 
\/seV2 (5.9c) 
V j€V2 ,V/eVl (5.9d) 
(5.9e) 
(5.9f) 
The objective function of this ILP aims to minimize the cost of the selected 
routing configurations. The constraint (5.9b) ensures that only a single routing 
configuration is selected toward every destination of the multicast tree. The constraints 
(5.9c) and (5.9d) define the set of variables Z. Finally, the constraint (5.9e) ensures 
that the global reliability requirement is guaranteed, by limiting the number of SRLGs 
for which the tree is vulnerable. 
In order to resolve the above presented ILP, we propose to use the CPLEX 
mathematical programming tool (Dog, 2005) that relies on the Branch-and-bound 
algorithm to resolve integer mathematical models. As the number of binary variables is 
limited for real-sized instances, the ILP is resolved to optimality within negligible 
computation delays. Table 5.1 gives the computation delays for different sizes of the 
graph G,. 


























5.3.1 Complexity Analysis of GR-SMRS 
This subsection evaluates the overall complexity of the GR-SMRS heuristic using 
the graph transformation technique as described above. The computational complexity 
can be broken into three parts. 
The first part is the one involved in finding shortest paths using the Dijkstra's 
algorithm. The best known implementations of the Dijkstra's algorithm have a 
complexity of OflZsl./oglZsl+IV]). As a set of shortest paths are computed toward every 
destination, the complexity of the routing phase is O (D.\E\.log\E\+\V\). 
The second part consists of selecting feasible paths, in terms of the resources 
availability and the local reliability requirements. Thus, at most 0(N2) different routing 
configurations are obtained for every destination of the multicast tree and are checked 
against the resources availability (for all the \S\ failures scenarios). This process has a 
complexity in the order of 0(N2.D. \S\. \E\). 
Finally, the third part of the computational complexity involves the resolution to 
optimality of the ILP for selecting feasible routing configurations. As the CPLEX 
mathematical tool is used to resolve the model, we limit our complexity assessment to 
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empirically obtaining computation delays, as shown in Table 5.1. 
5.4 Simulation Results 
In this section, we propose to implement the proposed algorithm in order to 
assess its accuracy. We also propose to resolve to optimality the ILP model for the 
Survivable Multicast Routing under SRLG constraints problem, presented above, using 
the CPLEX mathematical programming tool (Hog, 2005). The set of used physical 
topologies are given in Table 5.2. In addition to the ARPANET network, we considered 
four different physical topologies, that were randomly generated and having respectively 
10, 20, 40 and 60 nodes. Physical links were randomly generated such that the physical 
graph remains bi-connected. This fact is very important, first to ensure the network's 
connectivity and second to maximize the number of disjoint paths between every pair of 
nodes. For that, we first greedily constructed a Hamiltonian cycle around the nodes to 
ensure that our topologies are bi-connected. Once the cycle constructed, the remaining 
edges are randomly placed. Details on the physical topologies are presented in Table 5.2. 






















Before discussing simulation results and appraising the accuracy of the proposed 
mechanism, we first present the experimental parameters: 
• The probability of the network failure is P=0.05; 
• The number of wavelengths within a fiber W=10; 
• All optical nodes are wavelength-conversion capable; 
• The maximum number of shortest paths computed toward every destination N=5. 
In order to evaluate the connections acceptance rate for the proposed mechanism, 
we randomly generated 200 connections as input. Moreover, different values of the 
reliability requirements were considered in simulations. 
5.4.1 Comparative Results: CPLEX vs. GR-SMRS 
In order to evaluate the quality of the obtained routing configurations provided 
by GR-SMRS, we propose to compare its performances to the optimal solutions, 
obtained by resolving the global problem, using the CPLEX mathematical programming 
tool. As the problem is NP-Complete, we limited our tests to the relatively small-sized 
networks (PT1, PT2 and ARPANET). Table 5.3 gives the computation delays taken by 
CPLEX to resolve the ILP. 
Table 5.3 Computation delays (ms) 











We first compared the connections acceptance rates function of the local 
reliability requirement URi, for the network PT1. Note that the size of the destination set 
D is 3 and the considered global reliability requirement URg=0.96. We then compared 
the connections acceptance rates function of the global reliability requirement URg for 
the same physical topology and with a local reliability requirement of URi=0.96. Results 
are depicted in Figures 5.5 and 5.6 respectively. We notice that for relatively tight 
reliability requirements, the performances of the proposed heuristic decrease and the 
gaps between it and the optimal solutions increase. We however notice that our 
heuristics gets very interesting performances when the reliability requirements decrease. 
For example, GR-SMRS is capable of reaching the optimal acceptance rate when 
UR,=0.95. 
As the objective function of the model aims to minimize the size of the backup 
tree formed of BPs, it is interesting to evaluate and compare the ratio of the protected 
paths (with a BP) to the total number of accepted requests. Figure 5.7 compares this ratio 
for different physical topologies. For the first two physical topologies, as we only 
consider shortest paths, it is straightforward that we obtain a greater number of protected 
configurations. However, for the ARPANET physical topology, we notice that there are 
less protected configurations provided by GR-SMRS. In fact, as the acceptance rate is 
lower for GR-SMRS, the routing configurations can be totally different from those 
obtained by CPLEX. Thus, CPLEX would more likely find feasible routing 
configurations (in terms of resources availability and reliability requirements) having 
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Figure 5.6 Comparative acceptance rate GR-SMRS vs. CPLEX for PT1 
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Figure 5.7 Comparative ratios of protected paths 
5.4.2 Comparative Results: GR-SMRS vs. MSS 
In this subsection, we propose to evaluate the performances of GR-SMRS for the 
different physical topologies and with different values of the reliability requirements. 
Moreover, in order to highlight the benefits of considering differented reliability when 
computing survivable routing configurations, we propose to compare the performances 
of our heuristic to an algorithm, named MSS, proposed by Li et ah (2006). This latter 
constructs a tree from the source to the set of destinations using the Shortest Path Tree 
{SPT) algorithm and computes for every branch an 5/?LG-disjoint protected path, such 
that the whole tree is well protected. Before computing the protection tree, the links' 
metrics are modified in order to take into account the backup resources sharing, 
discussed earlier. 
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Figure 5.8 Comparative acceptance rates for different local reliability requirements with D=3 
We first generated multicast requests having 3 destinations. Figure 5.8 depicts 
the acceptance rates, for the different considered topologies, function of the local 
reliability requirement URi. It is straightforward that when the reliability requirement 
becomes tighter, the acceptance rate decreases accordingly. Moreover, we clearly notice 
the advantages of considering the differentiated reliability. In fact, the gap on the 
acceptance rate between MSS and GR-SMRS with a reliability requirement of 0.99, 
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Figure 5.10 Comparative acceptance rates for different local reliability requirements with D=7 
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We also evaluated the effect of the global reliability on the acceptance rates 
provided by GR-SMRS. The obtained resluts are depicted in Figure 5.9. It is again 
straightforward that increasing the reliability requirements impacts the acceptance rates. 
In fact, when we decrease URg from 0.98 to 0.96, the acceptance rate is improved by 
about 200% for the 20 Nodes network. 
We also notice that having tight global reliability requirements, compared to 
local ones, impacts more the performances of the algorithm. In fact, the performances of 
GR-SMRS are clearly better in Figure 5.8 where they reach greater acceptance rates. 
Indeed, if we consider similar values for URg and URi, there can exist some routing 
configurations guaranteeing only the local reliability requirements and not the global 
ones. In the contrary, there can not exist configurations ensuring URg and violating UR/. 
We also evaluated the acceptance rates when the size of the destinations set is 
increased and equals to 7. As we kept the same reliability requirements and physical 
topologies, the acceptance rates are decreased accordingly. However, the advantage of 
the differentiated reliability is again highlighted as depicted in Figures 5.10 and 5.11. 
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Figure 5.11 Comparative acceptance rates for different global reliability requirements with D=7 
5.5 Conclusion 
In this paper, we have tackled the problem of Survivable Multicast Routing 
under SRLG constraints (SMRS). For that, we first formulated the problem as an Integer 
Linear Programming model that is shown NP-Complete. We then proposed a heuristic 
named GR-SMRS that relies on a decomposition technique to alleviate the complexity of 
the problem. 
Our mechanism acts as a reliable admission controller that provides reliable 
enough multicast routing configurations for the incoming multicast requests. This 
mechanism was tested through simulations and was proven to provide good 
performances, especially when compared to another algorithm that does not consider the 
differentiated reliability when taking routing decisions. 
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As future results, we first intend to develop a local search heuristic to tackle the 
SMRS problem. We also intend to consider other quality of service requirements 
(propagation delay and optical signal quality) while reliably routing new lightpaths. 
I l l 
CHAPITRE 6 
DISCUSSION GENERALE 
Dans ce chapitre, nous commencons par une synthese de nos objectifs de 
recherche et notre contribution en regard des differents defis evoque a travers les 
problematiques abordees. Par la suite, nous discutons l'approche methodologique 
consideree. Enfin, nous analysons les resultats obtenus et de leurs portees. 
6.1 Synthese des travaux 
La recherche menee dans cette these a donne lieu a cinq articles principaux de 
revue, dont trois presentes comme chapitres de cette these, une demande de brevet et 
plusieurs articles de conferences internationales avec comite de lecture. Chacun de ces 
articles de revue traite un ou plusieurs points evoques dans nos objectifs de recherche et 
dont la recapitulation est donnee ci-dessous. Deux de nos articles de revue sont deja 
publies tandis que les autres sont actuellement en cous devaluation. 
Le premier objectif de tout travail de recherche porte sur l'analyse de la 
litterature pertinente dans le domaine. Ainsi, nous avons consacre le Chapitre 3 a une 
revue de litterature exhaustive des mecanismes et architectures d'allocation de 
ressources, de controle d'admission et de support de QdS dans les reseaux de prochaines 
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generations. Ceci nous a permis de deceler les faiblesses et les lacunes de ces 
mecanismes afin des les traiter plus tard dans nos travaux de recherche. 
Dans un premier lieu, nous nous sommes concentres sur le theme assez large de 
1'allocation dynamique des ressources et du controle d'admission dans les reseaux 
GMPLS et MPLS. Ainsi, notre premiere contribution a ete de proposer un mecanisme de 
routage et de controle d'admission dans les reseaux multicouches GMPLS. Outre la 
problematique de routage, le probleme consiste egalement a fournir certaines garanties 
de QdS aux couches superieures du reseau, a savoir le delai de propagation optique de 
bout-en-bout et la qualite du signal optique. Le mecanisme de controle d'admission 
propose repose sur une modelisation en nombres entiers du probleme et une resolution 
exacte avec le logiciel de programmation mathematique ILOG CPLEX. L'analyse 
comparee des performances a montre que le mecanisme propose ameliore le taux de 
blocage des nouvelles connexions. 
Le deuxieme volet de nos contributions porte sur le controle d'admission dans 
les reseaux MPLS avec support de QdS de bout-en-bout. En effet, les mecanismes 
rencontres dans la litterature n'offrent generalement pas de garanties de QdS de bout-en-
bout et meme les approches analytiques sont tres conservatrices et ne permettent 
generalement pas une utilisation optimale des ressources du reseau. Nous avons 
d'ailleurs publie deux articles de conferences traitant le probleme de controle 
d'admission en modelisant les delais sur les liens du reseau comme des files d'attente 
M/M/l. Nous avons egalement demontre que cette approximation du delai est inadequate 
et s'avere conservatrice. Afin de pallier ce probleme, nous avons d'abord propose une 
borne superieure sur le delai et la gigue maximale de bout-en-bout, qui repose sur une 
certaine probability de violation des contraintes de QdS. Un tel resultat peut etre utilise 
aussi bien pour des mecanismes centralises (ou le controle est centralise dans un 
gestionnaire de ressources) que des mecanismes distribues (avec des protocoles de 
signalisation ou de reservation de ressources). Nous avons par la suite propose une 
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modelisation mathematique du probleme de controle d'admission dans les reseaux 
MPLS avec contraintes statistiques de QdS. Le mecanisme propose peut etre categorise 
comme base sur les mesures (Measurement-based Admission Control). En effet, des 
donnees empiriques sur les distributions des delais des paquets sur chaque equipement 
du reseau sont utilisees dans 1'evaluation de 1'admissibility des nouveaux trafics. 
Le troisieme volet de nos contributions porte sur la fiabilite des reseaux optiques 
WDM. En effet, la famille de technologies WDM a permis une exploitation optimale de 
la bande passante de la fibre en multiplexant plusieurs canaux simultanement. Ce grand 
gain en bande passante accentue davantage les effets d'une panne eventuelle de cette 
fibre, vu la quantite enorme de donnees vehiculees. Pour cela, il est tres important, lors 
de l'etablissement de chemins optiques, de prevoir des mecanismes performant de 
protection. Ce dernier point a donne lieu a trois articles de revue dont seulement un est 
presente dans cette these. Dans ce dernier, nous avons traite le probleme de routage 
multicast des chemins optiques avec fiabilite differentielle. L'algorithme propose peut 
cependant s'appliquer aux cas de chemins optiques unicast. Une etude comparative des 
resultats de simulations a permis, entre autres, de demontrer les avantages de la prise en 
consideration de la fiabilite differentielle. 
6.2 Methodologie 
La proposition de nouveaux mecanismes et algorithmes doit etre validee par une 
preuve de concept. Nous avons choisi, afin d'evaluer les performances des mecanismes 
proposes, d'utiliser une validation par simulations. Pour ce faire, les logiciels MATLAB 
et CPLEX, le simulateur de reseaux OPNET ainsi que l'environnement de 
developpement Visual C++.Net ont ete utilises. De plus, plusieurs batteries de tests ont 
ete effectuees pour la validation des algorithmes proposes suivant un plan d'experience 
clair et assez complet. 
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6.3 Analyse des resultats 
La validation numerique et par simulations des mecanismes et algorithmes 
proposes montre que les resultats obtenus sont tres satisfaisants. Outre les performances 
prometteuses, nous avons veille a ce que les algorithmes proposes soient compatibles 
avec les architectures des reseaux de prochaines generations en reposant sur des 
protocoles deja standardises et implantes, afin d'assurer une integration a moindre cout. 
De plus, afin d'inferer plus de credibility a nos travaux, nous avons procede a des 
analyses comparatives pour les differents algorithmes et mecanismes proposes. Les 
mecanismes auxquels nous nous sommes compares etaient generalement proposes dans 
des publications scientifiques recentes. Les resultats des simulations montrent une 
amelioration nette des performances et ce, pour les differents problemes abordes. En 
effet, le mecanisme de controle d'admission propose pour les reseaux GMPLS a permis 
de diminuer considerablement le taux de blocage des connexions en minimisant la 
charge supplementaire de creation de nouveaux chemins optiques. D' autre part, les 
resultats analytiques obtenus pour borner les contraintes de delai et de gigue maximales 
ont abouti au developpement de 1'algorithme de controle d'admission dans les reseaux 
MPLS avec contraintes statistiques de QdS. Cet algorithme a permis encore une fois de 
minimiser le taux de blocage des nouvelles connexions tout en respectant les contraintes 
statistiques de QdS. Les mecanismes egalement proposes pour le routage fiable des 
chemins optiques ont egalement fait 1'objet d'une evaluation comparative et ont permis, 
en plus de diminuer le taux de blocage des chemins optiques, de mettre en exergue les 




Les reseaux de communication de prochaines generations s'orientent de plus en 
plus vers la convergence des services et des technologies de transport et d'acces. De ce 
fait, les reseaux deviennent de plus en plus fort sollicites, surtout que la croissance de la 
demande en bande passante des applications supportees depasse nettement 
1'augmentation de la capacite de transport. Ceci a ainsi ecarte certaines solutions 
anterieurement adoptees telles que le surdimensionnement des reseaux. En outre, 
l'engouement des utilisateurs vers des applications multimedia et temps-reel contraint 
les operateurs de reseaux a garantir de nouvelles exigences de qualite de service (QdS). 
D'un autre cote, la criticite de certains types de trafic a fait de la fiabilite des reseaux de 
prochaines generations une recommandation cruciale. Cette these avait pour objectif 
d'apporter des solutions a ces differents problemes en proposant des mecanismes de 
controle d'admission avec support de la qualite de service ainsi que des algorithmes de 
routage fiable dans les reseaux optiques. Dans ce chapitre de conclusion, nous allons 
mettre en evidence les contributions de cette these. Par la suite, nous exposerons les 
limites de notre travail avant de terminer par une ebauche de recommandations pour des 
travaux futurs. 
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7.1 Sommaire des contributions 
Le premier but de cette these etait de proposer des mecanismes et des 
algorithmes pour l'optimisation de l'allocation des ressources et de controle d'admission 
dans les reseaux de prochaines generations. Le but etant d'offrir des garanties de qualite 
de service aux trafics vehicules. Cet objectif a ete atteint grace aux contributions 
suivantes : 
• Proposition d'un mecanisme de controle d'admission des nouveaux chemins 
optiques dans les reseaux GMPLS. Cette proposition est precedee par une 




Developpement d'une borne superieure theorique pour les contraintes 
statistiques de delai et de gigue de bout-en-bout. Le calcul de cette borne est 
base sur les donnees empiriques des distributions des delais des paquets sur 
les equipements du reseau ; 
Proposition d'un mecanisme de controle d'admission dans les reseaux MPLS 
avec contraintes statistiques de qualite de service. La modelisation des 
contraintes de qualite de service repose sur le resultat theorique obtenu 
precedemment. 
Le second but de la these etait d'adresser le probleme de fiabilite dans les 
reseaux optiques WDM en proposant des algorithmes de routage fiable (unicast et 
multicast) avec des garanties statistiques ou strictes de fiabilite. Plus specifiquement, nos 
contributions sont definies comme suit: 
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• Proposition d'un mecanisme, base sur la programmation mathematique, de 
routage des chemins optiques unicasts dans les reseaux WDM avec garanties 
statistiques de fiabilite notee 6ga\ement fiabilite differentielle ; 
• Proposition d'un mecanisme, base sur la programmation mathematique, de 
routage des chemins optiques multicasts dans les reseaux WDM avec 
garanties strides de fiabilite ; 
• Proposition d'un algorithme pour le routage des chemins optiques multicasts 
dans les reseaux WDM avec fiabilite differentielle. Le probleme a d'abord ete 
formule comme un modele mathematique lineaire en nombre entiers. Un 
algorithme heuristique a ete propose par la suite ; 
Toutes les solutions proposees ont ete validees par simulations. Cette validation a 
permis d'avoir des resultats qui montrent une amelioration des performances par rapport 
aux mecanismes de reference, disponibles dans la litterature. 
7.2 Limitations des travaux 
Notre travail presente quelques limitations, que nous allons presenter ci-dessous. 
Une premiere limitation pourrait venir de la nature centralisee des algorithmes proposes. 
En effet, les mecanismes de controle d'admission proposes reposent sur des donnees sur 
l'etat du reseau, collectees et acheminees a un gestionnaire de ressources central, 
responsable du controle d'admission. Cependant, cette limitation peut etre surmontee 
etant donne que les architectures des reseaux de prochaines generations prevoient des 
gestionnaires de ressources centralises (PCE pour 1'IETF et RACS pour ETSI, etc.). 
Une deuxieme limitation serait l'absence explicite d'un mecanisme, ou 
protocole, permettant la communication entre le gestionnaire des ressources et les 
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equipements du reseau, afin de recueillir certaines mesures et renforcer les decisions 
d'acceptation ou de rejet des nouveaux trafics. En effet, nos solutions font l'hypothese 
de 1'existence d'un tel mecanisme sans en donner la description. 
Finalement, etant donne que certains de nos mecanismes de controle d'admission 
reposent sur une resolution optimale du probleme modelise, 1'applicability de ces 
mecanismes est ainsi contrainte a la taille des reseaux a controler. En effet, cette 
resolution optimale a ete demontree adequate pour des reseaux de tailles reelles. 
L'augmentation eventuelle de la taille des reseaux des fournisseurs de service et 
l'integration de deux ou plusieurs reseaux peut rendre une telle resolution optimale non 
faisable. Cependant, ceci peut etre en partie compense par 1'augmentation continue de la 
puissance de calcul et de traitement des equipements informatiques modernes. 
7.3 Indication des travaux futurs 
Les reseaux de prochaines generations (NGN) etant encore dans une phase de 
conception, plusieurs problemes restent encore non-abordes. II existe ainsi plusieurs 
pistes de travaux futurs a la presente these. Nous allons presenter quelques unes qui 
s'inscrivent dans la continuity logique du travail entrepris dans cette these. 
Une premiere piste qui decoule directement de nos travaux serait d'implementer 
les algorithmes et mecanismes proposes soit a 1'aide d'un simulateur de reseau (OPNET 
ou NS2) ou d'un reseau test (testbed) qui permettrait d'evaluer des indices de 
performance relies aux operations du reseau (tels que la surcharge de calcul et de 
signalisation, la latence reelle de calcul, etc.). 
Une seconde possibilite serait d'exploiter la borne theorique sur les contraintes 
statistiques de qualite de service afin de developper un protocole distribue de controle 
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d'admission. Ce protocole peut simplement etre une extension a des mecanismes 
existants tels que RSVP-TE. Ceci permettra une compatibilite du protocole avec les 
architectures existantes des reseaux coeur. 
De plus, etant donne que les reseaux de prochaines generations convergent vers 
un plan de controle unifie, tel que GMPLS, une etude pourrait etre menee afin d'integrer 
les efforts d'optimisation a differents niveaux des couches du reseau (IP, MPLS, WDM), 
dans le but de proposer un mecanisme generique pour le controle d'admission. Dans un 
tel cadre, une etude approfondie des recommandations et des besoins de chacune des 
technologies impliquees doit etre menee. De plus, une enumeration exhaustive des 
differents types de trafics ainsi que de leurs requis de qualite de services devra 
egalement etre investiguee. 
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