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ON THE STRUCTURE OF FINITELY GENERATED
SHIFT-INVARIANT SUBSPACES
K. S. KAZARIAN
Abstract
A characterization of finitely generated shift-invariant subspaces is given when genera-
tors are g−minimal. An algorithm is given for the determination of the coefficients in the
well known representation of the Fourier transform of an element of the finitely generated
shift-invariant subspace as a linear combination of Fourier transformations of generators.
An estimate for the norms of those coefficients is derived. For the proof a sort of orthogo-
nalization procedure for generators is used which reminds the well known Gram-Schmidt
orthogonalization process.
1. Introduction
Further in the paper Tn = Rn/Zn and F ∈ L2(Tn) means that F is defined
on the whole space Rn as 1−periodic complex-valued function with respect to all
variables. Such a function is called Zn− periodic function. If w ≥ 0 is a measurable
function on a measurable set E ⊆ Rn then we say that φ ∈ L2(E,w) if φ : E → C
is measurable on E and the norm is defined by
‖φ‖L2(E,w) :=
(∫
E
|φ(t)|2w(t)dt
) 1
2
< +∞.
In the above notation w will be omitted if w ≡ 1.
With some abuse of the notation it will be interpreted also that Tn is the unit
cube [0, 1)n. The Lebesgue measure of a set E ⊂ Rn will be denoted as |E|n. The
characteristic function of the set E is denoted by χE . It is also supposed that
0
0 = 0. A closed subspace V of L
2(Rn) is called shift-invariant if for any f ∈ V and
for all k ∈ Zn f(·+ k) ∈ V. If Ω is a subset of L2(Rn) then we denote by S(Ω) the
shift-invariant subspace generated by Ω,
S(Ω) = span{ϕ(·+ k) : k ∈ Zn, ϕ ∈ Ω}.
If Ω consists of just one element ϕ then the corresponding subspace is called a
principle shift invariant space (PSI) and is denoted by S(ϕ). If cardΩ < ∞ then
S(Ω) is called finitely generated shift-invariant, or FSI space. A characterization
of FSI spaces in L2(Rn) is given in [1], [2]. Further on the Fourier transform,
an isometry from L2(Rn) onto itself, is defined so that the image of a function
f ∈ L1(Rn) ∩ L2(Rn) is given by
f̂(y) =
∫
Rn
f(x)e−2pii〈x,y〉dx.
Key words and phrases. Finitely generated shift invariant subspace, Fourier transform,
weighted norm spaces, orthogonalization procedure for generators.
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For f, g ∈ L2(Rn) using the definition given in [1] we put
[f, g](t) =
∑
k∈Zn
f(t+ k)g(t+ k).
It is easy to observe that [f, g] ∈ L1(Tn) and
|[f, g](t)|2 ≤ [f, f ](t)[g, g](t) almost everywhere on Tn.
When it will be convenient we also use the notation Wg(t) = [ĝ, ĝ](t) which is a
well defined Zn−periodic non-negative function. The orthogonal projection of a
function f ∈ L2(Rn) onto S(Ω) is denoted by PΩ(f).
The following theorem was proved in [1].
Theorem (BDR). For any finite subset G ⊂ L2(Rn) and any f ∈ L2(Rn), f ∈
S(G) if and only if
f̂ =
∑
φ∈G
mφφ̂
for some Zn−periodic functions mφ.
Different variations of the following lemma appeared in various publications (see
e.g. [3], [1], [2] and [5]).
Lemma 1.1. Let ϕ ∈ L2(Rn) then a function f is in S(ϕ), if and only if there is
a measurable function F defined on Tn such that F ∈ L2(Tn,Wϕ),
f̂(t) = F (t)ϕ̂(t) a.e. on Rn;
and
‖f‖L2(Rn) = ‖F‖L2(Tn,Wϕ).
The above lemma establishes an isometry between the subspace S(ϕ) and the
subspace
(1.1) Ŝ(ϕ) = ϕ̂L2(Tn,Wϕ) ⊂ L
2(Rn).
In [5] it was established that shifts of a generator constitute a summation basis
with respect to the Abel-Poisson and some Cesaro methods of summation in the
corresponding PSI. A survey about the results on basis properties in weighted mean
spaces of some incomplete orthonormal systems can be find in [4].
Let G = {φk}
N
k=1 ⊂ L
2(Rn) be a finite subset of non trivial functions. For any
φj ∈ G, 1 ≤ j ≤ N we put G
(j) = G \ {φj} and say that G is g−minimal if for any
1 ≤ j ≤ N it follows that φj /∈ S(G
(j)). Further in the paper we suppose that G is
g−minimal and N ≥ 2. Let
(1.2) ĥj = ϕ̂j − ̂PG(j)(ϕj), where 1 ≤ j ≤ N.
We say that G is an orthogonal set of generators if
(1.3) [φ̂l, φ̂j ](t) = 0 a.e. on T
n if j 6= l (1 ≤ l, j ≤ N).
In the present paper we prove the following theorem which gives a bit different
characterization of finitely generated SI subspaces when the set of generators is
g−minimal.
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Theorem 1.1. Let G = {ϕk}
N
k=1 ⊂ L
2(Rn) be a finite g−minimal subset. Then
for any f ∈ S(G) it follows that
(1.4) f̂ =
N∑
j=1
mj(f)ϕ̂j , where mj(f) =
[f̂ , ĥj ]
[ĥj , ĥj ]
∈ L2(Tn,Whj ),
and
(1.5)
N∑
j=1
‖mj(f)‖
2
L2(Tn,Whj )
≤ ‖f‖2L2(Rn),
where the functions hj are defined by (1.2).Moreover, for any j(1 ≤ j ≤ N) and
any m ∈ L2(Tn,Whj ) there exists ψ ∈ S(G
(j)) such that
mϕ̂j + ψ̂ ∈ Ŝ(G).
2. Orthogonalization of the generators
The following proposition is true.
Proposition 2.1. Let Ω = {φk}
ν
k=1 ⊂ L
2(Rn) be a finite set of orthogonal gener-
ators.
Then f ∈ S(Ω) if and only if
(2.1) f̂ =
ν∑
k=1
mk(f)φ̂k, where mk(f) =
[f̂ , φ̂k]
[φ̂k, φ̂k]
∈ L2(Tn,Wφk).
Moreover,
‖f‖2L2(Rn) =
ν∑
k=1
‖mk(f)‖
2
L2(Tn,Wφk )
.
Proof. For ν = 1 we have S(Ω) = S(ϕ). In this case the proposition holds by
Lemma 1.1. To check (2.1) one should observe that for any trigonometric poly-
nomial Q on Tn if f̂ = Qϕ̂ then [f̂ , ϕ̂] = Q[ϕ̂, ϕ̂]. Afterwards for any g ∈
L2(Tn,Wϕ) there exists a sequence of trigonometric polynomials {Qj}
∞
j=1 such
that limj→∞Qj = g in L
2(Tn,Wϕ). Which means that limj→∞[Qjϕ̂, ϕ̂] = [gϕ̂, ϕ̂],
hence, the condition (2.1) holds.
If ν > 1 by (1.3) it follows that S(φl)⊥S(φj) for l 6= j(1 ≤ l, j ≤ ν). Hence, if
f ∈ S(Ω) and f =
∑ν
j=1 fj , where fj ∈ S(φj), (1 ≤ j ≤ ν) then clearly ‖f‖
2
L2(Rn) =∑ν
j=1 ‖fj‖
2
L2(Rn).
Let f ∈ S(Ω) and let Pk =
∑ν
j=1 fj,k, where fj,k ∈ S(φj), 1 ≤ j ≤ ν for all k ∈ N
and limk→∞ Pk = f in L
2(Rn). It follows that {Pk}
∞
k=1 is a Cauchy sequence in
L2(Rn). By mutual orthogonality of the subspaces S(φj) we will have that each
sequence {fj,k}
∞
k=1 (1 ≤ j ≤ ν) is a Cauchy sequence in S(φj). Thus we obtain that
f =
∑ν
j=1 fj , where fj ∈ S(φj), (1 ≤ j ≤ ν).
The proof of sufficiency follows by Lemma 1.1. If the condition (2.1) holds then
mk(f)φ̂k ∈ Ŝ(φk) for all k(1 ≤ k ≤ ν). Hence, f ∈ S(Ω). 
Following two propositions establish an orthogonalization procedure for genera-
tors which remind the Gram-Schmidt orthogonalization process.
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Proposition 2.2. Let G = {ϕk}
N
k=1 ⊂ L
2(Rn) be a finite g−minimal subset.
Then the functions {gk}
N
k=1 defined by the relations g1 = ϕ1, and
(2.2) ĝk = ϕ̂k −
k−1∑
j=1
b
(k)
j ĝj , 1 < k ≤ N
where
(2.3) b
(k)
j = [ϕ̂k, ĝj ][ĝj , ĝj]
−1 ∈ L2(Tn,Wgj ), 1 ≤ j ≤ k − 1,
and gk ∈ S(Gk) for all k(1 ≤ k ≤ N), where Gk = {ϕj}
k
j=1. Moreover, for any
1 ≤ l, j ≤ N
(2.4) [ĝl, ĝj ](t) = 0 a.e. on T
n if j 6= l.
Proof. We prove by mathematical induction. First we check easily that [ĝ1, ĝ2] =
0 a.e. on Tn. On the other hand∫
Tn
|b
(2)
1 (t)|
2Wg1(t)dt ≤
∫
Tn
[ϕ̂2, ϕ̂2](t)dt =
∫
Rn
|ϕ̂2(t)|
2dt < +∞.
It is clear that g2 ∈ S(G2).
Afterwards, suppose that for some 1 < m ≤ N − 1 the condition (2.4) holds for
all 1 ≤ l, j ≤ m − 1, where the functions gj(1 ≤ j ≤ m − 1) are defined by (2.2)
and the coefficients satisfy the relations (2.3). Let ĝm = ϕ̂m−
∑m−1
j=1 b
(m)
j ĝj , where
b
(m)
j = [ϕ̂m, ĝj ][ĝj , ĝj]
−1. Then for any l(1 ≤ l ≤ m− 1) it follows that
[ĝm, ĝl] = [ϕ̂m, ĝl]− b
(m)
l [ĝl, ĝl] = [ϕ̂m, ĝl]− [ϕ̂m, ĝl] = 0 a.e.
That b
(m)
l ∈ L
2(Tn,Wgl), 1 ≤ l ≤ m − 1 is proved in the same way as the relation
b
(2)
1 ∈ L
2(Tn,Wg1 ). It is clear that gm ∈ S(Gm). 
The construction of the system {gk}
N
k=1 according to Proposition 2.2 will be
referred as orthogonalization procedure for generators. It should be mentioned
that the formula for the orthogonal projection of a function onto a given PSI was
obtained in [2].
Proposition 2.3. Let Gm be a finite g−minimal generating set for some 1 < m ≤
N . Suppose that {gk}
m
k=1 are defined by (2.2). Then S(Gm) = ⊕
m
k=1S(gk).
Proof. By (2.2) and (1.1) it is easy to check that
S(Gm) ⊆ ⊕
m
k=1S(gk) and S(Gm) ⊇ ⊕
m
k=1S(gk).

By Propositions 2.2 and 2.3 we obtain
Lemma 2.1. Let G = {ϕk}
N
k=1 ⊂ L
2(Rn) be a finite g−minimal subset. Then for
any f ∈ L2(Rn) the orthogonal projection PG(f) of f onto S(G) is given by
P̂G(f) =
N∑
k=1
[f̂ , ĝk][ĝk, ĝk]
−1ĝk,
where {gk}
N
k=1 are defined by equations (2.2) and (2.3).
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2.1. Proof of Theorem 1.1. For any f ∈ S(G) there exists a sequence of functions
Qν =
∑N
j=1 P
(ν)
j , where P
(ν)
j (x) =
∑
k∈Gν,j
γ
(ν,j)
k ϕj(x + k) and Gν,j ⊂ Z
n(ν ∈
N, 1 ≤ j ≤ N) are some bounded sets such that limν→∞Qν = f in L
2(Rn). Then
it follows that limµ→∞,µ<ν ‖Qν − Qµ‖L2(Rn) = 0. By the Plancherel theorem and
Proposition 2.1 it follows that for any j(1 ≤ j ≤ N)
‖Qν −Qµ‖L2(Rn) = ‖Q̂ν − Q̂µ‖L2(Rn) ≥ ‖T
(ν)
j − T
(µ)
j ‖L2(Tn,Whj ),
where hj is defined by (1.2) and
T
(ν)
j (t) =
∑
k∈Gν,j
γ
(ν,j)
k e
2pii〈k,t〉.
Thus the sequence {T
(ν)
j }
∞
ν=1 is a Cauchy sequence in the space L
2(Tn,Whj ). Let
mj(f) = limν→∞ T
(ν)
j , where the limit is taken in the space L
2(Tn,Whj ). We have
that
Q̂ν(t) =
N∑
j=1
T
(ν)
j (t)ϕ̂j(t)
and limν→∞ Q̂ν = f̂ in L
2(Rn). Hence, (1.4) holds.
The inequality (1.5) is proved by induction. Suppose that N = 2. By Propo-
sitions 2.3 and 2.1 it follows that the set of generators {ϕ1, h2} is orthogonal and
S(G) = S(ϕ1) ⊕ S(h2). Hence, by Proposition 2.2 it follows that ‖f‖
2
L2(Rn) =
‖m1(f)‖
2
L2(Tn,Wϕ1 )
+ ‖m2(f)‖
2
L2(Tn,Wh2 )
. On the other hand we have that
Wh1(t) = [ĥ1, ĥ1](t) =
[
ϕ̂1 −
[ϕ̂1, ϕ̂2]
[ϕ̂2, ϕ̂2]
ϕ̂2, ϕ̂1 −
[ϕ̂1, ϕ̂2]
[ϕ̂2, ϕ̂2]
ϕ̂2
]
(t)
= [ϕ̂1, ϕ̂1](t)−
|[ϕ̂1, ϕ̂2](t)|
2
[ϕ̂2, ϕ̂2](t)
≤Wϕ1(t).
Thus the inequality (1.5) is proved for N = 2. Suppose that the inequality (1.5)
is true for any g−minimal FSI S(G) with cardG = N . Let S(Ω) be a g−minimal
FSI such that Ω = {φk}
N+1
k=1 and let
(2.5) ϕ̂j = φ̂j −
[φ̂j , φ̂N+1]
[φ̂N+1, φ̂N+1]
φ̂N+1, 1 ≤ j ≤ N.
It is clear that S(G)⊥S(φN+1), where G = {ϕj}
N
j=1 and that
S(G) ⊕ S(φN+1) ⊆ S(Ω). On the other hand φj ∈ S(G) ⊕ S(φN+1) for any
1 ≤ j ≤ N . Thus S(G) ⊕ S(φN+1) = S(Ω) and we have that for any f ∈ S(Ω)
f̂ =
N∑
j=1
mj(f) +
[f̂ , φ̂N+1]
[φ̂N+1, φ̂N+1]
φ̂N+1,
where mj(f) are defined as in (1.4) and ĥj , 1 ≤ j ≤ N are defined by (1.2). It is
easy to check that for any 1 ≤ j ≤ N
φ̂j − ̂PΩ(j) (φj) = φ̂j −
̂PΩ(j) (ϕj)−
[φ̂j , φ̂N+1]
[φ̂N+1, φ̂N+1]
φ̂N+1 = ϕ̂j − ̂PG(j) (ϕj) = ĥj .
If we put
ĥN+1 = φ̂N+1 − ̂PΩ(N+1)(φN+1)
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then as above we check that WhN+1(t) ≤ WφN+1(t) and finish the proof using the
inductive supposition.
The second part of the theorem is an easy consequence of Propositions 2.1-2.3.
For a fixed j(1 ≤ j ≤ N) we consider a rearrangement {ϕkl}
N
l=1 of the generators
such that ϕkN = ϕj . Applying the orthogonalization procedure on the set of
generators {ϕkl}
N
l=1 we obtain an orthogonal set of generators {ψk}
N
k=1 such that
ψN = hj . By Proposition 2.3 it follows that S(G) = ⊕
N
k=1S(ψk). Thus for any
m ∈ L2(Tn,Whj ) if follows that mĥj ∈ Ŝ(G) and by (1.2) the proof is finished.
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