A counterion-only double-layer theory is developed taking a constrained entropy maximization approach based on an isothermal thermodynamic system. The double-layer interaction free energy per unit area between two charged planar surfaces is obtained in a consistent manner for the boundary conditions of constant surface charge density and charge regulation. Once applied to the nonpolar medium, it reveals that the electrical double-layer repulsion is weak and long-ranged. Asymptotically, the interaction decays as a power law, in contrast with that in the presence of an ion reservoir which decays exponentially at large surface separation. The applicability of the counterion-only model for describing colloidal stability in nonpolar media is discussed.
INTRODUCTION
The electrical double-layer interaction between charged solid surfaces immersed in a liquid is of prominent importance in many circumstances of practical importance. 1 Most commonly, surfaces interact across a solution that contains a reservoir of ions as the result of the dissociation of the electrolyte already present. There arise situations, however, where the ion reservoir is absent from the solution or its presence can be neglected. This is typically the case for the low electrolyte concentration or highly charged surfaces at small separations in aqueous media. Consequently, the only ions to be considered are the counterions, and this is called the counterion-only electrical double layer. For instance, it has been invoked in the interpretations of the spacing of liquid bilayers or lamellar liquid crystals, [2] [3] [4] the swelling of clay sheets, 5, 6 and the stability of colloidal suspensions. 7, 8 In all the above cases, surfaces of interest are highly charged and immersed in water without added electrolytes. In addition, it has been postulated that the counterion-only double layer may exist in a liquid-phase ceramic sintering melt, thereby contributing to the determination of the equilibrium thickness of intergranular glass films at elevated temperatures. 9 The concept of the counterion-only electrical double layer may also become relevant in a nonpolar liquid. 10 If a solid immersed in a nonpolar medium acquires a surface charge, the counterion concentration confined between surfaces upon bringing them close to each other is most likely far greater than that of the background ions, a condition that will be substantiated later in this study. Hence, again, the background ion reservoir can be neglected.
The ion reservoir in the bulk solution, when present, hosts an infinite number of ion species at a constant concentration, to which the ion concentration in the electrical double layer decays. From a thermodynamic viewpoint, this establishes a chemical potential for all ion species that is unaltered by the surface separation. In the case of the counterion-only electrical double layer, this thermodynamic foundation is removed, which in turn has a profound effect on the treatment of the interaction of the counterion-only double layer. Hitherto, it has been most common and convenient, as in the case of the presence of an ion reservoir, to take a Poisson-Boltzmann approach [2] [3] [4] 6, 9, [11] [12] [13] and only the boundary condition of constant surface charge density has been considered. In addition, while the pressure between surfaces resulting from the double-layer interaction can be obtained with this approach, it is not so straightforward to obtain the interaction free energy, which is the quantity that is accessible experimentally by direct surface force measurement techniques, such as the surface force apparatus 14, 15 ͑SFA͒ and the atomic force microscope 16 ͑AFM͒. This interaction free energy has been derived in a density functional approach by Attard and co-workers 12, 13 and Hansen and co-workers 17, 18 and in a statistical-mechanical approach 19 for the case of constant surface charge density. In these approaches, the distinction between the counterion-only double layer and the normal double layer with an ion reservoir manifests as different constructions of the Helmholtz free energy functional 13, 17, 18 or different expressions for their effective Hamiltonian. 19 These approaches, however, do not explicitly highlight the distinction between the different thermodynamic foundations upon which the counterion-only and the normal double-layer theories are established. The appreciation for such a thermodynamic distinction becomes particularly relevant when we discuss the applicability of the treatment of double layer interactions in liquids of low polarity or low ionic strength.
The approach undertaken in the present study is the maximization of the constrained total entropy. 20 It is a rigorous method that requires the construction of the constrained total entropy of an established thermodynamic system as a functional of the counterion density profile. This in turn demands the explicit expressions, thus allowing examination, of individual thermodynamic, i.e., entropic and energetic, contributions to the total entropy from each component of the thermodynamic system. The equilibrium of the system is found when the total entropy is maximized with respect to the counterion density profile. In doing so, the boundary conditions of constant surface charge density and charge regulation can be investigated in a coherent fashion with the assistance of the technique of Lagrange multipliers-that is, the different separation dependence of surface charge density in different boundary conditions acts as the side conditions or constraints when the maximization is performed. This also yields the Poisson-Boltzmann density profile for the counterions. The Helmholtz free energy of the system is just minus the product of the absolute temperature and the maximized entropy, and the separation-dependent components of the Helmholtz energy give the interaction free energy per unit area. We are particularly interested in applying the developed counterion-only model to a nonpolar liquid where the ionic strength is exceedingly low. It will be revealed that the double-layer interaction in a nonpolar liquid is weak and long-ranged, which has important implications to the colloidal stability in such media and also highlights the experimental challenge of detecting the double layer interaction in a nonpolar liquid.
I. THE THERMODYNAMIC SYSTEM AND CONSTRAINED TOTAL ENTROPY
To represent the case of the counterion-only electrical double layer, an isothermal thermodynamic system is established as illustrated schematically in Fig. 1 , which consists of three subsystems in thermal equilibrium. The first subsystem comprises two infinitely large, planar surfaces at a separation D apart, characterized by its entropy S 1 and energy E 1 ͑here and throughout the energy and entropy refer to those per unit area͒. It is assumed the number of surface sites per unit area on each surface is N 0 , of which all are occupied by the counterions except N s sites that are charged due to the dissolution of counterions. The second subsystem is made up of the counterions between the two surfaces distributing in the liquid characterized by its dielectric constant r , amounting to the total number of 2N s and having an entropy S 2 and an energy E 2 . The counterion number density at any position x is denoted as (x), if a Cartesian coordinate is established with its origin at the midplane between the two surfaces. The third subsystem is the thermal reservoir provided by the interacting solids, the surrounding liquids, and the container walls and has an entropy S 3 and an energy E 3 . It should be noted that the constrained total entropy is a maximum for temperature equilibrium between all the subsystems, which implies the zeroth law of thermodynamics.
The entire system is presumed isolated, and total energy E total is fixed, which is partitioned among the subsystems, i.e., E total ϭE 1 ϩE 2 ϩE 3 , where E 3 ӷE 1 and E 2 . It should be noted that such a division of energy between subsystems 1 and 2 is not unique, and here the interaction energy E 12 between the two subsystems has been arbitrarily assigned to E 2 . The effect of the presence of the liquid enters E total through the influence of its dielectric constant r on the individual energetic terms. The constrained total entropy S total is just the sum of that of the subsystems, S total ϭS total ͓E 1 ,E 2 ,͑x ͉͒E total ,N 0 ,D͔
and it is subjected to the constraint that all the counterions arise from the surfaces,
The notation in the first equality of Eq. ͑1͒ reads that S total is a functional of (x), and a function of E 1 and E 2 for any given E total , N 0 , and D. The entropy of the thermal reservoir S 3 can be expanded into a Taylor's series about E total , and truncating at the linear term leads to
where the definition of temperature T of the system as the energy derivative of the entropy has been used. The leading term after the Taylor expansion will be neglected since it is a constant and independent of E 1 , E 2 , or D. Thus, S total has become FIG. 1. Schematic representation of the isothermal thermodynamic system established for the derivation of the counterion-only theory taking an entropy maximization approach. The system consists of three subsystems in thermal equilibrium at an absolute temperature T, as described in the text and indicated in the figure. Each subsystem is characterized by its entropy and energy, S i and E i ͑iϭ1, 2, or 3͒. The liquid medium in which the system is immersed is regarded as a continuum with a dielectric constant r . In this case, the surfaces are negatively charged as a result of the dissolution of positive counterions of valency zϭϩ1 from the surface sites. A onedimensional Cartesian coordinate system is set up with two surfaces at a distance D apart located symmetrically with respect to the origin.
It should be stressed that the above total entropy is the entropy that the system has for arbitrary energy states, not necessarily the equilibrium ones. The second law of thermodynamics indicates that the equilibrium state corresponds to the maximum total entropy, and hence finding the equilibrium state is equivalent to identifying the energy partition, the counterion density distribution, and the surface charge density or potential, that maximize the entropy. Consequently, the Helmholtz energy per unit area Ā H for an isothermal system is related to the maximized total entropy ͑denoted as S total with an overbar͒, i.e., the maximum value of S total which occurs at the equilibrium energy Ē 1 and Ē 2 , through 21 Ā H ϭϪTS total , ͑5͒
and the double-layer interaction free energy Ā edl at any particular separation D is the change in the Helmholtz energy upon bringing the surfaces from infinity to
. This is the interaction free energy per unit area between two planar surfaces, and can be related to the experimentally measured surface force through the Derjaguin approximation. 22 Such a calculation requires, according to Eq. ͑4͒, explicit expressions for the individual entropic and energetic contributions to the total entropy from the two subsystems.
A. Surface entropy S 1 and surface energy E 1 If each surface is treated as a two-dimensional lattice, the entropy of the surfaces can be written as
where k B is the Boltzmann constant, and the Stirling approximation has been used. For the negatively charged surface as shown in Fig. 1 , the surface charge density is related to N s as ϭzeN s ϭ-qN s , with zϭϩ1 the valency of the counterions in the current model, e the electronic charge, and q the counterion charge.
The surface energy comprises the chemical part E c and the electrical part E el , i.e., E 1 ϭE 2 ϩE 2 . In the current model, the kinetic energy of the bound ions is not included. If a binding energy is defined that describes the difference in chemical energy 23 between a counterion on the surface and in solution, the chemical energy can be expressed as
Generally, is a negative constant, and a less negative value corresponds to the condition that the dissociation of the counterions is more favored, and in turn, to a higher surface charge density ͑cf. Table 1͒ . Such a definition of the binding energy ͓Eq. ͑7͔͒ states that the surface possesses an energy if a counterion is bound on the surface. If the electrical potential at either surface due to all the surface charges ͑i.e., on both surfaces͒ is ⌿ s , the electrical energy 24 is just
where the factor one-half is to avoid the double counting of the contribution from the surface charges, and an expression for ⌿ s will be given shortly.
B. Entropy S 2 and energy E 2 of counterions
If the subsystem of counterions is treated as an ideal gas, with m and e k2 (x) the mass and kinetic energy of an individual counterion at x, respectively, its thermally equilibrated but density profile constrained entropy S 2 can be expressed as
in which (x) is the counterion density at x, and ⌳ is the de Broglie thermal wavelength, ⌳ϭ(h 2 /2mk B T)
1/2 . The energy of the counterions also comprises a number of contributions, i.e., E 2 ϭE k2 ϩE e2 ϭE k2 ϩ(E ext ϩE mf ), in which the external and mean field components of the electrical energy E e2 are due to the surface charges and the counterions themselves, respectively, as expressed by
and
with the factor one-half ascribable to the double counting of the contributions of the counterions in the mean field approximation, and ⌿ (x) and ⌿ (x) the electrical potentials at any location x, respectively, due to the surface charge and the counterions, as denoted by the superscripts.
The total electrical potential ⌿(x) at any point x in the Cartesian coordinates established in Fig. 1 is the sum of that arising from the presence of the surface charge and that from the counterions,
where ⌿ (x) is constant throughout for any given surface separation D,
with 0 the permittivity of free space, and r the dielectric constant of the medium. The electrical potential due to the counterions is
Hence the surface potential is
and the midplane potential is
In the present convention, the surface potential has been set as zero ͓Eq. ͑15͔͒, and when we speak of potential ⌿(x) at any point x we refer to the difference in potentials, ⌿(x) Ϫ⌿ 0 . In the conventional double layer with an ion reservoir, it is the difference between the potential and that of the bulk liquid phase, ⌿(x)Ϫ⌿ bulk , that is significant, and the latter set to zero. Because there is no exchange between the double layer and a bulk phase in the present counterion-only model, we cannot compare ⌿(x) in the present model with the negative of the surface potential in the usual double layer, but it would be possible to compare the potential difference ͓surface minus midplane, ⌿(x)Ϫ⌿ 0 ͔ in the two models. In view of this, when we speak of constant potential below we really mean constant potential difference, whereas constant potential in the usual double layer means constant surface potential. As we show below, applying a boundary condition of constant potential difference can lead to unphysical results in certain limits. For constant charge and charge regulation, on the other hand, the situations with and without a bulk ion reservoir are analogous.
C. Maximization of constrained total entropy S total
Inserting the expressions for the individual entropic and energetic contributions as obtained above, the constrained total entropy ͓cf. Eq. ͑4͔͒ takes the form
͑17͒
To reach the equilibrium state and obtain the interaction free energy, maximization of S total is undertaken under different boundary conditions-constant charge density and charge regulation using the technique of Lagrange multiplierswhere the boundary conditions manifest as constraints or side conditions. It turns out that S total is a function of , and a functional of (x), and the method of functional differentiation is employed in the latter case. 25, 26 The equilibrium parameters obtained can then be utilized to derive the equilibrium S total .
Under different boundary conditions, the separation variations of the potential difference (⌿ 0 Ϫ⌿ s ) and surface charge density differ from each other. One universal constraint applicable to all boundary conditions is Eq. ͑2͒, which mathematically states that all the ions in the liquid originate from the surfaces. Accordingly, the maximization of an auxiliary function defined as Ŝ ϭS total ϩS = will be carried out, where S = represents the constraint, the exact expression of which depends on the boundary conditions. For the constant charge density case, remains a constant value as surface separation D varies, and thus the constraint can be written as
where with the subscript is the Lagrange multiplier, the superscripts and subscripts distinguishing different boundary conditions. The functional derivative of the auxiliary function with respect to (x) is
The equilibrium profile of the counterion distribution is the one that makes this vanish, and consequently it may be seen that the counterions obey the Boltzmann distribution,
where ␤ϭ1/k B T, and s is the surface counterion density, which also identifies the Lagrange multiplier ϭk B ln ⌳ 3 s . A further useful relation between the two components ⌿ and ⌿ (x) of the total electrical potential ͓cf. Eq. ͑12͔͒ may be obtained from the Boltzmann distribution, Eq. ͑20͒,
The boundary condition of constant charge density is appropriate when the process of ion adsorption and desorption on the surface is slow, but becomes unphysical particularly when the surfaces are very close to each other. 6 It is more feasible to allow counterions to readsorb back on to the surfaces, as in the case of charge regulation, where we no longer have to constrain , so it is straightforward to differentiate S total with respect to (x),
͑22͒
The first term in the above equation is just the right-hand side of the second equality in Eq. ͑19͒ without . It is straightforward to obtain the first factor of the second term by differentiating Eq. ͑17͒ at constant (x), and the second factor is just Ϫq/2. Setting all this to zero yields an equation identical to Eq. ͑20͒, with the equilibrium surface counterion density s related to the binding energy as
In the above relation, as the surface separation varies, the binding energy maintains its constancy by allowing both the equilibrium surface charge density and the midplane potential to vary with separation.
II. INTERACTION FREE ENERGY Ā edl
With the explicit expressions for the equilibrium density profile and surface charge density in the preceding section, one now requires the relation between the electrical potential and the surface charge density in order to calculate the interaction free energy.
A. The Poisson-Boltzmann equation
The second derivative of the electrical potential as defined in Eqs. ͑12͒-͑14͒ with respect to surface separation yields the Poisson equation. Further substitution of the equilibrium density profile as given by the Boltzmann distribution in Eq. ͑20͒ leads to the Poisson-Boltzmann (PB) equation,
The solution to the counterion-only PB equation has been given previously,
where ⌿ 0 is the midplane potential, and K is separation and charge dependent,
with 0 the midplane counterion density and the Bjerrum length, ϭ␤q 2 / r 0 . Furthermore, the gradient of the potential profile d⌿(x)/dx at the surface gives the surface charge density according to Gauss' law, which produces the transcendental relation connecting the potential with the surface charge density implicitly through K,
where s is proportional to the surface charge density, s ϭϪ/q. Moreover, from Eqs. ͑25͒ and ͑26͒ the surface counterion density is related to the surface charge density through
͑29͒
Finally, substitution of Eqs. ͑25͒, ͑28͒, and ͑29͒ into the Boltzmann distribution, Eq. ͑20͒, yields
We are now positioned to construct the expressions for the interaction free energy for three different boundary conditions.
B. Expressions for the interaction free energy Ā edl
Substitution of the equilibrium density profile into Eq. ͑17͒ gives the maximized total entropy, which also instantly yields the Helmholtz energy per unit area Ā H ͓cf. Eq. ͑5͔͒. Ā edl is just the separation-dependent component of Ā H . The maximized or equilibrium total entropy is, after insertion of Eq. ͑21͒ into Eq. ͑17͒,
͑31͒
Now if we let Î be the integral in the second term in the second equality of Eq. ͑31͒, and recall Eq. ͑30͒, Î becomes
Once the result in Eq. ͑32͒ is inserted into Eq. ͑31͒, the expression of Helmholtz energy per unit area due to the double-layer interaction of the isothermal thermodynamic system is obtained ͓cf. Eq. ͑5͔͒:
For the boundary condition of constant surface charge density, the equilibrium charge density remains unaltered as the surface separation varies, and the interaction free energy takes the form 12,13
with the superscripts denoting the constant charge density boundary condition. Thus, the only parameter required is the constant surface charge density , and K is subsequently obtained numerically from Eq. ͑27͒. This expression agrees with that obtained from the statistical-mechanical approach 13 and the density functional approach. 19 In the case of charge regulation ͑CR͒, the substitution of the binding energy as defined by Eq. ͑23͒ into Eq. ͑33͒, also using the relation in Eq. ͑28͒, leads to the Helmholtz energy per unit area
where J = is a separation independent constant, J = ϭ2N 0 ln(⌳ 3 /2N 0 2 ). As D→ϱ, K(ϱ)→0, and the second and third terms in the second equality in Eq. ͑35͒ vanish. The Helmholtz energy per unit area as D→ϱ becomes
and consequently, the interaction free energy per unit area is
In addition to K, the separation variation of the surface charge density has to be known in order to carry out the calculation in Eq. ͑37͒, and the knowledge of the binding energy alone can achieve this if the total number of surface sites N 0 is given. Specifically, the binding energy can be supplied in a ''bundled'' form as ⌳ Ϫ3 e ␤ , which ensures the generality of the current model by avoiding committing to any detailed charging mechanisms or specifying the chemical identity of the counterions that would have been required to calculate the de Broglie thermal wavelength ⌳. Initially, at a surface separation D, an estimated value of K is plugged into Eq. ͑27͒ to obtain s or the equilibrium , and in turn the surface counterion density s through Eq. ͑23͒. If K is selected correctly, this s should be in agreement with that obtained from Eq. ͑28͒. Accordingly, adjustment of K will be made numerically until this agreement is achieved. As the surface separation varies, the above numerical procedure is then repeated to discover the new equilibrium surface charge density and the interaction free energy.
For the boundary condition of constant potential, Eq. ͑25͒ gives ͑under the conditions ⌿ 0 Ϫ⌿ s ϭ⌿* and x ϭϮD/2)
͑38͒
To obtain the expression for the interaction free energy, we here resort to the fundamental thermodynamic relation that relates the pressure experienced by the surfaces and the midplane counterion density, 8, 20 
where Eq. ͑26͒ has also been used. Subsequently, with the assistance of Eq. ͑38͒, integration of the pressure with respect to the separation yields the interaction free energy per unit area,
The above integration has been made possible because of the availability of an explicit expression for K, Eq. ͑38͒. Equation ͑39͒ holds for all boundary conditions, but a similar integration cannot be carried out to obtain the interaction free energy in the cases of constant charge density and charge regulation due to the lack of an analytic expression for K, which has to be obtained numerically from the transcendental relation in Eq. ͑27͒. However, it can be shown that the derivative of the interaction free energy, ␤Ā edl (D) ͓Eq. ͑34͔͒
and ␤Ā edl CR (D) ͓Eq. ͑37͔͒ will lead to ␤ P(D) as expressed in Eq. ͑39͒.
III. RESULTS AND DISCUSSION

A. Midplane counterion density
It should be stressed that in previous sections we have dealt with the general case of nonequilibrium constrained quantities, and in this section our discussions are concerned with the equilibrium case, i.e., when the entropy is maximized. In Fig. 2 , the midplane counterion density is plotted as a function of surface separation in a nonpolar medium for three different boundary conditions, and the calculation here and throughout is performed at Tϭ298 K. In the current study, we have set the surface potential as zero and therefore, in the case of constant potential, it is the midplane potential that is kept constant as surface separation varies. Furthermore, it is noted that in the current model the surfaces are negatively charged and the charge densities here refer to their absolute magnitude. The plots in Fig. 2 are on a log-log scale to reveal the difference between three boundary conditions at small separations. In the case of constant potential, the distinction among ⌿* of 50, 100, and 200 mV ͑dotted curves with filled triangles, circles, and diamonds, respectively͒ is minor, and indeed, a saturating value is encountered as ⌿* reaches around 100 mV. The magnitude of the negative surface charge densities ͑solid curves͒ is 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 , sequentially from top to bottom. The scaled binding energy for the case of charge regulation ͑dashed curves͒, as listed in Table I , has been selected so that the equilibrium surface charge densities at the infinite separation would be in coincidence with those in the case of FIG. 2. Midplane counterion density as a function of surface separation on a log-log scale in a nonpolar medium with r ϭ2. The dashed curves are for the boundary condition of charge regulation, and the binding energy used is listed in Table I . The solid curves are for constant charge density with negative of 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 , from top to bottom sequentially. The dotted curves with filled diamonds, circles, and triangles are for constant midplane potentials ⌿* of 200, 100, and 50 mV, respectively. The 100 and 200 mV cases, and indeed also higher potentials, are almost indistinguishable, indicating that a saturating value has been reached at around 100 mV. The calculation is performed at Tϭ298 K. Ϫ11 m, respectively. This in turn gives the binding energy , ranging from some Ϫ3.35 k B T to Ϫ36.9 k B T, with a less negative corresponding to a higher surface charge density at the infinite surface separation.
The total number of surface sites N 0 used, also listed in Table I , corresponds to 0.534 nm 2 per site, which is comparable to that on an oxide surface. Due to the ion binding as the surfaces approach each other, charge regulation predicts a lower midplane counterion density than in the case of constant surface charge density. In all cases, however, the midplane counterion densities approach, e.g., 10
Ϫ5 mol/l at a separation of 100 nm. This is many orders of magnitude higher than either the experimentally or theoretically estimated background ionic concentration in a nonpolar medium, which typically lies in the range of 10 Ϫ9 to 10 Ϫ11 mol/l. 27, 28 This highlights the legitimacy of neglecting the presence of the ion reservoir in the bulk liquid and treating the electrical double layer as the counterion-only model in a nonpolar liquid.
The binding energy in pure water is some 3.6 k B T and 2.5 k B T more negative, respectively, for H ϩ and K ϩ as counterions than in a nonpolar liquid for any specific equilibrium charge density at infinity. This implies that a particular binding energy for any given counterion corresponds to a higher magnitude of surface charge density in water than in a nonpolar liquid. For comparison, the midplane counterion density in pure water ͑solid curves with empty circles͒ is presented in Fig. 3 together with that of the charge regulation case in nonpolar media ͑dashed curves͒. In both cases, the binding energy as listed in Table I corresponds to the surface charge densities of 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 at infinite surface separation ͑for curves sequentially from top to bottom in Fig. 3͒ . Again, the midplane counterion densities upon bringing surfaces close to each other, e.g., D Ͻ20 nm, are far greater than the background ionic concentration due to the self-dissociation of water molecules. Thus, it becomes justified to neglect the presence of the ion reservoir formed by the background H ϩ and OH Ϫ ions, and to treat it as a counterion-only electrical double layer. Furthermore, it is worth noting that for any comparable surface charge densities, but particularly for low surface charge densities and at short range, the midplane counterion density is higher in a nonpolar liquid than in pure water. Of course, solids would normally acquire a much higher surface charge in water than in nonpolar media.
B. Separation variation of midplane potential and surface charge density
Recall that the surface potential has been set as zero ͓Eq. ͑15͔͒, and thus the midplane potential is equivalent to the negative ''surface potential'' in the conventional sense. Figure 4 illustrates on a log-log scale the separation variation of the midplane potential ⌿ 0 in a nonpolar liquid for the boundary conditions of charge regulation ͑dashed curves͒ and constant charge density ͑solid curves͒. For both boundary conditions, the midplane potential deceases as the surfaces are brought closer to each other. This is expected as we have chosen the surface potential as the reference state (⌿ s ϭ0) and the midplane potential is expressed with respect to ⌿ s . The difference between two boundary conditions becomes profound as the surfaces approach each other, with the charge regulation predicting a lower midplane potential, again due to the occurrence of ion binding at the surface. Also, the difference becomes observable at increasingly larger surface separations as the binding energy becomes more negative or the surface charge density decreases. Fur- FIG. 3 . Midplane counterion density as a function of surface separation on a log-log scale for the boundary condition of charge regulation in pure water ͑solid curves with empty circles͒, in comparison to that in a nonpolar liquid ͑dashed curves, already presented in Fig. 2͒ . The binding energy used for the calculation is listed in Table I , corresponding to the absolute equilibrium charge densities at infinity of 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 from top to bottom sequentially for both pure water and the nonpolar liquid .   FIG. 4 . Separation variation of the midplane potential in a nonpolar liquid on a log-log scale for the boundary conditions of constant surface charge density ͑solid curves͒ and charge regulation ͑dashed curves͒. The binding energy and surface charge densities for the curves are the same as in Fig. 2 and listed in Table I. thermore, it is surprising to observe that a relatively high potential can be sustained in a nonpolar liquid; for instance, in the case of a low surface charge density of Ϫ10 Ϫ3 C/m 2 , ⌿ 0 is around 73 mV at Dϭ100 nm, and this values grows to some 104 mV at Dϭ200 nm.
The separation variation of the absolute surface charge density in a nonpolar liquid for the boundary conditions of charge regulation is plotted on a log-log scale in Fig. 5 . As expected, the surface charge density decreases as surfaces approach each other due to ion binding, and this becomes more appreciable for the more negative binding energy.
A graphical interpretation of the separation variation of the potential and charge density is presented in Fig. 6 . Two planar surfaces are placed on an axis at 0 and D A as illustrated, and the potential profile is schematically shown as a solid curve. The surface potential ⌿ s is set as zero and retains this value, while the positive midplane potential is denoted as ⌿ A at this separation. The surface charge density A is proportional to the gradient of the potential profile at the surface. When the surface on the right-hand side is brought to D B , this may take place either holding the midplane potential or the surface charge density constant. To keep the midplane potential constant at ⌿ A , the potential profile has to be compressed ''horizontally.'' This is very different than the normal ͑ion-reservoir͒ constant potential case, where the difference between surface and midplane potentials is not constant. Consequently, the gradient of the potential profile becomes steeper, and in turn the magnitude of the surface charge density grows to B . This corresponds to the situation encountered in the boundary condition of constant potential. Alternatively, for the surface charge density to retain its value at A , the potential profile has to be compressed ''vertically'' to keep its slope constant at the surface, and this is the situation in the boundary condition of constant charge density. For the boundary condition of charge regulation, the potential profile would assume the configuration that gives the midplane potential of ⌿ C and the surface charge density of C , with ⌿ C Ͻ⌿ B Ͻ⌿ A and ͉ C ͉ Ͻ͉ A ͉Ͻ͉ B ͉.
C. Total interaction free energy per unit area
The double-layer interaction free energy per unit area, expressed as 2Ā edl , as a function of surface separation in a nonpolar liquid for different boundary conditions, is shown in Fig. 7 , with the inset highlighting the distinctions between different boundary conditions at short range. The surface charge densities in the case of constant density ͑solid curves in the figure͒ are negative 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 sequentially from top to bottom. In the case of the boundary condition of charge regulation ͑dashed curves͒, the parameters required for the calculation are the total number of surface sites N 0 and the binding energy . The binding energy, listed in Table I , has been selected so that the charge densities at the infinite separation coincide with those in the constant charge density case. In practice, a large surface separation, e.g., 100 m, is set as the infinity, at which the Helmholtz energy per unit area is set to zero. Therefore, the surface charge densities in the first column of Table I actually correspond to those at this separation. The midplane potentials used in the case of constant potential are 200, 100, 50 mV, corresponding to the dotted curves with filled symbols in the figure from top to bottom sequentially. It can be observed from the figure that the interactions under all boundary conditions share some common features. In general, the interaction is very weak and long-ranged. Also, the decay of the interaction is slow ͑as a power law-see the discussions on the asymptotic behavior below͒. The magnitude of the interaction approaches saturation as reaches around Ϫ10 Ϫ3 C/m 2 , ⌿ 0 around 100 mV, and the scaled binding energy ⌳ Ϫ3 e ␤ around 2.30ϫ10 22 m Ϫ3 , respectively, for the boundary conditions of constant charge density, constant midplane potential, and charge regulation. The strongest double-layer interaction detectable in a nonpolar liquid is limited by this saturation, if the counterion-only double layer is to be assumed. FIG. 5 . Separation variation of the surface charge density in a nonpolar liquid on a log-log scale for the boundary condition of charge regulation ͑dashed curves͒, the binding energy for which is the same as in Fig. 2 and listed in Table I . At large separation, the interaction free energy for charge regulation converges with that for constant charge density case, given the same surface charge density at infinite surface separation, and the constant charge density case predicts a stronger interaction than the charge regulation case as surfaces approach each other. This distinction is not surprising, as the charge regulation boundary condition allows the counterions to be readsorbed back onto the surfaces, which is more physically feasible. The consequent decrease in the surface charge would lead to a weaker interaction.
D. Asymptotic behavior
It is instructive to explore the asymptotic behavior at large separation. In the case of high surface charge density and for the boundary conditions of constant surface density and charge regulation, the asymptotic expansion of K(D) may be obtained from Eq. ͑27͒ as
As D→ϱ, K→/D→0. In the case of constant charge density, the insertion of the above expansion into Eq. ͑34͒ gives
͑42͒
That is, the interaction free energy decays as a power law, and to the leading order, it is surprisingly independent of the surface charge density-which also gives the upper limit or the saturation value of the interaction energy. As seen in Fig.  7 
where mϭ2 Ϫ1 ⌳ Ϫ3 e ␤ . That is, for any given system, the binding energy determines the maximum surface charge density that could be reached as surfaces are separated. Consequently, the surface counterion density also approaches asymptotically towards a constant value,
The asymptotic expression for the interaction free energy may be evaluated from Eq. ͑37͒ as
the leading term, thus the saturation value, of which is identical to that in the case of constant surface charge density ͓cf. Eq. ͑42͔͒. In the case of constant midplane potential, from Eq. ͑40͒ it is clear that the interaction decays inversely with separation for any given fixed midplane potential. In the limit of large midplane potential, the arccosine term in Eq. ͑40͒ approaches /2, and again the interaction energy reaches its saturation value,
Total interaction free energy per unit area, expressed as 2Ā edl , as a function of surface separation in a nonpolar liquid plotted on a log-log scale for the boundary conditions of constant charge density ͑solid curves͒, charge regulation ͑dashed curves͒, and constant potential ͑dotted curves with filled symbols͒. In the case of charge regulation, the binding energy has been selected so that the charge densities at the infinite surface separation correspond to the constant surface charge density case of 0.1, 10 Ϫ2 , 10 Ϫ3 , 10 Ϫ4 , and 10 Ϫ5 C/m 2 sequentially from top to bottom curves. The binding energy and the corresponding charge densities at infinity are listed in Table I . The midplane potentials are, respectively, 200, 100, and 50 mV ͑filled diamonds, circles, and triangles, respectively, in the figure͒ in the case of constant potential. The inset shows the total interaction free energy per unit area replotted on a linear-log scale, revealing the distinctions between different boundary conditions at short range.
which is the same as that in the cases of constant surface charge density and charge regulation ͓cf. Eqs. ͑42͒ and ͑47͔͒. In practice, this saturation is almost reached as the midplane potential reaches around 100 mV, evident from Fig. 7 .
It should be remarked that the presentation of the interaction free energy per unit area in Fig. 7 in the form of 2Ā edl is intended to connect with the surface force F(D), an experimentally accessible parameter with the force measuring techniques such as SFA and AFM, through the Derjaguin approximation, 22 i.e., F(D)/Rϭ2Ā edl (D), where R is the effective local radius of curvature of the interacting surfaces. The applicability of the Derjaguin approximation is justified, as from the foregoing evaluation of the asymptotic behavior of the counterion-only double layer, it turns out the interaction free energy decays as a power law asymptotically.
Furthermore, in the cases of constant surface charge density and charge regulation, Eq. ͑29͒ predicts that as D→ϱ, the midplane potential ⌿ 0 →ϱ. This highlights the limit of the counterion-ion model-it becomes unphysical as D →ϱ. Indeed, the counterion-only model cannot be established for a single surface. Figure 8 compares the total interaction free energy per unit area in a nonpolar liquid with that in pure water, which now includes the van der Waals interaction as well, i.e., Ā total ϭĀ edl ϩĀ vdW . Ā edl in nonpolar liquid is calculated for constant surface charge density of Ϫ1ϫ10 Ϫ3 C/m 2 , and with this charge density the double-layer repulsion has reached it saturation value, that is, it represents the strongest possible double layer repulsion in a nonpolar liquid. The same value is also used for calculating the double layer interaction in pure water assuming a bulk electrolyte concentration of 1ϫ10 Ϫ7 M , which represents the double layer interaction of longest possible range in aqueous media. The range of the interactions presented in Fig. 8 is up to 5 m, and for separation greater than a few nm the van der Waals interaction is negligible in comparison to the double-layer interaction. Thus, we have not considered the effect of retardation in calculating the van der Waals interaction. Note that Ϫ10 Ϫ3 C/m 2 is a very low value for water. Nonetheless, the DLVO Derjaguin-Landau-Verwey-Overbeek interaction in water is more than one order of magnitude stronger than that in the nonpolar liquid. Such a weak magnitude, together with an extreme long range, makes it very difficult to experimentally detect the double-layer interaction in a nonpolar liquid.
E. Comparison of the double layer interaction in a nonpolar liquid with that in water
Such a difficulty is twofold. First, the typical surface charge density estimated from the electrokinetic studies lies around 10 Ϫ3 to 10 Ϫ6 C/m 2 or below. This tells us that the magnitude of the double-layer interaction, if present, will be very weak. Second, the double layer will be very diffuse, if the concept of the Debye length Ϫ1 is applied. For a nonpolar liquid with exceedingly low ionic strength, Ϫ1 exceeds tens of m as estimated in a few electrokinetic studies. 27, [29] [30] [31] [32] [33] The overlap of the diffuse double layers results in a long-range interaction, which combining with the weak magnitude makes the interaction difficult to detect for any force measuring techniques. The above argument is essentially an extension of the theory of the aqueous doublelayer interaction. However, it introduces some conceptual difficulties. For instance, for a particle of 1 m diameter and a surface charge density of 10 Ϫ5 C/m 2 immersed in a nonpolar solution with some 10 Ϫ10 M background ions, it represents some 196 unit charges on an individual particle surface, and the balancing counterions of an equal number have to distribute around the particle with a decaying Debye length greater than some hundred m. In fact, Novotny 34 and Fowkes and co-workers 35 have estimated 35 and 69 unit charges on their individual particle surfaces, respectively. The definition of the Debye length originates from the presence of an ion reservoir in the bulk liquid to which the ionic distribution decays. The ion reservoir also possesses a constant chemical potential that is unaltered as the separation between solid surfaces varies. This condition is easily met in an aqueous medium in which adequate ions are present to sustain such a reservoir, but its validity may be overstretched in a nonpolar liquid. Osmond has also stated his criticism along a similar line that there are too few counterions to invoke the concept of the Debye decay. 36 A reply to this criticism is the suggestion that in a nonpolar liquid the double layer is so diffused that it can be regarded as infinitely thick, or ϳ0. 30, 32, 33, [37] [38] [39] [40] This approach is in essence equivalent to neglecting the presence of the ion reservoir, although it is not realized and explicitly acknowledged as such. As a consequence, the treatment of the aqueous doublelayer interaction is inherited, merely setting ϳ0. For in- FIG. 8 . Comparison between the total interaction free energy 2(Ā edl ϩĀ vdW ) in water with a 1:1 electrolyte concentration of 10 Ϫ7 M ͑upper curve͒, and that in a nonpolar liquid ͑lower curve͒ for the boundary condition of constant charge density. Ā edl in water is calculated by numerically solving the Poisson-Boltzmann equation using the Chan-Pashley-White algorithm ͑Ref. 46͒, and Ā edl in the nonpolar liquid using the counteriononly theory developed in the current study. The surface charge density is Ϫ10 Ϫ3 C/m 2 in both cases, and the nonretarded Hamaker constants used for calculating Ā vdW are 4ϫ10 Ϫ21 J ͑Ref. 6͒ and 2ϫ10 Ϫ20 J in the nonpolar liquid and water, respectively. stance, for a pair of spherical particles carrying a surface charge Q at a center-to-center distance D cc apart, the repulsive double-layer interaction energy Ā edl (D cc ) between them is reduced to the Coulomb law,
In the above approach, making the assumption that ϳ0 is legitimate, however, the subsequent employment of the treatment of the aqueous double-layer is thermodynamically inappropriate. The derivation of the aqueous double-layer theory is based on a constant chemical potential thermodynamic system, 20 and removing the ion reservoir will remove this thermodynamic foundation as well.
If the assumption that the presence of ions in the bulk liquid is negligible is to be followed, the proper approach is to treat the nonpolar double layer as a counterion-only double layer. 10 In fact, it has on occasions been suggested that the counterions may be regarded as the only ionic species present in the case of nonpolar media, 34, 35, 41 although it has been proposed without realizing the above-mentioned inadequacy of the ''ϳ0'' approach. In one particular theoretical study in a concentrated colloidal system in low polar media carried out by Féat and Levine, 42 the double layer is treated through the counterion-only model, but the counterion distribution is arbitrarily taken as uniform without any formal justification. The results obtained have been subsequently utilized in a later study to substantiate the observed colloidal stability. 43 Again, the proposition of the assumption of a uniform counterion distribution implies the underlying acceptance of an infinitely large Debye length.
The confusion associated with ''borrowing'' the aqueous double-layer theory is partly due to the derivation of the theory that is familiar to experimentalists, which routinely uses the Poisson-Boltzmann equation as the starting point. 1, 3, 4, 6, 9, 13, 44 Rigorous and accurate for what it is intended for, it, however, does not illustrate the thermodynamic significance that we would like to emphasize here. The constrained entropy approach adopted in the current study allows the thermodynamic foundation of the system to be highlighted. Recently, an attempt has been made successfully in detecting a double-layer interaction in a nonpolar liquid using a modified surface force apparatus. 10 In that study, it has been shown that indeed the measured doublelayer interaction can be satisfactorily described by the counterion-only model under certain experimental conditions.
SUMMARY AND CONCLUSIONS
A counterion-only theory has been developed and applied to the calculation of the interaction free energy per unit area between two semi-infinite parallel plates immersed in a nonpolar liquid. The intended feature of the current study is the constrained entropy approach. A prerequisite for taking this approach is the establishment of a thermodynamic system, and in our case, it is an isothermal one. It requires explicit expressions, thus allows the appreciation for the entropic and energetic contributions from the subsystems to the total entropy. Boundary conditions of constant charge density and charge regulation have been considered in a consistent fashion with the technique of Lagrange multipliers, while the constant midplane potential case is unphysical. Our results have produced the same expression of the interaction free energy for the boundary condition of constant surface charge density as other approaches. The new result is the boundary condition of charge regulation that has been evaluated by incorporating a chemical binding energy into the surface energy and allowing the surface charge to vary with surface separation. This spares us with detailed charging mechanisms at the surface, thus avoiding complicated treatment 45 and keeping the general applicability of the results.
We have shown that the double-layer interaction free energy in a nonpolar liquid is weak and long-ranged, more than one order of magnitude weaker than that in water. Asymptotically, the interaction free energy decays as a power law for all boundary conditions, in contrast with that of the conventional double layer, which decays exponentially at large separation. At shorter range, the constant surface charge density case predicts a stronger interaction than the charge regulation case. Of our particular interest, in the case of charge regulation, both the midplane potential and the surface charge density decrease as surfaces approach each other. We believe that the counterion-ion model has important implications in describing colloidal stability in nonpolar media.
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