It is well known that data is critical for training neural networks. Lot have been written about quantities of data required to train networks well. However, there is not much publications on how data quality effects convergence of such networks. There is dearth of information on what is considered good data ( for the task ). This empirical experimental study explores some impacts of data quality. Specific results are shown in the paper how simple changes can have impact on Mean Average Precision (mAP).
Introduction
Training is arguably the most critical part of building 
Related Works
Over the last few years a number of data sets have 
Results
The results of the experiments are detailed in the following. 
Discussion
The The mAP did go down a little bit when the number of objects were reduced to 150 (experiment 4). At 50 objects per class (experiment 5), the mAP went down further than it did for 150 objects. The complete object count for training set for each class of animals are as shown in Table 2 . 
