Abstract. We study the structure of Verma type modules of level zero induced from non-standard Borel subalgebras of an affine Kac-Moody algebra. For such modules in "general position" we describe the unique irreducible quotients, construct a BGG type resolution and prove the BGG duality in certain categories. All results are extended to generalized Verma type modules of zero level.
Introduction
One of the significant differences between finite-dimensional and affine KacMoody algebras is the existence of root system partitions which are not "equivalent" to the standard partition into positive and negative roots. All W × {±1}-inequivalent partitions for affine root systems (W is the Weyl group) were classified in [10] , [11] and in [5] , [6] . There exist only a finite number of them (always more than one) and each such partition, labeled by some finite set of integers X, defines a non-standard Borel subalgebra B X of the affine Lie algebra G and a Verma type module M X (λ) induced from B X . Verma type modules were introduced in [10] and [6] . The main difference between the classical Verma modules [12] and the modules induced from the non-standard Borel subalgebras is that the latter always have both finite and infinite-dimensional weight spaces. Verma type modules of a non-zero level, i.e. when the central element acts with a non-zero charge, were extensively studied in [1] and [9] . In this case the structure of a module M X (λ) is completely determined by its subspace M f (λ) containing all finite-dimensional weight subspaces of M X (λ). The subspace M f (λ) has a module structure for a certain infinite-dimensional Lie subalgebraG f with a triangular decomposition [13] , and, when the central element acts with a non-zero charge, any submodule N ⊂ M X (λ) can be recovered from N f = N ∩M f X (λ). This leads to the equivalence between a certain category O X λ of G-modules and a certain category ofG f -modules, which implies the BGG duality in O X λ and a BGG type resolution for M X (λ) [2] . These results were extended in [3] for the generalized Verma type modules of a non-zero level induced from a non-standard parabolic subalgebra.
In the present paper we study the Verma type modules on which the central element acts with a zero charge. When X = ∅ such modules were considered in [10] , [11] , [6] and [7] . The case of a zero level is apriori more difficult than that of a nonzero level since the module M X (λ) may have subquotients that are not the quotients of Verma type modules [7] . Nevertheless, a similar approach can be developed for λ in "general position". In particular, we describe the submodules and the irreducible quotients L X (λ) of M X (λ) when λ is in "general position". The equivalence of suitable categories for "general position" then leads to the BGG duality in a certain category O X (λ) and to the construction of a strong BGG resolution for L X (λ 0 ), X connected, λ 0 trivial. All results are extended for generalized Verma modules of zero level induced from a non-standard parabolic subalgebra. Now we briefly describe the structure of the paper. In section 2 we recall the construction and the basic properties of Verma type modules and generalized Verma type modules. In section 3 we establish an important technical result (Proposition 3.2) and discuss the properties of the imaginary Verma modules M ∅ (λ).
Since the central element of G acts trivially, the module M X (λ) is reducible and can be substituted by a certain quotientM X (λ). The central result of section 4 is Theorem 4.8, which establishes the criterion of irreducibility for modulesM X (λ). Section 5 is devoted to the study of modules M X (λ) under the assumption that M X (λ) is irreducible. In section 6 we discuss the irreducible quotients of M X (λ) (Theorem 6.1) in the particular case whenM f X (λ) is an irreducibleG f -module. We lift that restriction in section 7 and describe the irreducible quotients of M X (λ) for λ in "general position" (Theorem 7.7). A strong BGG resolution for modules L X (λ 0 ) with connected X and trivial λ 0 is constructed in section 8 (Theorem 8.2), and the BGG duality in certain categories O X (λ) of G-modules with λ in "general position" is established in section 9 (Theorem 9.6). The generalized Verma type modules of level zero are discussed in section 10, and suitable categories O X,S (λ, q) with the BGG duality in section 11. Some subcategories of O X,S (λ, q) with the BGG duality are considered in section 12.
Preliminaries
Let C denote the complex numbers, C * = C \ {0}, A = (a ij ), 0 ≤ i, j ≤ n, be a generalized Cartan matrix of affine type and G = G(A) be the corresponding affine Kac-Moody algebra of rank n+1 with a Cartan subalgebra H and a one-dimensional centre Z = Cc ⊂ H. Let also ∆ = ∆ re ∪ ∆ im be the root system of G, where ∆ re is the set of real roots, ∆ im = {kδ|k ∈ Z \ {0}} is the set of imaginary roots and δ is an indivisible imaginary root. We use [12] as our main reference for Kac-Moody algebras. It follows from [5] that one can choose a basis
Each α ∈ ∆ defines a root subspace G α , and G = H ⊕ α∈∆ G α . Fix a basis X α in each G α , α ∈ ∆. Unless otherwise stated we will always refer to this fixed basis.
For ⊂ π 0 let Q ± be the semigroup in H * generated by ± , Q be the free abelian group generated by , ∆( ) = Q ∩∆,
, and let Q f ± (resp. Q ± ) be the monoid generated by ∆ f ± (resp. ±P (X)). For a Lie subalgebra A ⊂ G, U (A) denotes the universal enveloping algebra of A. Clearly, U (A) is a Q-graded algebra,
and then define [y, u] for any u ∈ U (G) by linearity.
For ⊂ π, φ =φ + nδ ∈ Q,φ ∈Q, n ∈ Z and 0 = u ∈ U (G) φ denote by ht (φ) the number of elements of ± in the decomposition ofφ, and let ht (u) = ht (φ), |u| = n, u = |n|. We also set ht
For ⊂ π consider the subalgebras G ± ( ) = G β , β ∈ (Q ± + Zδ) ∩ ∆ re , and let G( ) be a subalgebra of G generated by G ± ( ). In particular, setG
is the Verma m-module with highest weight λ with respect to the triangular decomposition m = m − ⊕ H ⊕ m + [13] , and in particular it is m − -free. We can also view the modules M f (λ) and L f (λ) as p X -modules with the trivial action of u + X . When λ(c) = 0, the structure of M X (λ) is completely determined by M f (λ), and the irreducible quotients of Verma type modules in this case were described in [1] and [9] .
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The subalgebra N X,S is called a non-standard parabolic subalgebra [3] .
Let λ ∈ H * and λ S be the restriction of λ to H S . Suppose that λ S is dominant integral and consider a finite-dimensional irreducible m S -module V S (λ) with highest weight λ (i.e. λ+α ∈ P (V S (µ)) for any α ∈ S). We can view V S (λ) as N X,S -module with a trivial action of T + X,S and define the G-module
associated with X, S and λ. The module M X,S (λ) is called a generalized Verma type module. If S = ∅ then M X,∅ (λ) is the Verma type module associated with X and λ. The properties of modules M X,S (λ) were discussed in [3] . Clearly,
Imaginary Verma modules
In this section we discuss the properties of the modules M ∅ (λ). Such modules were studied originally in [10] , [11] and [7] . Following [7] we call them imaginary Verma modules.
First we establish the following technical lemma and proposition which will be used later. Lemma 3.1.
1. If ψ ∈ ∆ + , ht (ψ) = 1 and ht f (ψ) = 0, then there exists
Proof. Statements (1), (2) and (5) are obvious. Let φ ∈ ∆ + and n ∈ Z as in (3). Since φ ∈∆ and ht f (φ) = 0, there exists β ∈ π f such that β + φ ∈ ∆ and β − φ ∈ ∆ . Suppose first that G is a non-twisted affine Lie algebra. In this case, for any m ∈ Z, m + n = 0, [G β , T m,n ] = 0, which implies that T m,n ⊂Ḡ. Now let G be a twisted affine Lie algebra and G = D 
The case when n ≡ 2(mod 3) can be treated similarly. This completes the proof of (3). The proof of (4) is analogous to the proof of (3).
Then the following statements are equivalent:
and (µ, β) = 0, we immediately conclude that U (G( ))G −β v 0 v 0 and hence (1) implies (2) . Assume now that G −β v 0 = 0 for all β ∈ (µ). If (µ) = then N Cv 0 and the statement (1) is trivial. Let (µ) = and v an arbitrary non-zero element of N . Then v = uv 0 , u ∈ U (G − ( )), and we may assume that u is homogeneous. We divide the proof of statement (1) into several steps.
Step 1. Suppose that ht (µ) (u) = d > 0. Using the fact that N is free over G − ( , µ) and the PBW Theorem, we can write u as a linear combination of the monomials (5) we can find an element φ ∈∆ + for which ht (µ) (φ) = 1 and φ + φ s(1)1 ∈ ∆ − ( ). Also by Lemma 3.1, (4) one can choose n ∈ Z + such that n > |u| + , φ + nδ ∈ ∆ and φ + φ s(1)1 + (n s(1)1 + n)δ ∈ ∆. Since [y, u i ] = 0 for y ∈ G φ+nδ \ {0} and for all i, the chosen ordering and n guarantee that [y, u] contains a monomial
By induction on d we find an element z ∈ G + ( ) such that zv ∈ N and ht (µ) (zv) = 0. We will assume that
where Step 3. Let G = A
2 , u ∈ U (G − ( )) 2β+mδ , −β ∈ \ (µ). Then u can be written in the form
where a kn ∈ C * , k + n = m, k ≥ n, and the basis of G is chosen in such a way that
We will assume that there are at least two terms in (3.2); otherwise
Step 3 can be easily reduced to Step 2. If p > n 0 − m and −β + pδ ∈ ∆, then X −β+pδ v = X −β+pδ uv 0 = −2( k,n a kn )X β+(p+m)δ v 0 and thus we can apply Step 2 if X −β+pδ v = 0. Suppose that X −β+pδ v = 0. Since N is free as G − ( , µ)-module, we conclude that k,n a kn = 0. Letn be the minimal number among all n's in a kn and let n 0 = 0. Since (µ, β) = 0, it implies that X −β−nδ v is proportional to X β+(m−n)δ v 0 and hence we can apply Step 2. Suppose now that n 0 > 0. Since m −n >n, an element of type
is proportional to
Continuing this procedure we find s > 0 for which
and we conclude by induction that
and v 0 ∈Ñ , which completes the proof.
Step
where there are at least two terms in (3.3) Step 5. Suppose that η = 2β 1 + . . . + 2β n , −β i ∈ \ (µ), i = 1, . . . , n, and for each φ ij in (1) either ht (φ ij ) = 1 or ht (φ ij ) = 2 and 1 2 φ ij ∈ . The proof of statement (1) in this case follows from Steps 3 and 4 using induction on n.
Step 6. Suppose that in (3.1) there exist i and j for which ht (φ ji ) ≥ 2 and 1 2 φ ji ∈ or there exists β ∈ −( \ (µ)) such that η − 3β ∈ Q − . Using Lemma 3.1, (2) and (4) one can find an element y ∈ U (G + ( )) such that yv = yuv 0 = u v 0 where u ∈ U (G − ( )) and it has the same form as in Step 5. We leave the details to the reader. This completes the proof of the proposition. Now assume that X = ∅ and consider the properties of the modules M ∅ (λ). One can easily see that 0 < dim M ∅ (λ) µ < ∞ if and only if µ = λ − kδ, k ∈ Z + , which together with Theorem 2.1 implies that M ∅ (λ) is irreducible if and only if λ(c) = 0 [10] , [7] .
Suppose that λ(c) = 0 and denote 
is the trivial onedimensional module and the maximal submodule of M ∅ (λ) has irreducible subquotients which are not of type L ∅ (µ) [7] .
Verma type modules of zero level
From now on we assume that X = I ∪ ∅. In this section we begin a study of Verma type modules M X (λ) with λ(c) = 0. Consider a subspaceM = U (Ḡ − )Ḡ − v λ of M X (λ). 
Lemma 4.1. U (G)M is a proper submodule of M (λ).

Proof. If
, and hence it is a VermaG f -module with highest weight λ with respect to the triangular decompositionG
as a vector space. Consider the natural map τ : M X (λ) →M (λ) and letṽ λ = τ (v λ ). Proof. Using the PBW Theorem we can write (2) there exists φ ∈ ∆ + such that ht (φ) = 1 and φ − φ s(1)1 ∈∆ − . By Lemma 3.1, (4), we can choose sufficiently large n ∈ Z + for which φ − φ s(1)1 + (n s(1)1 − n)δ ∈ −P (X), n > |n ik | for all i, k and n > |u k | + for all k. For 0 = y ∈ G φ−nδ it follows thatν(yX −φ s(1)1 +n s(1)1 δ ) = 0,ν(yu) = 0 and ht (ν(yu)) = 0. If 
Lemma 4.2. Let
0 = v 0 ∈M f (λ) µ , µ ∈ H * . AG-module V = U (G)vu = k X 1k −φ 1k +n 1k δ . . . X s(k)k −φ s(k)k +n s(k)k δ u k , where ht (φ ik ) = 0 for all i, k, −φ ik + n ik δ = −φ jk + n jk δ if i = j for all k; n ik , ik ∈ Z, ik > 0, and u k ∈ U (G f − ⊕G − ). By the assumption, i ht (φ ik ) = ht (u) for each k. Consider a subset Ω ⊂ {φ ik } consisting of all ψ such that ht (ψ) = min i,k ht (φ ik ). We may assume that φ s(1)1 ∈ Ω, ht (φ 1k ) ≥ . . . ≥ ht (φ s(k)k ) for all k, and that −φ s(1)1 + n s(1)1 δ = −φ ik + n ik δ implies i = s(k). If φ s(1)1 ∈ ∆ then by Lemma 3.1,
Proof. If ht
f (ψ) = 0 then the statement follows from Lemma 3.1, (3). Let ht f (ψ) = 0. By Lemma 3.1, (1) and (4) there exist φ ∈ ∆ + for which φ− ψ ∈∆ f − , and t ∈ Z + such that φ − ψ + (n − t)δ ∈ −P (X) and φ − tδ ∈ ∆. Then for 0 = y ∈ G φ−mδ we have 0 =ν(yX −ψ+nδ ) ∈ U (G f − ), and the lemma follows.
Using Lemmas 4.3 and 4.4 and induction on r, we can choose ψ 1 , . . . , ψ r ∈ ∆ + and sufficiently large t 1 , . . . , t r such that 0 =ν(y r . . .
Remark 4.6. Proposition 4.5 is also valid in the case when the element u is not homogeneous, i.e., u = i c i u i where Using the PBW Theorem we can writeν(y u) = k u (1) k u (2) k , where u
where
k consider those with smallest |u (2) k | and denote them byũ
. We complete the proof by setting y = zy . Now we are in a position to prove the criterion of irreducibility for modules M (λ). 
, which again contradicts the irreducibility ofM (λ).
Conversely, suppose that conditions (1) and (2) of the theorem are satisfied. Let N be a non-zero G-submodule ofM (λ) and 0 = v ∈ N. Then by Proposition 4.7 there exists y ∈ U (G) such that 0
Let λ ∈ H * , λ(c) = 0. In this section we will assume thatM (λ) is an irreducible G-module, i.e. it satifies the conditions (1) and (2) Proof. Let N be a non-zero proper submodule of M X (λ) and 0 = v ∈ N. Then v = uv λ for some u ∈ U (G − X ). Using the PBW Theorem we can write u as the following linear combination:
where a k ∈ C * and u
k are monomials such that u
We will also assume that u is homogeneous. If (4) .
and hence ν(yu ) ∈ S(H). Then we have yuv
. Suppose now that (u) > 1. Applying the same procedure as in the proof of Proposition 4.5 (see also Remark 4.6) we find an element y 1 ∈ u(G) such that
m ∈ U(Ḡ − ) and for each m there exists k ∈ K 0 such thatũ 
where for each ∈ L there exists k ∈ K 0 such thatũ = u (4) k andũ m =ũ n if m = n. We conclude that 0 = y 2 y 1 v ∈ N ∩M , and hence [N ] = 0.
Suppose that b t = 0. Then we can write u in the form
k for all , k and u
n if m = n. Then (u) = |L| + |K|. Consider the element
k .
Then ζv λ = v − Suppose now that ζv λ = 0. Since (ζ) = |K| + |L \ {t}| = (u) − 1, we can apply induction on (u) and conclude thatũ v λ ∈ [N ], ∈ L \ {t} and u
. This completes the proof of the lemma.
Let N ⊂ M X (λ). It follows from Lemma 5.1 that N has a local composition series with all irreducible quotients isomorphic toM (λ − mδ), m ∈ Z + . Moreover the number [N :M (λ−mδ)] does not depend on the choice of a local composition series for any m ∈ Z + . The following statement is a generalization of Proposition 3.4.
Proof. Statement 1 follows from Theorem 4.8, while 2 and 3 follow from Proposition 5.2.
Irreducible quotients of
as vector spaces. In this section we consider the case whenM f (λ) is an irreducible G f -module and there exists at least one α ∈π such that (λ, α) = 0, which implies thatM (λ) is no longer irreducible.
Set A = G − (π(λ)), wherẽ
andτ :M(λ) →M(λ) be natural maps andv λ =τ(ṽ λ ). We will identify the elements ofÛ with their representatives in
Proof. One can easily see that B is a proper submodule ofM (λ). But 
Thus we can assume that ht (u) = 0. Ifht(u) = 0, then following the proof of Proposition 4.7 we find an element y 1 ∈ U (G) such that 0 =ν(
irreducible G f -module, which implies that N =M (λ). The theorem is proved.
Remark 6.2. Let α ∈π and (λ, α) = 0. The structure of the module M X (λ) in this case is quite mysterious. For example, M X (λ) has irreducible subquotients which are not of type L X (µ) [7] .
In this section we will assume that the G f -moduleM f (λ) is reducible. Thus L X (λ) is the unique irreducible quotient ofM (λ) and L f (λ) is the unique irreducible quotient ofM f (λ). 
We will prove this conjecture for λ in "general position". Definition 7.3. Let λ ∈ H * , λ(c) = 0. We will say that λ is in general position if (µ, β) = 0 for all µ ∈ λ + Q π f and any β ∈ π \π. Proof. Denote v = uv λ . Assume that u k ∈Û η k and set µ k = µ− η k , η k ∈ Q, k ∈ K. Then (µ k , β) = 0 for any β ∈ π and k ∈ K, since λ is in "general position". We will prove the statement by induction on |K|, D(u) and |S(u)| simultaneously.
Step 
