We investigate the problem of computing a nested expectation of the form
1. Introduction. Our focus in the current work is on computing the following quantity of interest
where H is the Heaviside step function (i.e., H(x) = 1 for x ≥ 0 and 0 otherwise) and the inner expectation of the random variable X is conditional on the value of the outer random variable, Y . This problem appears in many settings. However, our main motivation for looking at this problem is to compute the probability of a large loss from a financial portfolio, see for example [2, 11] . In such a context, X would be the sum of losses at maturity from the options in the portfolio in excess of some threshold value, while Y would be the value of the underlying stocks and other risk factors at some short risk horizon. Our approach to approximating η in (1) draws from the work of Gordy & Juneja [11] . There, the authors expressed the probability of a large loss as a nested expectation then proposed using nested Monte Carlo samplers to estimate both the outer and inner expectations. They proved that using O(ε −1 ) samples in the inner Monte Carlo sampler and O(ε −2 ) samples in the outer Monte Carlo sampler is sufficient, under certain conditions, to achieve a root mean squared (RME) error of O(ε) in the estimation of η. Thus the total cost of their method is O(ε −3 ). See [10] for sharper and extended analysis of their results. In [2] , Broadie et. al. improved the complexity of the nested Monte Carlo method by adapting the number of samples in the inner Monte Carlo sampler to the specific sample of the outer random variable, Y . The basic idea relies on the fact that the step function in (1) does not change value when a large error is committed in the estimation of the inner conditional expectation, E[X | Y ], provided it is sufficiently far from 0. Hence, depending on |E[X | Y ]| and the size of the statistical error that is committed when approximating E[X | Y ] with a Monte Carlo sampler, the required number of samples is determined with a cap which is again O(ε −1 ). Using this idea, it was shown in [2] that, under certain conditions, the expected required number of samples in the inner Monte Carlo estimator is O(ε −1/2 ), bringing the total cost of the nested Monte Carlo method down to O(ε −5/2 ). We will review in more details the nested Monte Carlo method and the adaptive method to select the number of inner samples in Section 2.1.
In parallel, the Multilevel Monte Carlo (MLMC) method was introduced in [7] to reduce the complexity of Monte Carlo methods when only approximate samples of a random variable can be generated and, hence, Monte Carlo approximations are necessarily biased. Assume we wish to estimate E[g] for some random variable, g. Denoting the ℓ th level approximation of E[g] by E[g ℓ ] such that |E[g ℓ ]−E[g]| = O(2 −αℓ ) ℓ→∞ − −− → 0 for some α > 0, the first step to approximate E[g], up to a RMS error ε, is to select the approximation level, L, such that |E[g]−E[g L ]| = O(ε). A standard Monte Carlo method then approximates E[g L ] with a sufficient number of samples such that the standard deviation of the approximation is also O(ε). If we assume that the cost of computing a single sample of g ℓ is O(2 γℓ ), the complexity of this Monte Carlo method is O(ε −2−γ/α ). On the other hand, MLMC is based on the telescopic sum
Then, we estimate E[g 0 ] and E[g ℓ −g ℓ−1 ], for ℓ ≤ L, with independent Monte Carlo samplers with a number of samples that is decreasing as ℓ → 0. Provided that g ℓ and g ℓ−1 are sufficiently correlated such that V[g ℓ − g ℓ−1 ] = 2. Nested estimators for nested expectations.
2.1. Nested MC estimators. In this section we review the works of Gordy & Juneja [11] and Broadie et. al [2] which are based on approximating the inner and outer expectations in (1) using Monte Carlo. In [11] , the conditional inner expectation E[X | Y = y], for a given y, is estimated using an unbiased Monte Carlo estimator with N samples as follows: (2) E N (y) = 1 N N n=1
x (n) (y) where x (n) (y) is the n'th sample of the random variable X given Y = y and {x (n) } n are mutually independent, conditional on Y = y. Then, Monte Carlo is used again to approximate the outer expectation as follows:
where y (m) is the m'th sample of the random variable Y and {y (m) } m are mutually independent. Denote the joint density of the two random variables E[X | Y ] and E N (Y ) by p N (y, z). Moreover, for i = 0, 1 and 2, assume that ∂ i ∂y i p N (y, z) exists and that there exist a non-negative function, p i,N , such that Heuristically, assuming that given Y we have an estimate E N (Y ) > 0, then the authors in [2] ask: what is the probability that adding an extra sample will produce a negative estimate? Denoting the random variables µ := E[X | Y ] and σ 2 := V[X | Y ] and using Chebyshev's inequality yields
Then, for d := |µ|, we only need N ≥ ε −1/2 σ/d in order to ensure that adding a new inner sample does not change the value of the step function with probability ε, i.e., that our estimate
is correct with probability ε. In [2] , two algorithms were introduced to adaptively determine the number of samples in the inner Monte Carlo sampler of a nested Monte Carlo method. The first is based on minimising the total required number of samples for all inner Monte Carlo samplers subject to some error tolerance. The second algorithm is iterative, such that in every iteration estimates of d and σ given Y are computed using N inner samples, then more inner samples are added until N d/σ exceeds some error margin threshold. In the current work, we instead start by adding a cap on the number of samples and set
Hence when δ := d/σ = o(ε 1/2 ), we would use the maximum number of samples, otherwise, fewer samples are used and we still get the same estimate for H E N (Y ) with probability ε. Assuming that the random variable δ has a distribution with a bounded density near 0, the average number of samples is then O(ε −1/2 ) and the complexity of the nested Monte Carlo method with this choice of number of samples is O(ε −5/2 ).
MLMC for nested expectation.
In this section, based on ideas in [3, 8, 13] , we will use a MLMC estimator to approximate the outer expectation, using the number of samples in the inner Monte Carlo as a discretization parameter, as follows (5) η
where the estimator of the inner expectation, E N ℓ , is as defined in (2) where, as before, N ℓ−1 are mutually independent, but conditional on the same y, and independent from the samples
Again, due to [11, Proposition 1] and under the assumptions listed therein, and recalled in Section 2.1, we have Assumption 2.1. We assume that the probability density function of the non-negative random variable, δ, denoted by ρ, exists. Moreover, we assume that there exist constants ρ 0 > 0 and δ 0 > 0 such that ρ(δ) ≤ ρ 0 for all δ ∈ [0, δ 0 ].
Based on this assumption and for a positive, non-increasing function a, we have
which can be shown by splitting the integral at δ 0 and then bounding ρ using Assumption 2.1. We will also make repeated use of the following identity for a q > 1 and a constant b > 0
which can be shown by splitting the integral at b 1/q . Proposition 2.2 (Variance of the inner MC). Let X, Y be two random variables satisfying Assumption 2.1. Then
where, by Chebyshev's inequality and bounding the probability by 1, we have
Taking expectation over Y yields
Here we first used (8) and then (9) . Hence, the variance is O(N −1/2 ).
Based on this proposition and under Assumptions 2.1, for a deterministic choice of N ℓ , increasing with level, we have
since for any two random variables V and W , we have
. Hence, if we make a simple choice of N ℓ = N 0 2 ℓ and provided the assumptions of [11, Proposition 1] are satisfied so that we have (7), we can conclude, according to standard MLMC complexity analysis (with α = 2β = γ = 1), that the cost to approximate η to an error tolerance of ε is O(ε −5/2 ).
Remark 2.3 (Using antithetic sampling). In some nested simulation applications, it is possible to use an antithetic estimator, where all samples in the fine estimator, E (f,···) , are used in the coarse estimator, E (c,···) , in each level to increase the correlation between the fine and coarse estimators of the inner conditional expectation; see, for example, [8] or Section 3 for more details. In fact, such an estimator was used to compute the moments of the total loss from a portfolio at a risk horizon, in [12] . However, using antithetic sampling does not change the variance convergence rate in our setting because the discontinuity in the step function violates the differentiability requirements of the antithetic estimator. In fact, the main correlation between the fine and coarse samples is due to the strong convergence of the inner Monte Carlo estimator (10) and using independent samples is sufficient to get the rate in (12) . Nevertheless, using an antithetic estimator might reduce the variance by a constant, as we will discuss in Section 3. We do not emphasise this in the presented theorems for clarity of presentation.
2.3.
Adaptive Sampling for MLMC. In this section, we apply the adaptive sampling method mentioned in Section 2.1 to the MLMC estimator of the outer expectation and analyse the resulting algorithm. Our aim is to increase the variance convergence to O(2 −ℓ ) while still using O(2 ℓ ) inner samples per level on average, so that the MLMC complexity is O(ε −2 |log ε| 2 ). In this section, in addition to Assumption 2.1, we also work under the following assumption.
Assumption 2.4. We assume that for some 2 < q < ∞, the q th normalised, central moment of X given Y is uniformly bounded for all values of Y , i.e.
Moreover, we will make repeated use of the following lemma:
Lemma 2.5. Let Z N be an average of N i.i.d. samples of a random variable, Z, with zero mean and finite q th moment. Then for any z > 0 there exists a constant, C q , depending only on q, such that
Proof. Denoting by {Z n } N n=1 the N samples of Z, the discrete Burkholder-Davis-Gundy inequality gives
where C q is a constant depending only on q [4] . The second result follows immediately using Markov's inequality and bounding the probability by 1.
In particular, given Y ,
and using the definition of κ q , we have
This is a generalisation of (11) when we have bounded q-moments.
2.3.1.
Algorithm. Recall the choice (4) for the adaptive number of samples that was made in [2] . Another choice can be motivated by the Central Limit Theorem. We know that a Monte Carlo estimate of E[X | Y ] with N samples, denoted by E N , has an error that is roughly bounded by C V[X | Y ]/N , where C is a confidence constant. Then, we only need
is correct. Imposing, again, a maximum number of samples of O(ε −1 ), we get
Compare this to (4) and note the different power of (d/σ) and the introduction of the confidence constant C. More generally, in the context of MLMC, the algorithm we would like to use should ensure, conditioned on Y , that the number of samples, for some given confidence constant C and 1 < r < 2 as we shall see later. The choice (15) is motivated from (4) and (14), with the following changes: i) the number of samples on level ℓ is now bounded below by N 0 2 ℓ and bounded above by N 0 4 ℓ , ii) we introduce a generic power r, where, for a given value of Y , the number of samples increases as r decreases, see Figure 1 , and iii) we introduce a confidence constant C ≥ 1.
The difficulty with (15) is that we do not know a-priori the values of d and σ, given Y , so instead we use an iterative algorithm, inspired by [2, Algorithm 3] , that doubles the number of samples N ℓ at every iteration, then estimates d and σ. The algorithm then terminates when N ℓ satisfies N ℓ ≥ N ℓ , where N ℓ is the same as N ℓ , but computed with the current estimates of d and σ, denoted by d and σ, respectively. Hence, the output of the algorithm, N ℓ satisfies
The full algorithm is listed in Algorithm 1. Note that the number of inner samples this algorithm uses to determine N ℓ is, at most,
Numerical analysis.
In this section we will show that, under Assumptions 2.1 and 2.4, the adaptive algorithm has a random output, N ℓ , that satisfies E[N ℓ ] = O(2 ℓ ). Moreover, we will show that, with this random choice 
From here, using standard MLMC complexity analysis, the complexity of our method is O(ε −2 |log ε| 2 ). We start in Lemma 2.6 by proving the results when we have perfect knowledge of d and σ 2 , then in Theorem 2.7 we consider the case when d and σ 2 are Monte Carlo estimates of d and σ 2 , given Y . Lemma 2.6 (Perfect adaptive sampling). Under Assumptions 2.1 and 2.4, for the estimator (6) and the number of samples N ℓ obtained using
Comment. Even though the setting of this lemma is idealistic, in that it assumes perfect knowledge of d and σ 2 , its proof still illustrates important points. The first point is the usage of (13) to bound the tail probability of a Monte Carlo average. The second point is that the bounds on the value of r ∈ (1, 2 − 2/q) are needed even with such perfect knowledge.
As stated previously, as r increases, the required number of inner samples, for the same value of y, decreases. This means that, subject to the condition r < 2 − 2/q or when q → ∞, we want to take r as close as possible to 2 to reduce the total number of needed inner samples while still maintaining the same variance convergence rate. On the other hand, if, for example, we only have bounded fourth moments, i.e., q = 4, then we must have r < 3/2 to have the same convergence rate of the variance.
Proof. In this lemma, we are supposing that we have perfect knowledge of d and σ, and hence N = N . Recall that the output of the adaptive algorithm satisfies (16) . Then, given N ℓ < 2 N ℓ we have,
where we first used (8) and then (9) .
On the other hand, by (13),
where we first used (8) and then changed the variable of integration from δ to z. The integral in the first term is a constant independent of ℓ and can be computed using (9) 
Theorem 2.7 (Adaptive sampling with d and σ-estimators). Let Assumptions 2.1 and 2.4 and consider the estimator (6) and the number of samples N ℓ obtained using Algorithm 1 for
Assume further that in every iteration of the algorithm given Y , the current number of samples, N ℓ , and {x (m) (Y )} N ℓ n=1 being i.i.d. samples of X given Y , we estimate d and σ 2 by
and
respectively. Then we have
Before proving this theorem, we prove a corollary to Lemma 2.5 that bounds the probability of incurring a given error when estimating the variance, σ 2 , with (23).
Corollary 2.8. Let Assumption 2.4 hold, and consider Algorithm 1 for a given Y where σ is estimated with (23) at every iteration. Then, for any constant c 1 > 0, there exists a constant c 2 , depending only on N 0 , κ q , q and c 1 , such that
where σ is the final estimate of σ that uses N ℓ inner samples.
Proof. We can write
Next, using Lemma 2.5 and the fact that
Then, for the estimate σ using N ℓ inner samples, we have
We are now ready to prove Theorem 2.7.
Proof. First, for a given value of Y and a corresponding δ = d/σ, assume that with perfect knowledge of δ the adaptive algorithm would return N 0 2 ℓ * as the number of inner samples, for ℓ ≤ ℓ * ≤ 2ℓ. Given the stopping condition, we have
whenever ℓ < ℓ * ≤ 2ℓ for the left inequality and whenever ℓ ≤ ℓ * < 2ℓ for the right inequality. Moreover, suppose that the adaptive algorithm, with the estimates d and σ 2 for a given Y , returns N 0 2 ℓ for ℓ ≤ ℓ ≤ 2ℓ. The proof proceeds by analysing the probability that ℓ differs significantly from ℓ * to bound the variance and work. In what follows, the constants in the O(·) notation depend on κ q , q, N 0 , C and r only.
Bounding the work. To bound the work, we consider the case in which the adaptive algorithm terminates on a level ℓ ′ such that ℓ ′ ≥ ℓ * + 3 for ℓ ≤ ℓ * ≤ 2ℓ − 3, i.e., the case of using too many inner samples. This implies that the termination condition of the adaptive algorithm was not satisfied in each (ℓ ′′ − ℓ) th iteration of the algorithm where ℓ * + 2 ≤ ℓ ′′ < ℓ ′ . This, with the right inequality in (24), yield
where δ ℓ ′′ = d ℓ ′′ / σ ℓ ′′ and d ℓ ′′ and σ 2 ℓ ′′ denote the Monte Carlo estimates of d and σ 2 , respectively, using N 0 2 ℓ ′′ inner samples. Then, since the inner samples used in the iterations of Algorithm 1 are mutually independent, we have
for any ℓ ′ such that ℓ ′ ≥ ℓ * + 3. Using the right inequality in (24) and (13), yields
Moreover, using Corollary 2.8, we have, for any Y ,
Hence for any ℓ ′ such that ℓ * + 3 ≤ ℓ ′ ≤ 2ℓ and ℓ ≤ ℓ * ≤ 2ℓ − 3, we have
In general, this bounds P
Next, conditional on Y we compute the expected number of samples, N ℓ , as follows
where we substituted (25) in the last step. Since the sum in the previous equation is bounded for any q, we have, using the bound on ℓ * in (24), the fact that ℓ ≤ ℓ * ≤ 2ℓ and and the definition of z in (20), that
for all values of z, and a similar calculation to (17) gives the desired bound on the overall expected number of inner samples.
Bounding the variance. When bounding the variance, we want to control the probability of ℓ being significantly smaller than ℓ * , i.e., the probability of using significantly fewer inner samples than we would have had we used d and σ instead of their approximations, d and σ, respectively. In particular, ℓ < ℓ * implies that d over-estimates d and/or σ under-estimates σ. We first deal with the latter case by denoting
) and writing the variance as
for some constant 0 < b < 1, independent of ℓ, ℓ * and ℓ. The first term in (26) deals with the case when σ under-estimates σ while the second term deals with the opposite case. Using Corollary 2.8, we have, for any Y ,
On the other hand, since the inner samples used to compute G ℓ are independent from those used to compute N ℓ , we can bound, for any Y ,
Here, we used (11) , then the fact that N ℓ ≥ N 0 2 ℓ . Taking expectation with respect to Y and and using (8) and (9) we have that
Hence, we have that the first term in (26) is
Now, we turn our attention to the second term in (26) where the estimator σ does not significantly under-estimate σ, i.e., given b 2 σ 2 ≤ σ 2 . First, for some p ∈ (2/(2 − r), q), we bound by (13) 
Here we used that fact that the inner samples used to compute G ℓ are independent from those used to compute d and σ. We will proceed by bounding the probability of N ℓ being too small, then using this probability to bound the conditional expectations E N ℓ /4 ℓ −p/2 I b 2 σ 2 ≤ σ 2 Y . Finally, we conclude by following the same steps as in the proof of Lemma 2.6. To start, the question we will address is: what is the probability that the adaptive algorithm terminates on a level ℓ ′ given that ℓ ′ ≤ ℓ * − 3 and b 2 σ 2 ≤ σ 2 ? In this case, the termination condition in Algorithm 1 and the left inequality in (24) imply that
Substituting (27) and denoting u := q(r − 2)/r + p yields
Note that (2 − r) 2 q = 2r has roots r = 2 − (± √ 4q + 1 − 1)/q and hence from (21) we have that q > 2r/(2 − r) 2 . Therefore, we can choose p to satisfy 2/(2 − r) < p < q(2 − r)/r in which case we have u < 0 < p and the previous conditional expectation is O(2 p(2ℓ−ℓ * )/2 ) whenever ℓ ≤ ℓ * ≤ 2ℓ. Using the bound on ℓ * in (24), the fact that ℓ ≤ ℓ * ≤ 2ℓ and and the definition of z in (20), yields
for all values of z. The condition p > 2/(2 − r) implies that r < 2 − 2/p and hence a similar calculation to (21) yields that the second term in (26)
A Model Problem.
In this section, we will look at a simple example that mimics many of the challenges of computing the probability of a large loss from a financial portfolio. In fact, the underlying model problem can be seen as the loss from a single option with a stock following a Brownian Motion and a final payoff function, f (x) = −x 2 evaluated at maturity, T = 1. This is a model for a delta-hedged portfolio with negative Gamma such that a large loss is incurred with very low probability under extreme circumstances.
Problem setup. Defining, for τ ≪ 1,
we will compute the following
where Y , Y and Z are independent standard normal random variables and L η is a constant. In financial applications, η corresponds to the probability the portfolio loss exceeding a given loss level, L η , over a short risk horizon, τ , with the portfolio loss defined as the difference between current and future risk-neutral portfolio expectations. Alternatively, we will later specify η ≪ 1 and determine the corresponding loss level, L η using the relation (28). Note that only the second inner expectation in (28) is conditioned on samples of the outer random variable,
, the exact value of η can be computed analytically as
where Φ is the standard normal cumulative distribution function. When approximating the inner expectations for a given Y , we could use the exact value of E[P ( Y , Z)] = −1 and set X :
We could also use independent samples of Z to compute both E P ( Y , Z)
Instead, we use the same samples of Z when estimating both inner expectations. Moreover, for increased variance reduction, we also use an antithetic control variate based on the fact that Y is identically distributed to − Y . In summary, we set, for a given Y ,
Here, again, Y and Z are independent standard normal random variables. The variance in this case is reduced to
and we can also compute analytically Verifying the Assumptions. Figure 2-(b) shows the density ρ of δ. Despite the inverse square-root singularity at around 3.5, the density is bounded near 0, hence Assumption 2.1 is verified. On the other hand, to verify Assumption 2.4, we bound
for any q > 0. Antithetic estimators. The MLMC estimator in (5) uses independent samples of X, conditioned on the same value of Y , for the fine and coarse estimators of the conditional inner expectation on each MLMC level. We can reduce the variance of the difference by a constant factor by instead using an antithetic estimator [8, 9] . The antithetic estimator uses the same set of independent samples to compute both the coarse and fine approximations. For a deterministic number of inner samples, N ℓ = N 0 2 ℓ , we observe a variance reduction factor of approximately 3.5 compared to using separate independent samples for the fine and coarse estimators.
To present the antithetic estimator when using an adaptive number of inner samples, as returned by Algorithm 1, first let J 0 = N 0 and J ℓ = max(N ℓ , N ℓ−1 ) for ℓ > 0. Since Algorithm 1 returns N ℓ that is a multiple of N ℓ−1 or vice versa, then we have that both J ℓ /N ℓ and J ℓ /N ℓ−1 are integers. The antithetic estimator can then be written as x (ℓ,m,(i−1)N +n) (y).
Here {x (ℓ,m,n) (y)} J ℓ n=1 are i.i.d. samples of X conditioned on Y = y. Moreover, these samples are independent from x (l,m,n) forl = ℓ,m = m and any n.
Starting MLMC level. The MLMC estimator in (30) includes the levels 0, 1, . . . , L. However, this might be sub-optimal in some cases. To see this, denote
] denote the expected number of inner samples, which, in our case, is the average work required to compute a sample of G ℓ . Recall that, to approximate a quantity of interest with RMS error ε, the total work of MLMC is approximately [8] 
for 0 ≤ ℓ 0 < L. Here, we are assuming that we only include the levels ℓ 0 , · · · , L in the MLMC estimator. Then including the level ℓ 0 in the MLMC estimator is optimal if (31)
Otherwise, discarding that level and starting from ℓ 0 + 1 would yield less computational work. Note that if V f ℓ = V f and W ℓ ∝ 2 γℓ for all ℓ, then the previous inequality simplifies to
For example, for γ = 1, the variance of the first level-difference, V ℓ 0 +1 , to be included in the MLMC estimator should be more than 11 times smaller than the variance of the quantity of interest.
To deal with this issue, our MLMC algorithm starts from some level, ℓ 0 , and approximates the variance estimates and average work for levels ℓ 0 and ℓ 0 +1 using some small number of outer samples. Then if (31) is not satisfied, level ℓ 0 is discarded and the MLMC algorithm is restarted with the first level being ℓ 0 + 1. This process is repeated until (31) is satisfied.
Results. We apply MLMC with deterministic and adaptive sampling. The deterministic sampling algorithm is run with either N ℓ = N 0 2 ℓ or N ℓ = N 0 4 ℓ for N 0 = 32. On the other hand, the adaptive sampling algorithm is run with different values of r = 1.25, 1.5 and 1.75, the same value of N 0 and the confidence constant C = 3. On every iteration of the adaptive algorithm, we use the same estimator for d and σ as defined in (22) and (23), respectively. Our theory on the adaptive sampling method requires bounded q normalised moments, κ q , for q > 2r/(2− r) 2 , recall (21) in Theorem 2.7. In our tests, we use r = 1.25, 1.5 and 1.75 which requires q > 4.45, 12 and 56, respectively, but, recall that for our model problem, κ q is bounded for all q ≥ 2. As with Figure 2 , we set τ := 0.02 and L η ≈ 0.0805 so that our goal is to estimate η = 0.025. Figure 3-(a) shows the average number of used inner samples per level for the different methods. For the adaptive algorithm, the average number of inner samples is around 10 times larger than N 0 2 ℓ , which is used in the deterministic algorithm, but grows at the same rate with respect to ℓ, as proved in Theorem 2.7.
On the other hand, Figure 3 
versus ℓ. This figure shows that the variance of the MLMC levels with adaptive sampling is the same as the variance when using deterministic sampling with N ℓ = N 0 4 ℓ , i.e., the variance converges like O(2 −ℓ ) in both cases as proved in Theorem 2.7, even though MLMC with adaptive sampling uses fewer inner samples per level on average. The variance convergence rate of the deterministic algorithm with N ℓ = N 0 2 ℓ is shown to be O(2 −ℓ/2 ), as proved in Proposition 2.2. Note also that the variance of the quantity of interest, V f ℓ , decreases slightly as ℓ increases but converges to the same value for all methods for sufficiently large ℓ. The plot paints the same relative picture as the variance plot Figure 3-(b) . However, recall that the complexity of MLMC when using adaptive sampling, is O(ε −2 |log ε| 2 ), does not depend on the convergence rate of E ℓ since the variance, V ℓ , converges at the same rate that the average number of inner samples, E[N ℓ ] increases. For the deterministic algorithm, on the other hand, since N ℓ = N 0 2 ℓ , V ℓ = O(2 −ℓ/2 ) and E ℓ = O(2 −ℓ ), the complexity of MLMC is O(ε −5/2 ). When using N ℓ = N 0 4 ℓ , MLMC has the same complexity. Figure 3-(d) plots the ratio R ℓ , as defined in (31), versus ℓ. This figure shows the first level, ℓ 0 , that should be included in the MLMC estimator for the different methods, namely the first level for which R ℓ 0 < 1. Hence, for the adaptive method, ℓ 0 = 4 is optimal, while for the deterministic algorithm ℓ 0 = 2 when N ℓ = N 0 4 ℓ and ℓ 0 = 7 when N ℓ = N 0 2 ℓ are optimal.
Finally, Figure 4 -(a) shows the total number of used inner samples for the different methods for multiple tolerances. This number corresponds to the total work of each method and includes both the samples that are used to compute the MLMC estimator and the samples that were used in the adaptive algorithm (as detailed in Algorithm 1). This figure, and Figure 4 -(b) which shows the total running time, verify that the actual work follows the predicted work complexities for each of the considered methods. The running times of the simulations were obtained using a C++ implementation of the adaptive algorithm and the samplers of Y and X. Moreover, CUDA was used to parallelise the computation of the inner and outer samples on a Tesla P100 GPU with 3584 cores.
Beyond Probabilities.
Using the adaptive method that we developed in the previous section and denoting the random variable L := E[X | Y ], for
for a given L η up to an error tolerance ε with a complexity O(ε −2 |log ε| 2 ). Using these estimates, we can solve the inverse problem to find L η for a given η, i.e., compute the (1 − η)-quantile. In the context of financial applications, L η is called the Value-at-Risk (VaR) of a financial portfolio. Finding L η can be formulated as finding the root of f (L η ) = η − P[L > L η ]. To that end, we can use a stochastic root finding algorithm such as the Stochastic Approximation Method [1, 15] and its multilevel extensions [5, 6] . Instead, since our problem is one-dimensional and P[L > L η ] is monotonically decreasing with respect to L η , we use in the current work the simplified algorithm listed in Algorithm 2. The algorithm starts with an estimate of L η , denoted by L η , then depending on where η := P[L > L η ] lies with respect to η, L η is adjusted. To account for the fact that η can only be estimated with a specified RMS error tolerance, whenever η is close to η, the RMS error tolerance is )] versus multiple error tolerances, normalised by the exact value, i.e., η, with deterministic and adaptive sampling. We also plot the expected work complexities in each case, as predicted in theory.
halved. We leave the analysis of the root finding algorithm and comparison to other algorithms in the literature to future work. Numerically, the complexity of the algorithm seems to be close to O(ε −2 |log ε| 2 ), see Figure 5 .
Another important quantity to compute is E[L | L > L η ] for a given η. In the context of finance application, this quantity is the Conditional Value-at-Risk (CVaR), also known as the expected shortfall, which is the expected loss from a portfolio, given that the loss exceeds the (1 − η)-quantile for a given η. In [16] , it was shown that by denoting f 
and df (x) dx x=Lη = 0. Hence if L η is approximated with L η , using, for example, Algorithm 2, and the CVaR value, f (L η ), is approximated with f ( L η ), then ALGORITHM 2: Stochastic root-finding algorithm. To approximate CVaR given L η by computing f ( L η ), we still need to approximate the expectation E max E[X | Y ] − L η , 0 where the outer expectation is with respect to Y while the inner conditional expectation is with respect to X. Without loss of generality, we can set L η := 0 by defining
, is similar to (1) but with a maximum function instead of a step function. Hence, we can again use the MLMC method, as described Section 2.2, with an antithetic sampler, as mentioned in Remark 2.3 and explained in Section 3. Using the notation in Section 3, we set Fig 5: The complexity of Algorithm 2 to compute the L η that satisfies η = P[L > L η ] for a given η. In (a) the total work is the total number of generated samples of X.
Note that, for a given y, whenever the estimates E . This is made more precise in the following theorem.
Theorem 4.1. Assume that Assumptions 2.1 and 2.4 hold and assume further that E[σ 2 ] < ∞ and that there exists σ 0 such that σ ≤ σ 0 given δ < δ 0 . Then denoting
Comment. The proof follows the same ideas as in [9, Theorem 5.2] where a similar result was derived for an antithetic estimator with respect to timediscretisation. The same proof idea was also employed in [3, Theorem 2.3] where the result was shown for the same antithetic estimator considered here, a more generic piece-wise linear function, and X being a Bernouli random variable.
Proof. Since N ℓ = 2N ℓ−1 , the antithetic estimator is
For a given Y , define the random event
Then 1 if B is non-empty and 0 otherwise. First note that for the second term when I B c = 1, we have that both E N ℓ−1 ,i for i = 1 and 2 and hence E N ℓ−1 ,i are all on the same side of 0. Therefore, in this case, G ℓ = 0 and the expected value is zero. On the other hand, for the first term, using the Hölder inequality gives
where using (13) yields
On the other hand, note that for f (x 1 , x 2 ) = max 0,
(max(0, x i ) − max(0, x))
we have that f (x, x) = 0 and ∂f ∂x i ≤ 1/2. Then
Using Lemma 2.5, yields
Substituting back into (33), there exist constants c 1 , c 2 and p = q(1 − 2/q), independent of ℓ, such that Hence, for q > 2, the complexity of the resulting MLMC method is then O(ε −2 ) since α = 1 and β > γ = 1 using the notation of [8] . This complexity was also shown in [3] . This is also the optimal complexity of MLMC and therefore using adaptive sampling does not improve the complexity. Nevertheless, we can use exactly the same adaptive Algorithm 1 to select a random number of samples, N ℓ , depending on Y . We omit the analysis of the resulting MLMC method and refer instead to the numerical results in Figure 6 . This figure shows that the variance and absolute errors converge like O(2 −3ℓ ) and O(2 −2ℓ ), respectively, when using an adaptive number of samples. Even though this is faster than O(2 −3ℓ/2 ) and O(2 −ℓ ), respectively, that are observed when using a deterministic number of samples (and proved in Theorem 4.1), the overall complexity of the MLMC is the same when using the two sampling methods, as shown in Figure 6-(d) .
Conclusions.
In this work, we presented a MLMC method for nested expectations with a step function, in which deeper levels use more samples for a Monte Carlo estimator of the inner conditional expectation. We also presented an adaptive algorithm that selects the number of inner samples given a sample of the outer random variable. We showed that under certain assumptions, the variance of the MLMC levels decreases at the same rate that the work increases and hence the MLMC method achieves a nearoptimal O(ε −2 |log ε| 2 ) complexity for a RMS error tolerance ε. We also showed how our methods can be combined with a root-finding algorithm to compute more complicated risk measures, namely, the Value-at-Risk (VaR) and the Conditional Value-at-Risk (CVaR) with the latter being obtained with O(ε −2 ) complexity.
The next step in our our work is to apply MLMC with adaptive sampling to the problem of estimating the probability of large loss from a financial portfolio consisting of many financial options based on underlying assets described by general SDEs. Using unbiased MLMC, this probability can be written as a nested expectation even in the case when paths of the underlying stochastic differential equation must be estimated using a time-stepping scheme. Moreover, various control variates and sampling strategies make computing this probability more efficient. The result is that the complexity of computing CVaR is also O(ε −2 ), independent of the number of options in the portfolio. shows the total work of the MLMC estimator. We also plot the predicted rates, as discussed in Section 4.
