Supplementary Note 2. Full Entropy Reduction
Supplementary Figure 2 shows the entropy reduction plots from Figure 2 of the main text for all levels of the hierarchy. The bottom two levels were removed from the main text because they are clear over-partitions of the data. Level 8 is too noisy to draw any detailed conclusions because it is composed of 1,477 companies split into 495 communities. Level 9 is a partitioning of only one of the Level 8 communities, containing only 11 companies split into eight communities.
Supplementary Note 3. Bayesian Model for Trends of Trends
Here we describe a Bayesian model to capture a correlation between two trends. This model is diagrammed in Supplementary Figure 3 . There are two variables of interest: f , the "flux" of college educated individuals moving into or out of a cluster, defined as the log ratio of the influx to outflux for that cluster; and c, the summed log market capitalization of S & P 500 companies in that cluster. In addition, there is a time variable t, the year of the corresponding data, and two data indexes: i, a time index, and j, a cluster index.
The general idea of the model is to find the linear time trends of f and c, and then find the linear relationship between the two trends. This was initially performed using three separate regressions. First:
Here, the β 1,c,j and β 1,f,j represent the linear trend in time for capitalization c and flux f for cluster j.
The relationship between trends is captured in a further regression: β 1,c,j = β 1,f,j × β 1,t + β 0,t
However, if we conduct these regressions separately, we are essentially inferring one parameter twice, β 1,c,j , once as a coefficient and once as the dependent variable in a linear regression, and ignoring differences in error. As an alternative, we can create the model shown in Supplementary Figure 3 . Here, all three regressions are performed, but the β 1,f,j coefficient is explicitly used as both a coefficient in the time trend regression on f and to generate the distribution (group level prior) from which β 1,c,j is drawn. Group level priors are added to all coefficients, and individual clusters are given their own error estimations.
Supplementary Figure 5 show the posterior distribution of the slope β 1,t and 6 shows the posterior distribution of R-squared values for our found clusters and clusters defined by industry labels. Both slopes are confidently non-zero.
