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Abstract
A proof of a new integral inequality for the Riesz transforms is presented, together with applications to
obtain blow-up, in finite time, for a general class of initial data on a nonlinear transport equation having a
nonlocal velocity field given by the Riesz transforms of the active scalar.
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The main purpose of this paper is to present the proof of the positivity of certain quadratic
form involving the Riesz transforms in Euclidean space Rn, namely we have the inequality
−
∫
Rn
(Rf (x)−Rf (0)) · ∇f (x)
|x|n+α dx  Cα
∫
Rn
f (x)2
|x|n+α+1 dx
(cf. Eq. (70)), where Rf (x) = (R1f (x), . . . ,Rnf (x)) is the singular integral operator given by
Rjf (x) = cnP .V
∫
Rn
f (x − y) yj|y|n+1 dy,
f is a suitable smooth function with constant sign vanishing at the origin and Cα is strictly posi-
tive in the range 0 < c(n) < α < 1 (cn above is taken to properly normalize the Riesz transforms).
The one-dimensional case has been considered in Refs. [1] and [2] and has been applied to
obtain finite time blow-up for a nonlinear transport equation with a nonlocal velocity field, given
by the Hilbert transform of the active scalar. The n-dimensional inequality presented here fol-
lows the steps of the one-dimensional case and its proof will also uses the Mellin transform,
which appears very naturally given the radial character of the weights involved. However, the
n-dimensional case presents new features which shed light over the 1-dimensional case. In par-
ticular, it occurs that the inequality holds for f with or without constant sign so long as their
spherical harmonic expansion do not contain terms of degree 1. But if f consists of a sum of
radial functions multiplied by spherical harmonics of degree 1 then the inequality is no longer
true and the corresponding Mellin multiplier is negative near zero. It is then easy to see that for
non-negative (or non-positive) functions f the first effect dominates over the second to yield the
desired positivity.
We can then use the inequality to show blow-up in finite time for the following equation:{
∂tΘ =R(Θ) · ∇Θ,
Θ(x,0) =Θ0(x)
for every sufficiently smooth initial datum Θ0  0 (and non-identically zero) having compact
support. More concretely, the norm ‖∇Θ(·, t)‖L∞ blows up at a finite time which depends only
upon Θ0.
2. The n-dimensional inequality
Given f a function of several variables, let us consider its development into spherical har-
monics:
f (x) =
∞∑
k=0
d(k)∑
l=1
fk,l
(|x|)Y k,l( x|x|
)
, (1)
where in Eq. (1) fk,l ∈ C∞c (R+) and {Y k,l}1ld(k) is an orthonormal basis of the homogeneous
harmonic polynomials or degree k in Sn−1 = {x ∈ Rn: |x| = 1} (see [5] for more details).
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Rn
e−ix·ξ f (x) dx can be written as
fˆ (ξ) =
∞∑
k=0
d(k)∑
l=1
i−kP nk fk,l
(|ξ |)Y k,l( ξ|ξ |
)
, (2)
where
Pnk fk,l(r) := r−(n−2)/2
∞∫
0
Jn−2
2 +k(rs)s
n/2g(s) ds
and Jν stands for the Bessel function of the first kind of order ν  0 (see [7] for details).
On the other hand, the vectorial Riesz transform f → Rf (x) := cnP .V
∫
Rn
f (y)
x−y
|x−y|n+1 dy,
cn = (2π)−n+1π− n−12 
(
n+ 1
2
)
, (3)
can also be written with the aid of the Fourier transform as R̂f (ξ) = ξ
i|ξ | fˆ (ξ). That is:
R̂f (ξ)=
∞∑
k=0
d(k)∑
l=1
i−k−1Pnk fk,l
(|ξ |) ξ|ξ |Y k,l
(
ξ
|ξ |
)
. (4)
Let Pk be the space of arbitrary homogeneous polynomials of degree k on Rn. It is known
that if ℘k is the subspace formed by homogeneous harmonic polynomials of degree k, then Pk =⊕[k/2]
l=0 |x|2l℘k−2l . We shall identify any polynomial P with its restriction to the sphere Sn−1 (it is
in this way that we obtain the spherical harmonicsAk ; they are restrictions to the sphere Sn−1 of
homogeneous harmonic polynomials: Ak := ℘k|Sn−1 . Note, however, that we shall identify any
spherical harmonic Y with x → Y(x/|x|)). In this fashion, the decomposition A =⊕k0Ak
turns out to be an orthogonal one with respect to the product (f, g) := ∫
Sn−1 f (u)g(u)dσ(u),
dσ(u) being the standard Lebesgue measure on Sn−1. So, {Y k.l}0ld(k) is an orthonormal basis
of Ak .
Next, we consider the linear operator
X :A → A⊗ Cn
Y
( y
|y|
) → y|y|Y ( y|y|).
We shall make use the next lemma:
Lemma 1. The operator X enjoys the property
X(Ak)⊂ {Ak−1 ⊕Ak+1} ⊗ Cn ∀k  0, (5)
and if {
Tk :=X ·k+1(XkY ),
S :=X · (X Y)k k−1 k
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Tk = λnkIAk , Sk =
(
1 − λnk
)
IAk (6)
(considered both as operators over Ak), with λnk = (n+ k − 2)/(n+ 2(k − 1)), where k is the
orthogonal projection onto the subspace Ak (orthogonal with respect to the Hilbert structure of
L2(Sn−1)). (We have taken the convention that A−1 = {0} and that −1 = 0.)
Note. If n= 2 and k = 0, the formula above for λnk is not well defined, yet it is clear that λ20 = 1.
Proof. Recall Euler’s Theorem about homogeneous functions saying that if f :Rn \ {0} → C
satisfies the property
f (tx) = tλf (x) ∀x = 0 ∀t > 0,
that is to say, f is homogeneous of degree of homogeneity λ and f is differentiable, then we have
(x · ∇)f = λf . For a given p ∈ ℘k since (uv) = uv + vu + 2∇u · ∇v, we get (xip) =
2∂ip. Let us take the ansatz k+1(xip) = xip − α|x|2∂ip (note that now we operate over the
solid harmonics, rather than over the spherical ones). The condition (k+1(xip)) = 0 yields
0 =(xip − α|x|2∂ip)= 2∂ip − [2nα∂ip + α|x|2∂i(p)+ 4α(x · ∇)(∂ip)]
= 2{1 − α[n+ 2(k − 1)]}∂ip
(we used that p = 0 and that ∂ip is homogeneous of degree k − 1) and therefore we obtain
α = 1/(n+ 2(k − 1)) and the explicit formulae
k+1(xip) = xip − |x|
2
n+ 2(k − 1)∂ip,
k−1(xip) = 1
n+ 2(k − 1)∂ip, (7)
and this proves our first assertion for the operator X.
The second assertion can be proven now by direct computation (below we assume x ∈ Sn−1):
Skp(x) =
n∑
i=1
xik−1(xip)(x) =
n∑
i=1
xi∂ip(x)
n+ 2(k − 1) =
k
n+ 2(k − 1)p(x),
again by Euler’s Theorem; on the other hand, it is clear that Tk + Sk = IAk . 
Write then, using Lemma 1
X(Y) =k−1
(
X(Y)
)+k+1(X(Y)) ∀Y ∈Ak.
So, given that Rf (x) = (2π)−n(̂R̂f )(−x),
P. Balodis, A. Córdoba / Advances in Mathematics 214 (2007) 1–39 5Rf (x) = (2π)−n
∞∑
k=0
d(k)∑
l=1
(−1)−k−1
(
Pnk−1
(
Pnk fk,l
)
(x)k−1
(
X
(
Y k,l
))(− x|x|
)
− Pnk+1
(
Pnk fk,l
)
(x)k+1
(
X
(
Y k,l
))(− x|x|
))
. (8)
(Of course, we assume that Pn−1 = 0.) But if Y ∈ Ak , since it is the restriction to Sn−1 of a
homogeneous polynomial, Y(−x) = (−1)kY (x), we obtain
Rf (x) = (2π)−n
∞∑
k=0
d(k)∑
l=1
(
Pnk+1
(
Pnk fk,l
)
(x)k+1
(
X
(
Y k,l
))( x
|x|
)
− Pnk−1
(
Pnk fk,l
)
(x)k−1
(
X
(
Y k,l
))( x
|x|
))
. (9)
An important consequence of Eqs. (9) and (6) is that the scalar operator f → x/|x|. Rf (x) :=
Rsf (x) can be expressed in the following simple way:
Rsf (x) = (2π)−n
∞∑
k=0
d(k)∑
l=1
(
λnkP
n
k+1P
n
k −
(
1 − λnk
)
Pnk−1P
n
k
)
(fk,l)
(|x|)Y k,l(x). (10)
Our next step will be to substitute the quadratic form
f → −
∫
Rn
Rf (x)−Rf (0)
|x|n+α · ∇f (x)dx, f ∈ C
∞
c
(
Rn \ {0})
involving the vectorial operator R by a combination of quadratic forms involving only scalar
operators. To do that, we integrate by parts: Define Qα(f ) to be the quadratic form above. Then
Qα(f )=
∫
Rn
f (x)div
(
Rf (x)−Rf (0)
|x|n+α
)
dx
=
∫
Rn
f (x)f (x)
|x|n+α dx − (n+ α)
∫
Rn
(
Rsf (x)− x|x| ·Rf (0)
)
(x)
|x|n+α+1 dx
= qα(f )− (n+ α)ρα(f ),
qα(f ) :=
∫
Rn
f (x)f (x)
|x|n+α dx, ρα(f ) :=
∫
Rn
f (x)
(
Rsf (x)− x|x| ·Rf (0)
)
|x|n+1+α dx, (11)
where the operator  in (11) is f → div(Rf ). An easy computation shows that this operator can
be expressed in Fourier space as ̂f (ξ) = |ξ |fˆ (ξ).
Let us analyze how the operator  acts.
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̂f (ξ) = (2π)−n
∞∑
k=0
d(k)∑
l=1
i−k|ξ |Pnk fk,l
(|ξ |)Y k,l(ξ).
Therefore
f (x) = (2π)−n
∞∑
k=0
d(k)∑
l=1
Pnk
(|ξ |Pnk fk,l)(|x|)Y k,l(x). (12)
But because the spherical harmonics Y k,l(x) are orthogonal one another, we can write
qα(f )=
∞∑
k=0
d(k)∑
l=1
qα
(
fk,lY
k,l
)
, (13)
which reduces our computation to the case where f (x) = g(|x|)Y (x), Y ∈Ak , and normalized.
Next, we write the integral giving qα in polar coordinates,
qα(f ) = (2π)−n
∞∫
0
g(x)P nk (yP
n
k g)(x)
x1+α
dx. (14)
A similar calculation can be carried out for the quadratic form ρα and we obtain, for the
same f as above,
ρα(f ) = (2π)−n
∞∫
0
g(x){Rnk g(x)−Rnk g(0)}
x2+α
dx,
Rnk := λnkP nk+1Pnk −
(
1 − λnk
)
Pnk−1P
n
k . (15)
In this way our original quadratic form Qα completely splits and can be written as
Qα(f ) =
∞∑
k=0
d(k)∑
l=1
Qα
(
fk,lY
k,l
) (16)
(if f has the development given in Eq. (1), and the behavior of Qα for f (x) = g(|x|)Y (x),
Y ∈Ak , and normalized shall be the content of Theorem 4 below. Consider the one-dimensional
operator
Hνf (x) :=
∞∫ √
xyJν(xy)g(y) dy, ν  −12 .
0
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symmetric). We have
Pnk f (r) = r−
n−1
2 Hνnk
(
s
n−1
2 f
)
(r), νnk :=
n− 2
2
+ k, (17)
and
qα(f )= (2π)−n
∞∫
0
x−1−α−
n−1
2 g(x)Hνnk
(
yHνnk
(
z
n−1
2 g
))
(x) dx. (18)
The operators Hν , ν −1/2 enjoy the property H 2ν = Id (which is known as Hankel’s The-
orem and whose proof is provided in [6]).1 Using the recurrence formula (xν+1Jν+1(x))′ =
xν+1Jν(x) and integration by parts, it is easy to show that
(HνyHν)f (x) = ν + 1/2
x
Hν+1Hνf (x)+ (Hν+1Hνf )′(x). (19)
Moreover, the operators Hν are self-adjoint (since they have a real and symmetric kernel) and
then, the relation H 2ν = Id imply that Hν is unitary (on L2(R+, dx)). Now, Eqs. (10), (19) show
that we need to know how act the composed operators HνHν±1, and to this end, we need previ-
ously to establish several properties of the family Hν , ν −1/2:
Theorem 1. Let ν  −1/2. If g defined on R+ is such that
∫∞
0 x
ν+1/2|g(x)|dx < ∞, then
Hνg(x) exists for all x and defines a continuous function on R+. Also it shows the following
behavior for small argument:
Hνg(x) = xν+1/2
(
Cν
∞∫
0
yν+1/2g(y)dy + o(1)
)
, x → 0+, Cν = lim
x→0+
Jν(x)
xν
. (20)
If, moreover, g ∈ C1(R+), has a bounded derivative and g(x) =O(x−1−ε), x → ∞, ε > 0,
Hνg has the following asymptotic behavior for large argument:
Hνg(x) =O
(
x−1
)
, x → ∞. (21)
1 An easy way of looking at this result is noting that the Mellin transform of xJν(x) is
M(yJν)(λ) =
2iλ
(
iλ+ν+1
2
)

(−iλ+ν+1
2
)
(again, look at [6]). Since M(y1/2Hνf )(λ) =M(yJν)(λ)M(y1/2f )(−λ) as an straightforward computation shows
andM(yJν)(λ)M(yJν)(−λ) = 1, and the result follows.
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haves also as O(x−1), x → ∞.) Moreover, x1/2g and x1/2Hνg have Mellin transforms defined
everywhere and satisfying the relation
M(x1/2Hνg)(λ) = 2iλ( iλ+ν+12 )

(−iλ+ν+1
2
) M(x1/2g)(−λ) ∀λ. (22)
Before presenting the proof of this theorem, let us deduce the following
Corollary 1. The operator Hν , ν  −1/2, has an extension to L2(R+, dx) as a unitary, self-
adjoint and idempotent operator satisfying Eq. (22) for all g ∈ L2(R+, dx).
Proof. Let us call
ϕν(λ) := 2
iλ
(
iλ+ν+1
2
)

(−iλ+ν+1
2
) ,
and observe that it satisfies the identity |ϕν(λ)| = 1 ∀λ. Since
‖g‖2
L2(R+,dx) =
1
2π
∫
R
∣∣M(x1/2g)(λ)∣∣2 dλ,
it follows that if g is under the hypothesis of Theorem 1, then
‖Hνg‖L2(R+,dx) = ‖g‖L2(R+,dx).
From the density of such functions on L2(R+, dx), it follows that Hν has a unique bounded
extension to L2(R+, dx) satisfying (22) almost everywhere. Now, taking g ∈ L2(R+, dx) we
get
M(x1/2H 2ν g)(λ) = ϕν(λ)ϕν(−λ)M(x1/2g)(λ) (a.e. λ)
and because ϕν(λ)ϕν(−λ) = 1 ∀λ, it follows that H 2ν = Id, implying that Hν is idempotent. A
unitary and idempotent operator is clearly self-adjoint. 
Proof of Theorem 1. We shall make use the following well-known facts about the behavior of
Bessel functions for small and large arguments (see, e.g., [7]):
Jν(x) =
{
Cνx
ν(1 +O(x)), x → 0+,√
2
πx
{cos(x − α(ν))+O(x−1)}, x → +∞, α(ν) := ν
π
2
+ π
4
. (23)
Therefore, for ν  −1/2 and for all x  0 follows that |jν(x)|  Cxν+1/2, where jν(x) :=√
xJν(x). Using the recurrence formulae for Bessel functions, we can write
j ′ν(x) =
ν + 1/2
jν(x)+ jν−1(x)
x
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∣∣jν(xy)− jν(x′y)∣∣ sup
xzx′
∣∣j ′ν(zy)∣∣y(x′ − x)
 C sup
xzx′
(
(zy)ν−1/2
)
y(x′ − x)
= C
{
(x′)ν−1/2(x′ − x)yν+1/2, ν  1/2,
xν−1/2(x′ − x)yν+1/2, −1/2 ν  1/2
 C
{
xν+1/2 + (x′)ν−1/2}(x′ − x)yν+1/2. (24)
Now, if g is such that
∫∞
0 x
ν+1/2|g(x)|dx < ∞, since |jν(x)|  Cxν+1/2, then there exists
Hνg(x) for all x  0. Plugging (24) into the estimate
∣∣Hνg(x′)−Hνg(x)∣∣ ∞∫
0
sup
xzx′
∣∣j ′ν(zy)∣∣y(x′ − x)g(y) dy,
we obtain the continuity of Hνf .
From (23), follows that jν(x) = Cνxν+1/2 +O(min{x,1}). Therefore,
∣∣∣∣∣Hνg(x)xν+1/2 −Cν
∞∫
0
yν+1/2g(y)dy
∣∣∣∣∣
∞∫
0
∣∣∣∣ jν(xy)(xy)ν+1/2 −Cν
∣∣∣∣yν+1/2∣∣g(y)∣∣dy
 C
∞∫
0
min{xy,1}yν+1/2∣∣g(y)∣∣dy.
We have that min{xy,1} is bounded and for fixed y  0 goes to zero as long as x does. Then,
from the Dominated Convergence Theorem, Eq. (20) follows.
If g has a continuous bounded first derivative and g(x) = O(x−1) when x → ∞, then we
estimate Hνg(x) in the following manner:
Hνg(x) = I1 + I2, I1 =
∞∫
0
√
2
π
cos
(
xy − α(ν))g(y)dy.
Since g has a bounded first derivative, it is clear (integrating by parts), that I1 =O(x−1), x → ∞.
The other term needs more care: We write jν(x) = (2/π) cos(x − α(ν))+ χν(x),
χν(x) =Kν sin(x − α(ν)) +O
(
x−2
)
, x → ∞x
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I2 =A+B, A=
1/x∫
0
jν(xy)g(y) dy.
Now, since χν ∈ L∞(R+) we obtain that |A|  C/x. To estimate the remainder part, let us
consider the integral
∫∞
1/x
sin(xy−α(ν))
xy
g(y) dy which we shall split in the following manner:
∞∫
1/x
sin(xy − α(ν))
xy
g(y) dy = C +D, C = 1
x
1∫
1/x
sin(xy − α(ν))
xy
g(y) dy.
Since g(x) =O(x−1), it is clear that D =O(x−1). On the other hand, for 1/x  u 1,
1∫
u
sin(xy − α(ν))
y
dy =
x∫
xu
sin(y − α(ν))
y
dy =O(1).
Integrating by parts, and using that g has a bounded first derivative, it follows that C =O(x−1)
also. We have that
B =Kν
∞∫
1/x
sin(xy − α(ν))
xy
g(y) dy +R,
where
R =O
( ∞∫
1/x
1
(xy)2
∣∣g(y)∣∣dy)=O( ∞∫
1/x
1
(xy)2
dy
)
=O(x−1),
so the claim about the behavior of Hνg for large argument follows. Hνg is also differentiable for
x > 0, and a formal computation of its derivative yields
(Hνg)
′(x) =
∞∫
0
yj ′ν(xy)g(y) dy =
ν + 1/2
x
Hνg(x)−Hν+1(yg)(x). (25)
Now, this procedure is justified as long as y → yj ′ν(xy)g(y) is integrable, which it is the case,
since our hypothesis about g and the fact that ν −1/2 imply that |yj ′ν(xy)g(y)| y Cx 〈y〉−2−ε ,
showing integrability (here, 〈y〉 is defined by 〈y〉 := (1 + y2)1/2).
To justify Eq. (22), by Eq. (21) we observe that assuming our hypothesis on g we have,
g(x) =O(〈x〉−1). Therefore, the integral that definesM(x1/2Hνg)(λ) converges absolutely for
all real λ and, for any fixed λ, we can write
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R→∞
R∫
0
xiλ−1/2Hνg(x)dx
= lim
R→∞
R∫
0
xiλ−1/2
( ∞∫
0
jν(xy)g(y) dy
)
dx
= lim
R→∞
∞∫
0
g(y)
( ∞∫
0
xiλ−1/2jν(xy) dx
)
dy, (26)
where the interchange of the integration order is justified because x−1/2|jν(xy)g(y)| 
Cx−1/2〈y〉−1−ε , which is integrable over [0,R] × [0,∞).
For y > 0 we have:
R∫
0
xiλ−1/2jν(xy) dx = y−iλ−1/2
Ry∫
0
xiλJν(x) dx.
In the conditionally convergent integral I (λ) := ∫∞0 xiλJν(x) dx we can estimate the remainder∫∞
R
xiλJν(x) dx as follows:
eν(R) :=
∞∫
R
xiλJν(x) dx =
∞∫
R
xiλ
(√
2
πx
cos
(
x − α(ν))+ χν(x)√
x
)
dx
=
∞∫
R
xiλ
√
2
πx
cos
(
x − α(ν))dx +O(R−1/2)
=O(R−1/2)−√ 2
π
Riλ−1/2 sin
(
R − α(ν))
+ (1/2 − iλ)
∞∫
R
xiλ−3/2
√
2
π
cos
(
x − α(ν))dx
=O(R−1/2).
As we will see, I (λ) is finite. Therefore,
∫∞
R
xiλJν(x) dx is in fact O(〈R〉−1/2) and we can write
R∫
0
xiλ−1/2jν(xy) dx = y−iλ−1/2I (λ)+O
(〈yR〉−1/2y−1/2). (27)
Plugging estimate (27) into Eq. (26) yields
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R→∞
∞∫
0
y−iλ−1/2eν(Ry)g(y) dy.
Since |y−iλ−1/2eν(Ry)g(y)|  Cy−1/2〈y〉−1−ε〈Ry〉−1/2 which is controlled by the integrable
integrand y−1/2〈y〉−1−ε and for y > 0 goes to zero as long as R goes to +∞, we obtain
M(x1/2Hνg)(λ) = I (λ)M(x1/2g)(−λ).
It remains to compute I (λ). But Ref. [6] contains a proof of the following fact:
∞∫
0
Jν(x)x
z−ν−1 dx = 2
z−ν−1
(
z
2
)

(
ν − z2 + 1
) , 0 <(z) < ν + 3
2
. (28)
Taking in Eq. (28), z = iλ+ ν + 1 yields the desired result. 
The next point we want to tackle is to understand how are like the operators Hν+1Hν . We
need to point out that these operators can be written in a closed way only for ν of the form
k − 1/2, k ∈ N. On the other hand, we will always have explicit expressions for those operators
“at the Mellin transform side.” Anyhow, although it is hard to compute in general the operator
Hν := Hν+1Hν , we can always write the operator Ĥν := Hν+1Hν−1 into a simple form. These
latter operators can be used also to produce a recurrence formula for the family Hν . That is the
content of the next
Lemma 2 (The operators Ĥν ). The operators Ĥν enjoy the following properties:
(1) (Expression “at the Mellin transform side.”)
M(x1/2Ĥνg)(λ) = δν(λ)M(x1/2g)(λ), δν(λ) := ν + iλ
ν − iλ , g ∈ L
2(R+, dx). (29)
(2) (Recurrence for the operators Hν .)
Hν+1 = ĤνH∗ν−1, ν  1/2. (30)
(At Eq. (29), it is understood that the equality holds almost everywhere.)
From Lemma 2 we can easily deduce the next
Corollary 2. Denote by μν(λ) the Mellin multiplier of Hν (so that M(x1/2Hνg)(λ) =
μν(λ)M(x1/2g)(λ)). Then:
(1) The multipliers μν(λ) verify the recurrence relation
μν+1(λ) = δν(λ)μν−1(−λ). (31)
(2) The multiplier of H∗ν is μν(−λ).
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μν(λ). But μν(λ) = μν(λ)−1 = μν(−λ). Then (2) follows at once and (1) is now an immediate
consequence. 
Proof of Lemma 2. The proof of (1) is straightforward using Theorem 1: Since the operators
Hν are all multipliers (up to a sign change) of the Mellin transform, we can compute
M(x1/2Ĥνg)(λ) =M(x1/2Hν+1Hν−1g)(λ)
= 2
iλ
(
iλ+ν+2
2
)

(−iλ+ν+2
2
) M(x1/2Hν−1g)(−λ)
= 2
iλ iλ+ν
2 
(
iλ+ν
2
)
iλ−ν
2 
(−iλ+ν
2
) 2−iλ(−iλ+ν2 )

(
iλ+ν
2
) M(x1/2g)(λ)
= ν + iλ
ν − iλM
(
x1/2g
)
(λ).
Finally, the first half of Eq. (30) follows from the calculation
Hν+1Hν−1 =Hν+1(Hν)2Hν−1 = Ĥν,
which clearly imply
Hν+1 = ĤνH∗ν−1.
Now, the other half of Eq. (30) follows upon conjugation and applying twice the previous proce-
dure. 
The next lemma shows that we need to worry about the value of Rf (0) (Rf is again the Riesz
transform) only if f has a non-trivial projection into the space
L21
(
Rn
) := L2([0,∞), rn−1 dr)⊗A1.
(Note that we are making use of the Hilbert decomposition L2(Rn, dx)=⊕k0 L2k(Rn).)
Lemma 3. Let πk :L2(Rn) → L2k(Rn), k  0, be the orthogonal projection into the subspace
L2k(R
n) and assume f ∈ C∞c (Rn). Then:
(1) If π1(f ) = 0, then Rf (0) = 0.
(2) If f ∈ L21(Rn) and f (x) = g(|x|) xjkn|x| , kn taken so that xj /(kn|x|) is normalized,
Rkf (0) = −cn
n
∣∣Sn−1∣∣δjk ∞∫
0
g(r)
r
dr, k = 1, . . . , n (32)
(cn is given by Eq. (3)).
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Proof. First of all, let us note that the projections πj can be explicitly written upon fixing
an orthonormal basis {Y kl}k>0; 0ld(k) of spherical harmonics on L2(Sn−1, dσ ). Then, for a
function f ∈ L2(Rn), f (r·)Sn−1∈ L2(Sn−1, dσ ) for almost every r > 0. Since L2(Sn−1, dσ )=⊕
k0Ak , then, recalling the projections k introduced in Lemma 1, we get
πkf (r·) =k
(
f (r·)), r > 0 such that f (r·) ∈ L2(Sn−1, dσ ).
The function so defined does not depend on the choice of the basis of Ak , but recalling that Ak
consists of restrictions of harmonic polynomials of degree k  0, it follows that πkf is as regular
as f is. So, if f belongs, say, to C∞c (Rn), then, we can write
f (x) =
∑
k0
fk(x), fk ∈ C∞c
(
Rn
)∩L2k(Rn), (33)
where this sum both converges in Ck(Rn) for any k  0.
On the other hand, for regular f , the Riesz transform Rf is also as regular as f is (this
follows, for instance, from the fact that the Riesz transform preserves all the scale of Sobolev
spaces Hk(Rn)). Therefore, for such an f , Rf exists everywhere and defines a regular function.
Assuming a decomposition of f as in Eq. (33), we can compute
Rjf (0) = −cnP .V
∑
k0
∫
Rn
fk(y)
yj
|y|n dy
= −cn
∑
k0
P.V
∫
Rn
|y|−n yj|y|fk(y) dy
= −cn
∑
k0
P.V
∫
R+
r−1
( ∫
Sn−1
k
(
Yj
(
fk(r·)
))
dσ
)
dr
(Yj are the operators introduced in Lemma 1). But if π1(f ) = 0 ⇔ f1 = 0, since Yj :Ak →
Ak−1 ⊕Ak+1 (cf. Lemma 1), k(Yj (fk(r·))) ∈A⊥0 , meaning that
∫
Sn−1 k(Yj (fk(r·))) dσ = 0,
and so Rjf (0) = 0.
If we assume instead that f (x) = g(|x|) xj|x| , and f ∈ C∞c (Rn), we have that g(0) = 0. Since
f (x) = O(x), x → 0, the principal-value integral representing Rf (0) actually converges ab-
solutely and we can write
Rkf (0) = −cn
∫
Rn
g
(|y|) yjyk|y|n+2 dy = −cn
∫
Rn
|y|−ng yjyk|y|2 g
(|y|)dy
= −cn
∫
r−1
( ∫
n−1
yiyk
|y|2 dσ
)
g(r) dr.R+ S
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= k, ∫
Sn−1
yiyk
|y|2 dσ = 0. On the other hand,
∫
Sn−1
y21
|y21 |2
dσ = · · · = ∫
Sn−1
y2n
|y|2 dσ and∑n
i=1
∫
Sn−1
y2i
|y|2 dσ =
∫
Sn−1 1dσ which implies
∫
Sn−1
y2i
|y|2 dσ = 1n |Sn−1|. 
In order to include the case of spherical harmonics of degree k = 1, let us formulate the next
lemma.
Lemma 4. The behavior of Qα for f (x) = g(|x|)Y (x), g ∈ C∞c (R+), Y ∈Ak , k  1, and nor-
malized is the following (we take δ := (1 + α)/2, so 1/2 < δ < 1 and β := δ + n/2):
qα(f ) = 1
(2π)n+1
∫
R
(
νnk + β − iλ
)
μνnk
(λ+ iβ)∣∣M(x−δg)(λ)∣∣2 dλ,
ρα(f ) = 1
(2π)n+1
∫
R
{
λnkμνnk
(λ+ iβ)− (1 − λnk)μνnk−1(−λ− iβ)}∣∣M(x−δg)(λ)∣∣2 dλ (34)
(λnk are the numbers provided by Lemma 1 and νnk are given by Eq. (17)).
Proof. (i) Assume first that k  2. Using Eqs. (18) and (19) we can write:
qα(f ) = (2π)−n
∞∫
0
x−1−α−
n−1
2 g(x)Hνnk
(
yHνnk
(
z
n−1
2 g
))
(x) dx
= (2π)−n[(νnk + 1/2)I + II], II =
∞∫
0
x−1−α−
n−1
2 g(x)
(Hνnk (z n−12 g))′(x) dx.
For some ε to be chosen later, let us consider
II =
∞∫
0
x−1−α−
n−1
2 g(x)
(Hνnk (z n−12 g))′(x) dx
=
∞∫
0
[
x−α−
n
2 +εg(x)
][
x
1
2 −ε(Hνnk (z n−12 g))′(x)]dxx
= 1
2π
∫
R
M(x−α− n2 +εg)(λ)M(x 12 −ε(Hνnk (y n−12 g))′)(λ) dλ
= 1
2π
∫
R
(
1
2
+ ε + iλ
)
M(x−α− n2 +εg)(λ)M(y 12Hνnk (y n−12 g))(λ+ i(1 + ε))dλ
= 1
2π
∫ (1
2
+ ε + iλ
)
μνnk
(
λ+ i(1 + ε))M(x−α− n2 +εg)(λ)M(y n2 −1−εg)(λ) dλ.R
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II = 1
2π
∫
R
(
1
2
+ ε − iλ
)
μνnk
(
λ+ i(1 + ε))∣∣M(x−δg)(λ)∣∣2 dλ, δ = 1 + α
2
. (35)
(The complex conjugate above can be dispensed of, since the forms qα and ρα are obviously
real.) Regarding the calculation, a comment is in order: at the final step, we have assumed that
the relation (22) obtained in Theorem 1 between the Mellin transform of x1/2Hνnk g and the
one of x1/2g, which was proven for real values of the argument, still holds for complex-valued
ones. But note that because of that theorem, Hνnk g has a holomorphic Mellin transform in a strip{z ∈ C: |z| < σ } for some σ > 0. Then, relation (22) also holds by analytic continuation on that
strip, and also in the maximal domain of the complex plane where these functions are defined.
A similar calculation for the term I yields the first half of Eq. (34). The other half is completely
similar, only recalling that the multiplier of H∗ν is μν(−λ).
(ii) If k = 1 and the constant term Rf (0) vanishes, still the argument for the case k  2 is
valid, and to take care of the general case, we use the following auxiliary lemma.
Lemma 5. Let ν  −1/2, 0 < α < 1, f ∈ C∞c (R+) and H˜νf (x) := Hνf (x) − CνK(f )xν+
1
2 ;
K(f ) := ∫∞0 yν+ 12 f (y)dy (and Cν is the same as in Theorem 1). Then,
M(x−ν−1− α2 H˜νf )(λ) = ϕν(λ+ iε)M(xν+1+ α2 f )(−λ); ε = ν + 3 + α2 . (36)
Assuming Lemma 5 is correct, we can finish at once the proof of Lemma 4 noting that f (x) =
g(|x|)Y (x); Y ∈A1 normalized, and ραf is given by Eq. (15), we have the identity
Rn1g(x) = x−
n−1
2
(H∗n−2
2
−H n−2
2
)
.
Now, an immediate consequence of Lemma 5 is: if H˜∗νf (x) :=H∗νf (x)−CνK(Hν+1f )xν+1/2,
then
M(H˜∗νf )(λ) = μν(−λ− iε)M(xν+ α2 f )(λ). (37)
And taking in Eq. (37) ν = (n− 2)/2 yields the desired result.
Proof of Lemma 5. If K =K(f ) = 0, we have, using Theorem 1 that
x−ν−1−
α
2 H˜νf (x) =
⎧⎨⎩O(x
1−α
2 ), x → 0+
O(x−ν−2− α2 ), x → 0
⎫⎬⎭ ∈ L1
(
R+,
dx
x
)
.
Therefore, the validity of Lemma 5 follows by analytic continuation (along the same kind of
argument used for the proof of Theorem 4 for the case k  2). Now, if we do not longer assume
that K = 0, we argue as follows.
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suppΨ ⊂ [1,2],∫∞
0 y
ν+ 12 Ψ (y)dy = 1.
Given t > 0, let Ψt(x) := t−ν−3/2Ψ (t−1x),
∫∞
0 y
ν+1/2Ψt(y) dy = 1 ∀t > 0. For a given
f ∈ C∞c (R+) and a fixed t > 0, write f = ft + KΨt , ft := f − KΨt , so if K(ft ) = 0 ∀t > 0
which implies
H˜νf (x) =Hνft +KH˜νΨt .
Therefore,
M(x−ν−1− α2 H˜νf )(λ) = ϕ(λ+ iε)[M(xν+1+ α2 f )(−λ)−KM(xν+1+ α2 Ψt)(−λ)]
+KM(x−ν−1− α2 H˜νΨt)(λ).
Now, it is immediate that
M(xν+1+ α2 Ψt)(−λ) = t−iλ− 1−α2 M(xν+1+ α2 Ψ )(−λ).
We can also compute that
x−ν−1−
α
2 H˜νΨt = t− 1−α2 g(tx), g(x) := x−ν−1− α2
[
HνΨ −Cνxν+ 12
]
,
which implies
M(x−ν−1− α2 H˜νΨt)(λ) = t iλ− 1−α2 Mg(λ).
Taking now the limit t → ∞ we obtain the desired result. 
Since νnk = (n− 2)/2 + k, we can relate, using the recurrence formula (31) the Mellin multi-
plier of μνnk to the one of {
μ−1/2, n odd,
μ0, n odd.
It is then necessary to regain information, as accurate as possible of the behavior of these two
multipliers. It turns out that μ−1/2 can be written in closed form using elementary functions,
whereas μ0 is the product of an elementary function with Euler’s Beta function. That is the
content of the next
Lemma 6 (The elementary multipliers). The multipliers μ0 and μ−1/2 are given by the following
formulas:
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(
π
4
+ i π
2
z
)
. (38)
(2) μ0(z) = −12
B
(−i z2)
B
( 1
2 − i z2
) cot( iπ
2
z
)
, z >−1. (39)
where in Eq. (39) B(z) := B(z, z). B(z,w), z,w > 0, is the Beta function ((z)(w) =
B(z,w)(z + w)). (Also, note that the relation (39), valid for (iz) > −1, can be extended
using that μ0(−z) = μ0(z)−1.)
Proof. Let us consider first the case of the multiplier μ−1/2 using Eq. (22) of Theorem 1 and the
well-known relation for the Gamma function (z)(1 − z) = πsinπz ,
μ−1/2(z) = 
( 1
4 + iz2
)

( 3
4 − iz2
)

( 1
4 − iz2
)

( 3
4 + iz2
) = ( 14 + iz2 )(1 − ( 14 + iz2 ))

(
1 − ( 34 + iz2 ))( 34 + iz2 )
= sin
(
π
( 1
4 + iz2
))
sin
(
π
( 3
4 + iz2
)) = tan(π
4
+ i πz
2
)
.
To compute μ0 let us write z = λ+ iα, α >−1. Then we have
μ0(λ+ iα) = 
( 1
2 + i(λ+iα)2
)

(
1 − i(λ+iα)2
)

( 1
2 − i(λ+iα)2
)

(
1 + i(λ+iα)2
) = ( 2+α−iλ2 )( 1−α+iλ2 )

( 2−α+iλ
2
)

( 1+α−iλ
2
)
= α − iλ
2

(
α−iλ
2
)

( 1−α+iλ
2
)

( 2−α+iλ
2
)

( 1+α−iλ
2
)
= α − iλ
2

( 1+α−iλ
2
)

(
1 − ( 1+α−iλ2 ))

( 1+α−iλ
2
)2 
(
α−iλ
2
)2

(
α−iλ
2
)

(
1 − (α−iλ2 ))
= α − iλ
2
sin
(
π
(
α−iλ
2
))
sin
(
π
( 1+α−iλ
2
)) B(α−iλ2 )
B
( 1+α−iλ
2
) (α − iλ)
(1 + α − iλ)
= −1
2
B
(
α−iλ
2
)
B
( 1+α−iλ
2
) cot( iπλ− πα
2
)
.
Therefore, we have obtained the explicit formula
μ0(z) = −12
B
(−i z2)
B
( 1
2 − i z2
) cot( iπ
2
z
)
, z >−1. (40)
We are also interested on the behavior of μ0 for z = λ+ iβ (β = n/2 + δ), for z < 1 we get:
μ0(z) = −2B
( 1
2 + i z2
)
B
(
i z
) tan( iπ
2
z
)
.  (41)2
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dimensional case (see [1] and [2]) (in fact, this multiplier actually amounts for the operator
“Hilbert transform of the even extension of f ”; no such simple description is available for the
operator μ0). Anyway, if it were not for the appearance of the Beta function in μ0 its analysis
would be completely similar to the one of μ−1/2. In fact, this latter function enjoys the property
that along any straight line parallel to the real axis, its real part is even, positive, and similar to
a constant (of course, with the exception of the lines i( 12 + 2k) + R, k integer). Its imaginary
part is, instead, an odd function. We want to show that the functions appearing in Eq. (34) enjoy
similar properties. To do so, we need to establish the following lemmata:
Lemma 7. Let fi(x) = ui(x) + ivi(x), i = 1, . . . , n, where ui , i = 1, . . . , n, are even functions
and vi , i = 1, . . . , n, are odd functions. Then, if⎧⎨⎩
Fn(x) =∏ni=1 fi(x),
Un(x) = (Fn(x)),
Vn(x) = (Fn(x)),
Un(x) is even and Vn(x) is odd.
Proof. (Induction.) The claim of Lemma 7 is obvious if n= 1. For n= 2 we compute{
U2(x) = u1(x)u2(x)− v1(x)v2(x),
V2(x) = u1(x)v2(x)+ u2(x)v1(x).
It is trivial to check that under our hypothesis, U2 is even and V2 is odd, which proves the case
n= 2. For any n 2, we write Fn = Fn−1fn an we apply the induction hypothesis. 
Lemma 8. Along any line iγ + R, the function Bγ (t) := B(γ − it)/B(γ + 1/2 − it) enjoys the
property that its real part is even, positive, and similar to a constant and also that its imaginary
part is odd and positive for positive t .
Proof. Ignoring the effect of the Beta function terms, the claim about μ0 is easy to verify. To
consider now the effect of those terms, let us compute, for γ > 0 and real t :
B(γ − it) =
1∫
0
[
x(1 − x)]γ−1−it dx = 2−(2γ−1−2it) 1∫
−1
(
1 − x2)γ−1−it dx
= 2−2(γ−1−it)
1∫
0
(
1 − x2)γ−1−it dx = 2−(2γ−1−2it) 1∫
0
xγ−1−it√
1 − x dx.
It is easy to check that the function g(x) = (1 − x)−1/2 has a Taylor development g(x) =∑∞
n=0 cnxn, |x| < 1, such that all the coefficients cn > 0. Plugging this development into our
previous computation we get, since γ > 0 and the integral above is absolutely convergent,
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a→1+
a∫
0
∞∑
n=0
cnx
γ+n−1−it dx
= 2−(2γ−1−2it) lim
a→1+a
it
∞∑
n=0
cn
an+γ
n+ γ − it .
(Integration term-by-term is justified due to the fact that a Taylor series converges uniformly in
the interior of its domain of convergence.) The coefficients cn are easily computed to be
cn = 2−2n+1 (2n− 1)!
n!(n− 1)! .
Now, using the well-known Stirling asymptotic formula for the factorial, we get cn ∼ (πn)−1/2;
n→ ∞. Therefore, the series ∑∞n=0 | cnn+γ−it |<∞ and Abel’s Theorem yields
B(γ − it) = 2−(2γ−1−2it)
∞∑
n=0
cn
1
n+ γ − it
= 2−(2γ−1−2it)
∞∑
n=0
cn
n+ γ + it
(n+ γ )2 + t2
= 2−(2γ−1−2it)(bRγ (t)+ itbIγ (t)),
where bRγ (t) :=
∑∞
n=0 cn
n+γ
(n+γ )2+t2 so b
R
γ (t) is a positive and even function, bγ (t) := B(γ − it).
Furthermore, the function bIγ (t) has the same property.
Now, consider Bγ (t) := B(γ−it)B(γ+1/2−it) . So, we can write Bγ (t) = BRγ (t)+ itBIγ (t), where
BRγ (t)=
1
2|bγ (t)|2
(
bRγ (t)b
R
γ+1/2(t)+ t2bIγ (t)bIγ+1/2(t)
)
,
BIγ (t)=
1
2|bγ (t)|2
(
bIγ (t)b
R
γ+1/2(t)− bRγ (t)bIγ+1/2(t)
)
. (42)
The functions BRγ (t) and BIγ (t) are even. Moreover, BRγ (t) > 0 ∀t and BIγ (t) > 0 ∀t . This
latter fact follows from the computation
bIγ (t)b
T
γ+1/2(t)− bRγ (t)bIγ+1/2(t)
=
∑
n,m0
cncm
[
n+ γ + 12
((n+ γ + 1/2)2 + t2)((m+ γ )2 + t2)
− m+ γ
((m+ γ + 1/2)2 + t2)((n+ γ )2 + t2)
]
= 1
2
∑ c2n
((n+ γ + 1/2)2 + t2)((n+ γ )2 + t2) .
n0
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continuous functions. To continue, we must understand their behavior for large t . But it is known
that, within any “keyhole” domain Dε := {z ∈ C: |z| > 1, |arg z| < π − ε}, 0 < ε < π , the
asymptotic Stirling formula
(z) ∼ √2πxz−1/2e−z, z → ∞, z ∈ Dε,
is valid, and then a simple calculation using this formula yields
lim|t |→∞Bγ (t) =
2
e
,
for any γ > 0, which allows us to conclude the proof of the lemma. 
In the following we shall encounter products of the kind
∏N
j=1 σνj (λ), where, for ν > 1 and
λ ∈ R, σν(λ) := (ν − 1 − iλ)/(ν − iλ), and νj is an increasing sequence of orders. The next
lemma shows how to control products of that kind.
Lemma 9. Given ν0 > 1 and νj = ν0 + kj , j = 1, . . . , n, k > 0. Then,

(
n∏
j=1
σνj (λ)
)
> 0. (43)
Moreover, there exist real-valued functions F(λ) and G(λ) and a constant c0 > 0 (depending
on ν0 and k) such that:
(1) c−10 (
λ2+ν20
λ2+ν2n )
1/2k  F(λ) c0(
λ2+ν20
λ2+ν2n )
1/2k and F(λ) is even.
(2) G(λ) is odd and 0G(λ) I (ν0) >−π/2, λ 0, I (ν0) :=
∫∞
0
dx
x2+(2ν0−1)x+1 .
(3) ∏Nj=1 σν0+kj (λ) = F(λ)eiG(λ).
Proof. With g(x) := 1/(1 + x2), h(x) := x/(1+x2) and Hν(x) := x/(ν−1+νx2), let us write
σν(λ)= ν(ν − 1)+ λ
2
ν2 + λ2 − i
λ
ν2 + λ2
=
(
1 − 1
ν
g
(
λ
ν
))(
1 − iHν
(
λ
ν
))
=
(
1 − 1
ν
g
(
λ
ν
))(
1 − i h((ν(ν − 1))
−1/2λ)
(ν(ν − 1))1/2
)
.
For 0 x < 1, we have the estimate log(1 − x)−x. Therefore, using that n → g(λ/(ν0 + n))
is non-increasing we obtain
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N∏
j=1
(
1 − 1
ν0 + kj g
(
λ
ν0 + kj
))
−
n∑
j=1
1
ν0 + kj g
(
λ
ν0 + kj
)
−
n∫
1
dx
(ν0 + kx)
(
1 + λ2
(ν0+kx)2
) = −1
k
(ν0+kn)/λ∫
(ν0+k)/λ
y
y2 + 1 dy
= 1
2k
log
1 + ( ν1
λ
)2
1 + ( νn
λ
)2 = 12k log 1 +
(
ν0
λ
)2
1 + ( νn
λ
)2 +O(1), (44)
and this proves that
N∏
j=1
(
1 − 1
ν0 + kj g
(
λ
ν0 + kj
))
 c−10
(
λ2 + ν20
λ2 + ν2n
)1/2k
. (45)
To obtain the reverse estimate, we observe that if 0 x  1−η; η > 0, we have that log(1−x)
−x − x2/(2η). Now, reasoning like for Eq. (73), we obtain
log
N∏
j=1
(
1 − 1
ν0 + kj g
(
λ
ν0 + kj
))
 1
2k
log
1 + ( ν0
λ
)2
1 + ( νn
λ
)2 +O(1).
To control the other terms in the product of the lemma, we use the following expansion for the
complex logarithm:
log(1 − iz) = z
2
2
∞∑
n=0
(−1)n−1 z
2n
n+ 1︸ ︷︷ ︸
φ(z)
+i z
∞∑
n=0
(−1)n−1 z
2n
2n+ 1︸ ︷︷ ︸
ψ(z)
, |z| < 1.
Assume now that |z| < 1 is real. Then, the series defining φ(z) and ψ(z) are alternating, and the
following estimates hold: {
− z22  φ(z) < 0, −1 < z < 1,
−zψ(z) < 0, 0 < z < 1.
Now, we want to control the product
N∏
j=1
(
1 − iHν0+kj
(
λ
ν0 + kj
))
.
To do so, we use the expansion for the logarithm just mentioned to get, with
fn(λ) := λ 2 ,(ν0 + n)(ν0 + n− 1)+ λ
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N∏
j=1
(
1 − iHν0+kj
(
λ
ν0 + kj
))
=
N∑
j=1
log
(
1 − iHν0+kj
(
λ
ν0 + kj
))
=
N∑
j=1
φ
(
fkj (λ)
)+ i N∑
j=1
ψ
(
fkj (λ)
)
= S1(λ)+ iS2(λ), S1 and S2 real.
We estimate S1 as follows:
S1(λ)−12
∞∑
n=1
φ
(
fn(λ)
)
−1
2
∞∑
n=0
fn(λ)
2 −λ
2
2
∞∫
0
dx
((ν0 + x)(ν0 − 1 + x)+ λ2)2
= − 1
2λ
∞∫
ν0/λ
dx(
x2 − 1
λ
x + 1)2 .
The expression above is clearly O(λ−1), λ → ∞, while it is O(1), λ = O(1), therefore it is
uniformly bounded from below.
We estimate S2 in a similar way (we assume below λ 0):
0 S2(λ)−
∞∑
n=1
ψ
(
fn(λ)
)
−
∞∑
n=1
fn(λ)−λ
∞∫
0
dx
(ν0 + x)(ν0 − 1 + x)+ λ2
= −
∞∫
0
dx
x2 + (2ν0 − 1)x + 1 + ν0(ν0−1)λ
−
∞∫
0
dx
x2 + (2ν0 − 1)x + 1
>−π
2
; ν0 > 1. 
The next step now is to show that the Mellin’s multiplier λ → μ(n−2)/2(λ + iβ) (recall that
β = n/2 + δ; δ = (1 + α)/2) is a positive (this multiplier is the one corresponding for radial
functions).
Lemma 10. We have the following identity for radial functions on Rn:
Qα(f ) =
∫
R
ϕδ,n(λ)
∣∣M(x−δf )(λ)∣∣2 dλ, δ = 1 + α
2
, (46)
where ϕδ,n(λ) is positive, even and similar to 〈λ〉 = (1 + λ2)1/2.
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odd or even. The case of odd dimension is simpler, because the multiplier μ1/2 is given by an
elementary function.
1. n odd. Assume n= 2m+1, m 1. Then, νn0 = −1/2+m and using the recurrence formula
(31) we get
μ−1/2+m(z) = δ−1/2+m(z)δ−1/2+m−1(−z) · · · δ1/2
(
(−1)m−1z)μ−1/2((−1)mz).
Taking as before z = λ+ iβ we obtain (β = n/2 + δ):
δ−1/2+m(λ+ iβ) = −(1 + δ)+ iλ2m+ δ − iλ = −
1 + δ − iλ
2m+ δ − iλ ,
δ−1/2+m−1(λ+ iβ) = −2m+ δ − 1 − iλ2 + δ − iλ ,
...
δ−1/2+m−j (λ+ iβ) =
{− 1+δ+j−iλ2m+δ−j−iλ , j even,
− 2m+δ−j−1−iλ1+δ+j−iλ , j odd.
Therefore, we can write
δ−1/2+m(z) · · · δ1/2
(
(−1)m−1z)= (−1)m 1 + δ − iλ
2m+ δ − iλ
2m+ δ − 1 − iλ
2 + δ − iλ · · ·
= (−1)m
⎧⎨⎩
∏m/2
j=1
δ+2j−1−iλ
δ+2j−iλ
∏m/2
j=1
2m+δ+1−2j−iλ
2m+δ−2j+2−iλ , m even,(∏[m/2]
j=1
δ+2j−1−iλ
δ+2j−iλ
∏[m/2]
j=1
2m+δ+1−2j−iλ
2m+δ−2j+2−iλ
)
m+δ−iλ
m+δ+1−iλ , m odd
= (−1)m
⎧⎨⎩
∏m/2
j=1 σ2j+δ(λ)
∏m/2
j=1 σ2m−2j+2+δ(λ), m even,(∏[m/2]
j=1 σ2j+δ(λ)
∏[m/2]
j=1 σ2m−2j+2+δ(λ))σm+1+δ(λ), m odd
= (−1)m
m∏
j=1
σ2j+δ(λ).
On the other hand, we have
μ−1/2
(
(−1)m(λ+ iβ))= tan(π
4
+ i π
2
(−1)m(λ+ iβ)
)
= (−1)m tan
(
i
π
2
λ− π
2
δ
)
.
Also, using Lemma 9 we can write
∏m
j=1 σ2j+δ(λ) = F(λ)eiG(λ) for some functions F and G
with the properties mentioned on that lemma.
As a consequence,
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(
i
π
2
λ− π
2
δ
)
= F(λ)eiG(λ)− sinπδ + i sinhπλ
coshπλ+ cosπδ . (47)
By a computation analogous to the one carried out in Lemma 4 we obtain, if f (x) = g(|x|):
Qα(f ) = −
∣∣Sn−1∣∣ ∞∫
0
x−1−α−
n−1
2 g′(x)H n−2
2
(
y
n−1
2 g
)
(x) dx
= |S
n−1|
2π
∫
R
(−δ + iλ)μn−2
2
(λ+ iβ)∣∣M(x−δg)(λ)∣∣dλ. (48)
From Eq. (47) we get
[(−δ + iλ)μn−2
2
(λ+ iβ)]
= F(λ)δ sinπδ cosG(λ)− λ sinπδ sinG(λ)+ sinhπλ[λ cosG(λ)+ δ sinG(λ)]
coshπλ+ cosπδ , (49)
and
[(−δ + iλ)μn−2
2
(λ+ iβ)]
= F(λ)−λ sinG(λ) sinhπλ− sinπδ sinG(λ)+ cosG(λ)[δ sinhπλ− λ sinπδ]
coshπλ+ cosπδ . (50)
The conditions given on δ and G(λ) are:{
sinπδ > 0,
sinG(λ) < 0, λ > 0,
cosG(λ) cos I (ν0) > 0.
The function in Eq. (50) is odd, and using the estimate sinhx > x > sinx; x > 0, it follows that
it is positive for positive λ.
Therefore,
[(−δ + iλ)μn−2
2
(λ+ iβ)] F(λ) sinhπλ
coshπλ+ cosπδ
[
λ cosg(λ)− δ sing(λ)],
g(λ) := −G(λ).
We have the estimate for λ 0 (recall the proof of Lemma 9):
0 g(λ) λ
∞∑
n=1
1
(ν0 + x)(ν0 − 1 + x)+ λ2 .
Therefore,
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λ
 1 −
∞∫
0
dx
(ν0 + x)(ν0 − 1 + x)+ λ2  1 −
∞∫
0
dx
(ν0 + x)(ν0 − 1 + x)
= 1 + log
(
1 − 1
ν0
)
 0,
ν0 
(
1 − 1
e
)−1
= 1.5819 . . . .
On the other hand, supλ0 g(λ) = I (ν0) (cf. the proof of Lemma 9). Since ν0  2, we obtain
I (ν0) I (2)= 2√
3
(
π
2
− arctan 1√
3
)
.
(Note that 12I (2)2 = 0.7310 . . . < 1.)
Using the Taylor expansions of sin and cos we have
λ cosg(λ)− δ sing(λ) = [λ− δg(λ)] ∞∑
n=0
(−1)n
(2n)! g(λ)
2n (2n+ 1)λ− δg(λ)
(2n+ 1)(λ− δg(λ)) .
Then, using the estimates on g(λ) and the elementary properties of alternating series it follows
that
λ cosg(λ)− δ sing(λ) = [λ− δg(λ)]{1 − ∞∑
n=1
(−1)n−1
(2n)! g(λ)
2n (2n+ 1)λ− δg(λ)
(2n+ 1)(λ− δg(λ))
}

(
1 − 1
2
I (2)2
)[
λ− δg(λ)] 0, λ 0.
Since [(−δ + iλ)μ(n−2)/2(λ+ iβ)] > 0 ∀λ and this function behaves asymptotically (for
λ→ ∞) like λ, we have finally obtained the proof of Lemma 10 for n odd.
2. n even. Assume now that n= 2m, m 1. Then,
μn−2
2
(λ+ iβ) = μm−1(λ+ iβ)
= δm−1(λ+ iβ) · · · δ1
(
(−1)m(λ+ iβ))μ0((−1)m(λ+ iβ)).
A computation similar to the case of n odd yields, for even n:
δm−1(λ+ iβ) · · · δ1
(
(−1)m(λ+ iβ))
= (−1)m−1
⎧⎨⎩
∏m/2
j=1 σ2j+δ(λ)
∏m/2
j=1 σm−1+2j+δ(λ), m even,∏[m/2]
σ2j+δ(λ)
∏[m/2]
σm+2j+δ(λ), m odd.
(51)
j=1 j=1
P. Balodis, A. Córdoba / Advances in Mathematics 214 (2007) 1–39 27We can also compute
μ0
(
(−1)m−1(λ+ iβ))= (−1)m−1
⎧⎨⎩2 tan
(
i π2 λ− πδ2
)
Bm+1+δ
2
(
λ
2
)−1
, m even,
1
2 tan
(
i π2 λ− πδ2
)
Bm+1+δ
2
(−λ2 ), m odd,
where again B denotes Euler’s Beta function. Using Lemma 8, we can write
(−δ + iλ)μn−2
2
(λ+ iβ) = (P(λ)+ iQ(λ))(b(λ)− ic(λ)),
where P(λ) is like in Eq. (49), Q(λ) is like in Eq. (50), b(λ) is a positive function similar to 1,
and c(λ) is a function odd and positive for positive λ. As a consequence,
[(−δ + iλ)μn−2
2
(λ+ iβ)]= P(λ)b(λ)+Q(λ)c(λ),
which is even, positive and ∼ 〈λ〉, and
[(−δ + iλ)μn−2
2
(λ+ iβ)]=Q(λ)b(λ)− P(λ)c(λ),
which is odd. And this proves Lemma 10 for the case of even n. Although it is not needed for
Lemma 10 to hold, the function
[(−δ + iλ)μn−2
2
(λ+ iβ)]=Q(λ)b(λ)− P(λ)c(λ)
has the property of being positive for λ 0. Since we shall need it later on, let us now provide
its proof.
Recall Eq. (42), and assume first that n= 2m with m odd. Then, with the notation of Lemma 8,
and with g(λ) being the same function of Lemma 9, we have
b(λ)− iλc(λ) = BRm+1+δ
2
(
−λ
2
)
− iλBIm+1+δ
2
(
−λ
2
)
and
e−ig(λ)
(
b(λ)− iλc(λ))= b(λ) cosg(λ)− λc(λ) sing(λ)− i(b(λ) sing(λ)+ λc(λ) cosg(λ)).
Assume that we have proven that b(t) − t2c(t)  0 ∀t . Then, since t cosg(t) − sing(t)  0
∀t  0, it follows that
[e−ig(λ)(b(λ)− iλc(λ))] 0 ∀t  0
(and since the function above is even, it is positivity everywhere follows). Moreover, it is obvious
that
[e−ig(λ)(b(λ)− iλc(λ))] 0 ∀t  0.
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e−ig(λ)
(
b(λ)− iλc(λ))= F1(λ)e−ig1(λ),
where F1(λ) is a positive and even function similar to one, and G1(λ) := −g1(λ) an odd function
having properties like those of G(λ) of Lemma 9. Taking γ := (m + 1 + δ)/2 and t = λ/2, we
have:
b(t)− t2c(t) = 1
2|bγ (t)|2
{
bRγ (t)b
R
γ+ 12
(t)+ t2bRγ (t)bγ+ 12 + t
2bIγ (t)
[
bR
γ+ 12
(t)− bI
γ+ 12
(t)
]}
 0 ∀t.
The case of n= 2m and even m can be obtained in a similar manner, using now the expression
b(λ)− iλc(λ) =
{
BRm+1+δ
2
(
λ
2
)
+ iλBIm+1+δ
2
(
λ
2
)}−1
= 1∣∣Bm+1+δ
2
(
λ
2
)∣∣2
{
BRm+1+δ
2
(
λ
2
)
− iλBIm+1+δ
2
(
λ
2
)}
.
(Note that in the course of the proof, we have justified the validity of Eq. (47) for any dimen-
sion n.) 
Having obtained the main result for radial functions, our next step should be to consider the
case of f (x) = g(|x|)Y (x), Y ∈Ak , and normalized. We already know (Lemma 4) how to write
the behavior of Qα for such an f in terms of the corresponding Mellin multipliers. We can extend
the result of Lemma 10 as follows:
Lemma 11. We have the following identity for functions f (x) = g(|x|)Y (x), Y ∈Ak , k  2, and
normalized:
Qα(f ) = (2π)−n−1
∫
R
ϕδ,n,k(λ)
∣∣M(x−δf )(λ)∣∣2dλ, (52)
where ϕδ,n,k(λ) is positive, even and similar to 〈k + λ〉 (uniformly in k; again, δ = (1 + α)/2).
Proof. Again we have two cases: k even and k odd. This is so because the recurrence rela-
tion (31) and Lemma 4 implies that the multiplier of μνnk (λ + iβ) can be related to the one
of μνn0 (λ + iβ) or μνn0 (−λ − iβ) according to whether k is even or odd. Now, let us note that
Eq. (47) (extended to any dimension n and using the formula μν(−z) = μν(z)−1) can be easily
generalized to yield
μn−2
2
(−λ− iβ) = −F(λ)−1e−iG(λ) sinπδ + i sinhπλ
coshπλ− cosπδ , (53)
where F(λ) and G(λ) are the same as in Eq. (47). Now, note that it is possible to write
μn−2 (−λ− iβ) = F1(λ)μn−2 (λ+ iβ), (54)
2 2
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we can easily obtain a formula similar to (52). Namely:
ϕδ,n,k(λ) := {n+ k − 1 + δ − iλ}μνnk (λ+ iβ)
− (n+ α)[λnkμνnk (λ+ iβ)− (1 − λnk)μνnk−1(−λ− iβ)].
Then Lemma 1, Eq. (6) and the recurrence equation (31) allows us to compute
λnkμνnk
(λ+ iβ)− (1 − λnk)μνnk−1(−λ− iβ) = − 1 + δ − iλn+ k − 1 + δ − iλμνnk−1(−λ− iβ)
= − 1 + δ − iλ
k − 1 − δ + iλμνnk (λ+ iβ).
That is,
ϕδ,n,k(λ) = (n+ k − 1 + δ − iλ)μνnk (λ+ iβ)+ (n+ α)
1 + δ − iλ
k − 1 − δ + iλμνnk (λ+ iβ)
= (Aδ,n,k(λ)− iλBδ,n,k(λ))μνnk (λ+ iβ), (55)
with ⎧⎨⎩Aδ,n,k(λ) = k − δ + (n+ α)
k(k−1−δ)
(k−1−δ)2+λ2 ,
Bδ,n,k(λ) = 1 + k(n+α)(k−1−δ)2+λ2 .
(56)
Then, a completely similar calculation to the one carried out in Lemma 10 yields, for k > 1,
μνnk
(λ+ iβ)
=
⎧⎪⎪⎨⎪⎪⎩
−F1(λ)∏lj=1 σn+2j+δ(λ)∏lj=1 σ2+2j−δ(−λ)−1 δ−iλn+δ−iλμn−22 (λ+ iβ),
k odd,∏l
j=1 σn−1+2j+δ(λ)
∏l
j=1 σ1+2j−δ(−λ)−1 1−δ+iλδ2+λ2 (−δ − iλ)μn−22 (λ+ iβ),
k even.
(57)
Now, let us consider the case k > 1 odd. Then,
δ − iλ
n+ δ − iλ =
δ(n+ δ)+ λ2
(n+ δ)2 + λ2︸ ︷︷ ︸
an,δ(λ)
−iλ n
(n+ δ)2 + λ2︸ ︷︷ ︸
bn,δ(λ)
and
μn−2
2
(λ+ iβ) = −H(λ)(sinπδ + i sinhπλ)− δ − iλ
n+ δ − iλμn−22 (λ+ iβ)
= P1(λ)+ iQ1(λ), (58)
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P1(λ)=H(λ)
[
an,δ(λ) sinπδ + bn,δ(λ)λ sinhπλ
]
is positive, even and ∼ 1. Furthermore, and
Q1(λ) =H(λ)
[
an,δ sinhπλ− bn,δ(λ)λ sinπδ
]
is odd and satisfies 0 Q1(λ) < Cλ〈λ〉−2, λ  0, as it is easy to check. Observe that σν(λ) =
Fν(λ)e
iGν(λ) implies that
σν(λ)σν′(−λ)−1 = Fν(λ)
Fν′(λ)
ei(Gν(λ)+Gν′ (λ)).
Therefore, we can write
l∏
j=1
σn+2j+δ(λ)
l∏
j=1
σ2+2j−δ(−λ)−1 = φk(λ)eiGk(λ), k odd,
where φk(λ) and Gk(λ) satisfy the same properties obtained in Lemma 9, but where the estimates
are now uniform in k. Finally, we obtain,
μνnk
(λ+ iβ) = pk(λ)+ iqk(λ), k odd, (59)
where pk(λ) are positive, even and ∼ 1 and qk(λ) are odd and ∼ 〈λ〉−1, uniformly in k. Using
now Eqs. (55) and (59) we obtain that we can take in fact ϕδ,n,k(λ) ∼ 〈k + λ〉, which proves
Lemma 14 for the case k > 1 odd.
In the case k > 1 even, we proceed in a slightly manner. Let us write(
Aδ,n,k(λ)− iλBδ,n,k(λ)
)
(1 − δ + iλ)
= (1 − δ)Aδ,n,k(λ)+ λ2Bδ,n,k(λ)︸ ︷︷ ︸
Cδ,n,k(λ)
+iλ (Aδ,n,k(λ)− (1 − δ)Bδ,n,k(λ))︸ ︷︷ ︸
Dδ,n,k(λ)
.
If k > 1 is even, then Cδ,n,k(λ) is even and ∼ 〈k+λ〉. Also Dδ,n,k(λ) is even and ∼ k (uniformly
in k). On the other hand, we can write
l∏
j=1
σn−1+2j+δ(λ)
l−1∏
j=1
σ1+2j−δ(−λ)−1 = φk(λ)eiGk(λ), k even,
and adjoin it to the multiplier μ(n−2)/2(λ+ iβ). In this way we obtain
μνnk
(λ+ iβ) = pk(λ)− iqk(λ), k even, (60)
where in Eq. (60), pk(λ) and qk(λ) share the properties of the corresponding functions in
Eq. (59). Finally, we obtain also the conclusion that ϕδ,n,k(λ) ∼ 〈k + λ〉 uniformly in k for
k > 1 even, which concludes the proof. 
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ϕδ,n,1(λ)= F1(λ)
[
−δ + iλ+ (n+ α)1 + δ − iλ
n+ δ − iλ
]
μn−2
2
(λ+ iβ). (61)
And since μ(n−2)/2(0 + iβ) < 0 and the other factors, evaluated at λ = 0 in Eq. (61) are strictly
positive, it follows that ϕδ,n,1(0) < 0. On the other hand, for |λ| big enough,
ϕδ,n,1(λ) ≈ 
{
F1(λ)[iλ]μn−2
2
(λ+ iβ)}∼ |λ|.
Therefore, the failure is indeed a very small one.
From Lemma 11 we can obtain the following (restricted) version of the positivity of the
quadratic form Qα .
Theorem 2 (Main result). Let f ∈Xα , where
Xα :=
{
f ∈ S′(Rn): ‖f ‖Xα <∞}.
(If f (x) =∑∞k=0 ∑d(k)l=1 fk,l(|x|)Y k,l(x) where {Y k,l} is an orthonormal basis of the spherical
harmonics, then
‖f ‖2Xα :=
∞∑
k=0
d(k)∑
l=1
∫
R
〈
k + |λ|〉∣∣M(t−δfk,l)(λ)∣∣2 dλ.
This provides an structure of Hilbert space to the space Xα .) Then, the quadratic form
Qα(f ) := −
∫
Rn
(Rf (x)−Rf (0)) · ∇f (x)
|x|n+α dx
is semibounded from below (and bounded from above):
Kα‖f ‖2Xα Qα(f ) Cα‖f ‖2Xα −C′α
n∑
j=1
∫
R+
∣∣f1,j (t)∣∣2t−2−α dt (62)
for some positive absolute constants 0 <Cα,C′α < ∞. Moreover, assuming that f ∈ Xα is non-
negative, then, there exists some α0 > 0, depending only on the spatial dimension n, such that
for any α0 < α < 1, and some absolute constants 0 < k,Kα <∞ we have
Kα‖f ‖2Xα Qα(f ) k(1 − α)‖f ‖2Xα . (63)
Proof. (i) If f ∈ C∞c (Rn \ {0}), Eq. (62) is an immediate consequence of Lemma 11, and yields
an a priori inequality of the desired kind. Then, standard arguments permit to close that a priori
inequality to the whole of the Hilbert space Xα .
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that Eq. (63) holds for non-negative f if and only if it does for functions of the especial form
f (x) =
1∑
k=0
d(k)∑
l=1
fk,l
(|x|)Y k.l(x) = f0(|x|) 1|Sn−1|1/2 +
n∑
j=1
fj
(|x|) xj
n1/2|Sn−1|1/2|x|
(we take f0 := f0,1 and fj := f1,j ). To begin with, the condition is obviously necessary. To
establish its sufficiency we argue as follows.
Take any non-negative f ∈ C∞c (Rn \ {0}). Then, if we write the expansion of f into spherical
harmonics, the partial sum of that expansion given by f (x) =∑1k=0 ∑d(k)l=1 fk,l(|x|)Y k,l(x) :=
S1f (x) is the following operator:
S1f (x) = 1|Sn−1|
∫
Sn−1
f
(|x|u){1 + u · x
n|x|
}
dσ(u).
S1 maps non-negative functions into non-negative ones (since 1 + u·xn|x|  n−1n > 0). On the other
hand, given any f  0, we write f = S1f + (f −S1f ). Then, S1f ⊥ (f −S1f ) both on L2(Rn)
and on Xα . Therefore,
Qα(f ) =Qα(f − S1f )+Qα(S1f ).
Since we already know that Qα(f − S1f ) Cα‖f − S1f ‖2Xα , it only rest to analyze the other
term.
Now, note that for a function f  0, it is necessary that f0  0(
since f0(x) = 1|Sn−1|
∫
Sn−1
f
(|x|u)dσ(u))
and that fj are real-valued. Moreover,{
n∑
j=1
fj
(|x|)2}1/2  n1/2f0(|x|). (64)
Condition (64) is necessary because, if for a given x ∈ Rn \ {0} we take x′ = − |x||(fj (|x|))| (fj (|x|))
(note that |x′| = |x|), then
0 f (x′) = 1|Sn−1|1/2
{
f0
(|x|)− n−1/2( n∑
j=1
fj
(|x|)2)1/2};
the sufficiency of condition (64) follows from Schwarz’s inequality in the integral expression of
S1f0.
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ϕδ,n,1(λ) = 
{(
Aδ,n(λ)+ iλBδ,n(λ)
)
μn−2
2
(λ+ iβ)} (65)
with ⎧⎨⎩Aδ,n(λ) = (n+ α)
(1+δ)(n+δ)+λ2
(n+δ)2+λ2 − δ,
Bδ,n(λ) = 1 − (n−1)(n+α)(n+δ)2+λ2 .
Then, it holds that both functions Aδ,n(λ) and Bδ,n(λ) are even and ∼ 1. Recalling Eqs. (54),
(58) and (65), we can write:
ϕδ,n,1(λ) = F1(λ)H(λ)
{−Aδ,n(λ) sinπδ cosg(λ)+ λBδ,n(λ) sing(λ)
+ sinhπλ(λBδ,n(λ) cosg(λ)+Aδ,n(λ) sing(λ))}. (66)
In Eq. (66) the only non-positive term inside the brackets is I1(λ) := −Aδ,n(λ) sinπδ cosg(λ),
but taking 0 < α < 1 sufficiently close to 1, |I1(λ)|  ε uniformly in λ for any given ε > 0;
more precisely we can take α < 1 such that sinπδ = ε. The other terms inside the bracket in
Eq. (66) are easily estimated from below by Cλ2 for some universal C > 0 (not depending on α).
Therefore, ϕδ,n,1(λ) 0 if |λ| cε1/2 for some absolute c > 0, implying that
inf
λ
ϕδ,n,1(λ) = inf|λ|cε1/2 ϕδ,n,1(λ).
Moreover,
F1(λ) =
∣∣μn−2
2
(λ+ iβ)∣∣−2 = F(λ)−2 (coshπλ+ cosπδ)2
sin2 πδ + sinh2 πλ . (67)
From Lemma 9 it follows that F(λ) ∼ 1 uniformly in α, although for small ε > 0,
sup
|λ|cε1/2
(coshπλ+ cosπδ)2
sin2 πδ + sinh2 πλ  sin
2 πδ + ε  ε.
This implies that ∣∣inf
λ
ϕδ,n,1(λ)
∣∣ ε inf
λ
ϕδ,n,1(λ) ∼ ε2. (68)
Putting together the estimates of Eqs. (64), (68) yields the result
Qα(S1f )  ε‖S1f ‖2Xα (69)
for 0 < α < 1 sufficiently close to 1 and sinπδ = ε, thereby implying that
Qα(f )  ε‖f ‖2X .α
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prove positivity for non-negative f shrinks to 1 as long as n increases. (More precisely: there
exists an absolute constant K such that α0 = α0(n) 1 −K/n; the fact that in dimension 1 we
can take α0 = 0 support the conjecture K = 1.) 
From our main result, Theorem 2, we can obtain immediately the following corollary.
Corollary 3. Let α0 < α < 1, where 0 < α0 < 1 is provided by Theorem 2. Then, for non-negative
f ∈Xα (space also defined there), it holds the estimate
−
∫
Rn
(Rf (x)−Rf (0)) · ∇f (x)
|x|n+α dx  (1 − α)
∫
Rn
f (x)2
|x|n+α+1 dx. (70)
Proof. If f =∑∞k=0 ∑d(k)l=1 fk,l(|x|)Y k,l(x) ∈ Xα , then, due to the orthogonality of the spherical
harmonics and the Plancherel identity for the Mellin transform, we can compute
‖f ‖2Xα =
∞∑
k=0
d(k)∑
l=1
∫
R
〈
k + |λ|〉∣∣M(t−δfk,l)(λ)∣∣dλ ∞∑
k=0
d(k)∑
l=1
∫
R
∣∣M(t−δfk,l)(λ)∣∣2 dλ
= 1
2π
∞∑
k=0
d(k)∑
l=1
∫
R+
fk,l(r)
2r−2−α dr = 1
2π
∫
Rn
{ ∞∑
k=0
d(k)∑
l=1
fk,l(x)Y
k,l(x)
}2
|x|−n−1−α dx
= 1
2π
∫
Rn
f (x)2|x|−n−1−α dx
which together of the main estimate (63) finishes the proof; note that since
sinπδ = sinπ 1 + α
2
= ε,
sinπδ ∼ 1 − α. 
3. Application to some nonlinear and nonlocal transport equation
Consider now the evolution equation{
∂tΘ =R(Θ) · ∇Θ,
Θ(x,0) =Θ0(x) (71)
for an initial datum Θ0  0 and compactly supported. Since Eq. (71) is a transport equation, it
follows that {
supx Θ(x, t) = supx Θ0(x),
infx Θ(x, t) = infx Θ0(x).
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can formulate a result of preservation of support (Lemma 13 below), but first let us formulate the
existence, well-posedness and regularity result (Lemma 12 below).
Lemma 13 will be useful so long as we can restrict ourselves to functions Θ ∈ Cα , α > 0.
This is a consequence of the following lemma.
Lemma 12 (The problem (71) is well-posed). Assume Θ0 ∈ Hm(Rn), m> n/2 + 1. Then, there
exists some ε > 0 only depending on m and some T > 0, depending only on ‖Θ0‖Hm(Rn) such
that Eq. (71) has a unique solution in the space C1,ε(Rn ×[0, T )). Moreover, Eq. (71) is satisfied
at every point (x, t) ∈ Rn × [0, T ).
Proof. We can assume Θ to be real (the extension to complex Q is straightforward) and we have
the evolution estimate (recall that divR(Θ) =Θ).
d
dt
∫
Rn
Θ2 = −2
∫
Rn
ΘR(Θ) · ∇Θ = −
∫
Rn
R(Θ) · ∇Θ2 =
∫
Rn
Θ2Θ
 ‖Θ‖L2(Rn)‖θ‖L∞(Rn). (72)
Similarly,
d
dt
∥∥mΘ∥∥
L2(Rn) = −2
∫
Rn
mΘm
(
R(Θ) · ∇Θ).
We shall make use of the well-known Kato–Ponce Calculus inequalities (see [3,4]) (f, g ∈
Hβ(Rn)):∥∥β(fg)− fβg∥∥
L2(Rn)  ‖∇f ‖∞
∥∥β−1g∥∥2 + ‖g‖∞∥∥βf ∥∥2, β > n/2, (73)
‖f ‖∞,‖∇f ‖∞  ‖f ‖2 +
∥∥βf ∥∥2, β > n2 + 1. (74)
For the sake of completeness, let us show (74):
‖f ‖∞ 
∥∥̂f ∥∥1  ∫
|ξ |1
|ξ |∣∣Θ̂(ξ)∣∣dξ + ∫ |ξ |1−β{|ξ |β ∣∣Θ̂(ξ)∣∣}dξ

{ ∫
|ξ |1
∣∣Θ̂(ξ)∣∣2 dξ}1/2 + ∥∥|ξ |2(1−β)χ|ξ |1∥∥1/21 { ∫ ‖ξ‖2β ∣∣Θ̂(ξ)∣∣2 dξ}1/2
 ‖f ‖2 +
∥∥βf ∥∥2, β > n2 + 1. (75)
(The estimate for ‖∇f ‖∞ is proven in the same way.) Moreover,
d ∥∥mΘ∥∥2
L2(Rn) = I + II,dx
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I = −2
∫
Rn
mΘ
[
m
(
R(Θ) · ∇Θ)−R(Θ) ·m∇Θ]
and
II = −2
∫
Rn
mΘR(Θ) ·m∇Θ.
Using estimate (74) we obtain
II = −
∫
Rn
R(Θ) · (mΘ)2 ∫
Rn
Θ
(
mΘ
)2  {‖Θ‖2 + ∥∥mΘ∥∥2}3/2.
Finally, by estimates (73), (74) we also obtain that
I  ∥∥mΘ∥∥2{∥∥divR(Θ)∥∥∞∥∥m−1∇Θ∥∥2 + ‖∇Θ‖∞∥∥mR(Θ)∥∥2}
 ∥∥mΘ∥∥2{‖Θ‖∞∥∥mΘ∥∥2 + ‖∇Θ‖∞∥∥mΘ∥∥2}
 (‖Θ‖2 + ∥∥mΘ∥∥2)3/2.
As a result,
x′(t) Cmx(t)3/2, x(t) :=
{ ∫
Rn
Θ2 + (mΘ)2}1/2, m > n
2
+ 1. (76)
Solving the differential inequality (76) we obtain
x(t) x(0)
(
1 −C′mx(0)1/2t
)−1/2
, C′m = Cm/2,
which immediately implies that there exists some T > 0 (T  1
C′m
x(0)−1/2) and a solution of
Eq. (71) in the space 1([0, T ): Hm(Rn)); it also belongs to
1
([0, T ): Ck,α′(Rn)), k = [m− n
2
]
 1, α′ =m−
[
m− n
2
]
,
due to Sobolev’s Imbedding Theorem. Note that either k = 1 and α′ > 0 or k  2. Therefore, the
solution Θ(x, t) ∈ 1([0, T ): C1,ε(Rn)) for some 0 < ε < 1. Since ∂tΘ(x, t) = R(Θ(·, t))(x) ·
∇Θ(x, t), by the boundedness of the Riesz transforms on the Hölder space C1,ε(Rn) we obtain
that
∂tΘ(·, t) ∈1
([0, T ): Cε(Rn))⊂ Cε(Rn × [0, T )),
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implies that
Θ ∈ C1,ε(Rn × [0, T )),
and so we obtain that, insofar the solution of Eq. (71) exists, it holds in the classical sense
everywhere. 
Remark. Lemma 12 implies that there exists a particle dynamics associated to the equation.
Lemma 13. Let 0  Θ ∈ Cα(Rn) (for some α > 0) and assume suppΘ ⊂ Ω with Ω convex,
compact and with boundary ∂Ω ∈ C1. Then, it holds
−R(Θ)(x) ·N(x) 0 ∀x ∈ ∂Ω, (77)
with N(x) being the unit inner normal at the point x ∈ ∂Ω , in other words, the vector −R(Θ)
points inwards along the boundary.
Proof. Let x ∈ ∂Ω . Since Ω is convex and ∂Ω ∈ C1, it has a well-defined inward-normal vector
N(x) for all x ∈ ∂Ω and Ω ⊂ {y ∈ Rn: (y − x) ·N  0}. Moreover, R(Θ)(x) · ∇Θ(x) does not
change if we take the replacement{
x → x′ = ρx + a,
Θ →Θ(ρx + a); ρ ∈ SO(n), a ∈ R
n.
So, without loss of generality we can assume{
x = 0,
N = en = (0, . . . ,0,1),
Ω ⊂ {x: xn  0}.
Since Θ ∈ Cα , the singular integral R(Θ)(x) exists for all points and we can compute
−N(0) ·R(Θ)(0) = −R(Θ)(0)n =
∫
yn0
Θ(y)
yn
|y|n+1 dy  0. 
Lemma 14 (The support is preserved). Assume Θ(x, t) is a solution to Eq. (71) with 0Θ0 ∈
Hm(Rn); m > n/2 + 1 and Ω is a convex, compact set with ∂Ω ∈ C1 containing the support
of Θ0. Then suppΘ(·, t) ⊂Ω ; 0 t < T , where T is given by Lemma 12.
Proof. By Lemmas 12, 13, the active scalar Θ yields the velocity field −R(Θ)(x, t) pointing
inward all along the boundary ∂Ω . Therefore, the paths beginning in points at the boundary shall
point to the interior of Ω , and the others remain in the interior anyway. 
Now we can finish the argument to show the blow-up:
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Θ0 ∈ Hm(Rn), m> n/2 + 1. There exists T ∗ (depending on Θ0) such that ‖∇Θ(·, t)‖∞ blows
up non-later than time T ∗.
Proof. Consider the trajectory xM(t) associated to the maximum of Θ : pick a point xM ∈ Rn
such that Θ0 attains its maximum at it and let it evolve according to the equation{
x′(t) = −R(Θ)(x(t), t),
x(0) = xM
so that maxΘ(·, t) = Θ(xM(t), t), 0  t < T , and take the change of variable x → x′ = x −
xM(t). Now, let Θ(x′, t) := Θ(x, t). Then,
∂tΘ(x
′, t) = ∂tΘ
(
x′ + xM(t), t
)+ ∇Θ(x′ + xM(t), t) · xM(t)
= [R(Θ)(x′ + xM(t), t)−R(Θ)(xM(t), t)] · ∇x′Θ(x′ + xM(t), t). (78)
But R(Θ)(x = xM(t)) = R(Θ)(x′ = 0) and we have suppΘ(·, t) ⊂ BR(0) for some suitable
radius R > 0.
Hence, denoting η := maxΘ −Θ ,
∂tη(x
′, t) = −[R(η)(x′, t)−R(η)(0, t)] · ∇x′η(x′, t),
and multiplying by the weight |x′|−n−α ; α0 < α < 1 (where α0 is provided by Corollary 3) we
get
d
dt
∫
BR(0)
η(x′, t)
|x′|n+α dx
′ = −
∫
BR(0)
[R(η)(x′, t)−R(η)(0, t)] · ∇x′η(x′, t)
|x′|n+α dx
′
 (1 − α)
∫
BR(0)
η(x, t)2
|x|n+α+1 dx
 (1 − α)
[ ∫
BR(0)
η(x, t)
|x|n+α dx
]2
, (79)
where to deduce Eq. (79) we have used our fundamental estimate for the quadratic form Qα and
Jensen’s inequality:∫
BR(0)
η(x, t)
|x|n+α dx =
∫
BR(0)
η(x, t)
|x|
dx
|x|n−(1−α)  CR,α
} ∫
BR(0)
η(x, t)2
|x|n+α dx
}1/2
.
Finally, fixing α0 < α < 1 and solving the differential inequality of Eq. (79) we obtain, taking
g(t) := ∫
BR(0)
η(x,t)
|x|n+α+1 dx,
g(t) g(0)
{
1 −Ktg(0)2}−1/2
P. Balodis, A. Córdoba / Advances in Mathematics 214 (2007) 1–39 39for some appropriate K > 0, implying blow-up for g(t) at a finite time T ∗  K−1g(0)−2.
‖∇Θ(·, t)‖∞ also blows up, since
g(t) =
∫
BR(0)
maxx Θ −Θ(x, t)
|x|n+α dx  supx
maxx Θ −Θ(x, t)
|x|
∫
BR(0)
1
|x|n+α−1 dx
 sup
x
∣∣∇Θ(x, t)∣∣
which concludes the argument of the blow-up. 
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