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Random walks find applications in many areas of science and are the heart of essential network analytic
tools. When defined on temporal networks, even basic random walk models may exhibit a rich spectrum
of behaviours, due to the co-existence of different timescales in the system. Here, we introduce random
walks on general stochastic temporal networks allowing for lasting interactions, with up to three competing
timescales. We then compare the mean resting time and stationary state of different models. We also discuss
the accuracy of the mathematical analysis depending on the random walk model and the structure of the
underlying network, and pay particular attention to the emergence of non-Markovian behaviour, even when
all dynamical entities are governed by memoryless distributions.
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I. INTRODUCTION
Diffusion on static networks is a well-known, extensively studied problem. Its archetype is the study of
random walk processes on networks, that are essentially equivalent to Markov chains, and are used as a baseline
model for the diffusion of items or ideas on networks [1], but also as a tool to characterise certain aspects
of their organisation such as the centrality of nodes [2–4] or the presence of communities [5, 6]. Random
walks find applications in biology, particle physics, financial markets, and many other fields. This diversity
contributes to the many existing variants of random walks, including Levy flights [7], correlated walks [8],
elephant walks [9], random walks in heterogeneous media [10], in crowded conditions [11], or even quantum
walks [12] (see [7, 13] and the many references therein). In real world scenarios, a core assumption of random
walk models, i.e. that the network is a static entity, is often violated [14, 15]. Empirical evidence shows instead
that the network should be regarded as a dynamical entity, and part of the research on random walks is devoted
to their dynamics on temporal networks [16–18]. The distinction between the dynamics on the network and
the dynamics of the network is not always clear, which naturally lead to a standard classification of the different
types of random-walk processes [1]. According to this classification, there are two dominant facets of random
walks on temporal networks.
Firstly, it is relevant for many dynamical systems on networks, including random walks, to distinguish
between node-based and edge-based dynamics [19]. In a node-centric walk, a stochastic process occurring
at the level of the node determines the duration before the next jump. At that moment, the walker can move
to a new destination, selecting any of the outgoing edges. At variance, in an edge-centric model, the links
are the driving units. In other words, the links become available for transport, then vanish, according to their
stochastic process. The edge-centric model is also known under the intuitive denomination of fluid model.
Secondly, one can draw a line between active and passive models. The walk is called active when the waiting
time before the next jump is reset by each jump of the walker. Active walks are common models for animal
trajectories. On the other hand, in passive models the motion of the walker is instead constrained by the
temporal patterns of (typically the edges of) the network. An example would be that of a person randomly
exploring a public transportation network, taking every available ride.
In short, there are clocks, either on the nodes or on the edges (node-centric vs edge-centric models), and
either the clocks are reset following each jump of the walker or they evolve in an independent manner (active
vs passive models). However, this classification is too restrictive when it comes to scenarios where the walker
has an own dynamics, which is decoupled from the transport layer represented by the network. More precisely,
a first objective of this work is to formulate natural extensions of existing random walks, that arise when the
network is such that the duration of the contacts between the nodes is not instantaneous [20, 21]. This is in
contrast with a majority of approaches which assume that the network evolution can be modelled as a point
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2process [22]. On top of that, the walker does not necessarily jump through an available link. Instead, it is
constrained by its own waiting time after each jump. By doing so, we allow for the possibility to investigate the
importance of a timescale associated to edge duration, which may appear in certain empirical scenarios, e.g.
for phone calls versus text message communication. This importance is assessed by making a comparison with
the timescale of the walker’s self-imposed waiting time. We will show that the diffusive process can effectively
be a combination of active and passive diffusion, with clocks both on the edges (determining the network’s
contribution to the overall dynamics) and on the nodes (determining the walker’s contribution). As a next
step, we study in detail the mean residence time for the different models, with the motivation that this is an
appropriate measure for the speed of spreading processes. Because random walks can be used to determine the
most central nodes in a network, a final application will be the analysis of the rankings of the nodes resulting
from the different models.
Overall, our main message is that diffusion on temporal networks is a question of timescales and that
simplified existing models may emerge and provide accurate predictions in certain regimes when some
processes can be neglected. But we also show that in other regimes, the models that go beyond the usual
binary classification (active or passive, node-centric or edge-centric) are relevant. The interaction between
dynamical parameters (which determine the waiting time densities for the walker and the network) and
topology parameters (such as vertex degrees) induces non trivial effects on - for instance - the steady state.
Our results also show that the temporality of the underlying network may lead to a loss of Markovianity for
the dynamics of the walker. This non-Markovianity may reveal itself in the properties of the timings at which
events take place or in trajectories that can thus only be approximated by first-order Markov processes.
Our approach is based on the generalized integro-differential master equation obtained for non-Poisson
random walks on temporal networks [22]. Using this equation, it becomes apparent that we need to determine
the distribution of the total waiting time (or residence time) on the node. By direct integration, we then obtain
the mean residence time. We can also compare the different models, and evaluate the dominating timescales
in regimes of extreme values for the dynamical parameters. Finally, combining an asymptotic analysis of the
master equation and the residence times leads to the steady state for the different models. The analysis up
to that point does not take into account a memory effect arising from walker-network interaction. As stated
above, this memory effect means that the trajectories followed by the walker cannot be described by a Markov
chain because of correlations between the timings or directions of the jumps. This will be discussed based on
the approach of [18].
The structure of the paper reflects this approach. In section II we introduce the models with lasting edges that
complement the classical active or passive, node-centric or edge-centric models which all have instantaneous
contacts. The master equation from which the analysis is drawn follows in section III. The mean residence time
of the models and an analysis of competing timescales is the subject of section IV, followed by the steady states
in section V. Section VI addresses the memory effect due to walker-network interaction before we conclude in
section VII.
II. CLASSIFICATIONOFMODELSWITH TWOOR THREE TIMESCALES
The goal of this section is to present and to classify random walk models with up to three timescales : one
associated to the walker, and two with the network. Let us first briefly review the three classical models of
continuous-time random walks. Their respective sets of microscopic motion rules are described by the three
panels in the left column of figure 1.
• The first walk, labelled (Mod. 1), is an active node-centric model where the walker resets the clock of a
node upon arrival on the node. One can think of the clock as being attached to the walker, and as obeying
the walker’s dynamics, whereas the network is then static. The waiting time on a node corresponds to
the random variable Xw . In the simplest case, Xw follows an exponential distribution with probability
density function (PDF) ψ(t) = µe−µt , and the sequence of samples of Xw follows a Poisson process.
In general cases however, the distribution for Xw is not exponential and the sequence of durations is
a renewal process. In this work, we will concentrate on the simpler, exponential case allowing us to
bring out effects due to walker-network interaction. Summing up, the variable Xw represents the active,
node-level feature in all models.
• The second walk with label (Mod. 2), is the active edge-centric model. The walker accordingly resets
the down-time of the edges leaving a node, upon arrival on that node. This down-time is the random
variable Xd and determines the period of unavailability of the edge.
3• The third walk, (Mod. 3), is again an edge-centric model with a passive walker, who passively follows
edge activations.
• The fourth combination corresponding to the two classification criteria, the passive node-centric walk,
appears to be irrelevant for practical applications [1]. We won’t discuss it further.
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FIG. 1. Randomwalkmodels. Each of the six panels represents a model of random walk. In each case, the ribbon above
the blue time axis represents the dynamics at node level, that is, the waiting time Xw of the walker, possibly extended
by a period where the walker is trapped. The ribbon under the time axis represents the dynamics at edge-level, with the
associated random variables Xu and Xd for the up-times and up-times respectively. In the left column, the three classical
models with only one timescale are represented, whereas in the right column, the walks have two (model 6) or three (models
4 and 5) competing timescales. For each model, the arrival time on the node is located on the time axis by the leftmost man
icon (standing or sitting), and the time of the jump corresponds to the rightmost jumping-man icon. When the node-level
ribbon (above the blue axis) and the edge-level ribbon (below the blue axis) have a synchronous start from the left, as in
models 1, 2 and 5, the walk is fully active. Model 6 is also fully active, even though the reset of the edges happens after Xw .
On the other hand, models 3 and 4 are passive at edge-level. This means that the edges dynamics is independent of the
walker, in the sense that the arrival of the walker on a node does not mean the state of outgoing edges is reset.
Those three models possess a single timescale, associated to the clock of the walker or of the edges. We now
introduce three natural extensions, each featuring an active walker, carrying its own clock. This clock is reset
4after each jump, and determines a walker’s self-imposed waiting time. We consider different behaviours for the
transport layer, which will define the edge-level dynamics of the models.
• In a first declination called model 4, the network functions independently of the walker. Hence, the
edge-level dynamics is passive. In this model, each edge cycles through states of availability followed by
periods of unavailability. The durations of the up-times is a random variable Xu , and the durations of the
down-times is the already-introduced random variable Xd . Again, we assume both are exponentially
distributed, with respective PDF’s U (t) = ηe−ηt and D(t) = λe−λt . As depicted by figure 1, when the
walker is ready to jump at the end of Xw , there are two possibilities. If one or more outgoing edges are
available, a new destination node is selected randomly without bias. The total waiting time on the node
is thus Xw . If no outgoing edge is available, then the walker is trapped on the node, and will wait until
the next activation of an edge. Observe that a similar[23] behaviour for the trapped walker was assumed
and some consequences analysed in [18]. This model has three timescales[24], one for the walker (Xw )
and two for the network (Xu and Xd ).
• In a second declination called model 5, the walker this time has an active role with respect to the network.
At the beginning of the walker’s waiting time Xw , the state of each outoing edge is reset to unavailable,
for a duration Xd . Then follows a period of availability Xu , then a down-time, and so on, until the walker
is ready and an edge is available. This model is active at node- and edge-levels, and also has three
timescales.
• The third declination, model 6, is similar to model 5 in the sense that the walker also actively resets the
transport layer, but this reset occurs at the end of the walker’s waiting time Xw . Therefore, the walker is
always trapped for a duration Xd and the dynamics only has two timescales, one for the walker and one
for the down-times.
The set of motion rules for three versions of walks on networks with duration of contacts have now been
presented. The mathematical modelling is expectedly more involved than in the single-timescale models 1, 2
or 3. However, it is not needed to always consider the models in their full complexity. Indeed, it results from a
close look at figure 1 that in limiting regimes, the models approach the classical node- or edge-centric walks.
This qualitative observation is presented on figure 2. The analysis of section IV will provide a quantitative
justification of this figure.
We can proceed with the analysis based on the master equations in the next section.
III. MASTER EQUATION
Starting from the microscopic mobility rules defining the model, a master equation for the evolution of the
walker’s position across the network can be derived. This position is encoded in the row vector
n(t )= (n1(t ),n2(t ), . . . ,nN (t )) ,
describing the residence probabilities on the nodes. Here, N is the number of nodes of the network and each
component ni (t) gives the probability that the walker is located on node i at time t . Once the equation is
obtained, the analysis of various properties of the walk becomes accessible.
The master equation differs based on whether there is memory in the process or not, justifying the following
distinction.
A. Markovian vs non-Markovian walks
If the process is Markovian, the trajectory starting from a given time only depends on the state of the system
at that time, and the equation simplifies, typically under the form of a differential equation. In that case, the
distribution of the time that a walker still remains on a node is not influenced by the time spent so far on
the node. Otherwise, in the non-Markovian case, the master equation has a more complex but still useful
form. Two different types of non-Markovianity may emerge in the system: a non-Markovianity in time, when
memory affects the timings of future jumps, or in trajectory, when memory impacts the choice of the next
destination node. Non-Markovianity in time means that the number of jumps of the process deviates from a
Poisson process. For instance, this happens in a node-centric walk where the waiting time before activation
is non-exponential. Non-Markovianity in trajectory means that the paths followed by the walker cannot be
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FIG. 2. Choice of modelling according to the competing timescales. When the timescale of each of the dynamics cor-
responding to Xw , Xu and Xd is well-defined, as is the case with exponential distributions, models 4, 5 and 6 may be
approached by the simpler models 1, 2 and 3. The regions where those approximations are valid are indicated on panel (A)
for model 4, and on panel (B) for models 5 and 6. This qualitative idea of equivalence between models is revisited more
rigorously in figure 4.
described by a Markov chain because of correlations between edge activation along this trajectory, even if
edges are statistically independent.
B. Markovian randomwalks
The active node-centric walk (Mod. 1) is arguably the simplest to study among continuous-time random
walks. It is Markovian when the waiting time on the node is exponentially distributed. To fix notations, consider
a directed, strongly connected[25] graph G = (V ,E) on N nodes, where E is the set of allowed directed edges
between pairs of nodes of the set V . Let V j be the set of nodes reachable from node j in G . When the outgoing
edges are chosen uniformly by the walker, the walk on G is governed by the well-known master equation for
the residence probabilities [26]:
n˙i (t )=
N∑
j=1
µ jn j
1
k j
A j i −µini , (1)
where Ai j is the adjacency matrix (Ai j = 1 if i → j is an edge of E , and is zero otherwise), k j = |V j | is the
cardinal of V j , namely, the positive out-degree of node j , and where µ j is the exponential rate in the node. If
the rate is the same on all nodes, µ j = µ for all j , and after scaling of the time variable t 7→ µt , equation (1)
reads
n˙ = nD−1(A−D)= nLrw , (2)
where D denotes the diagonal matrix of the out-degrees. The matrix Lrw =D−1A− I is the so-called random
walk Laplacian.
Observe that an alternative modelling for the process of model 1 is to consider that the walker is always
ready to jump, and that the edges activate like in the edge centric walk (Mod. 2). To illustrate this fact, let us
6start from model 1 where we assume that the rates on the nodes are proportional to degree : µ j =λk j , so that
the rate of jump across each edge of the graph is the same, independently of the degrees of the nodes. The
residence time on node j is the random variable X ( j ) which is here written as
X
( j )
d =min
{
X `← jd
∣∣∣` ∈V j} , (3)
namely the minimum of k j exponential distributions with rate λ, which again follows an exponential distribu-
tion with rate k jλ. Equation (1) becomes
n˙i (t )=
N∑
j=1
n jλA j i −λkini . (4)
In matrix form, recalling that n is a row vector we have n˙ = λn(A−D), or again, after scaling of time with
respect to 1/λ,
n˙ = nL, (5)
where this time L = A−D is known as the graph or combinatorial Laplacian. Equation 5 is well known to
correspond to model 2, where λ would be the rate of the exponential distribution governing the time before
activation of each edge. This shows that the same process - in terms of trajectories - can be seen as happening
atop of a static graph, or a temporal graph. The walk on a static graph generates a temporal network where
jumps across edges are considered as edges activation. Note again that this freedom of the choice of modelling
exists thanks to the restrictive framework of exponential distributions.
Remark 1. (On random walk time-dependent Laplacian) In previous works dealing with synchronisation [27,
28], desynchronisation [29], instabilities in reaction-diffusion systems [30] and other works about dynamical
systems on time-varying networks [14, 31], a time-dependent Laplacian L(t) has replaced the usual graph
Laplacian L in the equations. Here we want to comment on (5) in this time-varying setting, that is,
n˙ = nL(t ). (6)
In our framework, we can consider this equation as associated to a passive edge-centric walk on switched
networks, where the underlying network of possible links varies in time. The rewiring occurs for several edges
simultaneously at discrete time steps, as opposed to the continuous-time process we have considered so
far, where no two edges can change states at the same time. The adjacency matrix is A(t) = A[χ(t )], where
χ : R+→ I ⊂N selects one possible graph configurations in the set {A[i ]}i∈I . The definition of the Laplacian
is then L(t) = A(t)−D(t), where D(t) contains the time-dependent degrees on its diagonal. Note that for
simplicity, we have again assumed that the rate λ is the same for all edges of all configurations of the underlying
graph, allowing us to use the timescaled equation (5) between any two switching times. This remark applies in
the context of discrete switching, but can be extended to a continuously-varying, weighted adjacency matrix,
where L(t ) is no longer a piecewise constant matrix function.
C. Non-markovian randomwalks
As soon as the waiting time on the nodes, or the inter-activation times on the edges is no longer exponentially
distributed, the Markov property is lost, and the differential equations (2) and (5) are replaced by generalised
integro-differential versions. Such generalisations have been developed from a node-centric perspective
for instance in [26], and for the edge-centric approach in [22], ending up in essentially the same form of
equation, the only difference being the underlying mechanism regulating the residence times on the nodes.
This lets us choose between the two approaches. We will mainly follow [22], in which the generalised master
equation valid for arbitrary distributions for Xd in walk (Mod. 2) is derived. This master equation will be an
important ingredient in the next two sections. Therefore, it is worth introducing the equation, starting with
some preliminary notations.
The building quantity in a model is the residence time on a node j , namely the duration between the
arrival-time on the node, and a jump to any other node. This duration is a random variable X ( j ) with PDF
T• j (t ). This residence time density (also known as transition density) satisfies the normalisation condition∫ ∞
0
T• j (τ)dτ= 1, (7)
7meaning that a jump will eventually occur since the out-degree in the underlying graph is positive. The
diagonal matrix of the residence time densities is DT (t ), so that the elements are given by [DT (t )]i j = T• j (t )δi j .
The residence time density can be written as the sum T• j (t) =∑i∈V j Ti j (t), where Ti j (t) refers to a jump
across edge j → i . If A j i = 1, the integral ∫ ∞
0
Ti j (τ)dτ= 1
k j
(8)
is thus the probability that at the time of the jump, the walker located on node j selects node i as destination.
Let the matrix function T(t ) have entries Ti j (t )= Ti j (t ). Finally, recall that the Laplace transform of the function
f (t ) is the map s 7→ ∫∞0 f (t )e−stdt , and is written f̂ (s) orL { f (t )}.
We are now in position to write the master equation. In the Laplace domain it reads
L {n˙(t )}= (T̂(s)D̂−1T (s)− I )K (s)n̂(s), (9)
where K̂ (s)= sD̂T (s)
1−D̂T (s) is the memory kernel. The time-domain version of (9) is
n˙(t )= (T(t )∗L −1 {D̂−1T (s)}−δ(t ))∗K (t )∗n(t ). (10)
This equation is more involved than in the markovian case, and the analysis is better pushed further in the
s-domain. In particular, it will allow to obtain a compact expression for the steady state of the walk in section V.
At this point, it is worth observing that equation (10) is generally non-Markovian in time, but it results in
a sequence of visited nodes that is indeed captured by a Markov chain. This means that it is Markovian in
trajectory. Therefore, it cannot be used without further assumption for model 4 that is generally Markovian
neither in time, neither in trajectory. Indeed, we will see in section VI that if there are cycles in the network, the
next jump in model 4 along a cycle is conditional to stochastic realisations in previous steps, hence affecting
the choice of the next destination node.
The work ahead is now to compute the residence time densities T• j (t ), from which the average time spent a
node for a given model follows directly, as is shown in the next section.
IV. MEAN RESIDENCE TIMES
The mathematical expectation the residence time X ( j ) on node j is given by
E
(
X ( j )
)= ∫ ∞
0
tT• j (t )dt , (11)
and will also be referred to by 〈T• j 〉. It is naturally called the mean residence time (or mean resting time)
and is relevant in many scenarios, as it will for instance directly determine the relaxation time on tree-like
structures[32]. We compute and interpret this quantity starting from the agent- and edge-level rules of the
different models, to obtain a macroscopic interpretation. Our analysis is restricted to exponential densities for
Xw , Xu and Xd , since this will allow to shed light on the effect of having up to three timescales, and not on
complications arising from otherwise possibly fat-tailed distributions for these three random variables. As a
results, the two edge-centric models 2 and 3 generate statistically equivalent trajectories, and the analysis for
(Mod. 2) holds for (Mod. 3).
A. Derivation of themean residence times
In this section we handle the models by increasing level of complexity.
a. Models 1, 2 and 3. In the active node-centric walk one is allowed to write directly 〈T• j 〉model 1 = 1µ .
When it comes to the active edge-centric walk (Mod. 2), when instantaneous activation times follow a Poisson
process, we have
Ti j (t )=D(t )
[∫ ∞
t
D(τ)dτ
]k j−1
.
8The interpretation is that the edge j → i must activate after a time t , whereas all competing edges must remain
unavailable at least up to that point. Performing the integration and multiplying by k j gives T• j = k jλe−k jλt , a
result already found in [22]. This is again an exponential distribution with rate k jλ. It follows that
〈T• j 〉model 2 = E(X( j )d ),
where X( j )d was introduced by equation (3).
b. Model 6. The walker residing in node j will jump along edge j → i at time t if all competing edges are
unavailable at least up until then - that is, their period of unavailability will last for at least t −x, where x marks
the time the walker is ready to jump. Moreover, edge j → i needs to activate exactly after the duration t − x.
With this in mind, and when all distributions are exponential, it was shown in [18] that :
Ti j (t )=
∫ t
0
ψ j (x)
[∫ ∞
t−x
D(s)ds
]k j−1
D(t −x)dx,
and noting that
[∫∞
t−xD(s)ds
]k j−1 simplifies to e−λ(k j−1)(t−x),
=
∫ t
0
µe−µxλe−k jλ(t−x)dx (12)
=µλe−k jλt
∫ t
0
e(−µ+k jλ)xdx. (13)
Note that (12) is merely the convolution between the waiting time of the walker and the minimum of k j
independent down-times for the edges, reflecting the fact that the process results in an addition of random
variables. To proceed, we observe that the integral in (13) depends on whether µ = k jλ or µ 6= k jλ. In the
former case, the integral is equal to t and multiplying (13) by k j yields T• j = µk jλe−k jλt t . Hence, the mean
residence time is
〈T• j 〉model 6 =
∫ ∞
0
µt2k jλe
−k jλtdt . (14)
Recalling that the n-th moment of an exponential distribution with rate λ is E(X n)= n!/λn , we have 〈T• j 〉 =
2/µ= 1/µ+1/(k jλ). We will show that we get the same expression also in the second case, i.e. when µ 6= k jλ.
Indeed (13) becomes
T• j = λµ
k jλ−µ
(
e−µt −e−k jλt
)
. (15)
The mean residence time follows from (15) :
〈T• j 〉model 6 =
λµ
k jλ−µ
∫ ∞
0
(
e−µτ−e−k jλτ
)
dτ
= λµ
k jλ−µ
(
1
µ2
− 1
(k jλ)2
)
= 1
µ
+ 1
k jλ
, (16)
or also, 〈T• j 〉model 6 = E(Xw )+E(X( j )d ), justifying again to consider (Mod. 6) an additive model.
c. Model 4. We have mentioned at then end of section III C that this model is generally non-Markovian in
time, and also not Markovian in trajectories, a fact that will be further discussed in section VI. However, we
can already mention that no memory will arise in the choice of the next destination node if there are no cycles
in the network. Therefore, the following derivation assumes a directed acyclic graph (DAG), which restores
Markovianity in the trajectories, and equation (9) can be used. Let us now determine the resting time density.
In model 4, two possible scenarios face the walker ready to jump : either an edge is available (probability r ), or
an extra wait period is needed before an outgoing edge turns available (probability 1− r ). We have r = λλ+η and
1− r = ηλ+η . It was therefore shown in [18] that Ti j (t ) has two terms, such that the transition density from node
j reads
T• j (t )=
[
1− (1− r )k j
]
ψ j (t )+ (1− r )k j k jλµe−k jλt
∫ t
0
e(−µ+k jλ)xdx. (17)
9The two terms reflect a weighted combination of models 1 and 6. The weight (1− r )k j is the probability that all
outgoing edges are unavailable at a random time. It follows that
〈T• j 〉model 4 = 〈T• j 〉model 1+〈T• j 〉model 6
=
[
1− (1− r )k j
]
E(Xw )+ (1− r )k j
(
E(Xw )+E(X( j )d )
)
= E(Xw )+ (1− r )k j E(X( j )d ). (18)
Under this form, we see the model is conditionally (depending on r ) additive.
d. Model 5. When the walker is ready to jump, the availability of network edges depends on the duration
since the walker arrived on the node. That makes the analysis somewhat more involved. Assume the walker
is ready after s time units. Let p∗(s) be the probability that an edge is in the same state it was at time t = 0,
namely, unavailable. Let also q∗(s)= 1−p∗(s) be the probability the edge is available for transport. These two
quantities were computed in [18], by accounting for all possible on-off switches of the edge in the interval [0, s].
The resulting expression has a strikingly simple form whenU (t ) and D(t ) have the same (exponential density)
rate η=λ, our working hypothesis in what follows :
p∗(s)= 1
2
(1+e−2λt ), (19)
q∗(s)= 1
2
(1−e−2λt ). (20)
If the walker is ready after a short time s, the edge will probably still be down, p∗(0)= 1, while for large s, the
state of the edge is up or down with equal probability, lims→∞ p∗(s)= 12 .
So now, we have an expression similar to (17) except that r and 1− r are essentially replaced by the time-
dependent q∗ and p∗. Let us begin by first writing an expression for Ti j (t ) :
Ti j (t )= 1
k j
[
1−p∗(t )k j
]
ψ j (t )+
∫ t
0
ψ j (x)
[
p∗(x)
∫
t−x
D(s)ds
]k j−1
p∗(x)D(t −x)dx
= 1
k j
[
1−p∗(t )k j
]
ψ j (t )+λµe−k jλt
∫ t
0
p∗(x)k j e(−µ+k jλ)xdx
= 1
k j
[
1−p∗(t )k j
]
ψ j (t )+ λµ
2k j
e−k jλt
∫ t
0
(
1+e−2λx
)k j
e(−µ+k jλ)xdx, (21)
and using Newton’s binomial formula in both terms,
= 1
k j
[
1− 1
2k j
k j∑
m=0
(
k j
m
)
e−2mλt
]
ψ j (t )+ λµ
2k j
e−k jλt
k j∑
m=0
(
k j
m
)
1
βm
(
eβm t −1
)
(22)
where we have set βm =−µ+k jλ−2mλ. The resting time density therefore reads :
T• j (t )=µe−µt − µ
2k j
k j∑
m=0
(
k j
m
)
e−(µ+2mλ)t
+ µ
2k j
k jλ
k j∑
m=0
(
k j
m
)
1
βm
e−(µ+2mλ)t − µ
2k j
k jλ
k j∑
m=0
e−k jλt
(
k j
m
)
1
βm
. (23)
The mean resting time follows as
〈T• j 〉model 5 = E(Xw )−
µ
2k j
k j∑
m=0
(
k j
m
)
1
(µ+2mλ)2
+ µ
2k j
k jλ
k j∑
m=0
(
k j
m
)
1
βm
1
(µ+2mλ)2 −
µ
2k j
1
k jλ
k j∑
m=0
(
k j
m
)
1
βm
. (24)
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Regrouping the terms, we get
〈T• j 〉model 5 = E(Xw )+
µ
2k j
k j∑
m=0
(
k j
m
)(
1
(µ+2mλ)2
[
k jλ
βm
−1
]
− 1
βm
1
k jλ
)
= E(Xw )+ µ
2k j
k j∑
m=0
(
k j
m
)
1
βm
(
1
µ+2mλ −
1
k jλ
)
= E(Xw )+ µ
2k j
k j∑
m=0
(
k j
m
)
1
µ+2mλE(X
( j )
d ). (25)
B. Discussion
All models have a mean residence time that can be cast under the form
〈T• j 〉model = amodelE(Xw )+bmodel(k j ,µ,λ)E(X( j )d ), (26)
where amodel = 1 for all models but (Mod. 2) for which it is 0, and bmodel(k j ,µ,λ) accounts for the probability
that all outgoing edges are unavailable when the walker is ready to jump. Summing up the results of this
section, we have
bmodel 1(k j ,µ,λ)= 0 (27)
bmodel 4(k j ,µ,λ)= (1− r )k j (28)
bmodel 5(k j ,µ,λ)=
1
2k j
µ
k j∑
m=0
(
k j
m
)
1
µ+2mλ (29)
bmodel 6(k j ,µ,λ)= 1. (30)
Recall that (29) was derived under the assumption that η=λ, for which r = 12 and thus bmodel 4(k j ,µ,λ)= 12k j .
Using standard algebra, it is straightforward to check that
0= bmodel 1 < bmodel 4 < bmodel 5 < bmodel 6 = 1, (31)
for all k j ∈N0 and all positive reals µ and λ. The smaller this coefficient, the larger the expected number of
jumps along the trajectories of the walk, all other parameters being chosen equal.
We want to compare the three models with nonzero bmodel, since these are the ones where there is a
dynamical walker-network interaction. To this end, let us define the ratios of mean residence times
R1 :=
〈T• j 〉model 4
〈T• j 〉model 6
, (32)
R2 :=
〈T• j 〉model 5
〈T• j 〉model 6
. (33)
These quantities depend only on the degree k j , and on a new variable ξ := λµ . Indeed, we can write
R1(k j ,ξ)=
k j2
k j ξ+1
k j2
k j ξ+2k j , (34)
R2(k j ,ξ)=
k j2
k j ξ+∑k jm=0 (k jm) 11+2mξ
k j2
k j ξ+2k j . (35)
The above expressions are plotted in figure 3 for various values of the degree. The reduction in mean resting
time for model 4 is very pronounced for small ξ, especially for the large degrees for which the relatively slow
network timescales have less effect. With model 5 however, the reduction factor never goes below 34 . In terms
of convergence of the models, we observe that for all degrees, R1 ≈ 1 for large ξ, and R2 ≈ 1 for both large and
small ξ. This behaviour for large ξ is a direct consequence of the convergence of the resting time PDF’s of
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FIG. 3. Mean residence times with respect tomodel 6. Going from model (1) to (4) to (5) to (6), the mean residence time is
increasing - all dynamical and topological parameters being equally chosen, and diffusion on, say, a tree topology would
be slower. Ratios R1 and R2 of equations (34) and (35) allow to compare the former three models with two timescales
(corresponding to µ and λ= η), for which there is walker-edges interaction. It measures the reduction in mean residence
times of walks (Mod. 4) and (Mod. 5) with respect to the additive model 6. Observe that only the degree and ξ= λµ determine
these comparisons. That Ri (k j ,ξ→∞)= 1 for i = 1,2 and R2(k j ,0)= 1 is explained by the asymptotic behaviour described
in figure 4. Also observe the different ranges of values for R1 and R2. The smallest value of R2 is above
3
4 , when k j →∞,
whereas R1 approaches zero.
models 4, 5 and 6 to that of model 1 when ξ−1 = µλ → 0. This is represented by the three blue dotted arrows
on figure 4. On the other hand, the value of R2 for small ξ results from the convergence indicated by the two
purple dash-dotted arrows of the figure. The other arrows further indicate the convergence between the PDF’s
Ti j (t) of the different models in asymptotic regimes of the dynamical parameters µ,η,λ. These results can
be verified by direct computation from the expressions for the densities we have obtained in this section.
Obviously, convergence of the densities implies convergence for the expectations. For instance, consider the
blue arrow from (Mod. 5) to (Mod. 1). In terms of mean resting time, we have that when λ→∞,µ ∈R, then
〈T• j 〉model 5 → E (Xw ). If we now let µ→∞,λ ∈R, then the mean tends to 1
2
k j k jλ
∑k j
m=0
(k j
m
)= 1k jλ , that is, E (X( j )d )
(purple arrow from (Mod. 5) to (Mod. 3)). In both cases, this is the expected outcome.
V. STEADY STATE
The steady state of the walk, n(∞) := limt→∞n(t ), is a useful quantity for instance in ranking applications.
This motivates the content of this section. The steady state can be obtained based on the mean residence time
of the preceding section. Let D〈T 〉 be the diagonal matrix containing the mean waiting times on the nodes,
such that
[
D〈T 〉
]
i j = 〈T• j 〉δi j . In [22], a small-s analysis of the generalised master equation (9) showed the
steady-state of the walk to be
n(∞) := lim
t→∞n(t )∝D〈T 〉v, (36)
where v is the eigenvector associated to the unit eigenvalue of the effective transition matrix T. This matrix has
elements
Ti j =
∫ ∞
0
Ti← j (t )dt = 1
k j
A j i .
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η/λ→∞
η/λ→∞, µ/λ→∞
µ/λ→∞
µ, λ ∈ (0,∞)
FIG. 4. Relationship betweenmodels with all-exponential distributions The graph represents the relationships between
all models when all durations are exponentially distributed. Here, µ, η and λ represent the exponential rates of the
distributions, such that 〈Xw 〉 = 1µ for the walker, 〈Xu〉 = 1η for the up times, and 〈Xd 〉 = 1λ for the down times. The arrows
represent pointwise convergence for all times, of the resting time PDF’s Ti j (t ) in function of the dynamical parameters. As
indicated in the main text, convergence regarding model 5 was established when η=λ. Also note that (Mod. 2) and (Mod.
3) can be merged in the all-exponential case since they produce statistically indistinguishable trajectories.
We can straightforwardly check that v j = k j satisfies (T v)i =∑N`=1 A`i = ki , where the last equality assumes
that the network is balanced, namely, the in-degree of node i is equal to its out-degree ki . In other words, when
the underlying network is balanced, the steady state is [22]
n j (∞)=αD〈T 〉k j , (37)
where α is the normalisation factor. As mentioned before, one interesting application of random walks is their
use to rank nodes of a network according to the probability to find a walker on each node, an information
directly accessible from the steady state. We are thus interested in understanding how the asymptotic states
depend on the modeling scheme and hence how the ranking process changes accordingly. We compute the
steady state for each model in the sequel, and report the results graphically on figure 5.
a. Models 1, 2 and 3. For the sake of completeness and for later comparisons, we recall some standard
results. For the active node-centric model 1, 〈T• j 〉 = 1µ and the steady-state is proportional to degree,
n(Mod . 1)j (∞)=
k j∑N
`=1kl
.
The active edge-centric model 2 yields
n(Mod . 2)j (∞)=
1
N
.
As already pointed out, the same expression if valid for the passive edge-centric walk (Mod. 3) when the
down-time distribution for network edges are exponential. One can easily verify that the right-hand side of
n˙ = nLrw vanishes for n = n(Mod . 1)j (∞), while the same holds true with n˙ = nL for n = n(Mod . 2)j (∞).
b. Model 6 We have n(Mod . 6)j (∞)=α(Mod . 6)
(
1
µ + 1k jλ
)
k j = α(Mod . 6)λµ (µ+k jλ), and after normalisation we
get
n(Mod . 6)j (∞)=
k jλ+µ∑N
`=1k`λ+µ
(38)
or under a different form, after division by k jλµ,
n(Mod . 6)j (∞)=
1
µ + 1k jλ∑N
`=1
k`
k j
1
µ + 1k jλ
=
E(Xw )+E(X( j )d )∑N
`=1
k`
k j
E(Xw )+E(X( j )d )
(39)
We recover the expressions of the active node-centric (Mod. 1) and edge- centric (Mod. 4) walks in the
respective limits λ→∞ and µ→∞.
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FIG. 5. Steady states as a ranking application. Models 5 and 6 on the bottom panels (C) and (D) behave in the limit for
the fast walker (µ→∞) as a Markovian passive edge-centric random walk, where the steady state is uniform across the
symmetric network. In the small-µ limit, the steady state probability is proportional to the degree, like in the Markovian
active node-centric walk. In model 4 of panel (A), this behaviour does not hold true. Indeed, when µ→∞, the steady-state
residence probability is high when degree is low. This inversion with respect to the degree-based ranking is captured by the
inset of panel (A). On this inset, the evolution of τ, which denotes Kendall’s Tau coefficient, is represented in function of
µ. When Kendall’s Tau is one, the rankings of panels (A) and (C) or (D) are the same; when it is -1, the two rankings are
reversed. There is no link between the two when it is 0. Panel (B) displays the result of Monte-Carlo simulation of 104
trajectories of a walker subject to the motion rules of model 4, in the range of values of µ corresponding to the reversed
ranking. These simulations do account for the presence of cycles, and confirm quantitatively the ranking predicted by the
analytical formula. We have selected η= 1=λ for all plots. The strongly connected symmetric network is Erdös-Rényi with
30 nodes and connection probability 15 .
c. Model 4 This model necessitates a preliminary observation concerning our method. We use the
transition density derived in the preceding section, which results to be only an approximation when the graph
has cycles (see section VI). We also rely on the steady state formula (37) obtained for balanced networks. Hence,
the steady state we will obtain with equation (40) is an approximation if the balanced network has cycles, for
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instance when the network is symmetric. On figure 5, we have indeed selected a symmetric network. The figure
shows that the steady state computed with the theoretical formula is in good agreement with Monte-Carlo
simulations. The formula proved mostly accurate throughout our numerical investigation, certainly in terms
of ranking of the nodes. The network topologies and range of values for the dynamical parameters for which
this observation holds, are further discussed in section VI.
Let us now proceed with the analysis. We have
n(Mod . 4)j (∞)=α(Mod . 4)
(
k j
µ
+ (1− r )k j 1
λ
)
and through normalisation we obtain
n(Mod . 4)j (∞)=
k j
µ + (1− r )k j 1λ∑N
`=1
[
k`
µ + (1−r )
k`
λ
] . (40)
As expected, n(Mod . 4)j (∞) tends to n(Mod . 1)j (∞) when λ→∞. But more importantly, in the limit of a very fast
walker we have
lim
µ→∞n
(Mod . 4)
j (∞)=
(1− r )k j∑N
`=1(1− r )k`
.
It results that smaller residence probabilities are associated with nodes with larger degree. At variance, for
typically large walker waiting times, larger degree means larger probability. Indeed, observe that
lim
µ→0n
(Mod . 4)
j (∞)=
k j∑N
`=1k`
.
It was reported before that fat-tailed residence times on a portion of the nodes of a network could lead to
accumulation on these nodes in spite of their low degree [33]. In our case, the renewal process ruling the
jump times arises from interaction between walker and network, without explicitly reverting to long-tailed
distributions of the residence time on certain nodes.
d. Model 5 Resulting directly from the transition density given by (25), we have
n(Mod . 5)(∞)=α(Mod . 5)
(
1
µ
+ µ
2k jλ
k j∑
m=0
(
k j
m
)
1
µ+2mλ
)
(41)
with
α(Mod . 5) =
[
N
µ
+ µ
λ
N∑
`=1
(
1
2k`
k∑`
m=0
(
k`
m
)
1
µ+2mλ
)]−1
. (42)
VI. MEMORY THROUGHWALKER-NETWORK INTERACTION
In general, the passive model 2 or the passive-at-edge-level model 4 are not tractable analytically, in the
sense that without further assumptions each jump (time and destination) depends on the full trajectory of the
walker. Model 2 becomes tractable assuming exponential distributions for the walker and edges, which allowed
us to find the residence time density in section IV. But this assumption is not enough in model 4 (unless we
make the extra assumption of a directed acyclic network).
Let us elaborate on this. We can make the choice that edges are statistically independent, in the sense that
no correlation exists between the states (available or not) of the edges. In this way, in all models but (Mod.
4), we avoid preferred diffusion paths arising from correlations, as captured by the concepts of betweenness
preference [34] or memory network [35]. Model 4 is different. Indeed, if the walker choose to use an outgoing
edge in the past, this gives information on the state of the same outgoing edge later in time. This holds true
even with exponential distributions for the up- and down-times. More precisely, let us consider two cases :
• A jump across an edge some time in the past (meaning it was available back then) increases the probability
that the same edge is again available to the walker who has returned on the node after a cycle, and is
ready for another jump. This memory that impacts the state of the edge was described in details in [18],
and is captured by the duration-dependent probability p∗ in equation (19).
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• Conversely, if an outgoing edge was not selected and lost the competition to another edge, this raises the
probability that this edge was actually not available at the time of the jump (and hence explaining why it
lost the competition). Therefore, when the walker returns on the node after a cycle, with relatively more
probability the same edge is not available when the walker wants to jump. Again, an expression similar
to that of p∗ was obtained in [18] to quantify this phenomenon.
Combining these two cases shows that by the presence of cycles, preferred diffusion paths can emerge.
The impact of cycles may depend on many factors (rates, topology of the network, presence of communities,
initial condition of the walk), and it is difficult to analyse and predict. For instance, from numerical experiments
(data not reported here) we found a dependence on the number of cycles in the network, or the mean degree
or also the number of nodes. It is safe to say however, that the effect decreases for long cycles, because the
walker expectedly takes longer to complete the cycle. In the same line of thought, the effect is less pronounced
if the rate µ of the walker is relatively small, because again, more time will elapse between the jumps, thereby
reducing the memory. In general, larger networks have more possible diffusion paths, and tend to be less
sensitive to the effect.
Let us consider figure 5 again. The difference between the analytical curves of panel (A) and the outcome
of Monte Carlo simulations on panel (B) is a consequence of the presence of the cycles. It is not due to the
variance in the simulation of the stochastic process, and was moreover observed for various topologies. As
anticipated, the effect in this example is more pronounced with larger values of µ. This particular example
demonstrates the existence of a memory effect, that is, a bias in the trajectories and in terms of rate of jumps,
due to the interaction of a memoryless walker, evolving on a network governed by memoryless distributions.
Markovianity both in time and in trajectories is lost due to the microscopic rules of the model, and not due
to the choice of the distribution or any explicit bias by the walker. We point to our previous work in [18] for a
mathematical framework further enabling an analytic approach.
VII. CONCLUSION
Many types of random walks have been defined on static networks, from correlated walks [8] to other variants
of elephant random walks or random walks with memory [35]. The main purpose of this paper was to show
that even the simplest model of random walk, where the walker does not have a memory and is unbiased,
may generate complex trajectories when defined on temporal networks. As we have discussed, there exist
different ways to inter-connect the dynamics of the walker and of the network, and this interplay may break
the Markovianity of the system (in time), even in purely active models or passive models without cycles. Note
that there is no need for a long-tailed walker waiting time on (a subset of) the node(s), such as in [33], to
observe a dramatic departure from the steady-states of the classical random walk models. We also showed that
the mean residence time may be impacted, resulting in a slowed-down diffusion on tree-like structures. The
Markovianity of the trajectories of the walkers may also be broken when the underlying graph is not acyclic, as
certain jumps are preferred based on the past trajectory of a walker, even if edges are statistically independent.
Overall, our work shows the importance of the different timescales associated to random walks on temporal
networks, and unveils the importance of the duration of contacts on diffusion. We have also enriched the
taxonomy of random walk processes [1], adding to the known “active” walks, appropriate for human or animal
trajectories and “passive" walks, typically used for virus/information spreading on temporal network, new
combinations of active and passive processes that are relevant in situations when an active agent is constrained
the dynamical properties of the underlying network. Typical examples would include the mobility of individuals
on public transportation networks. Despite its richness, our model neglects certain aspects of real-life networks
that could lead to interesting research directions. In particular, the implicit assumption that the network can
be described as a stationary process calls for generalisations including circadian rhythms [36, 37]. Another
interesting generalisation would be to open up the modelling framework to situations when the number of
diffusing entities is not conserved, and evolves in time, as in epidemic spreading on contact networks, where
an additional temporal process is associated to the distribution of the recovery time of infected nodes [38].
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