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La qualité des modèles numériques d’altitude (MNA) créés par interférométrie radar est fortement
dépendante des changements qui surviennent au niveau du sol dans l’intervalle d’acquisition des
images. Ainsi, une modification de l’épaisseur du couvert nival va introduire des erreurs dans le
MNA. Cet effet n’a toutefois jamais été mesuré de façon pratique. L’objectif principal de ce
mémoire est donc de mesurer l’erreur provoquée par des modifications de l’épaisseur du couvert
nival sur des MNA calculés par interférométrie radar. La technique d’interférométrie par passage
répété d’un radar à antenne synthétique est utilisée dans ce travail afin de produire 14 MNA d’un
même secteur situé au nord-ouest de Schefferville (Québec). Les données utilisées proviennent du
satellite ERS-1 et ont été acquises en hiver avec un intervalle de 3 jours entre chacun des passages
du satellite. Un programme de déroulement de phase qui reste efficace malgré la présence d’une
grande quantité de bruit dans les interférogrammes a été développé. Les MNA obtenus ont ensuite
été corrigés, à partir de points de contrôle d’altitude connue, de façon à compenser le manque de
précision associé à la longueur de la base intefférométrique. Un ajout de quelques cm de neige
entre les deux passages a pour effet de fausser l’altitude mesurée de plusieurs mètres ou plusieurs
dizaines de mètres suivant la longueur de la base interférométrique. Les écarts d’altitude observés
entre les MNA calculés et le MNA de référence n’ont pu être traduit en terme d’équivalent en eau
étant donné l’ambiguïté associée à la phase (mesurée modulo 2it) et les limites qu’imposent la
méthode de déroulement de phase. Toutefois, les variations d’altitude observées entre les MNA
calculés par interférométrie se sont avérées fortement représentatives de la dynamique
d’accumulation de la neige pour le secteur de Schefferville. L’erreur moyenne quadratique des
altitudes pour chacun des MI’TA, qui est dépendante de la longueur de la base intefférométrique,
varie entre 12 et 60 m.
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11. INTRODUCTION
1.1. Problématique
L’interférométrie radar est une technique permettant d’extraire l’information topographique d’une
surface par l’utilisation des données de phase contenues dans le signal radar. L’utilisation de cette
méthode pour la création de modèles numériques d’altitude (MNA) est étudiée depuis le début des
années 70 (Graham, 1974). Toutefois, ce n’est qu’à partir de 1985 que l’interférométrie radar a
connu un essor important dû au développement des capteurs RAS (Radar à Antenne Synthétique)
et des satellites à orbites phasées. Plus récemment, le lancement de la mission ERS-1 a permis
l’émergence de nombreuses études dans ce domaine (Seymour and Cumming, 1995; Massonnet et
Adragna, 1993; Massonnet and Rabaute, 1993) compte tenu de la compatibilité du système avec
les contraintes de l’interférométrie.
L’interférométrie radar constitue un moyen potentiellement précis de restitution du relief (Zebker
and Goldstein, 1986). Toutefois, la qualité des MNA créés par interférométrie est très sensible aux
modifications subies par la surface entre les deux passages du satellite. Beaucoup d’auteurs
s’accordent sur l’importance de bien comprendre l’effet de ces changements sur la cohérence de la
scène (Hagberg et aÏ., 1995; Zebker and Villasenor, 1992). En dépit de toutes les recherches
réalisées en interférométrie, peu de travaux furent réalisés afin de mesurer l’effet directe que
pouvait avoir une modification de l’état de la surface sur la précision des MNA.
La présence de neige au sol influence la cohérence de la scène (Vachon et aÏ., 1995) et, par
conséquent, la précision des MNA calculés par interférométrie radar. Bien que la diffusion en
bande C dans la neige sèche soit minimale (Bernier and Fortin, 1998), son indice de réfraction
élevé provoque un décalage de la phase (Granberg and Vachon, 1998). Ainsi, une chute de neige
de quelques centimètres qui survient entre les deux passages du satellite est susceptible de fausser
de façon importante l’altitude mesurée. De plus, plusieurs autres facteurs affectent la précision des
MNA comme les paramètres associés au capteur et à l’orbite (Zebker et al., 1992), les effets
atmosphériques, le vent et la température (Hagberg et al., 1995).
2Dans les régions nordiques et alpines, la présence d’un couvert nival durant une bonne partie de
l’année ne laisse d’autres choix aux chercheurs que de considérer l’influence du couvert nival lors
de la restitution de la topographie. fi appert donc que des recherches plus approfondies devraient
être envisagées afin de mieux prévoir l’effet de différents facteurs, en particulier la neige, sur la
précision des MNA calculés par interférométric en milieu nordique. Une meilleure
compréhension à ce niveau donnerait lieu à d’intéressantes applications, notamment en
hydrologie, où les erreurs d’altitude attribuables au couvert nival pourraient être traduites en terme
d’équivalent en eau.
L’utilisation de données RAS obtenues à partir du satellite ERS-1 présente comme avantage la
répétition de son passage au-dessus d’une même région qui est de 3 jours, lorsque celui-ci est en
“ice orbit”, de sorte que la cohérence de la scène a plus de chance d’être conservée (Vachon et al.,
1995). Normalement, l’orbite exact de satellite se répète à tous les 35 jours. Le radar peut
également acquérir des données de façon relativement indépendante des conditions
atmosphériques et des conditions de luminosité (Rignot et al., 1994).
Une meilleure compréhension des effets de différents facteurs sur la précision des MNA créés par
interférométrie radar constitue donc la base de ce travail.
1.2. Hypothèses
Pour ce projet, trois hypothèses ont été formulées:
• il est possible, malgré l’instabilité des conditions de neige au sol dans la région
de Schefferville, de réaliser des MNA par interférométrie radar;
• les différences d’altitude observées entre le MNA de référence et chacun des
autres modèles peuvent être traduites en terme d’équivalent en eau et
correspondent aux données de précipitation;
3• les variations d’altitude entre les MNA calculés par interférométrie radar sont
représentatives de la dynamique d’accumulation de la neige pour le secteur de
Schefferville.
1.3. Objectifs
L’objectif principal de ce projet de recherche est d’évaluer l’influence des variations qui
surviennent au niveau de l’épaisseur du couvert nival sur la précision des modèles numériques
d’ altitude calculés par interférométrie radar.
L’atteinte de cet objectif principal sera réalisée par l’intermédiaire des trois objectifs spécifiques
suivants:
1 - Réaliser un MNA à partir de chaque interférogramme disponible.
2 - Comparer les MNA calculés par interférométrie à un MNA de référence.
3 - Expliquer les variations d’altitude observées entre les MNA calculés, à
l’aide de différents facteurs (vent, précipitations, végétation, base
interférométrique).
Pour atteindre ces objectifs, des articles traitant des méthodes de déroulement de phase utilisées
en interférométrie radar ont d’abord été consultés afin de permettre la programmation d’un
algorithme pour l’extraction de l’information topographique (MNA) à partir d’un
interférogramme (objectif 1). Également, la consultation d’ouvrages et d’ articles orientés vers la
restitution de la topographie par interférométrie a menée à l’identification des principaux facteurs
qui peuvent potentiellement affecter la précision d’un MNA issue d’un interférogramme
(objectifs 2 et 3).
41.4. Organisation du mémoire
Ce travail traitera tout d’abord des aspects théoriques de l’interférométrie radar, soit les
considérations géométriques ainsi que les différentes sources d’erreur qui sont impliquées en
interférométrie. Les différentes étapes méthodologiques seront ensuite passées en revue.
Subséquemment, les résultats obtenus de même que leur analyse seront présentés.




Dans la technique InSAR (Interferometric Synthetic Aperture Radar), c’est l’information de phase
seule (et non l’amplitude) qui est exploitée. Normalement, un interféromètre RAS comporte deux
antennes RAS séparées par une distance fixe appelée la base interférométrique. En faisant
interférer les signaux rétrodiffusés reçus par chacune des antennes, il est possible d’obtenir de
l’information sur la différence de phase qui est la mesure de la différence de longueur du parcours
entre un pixel donné et chacune des antennes. Cette nouvelle image (interférogramme) contient
de l’information relative à la topographie, aux changements de la surface et aux mouvements de
cette surface (Vachon et ai., 1995).
L’emploi simultané de deux antennes RAS n’existe actuellement que sur les systèmes aéroportés.
Puisqu’aucun satellite ne comporte plus d’un RAS, la technique InSAR nécessitera la prise
d’images d’une région donnée lors de deux passages du satellite. Ainsi, par une exploitation
judicieuse de la répétitivité des orbites, il est possible de réaliser une interférométrie RAS
“synthétique”. L’écart entre les deux passages constitue alors la base interférométrique. Un
modèle numérique d’altitude peut être produit, connaissant les paramètres de l’orbite, en reliant
l’interférogramme de phase à l’altitude.
La figure 1 illustre deux cibles A et B qui sont à la même distance oblique de l’antenne 1 et à la
même position en azimut. Si seulement l’antenne 1 est utilisée, ces deux cibles vont apparaître à
la même position et leur altitude ne pourra être déduite. En utilisant deux antennes, la différence
de phase mesurée entre celles-ci va être dépendante de la hauteur de l’objet dû au changement en
distance oblique.
6FIGURE 1. Jnterférométrie RAS à partir d’une plate-forme aéroportée (modifiée de Li et Goldstein, 1990,
p. 88).
La figure 2 représente la géométrie d’acquisition d’une image interférométrique. L’altitude z(y)
d’un élément au sol est:
z(y)=h-rcosO (1)
où h est l’altitude du satellite, r est la distance élément au sol - satellite et O est l’angle
d’incidence. En utilisant la règle des cosinus qui s’écrit:
c2=a2+b2-2abcosC (2)
où a (ou r), b (ou B) et c (ou r+) sont les côtés du triangle et C est l’angle opposé au côté c (ou




Antenne 1 Antenne 2
B
A
Les deux antennes 1 et 2 permettent le calcul d’une différence de phase qui contient de
l’information sur la hauteur des cibles A et B.
(5)
7où est la différence de la longueur du parcours de l’onde, B est la distance entre les antennes A1
- A2 et Œ est l’angle entre ces deux antennes par rapport à l’horizontal. Finalement, on peut
exprimer la différence de phase (4)) des signaux reçus d’un même élément au sol et mesurés aux
deux positions de l’antenne de la façon suivante:
où X est la longueur d’onde.
4) = 4it I X (6)
fIGURE 2. Géométrie NSAR. Modifiée de Zebker et al. (1994, p.824).
2.2. Sources d’erreur
En interférométrie, une bonne corrélation de la phase entre les deux images radar est une
condition à l’obtention d’un MNA précis. D’après Vachon et al. (1995), la cohérence (y), qui est





L’antenne aux deux positions A1 et A2 illumine une cible au sol à une altitude z(y). Le satellite est à une
altitude h, la distance qui sépare les deux positions de l’antenne est B, la distance antenne - cible est r, e est
l’angle d’incidence, l’angle que fait la base par rapport à l’horizontal est x et est la différence de parcours
de l’onde entre les deux positions Al et A2.
8y(x,y) = <g1 (x,y) g2 (x,y)> (7)
(<I g1 (x,y) 12> )112 (<I g2 (x,y) 12> )1/2
où < > correspond à une moyenne calculée à l’intérieur d’une fenêtre de traitement et où (x,y) sont
les coordonnées en azimut et en distance. Les deux images complexes g1 (x,y) et g2 (x,y)
contiennent de l’information sur la phase () et sur l’amplitude du signal (A):
g1 (x,y) = A1 exp{Ø1} (8)
g2 (x,y) = A2 exp{Ø2} (9)
La cohérence varie entre O et 1. Plus cette valeur se rapproche de Ï, plus la corrélation de la phase
est élevée. Cet indice peut être affecté de différentes façons. Ainsi, Rodriguez et Martin (1992)
font la distinction entre 3 types d’erreur qui, en diminuant la cohérence, faussent l’altitude
mesurée par interférométrie. Le premier type, les erreurs aléatoires, ne peuvent être corrigées par
des points de contrôle et sont indépendantes d’un pixel à l’autre. Celles-ci sont dues à l’existence
d’un bruit thermique rajouté par le capteur et aux zones de la scène ayant une faible réflectance
(rapport signal sur bruit trop faible). Ce type d’erreur inclut aussi le chatoiement qui implique que
la réponse en amplitude et en phase d’une cellule est une variable aléatoire; la réponse d’une
cellule étant le résultat de l’ensemble des réponses des cibles qu’elle contient. Le deuxième type
d’erreur est associé à une distorsion géométrique qui peut être causée par une mauvaise estimation
de la base interférométrique ou par des variations dans la vitesse de propagation des ondes radar
dans l’atmosphère. Ce genre d’erreur peut généralement être éliminé en utilisant plusieurs points
de contrôle. Le troisième type, les erreurs de position, est causé par une mauvaise mesure des
paramètres orbitaux du satellite. Celui-ci entraîne une mauvaise localisation des pixels en azimut.
Ces erreurs peuvent être corrigées par un repositionnement horizontal ou vertical à l’aide d’un seul
point de contrôle.
Par ailleurs, Zebker et Villasenor (1992) font la distinction entre les décorrélations dues à la base
interférométrique, à la rotation de la cible entre chacune des observations et aux changements qui
9surviennent au niveau de la surface. L’hétérogénéité des constituants atmosphériques pourrait
aussi être considérée comme un facteur de décorrélation. Ces différents facteurs sont passés en
revue dans les prochaines sous-sections.
2.2.1. La base interférométrique
Lorsque la base interférométrique entre les 2 positions de l’antenne devient grande, l’angle
d’incidence du signal provenant de chacune de ces positions pour une même cellule de résolution
au sol est aussi différent. fi en résulte un patron d’interférence différent au sol créant une
décorrélation entre les signaux (figure 3). Zebker et Villasenor (1992) décrivent la cohérence (‘y)
de la façon suivante si on ne retient que la base interférométrique (B) comme seul facteur de
décorrélation:
y= 1 - 2 I B I R cos2Oflr (10)
où R est la résolution spatiale radiale et r, la distance oblique. Une valeur y de zéro (0) signifie
que les signaux entre les deux passages sont complètement déconélés. Ainsi, l’erreur sur l’altitude
est inversement proportionnelle à la longueur de la base interférométrique (Lin et al., 1994). Par
ailleurs, la limite supérieure de la base interférométrique (Bu), qui est associée à une déconélation
complète du signal, se trouve à partir de la relation:
Bc?r/2Rycos20 (11)
Pour ERS-l, la limite supérieure de la base interférométrique est d’environ 1,1 km (Vachon et al.,
1995) alors que pour Seasat, cette limite est de 2.7 km (Prati et al., 1990).
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Antenne 1 Antenne 2
B
FIGURE 3. Patron d’interférence différent causé par un trop grand écart entre les angles d’incidence.
Modifiée de Li et Goldstein (1990, p. 90).
2.2.2. La rotation de la cible
Une modification de la direction de visée du radar va entraîner une décorrélation dû à la rotation
de la cible (Zebker and Villasenor, 1992). Le manque de parallélisme entre les deux passages du
satellite est à l’origine de ce phénomène. La figure 4 représente une cellule de résolution qui a
subit une rotation d’angle t, déplaçant les diffuseurs de la position x à la position o. Ainsi, tous
les diffuseurs de coordonnées polaires (p,p) vont se déplacer vers la nouvelle position (p,i+dt).
La transformation en coordonnées rectangulaires x = pcost et y = psinp. permet de décrire ce
mouvement en direction transversale. Un changement dans cette direction entraîne une
modification de la distance parcourue par le signal radar. Ce changement est associé à un
décalage de la phase et donc à une décorrélation dans le signal. Ainsi, d’après Zebker et
Villasenor (1992), la cohérence (y) peut s’exprimer de la façon suivante si on ne tient compte que
de la rotation de la cible comme seul facteur de décorrélation:
F
Pixel
y= 1 - 2sinO I I R / (12)
11
où R est la résolution azimutale. Les résultats obtenus de façon empirique par ces auteurs
démontrent que le signal est complètement décorrélé après une rotation de 2,8° en bande L et de






FIGURE 4. Rotation de la cible. Modifiée de Zebker et Villasenor (1992, P. 953).
Rotation (degrés)
FIGURE 5. Dépendance corrélation - rotation. Modifiée de Zebker et Villasenor (1992, p. 954).
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2.2.3. Modification de l’état de la cible
Un changement des propriétés physiques ou électriques de la surface qui survient entre
l’acquisition des images constitue une source d’erreur dans l’extraction de l’information
topographique. Une bonne cohérence correspond à un état constant de l’environnement observé et
une mauvaise cohérence témoigne d’un changement d’état ou à des mouvements de cet
environnement. La création d’images de cohérence donnera lieu à de nombreuses applications.
Elle permettra entre autre d’identifier ou de mesurer une grande variété de phénomènes qui
affectent la surface terrestre. Par exemple, les images de cohérence permettent de discriminer
différents types de surface (Hagberg et aÏ., 1995; Askne and Hagberg, 1993; Wegmuller et al.,
1995), d’identifier différents phénomènes géologiques et géomorphologiques (D’Iorio et al.,
1996), d’obtenir de l’information sur le mouvement des glaciers alpins (Rossi, 1995) et de
mesurer les courants océaniques de surface (Gens and Van Genderen, 1996).
Lorsque les diffuseurs sont soumis à des mouvements entre les deux dates d’acquisition d’images,
la corrélation ne sera pas affectée de la même façon pour différentes longueurs d’onde. Ainsi,
Zebker et Villasenor (1992) ont démontré qu’un déplacement moyen quadratique (DMQ) des
diffuseurs de l’ordre de 2 à 3 cm suffisait pour déconéler complètement les signaux en bande C
tandis qu’en bande L ce déplacement doit être de 10 cm.
L’altitude calculée par interférométrie est une moyenne sur une épaisseur de sol plus ou moins
importante qui est fonction de la propriété de pénétration des ondes radar. Le phénomène de
dispersion volumique qui se produit sous la surface a pour effet de renvoyer des échos provenant
de réflecteurs situés à des profondeurs variables. Ce phénomène se produit lorsque le milieu
rencontré par l’onde incidente n’est pas homogène ou est un mélange de matériaux aux propriétés
diélectriques diverses. En interférométrie radar, la présence de diffusion volumique réduit la
cohérence (Hagberg et al., 1995). L’intensité de la diffusion volumique dépend des propriétés
physiques du volume et des caractéristiques du radar comme la longueur d’onde, la polarisation
et l’angle d’incidence.
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La constante diélectrique, qui est une mesure de la réponse d’un matériau à un champ électrique,
est exprimée par un nombre complexe où la partie réelle commande la vitesse de propagation de
l’onde dans le sol alors que ta partie imaginaire commande t’absorption de Ponde. Zebker et al.
(1994) ont démontré, pour une région située en Maska, qu’une modification de la constante
diélectrique induite par une diminution de température sous le point de congélation, entraînait une
perte de cohérence.
2.2.4. Effets de la neige
L’influence de la neige sur la précision des MNA calculés par interférométrie radar pourrait se
traduire de deux façons. Il y a l’effet de la présence d’un couvert nival au sol et l’effet des
modifications qui surviennent au niveau de ce couvert dans l’intervalle de temps entre l’acquisition
des images. Dans le cas d’un couvert de neige sèche, sa présence au sol n’influencera que très peu
la cohérence et la précision des MNA. Ceci est dû au fait que la diffusion volumique dans le
couvert est négligeable (Bernier and fortin, 199$). Pour un couvert de neige humide, la diffusion
volumique plus importante tend à réduire la cohérence. La profondeur de pénétration des ondes
radar dans la neige diminue rapidement avec l’augmentation du contenu en eau liquide (Matzler,
1987). Ce premier effet, très peu documenté dans la littérature scientifique, est toutefois
négligeable comparativement à l’effet produit par des modifications du couvert nival.
Une variation de l’humidité du sol va provoquer un changement de la profondeur de pénétration
des ondes, ce qui va affecter les mécanismes de diffusion et par conséquent réduire la cohérence.
Entre deux acquisitions, une chute de neige, particulièrement s’il s’agit de neige humide, va
changer tous les rétrodiffuseurs et diminuer fortement la cohérence. La constante diélectrique de la
neige est essentiellement fonction de sa teneur en eau liquide et de sa densité (Mtzler, 1987). La
valeur de cette constante augmente considérablement avec la teneur en eau liquide. Une
accumulation moyenne de 2 cm de neige très dense (sèche ou humide) est suffisante pour conduire
à une perte de cohérence en bande C (D’Iorio et al., 1996).
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Dans les régions nordiques et les milieux alpins, une forte corrélation ou forte cohérence, peut être
atteinte lorsque les changements environnementaux sont relativement faibles ; températures sous le
point de congélation, absence de précipitation et d’accumulation de neige par le vent (Vachon et
aï., 1996; Hirose and Vachon, 199$). Dans ces régions, la pente et l’orientation des versants ont
une grande influence sur la cohérence car elles contrôlent l’accumulation de neige. Une diminution
importante de la cohérence est souvent observée dans les lits de rivières asséchés en hiver en
milieu nordique (D’Iorio et at.,1996; Geudtner et al., 1998; Mattar et al., 1997). Le fait que ceux-
ci soient fortement encaissés favorise les accumulations de neige. La dureté des couches
lithologiques a aussi une influence indirecte sur la cohérence. La neige a ainsi tendance à
s’accumuler contre les arêtes ou les escarpements formés par les couches de roches plus résistantes
(D’Iorio et aL, 1996).
Cette perte de cohérence causée par la neige présente un potentiel intéressant pour la cartographie
des zones affectées par le pergélisol discontinu; sa présence étant associée aux endroits où il n’y a
pas d’accumulation de neige pour agir comme isolant (Granberg and Vachon, 1998). L’absence de
neige à ces endroits se traduira par une cohérence élevée.
L’effet du vent, de la température, de la pluie ou de la neige sur la décorrélation temporelle des
signaux sera plus ou moins sévère selon le type de surface. Dans les champs, les effets des
précipitations et des changements de température dominent car les diffuseurs sont plus fixes
(Hagberg et al., 1995). À Schefferville (Québec), le balaiement de la neige par le vent sur les
surfaces de roches exposées ou sur la toundra alpine a pour effet d’y maintenir une cohérence
élevée (Granberg and Vachon, 199$). Par ailleurs, la perte de cohérence observée dans les
secteurs forestiers de cette même région est expliquée par le mouvement des arbres dû au vent lors
de l’acquisition des images, par les effets de diffusion volumique (Vachon et al., 1995) et par
l’accumulation de neige en bordure de la végétation (Vachon et aï., 1998). Dans son mémoire,
Côté (1992) utilise les données du satellite ERS-1 en mode amplitude et interférométrique (les
images de cohérence présentés en annexe 7 du présent document) pour analyser le processus de
croissance de la glace des lacs dans le secteur de Schefferville. Ainsi, d’après ses résultats, la
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cohérence y est généralement faible dû à des changements qui surviennent au niveau de
l’épaisseur de la glace, de sa structure ou de sa température.
2.2.5. Effets atmosphériques
La vitesse de propagation des ondes radar n’est pas constante dans l’atmosphère et l’ionosphère dû
à une modification de l’indice de réfraction. Dans l’ionosphère, l’indice de réfraction (n) est
fonction de la fréquence (f) du radar et de la concentration électronique (N), soit le nombre
d’électrons libres par unité de volume (Polidori, 1997, p. 227):
n=l+4ONIf2 (13)
Dans l’atmosphère, l’indice de réfraction dépend de la pression, de la température et des
constituants de l’air (Bonn et Rochon, 1993, p.133). Celui-ci est égale à 1 dans le vide et
légèrement supérieur à 1 dans l’atmosphère, ce qui conduit à un ralentissement de la propagation
puisque la vitesse (y) de l’onde dans un milieu quelconque se définit par le rapport
v=c/n (14)
où c est la vitesse de la lumière dans le vide. L’indice de réfraction dans l’atmosphère et
l’ionosphère change avec l’altitude, les coordonnées horizontales et avec le temps. Le déphasage
dans l’interférogramme sera modifié si les conditions atmosphériques ne sont pas tout à fait les
mêmes entre les deux dates d’acquisitions.
Cette modification des propriétés de propagation de l’atmosphère et ses effets en interférométrie
radar ont d’abord été observés par Massonnet et al. (1994) pour le site de Landers, Califomie. Sur
des images de la même région, Massonnet et Feigi (1995) ont identifié des artefacts dans les
interférogrammes de phase dû aux conditions atmosphériques. Les auteurs expliquent la présence
inhabituelle d’une frange fermée de 25 par 20 km sur les interférogrammes du mois de juillet
1992 par une discontinuité dans la distribution de la vapeur d’eau troposphérique. Dans un autre
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interférogramme, trois franges couvrant une largeur de 5 à 10 km sont le résultat de turbulences
troposphériques ou d’une augmentation en vapeur d’eau dans cette même couche. Cet état de
l’atmosphère, probablement lié à la formation d’un nuage d’orage, provoque un ralentissement de
la vitesse de propagation des ondes radar et affecte donc la phase mesurée.
L’influence de la réfraction atmosphérique sur la précision d’un MNA a été étudiée par Tarayre et
Massonnet (1994). Ceux-ci ont démontré que la troposphère influençait d’avantage l’imprécision
d’un MNA calculé par interférométrie que l’ionosphère située à plus de 50 km d’altitude. Ainsi,
ils attribuaient à la réfraction troposphérique des erreurs pouvant atteindre 6,5 m sur le MNA




La méthodologie employée dans ce travail, résumée à la figure 6, se divise en trois sections
principales. La première partie vise à créer un MNA de référence à partir d’une carte
topographique. Dans la deuxième section, des MNA sont calculés par interférométrie radar puis
comparés au MNA de référence de façon à obtenir des images d’équivalent en eau. La dernière
étape est l’intégration des différentes données (classification dirigée de la végétation, données
météorologiques, images de cohérence) aux MNA pour mesurer l’influence des différents facteurs
sur la précision des MNA calculés par interférométrie radar.
3.1. Site d’étude
D’une dimension de 20 km par 20 km, le terrain d’étude est situé au nord-ouest de Schefferville
(figure 7). Une portion de ce territoire correspond au transect numérique de Schefferville reconnu
officiellement comme un site CRYSYS (CRYospheric SYStem for monitoring global change in
Canada) utilisé pour le développement de différentes méthodes d’étude de la cryosphère. Depuis le
milieu des années 50, la région de Schefferville, dont l’accès a été rendu possible grâce à la
compagnie minière Tron-Ore, accumule de grandes quantités d’observations, notamment en ce qui
a trait au pergélisol, au couvert nival et à la végétation. L’Université McGill y gère la Station de
recherche subarctique.
Topographiquement, le secteur est caractérisé par une alternance de crêtes et de vallées alignées
NO - SE causées par le plissement des sédiments protérozoïques dans la fosse du Labrador à la
limite du bouclier canadien et accentuées par l’action glaciaire (Ministère des ressources naturelles,
1994, p.48). L’altitude varie entre 475 m et 840 m au-dessus du niveau de la mer. L’altitude
maximale est atteinte par le mont Irony à l’ouest tandis que le nord-est, caractérisé par une
topographie plus douce et par la présence de plusieurs lacs de grandes superficies, occupe le
niveau le plus bas. La rivière Howells traverse le secteur sud-ouest à 500 m d’altitude et est
parcouru de part et d’autre par la ligne de faîte des bassins hydrographiques de la baie d’Ungava et
de la côte est du Québec. Cette ligne constitue la limite entre le Nouveau-Québec et le Labrador.
18
Au centre du territoire, la topographie, qui consiste en une alternance de buttes et de dépressions,








FIGURE 6. Organigramme methodologique.
19
Le secteur d’étude est situé dans la zone de transition entre la forêt boréale et la toundra
forestière. Les peuplements forestiers, principalement composés d’épinettes noires sur un tapis de
lichen dans les endroits secs ou de mousse dans les zones humides, sont situés dans les
dépressions, alors que les sommets sont décapés. La répartition du couvert végétal est fortement
influencée par l’abrasion par la neige (Granberg et al., 1994).
Différentes données météorologiques dc l’hiver 1994 pour le secteur de Schefferville ont été
acquises afin de pouvoir établir des liens entre les conditions qui prévalaient lors de l’obtention
des images et les variations observées sur les MNA. Les données de vent et de température
proviennent du Centre canadien de télédétection (Vachon et al., 1995) alors que les données de
précipitation, représentées sous la forme d’équivalent en eau, ont été fournies par Côté (1998) qui
3.2. Acquisition des données
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a dû interpoler les mesures relevées au barrage LaGrande 4 (Baie-James) étant donné
l’interruption des mesures de précipitation à l’aéroport de Schefferville durant cette période. Le
CCI a fourni les interférogrammes et les images de cohérence dc la scène.
3.3. Création d’un modèle numérique d’altitude (MNA) de référence
Le modèle numérique d’altitude utilisé comme référence dans ce projet a été créé à partir des
cartes topographiques publiées par le ministère de l’Énergie, des Mines et des Ressources à
l’échelle du 1 50 000. Les courbes de niveau, d’une équidistance de 15 m, ont donc été
numérisées à partir d’Atlas GIS et l’interpolation a été réalisée dans ArcView. La méthode
d’interpolation “Spline” (Environmental Systems Research Institute, 1996, p.92) a été retenue car
les autres méthodes présentaient certaines aberrations topographiques telles que l’exagération des
pentes (changement d’altitude très saccadé) et l’aplanissement de certains secteurs normalement
montagneux. La méthode «spiine », conçue spécifiquement pour interpoler des surfaces sans
variations brutales, minimise la courbure totale de la surface à travers les points numérisés de
sorte que les changements d’altitude sont adoucis.
3.4. Réalisation des MNA par interférométrie RAS
Cette étape vise à produire une série de MNA à partir des 19 interférogrammes disponibles. Ces
derniers, présentés en annexe 1, proviennent de couples d’images RAS de ERS-1 acquises à trois
jours d’intervalle entre le 23 décembre 1993 et le 28 mars 1994. La polarisation de l’onde est
Verticale - Verticale (VV) et la longueur d’onde est de 5,6 cm. Le tableau 1 présente les dates
d’acquisition des images pour chaque interférogramme de même que la longueur de la base
interférométrique associée.
3.4.1. Déroulement de phase
Un des problèmes importants relié à l’interférométrie RAS est que deux différentes cibles vont
apparaître à la même phase si les parcours des deux ondes diffèrent par un nombre entier de
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longueur d’onde (Coulson et al., 1993). Ceci est dû au fait que la phase n’est mesurée que modulo
2it (00 à 360°) dans l’interférogramme. fi devient donc nécessaire de déterminer le nombre entier
de cycles qui est perdu.
TABLEAU 1. Dates d’acquisition des images et longueurs des bases interférométriques.
Dates d’acquisition des images Longueur de la base
interférométrique_(m)
25 décembre - 2$ décembre 1993 109
3janvier-6janvier 1994 142
6janvier - 9janvier 1994 4$
9janvier- 12janvier 1994 196
12janvier- 15janvier 1994 202
15janvier- 18janvier 1994 82
24 janvier - 27 janvier 1994 $
27 janvier - 30 janvier 1994 28
5 février - 8 février 1994 55
8 février - 1 1 février 1994 123
1 1 février - 14 février 1994 99
14 février - 17 février 1994 24
17 février - 20 février 1994 140
lmars-4mars 1994 29
4mars-7mars 1994 70
13 mars - 16 mars 1994 65
19 mars - 22 mars 1994 94
22 mars - 25 mars 1994 79
25 mars - 28 mars 1994 156
fi existe plusieurs méthodes de déroulement de phase. On retrouve, entre autre, une méthode
multi-fréquences ou multi-bases qui combine plusieurs interférogrammes (Xu et al., 1994), une
méthode qui utilise les équations de Laplace et d’Eikonal (Fomaro et al., 1995) et bon nombre
d’autres méthodes qui se basent sur des approches bidimensionnelles (Lim et aï., 1995; Pritt,
1995; Prati et al., 1990; Guarino, 1994; Guarino, 1995; Loffeld and Krimer, 1994). La plupart de
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celles-ci utilise une démarche commune, soit l’élimination des erreurs locales de façon à ce que
ces dernières ne se propagent pas à l’ensemble du MNA.
Dans notre cas, l’approche utilisée pour effectuer le déroulement de phase des interférogrammes
se base sur une méthode bidimensionnelle développée par Goldstein et aï. (1988). Celle-ci fait
l’hypothèse que le terrain n’a pas de discontinuités, que la variation du déphasage est lente
(inférieure à it entre pixels voisins). D’après Gens et Van Genderen (1996) cet algorithme est le
plus efficace en présence d’une grande quantité de bruit dans l’interférogramme.
Cette méthode consiste à additionner à chaque valeur de phase de l’interférogramme le nombre
entier de cycles qui minimise les différences de phase entre pixels adjacents. Prenons la séquence
unidimensionnelle suivante où une unité correspond à un cycle de phase (27E):
0,5 0,6 0,7 0,8 0,9 0,0 0,1 0,2...
Une fois déroulée, la séquence serait la suivante:
0,5 0,6 0,7 0,8 0,9 1,0 1,1 1,2...
où 1 cycle a été rajouté au trois dernières valeurs. Dans une séquence bidimensionnelle
cependant, deux types d’erreurs peuvent survenir lors du déroulement de phase. Le premier type,
les erreurs locales, sont seulement quelques points dans l’image qui sont affectés par le bruit. Le
deuxième type, les erreurs globales, surviennent lorsque les erreurs locales se propagent à
l’ensemble de l’image. Considérons chacun des trois ensembles de quatre pixels suivants:
0,0— 0,3 0,0— 0,3 0,0* 0,7
t ‘j, t ‘j, t ‘j,
0,4÷— 0,7 0,9÷- 0,6 0,2÷- 0,4
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fl est toujours assumé que deux nombres adjacents ne peuvent varier par plus d’un demi-cycle
(plus de 0,5). Ainsi, dans le premier groupe, la somme des différences calculées dans le sens
horaire entre chaque paire de nombres est de 0. Dans ce cas-ci, nous ne sommes donc pas en
présence d’erreurs locales puisque le nombre net de cycle est nul. Dans le deuxième groupe, la
somme des différences est de +1, ce qui entraîne la création d’une erreur locale appelée résidu
positif. Le dernier groupe présente une variation nette de -1 cycle créant ainsi un résidu négatif.
Lorsqu’un résidu positif ou négatif est introduit dans un ensemble de données, celui-ci se propage
et fausse toutes les données. De plus, les valeurs obtenues lors du déroulement seront
dépendantes du sens selon lequel il est effectué. Prenons l’exemple suivant qui représente
plusieurs mesures de phase affectées par un résidu positif (+1):
0,9 0,6 0,0 0,2
o o o
0,7 0,0 0,4 0,5
O +1 0
0,6 0,9 0,6 0,7
o o o
0,5 0,7 0,8 0,0
Si on élimine simplement ce résidu et qu’on effectue le déroulement à partir du coin supérieur
gauche, dans le sens horaire et anti-horaire, on obtient respectivement:
0,9 0,6 1,0 1,2 0,9 -0,4 0,0 0,2
1,7 1,5 0,7 0,5
1 6 1,7 0,6 0,7
1,5 1,7 1,8 2,0 0,5 0,7 0,8 1,0
Dans les deux cas, une discontinuité dans les nombres “déroulés” survient et forme ainsi une
erreur globale. Afin d’éviter cette propagation d’erreur, chaque résidu positif doit être relié à un
résidu négatif. Lors du déroulement, le chemin utilisé ne traverse pas cette frontière qui relie les
deux résidus. Le déphasage alors obtenu après une intégration sur un parcours fermé est nul. li est
évident cependant que les pixels de part et d’autre de ces frontières pourront présenter des
variations supérieures à un demi cycle. Les résidus sont donc reliés de façon à minimiser la
longueur totale des frontières et donc, des discontinuités. Certains auteurs appliquent parfois des
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filtres moyens sur les interférogrammes de façon à réduire le nombre de résidus (Kwoh and
Chang, 1994). Toutefois, l’application de tels filtres modifie légèrement les données d’altitude et
c’est pourquoi aucun filtre n’a été appliqué dans ce cas-ci.
Avant d’appliquer l’algorithme de déroulement de phase sur les interférogrammes, différents tests
ont été effectués sur le programme créé en langage C afin d’en faire la vérification. Les résultats
de cette vérification sont présentés en annexe 2.
3.4.2. Calcul des altitudes absolues
La phase déroulée, qui correspond à la différence de phase entre deux images, peut être traduite
comme la différence de parcours entre deux positions sur l’image. D’après Ulander et Hagberg
(1993), la différence de phase déroulée entre deux points (dç1) est fonction de la base
interférométrique (B), de l’angle entre les deux positions du satellite (Œ), des changements en
distance oblique (dR) et des changements en altitude au niveau du sol (dz):
d4 = 4it B cos(O-a) (dz + cosOdR) (15)
7 R sinO
où O est l’angle d’incidence du rayonnement, est la longueur d’onde et R est la distance oblique
au premier point. Les interférogrammes utilisés dans ce travail ont été corrigés par Atiantis
Scientific inc. pour ne contenir que la phase qui est dépendante des changements en altitude. La
formule précédente peut donc se simplifier de la façon suivante:
= 4itBn dz (16)
&R sinO
où Bn est la composante normale de la base interférométrique:
Bn — B cos (O-Œ) (17)
25
Ainsi, les altitudes ont été calculées à partir d’un point d’altitude connue et très visible sur toutes
les images déroulées, soit le sommet du mont Irony ($41 m). Étant donné la présence d’une trop
grande quantité de bruit, 5 interférogrammes ont dû être éliminés. Ce sont les interférogrammes du
3 janvier - 6 janvier, 6 janvier - 9 janvier, 24 janvier - 27 janvier, $ février - 11 février et du 19
mars - 22 mars.
3.4.3. Corrections des modèles numériques d’altitude
Pour chaque image, la longueur de la base interférométrique utilisée dans les calculs de
déroulement et d’altitude constitue une moyenne sur une série de mesures. En réalité, cette valeur
varie de façon linéaire à travers l’image dû au fait que la trajectoire du satellite n’est pas
parfaitement parallèle d’un passage à l’autre. En utilisant une moyenne on introduit des erreurs
pouvant atteindre plusieurs dizaines de mètres d’altitude en bordure de l’image. La solution
consiste donc à effectuer une correction qui utilise des points de contrôle d’altitude connue,
directement extraits du MNA de référence (Sylvander et Gigord, 1995).
La méthode employée se base sur le fait qu’il y a une absence d’accumulation de neige, dû au vent,
sur le sommet des montagnes et sur les crêtes en hiver à Schefferville (Granberg et aÏ., 1994).
L’absence de protection contre le gel prévient ainsi toute modification importante du contenu en
eau dans les premiers mètres du sol. Donc, pour ce genre de surface stable, les différences entre
les altitudes calculées par interférométrie et les altitudes vraies devraient être égales à zéro si les
paramètres orbitaux du satellite étaient très bien connus.
La première étape est donc de trouver des sites où l’accumulation de neige est nulle de façon à ce
que les données d’altitude soient les plus exactes possibles. Au total, vingt sites qui correspondent
à des crêtes et qui sont représentés par des points noirs ont été retenus (figure 8). On calcule
ensuite les différences entre les altitudes trouvées par interférométrie et les altitudes
correspondantes sur la carte topographique au I : 50 000. L’équation du plan de régression qui
passe par l’ensemble des points, traduits en différences d’altitude, est calculée pour chacune des
images sous la forme y
=
mx1 + mx2 + b. La différence d’altitude est notée y tandis que les
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dimensions en x et y sont notées x1 et x2. La différence théorique est ensuite calculée pour chaque
pixel et additionnée à l’altitude obtenue par interférométrie.
0 km 10km
Les corrections géométriques ont été effectuées sur les MNA à l’aide de la carte topographique au
1:50 000. La projection utilisée est UTM (Universal Transverse Mercator) et la zone de
découpage est 19U. La méthode du plus proche voisin a été choisie comme méthode de
rééchantillonnage.
3.5. Comparaison des MNA calculés au MNA de référence
Les étapes méthodologiques suivantes visent à déterminer la précision des MNA calculés par
interférométrie radar et à évaluer si les écarts d’altitude avec le MNA de référence sont
représentatifs de la dynamique d’accumulation de la neige.
FIGURE 8. Emplacement des points de contrôle.
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3.5.1. Soustraction des MNA
La première étape est la soustraction du MNA de référence aux MNA calculés. Ces images de
différences d’altitude traduites en niveaux de gris seront utilisées afin d’évaluer la précision de
chacun des modèles. fi s’agit également d’une étape préalable au calcul de l’équivalent en eau.
3.5.2. Calcul de l’équivalent en eau
Puisque les variations d’altitude observées dans les MNA sont fonctions de la longueur de la base
interférométrique (équation 16), le calcul de l’équivalent en eau permet d’éliminer l’influence de
cette base et, par conséquent, permet de rendre ces MNA comparables. De plus, il permettra de
mettre en relation les variations d’altitude observées et les conditions météorologiques qui
prévalaient lors de l’acquisition des images. Cependant, ce calcul réalisé à partir des écarts entre
le MNA calculé et le MNA de référence implique 3 suppositions majeures:
- La neige est le principal facteur de déconélation, de sorte que les
différences d’altitude entre les MNA calculés et le MNA de référence sont
causées par les variations d’épaisseur du couvert nival;
- La position géographique d’un pixel sur le MNA de référence est la même
que celle de son pixel correspondant sur les MNA calculés (pour ne pas
introduire d’erreurs dû à une mauvais superposisiton);
- Les variations spatiales dans l’épaisseur de la neige tombée entre deux
dates d’acquisition d’images sont suffisamment graduelles pour limiter les
erreurs lors du déroulement de phase (des variations rapides introduiraient
des erreurs étant donné l’ambiguïté du 2it (section 3.4.1.).
À partir de chacune des images de soustraction (obtenues à la section précédente), le déphasage
en radians associé à chaque pixel est calculé en reprenant l’équation 16. La distance parcourue
correspondant à ce déphasage est ensuite obtenue en multipliant la longueur d’onde par le
déphasage.
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La vitesse de propagation d’une onde (vQ)) dans un milieu quelconque se définit comme:
vQ) = c / nQ) (18)
où c est la vitesse de la lumière et nQ) l’indice dc réfraction (Serway, R.A., 1989, p.120). Cet
indice est trouvé à partir de la relation:
nQ)2 = + (19)
où et sont respectivement les constantes diélectriques réelle et imaginaire (Ulaby et al.,
1986, p. 2018). Dans notre cas, les calculs seront effectués pour de la neige sèche puisque les
températures observées lors de l’acquisition des images (figure 9) sont bien en-dessous de 0°C.
Q
ç-)
FIGURE 9. Données de température, 1994, aéroport de Schefferville. Tiré de Vachon et al. (1995, p.450).
Jour Julien (1994)
D’après Mitzler (1987), la partie réelle de la constante diélectriquc (ER) pour la neige sèche est:
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= 1+ l,60p 1(1 - 0,35p) (20)
où p est la densité de la neige. La partie imaginaire de la constante diélectrique est négligeable par
rapport à la partie réelle. Une valeur de 0,2 g/cc a été attribuée à la densité. Celle-ci correspond à
une moyenne des valeurs relevées sur le terrain par Audet (1995). Connaissant l’indice de
réfraction de la neige, son épaisseur théorique peut être déduite et par conséquent l’équivalent en
eau.
3.6. Classification dirigée de la végétation
Afin de mieux comprendre l’effet de la rugosité de surface sur les MNA, une cartographie très
sommaire de la végétation a été réalisée dans le cadre de ce mémoire. Ainsi, une classification
dirigée a été produite à l’aide des 6 canaux de base de l’image Landsat en rejetant la bande
thermique (TMÏ, TM2, TM3, TM4, TM5 et TM7). Ces six canaux ont été soumis à une analyse
en composantes principales (transformée de Hotelling) puis soumis à la classification. Les sites
d’entraînement pour les 5 classes (eau, lichen, roc, forêt d’épinettes dense, forêt d’épinettes peu
dense) ont été choisies à partir de la carte de végétation réalisée par Audet (1995). La forêt
d’épinettes peu dense a une densité de 10% à 40% et la strate herbacée sous-jacente est
principalement composée de lichens.
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4. RÉSULTATS
4.1. Modèle numérique d’altitude de référence
La figure 10 présente le MNA qui a été réalisé à partir de la numérisation des courbes de niveau.
Ce modèle sera utilisé comme référence lors de la comparaison avec les MNA calculés par
interférométrie radar. L’altitude, qui varie entre 472 et $37 m avec une précision de 7,5 m, est
représentée en niveaux de gris. Plusieurs grands lacs occupent le secteur plus foncé au nord-est
qui est caractérisé par un relief très plat et peu élevé. La vallée de la rivière Howells constitue
l’autre secteur foncé au sud-ouest. Au centre de l’image, la série de buttes et de dépressions
allongées selon un axe nord-ouest — sud-est, est mise en évidence par les variations brutales de
teintes. Au sud-ouest, le changement graduel de teintes et la présence d’une ligne foncée







FIGURE 10. MNA de référence.
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4.2. Modèles numériques d’altitude calculés par interférométrie radar
Les 14 MNA calculés par interférométrie radar sont présentés en annexe 3. Les valeurs d’altitude y
sont aussi traduites en niveaux de gris et vont de 300 m à 900 m. La région couverte est la même
que celle du MNA de référence. Les zones noires sont les secteurs où le déroulement de phase n’a
pu être effectué dû à la présence de résidus. Ainsi, la série de lacs au nord-est est très bien
délimitée puisqu’elle est couverte de ces résidus. La plupart des rivières n’ont pu être déroulées,
en particulier la rivière Howeils qui traverse le secteur sud-ouest en diagonale et où la limite terre -
eau est particulièrement évidente. Au centre de la zone d’étude, les résidus forment des structures
linéaires qui parcourent les secteurs en bordure des ruptures de pente et les vallées étroites entre
les crêtes. De grandes régions apparaîssent parfois toutes en noires lorsque la densité de résidus
est forte sur l’image (MNA nos 2, 6 et 10).
De manière générale, les MNA présentent les mêmes accidents topographiques (collines, vallées,
lits de rivière). Toutefois, la distinction entre ceux-ci est plus facile à faire sur certains MNA. Par
exemple, les MNA nos 7 et 9 laissent entrevoir plus facilement les changements d’altitude entre les
collines au centre de l’image que les autres MNA. Les ruisseaux qui sont des tributaires de la
rivière Howeils y sont aussi plus évidents.
Une vue en perspective de ces modèles (annexe 4) permet au lecteur d’avoir une meilleure idée
des variations d’altitude. La superposition d’une image Landsat TM (TM3) à chacun des MNA
permet de rehausser l’effet 3-D en plus de clairement localiser les lacs et les rivières. Ces vues
plongeantes du terrain sont prises du nord-est et regardent vers le sud-ouest. La forme
caractéristique du mont Irony se démarque par son altitude élevée et par sa face est abrupte. Sur
les lacs et les rivières, la densité élevée de résidus entraîne de fortes variations d’altitude d’un pixel
à l’autre.
Par ailleurs, le résultat de chacune des régressions effectuées lors de la correction des MNA
(section 3.4.3) est présenté dans le tableau 2. Ces dernières, calculées avec les écarts d’altitude
pour chacun des points de contrôle, mesurent la linéarité des variations d’erreur à travers chacune
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des images. On peut ainsi savoir s’il est adéquat d’opérer un basculement du MNA en guise de
correction. L’équation du plan de régression, le coefficient de détermination, les valeurs t
observées de même que la valeur t critique y sont représentés. Plus le coefficient de détermination
se rapproche de 1 et plus les valeurs t observées sont supérieures à la valeur t critique, meilleure
est la régression. Un coefficient de 1 indique une variation parfaitement linéaire de l’erreur. Les
meilleures régressions, par ordre décroissant, sont donc celles des MNA nos 14, 6, 7, 13 et 4.
TABLEAU 2. Résultats des régressions effectuées pour la correction des MNA.
# coeff. de valeur t valeur t valeur t
MNA Dates équation détermina, observée observée critique
(xl) (x2)
1 25 déc., 28 déc. 93 y=-0,0069x1+0,040x2-26,88 0,78 1,77 7,65 1,74
2 9 jan., 12 jan. 94 y=-0,056x1-0,010x2-26,84 0,54 4,22 0,57 1,75
3 12 jan., 15 jan. 94 y=-0,048x1-0,0073x2-50,24 0,81 8,23 0,92 1,74
4 15 jan., 18 jan. 94 y=-0,053x1-0,062x2+18,74 0,88 7,68 6,61 1,74
5 27 jan., 30 jan. 94 y=0,041x1-0,0023x2+34,55 0,37 3,14 0,13 1,74
6 5 févr., 8 févr. 94 y=-0,lOxl+0,050x2-5,19 0,91 9,64 3,42 1,76
7 11 févr., 14 févr. 94 y=-0,043x1-0,032x2+4,46 0,89 9,41 5,17 1,74
8 14 févr., 17 févr. 94 y=-0,024x1-0,017x2-19,39 0,14 1,39 0,72 1,74
9 17 févr., 20 févr. 94 y=-0,048x1-0,0097x2+0,91 0,87 10,24 1,53 1,74
10 1 mars, 4 mars 94 y=0,0048x1-0,0 13x2-24,17 0,062 0,50 1,01 1,74
11 4 mars, 7 mars 94 y=0,015x1-0,053x2+5,35 0,75 2,75 6,91 1,74
12 13 mars, 16 mars 94 y=-0,079x1+0,0077x2-21,31 0,84 9,25 0,66 1,74
13 22 mars, 25 mars 94 y=-0,098x1-0,063x2+49,$1 0,89 9,81 4,63 1,74
14 25 mars, 28 mars94 y=-0,064x1-0,011x2-0,54 0,95 17,12 2,15 1,74
4.3. Comparaison des MNA calculés au MNA de référence
L’annexe 5 présente les différences d’altitude entre chacun des MNA calculés et le MNA de
référence. Les écarts d’altitude vont de -100 m à +100 m. Pour l’ensemble de ces images, les
valeurs maximales et minimales sont localisées dans les secteurs où la densité de bruit est forte
(rivières, lacs, ruptures de pente). Dans le secteur montagneux, au centre, les différences fluctuent
très rapidement d’un versant à l’autre contrairement aux zones moins accidentées où les variations
sont de moindre importances. Le long de la rivière Howeils, les écarts d’altitude sont positifs pour
tous les MNA et diminuent progressivement avec l’altitude sur le versant sud. Pour les MNA nos
5 et $ cependant, ce versant présente une succession d’écarts positifs et négatifs qui s’effectue
perpendiculairement aux courbes de niveau. Le même phénomène s’observe sur le versant nord de
la rivière. Le secteur nord-est, caractérisé par un relief très plat, apparaît lui aussi plus élevé qu’il
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ne l’est réellement (excepté pour les MNA nos 5 et 6). En excluant les zones à forte densité de
résidus, l’écart d’altitude entre les MNA calculés et le MNA de référence, varie entre -50 m et
+50m.
En ne considérant que les écarts d’altitude, les variations d’équivalent en eau ont été déduites
(section 3.5.2). La figure 11 contient 3 exemples de ces images où l’échelle d’équivalent en eau
varie entre -25 mm et 25 mm. En théorie, une valeur positive correspond à un ajout de neige alors
qu’une valeur négative constitue une diminution de l’épaisseur du couvert nival. Ces exemples ont
été retenus puisque la densité de résidus y est minimale et aussi parce que la base
interférométrique de chacun des couples est différente (109 m, 202 m, $2 m). II sera donc
possible d’évaluer l’influence de la longueur de la base interférométrique sur les valeurs
d’équivalent en eau. Sur ces 3 images, les variations d’équivalent en eau suivent celles des écarts
d’altitude (annexe 5). Toutefois, plus la base interférométrique augmente, plus les écarts
d’équivalent en eau à l’intérieur de l’image sont importants. Ainsi, avec 202 m de base
interférométrique, l’image du 12 janvier - 15 janvier témoigne de variations plus importantes que








FIGURE 11. Images d’équivalent en eau.
10km
Par la suite, une coupe topographique entre les points A et B (figure 12) a été réalisée sur chacun
des MNA. Chacune des coupes (annexe 6) illustre à la fois les données d’altitude du MNA de
référence et du MNA calculé par interférométrie, permettant ainsi de mettre en relation les écarts
d’altitude avec la topographie le long de ce transect.
25 décembre, 28 décembre 1993
12 janvier, 15janvier 1994 15janvier, 19janvier 1994
n
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On remarque sur ces graphiques en annexe 6 que chaque MNA calculé est affecté par un léger
décalage des altitudes le long du transect au niveau des crêtes. L’écart d’altitude sur les crêtes
reste tout de même très faible comparativement aux vallées où celui-ci peut atteindre 50 m (MNA
no 10). Les secteurs où les variations d’altitude sont rapides sont le résultat d’une densité élevée
de résidus. Ceux-ci se retrouvent principalement sur les lacs (extrémité droite de la coupe) et sur
la rivière Howelis (vallée à la gauche de la coupe). L’amplitude des variations y est forte pour
presque tous les MNA.
4.4. Comparaison entre les MNA calculés par interférométrie
Afin d’évaluer la stabilité des différents secteurs d’une période à l’autre, une image d’écart-type
des altitudes a été produite. Plusieurs MNA ont été superposés et pour chacun des pixels, l’écart
type des altitudes a été calculé. Afin que le résultat ne soit pas influencé par une mauvaise
correction ou par un déroulement de phase biaisé dû à la présence d’un trop grand nombre de
FIGURE 12. Emplacement du transect utilisé pour les coupes topographiques.
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résidus, seulement 5 MNA ont été retenus dans le calcul. Ceux-ci démontrent une faible densité de
résidus et, d’après le tableau 2, des coefficients de détermination élevés. Il s’agit des MNA nos 1,





O km 10 km
FIGURE 13. Image d’écart-type des altitudes.
Celle-ci met en évidence les variations d’altitude des différents secteurs. Les zones foncées sont les
endroits où le changement d’altitude entre les MNA est minimal comparativement aux zones
claires où les changements sont plus élevés. On remarque que les variations sur les sommets (à
l’exception du mont Irony) et les crêtes sont très faibles ou nulles tandis que dans les vallées les
variations d’altitude sont plus élevées.
4.5. Classification dirigée de la végétation
La figure 14 présente le résultat de la classification dirigée de la végétation. Les statistiques
d’exactitude de la classification (tableau 3) sont calculées à partir de la matrice de confusion.





de la colonne correspondante et indiquent le pourcentage avec lequel les pixels des sites
d’entraînement se retrouvent dans la bonne classe. Le choix des sites d’entraînement est donc








FIGURE 14. Classification dirigée de la végétation.
TABLEAU 3. Statistiques d’exactitude de la classification dirigée.




Forêt d’épinettes dense 94,9 %
Forêt d’épinettes éparse 94,3 %
0km 10km
3$
Cette carte de végétation met en évidence le fait que la distribution de la végétation est
étroitement liée à l’altitude. Ainsi, le sommet des collines et le haut des versants sont bien
découpés par l’absence de forêt, la présence de lichens et les affleurements de roc. Les forêts
d’épinettes, quand à elles, couvrent les vallées et les dépressions.
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5. INTERPRÉTATION DES RÉSULTATS ET DISCUSSION
Dans cette section, une interprétation des résultats de la correction géométrique et une discussion
sur les causes de la présence d’une plus ou moins grande densité de résidus dans les MNA sont
d’abord réalisées. Les écarts d’altitudes entre les MNA calculés, et entre ceux-ci et le MNA de
référence, sont ensuite interprétés de façon à mettre en évidence les facteurs qui causent ces
erreurs. Finalement, une comparaison des résultats avec ceux d’autres recherches en
interférométrie et une discussion sur la fiabilité des résultats sont effectuées.
5.1. Correction de la base interférométrique
La qualité des résultats de la correction de la base interférométrique est dépendante de plusieurs
facteurs. Puisque la méthode de correction utilisée se base sur l’utilisation de points de contrôle
très stables, un ajout ou un enlèvement de neige à ces endroits faussera la correction. Lors de cette
correction, tous les MNA ont été soumis à des régressions multiples. Les coefficients de
détermination obtenus évaluent la précision de ces corrections (tableau 2).
Le coefficient de détermination de la régression multiple du MNA no 2 n’est que de 0,54.
L’altitude observée à l’emplacement de chacun des points a probablement été faussée par une
modification de l’épaisseur du couvert nival comme en fait foi la faible cohérence mesurée au
niveau des crêtes (annexe 7) et les données de précipitation enregistrées (tableau 4). Ces données,
traduites en terme d’équivalent en eau (Côté, 199$), constituent la totalité des chutes de neige à
survenir entre les dates d’acquisition des images.
Par ailleurs, lorsque la base interférométrique est trop petite, la correction d’un MNA ne pourra
s’effectuer avec beaucoup de précision. Cela est dû au fait que, pour une variation qui survient en
surface, plus la base interférométrique est petite plus l’erreur sur l’altitude mesurée sera élevée
(équation 16). Les coefficients de détermination des MNA nos 5, $ et 10 sont donc très faibles
étant donné leur base interférométrique respective de 28 m, 24 m et 29 m. De façon générale,
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pour les autres MNA, le coefficient de détermination est inversement proportionnel aux
précipitations enregistrées (tableau 4).
TABLEAU 4. Précipitations enregistrées (sous la forme d’équivalent en eau).
# Equivalent en
MNA Dates eau (cm)




5 27 jan., 30 jan. 94 0,4
6 5 févr., 8 févr. 94 0,2
7 11 févr., 14 févr. 94 0,0
8 14 févr., 17 févr. 94 0,8
9 17 févr., 20 févr. 94 2,9
10 1 mars, 4 mars 94 2,0
11 4 mars, 7 mars 94 1,1
12 13mars, 16mars94 4,8
13 22 mars, 25 mars 94 0,9
14 25 mars, 28 mars 94 0,4
Les écarts d’altitude entre chacun des MNA calculés et le MNA de référence ont été traduits en
une Erreur Moyenne Quadratique (EMQ) afin de faciliter l’observation des intenelations avec les
différentes données. L’EMQ correspond à la racine canée de la moyenne des canés des écarts
entre chaque paires de pixels. La figure 15 montre la relation qui existe entre la base
interférométrique et l’EMQ.
Les MNA nos 2, 5, $ et 10 sont ceux qui possèdent les coefficients les moins élevés
(respectivement de 0,54, 0,37, 0,14, et 0,062). Les écarts d’altitude entre chacun de ces MNA et le
MNA de référence, calculés sous la forme d’EMQ, sont parmi les plus élevés de tous les MNA
(figure 15). Leur EMQ varie entre 25 et 60 m. La présence de neige à certains endroits sur les
crêtes qui correspondent à l’emplacement des points de contrôle, a probablement introduit des
erreurs dans l’altitude mesurée et faussé, par conséquent, les résultats de la correction.
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Bien que le MNA no 12 possède un coefficient de détermination assez élevé (0,84), son EMQ est
la quatrième plus élevée (32,7 m). Ce fort coefficient provient du fait que la régression effectuée
en fonction de la dimension x (est-ouest) est significative (tableau 2). Toutefois, étant donné que
la valeur t observée pour la dimension y (nord-sud) est beaucoup plus faible que la valeur t
critique, la régression effectuée selon cet axe est peu significative; il en résulte une EMQ très
élevée. Afin de diminuer les écarts d’altitude qui peuvent atteindre 60 m surtout dans la partie
nord du modèle, il serait nécessaire d’opérer un basculement des altitudes autour d’un axe est-
ouest. Le MNA no 3 se retrouve dans la même situation avec un coefficient de détermination
élevé (0,81) et une EMQ élevée (24,8 m).
5.2. Bruit dans les MNA
Les résidus (ou bruit) obtenus lors du déroulement de phase sont associés aux endroits où
l’altitude varie fortement d’un pixel à l’autre. La présence systématique de bruit sur les lacs et la
rivière Howelis, conséquence d’une faible cohérence (annexe 7) est causée par une croissance de
la glace, par des changements au niveau de sa structure ou par des changements au niveau de sa
température (Côté, 1998). Les ruptures de pente et les vallées étroites sont aussi soumises à de

































vent. Sur les images de cohérence (annexe 7), les endroits où la densité de bruit est forte sur les
MNA sont très visibles étant donné leur faible cohérence.
Sur certains MNA, de grandes superficies n’ont pu être déroulées. C’est le cas du MNA no 2 où la
zone centrale présente une grande quantité de bruit. Les précipitations élevées et les forts vents
enregistrés entre les deux dates d’acquisition des images ont probablement accéléré
l’accumulation de neige entre les crêtes. Les figures 16 et 17 permettent de visualiser les
influences respectives des précipitations et du vent sur 1’EMQ. Les valeurs relatives à la vitesse du
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FIGURE 17. Relation EMQ - Vent.
Cette hypothèse d’accumulation de neige entre les crêtes est confirmée par le fait que sur l’image
de cohérence associée (annexe 7), la corrélation atteint à ces endroits un niveau minimal
comparativement au reste de l’image. Le MNA no 6, quand à lui, n’a pu être déroulé de façon
complète; le secteur sud-ouest étant couvert de résidus. Les précipitations de neige n’expliquent
pas entièrement ce phénomène, puisque d’une part, le bruit est localisé à un endroit précis sur
l’image et d’autre part, les précipitations enregistrées sont beaucoup trop faibles pour justifier une
telle quantité de bruit. La vitesse moyenne des vents est toutefois très élevée (figure 17). Le vent
qui souffle généralement du nord-ouest dans cette région aurait pu provoquer une forte
accumulation de neige sur ce versant exposé au nord-est. Une autre explication viendrait du fait
que la partie la moins élevée du versant constitue un secteur forestier et que le mouvement des
diffuseurs dû au vent aurait pu affecter la cohérence. Bien que la corrélation dans la partie
supérieure du versant soit très élevée, ce secteur s’est trouvé isolé du reste de l’image lors du
déroulement de phase dû à la présence d’une bande de terrain de très faible cohérence au sud
ouest de la rivière Howelis.
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5.3. Comparaison des MNA calculés avec le MNA de référence
Puisque la phase n’est mesurée que modulo 2t, l’erreur sur l’altitude causée par des précipitations
de neige sera la même pour les déphasages qui sont des multiples de 2jt. D’après les équations 1$,
19 et 20, une précipitation de neige de 1,6 cm d’équivalent en eau entraîne un déphasage de 2jt.
Au-delà de cette valeur d’équivalent en eau, le déphasage n’est plus représentatif des
précipitations. Toutefois, si la variation dans l’épaisseur de la neige tombée au sol se fait
graduellement de façon à ce que la différence de phase absolue entre deux pixels adjacents ne soit
pas supérieure à it, ce qui équivaut à 0,8 cm d’équivalent en eau, les écarts d’altitude observés
pourraient alors être interprétés directement en terme d’équivalent en eau. Également, si la
quantité de neige tombée au sol entre l’acquisition des deux images qui forment l’interférogramrne
est uniforme sur toute la surface, l’erreur sera minimale. Ceci est dû au fait que l’altitude relative
des pixels reste inchangée.
La comparaison des MNA calculés au MNA de référence est facilitée par l’étude des images de
soustraction (annexe 5). Pour l’ensemble des MNA, les différences absolues d’altitude au niveau
des lacs sont parfois très élevées. La densité élevée de résidus dans ces secteurs introduit des
erreurs importantes lors du déroulement. Sur les crêtes, au centre des images, on observe
généralement une alternance de différences positives et négatives. Sur le haut des versants
exposés au sud-ouest, les différences sont négatives alors que la partie supérieure des versants
exposés au nord-est présente des différences positives. Ce phénomène est probablement associé à
une mauvaise superposition des MNA calculés par interférométrie au MNA de référence et est
particulièrement visible sur les coupes topographiques (annexe 6). Au-dessous de 650 m les deux
modèles se superposent parfaitement. Dans les vallées, où on retrouve une densité forestière
relativement élevée, la différence d’altitude est uniforme et plus élevée que les autres endroits.
Comparativement aux zones plus élevées couvertes de lichen où l’action du vent limite
l’accumulation de neige, les secteurs forestiers, où le transport de la neige par le vent est minimal,
présentent un couvert nival uniforme. Ainsi, pour le secteur de la rivière Howeils comme pour le
secteur situé autour des lacs au nord-est, la différence d’altitude est sensiblement la même. Sur les
coupes topographiques (annexe 6), on remarque que les différences d’altitude sur les versants
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situés de part et d’autre de la rivière Howelis diminuent progressivement avec l’altitude. On passe
alors d’une forêt de moins en moins dense à une surface de lichen où l’accumulation de neige est
généralement faible.
L’influence de la végétation sur UEMQ a été mesurée de façon indirecte. Ainsi, d’après les
observations faîtes sur le terrain et les résultats de la classification dirigée (figure 14), la densité et
la hauteur de la végétation dans la région de Schefferville sont fortement liées à l’altitude. Dans
les vallées, le couvert forestier est relativement dense alors que plus on gagne en altitude, plus les
arbres s’éclaircissent, exposant ainsi du lichen et des affleurements rocheux. Ainsi, pour chaque
MNA, l’EMQ pour chaque unité d’altitude a été calculée. La figure 18 met en relation la








FIGURE 18. Relation EMQ - Altitude.
Cette figure montre que l’erreur est minimale entre 600 m et 750 m mais qu’elle augmente
progressivement de part et d’autre de cet intervalle. Dans les zones peu élevées où se situent
plusieurs lacs, la forte erreur est causée par la densité élevée des résidus qui biaisent les valeurs
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lors du déroulement de phase. Une mauvaise superposition des MNA calculés au MNA de
référence explique les valeurs élevées d’EMQ pour les secteurs d’altitude plus élevée. Puisqu’il
s’agit d’un secteur de crêtes où les changements d’altitude sont relativement brusques, le moindre
petit décalage géométrique entre les MNA suffit pour introduire une erreur considérable.
L’utilisation de l’interférométrie radar pour la création de MNA à des endroits où la cohérence de
la scène est faible rend la qualité de ces modèles fortement dépendante de la base
interférométrique. D’après la figure 15, mise à part quelques exceptions, l’erreur moyenne
quadratique augmente lorsque la longueur de la base interférométrique diminue. Ces exceptions
concernent les MNA qui n’ont pu être corrigés adéquatement comme les MNA nos 2, 3 et 12.
Ceux-ci présentent des EMQ très élevées compte tenu de la longueur de leur base
interférométrique. Pour une surface où des changements surviennent entre les deux passages du
satellite, les variations d’altitude entre pixels adjacents sur un MNA calculé par interférométrie
seront beaucoup plus fortes lorsque la base interférométrique est peu élevée (l’équation 16
démontre une relation inversement proportionnelle entre la base interférométrique et la différence
d’altitude). On remarque ainsi sur les MNA en perspective (annexe 4) que les modèles nos 5 et 8,
qui ont des bases interférométriques petites, sont soumis à des variations d’altitude très fortes. Par
ailleurs, la topographie apparaît comme étant beaucoup plus adoucie sur les MNA qui ont des
bases ïnterférométriques fortes (MNA nos 3, 9 et 14).
La comparaison des images d’équivalent en eau avec les données de précipitation et de vent ne
révèle aucun lien permettant de croire que les variations observées sont représentatives de la
dynamique d’accumulation de la neige. L’absence de résultats valables à ce niveau provient en
partie des difficultés rencontrées lors de la correction géométrique des MNA. fi a été en effet
difficile de superposer de façon très précise le modèle de référence aux autres MNA. Les
variations d’équivalent en eau, surtout dans le secteur de crêtes où l’altitude varie rapidement d’un
pixel à l’autre, sont en fait causées par une mauvaise superposition. Cette affirmation est
renforcée par le fait que, dans tous les cas, les variations augmentent lorsque la base
ïnterférométrique augmente. Le problème principal vient du fait que les chutes de neige ne
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semblent pas fausser l’altitude de la même façon que le modèle théorique de la section 3.5.2. le
laisse croire.
D’après les résultats obtenus, il ne semble pas possible de déduire l’épaisseur des précipitations
de neige à partir de l’erreur observée sur les MNA. Prenons les MNA nos 2 et 3 qui ont des bases
interférométriques identiques. D’ après les images en annexe 7, la cohérence de la scène pour le
12 janvier - 15 janvier (MNA no 3) est plus élevée que celle du 9 janvier - 12 janvier (MNA no
2), les précipitations étant plus importantes pour ce dernier couple de dates. Malgré ces
différences, leur EMQ est identique (figure 15) et la distribution spatiale des écarts d’altitude
(annexe 5) pour chacun des MNA est relativement semblable. La seule différence se situe au
niveau de la densité des résidus; le MNA no 2 ayant une densité de résidus plus élevée que le
MNAno3.
Également, si on compare les MNA nos 7 et 13 qui ont sensiblement la même base
interférométrique mais qui diffèrent fortement au niveau de la cohérence de la scène (la
cohérence associée au MNA no 7 est plus forte que celle du MNA no 13), on s’aperçoit que
l’EMQ est presque identique. La seule différence se situe encore une fois au niveau de la quantité
de résidus.
La figure 17, qui met en relation l’EMQ et la vitesse du vent, ne démontre aucune corrélation
entre ces deux éléments. L’influence du vent semble se situer uniquement au niveau de la quantité
de résidus. Prenons les MNA nos 6 et 7 qui sont associés à des bases interférométriques presque
identiques et des précipitations très faibles. La vitesse moyenne du vent entre le 5 février et le $
février (MNA no 6) est beaucoup plus élevée que celle entre le 11 février et le 14 février (MNA
no 7). Malgré ce fait, les EMQ des 2 MNA sont très rapprochées. La densité de résidus est
toutefois beaucoup plus forte pour le MNA no 6. Sur l’ensemble des MNA, les résidus sont situés
principalement dans le bas des versants exposés au nord-est, c’est-à-dire aux endroits où
l’accumulation de neige par le vent est la plus forte.
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5.4. Comparaison entre les MNA calculés par interférométrie
Sur l’image d’écart-type (figure 13), les variations d’altitude aux endroits dépourvus de
végétation (les sommets et les crêtes) sont très faibles ou nulles tandis que dans les vallées où
l’accumulation de neige est plus forte, les variations y sont plus élevées. Ce patron créé à partir
des valeurs d’écart-type se rapproche du patron engendré par la distribution spatiale des
corrélations observée sur les images de cohérence en annexe 7. La cohérence est très forte sur les
crêtes alors qu’elle diminue dans les vallées. D’après Vachon et al. (1995) ce phénomène est
causé principalement par les modifications dans l’épaisseur du couvert nival. On pourrait alors
conclure que, pour le secteur de Schefferville, les variations d’altitude entre les MNA sont
fortement dépendantes de la dynamique d’accumulation de la neige.
Une coupe topographique (figure 19) a également été réalisée sur ces 5 MNA afin d’étudier les
variations d’altitude des différents MNA avec la topographie le long de ce transect. Cette coupe


















FIGURE 19. Coupe topographique des MNA.
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Sur les versants, l’écart d’altitude diminue progressivement avec l’altitude dû à une diminution de
la densité de forêt et à une accumulation de neige plus faible. Dans les vallées et principalement
aux abords des lacs et de la rivière Howells, les différences d’altitude atteignent des valeurs
élevées. Les altitudes du MNA no 3 le long de ce transect sont supérieures aux autres MNA alors
que le MNA no 1 possède des valeurs qui sont plus basses que la moyenne. Les précipitations
n’expliquent pas cette différence puisque celles-ci sont pratiquement identiques entre les 2
couples de dates (25 décembre - 2$ décembre et 12 janvier - 15 janvier). Également, la vitesse
moyenne des vents dans l’intervalle d’acquisition des images n’a pas d’impact sur cette
différence; la vitesse étant pratiquement identique pour ces dates. L’ absence de données très
précises sur la vitesse et la direction du vent à différents endroits sur le site d’étude fait qu’il est
difficile de séparer l’influence du vent des autres facteurs. Une différence dans la quantité de
neige au sol pourrait toutefois expliquer l’écart important entre les MNA nos 1 et 3. Ainsi, le 25
décembre, la quantité de neige disponible au sol pour être déplacée par le vent est inférieure à
celle qui est disponible 1$ jours plus tard. L’effet sur le MNA d’un ajout de neige par le vent dans
les vallées serait alors moins important pour le MNA du 25 décembre. Bien que les 3 autres
MNA soient associés à des précipitations variables, les altitudes le long du transect sont très
rapprochées.
L’accumulation de neige a un effet sur la précision des altitudes mesurées par interférométrie
mais la quantification de cette erreur est impossible en raison de la méthode de déroulement de
phase utilisée et de l’ambiguïté associée à la mesure de la phase. L’absence de données précises
sur le couvert nival et les précipitations fait en sorte qu’il est difficile de tirer des conclusions
quand à l’influence seule de la neige au sol sur cette précision. Cet effet est probablement
négligeable comparativement à l’influence des modifications de la couverture de neige. D’après
les équations 18 et 19, la différence des indices de réfraction entre l’air et la neige sèche n’est que
de 0,15. Cette différence n’est pas suffisante pour causer une différence significative dans
l’altitude mesurée.
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5.5. Comparaison des résultats avec ceux d’autres recherches en interférométrie
Jusqu’à maintenant, aucune recherche n’a été effectuée sur le potentiel de l’interférométrie radar
pour la création de MNA à partir d’images radar acquises à trois jours d’intervalle pour un secteur
couvert de neige. Aucune mesure directe de l’influence d’une chute de neige, dans l’intervalle
d’acquisition d’images, sur la précision d’un MNA calculé par interférométrie n’a été effectuée.
On peut toutefois comparer la précision obtenue par les MNA dans d’autres recherches à celle qui
a été atteinte dans la présente recherche.
Ainsi, à partir de deux images SEASAT de la région du parc national de Yellowstone (États
Unis), un MNA avec une erreur de 8,2% par rapport aux variations totales d’altitude a été créé
(Lin et al., 1991). Dans notre cas, le meilleur MNA obtenu présente une EMQ de 12 m et de 60 m
dans le pire des cas (respectivement 3,3% et 16,4% par rapport aux variations totales d’altitude
sur le terrain). fi faut toutefois tenir compte du fait que les conditions d’acquisition sont très
différentes et que la topographie n’est pas du tout la même. Par ailleurs, Mattar et al., (1994) ont
obtenu une précision de 8,7 mètres (une erreur de 0,6% par rapport aux variations totales
d’altitude) pour un site dans les rocheuses canadiennes. Les images ont alors été acquises à partir
d’un système aéroporté constitué de deux antennes radar et donc, avec un maximum de cohérence
au niveau de la scène. Madsen et al. (1993) ont également utilisé un système aéroporté et ont
obtenu une EMQ de 2,2 m en terrain plat et une EMQ de 5 m en terrain montagneux.
Hagberg et Ulander (1993) ont qu’en à eux simulé des mesures d’interférométrie à partir des
paramètres du RAS d’ERS-1. Pour un zone avec un relief peu accidenté, comme c’est le cas pour
la région de Schefferville, la longueur de la base interférométrique s’est avérée être le facteur
dominant qui influence la précision des MNA. D’après ces auteurs, de bons résultats peuvent être
obtenus lorsque la longueur de la base interférométrique se situe entre 75 m et 175 m. Dans notre
cas, il est difficile de situer cet intervalle étant donné l’influence de nombreux autres facteurs.
Toutefois, il a été démontré clairement que les longueurs inférieures à 30 m présentaient des
résultats médiocres.
51
5.6. Fiabilité des résultats
L’utilisation d’un MNA de référence créé à partir d’une carte topographique au 1: 50 000 dont les
courbes de niveau sont à une équidistance de 15 mètres ne donne pas des résultats très précis. La
précision obtenue lors du calcul de l’écart entre ce modèle et les MNA calculés par
ïnterférométrie est donc relativement faible (15 m I 2) considérant que les EMQ varient entre 12
et 60 m. De plus, tel que mentionné précédemment, la superposition de ces MNA n’était pas
parfaite, de sorte que les mesures d’équivalent en eau et d’EMQ sont biaisées.
Le programme de déroulement de phase aurait nécessité certaines améliorations, surtout en ce qui
a trait à l’établissement des frontières entre les résidus positifs et les résidus négatifs. Lorsque leur
nombre était trop élevé, il était très difficile voir même impossible de les relier de façon à
minimiser la longueur totale des frontières.
Également, les données relatives aux précipitations sont imprécises puisqu’elles ne proviennent
pas directement de Schefferville; elles ont été interpolées à partir des données mesurées au
barrage LaGrande4 (Baie-James). Dans un autre ordre d’idée, plusieurs facteurs qui ont
certainement une influence sur la précision des MNA n’ont pas été considérés comme l’influence




Cette recherche avait pour objectif principal d’évaluer l’influence des variations qui surviennent
au niveau de l’épaisseur du couvert nival sur la précision des modèles numériques d’altitude
calculés par interférométrie radar. Sur les 19 interférogrammes de phase disponibles, 14 ont pu
être déroulés et corrigés de façon à obtenir des MNA qui ont été superposés à un MNA de
référence. Même si dans les secteurs plus élevés la superposition des deux types de MNA n’était
pas parfaite, ceux-ci ont tout de même pu être comparés. Également, les variations d’altitude
observées entre les MNA calculés par interférométrie ont été expliquées à partir des différentes
données disponibles.
La première hypothèse de cette recherche voulant que la réalisation des MNA par interférométrie
radar soit possible malgré l’instabilité des conditions de neige au sol dans la région de
Schefferville a pu être vérifiée par la production de 14 MNA à partir des 19 interférogrammes de
départ. Par ailleurs, l’ambiguïté associée à la mesure de la phase et les limites associées à la
méthode de déroulement de phase ont fait que la deuxième hypothèse n’a pu être vérifiée. Celle-ci
établissait que les différences d’altitude observées entre le MNA de référence et chacun des autres
MNA calculés par interférométrie pouvaient être traduites en terme d’équivalent en eau et
correspondre ainsi aux données de précipitation. Finalement, la troisième hypothèse de recherche
à l’effet que les variations d’altitude entre les MNA calculés par interférométrie sont
représentatives de la dynamique d’accumulation de la neige a pu être vérifiée. La correspondance
de l’image d’écart-type des altitudes (pour les MNA calculés) avec les images de cohérence,
révèle que les variations d’altitude les plus élevées surviennent aux endroits où la cohérence est la
plus faible. D’après Vachon et al. (1995) cette faible cohérence est associée à une modification de
l’épaisseur du couvert nival entre les deux dates.
Cette recherche permet dc conclure que l’interférométrie par passages répétés d’un radar à
antennes synthétiques s’ avère un outil intéressant pour effectuer des relevés topographiques et ce,
même si le secteur étudié est soumis à des précipitations de neige entre les deux dates
d’acquisition des images radar. La cohérence de la scène affecte d’avantage la quantité de bruit
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sur les interférogrammes déroulés que la précision des valeurs. La construction d’un filtre qui
n’ affecte pas cette précision permettrait ultérieurement de réduire le bruit causé par les différents
facteurs environnementaux.
Dans l’éventualité d’autres recherches de ce genre, plusieurs recommandations pourraient être
émises. Tout d’abord, le développement d’un algorithme de déroulement de phase plus
performant, qui tient compte du fait que les variations de phase peuvent être supérieures à lu entre
pixels adjacents, permettrait de mesurer plus précisément l’équivalent en eau des précipitations de
neige qui surviennent entre les deux dates d’acquisition. Toutefois, les limites qu’impose le radar
en ce qui a trait à la mesure de la phase, rendraient très difficile la création d’un tel algorithme.
Également, l’utilisation d’un MNA de référence plus précis pourrait constituer une amélioration
importante par rapport au présent travail. Idéalement, on aurait dû utiliser un MNA créé à partir
d’un interférogramme dont les deux images de phase qui le composent ont été acquises en période
estivale.
Finalement, l’utilisation d’une gamme de données plus complètes serait très pertinente. Ainsi, une
connaissance précise des conditions atmosphériques qui prévalaient lors de l’acquisition des
images permettrait une meilleure compréhension des erreurs qui affectent l’altitude mesurée.
Dans cette même optique, plusieurs autres données physiques et biologiques mériteraient d’être
considérées (humidité du sol, données précises sur la végétation et sur la répartition spatiale des
précipitations, etc.). Une plus grande quantité de données environnementales permettrait de
mesurer les deux effets de la neige (présence d’un couvert nival au sol et modification de ce
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Phase (radians)
ANNEXE 1. Interférogrammes 2pi
0km 10km
o
25 déc., 2$ déc. 1993 3jan.,6jan. 1994
6 jan., 9 jan. 1994 9 jan., 12 jan. 1994
62
12 jan., 15 jan. 1994
p4..
15 jan., 18 jan. 1994
24 jan., 27 jan. 1994 27 jan., 30 jan. 1994
5 fév., $ fév. 1994 8 fév., 11 fév. 1994
63
11 fév., 14 fév. 1994 14 fév., 17 fév. 1994
17 fév., 20 fév. 1994 1 mars, 4 mars 1994
4 mars, 7 mars 1994 13 mars, 16mars 1994
64
19 mars, 22 mars 1994 2
2 mars, 25 mars 1994
25 mars, 2$ mars 1994
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ANNEXE 2. Vérification du programme de déroulement de phase
Plusieurs tests ont été réalisés afin de valider l’algorithme de déroulement de phase programmé
en langage C. Ainsi, deux images de dimension 7 par 7 (49 pixels) ont été créées de façon à
simuler les interférogranlines de phase. Chaque pixel possède une valeur située entre O et 255.
Ces images, de même que les résultats obtenus, sont à la fois représentées en teintes de gris et en
valeurs numériques. La première image introduite dans le programme ne contient aucun résidu:
Le résultat obtenu après le déroulement est le suivant:
O $0 160 250 60 120 200
80 170 250 70 140 200 20
160 210 20 100 180 250 50
250 20 100 170 230 50 120
60 100 190 210 10 90 150
120 190 240 30 80 150 230
200 20 50 140 170 230 50
0 80 160 250 315 375 455
80 170 250 325 395 455 530
160 210 275 355 435 505 560
250 275 355 425 485 560 630
315 355 445 465 520 600 660
375 445 495 540 590 660 740
455 530 560 650 680 740 815
Dans ce cas-ci, une vérification des résultats obtenus confirme le bon fonctionnement du
programme. L’image suivante, contenant cette fois un résidu positif et un résidu négatif
(représentés par des encadrés dans la séquence de nombre), a été introduite dans le programme:
n
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o 80 160 250 60 120 200
80 170 250 70 140 20 20
160 210 20 100 40 25 50
250 20 100 30 230 50 120
60 100 5 210 10 90 150
120 190 240 30 80 150 230
200 20 50 140 170 230 50
Le résultat obtenu montre que l’algorithme a relié les deux résidus et effectué le déroulement sans
traverser cette frontière
0 80 160 250 315 375 455
80 170 250 325 530
160 210 275 560
250 275 [ 560 630
520 600 660
540 590 660 740
455 530 560 650 680 740 215
375
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MNAno 14-25 mars, 2$ mars 1994
71
ANNEXE 4. Vue tridimensionnelle des MNA
MNA de référence MNAno 1 -25 déc., 2$ déc. 1993
MNAno 3- 12 jan., 15 jan. 1994 MNAno4- 15 jan., 1$ jan. 1994
I
V
MNAno 5 -27 jan., 30 jan. 1994 MNAno 7- 11 fév., 14 fév. 1994
72
MNAno 8-14 fév., 17 fév. 1994 MNAno 9- 17 fév., 20 fév. 1994
MNAno 11 -4 mars, 7mars 1994 MNAno 12- 13mars, 16mars 1994
I
MNAno 13- 22mars, 25mars 1994 MNAno 14 - 25 mars, 28 mars 1994
73






No 1 - 25 déc., 28 déc. 1993
No2-9jan., 12 jan. 1994 No 3- 12 jan., 15 jan. 1994
No4- 15 jan., 18 jan. 1994 No 5 -27 jan., 30 jan. 1994
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Modèle produit par interférométrie:
MNA no 1 - 25 décembre, 2$ décembre 1994
800







































































































































MNA no 14 - 25 mars, 28 mars 1994
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