This paper presents a new acoustic emission (AE) source localization for isotropic plates with reflecting boundaries. This approach that has no blind spot leverages multimodal edge reflections to identify AE sources with only a single sensor. The implementation of the proposed approach involves three main steps. First, the continuous wavelet transform (CWT) and the dispersion curves of the fundamental Lamb wave modes are utilized to estimate the distance between an AE source and a sensor. This step uses a modal acoustic emission approach. Then, an analytical model is proposed that uses the estimated distances to simulate the edge-reflected waves. Finally, the correlation between the experimental and the simulated waveforms is used to estimate the location of AE sources. Hsu-Nielsen pencil lead break (PLB) tests were performed on an aluminum plate to validate this algorithm and promising results were achieved. Based on these results, the paper reports the statistics of the localization errors.
Introduction
Plate-like structures are ubiquitous in civil, marine, and aerospace structures. Examples include bridge girders, aircraft wings and fuselages, ship hulls, etc. [1, 2] . Corrosion, fatigue cracking, and impacts are some of the most common types of threats to these components. Since these defects are acoustic emission (AE) sources, several AE-based structural health monitoring (SHM) techniques have been developed in order to localize such defects. For example, Kundu et al. [3] formulated an optimization-based solution for plates with known wave velocities. They later used clusters of three AE sensors to localize sources in anisotropic plates with unknown wave velocities [4] [5] [6] [7] . As another example, Niri et al. [8, 9] used the Kalman filter to develop a probabilistic source localization framework first for isotropic plates [8] and then later for anisotropic plates [9] . Conventionally, these techniques use the first-arrival time of AE signals detected at multiple receiving points to locate the damage. Although this approach works relatively well for simple structures, realistic structures often have geometrical features, such as joints, stiffeners, and stringers that generate multiple acoustic reflections. These reflections could reduce the reliability of current source localization approaches in terms of automatic damage detection. One strategy typically used to overcome this challenge is to increase the number of sensors, which can dramatically increase the complexity of the system and its deployment cost. A more effective alternative is to not only account for such reflections but also leverage the additional information that they convey to improve the localization accuracy. For instance, Achdjian et al. [10] formulated a statistical multireflection model, which uses the propagated energies in the codas (tails) of at least three AE signals to localize their source. More recently, Ernst et al. [11] proposed an approach to localize AE sources in a thin metallic plate by back propagating the edgereflected late arrivals of the first antisymmetric Lamb wave mode (the A 0 mode). They used a finite element model (FEM) to back propagate the velocity signals collected from a single point laser Doppler vibrometer (LDV) and reported the required computation time for each AE localization to be six hours. They also discussed that placing the sensor on any of the symmetry lines of the plate creates symmetric wave fields that results in localization ambiguities. Moreover, Ciampa and Meo [12] demonstrated the potential of using edge reflections for the single-sensor localization of AE sources. They developed a data-driven algorithm, which uses previously collected (i.e. baseline) wave-field data and correlation imaging to localize AE sources. Other than edge-reflection-based techniques, the modal acoustic emission is another family of the techniques that reduce the number of AE sensors in order to overcome the high costs associated with sensors and data acquisition channels [13] [14] [15] [16] . According to these techniques, the multimodal characteristics of AE signals in plate-like structures can be used http://dx.doi.org/10.1016/j.ultras.2017.03.006 0041-624X/Ó 2017 Elsevier B.V. All rights reserved.
to localize AE sources with only two sensors [16] . In this family of source localization techniques, Grabowski et al. [17] recently developed a wavenumber-frequency mapping technique called Time-Distance Domain Transform that combines the triangulation technique with the modal acoustic emission to increase the accuracy of the there-sensor triangulation algorithm.
Despite these notable contributions, still single-sensor source localization algorithms, even for simple metallic structures, require either excessive baseline collection or intensive computations. To overcome these challenges, this paper introduces a novel source localization algorithm that leverages the echoes and reverberations of multiple Lamb wave modes in AE signals. The scope of this algorithm includes all bounded structures that at least two edge reflections can be identified in their AE signals. The main idea is to develop a hybrid algorithm that effectively combines the modal acoustic emission and edge-reflection-based techniques. Such an algorithm has the advantages of both techniques. To prove the concept, a thin metallic plate with free edges is specifically considered. Although such free edges may not exist in all real-world structures (e.g., an airplane fuselage), reflections are expected from the stiffeners, stringers, and frames that divide the skin plate of those structures into surrounded panels. These reflections are due to the considerable stiffness change and thus wave velocities differences that occur at the boundaries of such panels. Therefore, the overarching goal in the future of this study is to monitor each of those panels with only one sensor.
The proposed algorithm consists of three key steps (see Fig. 1 ). First, the arrival time measurements of both fundamental Lamb wave modes (i.e., S 0 and A 0 ) are conducted at various frequencies to estimate the distance between the AE source and the sensor (Step I). Then, an analytical model (hereafter referred to as the multipath (MP) model) is developed to simulate their late-arrival wave packets (Step II). Finally, a correlation imaging approach is used to localize the AE source (Step III).
The rest of the paper is organized as follows: Section 2 introduces the source localization algorithm and discusses its theoretical aspects. Section 3 explains the experimental setup, and Section 4 goes over the achieved source localization results, their accuracy, and computational cost. Finally, Section 5 presents the concluding remarks. Two appendices also accompany the paper.
Source localization algorithm
This section discusses the three necessary steps to implement the proposed approach.
Source-to-sensor distance estimation
Consider an AE source located at distance d from a sensor (see Fig. 2a ). To estimate d, first a continuous wavelet transform (CWT) is performed on the received AE signal as:
where s W ðf Þ is the non-dimensional scale parameter, t w is the translation parameter, and W Ã W ðtÞ is the complex conjugate of the complex Morlet mother wavelet W W ðtÞ, defined as [18] :
The non-dimensional parameters, f b and f c , are the bandwidth parameter and central frequency, respectively. The scale parameter in Eq. (1) is defined as:
where f s is the sampling frequency of sðtÞ. The real part of the CWT could be interpreted as a Gaussian band-pass filter that has a central frequency and a standard deviation equal to f and [8, 19] ; therefore, using the translation parameter as the time vector, the filtered signal could be represented as:
rðf ; tÞ ¼ ReðC W ðf ; t w ÞÞ ð4Þ
For any Lamb wave mode in rðf ; tÞ the time of flight is inversely proportional to the group velocity, c g ðf Þ. This is because of the fact that the propagation distance, d, is the same for all frequencies and modes, that is:
where s AE is the unknown time of the AE event, the vector s contains the time of the arrivals of the two fundamental modes (S 0 and A 0 ) at different frequencies, the vector c g contains their corresponding group velocities, and 1 is a vector with all elements equal to 1. The symbol () represents an element-wise product. To calculate the arrival time of S 0 and A 0 , the Akaike information criterion (AIC) and a threshold-based approach are used, respectively (see Appendix A).
be rearranged as a system of equations: Fig. 1 . Flowchart of the proposed source localization approach.
Since the number of equations is higher than the number of two unknowns (i.e. s AE and d), the system of equations is overdetermined. The least squares (LS) method is used to solve Eq. (6):
When s is measured for both the S 0 and A 0 modes, at least two non-parallel equations exists in A (detðA T AÞ -0). However, when only one mode is considered, the frequency f should be sampled from the dispersive range of that mode; the matrix A T A otherwise approaches to the singularity.
Multipath (MP) model
The MP model is an analytical model that simulates edgereflected wave packets. This model uses the first arrivals of filtered AE signals to reconstruct their late-arrival packets. To perform this task, the model uses four modules: ray tracking, wave propagation, edge reflection, and envelope simulation. The following subsections discuss each module in details.
Ray tracking
Ray tracking is a common technique to calculate the propagation path of waves through a medium. For instance, many studies have used this technique to track Lamb waves in plate-like structures [20] [21] [22] [23] . However, to the best of the authors' knowledge, all such applications have been mainly in the active mode, where the Lamb waves are excited by an actuator, rather in the passive AE mode. For example, the authors have developed the multipath (MP) ray-tracking algorithm in their previous publication [22] . This algorithm considers multiple edge reflections and traces the propagation paths of the Lamb waves from an actuator to a scatterer (damage) and finally to a sensor. In this paper, we propose using a modified version of the MP ray-tracking algorithm to trace the propagation paths of AE signals from a source to a sensor. Therefore, this algorithm is reviewed and adopted to trace the propagation paths of AE signals.
The propagation paths from an AE source to a sensor are either the direct path or one of the many indirect paths. The direct path is the commonly depicted line-of-sight (i.e., the straight line) between the source and the sensor. An indirect path is a path that ends at the sensor after one or several reflections from the edges of the plate. In order to calculate the propagation paths, the MP raytracking algorithm needs the following parameters: (i) the dimensions of the plate, (ii) the coordinates of the sensor, (iii) an initial guess for the coordinates of the AE source, and (iv) the maximum number of traced reflections on a path, o max . The algorithm calculates all possible paths that satisfy this maximum number. In a frequency range below the first cutoff frequency of the Lamb waves, the only propagating modes are the first symmetric (S 0 ), antisymmetric (A 0 ), and shear horizontal (SH 0 ) modes. At the edges of the plate, an incident S 0 mode reflects as S 0 and SH 0 , whereas an incident A 0 mode reflects only as an A 0 without any mode conversion [24] [25] [26] [27] . The SH 0 mode is not considered in this study because the AE sensors used in the experiments have a negligible sensitivity to this mode. To calculate the propagation paths, Snell's law is used. Snell's law governs the relation between the incident and reflection angles [26] :
where k I and h I are, respectively, the incident wave's wavenumber and the incident angle. Similarly, k R and h R are, respectively, the wavenumber and angle of the reflected wave (see Fig. 2c ). Without any mode conversion, the wavenumber of the incident and reflected waves are the same. Consequently, Eq. (8) requires equal incident and reflected angles. In another word, the edges of the plate act as mirrors if no mode conversion occurs. Fig. 2 visualize the overall procedure used to calculate the propagation paths from an arbitrary source to a sensor. Specifically, Fig. 2a shows the only direct path; Fig. 2b shows one of the indirect paths with only a single edge reflection. To calculate this path, the source is first mirrored with respect to a reflecting edge. The figure shows the reflected source in one of the gray areas, which are the mirrored versions of the plate with respect to the four reflecting edges. Then, the line that con- nects the sensor and the mirrored source is considered. This line defines the propagation path until it intersects one of the edges. Finally, the intersection point is connected to the initial source location (i.e. its location before the mirroring) to track the rest of the path. Fig. 2c shows the generalization of this procedure for one of the indirect paths containing two reflections from the plate's edges. Further implementation details of the MP ray-tracking algorithm could be found in the previous work of the authors [22] . The MP ray-tracking algorithm provides all possible paths connecting an AE source to a sensor. Theoretically, there are an infinite number of such paths. Therefore, the number of reflections that can occur on each path is limited to the maximum number, o max , specified as an input to the algorithm. Only the paths that satisfy this condition are considered. The number of such paths is defined as parameter q. The algorithm sorts these paths in the order of their lengths. Therefore, the first path is always the direct line connecting the source to the sensor (see Fig. 2a 
where uðd; tÞ is the first arrival of the considered mode. For notclose-to-zero input arguments, the Hankel function could be approximated as [29] :
where j is the imaginary unit ( ffiffiffiffiffiffiffi À1 p ). Substituting Eq. (12) into Eq. (11) and using k ¼ 2pf =c p ðf Þ:
where c p is the phase velocity dispersion curve of the considered mode. Therefore, given d from the direct distance estimation, Eq. (13) propagates a first arrival, uðd; tÞ, to a distance d i from the source. The MP ray-tracking algorithm provides the distance d i (see Section 2.2.1). To identify the first-arrival packet (i.e. uðd; tÞ), first arrival isolation methods are proposed in Appendix A. These methods, which are applied to the real part of the CWT coefficient (i.e. rðf ; tÞ), return the first S 0 and A 0 packets.
Edge reflection
The edge reflected Lamb waves could be calculated as [11] :
where u I ðd B ; tÞ is the incident wave; c is the attenuation coefficient [30] ; u is the phase-shift; and d B is the distance from the source to the reflecting boundary (see Fig. 2b ). The late arrivals of each mode are calculated by combining the Eq. (13) and Eq. (14):
where u 0 is the overall phase-shift due to the reflections occurred on a path. The values of d i and o i are determined from the MP ray-tracking algorithm for a guessed source coordinates x. In this study, u 0 is assumed to be frequency independent (i.e. it shifts the wave without distorting it).
Envelope simulation
Envelope simulation sums the edge-reflected wave packets to reconstruct the envelope of filtered AE signals. These filtered signals are the sum of several S 0 and A 0 wave packets that have propagated through multiple paths. Therefore, the envelope of a filtered signal could be reconstructed as:
where u S 0 ðd i ; tÞ and u A 0 ðd i ; tÞ are respectively the i th late arrivals of the S 0 and A 0 modes that come from a source located at the coordinates x, the notation j Á j indicates the modulus of the signal, and q is the total number of paths in the MP ray-tracking algorithm (see Section 2.2.1).
To calculate u S 0 ðd i ; tÞ and u A 0 ðd i ; tÞ, Eq. (15) is used with the corresponding first arrivals, uðd 1 ; tÞ, phase velocities, c p ðf Þ, and attenuation coefficients, c, for the S 0 and A 0 modes. However, the phaseshift, u 0 , is unknown in Eq. (15) . Although u 0 is too small to affect each individual arrival packet, it can change the constructive or destructive effects of the packets on each other. To eliminate the unknown phase-shift u 0 without neglecting its effects, the square root of the sum of the squares (SRSS) is used instead of Eq. (16):
Correlation imaging
Correlation imaging is a dictionary-based algorithm, which compares the similarity of the experimental and simulated signals in time domain to find the most similar simulation to the experiment [22, [30] [31] [32] . In a correlation image, the coordinates of the pixels, x, are the initial guesses for simulating a source. According to this technique, the correlation, qðxÞ, is assigned as the value of the pixel located at x. The pixel with the highest correlation value is the estimated source location. The correlation qðxÞ; is defined as:
i¼1 ðe i ðxÞ À eðxÞÞðe i À eÞ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P ns ii¼1 ðe ii ðxÞ À eðxÞÞ
where vector e is the envelope of a filtered experimental signal, the vector eðxÞ is the envelope of the simulated signal that comes from a source at the coordinates x (see Eq. (17)), and n s is the length of eðxÞ (and aslo e). To calculate e, the modulus of the CWT coefficients (i.e. jC W ðf ; t w Þj) is used, where the frequency f is the same frequency used to simulate eðxÞ. The bar on the quantities specifies their expected value (i.e. arithmetic mean):
Experiments
To validate the proposed source localization algorithm, experiments were performed on a 91.4 cm Â 91.4 cm Â 0.318 cm aluminum plate. To support the weight of the plate, four pieces of soft foam were placed under the corners. More details about the properties of the specimen could be found in Table 1 . To simulate AE source, Hsu-Nielsen [33] pencil lead break (PLB) tests were performed on the specimen at the 64 points shown in Fig. 3 . Specifically, a 0.3 mm mechanical pencil with 2H leads was placed at a 45-degree angle with respect to the plate, and its 3 mmprotruded lead was broken. To evaluate the localization error for the AE events that may occur at the same location, each PLB test was repeated four times. Therefore, an overall number of 256 PLB tests were performed. A broadband AE sensor (Physical Acoustics PICO) located at coordinates (6.4 cm, 19.1 cm) was used to measure the AE signals. To avoid ambiguities in the localization results (see [11] ), these coordinates were selected in such a way that they do not intersect with any of the four symmetry lines of the plate (one horizontal, one vertical, and two diagonals). Placing a sensor on any of these lines creates symmetric correlation images that make it impossible to distinguish between the actual source and its mirrored version(s). A data acquisition (DAQ) system (Mistras Micro Express) digitized the AE signals after 40 dB amplification (Physical Acoustics 2/4/6 preamplifier). The sampling rate was 2 MHz, and the low pass and high pass analog filters of the DAQ system were respectively set at 20 kHz and 400 kHz. AE signals were post-processed in MATLAB, and the dispersion curves of the plate (group velocities and phase velocities) were numerically calculated by solving the Rayleigh-Lamb equations (such curves could be found in [34] ).
Results and discussion
This section presents and discusses experimental results for the intermediate steps and the overall performance of the proposed source localization algorithm. First, an AE signal generated by a PLB test is used to illustrate and validate the proposed source-tosensor distance estimation (step I). Then, the MP simulations are discussed and compared with the same experimental signal (step II). Next, correlation imaging results are presented for three PLB tests (step III). Finally, the last two subsections use the average of the 256 PLB tests to discuss the overall performance of the proposed algorithm in terms of accuracy and computation time, respectively. Fig. 4 shows the AE signal used to validate the source-to-sensor distance estimation technique. One of the PLB tests performed at the coordinates (30.5 cm, 61.0 cm) was used to generate this wideband and multimodal signal. As shown in the figure, the reference time (i.e. the time zero) of the signal was defined as the trigger time. Fig. 5a and b visualize the CWT of the AE signal shown in Fig. 4 . The non-dimensional bandwidth and central frequency parameters of the CWT were f b ¼ 0:5 and f c ¼ 5, respectively. Fig. 5a shows the modulus of the CWT coefficients for a frequency vector f that was uniformly sampled from 25 kHz to 425 kHz every 1 kHz. This vector was selected based on the frequency response spectrum of the AE sensor and the analog filters used during the data acquisition process. It could be seen in the figure that the A 0 mode, which is the dominant mode, has a higher amplitude at the lower frequencies. In addition, the dispersion of this mode and its multiple reflections could be seen in the figure. Fig. 5b shows the real part of the CWT coefficients at the 75, 175, 275, and 375 kHz frequencies. These frequencies were selected among the frequencies listed in the vector f for the visualization purpose only. The first arrivals of the fundamental Lamb wave modes and several reflections of them are identified in the figure. It could also be seen that the lower the frequencies, the more delayed the first A 0 arrivals. According to the dispersion curves of the plate (see [34] for the details of the procedure used Fig. 3 . Experimental setup. In addition, the figure shows that the A 0 mode has a higher amplitude than the S 0 mode. The lower the frequencies, the higher the amplitude of the A 0 mode, and the lower the amplitude of the S 0 mode. This was to an extent that the arrival time of the S 0 mode was not measurable at the frequencies less than 250 kHz. Fig. 6 shows the first-arrival S 0 and A 0 packets and their arrival time (respectively s S 0 and s A 0 ) for the real part of the CWT coefficients at 250 kHz (i.e. rðf ; tÞj f ¼250 kHz ). The filtered signal is shown in the background, and the first-arrival packets are highlighted.
Source-to-sensor distance estimation
To isolate the first-arrival packets and measure their time of arrivals, the techniques presented in Appendix A were used. In addition, the figure shows the corresponding time to the AE event (i.e. s AE ), which was estimated by solving Eq. (5). As the figure shows, s AE is defined with respect to the trigger time and thus is always a negative number. Fig. 7 shows the measured S 0 and A 0 first-arrival time from the real part of the CWT coefficients. The first arrivals of the S 0 mode were measured at those frequencies listed in the vector f that were greater than 250 kHz because the S 0 mode had very low amplitudes at lower frequencies (the vector f was uniformly sampled from 25 kHz to 425 kHz at every 1 kHz). For a similar reason, the first arrivals of the A 0 mode were measured for the below 250 kHz frequencies in the vector f. These measurements were stored in vectors s S 0 and s A 0 , respectively. In addition, the corresponding group velocities of the two modes were calculated from the dispersion curves of the plate and stored in vectors c gS 0 and c gA 0 , respectively. To calculate the dispersion curves, the RayleighLamb equations were solved according to the numerical solution detailed in [34] . Then, the concatenations of the arrival time vec- Fig. 8 visualizes the output of the MP ray-tracking algorithm for the source of the AE signal shown in Fig. 4 . Twenty-five paths were calculated that three or fewer reflections occur on them (i.e. q ¼ 25 and o max ¼ 3). For the sake of the figure's clarity, only some of the paths are shown. For each path, the travel distance, d i , and the number of reflections, o i , are shown. In addition, the detailed text output of the MP ray-tracking algorithm is presented in Appendix B. Fig. 9 shows the output of the wave propagation model for the isolated A 0 mode in Fig. 6 . Time shift, attenuation, and dispersion could be seen in the figure. To simulate the propagated packets, Eq. (13) was evaluated at additional 25, 50, 75, 100, and 125 cm propagation distances (i.e. d i À d). In this equation, the estimated value for the direct source-to-sensor distance, d, was used (i.e. d = 48.8 cm). Fig. 10 compares the experimental and simulated envelopes of the filtered signal shown in Fig. 6 . The experimental envelope is the modulus of the CWT coefficients at 250 kHz, e, and the simulated envelope is the output of the MP model, eðxÞ, for the actual source location (i.e. x = (30.5 cm, 61.0 cm)). The correlation between the two envelopes was 90.5 percent, which indicates the MP model can reconstruct late-arrival packets from their first arrivals. The slight differences between the two envelopes could be due to imperfections in the profile of the edges of the plate, which were assumed perfectly square cut as well as the supports of the plate, which were not modeled in the simulations. In these simulations, c S 0 ¼ 0:5 and c A 0 ¼ 0:8 were used for the reflections of the S 0 and A 0 modes, respectively. Although the simulations are not sensitive to the attenuation coefficients, a higher energy loss was assumed for the S 0 reflections to compensate for the mode conversion of the S 0 mode to SH 0 . Fig. 11 shows correlation images for three PLB tests. The actual and estimated source locations could be seen in the figure. The highest correlation values are mainly located on an arc with the AE sensor at its center. In all three cases, such arcs cross the actual sources. As a result, the high-value pixels are less distributed in the radial direction (i.e. the direction of the source-to-sensor line) than the tangential direction (i.e. perpendicular to the radial direction). This is because the estimated source-to-sensor distance is embedded in the multipath (MP) simulations. Therefore, a minimal correlation is expected between the experiment and a simulation that its source location is inconsistent with this distance. Fig. 11c shows a case where two maxima exist in a correlation image. Although the maxima are located closely, the one with the second highest value coincides with the actual source location. 
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Overall accuracy and error
Fig . 12 shows the histogram of error for the source-to-sensor distance estimation applied to the 256 PLB tests. These errors are the differences between the actual source-to-sensor distances and the estimated values in the first step (i.e. step I) of the source localization algorithm. The histogram shows less than 0.5 cm error for 99 tests. The maximum error was 3.5 cm in these estimations. In addition, the average of the absolute error was 0.9 cm, and the bias (i.e. the average error) was À0.1 cm. These results validate the source-to-sensor distance estimation step of the algorithm (step I). Overall, all the sources were localized. The maximum localization error was 8.2 cm, and the average error was 2.8 cm. These results show that the proposed algorithm can localize AE sources without any blind zone. Fig. 14a and b show the histogram of errors in the radial and tangential directions, respectively. These errors were calculated based on the final localization results (see Fig. 13 ). In the radial direction, the maximum error was 3.5 cm and the average of the absolute errors was 1.0 cm. However, in the tangential direction, these numbers were 7.6 and 2.4 cm, respectively. Therefore, as it was observed and explained for the three PLB tests in Fig. 11 , less overall error is expected in the radial direction than the tangential direction. Fig. 15 compares the localization errors of the PLB tests (the test locations are numbered in a row-wise order starting from the lower left test). For the sake of clarity, the four repeated tests that belong to the same test location were sorted based on their localization errors (i.e. the distances between the actual sources and the estimated ones). It could be seen that the localization errors are not the same among the four repeated tests. For example, for test eight, which was performed at (81.3 cm, 10.2 cm), this error varied between 0.7 cm to 6.7 cm. In addition, the errors in most tests (i.e. 241 out of the 256 tests specifically) were more than 0.6 cm. For the 100Â100-resolution used in the correlation imaging, this error was expected because the distances between the actual sources and their nearest pixels were in the range of 0-1.3 cm. These results demonstrate that the proposed source localization algorithm is not biased at any specific test point, and thus random localization errors are expected anywhere on the plate. Table 2 studies the effect of the parameter o max (i.e. the maximum number of reflections that the MP model traces on a propagation path). Two sources were considered: one at the coordinates (30.5 cm, 61.0 cm) and the other one at (50.8 cm, 30.5 cm). These are the same sources shown in Fig. 11a and b. However, due to space limitation, fewer details are provided for the second source. The estimated source locations and their corresponding errors demonstrate that a higher o max slightly improves the final localization results. However, this effect is not significant because the A 0 mode was dominant in the signals, and the earliest time that a second or higher order A 0 arrival appeared in the signals was at t ¼ 625:7 ls, which is outside the range used to calculate the correlations (i.e. [À200 ls, 600 ls], see the time range in Fig. 10 ). In addition, the table shows that the higher the o max , the higher both the correlations and the computational costs. However, the correlations do not improve after adding the fourth or fifth-order reflections because the earliest S 0 arrivals of these two orders also arrive outside the [À200 ls, 600 ls] range. Moreover, it could be seen in the table that the zero-order MP model cannot localize sources with one sensor. In this case, the model only simulates first arrivals and disregards edge reflections. Therefore, if the parameter o max is zero, the proposed source localization algorithm can only estimate source-to-sensor distances. In another word, at least two sensors are required to localize sources with a zeroorder MP model (similar to the modal acoustic emission algorithms). According to these results, the values of one, two, or three are recommended for o max . These values should be selected based on the tradeoff between their computational cost and accuracy. 
Computation time
The computation time of the proposed source localization algorithm can be broken down into the time spent on the following tasks: (a) the source-to-sensor distance estimation, (b) the MP ray tracking, (c) the MP model and correlation imaging. A MATLAB implementation of the algorithm on a core i5 PC respectively spent 1.5 s, 3 min, and 3 s on average to complete the above-mentioned tasks at 100 Â 100 pixel resolution. It needs to be noted that only one run of the MP ray-tracking algorithm is enough for the lifespan of the SHM system. From each pixel, the MP ray-tracking algorithm calculates all possible paths from that pixel to the sensor and stores them in a database. The same database can be reused for all future localizations. Therefore, the actual localization time for each AE event was 1.5 + 3 = 4.5 s.
Discussions and conclusions
This paper presented a novel, single-sensor AE source localization algorithm for thin metallic plates. The algorithm leverages AE reflections and reverberations as well as the multimodal nature of plate waves. Three key steps were considered. First, a least squares problem was introduced to estimate source-to-sensor distances. Then, an analytical model (the MP model) was proposed to reconstruct the edge-reflected arrivals of AE signals based on their first arrivals. Finally, the correlation analysis between the simulated and experimental signals was used to identify the location of AE sources. Experiments were performed on an aluminum plate to validate the approach, and very good results were achieved. It was observed that the algorithm, unlike many traditional algorithms, has no blind zones and can localize AE sources located even very close to the edges or corners of the plate. This is particularly important because those areas are potentially more prone to fatigue cracks than the rest of the plate. In addition, the accuracy and speed of the proposed approach demonstrated its potential for real-time SHM applications as well as implementation in micro electromechanical systems (MEMS) [35, 36] or wireless SHM systems [37] .
Despite the promising results presented in this paper, the proposed algorithm has some limitations. First, real-world plate-like structures often consist of several bounded panels surrounded by stiffer geometric features such as stiffeners and stringers that are not considered in the current MP model. To achieve the overarching goal in the future of this study, which is the monitoring of such bounded panels with only one sensor, future studies should extend the current MP model by developing reflection models for stiffeners and stringers. In addition, the current model is only applicable for thin isotropic plates. Therefore, future studies should include plates that are consists of multiple layers, variable thicknesses, and/or composite materials. Moreover, the uncertainties observed in the localization results needs to be future studied, and thus the future studies should take a probabilistic approach to quantify such uncertainties. Finally, the experiments were conducted in a laboratory setting with controlled environmental conditions. Therefore, future studies should extend the model to account for temperature variations. More importantly, on-field experiments need to be conducted to verify the robustness of the approach for real applications. 
