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Abstract. We examine a passive scalar diffusing in time-varying flows which are induced by
a periodically oscillating wall in a Newtonian fluid between two infinite parallel plates as well as
in an infinitely long duct. These shear flows yield the generalized Ferry waves which are exact
solutions of the Navier-Stokes equations. First, we calculate the second Aris moment for all time,
and its long time limiting effective diffusivity as a function of the geometrical parameters, frequency,
viscosity, and diffusivity. We show that the viscous dominated limit results in a linear shear layer for
which the effective diffusivity is bounded with upper bound κ(1 + A2/(2L2)), where κ is the tracer
diffusivity, A is the amplitude of oscillation, and L is the gap thickness. Alternatively, we show
that for finite viscosities the enhanced diffusion is unbounded, diverging in the high frequency limit.
Physical arguments are given to explain these striking differences. Asymptotics for the high frequency
behavior as well as the low viscosity limit are computed. Study of the exact formula shows that a
maximum exists as a function of the viscosity, suggesting a possible optimal temperature for mixing
in this geometry. Physical experiments are performed in water using Particle Tracking Velocimetry
to quantitatively measure the fluid flow. Using fluorescein dye as the passive tracer, we document
that the theory is quantitatively accurate. Further, we show that the scalar skewness is zero for
linear shear at all times, whereas for the nonlinear Ferry wave, using Monte-Carlo simulations, we
show the skewness sign (as well as front versus back loaded distributions) can be controlled through
the phase of the oscillating wall. Lastly, short time skewness asymptotics are computed for the Ferry
wave and compared to the Monte-Carlo simulations.
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1. Introduction. An extremely important class of problems concerns how fluid
motion can increase solute mixing. Since G. I. Taylor first introduced the calculation
showing that a pressure driven flow in a pipe leads to a hugely boosted effective
diffusivity [21], the literature on this topic has exploded in many directions spanning
many disciplines. The mathematics of this problem is particularly important and just
one of the many areas of Modern Applied Mathematics which Andy Majda pioneered,
starting with work on developing a rigorous formulation characterizing how a scale
separated flow with general streamline topology can give rise to an effective diffusivity
[5, 17] extending to non-scale separated flows showing anomalous results [6, 7, 8], and
eventually yielding models of scalar intermittency [16, 18] which produced explicit
models for the full PDF of a passive scalar advected by a random, white in time
linear shear layer [11, 10, 22, 14, 22, 13]
Shortly following G. I. Taylor, Aris presented an alternative approach for shear
layers yielding a hierarchy for the spatial moments of the scalar field. More recent
results have explored how geometry can be used to control these moments to seek
different effective diffusivities [20, 1], and even how geometry can be used to control
how solute in pressure driven flow can be delivered with either a sharp front, or with
a gradual build-up through a detailed study of the scalar skewness [3, 2].
Recently, Vedel and Bruus [23] explored the case of a time-varying shear layer
in a pipe or channel and developed some interesting formulas which demonstrated
that it is possible to obtain a boosted effective diffusivity over the bare molecular
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diffusion through oscillatory flows in the absence of a pressure gradient (i.e. a flow not
producing any net transport). Our study builds upon this by exploring a physically
realizable flow induced by the oscillatory motion of a wall adjacent to a fluid. We
first derive the solutions to the Navier-Stokes equations resulting from this motion,
which was originally presented by Ferry [15, 19]. We see that in the high viscosity
limit, this flow results in a time-varying linear shear layer. In turn, we compute the
effective diffusivity produced by this flow and establish an upper bound for the case
of a time-varying linear shear, showing the maximum possible diffusion is set by the
amplitude of wall motion and the gap thickness of the channel and is independent of
the frequency of motion. Alternatively, we demonstrate that, for finite viscosities, the
effective diffusivity is unbounded in increasing frequency of wall motion. These results
are validated with experiments performed using a wall driven by a programmable
linear motor. Lastly, we prove that for the case of the time-varying linear shear layer,
the scalar spatial skewness is zero for all time, while Monte-Carlo simulations for
wall driven flows show that at finite viscosities the skewness can be non-zero. Short
time asymptotics akin to prior work [3] are computed for the skewness and compared
directly to the Monte-Carlo simulations.
2. Theoretical calculations. In this section, we first review the Aris moment
hierarchy [4] for time-varying shear layers. We then compute the Ferry wave shear
flows induced from a moving wall and compute the effective diffusivity as a function
of the physical parameters.
2.1. Aris Moment Hierarchy:. The advection-diffusion equation with general
time-varying shear flow u(y, z, t) and no-flux boundary condition takes the form
(2.1)
∂T
∂t + u(y, z, t)
∂T
∂x = κ∆T
∂T
∂n |∂Ω = 0
T (x, y, z, 0) = f(x, y, z)
where κ is the diffusivity and f(x, y, z) is the initial data. The nth Aris moment is
defined by Tn =
∞∫
−∞
xnT (x, y, z, t)dx. With the assumption T (±∞, y, z, t) = 0, Aris
moment satisfies the recursive relationship called Aris equation,
(2.2)
(∂t − κ∆)Tn = κn(n− 1)Tn−2 + nu(y, z, t)Tn−1
∂Tn
∂n |∂Ω = 0
Tn(y, z, 0) =
∞∫
−∞
xnf(x, y, z)dx
where T−1 = 0.
The full moments of T are then obtained though the cross-sectional average of
the moments 〈Tn〉 = 1|Ω|
∫
Ω
Tndydz, where Ω is the cross section and |Ω| is the area of
Ω. Applying the divergence theorem and boundary conditions gives
(2.3)
d〈Tn〉
dt = κn(n− 1) 〈Tn−2〉+ n 〈u(y, z, t)Tn−1〉
〈Tn〉 (0) = 1|Ω|
∫
Ω
∞∫
−∞
xnf(x, y, z)dxdydz
In this paper, we focus on the channel domain, namely, Ω = {(x, y) |x ∈ R, y ∈ [0, L]}
for two dimensional problem and Ω = {(x, y, z) |x, z ∈ R, y ∈ [0, L]} for three dimen-
sional problem.
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2.2. Ferry shear wave. We consider a layer of incompressible fluid between
two infinite parallel walls with gap thickness L. The lower wall is stationary while the
upper wall is moving periodically with the velocity f(t). The flow u(y, t) induced by
the upper moving wall satisfies the equation
(2.4)
ut = νuyy
u(0, t) = 0, u(L, t) = f(t), u(y, 0) = 0
where ν is the fluid dynamic viscosity. The solution obtained by Laplace transform
takes the form
(2.5) u(y, t) = 12pii
C+i∞∫
C−i∞
estfˆ(s)
sinh( sν y)
sinh( sνL)
ds
where fˆ(s) is the Laplace transformation of wall velocity f(t). Consider a harmonic
motion of wall f(t) = Aω cosωt, the integrand in the equation (2.5) becomes
(2.6) estuˆ(y, s) = est Asωs2+ω2
sinh( sν y)
sinh( sνL)
The poles of uˆ are ±iω,−pi2νn2L2 for n ∈ Z+. By the residue theorem, we have
(2.7)
u(y, t) = Res(estuˆ, iω) + Res(estuˆ,−iω) +
∞∑
n=1
Res(estuˆ,−pi2νn2L2 )
= −
2Aω cos(tω) sin
(
L
√
ω
ν√
2
)
cosh
(
L
√
ω
ν√
2
)
sin
(
y
√
ω
ν√
2
)
cosh
(
y
√
ω
ν√
2
)
cos(
√
2L
√
ω
ν )−cosh(
√
2L
√
ω
ν )
+
2Aω sin(tω) cos
(
L
√
ω
ν√
2
)
sinh
(
L
√
ω
ν√
2
)
sin
(
y
√
ω
ν√
2
)
cosh
(
y
√
ω
ν√
2
)
cos(
√
2L
√
ω
ν )−cosh(
√
2L
√
ω
ν )
−
2Aω sin(tω) sin
(
L
√
ω
ν√
2
)
cosh
(
L
√
ω
ν√
2
)
cos
(
y
√
ω
ν√
2
)
sinh
(
y
√
ω
ν√
2
)
cos(
√
2L
√
ω
ν )−cosh(
√
2L
√
ω
ν )
−
2Aω cos(tω) cos
(
L
√
ω
ν√
2
)
sinh
(
L
√
ω
ν√
2
)
cos
(
y
√
ω
ν√
2
)
sinh
(
y
√
ω
ν√
2
)
cos(
√
2L
√
ω
ν )−cosh(
√
2L
√
ω
ν )
−
∞∑
n=1
2piAL2ν(−1)−nnωe−
pi2νn2t
L2 sin(pinyL )
L4ω2+pi4ν2n4
We neglect the exponential decay term in the following calculation.
2.3. Enhanced diffusivity induced by an oscillating wall. In this section,
we calculate the enhanced diffusivity induced by the Ferry wave. We take the strip
function T (x, y, z, 0) = δ(x) as initial data, so T0(y, z, 0) = 1 and Tn(y, z, 0) = 0
for n ≥ 1. Since the initial function and Ferry shear wave flow studied here are
independent on z, the three dimensional advection-diffusion equation reduces to an
equation in two spatial dimensions. We note that in the appendix we derive the
generalized three dimensional Ferry wave solution.
When n = 0, the equation (2.1) is
(2.8)
(∂t − κ∆)T0 = 0
∂T0
∂y |y=0,L = 0
T0(y, 0) = 1
3
Clearly, T0 = 1. When n = 1, the equation (2.1) is
(2.9)
(∂t − κ∆)T1 = u(y, t)T0
∂T1
∂y |y=0,L = 0
T1(y, 0) = 0
Based on the boundary condition, we choose
√
1
L ,
√
2
L cos ipi
y
L , i = 1, ... as the
orthogonal basis. The solution of (2.9) obtained by series expansion takes the form:
(2.10) T1 =
∞∑
i=0
ai(t) cos ipi
y
L
When n = 2, the cross sectional average satisfies the equation
(2.11)
d〈T2〉
dt = 2κ 〈T0〉+ 2 〈u(y, z, t)T1〉〈T2〉 (0) = 0
After integrating the right hand side of above equation, we have
(2.12)
〈T2(t)〉 = 2κt−
∞∑
i=1
2pi2A2i2κL4r2
(
(−1)2i(cos(
√
2Lr)+cosh(
√
2Lr))−4(−1)i cos
(
Lr√
2
)
cosh
(
Lr√
2
)
+2
)
(pi4i4+L4r4)(pi4i4κ2+L4ω2)(cos(
√
2Lr)−cosh(
√
2Lr))
t+O(1)
where we denote r =
√
ω
ν for simplicity. The effective diffusivity is then
(2.13)
κeff =
〈T2〉−〈T1〉2
2t =
κ+ κpi
2A2L4r2
cosh(
√
2Lr)−cos(
√
2Lr)
(
− sin(
√
2Lr)+sinh(
√
2Lr)
2
√
2pi2L5(κ2r5−rω2)
+
√
κ
2
√
2pi2L5
√
ω(cos(
√
2Lr)−1)(cosh(
√
2Lr)−1)(ω2−κ2r4)
(
cos
(√
2L
√
ω√
κ
)
−cosh
(√
2L
√
ω√
κ
))×(
−2 sin
(
L
√
2ω√
κ
)
+ cos2
(√
2Lr
)
sin
(
L
√
2ω√
κ
)
+ cos
(√
2Lr
)
sin
(
L
√
2ω√
κ
)
−8 sin
(
Lr√
2
)
sin
(√
2Lr
)
sinh
(
Lr√
2
)
sinh
(√
2Lr
)
sin
(
L
√
ω√
2κ
)
cosh
(
L
√
ω√
2κ
)
+8 sin
(
Lr√
2
)
sin
(√
2Lr
)
sinh
(
Lr√
2
)
sinh
(√
2Lr
)
cos
(
L
√
ω√
2κ
)
sinh
(
L
√
ω√
2κ
)
+2 sin2
(
Lr√
2
)
cosh2
(√
2Lr
) (
sin
(
L
√
2ω√
κ
)
− sinh
(
L
√
2ω√
κ
))
+ sin2
(√
2Lr
)
+ cosh
(√
2Lr
) (
sin
(
L
√
2ω√
κ
)
− sinh
(
L
√
2ω√
κ
))
+2 sin2
(
Lr√
2
) (
cos
(√
2Lr
)
+ 2
)
sinh
(
L
√
2ω√
κ
))
+O( 1t )
When ν → ∞, the Ferry shear wave converges to the linear shear flow u(y, t) =
Ayω sinωt
L . In the high viscosity limit, the effective diffusivity (2.13) becomes
(2.14)
κeff = κ
1 + A
2
L√ω−√2√κ
(
sin
(
L
√
ω√
2κ
)
+sinh
(
L
√
ω√
2κ
))
cos
(
L
√
ω√
2κ
)
+cosh
(
L
√
ω√
2κ
)

2L3
√
ω

≤ κ(1 + A22L2 )
which is bounded by a constant set solely by the gap thickness and the amplitude
of wall motion. Alternatively, in Ferry wave case at finite viscosities, the effective
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Fig. 1. The ratio
κeff−κ
κ
versus the viscosity for parameters ω = 1/s, L = 0.2cm, A = 1cm,
κ = 5 ∗ 10−6 cm2/s.
diffusivity is unbounded in the high frequency limit. In fact, we have the following
asymptotic expansion in high frequency:
(2.15) κeff ∼ κ(1 + A
2ν
√
ω
2
√
2L(
√
κ+
√
ν)(κ+ν)
), ω →∞
We also can compute the asymptotics in the low viscosity limit, ν → 0+ which yields:
κeff ∼ κ
1 + A2ν√ω
(
sin
(√
2L
√
ω√
κ
)
− sinh
(√
2L
√
ω√
κ
))
2
√
2κ3/2L
(
cos
(√
2L
√
ω√
κ
)
− cosh
(√
2L
√
ω√
κ
))
(2.16)
Of course, since no fluid motion is generated for a parallel wall moving in an ideal
fluid, the boosted diffusivity vanishes in this limit. This implies potential existence
of a maximum effective diffusivity as the viscosity is varied. To demonstrate this, we
plot in figure 1 the normalized enhanced diffusivity as a function of the fluid viscosity
with parameters ω = 1/s, L = 0.2 cm, A = 1 cm, κ = 5 ∗ 10−6cm2/s. Since, for
instance, the fluid viscosity and diffusivity are functions of temperature, this could
provide a recipe for optimal mixing.
2.4. Enhanced diffusivity for linear shear flow with general periodic
wall motion. Suppose the position of wall is a general mean zero periodic function
of time, F (ωt). In the high viscosity limit, the induced velocity is u(y, t) = yωf(ωt)L ,
where f is the derivative of F . The centered cross sectional average, e.g., variance
and skewness, is invariant under the galilean transformation x˜ = x − ut, where u is
a constant. We consider the problem in a frame of reference moving with the spatial
mean speed, so the velocity becomes:
(2.17)
u(y, t) =
(y−L2 )ωf(t)
L
= − 4ωf(t)pi2
∞∑
i∈odd
cos ipi yL
i2
Solving (2.9) with velocity (2.17), we have
(2.18) T1(y, t) = −
∞∑
i,odd
e−
pi2i2κt
L2
∫ t
0
4e
i2pi2κs
L2 ωf(ωs)
i2pi2 ds cos ipi
y
L
5
Substitute (2.18) into (2.3) leads to
(2.19)
d〈T2〉
dt = 2κ 〈T0〉+ 2
〈
(y−L2 )ωf(t)
L T1
〉
= 2κ+ f(ωt)
∞∑
i,odd
4ω
pi2i2 e
−pi2i2κt
L2
∫ t
0
4e
i2pi2κs
L2 ωf(ωs)
i2pi2 ds
After a straightforward calculation, we have
(2.20) 〈T2〉 (t) = 2κt+
∞∑
i,odd
(
4ω
pi2i2
)2 t∫
0
e−
pi2i2κτ
L2 f(ωτ)
∫ τ
0
e
i2pi2κs
L2 f(ωs)dsdτ
Using the Fourier series expansion f(t) =
∞∑
k=1
Ak sin kt+Bk cos kt, we have
(2.21) 〈T2〉 (t) = 2κt+
∞∑
i,odd
(
4ω
pi2i2
)2
(
∞∑
k=1
(A2k+B
2
k)pi
2i2κL2
2pi4i4κ2+2k2L4ω2 )t+O(1)
The effective diffusivity is then:
(2.22)
κeff =
〈T2〉(t)
2t = κ+
κ
2
∞∑
i,odd
(
4ω
pi2i2
)2
(
∞∑
k=1
(A2k+B
2
k)pi
2i2L2
2pi4i4κ2+2k2L4ω2 ) +O(
1
t )
= κ+ κ2
∞∑
k=1
(A2k +B
2
k)(
1
k2L2 +
√
κ
− √2 sin
(√
kL
√
ω√
2
√
κ
)
cos
(√
kL
√
ω√
2
√
κ
)
+cosh
(√
kL
√
ω√
2
√
κ
)−
√
2 sinh
(√
kL
√
ω√
2
√
κ
)
cos
(√
kL
√
ω√
2
√
κ
)
+cosh
(√
kL
√
ω√
2
√
κ
)

k5/2L3
√
ω
) +O( 1t )
We again can find an upper bound for the enhanced diffusivity:
(2.23) κeff ≤ κ(1 + 12L2
∞∑
k=1
A2k+B
2
k
k2 )
When f(t) = Aω sin(ωt), the bound in (2.23) reduce to the bound in (2.14).
2.5. Zero Skewness for linear shear and Geometric Skewness for non-
linear Ferry-wave. First, it is fairly straightforward to show that the passive scalar
skewness is generally zero for any linear shear flow for delta function initial data inde-
pendent of y with a temporally periodic wall motion because of the different parity of
the cosine expansions. Observe that the linear shear admits an odd cosine expansion
in y and produces an odd T1 cosine expansion in y. In turn, we see that T2 is even
from inspection, since the driver in the equation for T2 is the product of two functions
u and T1 which are odd about y = L/2. Lastly, the driver for the T3 equation contains
T1 (odd) and the product of u (odd) and T2 (even). When computing the net third
moment by cross-sectional averaging, < T1 >= 0 as well as < uT2 >= 0. Hence, the
skewness is zero for a linear shear. We note below using computational simulations
that the skewness for the more general Ferry wave is non-zero.
Second, by neglecting the molecular diffusion, the method of characteristics can
be utilized to compute what is called the geometric skewness [3], which leads to the
short time asymptotic expansion of the skewness with diffusion present. For the
initial function f(x, y), the solution can be obtained by method of characteristics as
T (x, y, t) = f(x−
t∫
0
u(y, s)ds, y, t). The cross sectional average of N -th Aris moment
6
is 〈Tn〉 = 1L
∞∫
−∞
xndx
L∫
0
dyf(x −
t∫
0
u(y, s)ds, y, t). This leads to a lengthy analytical
formula for the geometric skewness, 〈T3〉−3〈T2〉〈T1〉+2〈T1〉
3
(〈T2〉−〈T1〉2)
3
2
, which is too long to list here.
We will study its behavior in section 5 and compare with computational simulations.
3. Computational approaches. Here we describe the two computational ap-
proaches we utilize to solve the advection-diffusion equation.
First, we utilize Monte-Carlo simulations. The Monte-Carlo simulations are used
to compare with the laboratory experiments described in the following section. To get
a global approximation of the solution of the advection-diffusion equation, we adopt
the forward Monte-Carlo method. We determine the initial position of 107 particles
according to the intensity distribution of the photo from the experiment on a uniform
grid. Each particle’s trajectory satisfies the stochastic differential equation(SDE),
(3.1)
dXt = u(Yt, t)dt+
√
2κdW1
dYt =
√
2κdW2
dZt =
√
2κdW3
where u(y, t) is the Ferry wave, κ is diffusivity and dWi are independent white noises.
We solve the SDE by Euler scheme with a time increment ∆t = 0.05.
(3.2)
Xti+1 = Xti + u(Yti , ti)∆t+
√
2κ∆tni,1
Yti+1 = Yti +
√
2κ∆tni,2
Zti+1 = Zti +
√
2κ∆tni,3
ni,j are independent and identically distributed standard normal random variables
which are produced by the Mersenne Twister algorithm and uniform random number
generator. We impose the billiard-like reflection rules on the boundary plane z =
0, z = 16, y = 0, y = 0.16. At a given time t, the histogram of the 107 particle
positions is an approximation of the solution T (x, y, z, t). The cross sectional average
of N -th Aris moment can be approximated by the formula
(3.3) 〈Tn〉 = 1N
N∑
i=1
xni
The simulations are performed on UNC’s Longleaf computing cluster using 200 pro-
cessors. The computation takes approximately 8 hours to perform 4 ∗ 105 timesteps
needed to resolve the flow and reach the diffusion timescale, L2/(pi2κ)
Additionally, we utilize the Fourier spectral method to solve the 2D advection-
diffusion equation with Ferry wave shear flow. The computation domain is [−H,H]×
[0, L]. When H is large enough, we can assume there is a periodic boundary con-
dition in the horizontal direction. Since there are non-penetration conditions in the
y-direction, we perform the even extension in the y direction to obtain the periodic
condition on the extended domain. Thus, we solve the advection-diffusion equation
with periodic boundary conditions on the rectanglular domain [−H,H] × [0, 2L]. It
can be solved by the standard Fourier spectral method. The time integrator is the
4th-order Runge-Kutta method. In the dealiasing process at each time step, we apply
the all-or-nothing filter with the two-thirds rule to the spectrum; that is, we set the
upper one-third of the resolved spectrum to zero. We solve the equation with the
parameters H = 16, L = 0.2, and time increment ∆t = 0.005 over 2000 timesteps.
The grid resolution is 2048× 257 before the even extension and 2048× 512 after the
extension.
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Fig. 2. Schematic showing the experimental setup.
4. Experimental methods. Experiments were performed in a 50x25x30 cm
glass tank filled with sodium chloride solution. The fluid was density stratified using
the two bucket method to reduce effects of thermal convection. The density of the
background fluid linearly decreases with height, with total variation 0.1 g/cc over
20 cm. Two plexiglass walls of 0.125 in thickness are supported vertically using
3d-printed guides glued to the bottom of the tank. Guides were also 3d-printed to
maintain the gap thickness between the top of the walls. One wall is connected
from above to a linear stage driven by an Oriental motor model ARM66MC with
driver model ARD-A, which translates the wall in the horizontal direction parallel
to the fixed wall. The motor is controlled by custom software written in MATLAB
for the ATMEL ATMEGA2560 microcontroller and implemented using an Arduino
MEGA 2560. To prepare the tracer, fluorescein powder is mixed with saline solution
of density 1.05 g/cc to a concentration of 0.8 g/L. About 1 mL of fluorescein solution
is injected between the walls near the center of the interrogation region. The tank
and motor frame are draped in black fabric to block ambient light, and a blacklight is
placed on top of the tank to illuminate the tracer. The illuminated fluorescein dye is
photographed from the side using a Nikon D300, typically in 4 second intervals over
the course of 8 hours. A first-surface mirror tilted back 45 degrees from vertical is
placed below the tank to allow for easily viewing the dye from below. To process the
dye images, a background intensity value is subtracted, and the intensity distribution
is normalized over the viewing area. To capture particle tracking velocimetry (PTV)
images, saline solution of density 1.05 g/cc is mixed with 50 micron diameter hollow
glass microspheres and injected into the interrogation region. A laser sheet with
normal in the vertical direction illuminates the fluid which is viewed from below using
30 fps video captured on a Nikon D750 equipped with a Nikon AF-S micro Nikkor 105
mm lens. PTV processing is performed in MATLAB using PTVlab [Brevis]. Figure
2 shows a schematic of the experimental setup from three different views. [9].
5. Experimental and theoretical results. Here we present a comparison of
experimental results with the theory developed above as well as Monte-Carlo and
pseudo-spectral simulations for the evolving passive scalar field. First, in figure 3
we show an experimental and theoretical comparison between the Ferry wave velocity
distribution (2.7) for two different cases corresponding to two different amplitude wall
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Fig. 3. Comparison of Particle Tracking Velocimetry (PTV) data with the Ferry wave analytical
solution. Each slice corresponds with a time series of the shear velocity over a duration of one period
taken at different distances between the fixed wall and the moving wall (located at L = 0.16 cm).
Left panel has wall oscillation amplitude A = 2 cm, right panel has A = 1 cm, other parameters:
ω = 2pi ∗ 0.01/s, ν = 0.0113 poise, and L = 0.16 cm
motions. The left panels show the shear velocity time series at 8 different locations
uniformly distribute across the channel for a case with A = 2 cm, ω = 2pi ∗ 0.01/s,
ν = 0.0113 poise, and L = 0.16 cm, while the right panels change the amplitude to
A = 1 cm.
Next, in figure 4 we show the experimental and Monte-Carlo simulations for
the dye distribution viewed from the side at times t = 0 s, t = 7200 s, and t =
14, 400 s for the parameters run in the right panels of figure 3, with smaller wall
oscillation amplitude, 1cm, using the experimentally measured value of the diffusivity
of Fluorescein in salt water of κ = 3.3 ∗ 10−6 cm2/s. Note that in the absence of
the wall motion, the cloud would have only spread
√
2κt = 0.3 cm. In the case with
A = 1 cm, the enhanced diffusivity is 19.3 times that of the bare diffusivity, while
with A = 2 cm the magnification value is 74.1 shown in figure 5 is the experimenatlly
measured centered variance corresponding to the case with wall oscillation amplitude,
1 cm, along with the best linear fit, and theoretically computed long time behavior of
the centered second moment.
We can gain some insight into the transient effects giving rise to the long time lim-
iting effective diffusion by studying the short time behavior using the spectral method
with different diffusivities. Shown in figure 6 are images of the scalar distributions,
each case output at 5 different times taken on quarter cycles of the wall oscillation.
The top cases correspond to a pure time-varying linear shear with a single frequency
cosine wall motion , while the bottom panels correspond to cases with a nonlinear
Ferry wave, with parameters ν = 0.001 poise, ω = 0.2pi/s, L = 0.2 cm, A = 1 cm.
The left panels have zero diffusivity, while the right panels have κ = 10−5 cm2/s.
Observe in the case of the Ferry wave, the scalar is stretched into an extremely thin
filament in the upper part of the channel which diffuses rapidly in the non-zero diffu-
sivity case. Compared to the linear shear, this case diffuses faster locally in the upper
channel. The case with linear shear is more uniformly mixed across the channel. In
the nonlinear Ferry wave case, the upper channel mixes very quickly. This in turn
increases the vertical concentration gradient, which gives rise to increased transient
vertical diffusive tracer mixing. This effect is perhaps more pronounced than in the
more familiar steady pressure driven flow as a full cycle returns the Lagrangian map
to its initial configuration.
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(a)
(b)
Fig. 4. Experimental and Monte-Carlo simulation comparison of dye distributions viewed from
the side at times t = 0, 2, 4 hours, with parameters corresponding to figure 3, (a): wall oscillation
amplitude A = 2 cm, (b): A = 1 cm.
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Fig. 5. Evolution of centered scalar variance for experiment along with best linear fit (solid),
and theoretical limiting effective diffusion line for the case with wall oscillation amplitude A = 1
cm.
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Fig. 6. Spectral method comparison between mixing by linear shear versus nonlinear Ferry wave
with a single frequency sinusoidal wall motion. Upper panels correspond to linear shear, while the
lower panels correspond to the nonlinear Ferry wave, with parameters ν = 0.001poise, ω = 0.2pi /s,
L = 0.2 cm, A = 1 cm. The left panels are computed with κ = 0 cm2/s, while the right panels utilize
κ = 10−5 cm2/s. Output times are taken at quarter periods.
These are the physical mechanisms which give rise to the very different enhanced
diffusivities for these two cases: for the linear shear case, κeff = 0.00013 cm
2/s, 13
times the bare molecular diffusivity. This value is nearly the upper bound for linear
shear described above, which in this case is 13.5 the molecular diffusivity. On the
other hand, in the nonlinear Ferry wave case, κeff = 0.00042 cm
2/s, which is 42
times the bare molecular diffusivity.
We next examine the skewness behavior for a nonlinear Ferry wave with param-
eters ν = 0.01 poise, ω = 0.2pi/s, L = 0.2 cm, A = 1 cm, and κ = 5 ∗ 10−6 cm2/s and
document how its sign can be controlled the initial phase of sinusoidal wall motion.
The initial function is a symmetric function f(x, y) =
exp
(
− 12 ( xσ )
2
)
√
2piσ
and σ = 12 . Shown
in figure 7 are the evolution of the total skewness as the phase of the wall motion is
changed computed using Monte-Carlo simulations. Clearly the skewness shows rapid
oscillation on these timescales, and the phase clearly can be used to adjust the sign of
the skewness. Lastly, in figure 8 we show the short time comparison of the Geometric
skewness derived in the absence of diffusion with that computed with diffusion via
Monte-Carlo simulations.
6. Conclusions. In this paper we have documented how a transversely moving
wall can produce greatly enhanced mixing of a solute in a Newtonian fluid. Experi-
ments compare favorably with the theory and computations. Further, a new mixing
mechanism is identified distinguishing linear shear from the nonlinear Ferry wave. A
bound for the enhanced diffusion for the linear case is derived and shown to solely
depend on the aspect ratio and molecular diffusivity, whereas for the nonlinear Ferry
wave occurring at finite viscosity, the enhanced diffusion is unbounded in increasing
frequency. Moreover, the enhanced diffusion for the nonlinear Ferry wave possesses a
maximum as a function of the viscosity. Lastly, we document how the phase of the
wall motion can be used to control the sign of the skewness, whereas we prove the
linear shear has zero total skewness for all time. Future directions we intend to ex-
plore include utilizing lubrication theory to assess the role of non-planar wall motions
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(a) (b)
(c) (d)
Fig. 7. Skewness arising from wall motions sin(ω(t+ s)) started at different phase s. a s = 0,
b s = pi
4
, c s = pi
2
, d 3pi
4
, for the nonlinear Ferry wave with parameters ν = 0.01 poise, ω = 0.2pi/s,
L = 0.2 cm, A = 1 cm, and κ = 5 ∗ 10−6 cm2/s.
and their ability to further increase the effective diffusivity, along with pushing the
wall motion into the stochastic regime to further understand how random wall motion
creates intermittency in a passive scalar [12].
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18-1-2490.
7. Appendix.
7.1. Multiscale calculation. Following the prior work [14], we utilize multiple-
scale analysis below (here in non-dimensional form) to derive the effective diffusion
equation at long time induced by the time-varying shear flow. Consider the following
advection-diffusion equation:
(7.1)
∂T
∂t + v(y, t)
∂T
∂x = κ∆T
T |t=0 = δ(xa )
Let x′ = xa , y
′ = yL , t
′ = 
2κ
L2 t, Pe =
LU
κ , v
′(y′, t
′
2 ) =
v(Ly′, L
2
2κ
t′)
U ,  =
L
a  1. We have
(7.2)
∂T
∂t′ +
Pe
 v
′(y′, t
′
2 )
∂T
∂x′ =
∂2T
∂x′2 +
1
2
∂2T
∂y′2
T |t=0 = δ(x′)
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Fig. 8. Comparison of short time skewness (solid red) with analytically predicted short time
asymptotic Geometric skewness (dashed blue) arising from wall motions sin(ω(t + s)) started at
phase s = pi
2
, for the nonlinear Ferry wave with parameters ν = 0.01 poise, ω = 0.2pi/s, L = 0.2
cm, A = 1 cm, and κ = 5 ∗ 10−6 cm2/s
We can drop the primes without confusion and obtain the non-dimensionalized
equation
(7.3)
∂T
∂t +
Pe
 v(y,
t
2 )
∂T
∂x =
∂2T
∂x2 +
1
2
∂2T
∂y2
T |t=0 = δ(x)
We seek the asymptotic approximation to T (x, y, t) in the limit  → 0 that has the
following multiscale expansion
(7.4) T (x, y, t) = T0(x, y, t) + T1(x, y, t) + 
2T2(x, y, t) +O(
3)
We introduce the two extra variables ξ = x , τ =
t
2 . Consequently, the differential
operators along the x and t-direction will be replaced
(7.5)
∂
∂x → ∂∂x + 1 ∂∂ξ , ∂
2
∂x2 → ∂
2
∂x2 +
2

∂2
∂x∂ξ +
1
2
∂2
∂ξ2
∂
∂t → ∂∂t + 12 ∂∂τ
We would have a hierarchy of equations, as one would see in a classical homogenization
problem, such that the following equation holds for arbitrarily small . O(−2), we
have
(7.6)
LT0 = 0
T0(x, ξ, y, t, τ)|t=0,τ=0 = T0(x)
where LT =
(
∂
∂τ + Pev(y, τ)
∂
∂ξ − ∂
2
∂ξ2 − ∂
2
∂y2
)
T . Since the initial condition is a func-
tion of variable x only, we have T0(x, ξ, y, t, τ) = T0(x, t).
O(−1),
(7.7)
LT1 = −Pev(y, τ)∂T0∂x + 2 ∂
2T0
∂x∂ξ
T1(x, 0) = 0
The last term on the right hand side is zero. The solvability condition is guaranteed
by
〈−Pev(y, τ)∂T0∂x 〉 = 0, where 〈f(y, τ)〉 = limT→∞ 1T T∫0
1∫
0
f(y, τ)dydτ . The general form
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of the solution is T1 =
∂T0
∂x (x, t)θ(ξ, y, τ) + C(x, t). Therefor, we have
(7.8)
Lθ = −Pev
θy|y=0 = θy|y=1 = 0
θ(ξ, y, 0) = 0
Since the initial condition and the driver independent on ξ, we have θ(ξ, y, τ) = θ(t, τ).
O(0)
(7.9)
∂T2
∂τ + LT2 = −∂T0∂t − Pev(y, t2 )∂T1∂x + ∂
2T0
∂x2 + 2
∂2T1
∂x∂ξ
T2(x, 0) = 0
Since θ independent on ξ, the last term on the right hand side is zero. The solvability
condition yields the effective diffusion equation
(7.10) −∂T0∂t + κeff ∂
2T0
∂x2 = 0
where κeff = 1 − Pe 〈v(y, τ)θ〉 is the effective diffusivity. With comparing equation
(7.12) and (2.9), we can see that the solution θ of the cell problem is the first Aris
moment T1. The formula of effective diffusivity (7.10) is equivalent to effective diffu-
sivity defined by the leading order of the cross-sectional average of the Aris moments
〈T2〉. Hence, we conclude that Aris moment approach and the multiscale analysis
approach yield the same effective diffusivity for any time-varying shear flow.
Let’s use the linear shear flow as an example. Let ω′ = ωL
2
κ , U = Aω, we have
(7.11) v′ = uU = y
′ sinω′ t
′
2
Equation (7.12) becomes
(7.12)
∂θ
∂τ − ∂
2θ
∂y2 = −Pey sinωt
θy|y=0 = θy|y=1 = 0
θ(y, 0) = 0
By series expansion, we have
(7.13) θ = Pe(cos(tω)−1)2ω +
∑
i∈odd
4Pe
(
ωe
pi2(−i2)t+pi2i2 sin(tω)−ω cos(tω)
)
pi2i2(pi4i4+ω2) cos ipiy
By formula (7.10), the effective diffusivity is
(7.14)
κeff = 1 +
∑
i∈odd
4Pe2ω
pi2i2(pi4i4ω+ω3)
= 1 + Pe
2
2ω2 −
Pe2
(
sin
(√
ω√
2
)
+sinh
(√
ω√
2
))
√
2ω5/2
(
cos
(√
ω√
2
)
+cosh
(√
ω√
2
))
This is the non-dimensionalized version of the effective diffusivity in the formula(2.14).
7.2. The Ferry wave in three dimensional space. For completeness we
can also derive the fluid flow for a Ferry wave in an infinitely long rectangular duct
y × z ∈ [0, L]× [0, a]. In this case, the flow satisfies the equation:
(7.15)
ut = ν(uyy + uzz)
u(0, z, t) = 0, u(L, z, t) = f(t) u(y, z, 0)|∂Ω = 0
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Applying Laplace transform yields
(7.16)
suˆ = ν(uˆyy + uˆzz)
uˆ(y, 0, s) = 0 uˆ(y, 1, t) = fˆ(t)
Let f(t) = Aω cosωt, so fˆ(s) = Aωss2+ω2 . We assume the solution takes the form
(7.17) uˆ =
∞∑
i=1
sin
(
izpi
a
)
fi(y, s)
Substitute (7.17) into (7.16) leads to
(7.18)
s
∞∑
i=1
sin
(
izpi
a
)
fi(y, s) = ν(
∞∑
i=1
− ( ipia )2 sin ( izpia ) fi(y, s) + ∞∑
i=1
sin
(
izpi
a
)
∂2
∂y2 fi(y, s))
Hence fi(y, s) satisfies the equation
(7.19)
(
ν
(
ipi
L
)2
+ s
)
fi(y, s) = ν
∂2
∂y2 fi(y, s)
With the boundary condition fi(0, s) = 0, we have fi(y, s) = cisinh
(
y
√
pi2i2ν+a2s
a
)
.
The coefficients ci can be determined by the boundary condition uˆ(L, z, s) =
Aωs
s2+ω2
and the orthogonality of sin
(
izpi
a
)
,
(7.20)
ci =
4Asω
pii(s2+ω2)sinh
(
L
√
pi2i2ν+a2s
a
) i ∈ odd
Hence the uˆ is
(7.21) uˆ =
∞∑
i∈odd
4Asω
pii(s2+ω2)sinh
(
L
√
pi2i2ν+a2s
a
) sinh(L√pi2i2ν+a2sa ) sin ( izpia )
The poles of uˆ are ±iω and −pi
2(i2ν+a2n2)
a2 . By inverse Laplace transformation and
residue theorem, we have the solution of equation (7.15)
(7.22)
u =
∑
i∈odd
2Aω
pii
(
eitω sin
(
piiz
a
)
csch
(
L
√
pi2i2ν+ia2ω
a
)
sinh
(
y
√
pi2i2ν+ia2ω
a
)
+e−itω sin
(
piiz
a
)
csch
(
L
√
pi2i2ν−ia2ω
a
)
sinh
(
y
√
pi2i2ν−ia2ω
a
))
+O
(
e−
tpi2(ν+a2)
a2
)
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