Abstract-For the safety in the human-robot interaction and co-existence, perceiving dynamic unknown surroundings around the manipulator is basic requirements. To fully monitor the surroundings around the manipulator, multiple depth (RGB-D) cameras are simultaneously used to address the problem of occluded areas. The fast and efficient estimation of the rigid relationship between the manipulator and multiple cameras coordinate frames is essential. In this study, a method based on invariance of the linear transformation was proposed to realize fast calibration for multiple RGB-D cameras and manipulator. Firstly, the centers of the calibration ball were extracted directly from the depth image. Secondly, the motion straight lines of the ball were, respectively, fitted in the robot and multiple cameras coordinate frames. Finally, the analytical solution was obtained by using the invariance of the linear transformation. Two Kinect cameras and a KUKA IIWA manipulator were employed to conduct experiments, and experimental results were presented to validate the performance of the proposed calibration method for multiple RGB-D cameras and manipulator.
I. INTRODUCTION
Recently, RGB-D cameras such as Microsoft's Kinect [1] and Intel's RealSense [2] [3] are widely used as a mean to provide 3D information about the environment in a compact form and at low cost [4] . In order to monitor the environment around the robot and guarantee the safety of operators, more and more researches have applied RGB-D cameras to human-robot cooperation within the same workspace [4] . To address the problem of occluded areas, multiple cameras were adopted to capture the multiple views of the same scene [5] . However, a prerequisite for using multiple RGB-D cameras to perceiving the environment is that the rigid relationship between the manipulator and multiple camera coordinate frames needs to be estimated. Generally, the hand-eye calibration requires some kinds of calibration object, and the pose of the calibration object in the robot coordinate frame and the camera coordinate frame are, respectively, obtained to form the point sets. Then the corresponding calibration algorithms utilize the point sets to calculate the transformation relationship between manipulator and camera coordinate frame.
The checkerboard calibration grid was widely used as a common calibration object [6] [7] . However, in order to obtain a clear picture of the checkerboard, the calibration process needs to keep it in the view of the camera. The whole motion range of the manipulator is usually limited, resulting in only one camera can be calibrated at a time. Frese et al. used the robot's body as the calibration object to finish calibration [8] . Nevertheless, a precise robot CAD model was needed in this method and the process was complex. Moreover, the point cloud registration algorithms, such as ICP, were sensitive to initial values.
The calibration method for RGB-D camera not only need to deal with the transformation relationship X between the robot's base and the camera, but also the transformation relationship Y between robot's end-effector and calibration object. The transformation relationship A between the calibration object and the RGB-D camera is obtained by the parameter of the camera, and the transformation relationship B between robot's base and end-effector is uploaded by the robot control cabinet. Finally, The transformation relationship X can be calculated by the equation AX = YB [9] [10] [11] .
The tradition calibration method needs to obtain the pose of robot's hand and the position of the calibration object at the same time. The synchronization is difficult to be guaranteed when the motion of the robot is continuous. In this paper, a method based on invariance of the linear transformation was proposed to realize fast calibration for multiple RGB-D cameras and manipulator. This method used a 3D print ball as the calibration object and did not require strict simultaneous acquisition of the position of the ball and the pose of the robot's hand. So the calibration data sets can be acquired continuously and quickly. In addition, multiple RGB-D cameras can be calibrated at a time.
The overall structure of this paper is organized as follows. 
II. OVERALL CALIBRATION PLATFORM
The purpose of our study was to get the rigid relationship between robot's base and multiple RGB-D camera frames quickly. The schematic diagram of the overall calibration platform is illustrated in Fig. 1 
For any point C p in the camera coordinate frame {C} , the coordinate B p in the robot base coordinate frame {B} can be expressed as
where
is the translation matrix between the robot's base frame and camera coordinate frame.
A point H p in the robot hand coordinate frame {H} can be expressed as
The calibration procedure involved the following three steps:
Step 1: The hand of the manipulator moves along three straight lines.
Step 2: The poses of robot's hand and the center of the calibration ball are recorded and saved as point sets.
Step 3 The motion trajectory of the TCP is also a straight line if the rotation of the robot's hand is rigid when moving, which is expressed as (8) . Moreover, the direction vector of the TCP linear trajectory is the same as the robot's hand.
, ,
Because of the linear invariance, the motion trajectories of the TCP in the camera coordinate frame are still straight lines, i.e.,
Furthermore, the distance between any two straight trajectories of TCP in the base coordinate frame is equal to those in the camera coordinate frame, i.e.,
B. Center of Ball Extraction and Compensation Method
The center of the circle in the depth image can be extracted by the Hough transformation. It should be noted that the center of the circle extracted by the Hough transformation is not the position of the ball's center, but the point at spherical surface, as shown star in Fig. 2 . In order to obtain the actual position of the ball's center in the camera coordinate frame, it is necessary to compensate for the distance between the center of circle extracted by the Hough transformation and the ball's center, as shown in Fig. 2 .
The center of the circle extracted from the depth image can be expressed as 
C. Line Fitting Method
The point sets are consist of discrete points of the ball's center and robot hand's positon. The three straight lines with respect to the point sets need to be estimated by the least squares fitting algorithm.
For the line L in the camera coordinate frame, it can be expressed as the form of the following parameter equation. To obtain the parameters of the fitting lines, we propose the following optimization approach, and the quadratic cost function is defined as ( ) To obtain the minimum value of ( ) f v is equivalent to obtain the maximum value of ( ) f − v which is also known as Rayleigh Quotient (RQ). When the eigenvector with respect to the largest eigenvalue for matrix H is taken by v , the RQ reaches the maximum value. For real symmetric matrix H , the following equation needs to be satisfied. The motion direction of the robot's hand was defined as the positive direction of straight line. In this case, it is necessary to verify whether the fitted line is in the same direction as the motion direction of the robot's hand. If it is not satisfied, it can be reversed by the following equation 
The closest distance of lines 1 L and 2 L are as follows:
D. Analytical Solution to Calibration Implementation
For the same straight trajectory of TCP, the direction vector 
The same distance in the camera coordinate frame {C} can be expressed as
By taking (31) and (32) into account, the equation of (10) can be formulated as
The motion trajectory of TCP in the base coordinate frame {B} can be calculated according to (8) .
According to (25) and (26), the closest points between every two lines can be expressed as
Similarly, the closest points between every two lines in the camera coordinate frame {C} were calculated and expressed
According to the invariance of the linear transformation and (6), the relationship between closest points in the frame {B} and {C} is formulated as
According to (30) and (35), the translation of the camera coordinate frame {C} relative to the robot base coordinate frame {B} can be obtained, i.e., ( )
where =3 m is the number of the straight line.
In summary, the analytical solutions for hand-eye calibration can be obtained according to (30) and (36).
IV. EXPERIMENT SETUP AND RESULTS
The KUKA IIWA manipulator and two Kinect depth cameras were utilized to verify the proposed calibration method. The computer running the calibration algorithm controlled the IIWA robot's hand move along the three linear trajectories. The KUKA FRI (Fast Robot Interface) interface was used to interact between the data-sampling computer and robot's control cabinet, and the sampling period was set 10ms. The depth image was read by using the Kinect SDK, and the update period is 33ms. The experiment setup was shown as Fig.3 .
A. Process of the Data-sampling
The data-sampling process included the following three segments: robot's hand moved from 1 P to 2 P along straight line with rotation 1 R ; from 3 P to 4 P with rotation 2 R ; from 5 P to 1 P with rotation 3 R . The coordinate of the ball's center in the depth space {D} was obtained after grayscale processing, Gaussian filtering, canny edge detection, Hough circle detection and compensation according to (11) , and the coordinate of the ball's center in the camera frame {C} was obtained according to (3) . The video about the data-sampling please see the URL [1] . 
B. Results of the Experiment
According to (18) and (24), the three straight line trajectories of ball's center and robot's hand were fitted, respectively. Finally, the analytical solutions for hand-eye calibration can be obtained according to (30) Fig. 4 , we can see that the inverse trajectories of robot's hand calculated by the calibration matrix match the real trajectories very well. The mean, variance and maximum value of calibration error were presented in Fig. 5 and TABLE I. Generally, the mean accuracy is 8.525mm (± 4.6mm) for Camera-1 and 7.613mm (± 3.9 mm) for Camera-2 and the max errors is 22.559 mm and 19.819mm, respectively. The relationship between manipulator and multiple depth cameras can be calibrated quickly and the calibration error is stable. In this paper, we proposed a method based on invariance of the linear transformation to realize fast calibration for multiple RGB-D cameras and manipulator. This method used a ball as the calibration object and did not require strict simultaneous acquisition of the position of the ball and the pose of the robot's end-effector, which improve the effectiveness of the calibration procedure. The experiment was conducted on the KUKA IIWA manipulator and two Kinect cameras, and the experimental results validated the performance of the proposed calibration method. In the future work, the calibration method can potentially be applied in shared human-robot workspace monitoring by using multiple RGB-D cameras. 
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