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CHAPTER 1 INTRODUCTION 
1.1 Background 
Fluidized beds are found in many operations in chemical, petroleum, pharmaceu-
tical, agricultural, biochemical, food, electronic, and power-generation industries. For 
example, combustion or gasification of coal is used in the power-generation industry. 
Fluid catalytic cracking (FCC) in chemical engineering industries employs one or more 
fluidized beds for a catalyst particles circulation system. Silicon for semiconductor in-
dustries is inexpensively produced from chemical vapor deposition ( CVD) reactors. 
The phenomenon of fluidization occurs when solid particles behave like a fluid state 
through suspension in a gas or liquid. Thus, a gas fluidized bed looks very much like a 
boiling liquid and in many ways exhibits liquid-like behavior. Gas-solid fluidized beds 
have advantages in comparison with other methods of gas-solid reactors [1]. In fluidized 
beds, the rapid mixing of solids leads to nearly isothermal conditions throughout the bed, 
thereby, the whole bed of well-mixed solids resists rapid temperature changes. Heat and 
mass transfer rates between gas and particles are high compared to other methods. The 
smooth flow of particles allows continuous automatic operations and makes it possible to 
add or remove the vast quantities of heat in large reactors. Therefore, fluid-like behavior 
of solids with its rapid, easy transport and intimate gas contact in a fluidized bed are 
the most important characteristics for industrial applications. 
Experiments are traditionally used in the design of multiphase reacting systems such 
as fluidized beds for improving efficiency. However, a laboratory-scale process does not 
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always exhibit the same flow behavior as a real reactor. It is often necessary to build ex-
pensive pilot-scale facilities in order to test the viability of fluidized beds. Computational 
fluid dynamics ( CFD) provides an alternative method to analyze the gas-solid behavior. 
Usually, CFD calculations can give time-dependent information for pressure, tempera-
ture, composition and velocity distributions. With such information, the conditions in a 
reactor can be visualized and parametrically study can be conducted, thereby, assisting 
in the design process and avoiding the need for expensive pilot-scale tests. Barthod et 
al. [2] have successfully improved the performance of a fluidized bed in the petroleum 
industry by using CFD. 
CFD for reacting multiphase flows, however, is still not widely applied. One reason 
is because of the difficulty in describing multiphase systems. For example, there is 
still no agreement on detailed modelings of the interaction between the flowing gas 
and suspended particles [3, 4] or particle-particle interactions [5, 6]. The incorporation 
of chemical models in multiphase flow simulations is also a challenging task. Another 
reason is that multiphase flows are computationally expensive due to a wide range of 
length and time scales. 
1.2 Problem Statement 
The objective of this research is to advance the progress in modeling multiphase 
reacting flows using a government-developed numerical code. Multiphase Flow with 
Interphase eXchanges (MFIX) is a FORTRAN code developed by the National Energy 
Technology Laboratory (NETL) which models chemical reactions and heat transfer in 
dense and dilute fluid-solids flows. It can use multiple particle types, three-dimensional 
Cartesian or cylindrical coordinate systems and uniform or non-uniform grids. The 
continuity, momentum, energy and species equations are solved for gas and solid phases. 
The main issue is to implement an efficient numerical method to close the chemical 
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source term. In-situ adaptive tabulation (ISAT) [7] provides such a strategy and has 
a number of advantages compared to other tabulation schemes. For example, tables 
are generated during the calculations only for the region in which chemical reactions 
happen. However, ISAT originally was developed for particle-based probability density 
function (PDF) methods of reacting flows. There is evidence that ISAT can radically 
reduce the computation time for PDF methods. For example, by using a PDF method 
with ISAT, a speed-up of 140 times was achieved compared to a PDF method without 
ISAT as reported by Shah and Fox [8] with 105 chemical reactions. However, ISAT has 
not been used in conjunction with a grid-based CFD code (e.g. MFIX). Therefore, the 
feasibility test of ISAT in MFIX is the main goal of this research. Another issue is to 
study parallel implementation of MFIX on high performance computers such as SGI 
Origin 2000 and Alpha Cluster platforms. 
1.3 Thesis Organization 
In Chapter 2, the survey of different modeling methods for multiphase flows are pre-
sented. The modeling methods include discrete particle models and multiphase models. 
Numerical methods for chemistry are then presented, which include methods like direct 
integration, reduction, and storage and retrieval. The governing equations and mimer-
ical methods for this research are described in detail in Chapter 3. The closure models 
for the equations such as solids phase stresses and interphase momentum transfer are 
presented. The results for parallel computing tests of MFIX are presented in Chapter 
4. These include results on both shared memory machines and distributed memory ma-
chines. Chapter 5 presents the results of ISAT used in MFIX for silane decomposition. 
The implementation of ISAT subroutines and the speed-up are discussed in detail. The 
conclusions of this study and recommendations for future work are discussed in Chapter 
6. 
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CHAPTER 2 LITERATURE REVIEW 
Since there are many types of multiphase flows and several possible flow regimes exist, 
general applicable models and methods are not available. Different formulations of the 
governing conservation equations for multiphase flows exist due to different assumptions 
and approaches used to derive the equations. Usually, two distinct numerical methods 
are used to simulate multiphase flow systems; namely the discrete particle model and 
the multiphase model [9]. In addition, the chemical source term should be given close 
attention since a wide range of time scales appears in reactions. In this chapter, numer-
ical methods are introduced depending on the applications for multiphase flows with an 
overview of methods available for the chemical source term. 
2.1 Survey of Methods for Solving Multiphase Flows 
2.1.1 Discrete Particle Model 
The discrete particle model is used in applications where one phase is continuous and 
the other phase is discrete and suspended. The continuous phase is solved using Eulerian 
methods on a computational grid, while the discrete suspended phase is solved using 
Lagrangian methods to track the trajectory of each particle. Examples of applications 
for the discrete particle model are blood flow and discrete particles in gas [9]. 
The motion of each particle is determined by the continuous phase and its neighboring 
particles. The equation for a particle which is subjected to Newton's equation of motion 
5 
IS 
dv " ... m- = L.JF dt 
where F is the force on the particle, m and v are the mass and velocity of the particle 
respectively, and t is time. The continuous phase represents a generalization of the 
Naiver-Stokes equations. 
The continuous phase exerts a drag force on the particles and influences their trajec-
tories. Meanwhile, the particles are represented by the forces in the Stoke's equations of 
the continuous phase. Fogelson and Peskin [10] studied three-dimensional incompress-
ible flow with 500-1000 particles. Particle size, shape and deformability were prescribed. 
However, the interactions between the particles were neglected. The particle forces were 
spread to nearby grid points and the velocities of the continuous phase were interpo-
lated from the grid to the particle points. The results came out well for sedimentation 
of particles under gravity and the computational time increased only linearly with the 
number of particles. In the discrete particle model, the particles are influenced through 
a series of interactions with the continuous phase. The inertia effect, for example, was 
studied by Launay et al. [11] in a homogeneous, isotropic turbulent flow. 
Tsuji et al. [12] used the assumption of soft particles for interactions between particles 
to simulate gas-solid fluidization. An alternative approach is a hard sphere assumption 
for use with the discrete particle model derived by Hoomans et al. [13]. Jie and Li [14] 
decomposed the motion of a particle into a collision process with the hard sphere assump-
tion to account for particle interactions, and a suspension process for the interaction in 
the continuous phase. Jie and Li successfully simulated bubble formation and slugging 
of fluidization. 
The discrete particle model can track the trajectory of every particle. However, 
it needs a large memory requirement and long calculation time. Constitutive models 
are also required except when using direct numerical simulations for the continuous 
6 
phase [16]. 
2.1.2 Multiphase Model 
When different phases are mathematically d~scribed as interpenetrating continua, 
the multiphase model is used to solve problems. The equations for all phases are solved 
using an Eulerian method. The continuity, momentum and energy equations with closure 
models are solved in all computational cells of the domain. Then the variables for 
different phases such as velocities and temperatures are known at every grid point. 
The continuity, momentum and energy equations for different phases interact by: mass 
transfer, interaction forces representing the momentum transfer between the phases, 
and interphase heat transfer. Examples of applications for the multiphase model are 
circulating fluidized-bed combustors and fluid catalytic cracking risers. 
The multiphase model in this survey concentrates on gas-solid flows. However, the 
models and numerical methods are not necessarily restricted to gas-solid flows and most 
of models can be applied to other kinds of mixtures. 
2.1.2.1 Models for Gas-Solid Flows 
Two sets of governing equations for the multiphase flow model originate from the 
works of Anderson and Jackson [15] and Ishii [16]. The continuity equations have the 
same form in both sets. However, two differences appear in the momentum equations. 
Firstly, the solid volume fraction multiplied by the gradient of the total gas-phase stress 
tensor (Es \j ·T 9 - Es \JP) is included in the solid-phase momentum equation by Anderson 
and Jackson, whereas only the solid volume-fraction multiplied by the gradient of the 
pressure (-cs \JP) is included by Ishii. Second, the gas volume fraction is keep outside 
the gradient operator ( c9 \J ·T 9 ) by Ishii, while inside the gradient operator ( \j · c9 7 9 ) by 
Jackson. The results from both formulations for the governing equations are similar in 
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terms of macroscopic flow behavior, but differ on a local scale such as individual bubbles 
or localized solids distributions [16). 
Closure of the solid-phase momentum equation requires a description for the solid-
phase stress. When the particle motion is dominated by collisional interactions, most of 
the researchers use the concept from gas kinetic theory for particles interaction. Other 
terms that need closure are drag force and so on [16). 
2.1.2.2 Interphase Transfer Models 
The early models developed for gas-solid flows were based on one-way coupling [17). 
One-way coupling requires that the particles have no effect on the turbulence motion 
of the gas phase, but be controlled by the turbulence motion. Later on, numerical 
models incorporating two-way coupling were derived, which occurs when the particles 
have an effect on the gas phase and the turbulence of the gas phase can be enhanced 
or damped. Four-way coupling methods are used for dense flows because the relative 
distance between particles is small enough so that particles collide. 
A classification of one-way, two-way and four-way coupling for gas-solid suspensions 
was proposed by Elgobashi [18), based on the characteristic time scales and the volume 
fraction of particles as shown in Fig. 2.1. The particle relaxation time rf2 represents the 
entrainment of the particles by the gas phase, rf is the characteristic time scale of the 
large eddies in the gas phase and ls is the volume fraction of solids phase. The assumption 
of one-way coupling is generally valid if the suspension is very dilute (ls < 10-6 ). Two-
way coupling occurs when the particle volume fraction increases up to ls = 10-3 • For a 
given volumetric fraction, turbulence is enhanced when the particle diameter is increased, 
whereas it is damped when the particle diameter is decreased. If particle volume fraction 
exceeds ls > 10-3 , four-way coupling happens. In most the fluidization applications, 
four-way coupling occurs, especially in the dense regions of the bed. 
x I t 't 12 't 1 
One-way 
coupling 
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I 
I 
I 
two-way coupling : 
particles enhance 
turbulence negligible 
effects on I I r - - - - - - - - - - - - - - - -1 
turbulence 1 10-2 
I 
particles enhance ' 
dissipation 
four-way coupling 
lQ-4'----1-------+------+--------+---
10-7 10-5 10-3 10-1 
Figure 2.1 Classification of flow regimes for gas-solid flows by Elgobashi [18] 
2.1.3 Numerical Methods for Gas-Solid Flows 
Once the governing equations and specific constitutive relations are decided, numeri-
cal methods can be used to solve them with appropriate initial and boundary conditions. 
Although the presence of interphase transfer terms influences the basic design of numer-
ical methods, varying the details of these terms changes numerical schemes only in a 
secondary way. Focus is placed on summarizing the numerical methods without espe-
cially considering the forms of interphase transfer terms. Two well-used methods for 
solving multiphase flows, finite-difference and finite-volume methods, will be presented 
in detail. Other methods such as the method of characteristics [19] will not be discussed. 
2.1.3.1 Finite Difference Methods 
The development of computational methods for multiphase flows was pioneered by 
Harlow and Amsden [20] at the Los Alamos Scientific Laboratory, and was called an 
implicit multifield (IMF) solution method. The differential equations were discretized 
using finite-difference methods. The IMF method can solve time-varying problems in 
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several space dimensions. The multiphase momentum equations are strongly coupled 
through the momentum exchange term. This term is fully implicit so forces can change 
from very weak to those strong enough to completely tie the fields together. A heat 
production term appears in the energy equation, so condensation, nuclear reactions and 
exothermic chemistry are allowed. An Eulerian mesh of finite-difference cells was used 
in the numerical procedure by Harlow and Amsden. Field variables such as pressure, 
density and internal energy were placed in the cell centers, whereas velocities were lo-
cated on the sides of cells. In one computational cycle, all the quantities which were 
explicitly differenced in time were solved first, such as macroscopic material density, 
void fraction, internal energy and so on. Then the velocities and other material densi-
ties were determined by iterating the simultaneous implicit equations of the density and 
momentum equations. Kuipers et al. [21] used this scheme with some modifications to 
model a two-dimensional air-fluidized bed with one central orifice. The formation, rise 
and eruption of a bubble in a fluidized bed was satisfactorily predicted. 
The semi-implicit finite difference method for two-phase flow was released by Liles 
and Reed [22] also from Los Alamos Scientific Laboratory. The immediate application 
was for the analysis of the safety of nuclear reactors using one-dimensional equations. 
The method was easily extended to two- and three-dimensional geometries. In the semi-
implici t method, the convective terms in the continuity and energy equations and the 
pressure gradient term in the momentum equation were implicitly discretized. All other 
terms in the equations were explicitly discretized. The Newton Block Gauss Seidel 
(NBGS) method, a variation of the Newton Gauss Seidel method, was used to solve 
the system of equations. The details of the NBGS method are referred in [22, 23]. 
In practice, the solution procedure has proved to be stable and capable of generating 
solutions in problems where other schemes have failed. Micaelli [24] successfully used 
the semi-implicit method to simulate a pressurized water reactor during a loss of coolant 
accident. 
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A numerical method for solving steady, incompressible viscous multiphase flow prob-
lems was proposed by Eddingfield et al. [25]. The basic principle of this method was in 
the introduction of an artificial time dependent conservation equation, an artificial com-
pressibility parameter, and an artificial equation of state. An explicit finite difference 
method was then employed to solve the artificial time dependent system of equations 
by marching in time in such a way that the final result was the desired solution. The 
artificial time was an auxiliary variable whose role was analogous to that of actual time 
in unsteady flow problems. An artificial equation of state was introduced that defines 
the momentum pressure in terms of the phase density and artificial compressibility pa-
rameter. It was believed that if the calculation progressed in the artificial time direction 
then the solution of the auxiliary system of equations converged to the desired steady 
state solution and did not depend on the artificial parameter. This method was explicit 
and relatively easy to program. The pressure calculation was handled without any addi-
tional iterations. This method has successfully simulated the injection of particles into 
a two-dimensional flow [25]. 
2.1.3.2 Finite Volume Methods 
Finite-volume methods used for computational fluid dynamics (CFD) can be found 
in the literature, e.g. [26, 27]. The successful application of finite-volume methods is due 
to factors such as low computational memory, conservation of the physical properties in 
the discretized equations and suitability for irregular geometry. 
When a finite-volume method is used to deal with regular-shaped geometry, two 
kinds of grids can be employed: collocated and staggered grids. With a collocated 
grid, all variables are located on the same point of the grid and the conservation law 
is applied to the same volume. On the other hand, in a staggered grid, the scalars 
such as pressure, void fraction, temperature, and mass fraction are stored in one point 
of the grid (cell-center) and the velocity components are stored between two adjacent 
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Figure 2.2 A control volume for a cell-vertex finite volume mesh 
grids (cell-face). Meier et al. [28] have compared staggered and collocated girds in the 
finite-volume method for a gas-solid multi-phase flow in a vertical pipe. The numerical 
results show that the staggered arrangement of the grid has advantages when dealing 
with multiphase flows. For example, a better convergence rate was achieved and the 
solutions obtained were stable. Hong et al. [29] simulated a gas-solid jet fluidized bed 
using a finite volume approach. The full implicit treatment of all terms in the governing 
equations were discretized using a staggered grid. The influences of the velocity of the 
central jet and height of the bed were satisfactorily simulated. 
As an example of an irregular-shaped geometry, Saurel et al. [30] simulated a di-
lute multiphase flow, injection of particles into a gaseous stream in a nozzle using a 
finite-volume method. The mesh was generated using a regular triangulation of the 
computational domain. Some assumptions presented by Saurel et al. due to dilute flow, 
such as the volume occupied by the particles was negligible, the particles were spherical 
and monodisperse, and collisions, coalescence and break-up were not presented. Combe 
and Herard [31] presented a finite volume scheme to numerically simulate dense com-
pressible gas-solid flows in a nozzle on unstructured meshes. The primary mesh was a 
regular triangle shape in the computational domain. Then a cell-vertex finite volume 
mesh was generated. The shape of the finite volume is shown in Fig 2.2. A fractional 
step method was used to solve the equations. A steady state computation of a gas-
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solid flow in a simple nozzle and an unsteady computation of a dense fluidized bed was 
presented by Combe and Herard. 
2.2 Numerical Modeling of the Chemical Source Term 
Chemistry is an essential part in calculations of reactive flows and it forms the chemi-
cal source term in the governing equations. Usually chemistry introduces a large number 
of coupled nonlinear equations. The nonlinear equations are notoriously stiff if the re-
actions cover a wide range of time scales. Different numerical methods are developed to 
solve these equations [32]. 
2.2.1 Direct Integration 
Direct integration is a straightforward approach to determine the source term in 
which the reaction equation is integrated numerically. For a detailed reaction mechanism, 
direct integration is computationally expensive because the coupled differential equations 
for chemistry are stiff. For example methane combustion with the 16-species mechanism 
requires about 6 years of CPU time for 109 times of direct integration on an SGI Indigo 2 
workstation [7]. Therefore, direct integration applied to detailed chemistry is prohibitive. 
2.2.2 Reduction 
Other approach developed to reduce the number of degrees of freedom in the de-
scription of chemistry are the reduced mechanism method [33] and the intrinsic low-
dimensional manifold method (ILDM) [34]. In reduced mechanism methods, a numerical 
analysis of a stoichiometric reaction is performed in order to determine the relative in-
fluence of any reaction in a large system of reactions. The maximum concentration level 
of all intermediate species then can be analyzed. For those species where the maximum 
mole fractions are sufficiently low and the diffusion coefficients are not too large, steady 
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state assumptions are introduced. Then, for the reactions whose forward and backward 
rates are large compared to the other rate expressions, partial equilibrium is assumed. 
The algebraic expressions for the reaction rates are obtained by a partial equilibrium 
assumption. Peters [33] reduced the chemical reactions for hydrocarbon flames from 
eighteen to four using reduced mechanism methods. 
Some drawbacks exist for the reduced mechanism methods. These methods require 
a considerable amount of human time and experience to develop the reduced scheme for 
each reaction system, or, even for the same reaction system under different conditions. 
Assumptions of steady state and partial equilibrium are not always accurate. 
The ILDM is based on the intrinsic study of underlying time scales of chemical 
reactions. The fast time scales of chemical reactions are decoupled by assuming local 
equilibrium. Therefore, the method reduces the number of dimensions of reactions to 
the non-linear manifold, defined by the slowest chemical time scales. The number of slow 
chemical scales is very small, for example, one to three for combustion systems. The 
CO/ H2f air system was used to test the ILDM [34]. However, it is not straightforward 
to find and parameterize the manifold for a detailed reactions scheme because the low-
dimensional manifold is non-linear. 
2.2.3 Storage and Retrieval 
In storage and retrieval methods, the chemical source terms are stored in multidi-
mensional databases which are based on direct integration of either a full mechanism or 
a reduced mechanism. The databases can be generated during the simulations or ahead 
of time. 
Pre-computed look-up tabulation is one type of storage and retrieval method [35]. 
Since the chemical source term is computationally expensive, a pre-computed chemical 
look-up table is calculated and stored for a set of representative initial conditions in 
composition space. The simplest method is to place these points on a multidimensional 
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grid in composition space. Then numerical interpolation is used to find the values 
based on the neighboring points, replacing direct integration in the simulations. Taing 
et al. [36] used pre-computed look-up tabulation in Monte Carlo calculations of the 
joint velocity-composition probability density function for pilot-stabilized turbulent jet 
nonpremixed flames of H2/C02 fuel mixtures. The multidimensional look-up tables are 
generated using a three-step chemical kinetic scheme, reduced systematically from a 
more detailed mechanism to represent chemical reactions. These tables were used for 
density, and other dependent properties such as temperature and composition. Taing 
et al. demonstrated that the use of these tables in calculations was computationally 
efficient. 
Tabulation methods have drawbacks, however. The whole accessible region of the 
composition space must be tabulated since it is not known which regions are needed 
before simulations. Thus, the required table is very large, especially when the number of 
reaction dimensions is high. When the dimension of the table is high, the work to retrieve 
information from the table is not trivial. Therefore, the application of pre-computed 
look-up tables will be limited by the complexity of reactions. The direct application to 
detailed kinetics is not feasible. For example, with five scalars on a relatively coarse mesh 
of 10 grid points, the resulting table would require 105 representative points and 5 x 105 
words of storage. One multi-linear interpolation would require at least 160 operations. 
In-situ adaptive tabulation (ISAT) is a method which overcomes many of the diffi-
culties of look-up tables and this method is explained in Chapter 5 in detail. Another 
example of storage and retrieval is the repro-modeling approach [37]. In the repro-
modeling approach, information for reaction rates is extracted from detailed chemical 
calculations and stored in the form of high-order multivariate polynomials. 
According to Pope [7], criteria for the storage and retrieval techniques are 
1. the CPU time required to create the store, 
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2. the memory required for the store, 
3. inaccuracies in the retrieved table (e.g. interpolation error), 
4. the CPU time required to retrieve the table. 
The retrieval time may be three orders of magnitude smaller than the time to perform a 
direct integration. Therefore, if the number of retrievals is over 109 , the time for creating 
the table is negligible. 
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CHAPTER 3 THEORETICAL FORMULATION 
In this chapter, a mathematical model for multiphase flow based on hydrodynamic 
theory of fluidization is presented. The models necessary to close the system of equations 
are introduced. Finite volume schemes are used to discretize the governing equations. 
The SIMPLE algorithm is modified for multiphase flow to solve the algebraic equations. 
3.1 Hydrodynamic Theory 
The hydrodynamic model for multiphase flow assumes that different phases behave 
as interpenetrating continua and the instantaneous variables are averaged over a region 
which is larger than the particle spacing but much smaller than the flow domain. Mul-
tiple types of particles should be considered to describe phenomena such as particle 
segregation and elutriation. Each particle type has a unique diameter with identical 
material properties [38]. 
3.1.1 Governing Equations 
The field variables, called phasic volume fractions, are used to determine the fraction 
of the average volume occupied by each phase. The sum of all of the volume fractions, 
both for the gas phase and the mth solids phases, where m denotes a unique solids phase, 
must equal unity 
M 
Eg + L Esm = 1 
m=l 
The subscript g indicates the gas phase and s indicates solids phases with the total 
number of solids phase M. The gas phasic volume fraction is also called the void fraction. 
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Although all equations use the subscript g for the gas phase, the same equations can 
also be used for a liquid phase. The effective densities of the gas phase p~ and solids 
phases P:m respectively, are 
I 
Psm lsmPsm 
The continuity equations for the gas phase and the solids phase m, respectively, are 
n=l 
J\rsm 
L Rsmn 
n=l 
(3.1) 
(3.2) 
The first and second terms on the left sides of Eqs. (3.1) and (3.2) are the rate of mass 
generation per unit volume and the net rate of convective mass flux. The terms on the 
right sides account for interphase mass transfer due to chemical reactions or physical 
processes. 
The momentum equations for the gas phase and the solids phase m have the form 
M 
V · Sg + lgpgg - L 4m + 1: (3.3) 
m=l 
V · Ssm + lsmPsm§ + 4m 
M 
2= ln1 
l=l,l:;i:m 
(3.4) 
The first terms on the left sides of Eqs. (3.3) and (3.4) are the net rate of momentum 
generation and the second terms are the net rate of momentum transfer by convection. 
Equations (3.3) and (3.4) include the gas phase and solids phase stress tensors S9 and 
s sm' the body forces due to gravity g, the flow resistance force 1: due to internal porous 
surfaces , the interaction force 4m accounting for the momentum transfer between the 
gas phase and the mth solids phase, and the interaction force hm between the mth and 
/th solids phases. 
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The internal energy balances for the gas and solids phase m = 1 are 
c9p9CP9 ( a~9 + iJ9 · \JT9) = - \7 ·ib - H91 - H92 - 6Hr9 + Hwa11(Twa11 - T9) (3.5) 
Es1Ps1 Cps1 ( 8Jt + iis1 · \JTs1) = - \J ·ifs1 + H91 - 6Hrs1 (3.6) 
with temperature T and constant pressure specific heats Gp. Equations (3.5) and (3.6) 
include the conductive heat flux <b and ifs1, the fluid-solids interphase heat transfer H91 
and H92 , and the heats of reaction 6Hrg and 6Hrsl· The last term in Eq. (3.5) is the 
heat loss to the wall. All other solids phases are assumed to be in thermal equilibrium to 
simplify the numerical solution of the energy equations. The energy balance equations 
for all other solids phases ( m = 2 to M) are 
};
2 
EsmPsm Cpsm ( 8~;2 + iism · \JTs2) = - \J ·ifs2 + H92 - 6Hrs2 (3. 7) 
where Ts2 is the average temperature, ifs2 is the average solids phase conductive heat 
flux, H92 is gas-solids interphase heat transfer, and 6Hrs2 is the heat of reaction. Heat 
transfer between different solids phases and radiative heat transfer are negligible. 
The gas and solids phases are formulated to represent an arbitrary number of chemical 
species, N9 and Nsm. The corresponding conservation of species for the fluid and solids 
phases are 
:t ( tgpgXgn) + \J . ( tgpgXgn Vg) 
a 
at(EsmPsmXsmn) + \J · (csmPsmXsmnVsm) 
(3.8) 
(3.9) 
where Xis the mass fraction and Rn is the rate of formation. Equations (3.8) and (3.9) 
include accumulation, convection and the rate of reaction but neglect diffusive fluxes. 
The chemical source terms are closed by reaction kinetic expressions in the species 
balance equations. It should be noted that the chemical source terms involve a wide 
range of time scales which will make the equations stiff. Therefore, efficient algorithms 
must be used to treat these terms. 
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3.1. 2 Constitutive Relations 
The complete formulation requires that the governing equations be closed. A wide 
range of constitutive relations can be found by using different approaches, from empirical 
information to kinetic theory. Most differences between multiphase theories originate 
from closure assumptions. The closure models used in this research are introduced as 
follows. 
3.1.2.1 Gas-phase Equation of State 
The equation of state for the gas phase assumes ideal gas behavior, 
where P9 is the gas pressure, Mw is the molecular weight and R is the universal gas 
constant. For an incompressible gas the density is assumed to be constant. 
3.1.2.2 Gas-Solids Momentum Transfer 
From previous studies on the dynamics of a single particle in a gas, three important 
mechanisms for the gas-solids interaction force '4m are considered: drag force, caused 
by velocity differences between gas-solids phases; buoyancy, caused by the gas pressure 
gradient; and momentum transfer due to mass transfer between phases. Other forces, 
such as virtual mass effect caused by relative acceleration between phases, magnus force 
caused by particle spin and so on, are not considered. Thus, the gas-solids momentum 
interaction force becomes 
(3.10) 
where Rom is the mass transfer from the gas phase to solids phase m, and 
{ 
1, 
(om= 
0, 
for Rom< 0 
for Rom 2: 0 
20 
for (om = 1 - (om, 
The gas-solids drag formulation for converting terminal velocity correlations to drag 
correlations [39] is 
F _ 3l8mlgpg C [Rem] 1.... _ .... I gm - 4V:2 d DS V. Vsm Vg rm pm rm 
(3.11) 
where dpm is the diameter and V,.m is the terminal velocity correlation for the mth solids 
phase. The Reynolds number of the mth solids phase is 
Rem= dpmlVsm - v9 lp9 
µg 
The single sphere drag function [40] has the form 
Cvs(Rem/V,.m) = [o.63 + J 4"8 ] 2 
Rem/V,.m 
3.1.2.3 Solids-Solids Momentum Transfer 
(3.12) 
(3.13) 
The drag between the phases due to velocity differences is assumed as the major effect 
in the solids-solids momentum transfer. Thus, the momentum transfer Im1 between solids 
and solids is represented as 
where Rmz is the mass transfer from solids phase m to solids phase l, 
and (ml= 1 - (ml, 
{ 
1, for Rm/ < 0 
(ml= 
0, for Rm1 2: 0 
(3.14) 
The drag coefficient Fsml is derived by using a simplified version of kinetic theory [41] 
F _ 3(1 + e1m)(rr /2 + C11mrr2 /8)ls1PszlsmPsm(dp1 + dpm) 2901mlvs1 - V'sml 
sml - 2rr(ps1d~l + Psmd~m) (3.15) 
where e1m and C Jim are the coefficient of restitution and coefficient of friction, between 
the [th and mth solids-phase particles, and g01 m is the radial distribution function at 
contact for a mixture of hard spheres. 
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3.1.2.4 Gas Phase Stress Tensor 
The gas phase stress tensor has two parts: the pressure contribution and the New-
tonian viscous stress tensor, which is given by 
(3.16) 
The viscous stress tensor, 7 9 , is 
(3.17) 
where 7 is the identity tensor and D 9 is the strain rate tensor for the gas phase 
D 1 [ .... ( .... )T] g = 2 \JVg + \JVg 
3.1.2.5 Solids Phase Stress Tensor 
In the solid phase stress tensor term, a solids pressure is calculated to ensure that the 
volume fraction does not exceed the packed-bed volume fraction. This can be accom-
plished by treating the particles as an incompressible fluid at a critical void fraction and 
the pressure is set to zero when the void fraction becomes greater than the packed-bed 
void fraction [42]. 
Granular flow theory is used to describe the solids phase stresses in detail. There 
are two distinct flow regimes in granular flow: a viscous or rapidly shearing regime in 
which stresses arise due to collisional or translational momentum transfer, and a plastic 
or slowly shearing regime in which stresses arise due to Coulomb friction between grains 
in close contact. Two different approaches are used for these regimes: 
if Eg ::; E; 
if Eg > E; 
where Pim and ~m are the pressure and the viscous stress in the mth solids phase for 
the plastic regime, P~m and ~m are the pressure and the viscous stress for the viscous 
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regime, and c; is a critical packing number, usually set to the void fraction at minimum 
fluidization. 
The granular stress equation based on kinetic theory [43] is applied to the viscous 
regime. The granular pressure and stresses are given by 
P v }·' 2 e sm = 11m€sm - m (3.18) 
(3.19) 
where 0m is the granular temperature and A~m is the second coefficient of viscosity, 
The shear viscosity factor µ~m is 
The strain rate tensor, Dsm, is given by 
D 1 [ ... ( ... )T] sm = 2 \lVsm + \lVsm 
and Kim, K2m and K3m are constants. 
In the plastic flow regime, frictional flow theory [44] provides an arbitrary function 
that allows a certain amount of compressibility in the solids phase where 
PP - P* sm - Esm (3.20) 
and P* is expressed by an empirical power law 
for values of A = 1025 and n = 10. 
The solids stress tensor is calculated only for solid phase-1 using the formulation [45] 
=;;;p 2 P D 7 sl = µsl sl (3.21) 
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3.1.2.6 Gas-Solids Heat Transfer 
The heat transfer between the gas and solids phases is a function of a temperature 
difference 
(3.22) 
where /gm is the heat transfer coefficient between the gas phase and the mth solids phase. 
The heat transfer coefficient /gm [46] is corrected from the coefficient /gm by adding the 
influence of the interphase mass transfer, 
/gm = (C R / o ) e pg Om 'Ygm _ 1 
and the coefficient /gm is 
o 6kglsmNUm 
lgm = d2 
pm 
The correlation is applicable for a porosity range of 0.35-1.0 and a Reynolds number up 
to 105 • 
3.1.2.7 Conductive Heat Flux in Gas and Solids Phase 
The conductive heat fluxes for both the gas and solids phases are described according 
to Fourier's law 
(3.23) 
(3.24) 
where kg and ksm are the thermal conductivity for gas and particle phases, respectively. 
The particle thermal conductivity [47] has the form 
ksm [<I>kRkm + (1 - <f>k)Arm] 
kg y'I - t.g 
where <I>k is the contact area function with the value 7.26 x 10-3 and Rkm and Arm are 
constants. 
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3.1.2.8 Heat of Reaction 
The heat of reaction accounts for the difference in temperatures between phases by 
partitioning reaction processes between each phase. Partitioning of the heat is arbitrary 
since the averaging required to derive the hydrodynamic equations does not contain any 
information regarding the gas-solids interface. The actual chemical reactions occur in 
an interface region. However, the partitioning of the heats of reaction must be based on 
physical arguments. For example, to partition the heat of the coal combustion reaction 
C + 0 2 -+ C02 , the heat of reaction for the step C + ~02 -+CO is assigned to the solids 
phase (l::.Hrsl in Eq. (3.6)) and the heat of reaction for the step CO+ ~02 -+ C02 is 
assigned to the gas phase (l::.Hrg in Eq. (3.5)) . 
3.1.2.9 Granular Energy Equations 
The constitutive relation for granular flow is based on kinetic theory of smooth, 
slightly inelastic, spherical particles. The relationship contains the granular tempera-
ture E>m which is proportional to the granular energy of the continuum. The granular 
temperature is introduced as a measure of the particle velocity fluctuations 
3 1 .... 2 -E> = -(C ) 2 m 2 m 
where Cm is the fluctuating component of the instantaneous velocity Cm of the mth solids 
phase 
The transport of granular energy is 
25 
where /em is the rate of granular energy dissipation due to inelastic collisions of the 
form [5] 
and ifem is the diffusive flux of granular energy 
The term <I> gm is the transfer of granular energy between the gas phase and the m th 
solids phase, and <I>1m accounts for the transfer of granular energy between the mth and 
zth solids phases. The formulation for granular energy transfer [48] is 
and <I>1m is ignored by setting <I>1m = 0. 
In this research, the granular temperature 0m is calculated using an algebraic ex-
pression by assuming that the granular energy is dissipated locally and the convection 
and diffusion contributions are neglected. The simplification is a reasonable assumption 
in the case of fluidized-bed modeling and reduces the computational effort by about 20% 
according to Wachem, Schouten and Bleek [16]. The algebraic granular energy equation 
used is 
Kfmtr2 (Dsm)E~m + 4!{4mEsm[K2mlr2(Dsm) + 2K3mtr(Dsm 2 )]} 
2Esmli·4m 
(3.26) 
3.1.3 Initial and Boundary Conditions 
3.1.3.1 Initial conditions 
The initial values of all field variables must be specified for the entire computational 
domain. However, the initial conditions are usually not of interest, and the solution 
2 
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is governed by the boundary conditions. Therefore, the initial conditions need only be 
accurate enough to initiate convergence of the equations. 
3.1.3.2 Boundary Conditions 
Two types of inflow boundary conditions are possible, constant pressure or constant 
mass flux. Specifying constant pressure is the most common condition for the fluid 
outflow boundary. At impermeable walls, the normal velocities are set to zero. The 
condition for the tangential components is specified either as a non-slip or as a free-slip 
condition. 
3.2 Numerical Formulation 
A finite volume approach is used for the numerical discretization of the equations 
for multiphase flows. The approach has an advantage to ensure the conservation laws 
for mass, momentum and energy. The conservative property of finite volume methods 
is more attractive, especially if a fine grid is too computationally expensive. Thus, even 
for coarse grids, the solutions hold the integral balances [26]. 
3.2.1 A Staggered Grid 
A staggered grid is used for discretizing the partial differential equations. Scalars such 
as pressure, void fraction, temperature, and mass fraction are stored at the cell centers 
and the velocity components are stored at the cell surfaces. If all variables such as 
velocity and pressure are stored on the same grid points, the pressures for two alternate 
grid points appear in the momentum equations. Thus the zigzag pressure field for a 
one-dimensional domain and checkerboard pressure field for a two-dimensional domain 
develop as an acceptable solution. More complex results exist for three-dimensional case 
and a similar situation appears for the velocity components from continuity equations 
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[26]. If a staggered grid is used, unphysical pressure and velocity fields will not occur 
since two neighboring grid points appear in the momentum equations. 
3.2.2 Discretization 
3.2.2.1 Discretization of the governing equations 
The discretization of the governing equations is discussed using the transport equa-
tion for a scalar variable <I> 
(3.27) 
where m = 0 denotes the gas phase, m = 1 to M denotes the solids phases, r <t> is the 
diffusion coefficient for <I> and Rq, is the source term. 
Equation (3.27) has all the features of the equations for multiphase flow except the 
interphase transfer term. The interphase transfer term is important in the multiphase 
flow equations and is discussed in §3.2.2.2. The equation is integrated over a control vol-
ume. Figure 3.1 shows a computational cell and the nomenclature of discretization [49]. 
The point P is at the center of the control volume and its neighboring points are referred 
to as E, W, N, S, T, B. The half-node positions are referred to as e, w, n, s, t, b. 
A one-dimensional scalar equation is used as an example for discretization. Convection-
diffusion terms have the following form in the x-direction 
pu a<I> - ~ (r a<I>) ax ax ax (3.28) 
Equation (3.28) is integrated over a control volume dV shown in Fig. 3.2. 
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Figure 3.1 Computational cell for the scalar equations 
x 
With assumption of the piecewise-linear profile between the grids, the diffusive flux, for 
example, at the east-face becomes 
(3.30) 
with second order accuracy. Other fluxes have a similar form. 
Higher-order schemes for discretizing convection terms are used to prevent numerical 
diffusion which typically occurs with first-order schemes such as the upwind method. 
First-order schemes lead to pointed bubble shapes in simulations of bubbling fluidized 
beds [50]. However, high-order schemes tend to be deficient due to oscillations when 
discontinuities are encountered. Total variation diminishing (TVD) schemes in the high-
order methods can help avoid oscillations. Such schemes use a limiter on the dependent 
29 
· Control Volume 
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Figure 3.2 Nomenclature for the discretization in the x-direction 
variables [51]. The value of <I>e at the east face is an example of TVD schemes and it 
has the form 
(3.31) 
where (e = 1 - ~e· 
The convection weighting factor ~e in Eq. (3.31) is calculated from the down-wind 
factor dw f e. 
If Ue 2: 0 
If Ue < Q 
<I>e = dwfe<I>P + (1 - dwfe)<I>E 
~e = 1 - dwfe 
The down-wind factor dwfe is calculated using the superbee method which can be applied 
to explicit conservative convection and diffusion schemes of any order of accuracy [52] 
dwfe = ~ max[O, min(l, 20), min(2, B)] 
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Figure 3.3 Node locations for the TVD scheme 
where e = <I>c / ( i - <I>c) and <I>c is 
If Ue 2:: 0 
If Ue < 0 
- <l>p - <I>w 
<I>c = ---
<I> E - <l>w 
- <l>E - <PEE <I>c = ----
<l>p - <PEE 
The locations of <I>E, <I>w, <l>p and <PEE are shown in Fig. 3.3. 
The transient term in discretized form is 
where the superscript 0 indicates previous time step values. 
Source terms are usually nonlinear and are first linearized as 
Then, the integration of the source term gives 
For the stability of the iteration, R~ 2:: 0. 
EE 
(3.32) 
(3.33) 
(3.34) 
All scalar equations may be arranged to get the following linear equation for <I> 
ap<l>p = Lanb<I>nb + b 
nb 
(3.35) 
where b is a source term. Equation (3.35) should be subtracted by the discretized 
continuity equation, multiplied by <I> [26]. 
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3.2.2.2 Interphase Phase Transfer Terms 
The presence of interphase transfer terms is a feature of multiphase flow equations. 
The continuity equations for multiphase flows have a source term for interphase mass 
transfer 2.::: Rim and can be discretized as 
M 
<l>p L Rim= <l>p(Rim) - <l>p(-Rim) 
l=O 
where l = 0 indicates gas phase and 
(R) = { 
0, 
R, 
if R ~ 0 
if R > 0 
(3.36) 
The first term on the right side of Eq. (3.36) is substituted in the source term b of Eq. 
(3.35). The second term in Eq. (3.36) is substituted in ap of Eq. (3.35). 
The interphase momentum and energy transfer terms 2.::: Fim( ui -um) and 2.::: /im(Ti-
T m) strongly couple the components of velocity and temperature amongst the phases. 
These terms should be made fully implicit for solving the equations. However, the 
equations for each velocity component must be solved together, which leads to a non-
standard matrix structure. The partial elimination of interphase coupling [50) is used 
for decoupling the equations. 
3.2.2.3 Boundary Conditions 
Periodic boundary conditions also referred to as cyclic conditions, are specified for 
the azimuthal direction in cylindrical coordinates. Rotationally (without pressure drop) 
or translationally (with pressure drop) cyclic boundary conditions may be specified at 
any of the boundaries. 
The free-slip condition in Fig. 3.4 is 
(V)ghostcell = (V)nearwallce// 
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Figure 3.4 Free-slip wall boundary condition 
so that the gradient of the velocity at the wall is zero. The boundary condition becomes 
V(i,j + ~,k)- V(i-1,j + ~,k) = 0 (3.37) 
The no-slip condition in Fig. 3.5 is set as 
(V)ghostcell = -(V)nearwallcell 
so that the velocity at the wall is zero. The boundary condition becomes 
V(i,j + ~,k) + V(i-1,j + ~,k) = 0 (3.38) 
3.2.3 Modified SIMPLE Method 
The semi-implicit method for pressure-linked equations (SIMPLE) was developed for 
the calculation of the single flow field and it has served well [26]. Here, an extension 
of SIMPLE is used to solve the discretized equations. However, the method requires 
modifications for multiphase flows due to more field variables and more equations. 
The SIMPLE algorithm derives the pressure correction equation to handle the pres-
sure terms in the momentum equations. These pressure terms are not expressed ex-
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Figure 3.5 No-slip wall boundary condition 
plicitly using an equation. Velocities solved from the momentum equations with the 
correct pressure satisfy the continuity equations. Similar procedures can be applied to 
multiphase flows using solids pressure corrections. However, the solids volume fraction 
correction equation is used instead of solids pressure correction equation since solids 
pressure correction equation requires that 8Ps / Of.s does not vanish when f.s -+ 0. 
In densely packed regions, the solids pressure is an exponentially increasing function 
of the solids volume fraction. A small increase in the solids volume fraction will cause 
a large increase in the solids pressure. For numerical stability, solids volume fraction 
corrections are under relaxed, where 
(3.39) 
and f.p is the volume fraction for the packed region, wlm is an under relaxation factor, 
and f.~ is correction of solids volume fraction with guessed value t:~ 
(3.40) 
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A transient simulation is performed and the results are time-averaged since gas solids 
flows are inherently unstable. Small time step for simulations and under relaxation for 
iteration are chosen for the numerical stability. Further numerical details and parameters 
will be discussed with results in Chapters 4 and 5. 
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CHAPTER 4 PARALLEL IMPLEMENTATION 
DISCUSSION 
Multiphase flow calculations generate three-dimensional time-dependent fields with 
a significant range of time and length scales. A small time step and grid size are chosen 
to capture all flow scales. If chemistry and interphase mass transport calculations are 
added, the simulations become more computationally expensive. With the progress in 
computational power such as memory and high speed processors, a parallel code for mul-
tiprocessors can reduce the computational time drastically. In this chapter, section §4.1 
is an overview of various platforms used in parallel computing. The following section 
discusses two benchmark cases including the geometry and a physical description of the 
problems. Then, parallel versions of MFIX using OpenMP on shared memory paral-
lelization (SMP) machines and message-passing interface (MPI) on distributed memory 
parallelization (DMP) machines are tested on the SGI Origin 2000 and the Alpha Cluster 
platforms to investigate the parallelization performance. 
4.1 Parallel Computer Platforms 
4.1.1 Classification of Parallel Computers 
According to the Flynn classification [53], four types of computer architectures exist: 
single instruction and single data (SISD), multiple instruction and single data (MISD), 
single instruction and multiple data (SIMD), and multiple instruction and multiple data 
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Figure 4.1 The schematic diagram of shared memory machines 
(MIMD). The SISD machine is a non-parallel computer, such as PC machine. The 
MISD machine is a theoretical machine and does not exist. The SIMD machine uses the 
processors to issue a single instruction to different data in one clock step. The parallel 
computers in use today are MIMD machines which have different structures introduced 
as follows. 
4.1.1.1 Shared Memory Parallelization Machines 
The feature of shared memory parallelization (SMP) machines is that all processors 
access the same memory address. Figure 4.1 shows the basic schematic diagram of 
shared memory machines. The processors obtain and store data into a common memory 
using the bus which is a main transmission path between processor and memory. Central 
processing units (CPUs) indicate processors in Fig. 4.1. 
The programming language used for shared memory machines is OpenMP. Program-
ming SMP machines is relatively easy due to the advantage of common memory. How-
ever, there are some disadvantages for SMP machines. First, the bus becomes saturated 
when the number of processors increases. Usually, no more than ten processors can be 
used in this kind of structure. When two processors attempt to write simultaneously 
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Figure 4.2 The schematic diagram of distributed memory machines 
to the same location, one processor must wait until the other completes, which makes 
performance poor. Other disadvantages such as false sharing are not described in detail. 
4.1.1.2 Distributed Memory Parallelization Machines 
Most parallel computers used are distributed memory parallelization (DMP) ma-
chines. For DMP machines, memory is associated with each processor and there is a 
high speed network connecting all memories. Figure 4.2 is the structure of a distributed 
memory machine. 
Message-passing interface (MPI) is the programming language for a DMP machine. 
The same program executes on all processors. Each processor has to send and receive 
data from other processors which forms a part of the communication network. Many 
processors can be added to form DMP machines, however, the major challenge is to 
distribute data among processors for efficient execution. Keeping the load balanced 
when running is an important factor. 
4.1.1.3 Hybrid Machines 
Hybrid machines are also called distributed shared machines (DSM) and are a com-
bination of SMP and DMP machines. The machines are comprised of nodes. Each 
38 
Network 
I 
Memory Memory 
I I 
I I I 
CPU CPU . . . . . . CPU CPU CPU ...... CPU 
Node O Node 1 
Figure 4.3 The schematic diagram of hybrid machines 
node has several processors sharing a common memory. The nodes are connected with 
high-speed communication for transferring data between nodes. Thus these nodes form 
a DMP machine. DSM machines are represented in Fig. 4.3. There are two ways to 
program hybrid machines: (1) use MPI for all the processors, and (2) use MPI between 
nodes and use OpenMP within each node. 
4.1.1.4 Virtual Shared Memory Machines 
Virtual shared memory computers can surpass the bus saturation problem existing 
in the bus-based shared memory machines discussed in §4.1.1.1 by using the architecture 
shown in Fig. 4.4. Each node is associated with one memory and a common address 
space is used for all memory. High speed connection is also needed for virtual shared 
computers. Virtual shared memory machines have the advantage of SMP machines in 
that they are easy to program using OpenMP for the common memory address, and the 
advantage of DMP machines in that they can use many processors. Moreover, MPI can 
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Figure 4.4 The schematic diagram of virtual shared memory machines 
be used to program virtual shared memory machines. 
4.1.2 Testing Parallel Computer Platforms 
In this research, two different kinds of computer platforms are used to test parallel 
implementation efficiency: the SGI Origin 2000 and the Alpha Cluster. 
The SGI Origin 2000 [54] of the High Performance Computing (HPC) Center of Iowa 
State University is a virtual shared memory computer, which is configured with node 
cards. Each node card contains 2 CPUs, a memory and a network interface card. The 
peak rate of the network communication is 130 MB/s. Each CPU is a MIPS R12000 
processor running at 300 MHz, and has separate on-chip 32 kB data and instruction 
caches, and an 8 MB off-chip unified cache. Each pair of CPUs share 2 GB of memory, 
yielding the system a total of 16 Gbytes. For shared memory parallel program, off-node 
memory has to be used if data storage is large, and is slower than on-node memory. Both 
the shared memory parallel version and distributed memory parallel version of MFIX 
are tested on the SGI Origin 2000. 
The Alpha Cluster [55] of the Scalable Computing Laboratory (SCL) at the Ames 
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Laboratory located in Iowa State University is made up of Compaq XPlOOO workstations. 
The cluster has 24 nodes with 667 MHz, 21264 Alpha processor and 1 GB RAM. Myrinet 
is used for high-speed communications (1280 Mbits/sec). The nodes have a 83 MHz 256 
bit wide memory bus and a 64 bit, 66 MHz peripheral component interconnection (PCI) 
bus to provide high speed I/O for the single fast processor. The distributed memory 
parallel version of MFIX is tested on the Alpha Cluster. 
4.2 Benchmark Cases 
4.2.1 Silane Pyrolysis 
Silane pyrolysis is an example of chemical vapor deposition (CVD). CVD allows the 
particle and the gas phase to come into contact and coat each particle with a thin layer 
of new material, thereby, changing the original surface condition. A fluidized bed is used 
for silane pyrolysis due to isothermal and thoroughly mixed properties. Two applications 
of silane pyrolysis in industry are: protecting either the particles or surfaces immersed 
in a fluidized bed, and producing ultrapure silicon for microelectronic and photovoltaic 
uses. The experimental and theoretical study for silane pyrolysis in a fluidized bed was 
performed by Caussat et al. [56, 57]. Guenther et al. [58] numerically simulated the 
experiment using MFIX and the results showed excellent agreement with experiments. 
Detailed chemical reactions for the simulation are considered. First, a reversible, 
homogeneous reaction occurs 
The highly reactive SiH2. undergoes a homogeneous reaction to form Si2 H6 
Then heterogeneous decomposition of SiH4 and SiH2 is described by the irreversible 
reaction 
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Figure 4.5 The domain for fluidized bed pyrolysis of silane 
SiH4 ---+ Si(s) + 2H2 
SiH2 ---+ Si(s) + H 2 
There are five gaseous species (SiH4 , H2 , Si 2 H6 , SiH2 and N2 ) and two solids species 
(A/20 3 and Si) in the reactions. 
Figure 4.5 shows the geometry of a silane pyrolysis reactor. The solids particles in the 
bed are alumina (A/20 3 ) with density 3.9 g/cm3 and diameter 8.2 x 10-3 cm. A mixture 
of SiH4 and N2 enters from the bottom of the bed with a velocity 7.89 cm/s. The 
outlet boundary condition is set to a constant pressure of 1.0 x 105 Pa. The temperature 
inside the bed and at the boundary is 882.45 K. At center line, the free-slip boundary 
conditions are set for both gas and solids phases, while no-slip boundary conditions are 
set at the wall. The initial height of the bed is 33.2 cm and the minimum void fraction in 
the bed is 0.5246. A cylindrical coordinate system is used for silane pyrolysis simulation. 
The radial direction is discretized into 32 cells (I-dimension); the axial direction, 192 
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cells (J-dimension) ; and azimuthal direction, 24 cells (K-dimension). The total number 
of cells is 142848. 
Different equations of silane pyrolysis are solved for testing the efficiency of paral-
lelization. In case 1, the continuity, momentum and species equations are solved. In case 
2, the continuity, momentum, species equations and chemistry calculation are solved. In 
both cases, mass transfer is not considered in the solution. 
4.2.2 Ozone Decomposition 
In this case, one chemical reaction occurs, where ozone decomposes into oxygen 
The reactor vessel in the ozone decomposition case is a cylinder, 22.9 cm in diameter and 
30 cm high, as shown in Fig. 4.6. The solids particles of iron oxide catalyst initially rest 
11.5 cm high in the bed with a density 2.65 g/cm3 and 12 µmin diameter. A mixture 
of 0 3 and N2 enters at the bottom with a velocity of 8 cm/s and meets the catalyst to 
react. The minimum void fraction of the bed is 0.48. The temperature in the bed and 
at the boundary is 297 K. At center line, the free-slip boundary conditions are set for 
both gas and solids phases, while no-slip boundary conditions are set at the wall. 
In the simulation, a cylindrical coordinate system is used. The radial direction has 76 
cells (I-dimension); the axial direction, 112 cells (J-dimension); and azimuthal direction, 
16 cells (K-dimension). The total number of cells is 136192. For convenience, this case 
is called case 3 in this research. 
4.2.3 Summary 
All three cases used in this work are summarized in Table 4.1. Cases 1 and 2 are 
silane pyrolysis cases with four chemical reactions each and the total number of cells 
used in the computation are 142848. Case 3 is the ozone decomposition case with just 
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Figure 4.6 Geometry of a reactor for ozone decomposition 
one chemical reaction and a total of 136192 cells for computation. Cases 1 and 2 are 
used to test the suitability of increasing the load per processor in the calculations and 
parallelization in different directions. Case 3 is used for comparing the parallelization 
performance on different computer platforms. The two silane pyrolysis cases are run 
up to 0.005 s, while the ozone decomposition case is run up to 0.05 s. The reason for 
choosing these times is that the CPU time per processor for computation should be at 
least 1 hour while using the maximum number of processors, such as 16 processors on 
the Alpha Cluster and 8 processors on the SGI Origin 2000. Thus, all processors are 
involved in the computation. 
4.3 Parallelization Using DMP Version of MFIX (MPI) 
A distributed memory parallel version of MFIX using MPI is tested on both Alpha 
Cluster and SGI Origin 2000 platforms for cases 1, 2 and 3. The DMP version uses 
domain decomposition across the "I" and "K" dimensions. The code does not allow 
decomposition across a dimension with periodic boundary conditions. Although one 
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Cases Reaction Cells Time (s) Equations solved 
Case 1 silane pyrolysis 142848 0.005 continuity 
momentum 
species 
Case 2 silane pyrolysis 142848 0.005 continuity 
momentum 
species 
chemistry 
Case 3 ozone decomposition 136192 0.05 continuity 
momentum 
species 
chemistry 
mass transfer 
Table 4.1 Summary of simulation cases 
extra ghost layer is normally sufficient for domain decomposition, two ghost layers are 
employed across all processors in MFIX for high order schemes in the parallel imple-
mentation. Thus, a small amount of redundant computation is performed for the ghost 
region. The benchmark case for silane pyrolysis is simulated for detailed kinetics (§4.2.1 ). 
Ozone decomposition case is also tested (§4.2.2). 
4.3.1 Influence of Parallelization Directions (Silane Pyrolysis) 
MFIX provides three methods to decompose the computational domain: (1) paral-
lelization in I direction only, (2) parallelization in K direction only, (3) parallelization in 
both I and K direction. Case 1 ( silane pyrolysis) is used to investigate the performance 
of different parallelization directions on the Alpha Cluster. The assignments of proces-
sors are shown in Tables 4.2, 4.3, and 4.4 for each parallelization direction. Speed-up is 
defined by the formulation 
Ti Speed-up( n) = -
Tn 
where Speed-up( n) is the speed-up achieved with n processors, T1 is CPU time using 1 
processor and Tn is CPU time per processor when n processors are used. In Fig. 4.7, 
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processors I J K 
1 1 1 1 
2 2 1 1 
4 4 1 1 
8 8 1 1 
16 16 1 1 
Table 4.2 Parallelization in the I-dimension for silane pyrolysis (case 1) on 
the Alpha Cluster 
processors I J K 
1 1 1 1 
2 1 1 2 
4 1 1 4 
8 1 1 8 
16 1 1 16 
Table 4.3 Parallelization in the K-dimension for silane pyrolysis (case 1) on 
the Alpha Cluster 
processors I J K 
1 1 1 1 
2 2 1 1 
4 2 1 2 
8 4 1 2 
16 4 1 4 
Table 4.4 Parallelization in both I- and K-dimensions for silane pyrolysis 
(case 1) on the Alpha Cluster 
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8 
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Figure 4. 7 Sample speed-up curve for a sample problem of fixed (cell) size 
the solid line represents the ideal case which is a theoretical result. There is no time 
spent on communication between processors in an ideal case. Usually, CPU time for 
communication increases as the number of processors increase. A typical speed-up curve 
for a fixed size problem is shown as a dashed line in Fig. 4.7. The speed-up increases as 
the number of processors increases, until a saturation point is reached. After this point, 
this problem can not be run any faster because losses to parallel communications are 
larger than the gains from adding additional processors. 
Figure 4.8 demonstrates parallelization performance for the silane pyrolysis case (case 
1). Speed-up is observed for parallelization in the I-dimension when using up to 8 
processors. However, the CPU time per processor increases and speed-up decreases when 
more than 8 processors are employed. The speed-up is even worse when parallelization 
is only in the K-dimension. The CPU time per processor is very large for 16 processors 
and hence not shown on the plot. The implication is that the number of cells per 
calculation is insufficient for each processor. Parallelization in both I- and K-dimensions 
-
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Figure 4.8 Speed-up and CPU time used for silane pyrolysis (case 1) on 
32 x 192 x 24 cells for parallelization in different directions on 
the Alpha Cluster (MPI) 
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obtained the best performance. The speed-up is 9 for 16 processors and CPU time per 
processor is less than parallelization in either the I- or K-dimension alone. Moreover, 
the curve has an increasing trend as the number of processors increases. Thus, more 
than 16 processors can be used to reduce the time for calculation, which denotes that 
it is important to have load balancing in each direction. In conclusion, parallelization 
in both I- and K-dimensions should be used to keep the computing load balanced on 
all processors, if possible. More computationally efficient calculations are possible by 
increasing the number of processors used. Thus, the gain of decreasing calculation can 
surpass the high communication cost. 
4.3.2 Influence of Chemistry Calculation (Silane Pyrolysis) 
The results of case 1 and case 2 were compared on both Alpha Cluster and SGI 
Origin 2000 machines. Case 2 includes the chemistry calculation, whereas case 1 does 
not. Therefore, even though the same number of cells are assigned to every processor, 
case 2 requires more calculations per processor. Case 1 and 2 were parallelized in both 
I- and K-dimensions according to the results shown in §4.3.1. Up to 16 processors were 
used on the Alpha Cluster and 8 processors on the SGI Origin 2000. 
Figures 4.9 and 4.10 show the results for the speed-up and CPU time per processor 
for case 1 and case 2 on Alpha Cluster and SGI Origin 2000 machines, respectively. The 
performance of case 1 is much better than case 2 and near the ideal case as shown in 
Figs. 4.9 and 4.10. MFIX obtained a speedup of about 9 on 16 processors for case 1 and 
6 for case 2 on the Alpha Cluster. On the SGI, speedup of about 5 on 8 processors for 
case 1 and 4 for case 2 are observed. Usually, increasing the number of calculations will 
improve the performance, such as the addition of chemistry, however, results on both 
machines indicate otherwise. The reason is that the chemistry calculation in MFIX 
needs large data transfer between processors for species. 
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4.3.3 Comparisons on Different Platforms (Ozone Decomposition) 
To test the speed-up capabilities of MFIX, ozone decomposition (case 3) was simu-
lated on a variety of computational platforms. The chose of case3 is based on publish 
literature. D' Azevedo et al. [59] tested parallel speed-up for ozone decomposition using 
MFIX on three different platforms: 
1. IBM RS/6000 SP at the Center for Computational Sciences. Each SP node has 2 
GBytes of memory with four 375 Mhz power3-II processors each with 8 MBytes 
of cache. 
2. Compaq AlphaServer SC. Each SC node consists of 2 GBytes of memory with four 
667 Mhz Alpha EV67 processors, and each processors has with 8 MBytes of cache. 
3. Beowulf Linux cluster at National Energy Technology Center. Each node is a 
single-CPU 400 Mhz Intel Pentium-II with 256 MBytes of memory connected by 
switched 100 Mbps ethernet. 
In order to compare with the results above [59] and the Alpha Cluster and SGI 
Origin 2000 (ISU), case 3 is parallelized only in the I-dimension. From Fig. 4.11, MFIX 
obtained a speed-up of about 10 for 16 processors on IBM SP and Compaq SC [59]. On 
Linux cluster [59], the code obtained a speed-up of only about 6 on 16 processors. For 
the Alpha Cluster and the SGI Origin 2000 machines, the speed-up is about 8 on 16 
processors and about 5 on 8 processors, respectively. The poor performance of the Linux 
Cluster [59] and the SGI Origin 2000 suggests that the code of MFIX is communication 
intensive and good parallel performance for DMP depends on a fast communication 
network. Thus, Compaq SC [59], IBM SP [59] and the Alpha Cluster seem to be the 
better machines. 
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Figure 4.11 Speed-up and CPU time used for ozone decomposition (case 3) 
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al. [59] 
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4.4 Parallelization Using SMP Version of MFIX (OpenMP) 
A shared memory parallel version of MFIX, parallelized using OpenMP directives, is 
tested for influence of a chemistry calculation and performance on different platforms. 
According to D' Azevedo et al. [59], over 70% of the overall runtime was consumed 
in the linear solver routines. The do-loops of the most time-consuming routines were 
parallelized with OpenMP directives. 
4.4.1 Influence of Chemistry Calculation (Silane Pyrolysis) 
The speed-up and CPU time per processor for case 1 and case 2 on the SGI Origin 
2000 using OpenMP are shown in Fig. 4.12. Performance is improved by adding the 
chemistry calculation especially with a larger number of processors, such as 8 processors. 
For cases 1 and 2, both speed-up and CPU time were similar for 2 and 4 processors. 
Better performance was observed for case 2 with 8 processors, whereas results of case 1 
showed no improvement. Thus, the chemistry calculation (case 2) exhibits speed-up as 
the number of processors increases. 
4.4.2 Comparison on Different Platforms (Ozone Decomposition) 
Figure 4.13 shows the results on the SGI Origin 2000 compared to the results on the 
SGI PowerChallenge with eight 194 MHz RlOOOO processors by D'Azevedo et al. [59] for 
ozone decomposition (case 3). Case 3 denotes better performance on the SGI Origin 2000 
because the CPU is faster. From Fig. 4.13, a speed-up of 6 for 8 processors is observed. 
Thus, the performance of case 3 is better than cases 1 and 2 in §4.4.1, especially when 
a large number of processors is used. The reason is that there are more cells in the 
I-dimension for case 3 creating more calculations per processor. Therefore, for the SMP 
version of MFIX, choosing the number of processors should depend on the number of 
cells in the I-dimension. 
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4.5 Comparison of Different Platforms at Iowa State 
University 
The results for silane pyrolysis (case 1) are compared on available platforms at Iowa 
State University for future work. For best performance of MPI on the Alpha Cluster 
and the SGI Origin 2000, case 1 should be parallelized in both I- and K-dimensions. 
Figure 4.14 shows the speed-up plot and CPU time plot for case 1: at the Alpha Cluster 
using MPI and the SGI Origin 2000 using MPI and OpenMP. From Fig. 4.14, the 
performance on the Alpha Cluster is the best. The CPU time used per processor is the 
least on the Alpha cluster than on the SGI Origin 2000 using MPI. For the SGI Origin 
2000 using OpenMP, the computational time is the longest and will increase when using 
more than 4 processors. The MPI version of MFIX is faster than the OpenMP version 
if both I- and K-dimensions can be parallelized. If the case uses periodic boundary 
conditions and only parallelizes in I-dimension when using MPI, it is important to keep 
enough cells per processor. If the number of cells is not large enough, the computational 
time per processor will increase as the number of processors increase. 
Since parallelization tests are case sensitive, the results just show some characteristics 
obtained from three cases. When the cases were tested, there were other jobs running 
on the machines at the same time. Therefore, CPU time obtained may differ from one 
run to another. 
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CHAPTER 5 IMPLEMENTATION OF CHEMICAL 
REACTIONS USING IN-SITU ADAPTIVE TABULATION 
A wide range of time scales involved in typical kinetic schemes requires specialized 
treatment of chemical source terms. Available approaches include reduction and storage 
and retrieval (§2.2). In-situ adaptive tabulation (ISAT) is a storage and retrieval strat-
egy, which has been efficiently used to treat complex chemistry [60, 61] and is readily 
adapted to any time-marching CFD code using fractional time stepping. In this chapter, 
the ISAT algorithm is presented in detail in §5.1 [35]. Then ISAT is implemented into 
MFIX to investigate the feasibility of ISAT with a grid-based CFD code. The target 
chemical system is isothermal silane pyrolysis. 
5.1 In-Situ Adaptive Tabulation Applied to Chemical 
Reaction Calculation 
5.1.1 Decoupling Chemical Source Terms from Transport Terms 
In a gas-solids mixture, the thermochemical state can be determined by Ns variables 
such as mass fractions and enthalpy. However, if there are other dependencies existing 
between these variables, the degrees of freedom decrease to D. The composition <I> is 
defined to include D variables, which is a subset of total Ns variables. The transport 
equation for the composition has the form 
~~ = S(<I>) + T(<I>) (5.1) 
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where ~ has components </>1 , </>2 , • • ·, </>n, S(~) and T(~) are the changes in ~ due 
to chemical reactions and transport, respectively. The composition of reactive flows is 
affected by reactions and transport which includes convection and diffusion as shown in 
Eq. (5.1). Therefore, over a small time step c5t, the change of composition when using 
fractional time stepping becomes 
transport, 
~(t) re~n ~(t + Jt) (5.2) 
where ~(t) and ~(t + cSt) are the compositions at time t and t + c5t, respectively. 
When CFD codes use fractional time stepping (e.g. MFIX) for reactive flow calcula-
tions, splitting techniques can be applied so that the different processes can be treated in 
separate fractional steps. In the first fractional time step, the change due to convection 
and diffusion is solved for every node using equations 
d~ =T(~) 
dt (5.3) 
with the initial condition ~(t). The solution of the Eq. (5.3) is denoted as ~'(t + c5t). In 
the next fractional time step, the change due to chemical reactions is solved by 
d~ = S(~) 
dt (5.4) 
with the initial condition ~'(t+cSt). The composition of all nodes are then approximated 
to ~(t + c5t). The overall fractional time stepping is represented as 
~ ( t) transp)ort ~ / ( t + Jt) reactions ~ ( t + Jt) 
Therefore, the chemical source term is decoupled from the transport equation and 
can be treated with efficient numerical methods such as ISAT. Thus the problem state-
ment for solving chemical source terms is based on a given the chemical composition at 
time t to determine the composition at time t + cSt resulting from chemical reactions. 
Equation (5.4) is integrated repetitively for each node at every time step with each new 
set of initial conditions. 
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5.1.2 Overview of ISAT Algorithm 
ISAT has some characteristics to overcome the disadvantages of pre-computed look-
up tables (§2.2.3) [35]. For example, the method can efficiently calculate detailed chem-
istry. The in-situ nature reduces the tabulation to only the accessed region which is 
much smaller than the realizable region in which reactions can occur. An adaptive algo-
rithm is employed to control interpolation errors while minimizing the number of points 
tabulated. Furthermore, the binary-tree tabulation algorithm is used to generate tables 
and access data. These characteristics are introduced in detail as follows. 
5.1.2.1 Linearized Mapping 
A non-linear reaction map is defined by integrating Eq. (5.4) over an arbitrary time 
r5t with an initial condition <P0 
<P(r5t) = R(<Po; r5t) (5.5) 
Thus the reaction mapping is a system of ordinary differential equations (OD Es) 
(5.6) 
with R( <P 0 ; 0) = <P0 . The mapping Jacobian matrix, which represents the sensitivity of 
the reaction mapping to changes in the initial conditions, is defined as 
A(<P . 0 ) = oR( <P 0 ; ot) o, t o<Po 
Differentiating Eq. (5.6) with respect to <Po 
o2R(<P0 ;r5t) oS(R(<Po;ot)) 
oto<Po o<Po 
Substituting Eq. (5.7) into Eq. (5.8) and using the chain rule 
oA(<Po; r5t) 
at 
oS(R(<Po; ot)) oR(<Po; r5t) 
oR(<Po;r5t) o<Po 
(5.7) 
• 
(5.8) 
(5.9) 
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The matrix A of Eq. (5.9) can be expressed by 
(5.10) 
with A(<I>0 ; 0) = I, where I is the identity matrix. The chemical-source-term Jacobian 
matrix J is defined as 
J(<I>) = 8S(<I>) 
a<I> 
Therefore, the values of <I>(iSt) and A(<I>0 ; iSt) can be calculated by integrating Eqs. (5.6) 
and (5.10) with an initial composition <I>0 and the time step ot. This step is referred to 
as direct integration (DI). 
The ISAT contains information ,<I>0 , <I>(iSt) and A(<I>0 ; ot), for each tabulation point. 
For a query point <I>;), <I>q ( ot) is calculated by linear interpolation from a neighboring 
point <I>(ot) 
<I>q(iSt) = <I>(iSt) + A(<I>o; ot)(<I>;)- <I>o) (5.11) 
instead of direct integration 
<I>'J:)[(ot) = R(<I>6; ot) (5.12) 
Thus the error induced by the linear approximation is 
The linearized mapping for a query point <I>6 is shown in Fig. 5.1 with o<I>q = <I>q(ot) -
<I>(iSt) and o<I>6 = <I>6-<I>o. 
5.1.2.2 Ellipsoid of Accuracy and Binary Tree 
The ellipsoid of accuracy (EOA) is used to control the interpolation errors, which 
are stored in a specified number of binary trees. Each leaf of a tree is an EOA. Each call 
for ISAT is referred to as a query. Thus for a given query point <I>6, one of the following 
will occur: 
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Figure 5.1 The linearized mapping used in ISAT 
1. If an EOA containing the query point is found, the linear approximation is re-
turned. This is called retrieve. 
2. If the query is not fulfilled by a retrieve, then a direct integration is performed. 
Based on the value of direct integration, the EOA is grown to include the query 
point if the linear approximation is sufficiently accurate. This outcome is referred 
to as a grow. 
3. If the query is not satisfied by a grow, a new EOA is added. The outcome is 
referred to as an add. 
5.1.2.3 Flow Chart of ISAT Algorithm 
Figure 5.2 shows the key steps in the ISAT algorithm. At the beginning of the 
simulation, the binary tree is empty and thus the first call begins at the point marked 
"FIRST QUERY". Then, all calls to the algorithm begin at the point marked "NEXT 
QUERY". The next step is to check the EOA, as described in the previous section. If 
the query point is outside of the EOA, direct integration is performed and then either 
the EOA grows or a new EOA is created. Otherwise, if the query point is inside the 
NEXT QUERY 
Update Tabulation 
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Figure 5.2 The :flow chart of the key steps in ISAT 
NO 
~ 
Addition 
EOA, linear approximation is returned and the table is updated. For best performance, 
nearly all calls result in a "Retrieve", thereby avoiding direct integration. 
5.2 Implementation of ISAT in MFIX 
5.2.1 Decoupling Chemical Source Terms from Transport Terms in MFIX 
The species equations in MFIX have the form (§3.1.1) 
:t(t:gpgXgn) + v. (t:gpgXgnVg) 
:t(t:smfsmXsmn) + V · (t:smPsmXsmnVsm) 
(3.8) 
Rsmn (3.9) 
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Time marching loop 
Calculate velocities, void fraction and temperature 
Calculate species mass fraction equations 
Go to the next time step 
Figure 5.3 The flow chart of original MFIX 
where R9 n and Rsmn are the chemical source terms for gas and solids phases. The 
change of mass fractions in Eqs. (3.8) and (3.9) are affected by convection and reaction. 
The diffusion terms are omitted in MFIX. For every fractional time step, the solution 
flow chart for original MFIX is shown in Fig. 5.3. During time marching, the velocities 
and solids volume fraction are calculated first. Then the temperature and species mass 
fractions equations are solved. At last, the residuals are checked for convergence. If the 
convergence criterion is satisfied, the simulation goes to the next time step. Otherwise, 
the iterations are continued. 
If splitting techniques are applied to MFIX, the calculation of species mass fractions 
equations becomes 
1. In the first fractional time step, the change due to convection is solved for every 
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node using equations 
:t(f.gpgXgn) + '\J. (f.gpgXgnVg) 
:t(f.smPsmXsmn) + '\J · (f.smPsmXsmnVsm) 
0 (5.13) 
0 (5.14) 
with the initial conditions X9n(t) and Xsmn(t). The solutions of the Eqs. (5.13) 
and (5.14) are x;n(t + ot) and x~mn(t + 8t), respectively. 
2. In the next fractional time step, the change due to the chemical source terms· is 
solved by 
(5.15) 
Rsmn (5.16) 
with the initial condition x;n(t + ot) and x;mn(t + 8t). The mass fractions of all 
nodes are updated to X9n(t + 8t) and Xsmn(t + Ot). 
The chemical reactions for gas and solids phases are isolated from the transport terms. 
Thus the source terms are solved using ISAT and the transport terms are calculated using 
MFIX. The flow chart for MFIX with ISAT is shown in Fig. 5.4. The change in species 
mass fraction and void fraction due to convection is calculated with other equations 
using iterations in the MFIX code. If the equations converge, the change in species 
equations and void fraction due to chemical reactions are computed using ISAT. Then 
the calculation moves to the next time step. 
5.2.2 Benchmark Case 
The target chemical system for implementation of ISAT in MFIX is silane pyrolysis. 
A global chemical reaction instead of detailed chemical reactions is considered. There is 
only one chemical reaction 
SiH4 -t Si( s) + 2H2 
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Time marching loop 
Calculate velocities, void fraction and temperature 
Calculate changed in species mass fraction 
due to convection 
Calculate change in void fraction and species mass 
fraction due to chemcial reaction (using ISAT) 
Go to the next time step 
Figure 5.4 The flow chart of MFIX with ISAT 
with three gaseous species (SiH4 ,H2 and N2 ) and two solids species (Al203 and Si) in 
the simulation. In order to save calculation time, a two-dimensional geometry is used 
shown in Fig. 4.5. The radial direction is discretized into 25 cells (I-dimension) and 
the axial direction into 80 cells (J-dimension), which has been determined to be grid 
independent in two-dimensions [58]. The total number of cells is 2000. The proper-
ties of the gas and solids phases, and initial and boundary conditions are the same as 
silane pyrolysis discussed in §4.2.1. In this simulation, continuity, momentum, species 
equations, chemistry and interphase mass transfer are solved. 
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5.2.3 Chemical Source Terms for Global Silane Pyrolysis 
For every case, the user must provide subroutines to evaluate <I> and its mapping 
Jacobian matrix A. The implementation of these user subroutines for global silane 
pyrolysis is introduced in detail. 
From Eqs. (5.15) and (5.16), the ODEs solved by ISAT for global silane pyrolysis are 
d 
dt ( EgpgXgi) Rg1 ( 5.17) 
d 
dt ( EgpgXg2) Rg2 (5.18) 
d 
di ( EsPsXsl) Rs1 (5.19) 
where Xg 1, Xg2 and Xs1 are the mass fractions for SiH4 , H2 and Si, respectively. The 
mass generation for SiH4 , H2 and Si are represented by Rg1, Rg2 and Rsl· The mass 
fractions for N2 and Al20 3 are expressed using Xg3 and Xs 2 and there is no mass gen-
eration for species N2 and Al20 3 • For gas and solids phases, the mass fractions should 
satisfy the following equations 
1 
1 
(5.20) 
(5.21) 
Thus, Eqs. (5.17)-(5.19) are solved using ISAT to get the values of Xg 1, Xg 2 and Xsl· 
Then Xg3 and Xs 2 are calculated using Eqs. ( 5.20) and ( 5.21 ). 
The mass generation for Rg 1 [62] is 
13 - 26620.0 
Eg x 2.14 x 10 e Tg pgXg 1 
Rg1 = ------------
1+0.5PH2 
where Rg1 has units (g/cm3s) and 
6 0 1-lg 10 - 23-730 x . X D X 2.15 X 10 e g pg gl 
p 
3960 
1 + 0.034PH2 + 7.6 x l0-3 e T9 PsiH4 
pg= (8314.56 x 104 )Tg 
P P 0 1 lo-3X Mwmix H 2 = g X . X g2 ---
Mw92 
(5.22) 
(5.23) 
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PsiH4 = P9 x 0.1 x 10-3 X 9 1 ~mix 
Wgl 
MWmix = ( ) 
max~+~+~ - 1 Mw91 Mw92 Mw93 ' 500 
1 
(5.24) 
where Mw91 ,Mw92 , Mw93 and Mw. 1 are molecular weights of SiH4, H2, N2 and Si. From 
the chemical reaction equation, the mass generations for H2 and Si are 
R 2R Mw9 2 
g2 = - gl~ 
Wgl 
R R Mw.1 
sl = - gl~ 
Wgl 
(5.25) 
(5.26) 
The mass fractions of SiH4, H2 and Si can not be solved directly by Eqs. (5.17)-
(5.19) since mass fractions are multiplied by void fraction and densities on the left side 
of the equations. Therefore, differentiating Eq. (5.17) yields 
Dividing Eq. (5.27) by l 9 p9 and rearranging terms yields 
ax0 1 
at 
The continuity equation for gas is 
R9 1 _ X 9 1 a( l 9 p9 ) 
luPu l9 p9 at 
(5.27) 
(5.28) 
(5.29) 
After substituting Eq. (5.29) into Eq. (5.28), the chemical reaction rate for SiH4 becomes 
(5.30) 
The reaction rate for H2 can be derived using the same procedure shown above 
(5.31) 
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For the solids phase, the continuity equation is 
o( EsPs) _ R 
at - sl (5.32) 
Substituting Eq. (5.32) into Eq. (5.19) yields the solids mass fraction change for Si 
dXs1 = Rs1 _ Xs1 a( EsPs) = Rs1 _ Xs1 Rsi = (1 - Xsi) Rsi 
dt EsPs EsPs at EsPs EsPs EsPs 
(5.33) 
The change in void fraction should be considered since there is interphase transfer 
due to chemical reactions. The equation for void fraction is derived using the solids 
phase continuity equation with a constant solids density Ps· The solids phase continuity 
equation has the form 
d(fsPs) _ R 
dt - sl (5.34) 
Thus dividing Eq. (5.34) by Ps and using the equation fg + f8 = 1 
dfg __ dfs = _ Rsl 
dt - dt Ps 
(5.35) 
In summary, the four equations for mass fractions of SiH4 , H2 , Si and void fraction 
E9 , which are calculated in ISAT, are 
dX9 1 
dt 
dX9 2 
dt 
dXs1 
dt 
dfg 
dt 
(1 - X91) R91 _ X9 1 R92 
lg pg lg pg 
(1 - X 92) R92 _ X 9 2 R91 
lg pg lg pg 
(1 - Xsi)R 
sl fsPs 
Rs1 
Ps 
5.2.4 ISAT User Subroutines 
5.2.4.1 Direct Integration 
(5.36) 
As discussed in §5.1.2, direct integration of Eqs. (5.36) should be provided to ISAT. 
In this research, the Rosen-Brock integrator (available from Numerical Recipes [63]) is 
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used for integration, which is a fourth order method for integrating stiff ODEs with 
monitoring of local truncation error for adjusting step-size. This method is used for 
solving the differential system in autonomous form dy / dt = f (y) and is linearly implicit. 
The functions off (y) and the chemical-source-term Jacobian matrix of 0 f I oy and 0 f I ox 
must be provided by the user for different chemical reactions. 
For global silane pyrolysis, the functions of f(y) are on the right side of the Eqs. (5.36.) 
and of /ox is zero for all variables. The chemical-source-term Jacobian matrix of joy 
includes 4 x 4 elements. The right side ·of Eqs. (5.36) are functions of density p9 
and mixture molecular weight Mwmix which depends on X 9 1, X 9 2 and X 93 as shown in 
Eqs. (5.23) and (5.24). Chain rule is employed while deriving the Eqs. (5.36) for the 
chemical-source-term Jacobian matrix. For example, the derivatives of X 91 becomes 
5.2.4.2 Mapping Jacobian Matrix 
The mapping Jacobian matrix A can be calculated by integrating Eq. (5.10) with 
the initial condition A(O) =I. 
A( <St) = A(O)eJSt (5.37) 
A subroutine computes the matrix exponential of a general full matrix is available in 
Numerical Recipe [63]. The subroutine uses an irreducible rational Pade approximation 
for computing A. 
5.2.4.3 ISAT Control Parameters 
The selection of control parameters are crucial for effective ISAT usage. The following 
is a description of the control parameters. 
1. Scaling: The positive scale factors can be assigned to variables, which can improve 
ISAT performance. However, the elements of the scaled mapping gradient matrix 
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A should not be larger than unity. All scaling factors are set to unity for silane 
pyrolysis since the values of mass fraction and void fraction are between zero and 
unity. 
2. Transformations of variables: Due to the use of linear approximation, ISAT is 
most effective if the chemical-source-term is a linear function of <I>. Thus, a trans-
formation of variables can be considered to reduce the level of non-linearity. No 
transformation of variables is used for this resear.ch. 
3. Error tolerance: The specification of the error tolerance is crucial for ISAT which 
is used to control the interpolation error. Therefore, a smaller value of error 
tolerance will yield better results. However, with lower error tolerance, a larger 
table is generated and the number of retrieves decreases, thus time for calculation 
increases. A larger value of error tolerance generates less accurate results with 
lower CPU time. Different values of error tolerance are used and discussed later 
in this research. 
4. Other parameters: The number of trees used in the tabulation is four for the 
silane case, and maximum allowable table size has been set sufficiently large that 
the limit is never reached. 
5.2.4.4 Flow Chart of Communication between MFIX and ISAT 
The flow chart of ISAT in MFIX is shown in Fig. 5.5. The subroutine react.f passes 
information between MFIX and ISAT, e.g., void fraction, mass fractions, gas pressure, 
etc. The subroutine also sets parameters such as memory, error tolerance, etc. for the 
ISAT calculation. The subroutine usrfg.f returns the calculation of the species mass 
fractions and void fraction to MFIX. The subroutines in Group A directly integrate the · 
equations, while Group B calculates the mapping Jacobian matrix and returns the linear 
interpolation value. 
( 
Linear interpolation 
jacobs.f 
exponential.f 
dgpadm.f 
GroupB 
72 
MFIX (usrl.f) 
f 
react.f 
ISAT libraries 
usrfg.f 
J 
Direct integration 
odeint.f 
stiff.f 
ludcmp.f 
lubksb.f 
derives.f 
jacobn.f 
Group A 
Figure 5.5 The flow chart of ISAT in MFIX 
5.3 Results for ISAT Implementation 
5.3.1 Original MFIX vs MFIX with ISAT(DI) 
The test case is global silane pyrolysis with one chemical reaction (§5.2.2). The 
results of ISAT(DI) show that all calls to ISAT are performed by direct integration. 
No linear interpolation is used for the calculations. The results of direct integration 
are compared with the results of original MFIX to test the feasibility of ISAT with a 
grid-based code (MFIX). The goal is to validate that the ISAT algorithm is properly 
implemented by using direct integration prior to testing the full capabilities of ISAT. 
Instantaneous contour plots of void fraction and mass fractions of SiH4 and H2 are 
shown in Fig. 5.6-5.8. In Fig. 5.6, high void fractions can be seen in the middle of the 
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domain and solids gather at the wall and centerline for both simulations. The mass 
fraction of SiH4 is high near the inlet as observed in Fig. 5. 7. In Fig. 5.8, a higher mass 
fraction of H2 is observed for ISAT(DI) above the bed height near 42 cm. The extent 
of mixing of H2 is the same for both cases. Overall, the comparisons of instantaneous 
data for original MFIX and ISAT(DI) are qualitatively in good agreement. 
Figures 5.9-5.11 show the contour plots of void fraction and mass fractions of SiH4 
and H2 averaged over 10-50 seconds for original MFIX and ISAT(DI). In Fig. 5.9, the 
same bed height is achieved in both simulations and complete mixing of gas-solids are 
observed. The reaction of SiH4 mainly occurs in the lower region of the bed shown in 
Fig. 5.10. In Fig. 5.11, the product H2 is present throughout most of the reactor. Note 
that there is almost no H2 present in the top corner of the reactor, and can be explained 
by examining the gas velocity vectors in Fig. 5.12. The flow of gas in Fig. 5.12 indicates 
a predominantly upward motion, therefore, the gas does not readily reach the upper 
corner of the reactor. Figure 5.13 illustrates that the solids move up the center of the 
domain and fall down near the wall. Due to the two-dimensional simulations, solids fall 
near the centerline, a result of the imposed freeslip centerline boundary condition. 
The detailed comparison of original MFIX and ISAT(DI) is presented using the 
plots of vertical and horizontal sections in the bed. The locations of vertical sections 
are showed in Fig. 5.14, namely (a), (b) and (c) with r=0.7 cm, 1.5 cm and 2.3 cm, 
respectively. Figure 5.15 shows void fractions at these sections averaged over time. The 
bed height is about 42 cm for both methods with a void fraction approximately 0.62 
during fluidization shown in Fig. 5.15. Above the bed height (42 cm), the void fraction 
immediately increases to one because the maximum bed height for solids is achieved. 
The mass fractions of SiH4 and H2 are shown in Figs. 5.16 and 5.17. The value of SiH4 
mass fraction increases toward the wall. This can be seen in Fig. 5.16, where XsiH4 =0.05 
at r=O. 7 cm up to XsiH4 =0.13 at r=2.3 cm. The chemical reactions are mainly confined 
to about 10 cm of the bed height and the mass fraction of SiH4 is almost equal to 
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Figure 5.6 Instantaneous contour plots of void fraction at t = 5 s using (a) 
Original MFIX, (b) ISAT(DI) 
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Figure 5. 7 Instantaneous contour plots mass fraction of SiH4 at t = 5 s 
using (a) Original MFIX, (b) ISAT(DI) 
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Figure 5.8 Instantaneous contour plots mass fraction of H2 at t = 5 s using 
(a) Original MFIX, (b) ISAT(DI) 
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Figure 5.9 Contour plots of void fraction averaged over 10-50 seconds using 
(a) Original MFIX, (b) ISAT(DI) 
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Figure 5.10 Contour plots of mass fraction of SiH4 averaged over 10-50 
seconds using (a) Original MFIX, (b) ISAT(DI) 
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Figure 5.11 Contour plots of mass fraction of H2 averaged over 10-50 sec-
onds using (a) Original MFIX, (b) ISAT(DI) 
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Figure 5.12 Vector plots of gas velocity averaged over 10-50 seconds using 
(a) Original MFIX, (b) ISAT(DI) 
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Figure 5.13 Vector plots of solids velocity averaged over 10-50 seconds using 
(a) Original MFIX, (b) ISAT(DI) 
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Figure 5.14 The three vertical layers 
zero for the rest of the bed. The mass fraction of H 2 increases to about 0.022, then 
remains constant at r=O. 7 cm as seen in Fig. 5.17 (a). However, a decrease of XH2 in 
the expansion part is observed in Figs. 5 .1 7 (b) and ( c). 
Radial void fraction profiles averaged over 10-50 seconds and heights 2-10 cm, 10-20 
cm, 20-30 cm and 30-34 cm are shown in Fig. 5.18. The bubbles, which are indicated 
by a high void fraction, migrate away from the centerline due to the two-dimensional 
simulations. Figure 5.19 shows the mass fractions of SiH4 and H 2 averaged over time 
and a height 2-10 cm, only, since the chemical reaction occurs in the lower region of the 
bed. High mass fraction of SiH4 appearing near the wall (r=2 cm) and constant mass 
fraction of H 2 radially are observed. 
In conclusion, the comparison of original MFIX and ISAT(DI) indicates excellent 
agreement. Therefore, the user subroutines for three species (SiH4 , H2 and Si) and 
void fraction are correctly programmed and ISAT is successfully implemented. 
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Figure 5.15 Axial void fraction plot averaged over 10-50 seconds using orig-
inal MFIX and ISAT(DI) at (a) r = 0.7 cm, (b) r = 1.5 cm 
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Figure 5.16 Axial mass fraction plot of SiH4 averaged over 10-50 seconds 
using original MFIX and ISAT(DI) at (a) r = 0.7 cm, (b) 
r = 1.5 cm and ( c) r = 2.3 cm 
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Figure 5.19 Radial mass fraction of (a) SiH4 and (b) H2 averaged over time 
10-50 seconds and the height 2-10 cm using original MFIX and 
ISAT(DI) 
5.3.2 ISAT vs ISAT(DI) 
The results using ISAT are obtained with three error tolerances, E=l0-4 , E=0.5 x 
10-4 and E=l0-5 . All ISAT simulations begin with an empty ISAT table. The goal of 
comparing ISAT results with the results of ISAT(DI) is to test the capabilities of ISAT. 
The following discussion compares results oflSAT(DI), ISAT(E=l0-4 ), ISAT(E=0.5x 
10-4 ) and ISAT(E=l0-5 ) at r=l.5 cm averaged over 10-50 seconds. Figure 5.20 shows 
plots of axial void fraction, and axial mass fractions of SiH4 and H2 • Based on Fig. 5.20, 
the large error tolerances deviate from the ISAT(DI) solution where gradients in the 
quantities are large. ISAT with smallest error tolerance (10-5 ) indicates tight agreement 
with direct integration and the curves are virtually indistinguishable. Similar trends are 
observed for radial void fraction profiles averaged over heights 2-10 cm, 10-20 cm, 20-30 
cm, 30-34 cm, as shown in Fig. 5.21. Figure 5.22 shows the mass fractions of SiH4 and 
H2 averaged over time and height 2-10 cm. Obvious differences between ISAT(DI) and 
ISAT are observed for the error tolerance of 10-4 since the large error tolerance is used. 
Overall results also compare well for error tolerance of 0.5 x 10-4 except for the radial 
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Original MFIX DI E=0.5 x 10-4 
Time Step 1.61 x 10-3 1.26 x 10-3 7.85 x 10-4 9.06 x 10-4 1.15 x 10-3 
Total CPU (s) 108098 133649 170475 149093 135733 
Table 5.1 The time steps averaged over 10-50 seconds and overall CPU 
time for 50 seconds 
mass fraction of SiH4 where the difference between ISAT and ISAT(DI) is large. 
The time steps averaged over 10-50 seconds and overall CPU time are shown in 
Table 5.1. Original MFIX uses less time than ISAT(DI) and ISAT as seen from the total 
CPU time. However, ISAT calculations with error tolerances yield an interesting trend. 
Very small time steps were needed to help the solution converge, because results with 
E=l0-4 and E=0.5x10-4 did not compare well with ISAT(DI), as noted previously. The 
table also shows that ISAT(DI) and ISAT(E=l0-5 ) have similar time steps and CPU 
time. The reason is that ISAT calculations change void fraction and mass fractions 
causing MFIX to reduce time steps for convergence which can be seen in Table 5.1. 
Moreover, the computation for chemistry is a very small part of the overall calculation 
due to only one chemical reaction. Therefore, the gain of reducing computational time 
for chemistry is less than the loss of increasing calculation time due to smaller time 
steps. 
ISAT performance results are summarized in Table 5.2. The ratio of CPU time 
between ISAT and ISAT(DI), T1sAr/TD1, is compared for different error tolerances for 
the chemistry calculation. ISAT(E=l0-5 ) reduces the computational time by about 
20% for chemistry and the time for calculation reduces drastically for an error tolerance 
0.5 x 10-4 . However, the computational time for E=10-4 increases since a large number 
of queries (9.5 x 106 ) exist. The higher table usage can be observed for E=l0-4 and 
E=0.5 x 10-4 since the percentage of time spent on retrieves is more than 90%. The 
total number of queries becomes larger with increasing error tolerance because the time 
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E=l0-4 E=0.5 x 10-4 E=10-s 
T1sAr/Tn1 0.5 0.2 0.8 
Percentage of time % % % 
Retrieves 99.7 92 60 
Grows 0.3 6 28 
Adds 0.01 2 12 
Number of queries 9.5 x 106 6.5 x 106 5.9 x 106 
Table 5.2 The summary of ISAT performance for chemistry calculation 
steps reduce as shown in Table 5.1. 
Since fluidized beds are highly non-homogeneous systems they are very difficult for 
tabulation. The benefit of tabulation is from table reuse. The query of table for a time 
step uses the table points generated from previous time steps which requires computa-
tional cells have similar compositions. ISAT needs a small tolerance to keep agreement 
with direct integration. The higher tolerance (E=0.5 x 10-4) may be satisfactory for 
parametric studies and initial screenings. 
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Figure 5.20 Axial void fraction, mass fractions of SiH4 and H2 aver-
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Figure 5.21 Radial void fraction averaged over time 10-50 seconds and the 
height (a)2-10 cm, (b) 10-20 cm, (c) 20-30 cm and (d) 30-34 
cm using ISAT(DI), ISAT(E=l0-5 ) and ISAT(E=0.5 x 10-4 ) 
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CHAPTER 6 CONCLUSION 
In this research, in-situ adaptive tabulation (ISAT) method which can treat complex 
chemistry efficiently is implemented into a grid-based CFD code (MFIX). MFIX uses 
fractional time stepping and can solve dense and dilute multiphase flows. The test case 
is the isotherm global silane pyrolysis in a fluidized bed with one chemical reaction. 
With splitting techniques, the chemical source terms were separated from the transport 
terms. Thus, the change in void fraction and mass fractions due to transport terms are 
solved using MFIX while the change due to chemistry is solved using ISAT. The results 
obtained by the simulations are first used to investigate the feasibility of ISAT with a 
grid-based CFD code. Then, all capabilities of ISAT are tested. All results reported 
have been obtained using one processor. 
The comparison of results using original MFIX and ISAT(DI) show excellent agree-
ment. It proves that ISAT subroutines have been successfully implemented and can be 
used to solve the chemical source terms. After implementation of ISAT, the chemistry is 
separated from the transport terms in MFIX. This overcomes the difficulties of original 
MFIX with complex chemistry which can induce the code to diverge due to a wide range 
of time scales for chemical reactions. 
The silane pyrolysis reactor is a fluidized bed which is a highly non-homogeneous 
system and a challenge for composition tabulation. A small error tolerance is used to 
maintain high agreement between ISAT(DI) and ISAT. The speed-up of ISAT compared 
to ISAT(DI) for chemical source terms is observed in the simulation. Even for a small 
tolerance 10-5 , the computational time for ISAT reduces by 20% with one chemical 
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reaction. It can be expected that the gain of ISAT will be higher with more complex 
chemistry. 
A part from the mainstream of this research, the shared memory parallel and dis-
tributed memory parallel versions of MFIX are tested on the SGI Origin 2000 and the 
Alpha Cluster. The investigation of the results includes the influence of parallelizing 
in different directions, the influence of adding chemistry and comparisons of available 
parallel machines at ISU. This forms the basis for future simulations. The results show 
that parallelization in both I- and K-dimensions can improve the performance compared 
to parallelization only in I- or K-dimension for DMP version of MFIX. Thus paralleliza-
tion in both dimensions is recommended whenever possible. Adding chemistry reduces 
the speed-up for both machines due to large data transfer of species during calculation. 
Moreover, enough calculation should be kept for each processor and it is not always 
better to use a large number of processors for both SMP and DMP versions. 
Suggestions pertaining to the future extension of this work are to (1) investigate the · 
effect of time step for solving ISAT, (2) simulate non-isothermal (temperature depen-
dent) cases, (3) simulate more complex chemistry such as a coal gasification reactor, ( 4) 
investigate ISAT performance with distributed memory parallelization using multiple 
tables. 
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