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Abstract
We provide a new and simpler proof of the following result by J.P. Milaszewicz and L.P.
Moledo [Linear Algebra Appl. 195 (1993) 1]. Consider the equation Ax = y, with A a non-
singular M-matrix. Suppose that yK /= 0 for each nucleus K, and that xi > 0 whenever yi < 0.
Then x has only positive coordinates. The same method is used to prove their results on bounds
for the solutions. Moreover, the conditions are weakened. © 2002 Elsevier Science Inc. All
rights reserved.
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1. Introduction
A Minkowski matrix (M-matrix) is a square matrix that can be expressed in the
form A = sI − T , with s > 0, T  0 and s  r . Here r is the spectral radius of T,
and T  0 means that T = (tij ) is a non-negative matrix: tij  0 for all i and j. Many
properties of M-matrices are given in [1].
For a vector y and a subset I ⊂ {1, . . . , n}, yI is the subvector whose indices are
in I . Moreover, yI  0 means yi  0 for all i ∈ I , yI > 0 means yI  0 and yI /= 0,
whereas yI  0 means yi > 0 for all i ∈ I .
Throughout this paper, we let A = (aij ) denote a non-singular M-matrix of order
n. A non-singular M-matrix has s > r . Let Ax = y. A well-known result on non-
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singular M-matrices is that for any y  0 the solution x satisfies x  0. In [5] it is
shown that x  0 if A is irreducible and either y > 0 or xi > 0 for each i with yi < 0.
Furthermore, results on bounds on the solution are given. In [4], irreducibility is
replaced by conditions on nuclei. In this paper, the conditions are weakened further.
Moreover, the results are proved in a different, simpler way, based on a rewriting of
Ax = y in the form
ai xi =
∑
j /=i
αij (xj − xi)+ yi, i = 1, . . . , n, (1)
with αij := −aij  0 for i /= j and ai :=∑nj=1 aij . If i = arg min x, the first term
on the right-hand side is non-negative, which is a crucial part of the proofs.
As in [4], G(A) is the directed graph of A. A non-empty subset K of G(A) is
a nucleus if it is a strongly connected component of G(A). For a nucleus K, let
NK ⊂ {1, . . . , n} denote the set of indices involved in K. Note that, for a non-singular
M-matrix, we have
⋃
K NK = {1, . . . , n}.
A matrix A is called diagonally dominant if aii 
∑
j /=i |aij | for i = 1, . . . , n,
and strictly diagonally dominant if this is a strict inequality.
2. Extended results and new proofs
We first prove the result on positivity of the solution x. This is the main result by
Milaszewicz and Moledo [4, Theorem 2.1]. Their conditions were that either xi > 0
whenever yi < 0 or that yK /= 0 for each nucleus K. These conditions are weakened
to conditions on indices i at which xi has minimum value. Define
Imin :=
{
m | xm is minimal
}
,
Imax :=
{
m | xm is maximal
}
.
Extra conditions are only needed either if yi is negative for some index i at which xi
has minimal value or if the value of xImin is determined by the submatrix (aij )i,j∈Imin .
Theorem 1. Consider the equation Ax = y. Let A be a non-singular M-matrix.
Assume that the following hold:
1. If ∃m ∈ Imin such that ym < 0, we assume xImin > 0.
2. If yImin  0, Imin =
⋃
j NKj for some subset of nuclei and αml = 0 for all l ∈Imin
and all m∈Imin, we assume ∃m∈Imin such that ym > 0.
Then x has only positive coordinates.
Proof. If ∃m ∈ Imin such that ym < 0, then x  0 by assumption.
Next suppose yImin  0. By the equivalence results on non-singular M-matrices
in [1], there exists a positive diagonal matrix D such that AD is strictly diagonally
dominant. Writing B = AD and z = D−1x, Ax = y is transformed into Bz = y.
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Let B = (bij ). Since D has only positive diagonal values, zi and xi have equal sign
(or are both zero) and the same holds for aij and bij . Define bi :=∑nj=1 bij and
βij := −bij . Note that βij  0 for i /= j . By strict diagonal dominance in B, we
have bi > 0, i = 1, . . . , n. As in Eq. (1), Bz = y can be rewritten as
zi = 1
bi
∑
j /=i
βij (zj − zi)+ yi
bi
, i = 1, . . . , n. (2)
Let I ∗ := {m | zm is minimal}.
• If there exists a nucleus K such that I ∗ ∩NK /= ∅ and NK\I ∗ /= ∅, then, by the
definition of nucleus, there exist indices m ∈ I ∗ ∩NK and k ∈ NK\I ∗ such that
βmk > 0. Hence βmk(zk − zm) > 0 and the result follows immediately from (2).
• Otherwise, we have I ∗ =⋃l NKl for some subset of nuclei. Let x∗ = xI∗ , y∗ =
yI∗ , z∗ = zI∗ and let A∗ = (aij )i,j∈I∗ . If βmk > 0 for some m ∈ I ∗ and k ∈ I ∗,
the same argument as above applies. Otherwise, A∗x∗ = y∗. Suppose y∗ = 0.
Then x∗ = z∗ = 0, implying that I ∗ = Imin, which contradicts the assumption
that there exists m ∈ Imin such that ym > 0. Hence, zm  ym/bm > 0 for some
m ∈ I ∗. 
An example in which the conditions of the above theorem apply, but the condi-
tions of Theorem 2.1 in [4] do not, is the following. Consider
A =

 2 −1 0−1 2 0
0 −1 2

 and yT = (0, 3, 0).
Then xT = (1, 2, 1)  0 satisfies Ax = y. Since y{3} = 0, the conditions of The-
orem 2.1 in [4] are not satisfied. Without knowing Imin, we can still prove that the
conditions of the above theorem are satisfied. If Imin were {1, 2}, condition (2) would
be satisfied since y2 > 0. If Imin were {3}, neither (1) nor (2) is needed; here we are
not in situation (2) since α32 > 0. If Imin were not equal to a union of NK ’s, again
neither (1) nor (2) is needed.
In terms of the open Leontief model, the question is: when will changes in demand
induce an increase of production of all commodities? From the above result, it turns
out that the determining factors are the commodities for which the increase is mini-
mal (possibly zero or negative). If the demand decreases for one of these commod-
ities, we explicitly assume that all productions increase. Otherwise, all productions
always increase, except in one specific situation. If there is a group of industries
that produce commodities that have no change in demand and are not used for the
production of commodities from industries outside this group, their production does
not change. Hence, in this situation we assume that at least one of the commodities
with minimal increase in production has an increase in demand.
The same type of argument can be used to prove the theorems on bounds for the
solution as in [4, Section 3]. Define
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N+(y) :=
{
i | yi > 0
}
,
N−(y) := N+(−y).
The following theorem is an extension of Theorem 3.1 in Milaszewicz and Mole-
do [4].
Theorem 2. Consider the equation Ax = y. Let A be a diagonally dominant, non-
singular M-matrix. The following propositions hold:
(i) xi  max
{
0, max{xj : j ∈ N+(y)}
}
, i = 1, . . . , n,
(ii) xi  min
{
0, min{xj : j ∈ N−(y)}
}
, i = 1, . . . , n,
(iii) If there exist j1 and j2 such that xj1 < 0 and xj2 > 0, then we have
min
{
xj : j ∈ N−(y)
}
 xi  max
{
xj : j ∈ N+(y)
}
, i = 1, . . . , n.
Proof. We only prove (ii). The proof of (i) is completely analogous, and (iii) follows
trivially from (i) and (ii).
The only non-trivial situation is when xImin < 0. We have∑
j /=m
αmj (xj − xm)  0 ∀m ∈ Imin. (3)
• If there exists a nucleus K such that Imin ∩NK /= ∅ and NK\Imin /= ∅, then, by
the definition of nucleus, there are indices m ∈ Imin ∩NK and k ∈ NK\Imin such
that αmk > 0. Hence (3) is a strict inequality for this index m. Using amxm  0
and Eq. (1), ym < 0 follows. Hence m ∈ N−(y).
• Otherwise, if αmk > 0 for some m ∈ Imin and k ∈ Imin, the same argument as
above applies. If this does not hold, (3) is an equality. Hence amxm = ym for all
m ∈ Imin. If am > 0 for some m ∈ Imin, we still have ym < 0. Otherwise, yImin =
0. Hence, as in the proof of Theorem 1, xImin = 0, and the inequality holds trivi-
ally. 
The following theorem is not in Milaszewicz and Moledo [4], but is an immediate
consequence of Eq. (1).
Theorem 3. Consider the equation Ax = y. Let A be a non-singular M-matrix.
Define ai :=∑nj=1 aij . Then
am xm  ym ∀m ∈ Imin and ak xk  yk ∀k ∈ Imax.
If, moreover, A is strictly diagonally dominant, we have
max
m∈Imin
{
ym
am
}
 xi  min
k∈Imax
{
yk
ak
}
.
Corollary 3.3 in Milaszewicz and Moledo [4] is extended in the following way.
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Corollary 4. Consider the equation Ax = y. Let A be a diagonally dominant, non-
singular M-matrix. The following propositions hold:
(i) Let, for some k,
xk = max
{
xj : j ∈ N+(y)
}
and xk  0.
Then yk  0.
(ii) Let, for some m,
xm = min
{
xj : j ∈ N−(y)
}
and xm  0.
Then ym  0.
Proof. Follows trivially from Theorems 2 and 3. 
Finally, we give an alternative proof of Theorem 4.1 in Milaszewicz and Moledo
[4].
Theorem 5. Consider the equation Ax = y. Let A be a diagonally dominant, non-
singular M-matrix. Assume that y satisfies y  0. If Imin =⋃j NKj for some subset
of nuclei and αml = 0 for all l ∈ Imin and all m ∈ Imin, we assume ∃m ∈ Imin such
that ym > 0. Let  y be a vector such that y + y  0. Let  x be such that A x =
 y.
Then the following propositions hold:
(i)
 xi/xi  max
{
0, max{ xj/xj : j ∈ N+( y)}
}
, i = 1, . . . , n,
(ii)
 xi/xi  min
{
0, min{ xj/xj : j ∈ N−( y)}
}
, i = 1, . . . , n.
Proof. Again, we restrict the proof to situation (ii). As in the proof in [5, Theorem
21], we write y′ = y + y and x′ = x + x. The assumptions and Theorem 1 imply
that x  0 and x′  0. Write
yi=µi y′i , i = 1, . . . , n,
xi=λi x′i , i = 1, . . . , n.
Note that λi > 0 for all i. Rewrite the equations Ax = y and Ax′ = y′ to a form as
in Eq. (1). In the first, x and y are replaced by λTx′ and µTy′, whereas in the second,
both sides are multiplied by λi . Subtracting the second equation from the first, we
obtain (as in [5])
∑
j /=i
αij
(
λj
λi
− 1
)
x′j +
(
µi
λi
− 1
)
y′i = 0. (4)
Let m be an arbitrary element from the set of indices for which  xi/xi is minimal.
By  xi/xi = (1/λi)− 1 for all i, this means that λm is maximal. Assume
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 xm
xm
< min
{
 xj
xj
: j ∈ N−( y)
}
.
This is equivalent to
λm > max
{
λj : j ∈ N−( y)
}
.
We will derive a contradiction. The only non-trivial case is when  xm/xm < 0.
This implies λm > 1. Moreover, since m /∈ N−( y), i.e.  ym  0, we have y′m 
ym, hence µm  1. Together, this implies (µm/λm)− 1 < 0. Since y′  0, Eq. (4)
can only hold for i = m if
∑
j /=m
αmj
(
λj
λm
− 1
)
x′j > 0,
which is impossible since λm is maximal. 
Remark 6. The idea for the proof originates from my work on a problem in math-
ematical statistics. Part of this work consisted of proving existence and properties of
the solution to a Fredholm integral equation. Details can be found in [2], especially
Lemma 2, in which the same type of argument is used, and in [3].
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