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Irregularsamplingfor
multidimensionalpolarprocessing
ofintegraltransforms
A.Averbuch,R.Coifman,M.Israeli,I.Sedelnikov,
andY .Shkolnisky
We survey a family of theories that enable to process polar data via integral trans-
forms. We show the relation between irregular sampling and discrete integral
transforms, demonstrate the application of irregular (polar) sampling to image
processing problems, and derive approximation algorithms that are based on un-
equally spaced samples. It is based on sampling the Fourier domain. We describe
2Dand3Dirregularsamplinggeometriesofthefrequencydomain,deriveeﬃcient
numerical algorithms that implement them, prove their correctness, and provide
theory and algorithms that invert them. We also show that these sampling geome-
tries are closely related to discrete integral transforms. The proposed underlying
methodology bridges via sampling between the continuous nature of the physical
phenomena and the discrete nature world. Despite the fact that irregular sampling
is situated in the core of many scientiﬁc applications, there are very few eﬃcient
numerical tools that allow robust processing of irregularly sampled data.
4.1. Introduction
Polar(directional)processingandirregularsamplinginterleaveeachotherinmany
physical, scientiﬁc, and computational disciplines. Despite the fact that it is situ-
ated in the core of many scientiﬁc applications, there are very few eﬃcient nu-
merical tools that allow robust processing of irregularly sampled polar data. As a
result, the solution for problems that involve irregular sampling usually resorts to
approximation or regridding to a Cartesian grid, where eﬃcient numerical tools
exist. This necessarily sacriﬁces some aspects of the solution like accuracy and
analytical properties. Sometimes it is possible to trade accuracy at the expense
of speed by using slow algorithms. However, this approach fails in high dimen-
sions,wherestraightforwardslowalgorithmsareimpractical.Asaresult,solutions
for high-dimensional problems sometimes consist of separable application of 1D
tools, which sacriﬁces the interrelations between dimensions. In this chapter, we
survey a coherent related family of approaches that enable to process irregularly144 Irregular sampling for multidimensional transforms
sampled data, as well as some applications of these algorithms to image process-
ing problems. We consider sampling of the Fourier domain of discrete objects. We
describe 2D and 3D irregular sampling geometries of the frequency domain, de-
rive eﬃcient numerical algorithms that implement them, prove their correctness,
and provide theory and algorithms that invert them. We present the 2D pseu-
dopolar Fourier transform, which samples the Fourier transform of an image on a
near-polar grid. The 2D pseudopolar Fourier transform also presents discrete in-
tegral transforms,whichprovidediscretizations ofcontinuous integral transforms
todiscreteobjects.Theformulationofthesedirectionalprocessingtoolsinthefre-
quency domain results in special irregular sampling patterns. The algorithms that
implement the discrete transforms are based on sampling the Fourier transform
of the input object on these irregularly distributed points. We proved that these
transforms are algebraically accurate and preserve the geometric properties of the
continuous transforms.
We present the 2D and 3D pseudopolar Fourier transforms. The pseudopolar
Fourier transform is a fast algorithm that samples the Fourier transform of an im-
age on the pseudopolar grid. The pseudopolar grid, also known as the concentric
squares grid, consists of equally spaced samples along rays, where diﬀerent rays
are equally spaced and not equally angled. This grid is diﬀerent from the polar
grid since the angles between the rays are unequal. The algorithm that computes
the pseudopolar Fourier transform is shown to be fast (the same complexity as
the FFT), stable, invertible, requires only 1D operations, and uses no interpola-
tions. As a result, the pseudopolar Fourier transform is accurate and requires no
parameters besides the input function. The algorithm that computes the pseu-
dopolar Fourier transform is based on 1D applications of the fractional Fourier
transform,
1 which samples the Fourier transform of a 1D sequence at arbitrary
equally spaced points. Since the pseudopolar Fourier transform is computed us-
ing only 1D operations, it is suitable for real-time implementations. Although the
algorithm produces irregular samples in the Fourier domain, it does not use any
interpolations, and the computed values have machine accuracy. The pseudopolar
Fourier transform is invertible. Invertibility is of major importance from a prac-
tical point of view, as many real-life problems can be formulated as the recovery
of image samples from frequency samples (e.g., medical imagery reconstruction
algorithms). Invertibility assures that no information about the physical phenom-
enon is lost due to the transformation. The inversion algorithms for the pseu-
dopolar Fourier transform face several numerical and computational diﬃculties,
as the transform is ill-conditioned and not selfadjoint. We consider two inversion
algorithms for the pseudopolar Fourier transform: iterative and direct. The iter-
ative algorithm is based on the application of the conjugate-gradient method to
the Gram operator of the pseudopolar Fourier transform. Since both the forward
pseudopolar Fourier transform and its adjoint can be computed in O(N2logN)
and O(32logN) operations, where N ×N and N ×N ×N are the sizes of the input
1It is also called scaled DFT in the terminology of Chapter 3 in this book.A. Averbuch et al. 145
images, respectively, the Gram operator can also be computed in the same com-
plexity. However, since the transform is ill-conditioned, we introduce a precon-
ditioner, which signiﬁcantly accelerates the convergence. In addition, we develop
a direct inversion algorithm, which resamples the pseudopolar grid to a Carte-
sian frequency grid, and then, recovers the image from the Cartesian frequency
grid. The algorithm is based on an “onion-peeling” procedure that at each step
recovers two rows/columns of the Cartesian frequency grid, from the outermost
rows/columns to the origin, by using columns/rows recovered in previous steps.
The Cartesian samples of each row/column are recovered using trigonometric in-
terpolation that is based on a fast multipole method (FMM). Finally, the original
image is recovered from the Cartesian frequency samples, which are not the stan-
dard DFT samples, by using a fast Toeplitz solver. Then, we use the pseudopolar
Fourier transform to construct the 2D discrete Radon transform.
The Radon transform is a fundamental tool in many areas, for example, in
reconstruction of an image from its projections (CT imaging). Although it is sit-
uated in the core of many modern physical computations, the Radon transform
lacks a coherent discrete deﬁnition for 2D discrete images, which is algebraically
exact, invertible, and rapidly computable. We deﬁne a 2D discrete Radon trans-
form for discrete 2D images, which is based on summation along lines with abso-
lute slopes less than 1. Values at nongrid locations are deﬁned using trigonometric
interpolation on a zero-padded grid where shearing is the underlying transform.
The discrete 2D deﬁnition of the Radon transform is shown to be geometrically
faithful as the lines used for summation exhibit no wraparound eﬀects. We show
that our discrete Radon transform satisﬁes the Fourier slice theorem, which states
that the 1D Fourier transformof the discrete Radon transformis equal to the sam-
ples of the pseudopolar Fourier transform of the underlying image that lie along
a ray. We show that the discrete Radon transform converges to the continuous
Radon transform, as the discretization step goes to zero. This property is of major
theoretical and computational importance since it shows that the discrete trans-
form is indeed an approximation of the continuous transform, and thus can be
used to replace the continuous transform in digital implementations. We utilize
the same concepts used in the construction of the 2D discrete Radon transform
to derive a 3D discrete X-ray transform. The analysis of 3D discrete volumetric
data becomes increasingly important as computation power increases. 3D analysis
and visualization applications are expected to be especially relevant in areas like
medical imaging and nondestructive testing where extensive continuous theory
exists. However, this theory is not directly applicable to discrete datasets. There-
fore, we have to establish theoretical foundations for discrete analysis tools that
will replace the existing inexact discretizations, which are based on the continuous
theory. We want the discrete theory to preserve the concepts, properties, and main
results of the continuous theory. Then, we develop a discretization of the continu-
ousX-raytransformthatoperateson3Ddiscreteimages.Thesuggestedtransform
preservessummationalongtruegeometriclineswithoutusingarbitraryinterpola-
tionschemes.Asforthe2DdiscreteRadontransform,the3DdiscreteX-raytrans-
form satisﬁes the Fourier slice theorem, which relates the Fourier transform of a146 Irregular sampling for multidimensional transforms
3D object to the Fourier transform of its discrete X-ray transform. Speciﬁcally, we
prove that the samples of the Fourier transform of a 3D object on a certain family
of planes is equal to the 2D Fourier transform of the 3D discrete X-ray transform.
We then derive a fast algorithm that computes the discrete X-ray transform that
is based on the Fourier slice theorem. The algorithm resamples the 3D Fourier
transform of the input object over the required set of planes by using the 1D chirp
Z-transform, and then, applies to each plane the 2D inverse Fourier transform.
The resampling of the Fourier transform of the input object over the set of planes
is accurate, involves no interpolations, and requires only 1D operations. Finally,
we show that the discrete X-ray transform is invertible.
Radon and X-ray transformations are closely related. However, there is a fun-
damentaldiﬀerencebetweenthem.TheRadontransforminn-dimensionsdecom-
poses an n-dimensional object into a set of integrals over hyperplanes of dimen-
sion n2. On the other hand, an n-dimensional X-ray transform decomposes an
object into its set of line integrals. The two transforms coincide in the 2D case.
The 2D discrete Radon transform together with the 3D discrete Radon transform
andthe3DdiscreteX-raytransformprovideacompleteframeworkfordeﬁningn-
dimensional Radon and X-ray transforms for discrete objects, as extensions from
3D to n-dimensions are straightforward. These transforms are algebraically accu-
rate and geometrically faithful, as they do not involve arbitrary interpolations and
preserve summation along lines/hyperplanes. These transforms are invertible, can
be computed using fast algorithms, and parallel with the continuum theory, as
they preserve, for example, the Fourier slice theorem.
A discrete transform that results in a diﬀerent sampling geometry is the dis-
crete diﬀraction transform. The continuous diﬀraction transform is the mathe-
matical model that underlies, for example, ultrasound imaging. The discrete dif-
fractiontransformisdeﬁnedasacollectionofdiscrete diﬀractedprojectionstaken
ataspeciﬁcsetofanglesalongaspeciﬁcsetoflines.Adiscretediﬀractedprojection
is a discrete transform whose properties are shown to be similar to the properties
of the continuous diﬀracted projection. We prove that when the discrete diﬀrac-
tion transform is applied on samples of a continuous object, it approximates a set
of continuous vertical diﬀracted projections of a horizontally sheared object and
a set of continuous horizontal diﬀracted projections of a vertically sheared object.
Also,weprovethatthediscretetransformsatisﬁestheFourierdiﬀractiontheorem,
is rapidly computable, and is invertible.
Recently, we proposed two algorithms for the reconstruction of a 2D object
from its continuous projections. The ﬁrst algorithm operates on parallel projec-
tion data, while the second uses the more practical model of fan-beam projec-
tions. Both algorithms are based on the discrete Radon transform, which extends
the continuous Radon transform to discrete data. The discrete Radon transform
and its inverse can be computed in a complexity comparable with the 2D FFT, and
are shown to accurately model the continuum as the number of samples increases.
N u m e r i c a lr e s u l t sd e m o n s t r a t eh i g hq u a l i t yr e c o n s t r u c t i o n sf o rb o t hp a r a l l e la n d
fan-beam acquisition geometries. The sane idea is currently extended to process a
3D object.A. Averbuch et al. 147
4.1.1. CT processing
An important problem in image processing is to reconstruct a cross section of
an object from several images of its projections. A projection is a shadowgram
obtained by illuminating an object by penetrating radiation. Figure 4.1(a) shows a
typicalmethodforobtainingprojections.Eachhorizontallineshowninthisﬁgure
isaone-dimensional projectionofahorizontalsliceoftheobject.Eachpixel ofthe
projected image represents the total absorption of the X-ray along its path from
the source to the detector. By rotating the source-detector assembly around the
object, projections for several diﬀerent angles can be obtained. The goal of image
reconstruction from projections is to obtain an image of a cross section of the object
from these projections. Imaging systems that generate such slice views are called
CT (computerized tomography) scanners.
The Radon transform is the underlying fundamental concept used for CT
scanning, as well as for a wide range of other disciplines, including radar imag-
ing, geophysical imaging, nondestructive testing, and medical imaging [1–4].
4.1.1.1. 2D continuous Radon transform
For the 2D case, the Radon transform of a function f(x, y), denoted as  f(θ,s),
is deﬁned as its line integral along a line L inclined at an angle θ and at distance s
from the origin (see Figure 4.1(b)). Formally,
 f(θ,s) =
 
L
f(x, y)du =
   ∞
−∞
f(x, y)δ(xcosθ + ysinθ −s)dxdy, (4.1)
where δ(x) is Dirac’s delta function. The Radon transform maps the spatial do-
main (x, y) to the domain (θ,s). Each point in the (θ,s) space corresponds to a
line in the spatial domain (x, y).
In the paper, we will use the following version of the continuous direct and
inverse Fourier transform:
  f (w) =
  ∞
−∞
f (x)e−2πıwxdx, f (x) =
  ∞
−∞
  f(w)e2πıwxdw. (4.2)
4.1.1.2. The Fourier slice theorem
There is a fundamental relationship between the 2D Fourier transform of a func-
tion and the 1D Fourier transform of its Radon transform. The result is summa-
rized in the following theorem.
Theorem 4.1.1 (Fourier slice theorem). T h e1 DF o u r i e rt r a n s f o r mw i t hr e s p e c tt o
s of the projection  f(θ,s) i se q u a lt oac e n t r a ls l i c e ,a ta n g l eθ, of the 2D Fourier148 Irregular sampling for multidimensional transforms
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Figure 4.1. (a) An X-ray CT scanning system. (b) 2D spatial domain. (c) 3D projection geometry.
transform of the function f (x, y).T h a ti s ,
   f(θ,ξ) =   f (ξ cosθ,ξ sinθ), (4.3)
where   f(ξ1,ξ2) =
   ∞
−∞ f (x, y)e−2πı(xξ1+yξ2)dxdy is the 2D Fourier transform of
f(x, y).
4.1.1.3. 3D continuous Radon transform
The 2D Radon transform, which is obtained using 1D line integrals, can be gener-
alized to 3D using integrals on planes. The 3D Radon transform is deﬁned using
1D projections of a 3D object f(x, y,z) where these projections were obtained by
integrating f(x, y,z) on a plane, whose orientation can be described by a unit vec-
tor  α (see Figure 4.1(c)). Formally, we have the following.
Deﬁnition 4.1.2 (3D continuous Radon transform). Given a 3D function f( x) 
f(x, y,z), and a plane (whose representation is given using the normal  α and the
distance from the origin s), the Radon transform for this plane is deﬁned by
 f( α,s) =
    ∞
−∞
f( x)δ
 
 xT α −s
 
d x
=
    ∞
−∞
f (x, y,z)δ(xsinθcosφ + ysinθsinφ +zcosθ −s)dxdydz,
(4.4)
where  x = [x, y,z]T,  α = [sinθcosφ,sinθsinφ,cosθ]T,a n dδ is Dirac’s delta
function.
The Fourier slice theorem for the 3D discrete Radon transform is the
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Theorem 4.1.3 (3D Fourier slice theorem). T h e1 DF o u r i e rt r a n s f o r mw i t hr e s p e c t
to s of the function  f( α,s) is equal to a central slice at direction  α of the 3D Fourier
transform of the function f ( x).T h a ti s ,
   f( α,ξ) =   f (ξ α) =   f(ξ sinθcosφ,ξ sinθsinφ,ξ cosθ), (4.5)
where
  f
 
ξ1,ξ2,ξ3
 
=
    ∞
−∞
f( x)e−2πı( x
T
· ξ)d x,  ξ =
 
ξ1,ξ2,ξ3
 T,  x = [x, y,z]T.
(4.6)
4.1.2. Discretization of the Radon transform
Formodernapplicationsitisimportanttohaveadiscreteanaloguesof  f fordig-
ital images I = (I(u,v):−n/2 ≤ u,v<n / 2) for the 2D case and I = (I(u,v,w):
−n/2 ≤ u,v,w<n / 2) for the 3D case. As guidelines for developing the no-
tion of the discrete Radon transform, we deﬁne the following set of properties
which should be satisﬁed by any deﬁnition of the discrete Radon transform: alge-
braic exactness, geometric ﬁdelity, be rapidly computable, for example, admit an
O(N logN) algorithm where N is the size of the data in I (N = n2 in the 2D case,
N = n3 in the 3D case), invertible and parallels with continuum theory.
The structure of the paper is the following: in Section 4.2 the relationship be-
tween earlier works and the processed results in this chapter is discussed. The 2D
pseudopolar Fourier transform is described in Section 4.3, which is the basis for
the rest of the developments. The 2D discrete Radon transform following the no-
tion in [6, 7] is described in Section 4.4.I nSection 4.5, we give a deﬁnition of
the 3D discrete Radon transform for 3D discrete images using slopes, and explain
its relation to conventional plane representation using normals. We present a 3D
Fourierslicetheoremforthe3DdiscreteRadontransformanddeﬁnethe3Dpseu-
dopolar Fourier transform. Finally, for a special set of planes, we show that the 3D
discrete Radon transform is rapidly computable. The 3D discrete X-ray transform
is described in Section 4.6. In the summary section we mentioned some applica-
tions that are based on this methodology.
4.2. Related works
We describe here the relationship between earlier works and the processed results
in this chapter. Over the years, many attempts were made to deﬁne the notion
of the discrete Radon transform. For a survey of these approaches see [7, 8]. All
these approaches failed to meet the requirements in Section 4.1.2 simultaneously,
but recently [5–8, 10] established a coherent methodology for the deﬁnition of
the discrete Radon transform that satisﬁes these requirements. In this chapter, we
sketch this approach for the 2D and 3D cases. The full constructions and proofs
canbefoundin[5–7,11]forthe2Dcaseandin[8,10]forthe3Dcase.Acombined
description appears in [18].150 Irregular sampling for multidimensional transforms
Bailey and Swarztrauber [21] described the fractional Fourier transform
(FRFFT). It lacks the discussion of the chirp-Z transform, dating from twenty
years earlier [22], which is in fact more general than the fractional Fourier trans-
formasintroducedin[21].BaileyandSwarztrauberconsidertheproblemofsum-
ming along a family of lines in an array, and suggest the idea like in our case of
trigonometric interpolation. However, FFRT does not explicitly deﬁne or defend a
notion “Radon transform.” Moreover, they do not proceed as above, that is, es-
tablishing a projection-slice theorem which relates sums along lines to Fourier
coeﬃcients on a pseudopolar grid. Another diﬀerence is that their deﬁnition of
summing along lines can be shown equivalent to ours using interpolating kernel
Dm for m = n rather than m = 2n +1 .F o ru s ,t h i si sac r u c i a ld i ﬀerence, be-
cause of the wraparound artifacts that it causes. It shows that coeﬃcients in the
m = n case are indeed formed by summing along wrapped lines. FRFFT deserve
a great deal of credit for an important series of algorithmic insights. Our contri-
butions are (1) to insist on a speciﬁc deﬁnition of a full Radon transform, using a
speciﬁc set of oﬀsets and angles, and not merely a convenient algorithm for gen-
eral families of sums; (2) to insist on m = 2n + 1 and so on geometric ﬁdelity of
the corresponding family of lines; (3) to formalize a pseudopolar FFT and recog-
nize a projection-slice theorem relating the pseudopolar FFT to the Radon; (4) to
establish properties for the Radon transform, including injectivity and inversion
algorithms; and (5) to put the various results in scholarly context. In a survey pa-
per(see[23])anon-Cartesiangridinthe2DFourierplanewasintroduced.Thisis
a pseudopolar grid of the type we have described here in the paper, except for the
degreeofradialsampling.Itiscalledtheretheconcentricsquaresgrid.Theauthors
ofthatpaperassumedthatdataonacontinuumobjectweregatheredinunequally
spaced projections chosen so that the 1D Fourier transform corresponded to the
concentric squares grid. They considered the problem of reconstructing a discrete
array of n2 pixels from such Fourier domain data, and developed an algorithm
based on interpolating from the data given in the concentric squares grid to the
Cartesian grid. They used simple 1-dimensional interpolation based on linear in-
terpolation in rows/columns. In short, a key organizational tool, a trapezoidal grid
for Fourier space, has been known since 1974, under the name concentric squares
grid. In fact, this grid has since been rediscovered numerous times. The authors in
[23] seem to be the real inventors of this concept. In comparison to our work, (1)
[23]’s deﬁnition samples half as frequently as that in the radial direction. This can
be shown to be exactly the grid which would arise if we had developed our orig-
inal Radon deﬁnition for the m = n case. Hence, the original concentric squares
grid involves wraparound of the underlying lines; (2) [23]’s methodology is about
reconstruction from data given about a continuum object; the authors do not at-
tempt to deﬁne a Radon transform on digital data, or establish the invertibility
and conditioning of such a transform; and (3) their methodology is approximate;
they do not obtain an exact conversion between concentric squares and Cartesian
grids.
Another important set of papers in the literature of computed tomography
are both medical tomography [24–26] and synthetic aperture radar imaging [27].A. Averbuch et al. 151
Like [23], these authors are concerned with image reconstruction; eﬀectively they
assume that one is given data in the Fourier domain on a concentric squares grid.
Reference [24], unpublished work, which is known among tomography ex-
perts through a citation in Natterer’s book [3], showed in 1980 that by the given
data on a pseudopolar grid in Fourier space, one could calculate a collection of n2
sums which, using the notation, we can write as
 
cs
k,l exp
 
i(u,v) ζs
k,l
 
, −
n
2
≤ u,v<
n
2
, (4.7)
where the ζs
k,l are points in the concentric squares grid. (Reference [24]m a k e sn o
reference to [23].) Pasciak in [24] studied this calculation, which is essentially the
calculation of adjP for a variant of P based on m = n rather than m = 2n +1 ,
and showed it may be done in order n2logn time. His key insight was to use the
chirp-Z transform to calculate Fourier-like sums with exponents diﬀerent from
the usual 2π/nktby a factor α.
The authors in [25, 26] develop the linogram, with a very similar point of
view. They assume that data on a continuum object have been gathered by what
we have called the continuous Slant Stack, at a set of projections which are equi-
spaced in tan(θ) rather than θ. By digitally sampling each constant θ projection
and making a 1D discrete Fourier transform of the resulting samples, they argue
that they are essentially given data on a concentric squares grid in Fourier space,
(making no reference to [23]o r[ 24]). They are concerned with reconstruction
and consider the sum (4.7) and derive a fast algorithm—the same as [24], using
again the chirp-Z transform.
References [25, 27] develop the so called Polar Fourier transform for Syn-
thetic Aperture Radar (SAR) imagery. They introduce a concentric squares grid,
assuming that SAR data are essentially given on such a concentric squares grid in
Fourier space, and consider the problem of rapidly reconstructing an image from
such data. They consider the sum (4.7) and derive a fast algorithm using again
the chirp-Z transform. They refer to [23]. These authors deserve major credit for
identifying an important algorithmic idea use of chirp-Z techniques to resample
data from Cartesian to concentric squares grids which obviously is the same idea
we use in our fast algorithms.
In comparison to our work, (1) this methodology is about reconstruction
only, assuming that data are gathered about a continuum object by a physical de-
vice, and (2) the algorithmic problem they consider is equivalent to rapidly com-
puting (4.7).
4.3. 2D pseudopolar Fourier transform
The pseudopolar representation is the basis for the rest of the developments.
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image I of size n ×n, its 2D Fourier transform, denoted by   I(ωx,ωy), is given by
  I
 
ωx,ωy
 
=
n/2−1  
u,v=−n/2
I(u,v)e
−(2πı/m)(uωx+vωy), ωx,ωy ∈ R, (4.8)
Fourier transformof I wherem ≥ nis anarbitrary integer. We assumeforsimplic-
ity that the image I has equal dimensions in the x-a n dy- directions and that n is
even. Equation (4.8)u s e sc o n t i n u o u sf r e q u e n c i e sωx and ωy. For practical appli-
cations we need to evaluate   I on discrete sets. Given a set Ω, we denote the samples
of   I on Ω by   IΩ. For example, let Ωc be the Cartesian grid of size m ×m given by
Ωc =
 
(k,l), k,l =
−m
2
,...,
m
2 −1
 
. (4.9)
Then, the Fourier transform in (4.8) has the form
  IΩc(k,l)    I(k,l) =
n/2−1  
u,v=−n/2
I(u,v)e−(2πı/m)(uk+vl), (4.10)
k,l =− m/2,...,m/2 − 1, which is usually referred to as the 2D DFT of the im-
age I. It is well known that   IΩc,g i v e nb y( 4.10), can be computed in O(m2logm)
operations using the FFT algorithm.
4.3.1. Deﬁnition
Deﬁnition4.3.1(2Dpseudopolargrid). The2Dpseudopolargrid,denotedbyΩpp,
is given by
Ωpp  Ω1
pp ∪Ω2
pp, (4.11)
where
Ω1
pp 
  
−
2l
n
k,k
 
|
−n
2
≤ l ≤
n
2
, −n ≤ k ≤ n
 
,
Ω2
pp 
  
k,−
2l
n
k
 
|
−n
2
≤ l ≤
n
2
, −n ≤ k ≤ n
 
.
(4.12)
We denote a speciﬁc point in Ω1
pp and Ω2
pp by
Ω1
pp(k,l) 
 
−
2l
n
k,k
 
, Ω2
pp(k,l) 
 
k,−
2l
n
k
 
,
k =− n,...,n, l =
−n
2
,...,
n
2
.
(4.13)A. Averbuch et al. 153
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Figure 4.2. (a) Pseudopolar sector Ω1
pp.( b )P s e u d o p o l a rs e c t o rΩ2
pp.( c )P s e u d o p o l a rg r i dΩpp =
Ω1
pp ∪Ω2
pp.
See Figure 4.2 for an illustration of Ω1
pp, Ω2
pp,a n dΩpp,r e s p e c t i v e l y .A sc a n
be seen from the ﬁgures, k serves as a “pseudo-radius” and l serves as a “pseudo-
angle.”
The resolution of the pseudopolar grid, given by Deﬁnition 4.3.1,i sn +1i n
the angular direction and m = 2n+1 in the radial direction. In polar coordinates,
the pseudopolar grid is given by
Ω1
pp(k,l) =
 
r1
k,θ1
l
 
, Ω2
pp(k,l) =
 
r2
k,θ2
l
 
, (4.14)
where
r1
k = k
     
4
 
l
n
 2
+1 , r2
k = k
     
4
 
l
n
 2
+1 ,
θ1
l =
π
2
− arctan
 
2l
n
 
, θ2
l = arctan
 
2l
n
 
,
(4.15)
k =− n,...,n and l =− n/2,...,n/2.
As we can see in Figure 4.2(c),f o re a c hﬁ x e da n g l el, the samples of the pseu-
dopolar grid are equally spaced in the radial direction. However, this spacing is
diﬀerent for diﬀerent angles. Also, the grid is not equally spaced in the angular
direction, but has equally spaced slopes. Formally,
Δr1
k  r1
k+1 −r1
k =
     
4
 
l
n
 2
+1 , Δr2
k  r2
k+1 −r2
k =
     
4
 
l
n
 2
+1 ,
Δtanθ1
pp(l)  cotθ1
l+1 −cotθ1
l =
2
n
, Δtanθ2
pp(l)  tanθ2
l+1 − tanθ2
l =
2
n
,
(4.16)
where r1
k, r2
k, θ1
l ,a n dθ2
l are given by (4.15).
The pseudopolar Fourier transform is deﬁned by resampling   I,gi v e nb y( 4.8),
on the pseudopolar grid Ωpp,g i v e nb y( 4.11)-(4.12).154 Irregular sampling for multidimensional transforms
Deﬁnition4.3.2(pseudopolarFouriertransform). ThepseudopolarFouriertrans-
form   IΩ
j
pp (j = 1,2) is a linear transformation that is deﬁned for k =− n,...,n and
l =− n/2,...,n/2a s
  IΩ1
pp(k,l) =   I
 
−
2l
n
k,k
 
,   IΩ2
pp(k,l) =   I
 
k,−
2l
n
k
 
(4.17)
on the set S where   I is given by (4.8). Equivalently, the more compact notation
  IΩpp(s,k,l)    IΩs
pp(k,l), where s = 0,1, k =− n,...,n,a n dl =− n/2,...,n/2, is
used.
Using operator notation, we denote the pseudopolar Fourier transform of an
image I as FppI,w h e r e
 
FppI
 
(s,k,l)    IΩs
pp(k,l), (4.18)
s = 0,1, k =− n,...,n, l =− n/2,...,n/2, and   IΩs
pp is given by (4.17). This notation
is used whenever operator notation is more convenient.
4.3.2. Fast forward transform
Inthis section,wepresentafastalgorithmthateﬃcientlycomputesthepseudopo-
lar Fourier transform of an image I. The idea behind the algorithm is to evaluate
  I,g i v e nb y( 4.8), on a Cartesian grid, by using the 2D FFT algorithm, and then,
resampling the Cartesian frequency grid to the pseudopolar grid. The operator
behind this algorithm is the fractional Fourier transform.
Deﬁnition 4.3.3 (fractional Fourier transform). Let c ∈ Cn+1 be a vector of length
n +1 ,c = (c(u), u =− n/2,...,n/2), and let α ∈ R. The fractional Fourier trans-
form, denoted by (Fα
n+1c)(k), is given by
 
Fα
n+1c
 
(k) =
n/2  
u=−n/2
c(u)e
−2πıαku/(n+1), k =
−n
2
,...,
n
2
. (4.19)
An important property of the fractional Fourier transform is that given a vec-
tor c of length n+1, the sequence (Fα
n+1c)(k), k =− n/2,...,n/2, can be computed
using O(nlogn) operations for any α ∈ R (see [21]).
Deﬁnition 4.3.3isusuallyreferredtoastheunaliasedfractionalFouriertrans-
form. It diﬀers from the usual deﬁnition of the fractional Fourier transform given
in [21]. According to the deﬁnition in [21], for a vector c = (c(u), u = 0,...,n)
and an arbitrary α ∈ R, the fractional Fourier transform is deﬁned as
 
Fα
nc
 
(k) =
n−1  
u=0
c(u)e−2πıαku, k = 0,...,n −1. (4.20)A. Averbuch et al. 155
The algorithm that computes the unaliased fractional Fourier transform (Deﬁni-
tion 4.3.3) is very similar to the algorithm in [21], and is therefore omitted.
The algorithm that computes the pseudopolar Fourier transform uses the fol-
lowing notation.
(i) E: padding operator. E(I,m,n) accepts an image I of size n×n and sym-
metrically zero-pads it to size m ×n.
(ii) F
−1
1 : 1D inverse DFT.
(iii)   Fα
m: fractional Fourier transform with factor α. The operator accepts a
sequence of length n, symmetrically pads it to length m = 2n+1,applies
to it the fractional Fourier transform with factor α, and returns the n+1
central elements.
(iv) F2:2 DD F T .
(v) Gk,n: resampling operator given by
Gk,n =   Fα
m ◦F−1
1 , α =
2k
n
. (4.21)
Using this notation, the algorithm that computes the pseudopolar Fourier trans-
form of an image I is given by Algorithms 4.1 and 4.2.
In words, Algorithm 4.1 computes Res1 as follows.
(i) Zero-pad both ends of the y-direction of the image I (to size m)a n d
compute the 2D DFT of the padded image. The result is stored in   Id.
(ii) Apply the 1D inverse Fourier transform on each row of   Id.
(iii) Resample each row k in the resulting array using the 1D fractional
Fourier transform with α = 2k/n.
(iv) Flip each row around its center.
The next theorem proves that Algorithms 4.1 and 4.2 indeed compute the
pseudopolar Fourier transform.
Theorem 4.3.4 (correctness of Algorithms 4.1 and 4.2 [5]). Upon termination of
Algorithms 4.1 and 4.2,t h ef o l l o w i n gh o l d :
Res1(k,l) =   IΩ1
pp(k,l),
Res2(k,l) =   IΩ2
pp(k,l),
(4.22)
where k =− n,...,n, l =− n/2,...,n/2,a n d  IΩ1
pp and   IΩ2
pp are given by (4.17).
Next, we analyze the complexity of Algorithm 4.1. Step (2) can be executed in
O(n2logn)operationsbyusingsuccessiveapplicationsof1DFFT.EachcalltoGk,n
instep(5)involvestheapplicationof1DinverseFouriertransform(O(nlogn)op-
erations) followed by the computation of the fractional Fourier transform
(O(nlogn) operations). Thus, the computation of Gk,n requires O(nlogn)o p e r -
ations. Step (5) computes Gk,n for each row k (2n + 1 rows), and thus, step (5)
requires a total of O(n2logn) operations. Step (6) involves ﬂipping 2n +1v e c t o r s156 Irregular sampling for multidimensional transforms
Input:i m a g eI of size n ×n
Output:a r r a yR e s 1 with n+1r o w sandm = 2n+1 columns that contains the samples of   IΩ1
pp
(1) m ← 2n+1
(2)   Id ← F2(E(I,m,n))
(3) for k =− n,...,n do
(4) q ←   Id(·,k)
(5) wk ← Gk,nq, wk ∈ Cn+1
(6) Res1(k,l) ← wk(−l)
(7) end for
Algorithm 4.1. Computing the pseudopolar Fourier transform   IΩ1
pp (4.17).
Input:i m a g eI of size n ×n
Output:a r r a yR e s 2 with n+1r o w sandm = 2n+1 columns that contains the samples of   IΩ2
pp
(1) m ← 2n+1
(2)   Id ← F2(E(I,n,m))
(3) for k =− n,...,n do
(4) z ←   Id(k,·)
(5) wk ← Gk,nz, wk ∈ Cn+1
(6) Res2(k,l) ← wk(−l)
(7) end for
Algorithm 4.2. Computing the pseudopolar Fourier transform   IΩ2
pp (4.17).
of length n + 1. Flipping a single vector requires O(n) operations. This gives a to-
tal of O(n2) operations for ﬂipping all 2n + 1 vectors. Thus, the total complexity
of Algorithm 4.1 is O(n2logn) operations. The complexity of Algorithm 4.2 is the
same. Thus, given an image I of size n × n, its pseudopolar Fourier transform can
be computed in O(n2logn)o p e r a t i o n s .
4.3.3. Invertibility
The 2D pseudopolar Fourier transform is invertible; see [5, 18].
4.3.3.1. Iterative inverse algorithm
We want to solve
Fppx = y, (4.23)
whereFpp is the 2D pseudopolar Fourier transform, given by (4.18). Since y is not
necessarilyintherangeofthepseudopolar Fouriertransform,dueto,forexample,
roundoﬀ errors, we would like to solve
min
x∈R(Fpp)
   Fppx − y
   
2 (4.24)A. Averbuch et al. 157
instead of (4.23), where R(Fpp) is the range of the pseudopolar Fourier transform.
Solving (4.24) is equivalent to solving the normal equations
Fpp
∗Fppx = Fpp
∗y, (4.25)
where F ∗
pp is the adjoint pseudopolar Fourier transform. Since Fpp
∗Fpp is sym-
metric and positive deﬁnite, we can use the conjugate-gradient method [31]t o
solve (4.25). When using the conjugate-gradient method, we never explicitly form
the matrices that correspond to Fpp and Fpp
∗ (which are huge), since only the
application of the pseudopolar Fourier transform and its adjoint are required.
Thenumberofiterationsrequiredbytheconjugate-gradientmethoddepends
on the condition number of the transform. To accelerate the convergence, we con-
struct a preconditioner M and solve
Fpp
∗MFppx = MFpp
∗y. (4.26)
M is usually designed such that the condition number of the operator Fpp
∗MFpp
is much smaller than the condition number of Fpp
∗Fpp, or, such that the eigen-
values of Fpp
∗MFpp are well clustered. We deﬁne the preconditioner M to be
M(k,l) =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
1
m2, k = 0,
2(n+1 ) |k|
nm
otherwise,
(4.27)
where k =− n,...,n, l =− n/2,...,n/2a n dm = 2n + 1. The preconditioner is
applied to each of the pseudopolar sectors, where each pseudopolar sector is of
size m × (n +1 ) .T h ee ﬃciency of the preconditioner M (4.27) is demonstrated
in Figure 4.3. Each graph presents the residual error as a function of the iteration
number.InFigure 4.3(a),theoriginalimageisa2DGaussianofsize512×512with
μx = μy = 0a n dσx = σy = 512/6. In Figure 4.3(b), the original image is a ran-
dom image of size 512 ×512, where the entries are uniformly distributed between
0a n d1 .I nFigure 4.3(d), the original image is Barbara of size 512 × 512, shown
in Figure 4.3(c).A sw ec a ns e ef r o mF i g u r e s4.3(a)–4.3(d), the suggested precon-
ditioner signiﬁcantly accelerates the convergence. Without the preconditioner, the
conjugate-gradient algorithm converges slowly. With the preconditioner, only a
few iterations are required, and the number of iterations weakly depends on the
reconstructed image.
As we can see from the tables in [5], very few iterations are required to invert
the pseudopolar Fourier transform with high accuracy. The total complexity of
the algorithm that inverts the pseudopolar Fourier transform is O(ρ(ε)n2logn),
where ρ(ε) is the number of iterations required to achieve accuracy ε. The value of
ρ(ε) depends very weakly on the size of the reconstructed image, and in any case
ρ(10−7) ≤ 10.158 Irregular sampling for multidimensional transforms
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(a) Reconstruction of a random
image 512 ×512
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Figure 4.3. The eﬀect of using the preconditioner in (4.27).
4.3.3.2. Direct inverse algorithm
In this section, we describe a direct inversion algorithm for the pseudopolar
Fourier transform. The algorithm consists of two phases. The ﬁrst phase resam-
ples the pseudopolar Fourier transform into a Cartesian frequency grid. The sec-
ondphaserecoverstheimagefromtheseCartesianfrequencysamples.Resampling
fromthepseudopolartoaCartesianfrequencygridisbasedonan“onion-peeling”
procedure, which recovers a single row/column of the Cartesian grid in each itera-
tion, from the outermost row/column to the origin. Recovering each row/column
is based on a fast algorithm that resamples trigonometric polynomials from one
set on frequencies to another set of frequencies (for more detail see [5, 18]).A. Averbuch et al. 159
Table 4.1. Inverting the pseudopolar Fourier transform of a Gaussian image with ε = 10−7.T h e
ﬁrst column corresponds to n,w h e r en × n is the size of the original image. The second and third
columns correspond to the E2 and E∞ reconstruction errors, respectively. The fourth column, denoted
by tF, corresponds to the time (in seconds) required to compute the forward pseudopolar Fourier
transform. The ﬁfth column, denoted by tI, corresponds to the time (in seconds) required to invert the
pseudopolar Fourier transform using the proposed algorithm.
n E2 E∞ tF tI
8 8.85306e-16 7.75742e-16 1.68498e-01 3.53113e-01
16 6.33498e-16 7.78284e-16 9.19520e-02 9.89350e-02
32 1.07588e-15 1.42958e-15 1.67678e-01 1.74619e-01
64 8.62082e-15 6.83852e-15 3.32671e-01 5.65795e-01
128 1.15638e-14 7.68190e-15 9.46146e-01 2.62962e+00
256 6.81762e-15 4.07823e-15 2.68635e+00 1.86460e+01
512 3.83615e-14 2.52678e-14 1.02859e+01 1.33362e+02
4.3.3.3. Numerical results
The algorithm was implemented in Matlab and was applied to two test images
of various sizes. The ﬁrst image is a Gaussian image of size n × n with mean
μx = μy = 0 and standard deviation σx = σy = n/6. The second test image is
a random image whose entries are uniformly distributed in [0,1]. In all tests we
choose ε = 10−7. For each test image we compute its pseudopolar Fourier trans-
form followed by the application of the inverse pseudopolar Fourier transform.
The reconstructed image is then compared to the original image. The results are
summarized in Tables 4.1 and 4.2. Table 4.1 presents the results of inverting the
pseudopolar Fourier transform of a Gaussian image. Table 4.2 presents the results
of inverting the pseudopolar Fourier transform of a random image whose entries
are uniformly distributed in [0,1].
As we can see from Tables 4.1 and 4.2, the inversion algorithm achieves very
highaccuracyforbothtypesofimages,whileitsexecutiontimeiscomparablewith
the execution time of the optimized pseudopolar Fourier transform. The obtained
accuracy is higher than the prescribed accuracy ε.
4.4. 2D discrete Radon transform
The importance of reconstruction of a cross section of an object from several im-
agesofitsprojectionswasexplainedinSection 4.1.1.Aprojectionisashadowgram
obtained by illuminating an object with a penetrating radiation. Figure 4.1(a)
shows a typical method for obtaining projections. Each horizontal line in
Figure 4.1(a) is a one-dimensional projection of a horizontal slice of the object.
Each pixel of the projected image represents the total absorption of X-ray along
the ray’s path from the source to the detector. By rotating the source-detector as-
sembly around the object, projections for diﬀerent angles are obtained. The goal
of image reconstruction from projections is to obtain an image of a cross section of
the object from these projections. Imaging systems that generate such slice views
are called CT (computerized tomography) scanners.160 Irregular sampling for multidimensional transforms
Table 4.2. Inverting the pseudopolar Fourier transform of a random image with ε = 10−7.T h eﬁ r s t
column corresponds to n,w h e r en × n is the size of the original image. The second and third columns
correspond to the E2 and E∞ reconstruction errors, respectively. The fourth column, denoted by tF,
corresponds to the time (in seconds) required to compute the forward pseudopolar Fourier transform.
The ﬁfth column, denoted by tI, corresponds to the time (in seconds) required to invert the pseudopo-
lar Fourier transform using the proposed algorithm.
n E2 E∞ tF tI
8 1.12371e-15 1.40236e-15 3.03960e-02 4.83120e-02
16 1.54226e-15 1.98263e-15 6.56960e-02 8.04270e-02
32 4.68305e-15 8.27006e-15 1.50652e-01 1.85239e-01
64 1.56620e-14 2.50608e-14 3.19637e-01 5.45564e-01
128 3.56283e-14 6.96984e-14 9.66602e-01 2.57069e+00
256 7.45050e-14 1.59613e-13 2.78531e+00 1.69190e+01
512 3.15213e-13 6.38815e-13 9.19018e+00 1.30085e+02
The Radon transform is the underlying mathematical tool used for CT scan-
ning, as well as for a wide range of other disciplines, including radar imaging,
geophysical imaging, nondestructive testing, and medical imaging [1].
For the 2D case, the Radon transform of a function f(x, y), denoted as
 f(θ,s), is deﬁned as the line integral of f along a line L inclined at an angle
θ and at distance s from the origin (see Figure 4.1(b)). Formally, it is described
by (4.1) and it is illustrated in Figure 4.1(c). There is a fundamental relationship
between the 2D Fourier transform of a function and the 1D Fourier transform of
its Radon transform. The result is summarized in Theorem 4.6.1.
For modern applications it is important to have a discrete analog of  f for
2D digital images I = (I(u,v):u,v =− n/2,...,n/2 − 1). The proposed notion of
digital Radon transform satisﬁes the requirements in Section 4.1.2.
4.4.1. Deﬁnition
ThediscreteRadontransformisdeﬁnedbysummingthesamplesofI(u,v), u,v =
−n/2,...,n/2−1,alonglines.Thetwokeyissuesoftheconstructionarethefollow-
ing. How to process lines of the discrete transform when they do not pass through
grid points? How to choose the set of lines which we sum, in order to achieve
geometric ﬁdelity, rapid computation, and invertibility?
The discrete Radon transform is deﬁned by summing the discrete samples
of the image I(u,v) along lines with absolute slope less than 1. For lines of the
form y = sx + t (|s|≤1), we traverse each line by unit horizontal steps x =
−n/2,...,n/2 − 1, and for each x, we interpolate the image sample at position
(x, y) by using trigonometric interpolation along the corresponding image col-
umn. For lines of the form y = sx + t (|s|≥1), we rephrase the line equation
as x = s y + t  (|s |≤1). In this case, we traverse the line by unit vertical steps,
and for each integer y, we interpolate the value at the x coordinate x = s y + t  by
using trigonometric interpolation along the corresponding row. The requirement
for slopes less than 1 induces two families of lines.A. Averbuch et al. 161
(i) Basically horizontal line is a line of the form y = sx +t,w h e r e|s|≤1.
(ii) Basically vertical line is a line of the form x = sy+t,w h e r e|s|≤1.
Using these line families we deﬁne the 2D Radon transform for discrete images as
the following.
Deﬁnition 4.4.1 (2D Radon transform for discrete images). Let I(u,v), u,v =− n/
2,...,n/2 − 1, be an n × n array. Let s be a slope such that |s|≤1, and let t be an
intercept such that t =− n,...,n.T h e n ,
Radon
 
{y = sx +t},I
 
=
n/2−1  
u=−n/2
  I
1
(u,su+t),
Radon
 
{x = sy+t},I
 
=
n/2−1  
v=−n/2
  I
2
(sv +t,v),
(4.28)
where
  I
1
(u, y) =
n/2−1  
v=−n/2
I(u,v)Dm(y −v), u =
−n
2
,...,
n
2 −1
, y ∈ R,
  I
2
(x,v) =
n/2−1  
u=−n/2
I(u,v)Dm(x −u), v =
−n
2
,...,
n
2 −1
, x ∈ R,
(4.29)
Dm(t) =
sin(πt)
msin(πt/m)
, m = 2n +1. (4.30)
Moreover, for an arbitrary line l with slope s and intercept t, such that |s|≤1a n d
t =− n,...,n, the Radon transform is given by
(RI)(s,t) =
⎧
⎨
⎩
Radon
 
{y = sx +t},I
 
, l is a basically horizontal line,
Radon
 
{x = sy+t},I
 
, l is a basically vertical line.
(4.31)
  I
1
and   I
2
in (4.29) are column-wise and row-wise interpolated versions of I,
respectively, using the Dirichlet kernel Dm with m = 2n+1 .
The selection of the parameters s and t in Deﬁnition 4.4.1 is explained in [6].
4.4.2. Representation of lines using angle
In order to derive the 2D Radon transform (Deﬁnition 4.4.1)i nam o r en a t u r a l
way, we rephrase it using angles instead of slopes. For a basically horizontal line
y = sx+t with|s|≤1,weexpresssass = tanθ withθ ∈ [−π/4,π/4],whereθ isthe
angle between the line and the positive direction of the x-axis. Using this notation,
a basically horizontal line has the form y = (tanθ)x + t with θ ∈ [−π/4,π/4].
Given a basically vertical line x = sy + t with |s|≤1, we express s as s = cotθ
with θ ∈ [π/4,3π/4], where θ is again the angle between the line and the positive162 Irregular sampling for multidimensional transforms
direction of the x-axis. Hence, a basically vertical line has the form x = (cotθ)y +
tθ ∈ [π/4,3π/4].
Using this parametric representation we rephrase the deﬁnition of the Radon
transform (Deﬁnition 4.4.1) as the following.
Deﬁnition 4.4.2. Let I(u,v), u,v =− n/2,...,n/2 − 1, be a n × n array. Let θ ∈
[−π/4,3π/4], and let t be an intercept such that t =− n,...,n.T h e n ,
(RI)(θ,t) =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
Radon
  
y = (tanθ)x +t
 
,I
 
, θ ∈
 
−π
4
,
π
4
 
,
Radon
  
x = (cotθ)y +t
 
,I
 
, θ ∈
 
π
4
,
3π
4
 
,
(4.32)
where
Radon
 
{y = sx +t},I
 
=
n/2−1  
u=−n/2
  I
1
(u,su+t),
Radon
 
{x = sy+t},I
 
=
n/2−1  
v=−n/2
  I
2
(sv +t,v),
(4.33)
and   I
1
,   I
2
,a n dDm are given by (4.29), (4.30), respectively.
The Radon transform in Deﬁnition 4.4.2 operates on discrete images I(u,v)
while θ is continuous. We have to discretize the parameter θ in order to have a
“discrete Radon transform” that satisﬁes properties in Section 4.1.2.
4.4.3. Fourier slice theorem
The Fourier slice theorem for the 2D continuous Radon transform deﬁnes a rela-
tion between the continuous Radon transform  f of a function f (x, y) and the
2D Fourier transform of f along some radial line:
   f(θ,ξ) =   f (ξ cosθ,ξ sinθ), (4.34)
where    f is the 1D Fourier transform of  f (4.2). Equation (4.34)a l l o w su s
to evaluate the continuous Radon transform using the 2D Fourier transform of
the function f . We are looking for a similar relation between the discrete Radon
transform and the discrete Fourier transform of the image. We then use such a
relation to compute the discrete Radon transform.
To construct such a relation we deﬁne some auxiliary operators which enable
us to rephrase the deﬁnition of the discrete Radon transform (Deﬁnition 4.4.2)
in a more convenient way. Throughout this section we denote by Cm the set of
complex-valued vectors of length m, indexed from − m/2  to  (m − 1)/2 . Also,
we denote by Ck×l the set of 2D complex-valued images of dimensions k ×l.E a c hA. Averbuch et al. 163
image I ∈ Ck×l is indexed as I(u,v), where u =−   k/2 ,..., (k − 1)/2  and v =
− l/2 ,..., (l −1)/2 . k is along the x-axis and l is along the y-axis.
Deﬁnition 4.4.3 (translation operator). Let α ∈ Cm and τ ∈ R.T h etranslation
operator Tτ : Cm → Cm is given by
 
Tτα
 
u =
n  
i=−n
αiDm(u −i −τ), m = 2n +1, (4.35)
where u =− n,...,n and Dm is given by (4.30).
The translation operator Tτ takes a vector of length m and translates it by τ
by using trigonometric interpolation .
Lemma 4.4.4 (see [6]). Let Tτ be the translation operator given by Deﬁnition 4.4.3.
Then,
adjTτ = T−τ. (4.36)
An important property of the translation operator Tτ is that the translation of
exponentials is algebraically exact. In other words, translating a vector of samples
of the exponential e2πıkx/m is the same as resampling the exponential at the trans-
lated points. This observation is of great importance for proving the Fourier slice
theorem.
Lemma 4.4.5 (see [6]). Let m = 2n +1 , ϕ(x) = e2πıkx/m.D e ﬁ n et h ev e c t o rφ ∈ Cm
as φ = (ϕ(t):t =− n,...,n).T h e n ,f o ra r b i t r a r yτ ∈ R,
 
Tτφ
 
t = ϕ(t −τ), t =− n,...,n. (4.37)
Deﬁnition 4.4.6. The extension operators E1 : Cn×n → Cn×m and E2 : Cn×n →
Cm×n are given by
EiI(u,v) =
⎧
⎪ ⎨
⎪ ⎩
I(u,v), u,v =
−n
2
,...,
n
2 −1
,
0 otherwise,
(4.38)
where i = 1,2, and m = 2n+1 .
E1 is an operator that takes an array of size n×n and produces an array of size
(2n+1)×n (2n+1rowsandn columns) by adding n/2+1 zero rows at the top of
the array and n/2 zero rows at the bottom of the array (see Figure 4.4). Similarly,
E2 corresponds to padding the array I withn+1zerocolumns,n/2+1 at the right
and n/2 at the left.164 Irregular sampling for multidimensional transforms
n/2+1
zeros
I(u,v)
n/2
zeros
y
x
Figure 4.4. Applying the padding operator E1 to an array of size n ×n.
Deﬁnition 4.4.7. The truncation operators U1 : Cn×m → Cn×n and U2 : Cm×n →
Cn×n are given by
UiI(u,v) = I(u,v), u,v =
−n
2
,...,
n
2 −1
, (4.39)
where i = 1,2 and m = 2n +1 .
The operator U1 removes n/2+1 rows from the top of the array and n/2r o w s
from the bottom of the array, recovering an n × n image. Similarly, U2 removes
n/2 + 1 columns from the right and n/2 columns from the left of the array.
Lemma 4.4.8 (see [6]). Let E1 and U1 be the extension and truncation operators,
given by Deﬁnitions 4.4.6 and 4.4.7,r e s p e c t i v e l y .T h e n ,
adjE1 = U1. (4.40)
In an exactly analogous way we show that U2 = adjE2.
Deﬁnition 4.4.9. Let I(u,v), u,v =− n/2,...,n/2 − 1, be an n × n image. The
shearing operators S1 : Cn×m → Cn×m and S2 : Cm×n → Cm×n, m = 2n +1 ,a r e
given by
 
S1
θI
 
(u,v) =
 
T−utanθI(u,·)
 
v, θ ∈
 
−π
4
,
π
4
 
,
 
S2
θI
 
(u,v) =
 
T−vcotθI(·,v)
 
u, θ ∈
 
π
4
,
3π
4
 
.
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Lemma 4.4.10 (see [6]). For t =− n,...,n,
RI(θ,t) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
n/2−1  
u=−n/2
 
S1
θ
 
E1I
  
(u,t), θ ∈
 
−π
4
,
π
4
 
,
n/2−1  
v=−n/2
 
S2
θ
 
E2I
  
(t,v), θ ∈
 
π
4
,
3π
4
 
.
(4.42)
Deﬁnition 4.4.11. Let ψ ∈ Cm and m = 2n + 1. The backprojection operators
B1
θ : Cm → Cn×m and B2
θ : Cm → Cm×n are given by
 
B1
θψ
 
(u,·) = Tutanθψ, θ ∈
 
−π
4
,
π
4
 
,
 
B2
θψ
 
(·,v) = Tvcotθψ, θ ∈
 
π
4
,
3π
4
 
.
(4.43)
Lemma 4.4.12 (see [6]).
adjB1
θ =
 
u
S1
θ,
adjB2
θ =
 
v
S2
θ.
(4.44)
We can now give an explicit formula for the adjoint Radon transform.
Theorem 4.4.13 (see [6]). The adjoint Radon transform adjRθ : Cm → Cn×n is
given by
adjRθ =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
U1 ◦B1
θ, θ ∈
 
−π
4
,
π
4
 
,
U2 ◦B2
θ, θ ∈
 
π
4
,
3π
4
 
,
(4.45)
where Ui, i = 1,2,i sg i v e nb yDeﬁnition 4.4.7 and Bi
θ, i = 1,2,i sg i v e nb yDeﬁnition
4.4.11.
We next examine how the adjoint Radon transform operates on the vector
φ(k) = (ϕ(k)(t):t =− n,...,n), where ϕ(k)(t) = e(2πı/m)kt.F o rθ ∈ [−π/4,π/4] and
u,v =− n/2,...,n/2 −1.
Theorem 4.4.14 (Fourier slice theorem). Let I(u,v) be an n × n image, u,v =− n/
2,...,n/2 −1,a n dl e tm = 2n+1 .T h e n ,
 
  RθI
 
(k) =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
  I
 
− s1k,k
 
, s1 = tanθ, θ ∈
 
−π
4
,
π
4
 
,
  I
 
k,−s2k
 
, s2 = cotθ, θ ∈
 
π
4
,
3π
4
 
,
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where   RθI(k) is the 1D DFT of the discrete Radon transform, given by Deﬁnition
4.4.2, with respect to the parameter t, k =− n,...,n,a n d  I is the trigonometric poly-
nomial
  I
 
ξ1,ξ2
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
I(u,v)e
−(2πı/m)(ξ1u+ξ2v). (4.47)
4.4.4. Discretization and fast algorithms
The Radon transform, given by Deﬁnition 4.4.2, and the Fourier slice theorem,
given by Theorem 4.4.14, were deﬁned for discrete images and a continuous set of
lines. Speciﬁcally, RθI(t) operates on any angle in the range [−π/4,3π/4]. For our
transform to be fully discrete, we must discretize the set of angles. We denote such
a discrete set of angles by Θ. By using the discrete set of intercepts
T  {−n,...,n}, (4.48)
we deﬁne the discrete Radon transform as
RI =
 
RθI(t) | θ ∈ Θ, t ∈ T
 
. (4.49)
We deﬁne Θtobethesetofanglesinducedbylineswithequallyspacedslopes.
Speciﬁcally, we deﬁne two sets of angles:
Θ2 =
 
arctan
 
2l
n
 
| l =
−n
2
,...,
n
2
 
, (4.50)
Θ1 =
 
π
2
−arctan
 
2l
n
 
| l =
−n
2
,...,
n
2
 
. (4.51)
If we take an arbitrary element from Θ2, that is, θl
2 = arctan(2l/n), then, the
slope of the line corresponding to θl
2 is s = tanθl
2 = 2l/n. By inspecting two ele-
mentsθl
2 andθl+1
2 wecanseethatthediﬀerencebetweentheslopesthatcorrespond
to the two angles is
s2 −s1 = tanθl+1
2 − tanθl
2 =
2(l +1 )
n
−
2l
n
=
2
n
, (4.52)
which means that our angles deﬁne a set of equally spaced slopes (see Figures
4.2(a)and4.2(b)).Figure 4.2(a)istheslopesthatcorrespondtoanglesinΘ2 (4.50)
and Figure 4.2(c) is the slopes that correspond to angles in Θ1 (4.51).
We deﬁne the set of angles Θ to be
Θ  Θ1 ∪Θ2, (4.53)
where Θ1 and Θ2 are given by (4.51)a n d( 4.50), respectively. Using the set Θ we
deﬁne the discrete Radon transform for discrete images and a discrete set of pa-
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Deﬁnition 4.4.15 (2D discrete Radon transform). Let θ ∈ Θ, t ∈ T,w h e r eΘ and
T are given by (4.53)a n d( 4.48), respectively. Then,
RθI(t) 
⎧
⎨
⎩
Radon
 
y = (tanθ)x +t
 
, θ ∈ Θ2,
Radon
 
x = (cotθ)y +t
 
, θ ∈ Θ1.
(4.54)
Deﬁnition 4.4.15 deﬁnes a transform that takes an image I of size n × n into
an array (θ,t)o fs i z e2×(2n+1 )× (n+1 ).
The Fourier slice theorem (Theorem 4.4.14) holds also for the discrete set Θ.
For θ ∈ Θ2 (4.50)w eh a v ef r o mTheorem 4.4.14 that   RθI(k) =   I(−s1k,k), where
s1 = tanθ. Since θ ∈ Θ2 has the form θ = arctan(2l/n), it follows that s1 =
tan(arctan(2l/n)) = 2l/n and
  RθI(k) =   I
 
−
2l
n
k,k
 
, k =− n,...,n. (4.55)
For θ ∈ Θ1 (4.51), we have from Theorem 4.4.14 that   RθI(k) =   I(k,−s2k), where
s2 = cotθ. Since θ ∈ Θ1 has the form θ = π/2 − arctan(2l/n), it follows that
s2 = cot(π/2 −arctan(2l/n)) = tan(arctan(2l/n)) = 2l/n and
  RθI(k) =   I
 
k,−
2l
n
k
 
, k =− n,...,n. (4.56)
Equations (4.55)a n d( 4.56) show that RθI is obtained by resampling the
trigonometric polynomial   I,g i v e nb y( 4.8), on the pseudopolar grid Ωpp,d e ﬁ n e d
in Section 4.3.1.S p e c i ﬁ c a l l y ,
  RθI(k) =   IΩ1
pp(k,l), θ ∈ Θ2,
  RθI(k) =   IΩ2
pp(k,l), θ ∈ Θ1,
(4.57)
where   IΩ1
pp and   IΩ2
pp are given by (4.17). From (4.57) we derive the relation
RθI = F
−1
k ◦   IΩ1
pp, θ ∈ Θ2,
RθI = F
−1
k ◦   IΩ2
pp, θ ∈ Θ1,
(4.58)
where F
−1
k is the 1D inverse Fourier transform along each row of the array   IΩs
pp,
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We denote by RI the array that corresponds to the discrete Radon transform
of an image I of size n ×n. By using (4.58), we deﬁne RI as
RI =
 
RθI | θ ∈ Θ
 
, (4.59)
where Θ is given by (4.53). The fast algorithm that computes the pseudopolar
Fouriertransform,giveninSection 4.3.2,immediatelygivesanalgorithmforcom-
puting the discrete Radon transform. To see this, consider a row in RI,w h i c hc o r -
responds to a constant θ. The values of the discrete Radon transform that corre-
spond to θ are computed by applying F
−1
k to a row of   IΩs
pp, s = 1,2. Thus, the
computation of RI requires applying F
−1
k t oa l lr o w so f  IΩs
pp, s = 1,2 (2n+2rows).
Since each application of F
−1
k operates on a vector of length 2n +1( ar o wo f  IΩ1
pp
or   IΩ2
pp), it requires O(nlogn) operations for a single application, and a total of
O(n2logn) operations for the required 2n+2callstoF
−1
k . Thus, once we compute
the arrays   IΩs
pp, s = 1,2, it requires O(n2logn) operations to compute RI. Since
computing   IΩs
pp, s = 1,2, requires O(n2logn) operations, the total complexity of
computing the values of RI,g i v e nb y( 4.59), is O(n2logn)o p e r a t i o n s .
Table 4.3 presents numerical results for the computation of the 2D discrete
Radon transform.
Invertibility of the 2D discrete Radon transform RI (4.59) also follows from
(4.58).F
−1
k isinvertibleandcanberapidlyinvertedbyusingtheinversefastFourier
transform.   IΩpp, which is the union of   IΩ1
pp and   IΩ2
pp (4.17), is invertible (Section
4.3.3) and can be rapidly inverted as described in Sections 4.3.3.1 and 4.3.3.2.
Thus, the discrete Radon transform is invertible, and can be inverted by applying
the inverse FFT on each row of RI (O(n2logn) operations), followed by an inver-
sion of   IΩpp (O(n2logn) operations). Hence, inverting the discrete Radon trans-
form requires O(n2logn)o p e r a t i o n s .
4.4.4.1. Convergence
The discrete Radon transform converges to the continuous Radon transform as
the number of samples in the discretization goes to inﬁnity (see [6, 18, 19]).
4.5. 3D discrete Radon transform
Following the 2D construction of the discrete Radon transform, we give a deﬁ-
nition for the 3D discrete Radon transform that satisﬁes, as in the 2D case, the
properties in Section 4.1.2. This construction can generalize the construction and
the properties of the 2D discrete Radon transform to 3D. Throughout the rest of
the paper we refer to “3D image/array” as a 3D discrete volume of size n × n × n.
This section is based on [8].
We ﬁrst deﬁne a 3D Radon transform that is deﬁned on discrete 3D arrays
and on all planes in R3. Then we show that there exists a discrete set of planes for
which the 3D discrete Radon transform is invertible and rapidly computable.A. Averbuch et al. 169
Table 4.3. Numerical results for the discrete Radon transform. Each test matrix is a random matrix
with uniformly distributed elements in the range [0,1]. The timings are given in seconds. Column
1 corresponds to n. Column 2 corresponds to the time required to compute the 2D discrete Radon
transform of an n × n image using the Fourier slice theorem. Column 3 presents the time required
to compute the 2D discrete Radon transform directly according to its deﬁnition (Deﬁnition 4.4.15).
Column 4 presents the relative L2 error between the output from the fast algorithm and the direct
computation.
nT fast Tdirect error
8 0.047 0.734 2.4922e-016
16 0.063 10.3 3.1364e-016
32 0.094 165 3.6785e-016
64 0.282 2.7e+003 4.5775e-016
128 1.91 3.9e+004 5.7779e-016
256 2.62 — —
512 10.3 — —
1024 43.5 — —
2048 261 — —
4.5.1. Deﬁnition of the 3D Radon transform
Inspired by the deﬁnition of the 2D discrete Radon transform, the 3D discrete
Radon transform is deﬁned by summing the interpolated samples of a discrete
array I(u,v,w) that lie on planes which satisfy certain constraints.
Wedeﬁnethreetypesofplanes,namely,“x-planes,”“y-planes,”and“z-planes.”
Deﬁnition 4.5.1. (i) A plane of the form
x = s1y +s2z +t, (4.60)
where
   s1
    ≤ 1,
   s2
    ≤ 1, (4.61)
is called an x-plane.
(ii) A plane of the form
y = s1x +s2z +t, (4.62)
where
   s1
    ≤ 1,
   s2
    ≤ 1, (4.63)
is called a y-plane.
(iii) A plane of the form
z = s1x +s2y +t, (4.64)170 Irregular sampling for multidimensional transforms
where
   s1
    ≤ 1,
   s2
    ≤ 1, (4.65)
is called a z-plane.
Lemma 4.5.2. Each plane p in R3 can be expressed as one of the plane types from
Deﬁnition 4.5.1 (x-plane, y-plane, or z-plane).
We deﬁne three summation operators, one for each type of plane (x-plane,
y-plane, z-plane deﬁned in Deﬁnition 4.5.1). Each summation operator takes a
plane and an image I and calculates the sum of the interpolated samples of I on
the plane.
Deﬁnition 4.5.3 (summation operators). Let I be a discrete image of size n×n×n.
(i) For x-plane,
Radon
  
x = s1y +s2z +t
 
,I
 
=
n/2−1  
v=−n/2
n/2−1  
w=−n/2
  I
1 
s1v +s2w +t,v,w
 
, (4.66)
where
  I
1
(x,v,w) =
n/2−1  
u=−n/2
I(u,v,w)Dm(x − u), v,w ∈
 
−n
2
,...,
n
2 −1
 
, x ∈ R.
(4.67)
(ii) For y-plane,
Radon
  
y = s1x +s2z +t
 
,I
 
=
n/2−1  
u=−n/2
n/2−1  
w=−n/2
  I
2 
u,s1u+s2w +t,w
 
, (4.68)
where
  I
2
(u, y,w) =
n/2−1  
v=−n/2
I(u,v,w)Dm(y − v), u,w ∈
 
−n
2
,...,
n
2 −1
 
, y ∈ R.
(4.69)
(iii) For z-plane,
Radon
  
z = s1x +s2y +t
 
,I
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
  I
3 
u,v,s1u+s2v +t
 
, (4.70)A. Averbuch et al. 171
where
  I
3
(u,v,z) =
n/2−1  
w=−n/2
I(u,v,w)Dm(z −w), u,v ∈
 
−n
2
,...,
n
2 − 1
 
, z ∈ R.
(4.71)
In (4.66)–(4.70), t satisﬁes t ∈ Z, −3n/2 ≤ t ≤ 3n/2a n dDm is deﬁned by
Dm(t) =
sin(πt)
msin(πt/m)
, m = 3n +1. (4.72)
The selection of t and m is critical and explained in [8].
Using the summation operators given in (4.66)–(4.70), we deﬁne three oper-
ators RiI (i = 1,2,3) for a 3D image (volume) I as follows.
(i) For x-plane x = s1y +s2z +t deﬁne
R1I
 
s1,s2,t
 
 Radon
 
x = s1y +s2z +t,I
 
. (4.73)
(ii) For y-plane y = s1x +s2z +t deﬁne
R2I
 
s1,s2,t
 
 Radon
 
y = s1x +s2z +t,I
 
. (4.74)
(iii) For z-plane z = s1x +s2y +t deﬁne
R3I
 
s1,s2,t
 
 Radon
 
z = s1x +s2y +t,I
 
. (4.75)
For a given plane p we can classify it by Lemma 4.5.2 as either an x-plane,
y-plane, or z-plane with slopes s1 and s2. We deﬁne the “canonization transform”
that takes an arbitrary plane p and transforms it into one of the plane types that
were deﬁned in Deﬁnition 4.5.1.
Deﬁnition 4.5.4 (canonization transform). Given a plane p whose equation is
given by
p : αx +βy+γz+t = 0 (4.76)
we denote by P the set of all planes p in R3.L e tC : P → R4 be the transformation
that takes a plane p ∈ P and transforms it into one of the plane types: x-plane,
y-plane, or z-plane. For p ∈ P,
C(p) 
 
q,s1,s2,t  
, (4.77)172 Irregular sampling for multidimensional transforms
where
(i) q = 1i fC(p)i sa nx-plane x = s1y +s2z +t  with −1 ≤ s1, s2 ≤ 1,
(ii) q = 2i fC(p)i say-plane y = s1x +s2z +t  with −1 ≤ s1, s2 ≤ 1,
(iii) q = 3i fC(p)i saz-plane z = s1x +s2y +t  with −1 ≤ s1, s2 ≤ 1.
Deﬁnition 4.5.5 (3D Radon transform). Assume that I is a discrete image of size
n × n × n and the plane p is determined by C(p)f r o mDeﬁnition 4.5.4. Then the
3D Radon transform of I on p is deﬁned by
RI(p,I) = RI
 
s1,s2,t
 

⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
R1I
 
s1,s2,t
 
, q = 1,
R2I
 
s1,s2,t
 
, q = 2,
R3I
 
s1,s2,t
 
, q = 3,
(4.78)
where R1, R2,a n dR3 were deﬁned in (4.73)–(4.75)a n dq, s1, s2,a n dt are deter-
mined from C(p) according to Deﬁnition 4.5.4.
4.5.2. Traditional (φ,θ) representation of planes
The deﬁnition of the 3D Radon transform uses slopes and intercepts to designate
a speciﬁc plane. The notation of a plane using slopes is less common and should
be further explained. Usually, a plane in R3 is deﬁned using a unit normal vector
 n and the distance of the plane from the origin. Formally,   n,(x, y,z) =t where
 n can be represented using the angles (φ,θ)a s
 n = (cosφsinθ,sinφsinθ,cosθ). (4.79)
We would like to ﬁnd a correlation between the (φ,θ,t) representation of a
plane and the explicit plane representation (using slopes).
Westartbyinspectingtheexplicitequationofa z-planez = s1x+s2y+t where
|s1|≤1a n d|s2|≤1. This can be rewritten as
  
−s1,−s2,1
 
,(x, y,z)
 
= t. (4.80)
We deﬁne
s =
    
−s1,−s2,1
     =
 
s2
1 +s2
2 +1 (4.81)
and by normalizing the normal vector, we obtain
  
−
s1
s
,−
s2
s
,
1
s
 
,(x, y,z)
 
=
t
s
, (4.82)
where  n = (−s1/s,−s2/s,1/s) is the unit normal vector to the plane.A. Averbuch et al. 173
By expressing (φ,θ) of the vector  n using s1 and s2 we obtain
tanφ =
−s2/s
−s1/s
=
s2
s1
,
tanθ =±
 
s2
1/s2 +s2
2/s2
1/s
=±
 
s2
1 +s2
2.
(4.83)
The range of (φ,θ), which corresponds to z-planes, is
tanφ =
s2
s1
,t a n θ =±
 
s2
1 +s2
2, (4.84)
where |s1|≤1a n d|s2|≤1.
Resolving for s1 and s2,w eo b t a i n
s2
1 =
tan2θ
1+tan2φ
,
s2
2 =
tan2θtan2φ
1+tan2φ
.
(4.85)
Since |s1|≤1a n d|s2|≤1, it follows that
tan2θ
1+tan2φ
≤ 1,
tan2θtan2φ
1+tan2φ
≤ 1.
(4.86)
Weconcludethattherangeof(φ,θ),whichdeﬁnesallz-planes,satisﬁes(4.86).
Equation(4.86)doesnotdeﬁneadomainthatissimpletodescribeandthereforeit
is less convenient than the slopes notation used to deﬁne our notion of 3D Radon
transform (Deﬁnition 4.5.5).
Inspecting the relations between x-planes and y-planes and the (φ,θ)n o t a -
tion yields similar results and will not be detailed here.
Equations (4.85)a n d( 4.86) allow us to compute the 3D Radon transform
given a pair of angles (φ,θ) by using transformation to explicit plane representa-
tion with s1 and s2.
4.5.3. 3D discrete Fourier slice theorem
Similar to the 2D case, we can derive a Fourier slice theorem for the 3D case. The
3D Fourier slice theorem associates the 1D discrete Fourier transform of the 3D
discrete Radon transform with the discrete Fourier transform of the image I.T h e
3D Fourier slice theorem is summarized in Theorem 4.5.6.174 Irregular sampling for multidimensional transforms
Theorem 4.5.6 (3D Fourier slice theorem). Given a 3D image I ∈ In×n×n and a
plane p with C(p) = (q,s1,s2,t), |s1|≤1, |s2|≤1, t ∈{ − 3n/2,...,3n/2} (deﬁned
in Deﬁnition 4.5.4),
  RI
 
s1,s2,k
 
=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
  I
 
k,−s1k,−s2k
 
, q = 1,
  I
 
−s1k,k,−s2k
 
, q = 2,
  I
 
−s1k,−s2k,k
 
, q = 3,
(4.87)
where   RI is the 1D Fourier of I along the parameter t,
  RI
 
s1,s2,k
 
=
3n/2  
t=−3n/2
RI
 
s1,s2,t
 
e
−2πıkt/m, k ∈ Z,
−3n
2
≤ k ≤
3n
2
, (4.88)
  I
 
ξ1,ξ2,ξ3
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e(−2πı/m)(ξ1u+ξ2v+ξ3w). (4.89)
See [8] for the construction and proof of Theorem 4.5.6.
4.5.4. 3D pseudopolar grid
As for now, we deﬁned RI for continuous slopes (s1,s2)i n[ −1,1] × [−1,1] while
I is discrete. We would like to discretize s1 and s2 while satisfying the properties in
Section 4.1.2.
We deﬁne three sets
S1 
 
l
(n/2)
| l =
−n
2
,...,
n
2
 
,
S2 
  j
(n/2)
| j =
−n
2
,...,
n
2
 
,
T 
 
t ∈ Z |
−3n
2
≤ t ≤
3n
2
 
.
(4.90)
The 3D discrete Radon transform will be deﬁned as the restriction of RI
(Deﬁnition 4.5.5) to the discrete set of slopes (s1,s2) ∈ S1 ×S2 with t ∈ T.
Deﬁnition 4.5.7 (3D discrete Radon transform). Given a plane p.L e tC(p) = (q,
s1,s2,t) be the canonized form of p with slopes (s1,s2) ∈ S1 ×S2, t ∈ T, then,
RI
 
s1,s2,t
 

⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
R1I
 
s1,s2,t
 
, q = 1,
R2I
 
s1,s2,t
 
, q = 2,
R3I
 
s1,s2,t
 
, q = 3,
(4.91)
where R1I, R2I,a n dR3I are deﬁned in Deﬁnition 4.5.5.A. Averbuch et al. 175
RI is not deﬁned for every plane p, but only for planes p such that for C(p) =
(q,s1,s2,t)i th o l d st h a t( s1,s2) ∈ S1 × S2 and t ∈ T.T h ed i ﬀerence between Def-
initions 4.5.5 and 4.5.7 is in the discrete set of slopes S1 × S2, which replaces the
continuous set of slopes [−1,1] × [−1,1]. Deﬁnition 4.5.7 describes a transform
that takes an image I of size n3 into an array of size 3 ×(3n+1 )× (n+1 ) 2.
The Fourier slice theorem (Theorem 4.5.6) holds also for the discrete set of
slopes S1 × S2 for each of the plane types.
(i) For an x-plane,
  RI
 
2l
n
,
2j
n
,k
 
=   I
 
k,−
2l
n
k,−
2j
n
k
 
. (4.92)
(ii) For a y-plane,
  RI
 
2l
n
,
2j
n
,k
 
=   I
 
−
2l
n
k,k,−
2j
n
k
 
. (4.93)
(iii) For a z-plane,
  RI
 
2l
n
,
2j
n
,k
 
=   I
 
−
2l
n
k,−
2j
n
k,k
 
, (4.94)
where l, j ∈{ − n/2,...,n/2}, k ∈{ − 3n/2,...,3n/2} and   I is the trigonometric
polynomial given by (4.89).
Next we describe how the samples of   I in (4.92)–(4.94) are scattered in R3.I n
order to obtain   RI over all x-planes, by (4.92)w es a m p l e  I at
P1 
  
k,−
2l
n
k,−
2j
n
k
 
| l, j ∈
 
−n
2
,...,
n
2
 
, k ∈
 
−3n
2
,...,
3n
2
  
. (4.95)
Similarly, to obtain   RI over all y-planes, by (4.93)w es a m p l e  I at
P2 
  
−
2l
n
k,k,−
2j
n
k
 
| l, j ∈
 
−n
2
,...,
n
2
 
, k ∈
 
−3n
2
,...,
3n
2
  
(4.96)
and ﬁnally, to obtain   RI over all z-planes, by (4.94)w es a m p l e  I at
P3 
  
−
2l
n
k,−
2j
n
k,k
 
| l, j ∈
 
−n
2
,...,
n
2
 
, k ∈
 
−3n
2
,...,
3n
2
  
.
(4.97)
The set
P  P1 ∪ P2 ∪P3 (4.98)
is called the pseudopolar grid.
See Figures 4.5(a)–4.5(c) for illustrations of the sets P1, P2,a n dP3.
The pseudopolar Fourier transform is deﬁned by sampling the trigonometric
polynomial   I on the pseudopolar grid P.176 Irregular sampling for multidimensional transforms
(a) The sector P1 (b) The sector P2 (c) The sector P3
Figure 4.5. The pseudopolar grid.
Deﬁnition4.5.8(pseudopolarFouriertransform). ThepseudopolarFouriertrans-
formPPi (i = 1,2,3)isalineartransformationfrom3DimagesI ∈ In×n×n deﬁned
by
PP1I(k,l, j) =   I
 
k,−
2l
n
k,−
2j
n
k
 
,
PP2I(k,l, j) =   I
 
−
2l
n
k,k,−
2j
n
k
 
,
PP3I(k,l, j) =   I
 
−
2l
n
k,−
2j
n
k,k
 
,
(4.99)
where
l, j ∈
 
−n
2
,...,
n
2
 
, k ∈
 
−3n
2
,...,
3n
2
 
, m = 3n+1 ,
  I
 
ξ1,ξ2,ξ3
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e(−2πı/m)(ξ1u+ξ2v+ξ3w).
(4.100)
Using the pseudopolar Fourier transform we can express RI as
RiI = F−1 ◦PPiI (i = 1,2,3), (4.101)
where F−1 is the inverse Fourier transform.
We can regard s1 and s2 as “pseudoangles” and k as a “pseudoradius.” This
corresponds to the (r,φ,θ) representation of the polar grid.
4.5.5. Rapid computation of the 3D discrete Radon transform
We sketch an O(n3logn) algorithm for the computation of the 3D discrete Radon
transform.
Equation (4.101) states that we can compute RiI by calling the 1D inverse
Fourier transform (n +1 ) 2 times for each PPiI.E a c hv e c t o ri nPPiI correspondsA. Averbuch et al. 177
to ﬁxed slopes l, j. Hence, all applications of F−1 take O(n3logn)o p e r a t i o n s .I t
remains to show that the 3D pseudopolar Fourier transform PPiI (i = 1,2,3) can
be computed using O(n3logn)o p e r a t i o n s .
From Deﬁnition 4.5.8 it follows that given an image I ∈ In×n×n, the pseu-
dopolar Fourier transform of I is deﬁned by
PPI(s,k,l, j) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
  I
 
k,−
2l
n
k,−
2j
n
k
 
, s = 1,
  I
 
−
2l
n
k,k,−
2j
n
k
 
, s = 2,
  I
 
−
2l
n
k,−
2j
n
k,k
 
, s = 3,
=
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
PP1I(k,l, j),
PP2I(k,l, j),
PP3I(k,l, j),
(4.102)
where
l, j ∈
 
−n
2
,...,
n
2
 
, k ∈
 
−3n
2
,...,
3n
2
 
, m = 3n+1 ,
  I
 
ξ1,ξ2,ξ3
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e(−2πı/m)(ξ1u+ξ2v+ξ3w).
(4.103)
The main idea of the algorithm is to use the samples of the equally spaced
3D DFT (which can be computed in O(n3logn)), and resample them rapidly on
the pseudopolar grid points, using the fractional Fourier transform (deﬁned in
Deﬁnition 4.3.3).
4.5.5.1. Algorithm description for the rapid computation of the 3D
pseudopolar Fourier transform (pseudocode)
Throughout this section we will use the following notation.
Notation 4.5.9.
(i) F−1
n : 1D inverse DFT.
(ii) Fα
m: fractional Fourier transform with factor α. The operator accepts a
sequence of length n, pads it symmetrically to length m = 3n+1,applies
to it the fractional Fourier transform with factor α, and returns the n+1
central elements.
(iii) F3:3 DD F T .
(iv) Gk,n: consecutive application of F−1
n followed by F2k/n
m :
Gk,n = F2k/n
m ◦F
−1
n . (4.104)
We illustrate the operations of Algorithm 4.3 on Res1.178 Irregular sampling for multidimensional transforms
Input:i m a g eI of size n ×n ×n.
Output:t h r e ea r r a y s :R e s 1,R e s 2,R e s 3 of size m ×(n+1)×(n+1).
Working arrays: six auxiliary arrays T1, T2, T3, T 
1, T 
2, T 
3:
(i) T1 is of size m ×n ×(n+1),
(ii) T2 is of size (n+1)×m ×n,
(iii) T3 is of size n ×(n+1)×m,
(iv) T 
1, T 
2, T 
3 are of size m ×(n+1)×(n+1).
Process:R e s 1 computation.
(1) Pad I symmetrically along the x-axis to length 3n+ 1. Denote the result   I 1.
(2)   Id ← F3(  I 1).
(3) For each k and l,
T1(k,l,·) = Gk,n
 
  Id(k,l,·)
 
. (4.105)
(4) For each k and j,
T 
1(k,·, j) = Gk,n
 
T1(k,·, j)
 
. (4.106)
(5) For each k, l, j,
Res1(k,l, j) = T 
1(k,−l,−j). (4.107)
Res2 computation.
(6) Pad I symmetrically along the y-axis to length 3n+ 1. Denote the result   I 2.
(7)   Id ← F3(  I 2).
(8) For each k and l,
T2(·,k, j) = Gk,n
 
  Id(·,k, j)
 
. (4.108)
(9) For each k and j,
T 
2(k,l,·) = Gk,n
 
T2(l,k,·)
 
. (4.109)
(10) For each k, l, j,
Res2(k,l, j) = T 
2(k,−l,−j). (4.110)
Res3 computation.
(11) Pad I symmetrically along the z-axis to length 3n+ 1. Denote the result   I 3.
(12)   Id ← F3(  I 3).
(13) For each k and l,
T3(l,·,k) = Gk,n
 
  Id(l,·,k)
 
. (4.111)
(14) For each k and j,
T 
3(k,·, j) = Gk,n
 
T3(·, j,k)
 
. (4.112)
(15) For each k, l, j,
Res3(k,l, j) = T 
3(k,−l,−j). (4.113)
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(1) Both ends of the x-direction of the image I are zero-padded. The 3D
DFT of the padded image is computed. The results are placed in   Id.
(2) Each vector from   Id, which corresponds to ﬁxed x and y,i st a k e n .A p p l y
on it the 1D inverse DFT and resample it using 1D fractional Fourier
transform where α = 2x/n. The result 3D array is denoted by T1.
(3) Each vector from T1, which corresponds to ﬁxed x and z,i st a k e n .A p -
ply on it 1D inverse DFT and resample it using 1D fractional Fourier
transform where α = 2x/n. The result array is T
 
1.
(4) Flip T
 
1 along the y-a n dz-axes.
Theorem 4.5.10 (algorithm correctness of Algorithm 4.3).
(i) Res1(k,l, j) = PPI(1,k,l, j).
(ii) Res2(k,l, j) = PPI(2,k,l, j).
(iii) Res3(k,l, j) = PPI(3,k,l, j).
See [8] for a proof of Theorem 4.5.10 and a complexity analysis of Algorithm
4.3.
4.5.6. Complexity
We ﬁrst compute the complexity of calculating Res1. Each application of Gk,n in-
volves the application of a 1D inverse Fourier transform followed by the compu-
tation of the fractional Fourier transform. Both the computation of the 1D in-
verse Fourier transform and the computation of the fractional Fourier transform
require O(nlogn) operations. Thus, the computation of Gk,n requires O(nlogn)
operations. The complexity of steps (2) and (3) in Algorithm 4.3 is of (3n+1)×n
and (3n +1 )× (n + 1) applications of Gk,n, respectively. Since each application
costs O(nlogn) operations, this gives a total of O(n3logn) operations for each of
steps (2) and (3). The complexity of the 3D DFT in step (1) is O(n3logn) and the
complexity of step (4) (ﬂipping T
 
1)i sO(n3). This gives a total of O(n3logn)f o r
the computation of Res1. The complexity of calculating Res2 and Res3 is identi-
cal to the complexity of calculating Res1, and therefore the total complexity of the
algorithm is 3 ·O(n3logn), namely, O(n3logn)o p e r a t i o n s .
4.5.7. Invertibility of the 3D discrete Radon transform
We show that our deﬁnition of the 3D discrete Radon transform is invertible.
Given the 3D discrete Radon transform RI, we show that it is possible to uniquely
recover I from RI.
From (4.101)
RiI = F
−1 ◦PPiI (i = 1,2,3), (4.114)
where F−1 (the 1D inverse Fourier transform) is invertible, and therefore left to
show that I can be recovered from PPiI, i = 1,2,3.180 Irregular sampling for multidimensional transforms
Given the values of PPI (4.102), we take a vector of samples from PP1I,w h i c h
corresponds to some k0  = 0. From Deﬁnition 4.5.8,
PP1I
 
k0,l, j
 
=   I
 
k0,−
2lk0
n
,−
2jk0
n
 
, l, j ∈
 
−n
2
,...,
n
2
 
. (4.115)
By expanding   I using (4.89)a t( k0,−2lk0/n,−2jk0/n), we have
  I
 
k0,−
2lk0
n
,−
2jk0
n
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0u/me−2πı(−2lk0/n)v/me−2πı(−2jk0/n)w/m.
(4.116)
Rewriting (4.116), we have
  I
 
k0,−
2lk0
n
,−
2jk0
n
 
=
n/2−1  
w=−n/2
  n/2−1  
v=−n/2
n/2−1  
u=−n/2
I(u,v,w)e−2πık0u/me−2πı(−2lk0/n)v/m
 
e−2πı(−2jk0/n)w/m
=
n/2−1  
w=−n/2
ck0,l(w)e−2πı(−2jk0/n)w/m,
(4.117)
where
ck0,l(w)
=
n/2−1  
v=−n/2
n/2−1  
u=−n/2
I(u,v,w)e
−2πık0u/me
−2πı(−2lk0/n)v/m, w ∈
 
−n
2
,...,
n
2 − 1
 
.
(4.118)
For ﬁxed k0, l and variable j denote
Tk0,l
 
−2jk0
n
 
   I
 
k0,
−2lk0
n
,
−2jk0
n
 
. (4.119)
Then, from (4.117)w eh a v e
Tk0,l
 
−2jk0
n
 
=
n/2−1  
w=−n/2
ck0,l(w)e−2πı(−2jk0/n)w/m. (4.120)A. Averbuch et al. 181
In other words, Tk0,l(−2jk0/n), j ∈ Z, −n/2 ≤ j ≤ n/2, are the values of the
polynomial
Tk0,l(x) =
n/2−1  
w=−n/2
ck0,l(w)e
−2πıxw/m (4.121)
at {−2jk0/n}.SincewehavethevaluesofTk0,l(x)atn+1distinctpoints {−2jk0/n}
(and thus we required k0  = 0), we can uniquely determine {ck0,l(w)} and Tk0,l(x),
and therefore we can compute Tk0,l(x)f o ra n yx.
By computing Tk0,l(x) at integer points we can recover
Tk0,l(j) =
n/2−1  
w=−n/2
ck0,l(w)e−2πıjw/m (4.122)
for every k0, l. Substituting ck0,l(w)( 4.118)i n( 4.122)w eo b t a i n
Hk0,j0
 
−2lk0
n
 
 Tk0,l
 
j0
 
=
n/2−1  
w=−n/2
  n/2−1  
v=−n/2
n/2−1  
u=−n/2
I(u,v,w)e−2πık0u/me−2πı(−2lk0/n)v/m
 
e−2πıj0w/m
=
n/2−1  
v=−n/2
  n/2−1  
u=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0u/me−2πıj0w/m
 
e−2πı(−2lk0/n)v/m
=
n/2−1  
v=−n/2
c
 
k0,j0(v)e−2πı(−2lk0/n)v/m,
(4.123)
where
c
 
k0,j0(v) =
n/2−1  
u=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0u/me−2πıj0w/m, v ∈
 
−n
2
,...,
n
2 −1
 
.
(4.124)
From (4.123),
Hk0,j0
 
−2lk0
n
 
=
n/2−1  
v=−n/2
c
 
k0,j0(v)e−2πı(−2lk0/n)v/m (4.125)
and we have that Hk0,j0(−2lk0/n) are the samples of the trigonometric polynomial
Hk0,j0(x) =
n/2−1  
v=−n/2
c
 
k0,j0(v)e−2πıxv/m (4.126)182 Irregular sampling for multidimensional transforms
at {−2lk0/n}. Again, since we have the values Hk0,j0(x)a tn+1 distinct points (for
n+1distinct valuesofl),wecanuniquelydetermine {c
 
k0,j0(v)}andtheunderlying
trigonometric polynomial Hk0,j0(x)g i v e nb y( 4.126).
Evaluating Hk0,j0(x) for integer points, we obtain using (4.124)
Hk0,j0(l) =
n/2−1  
v=−n/2
c
 
k0,j0(v)e−2πılv/m
=
n/2−1  
v=−n/2
n/2−1  
u=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0u/me−2πıj0w/me−2πılv/m
=   I
 
k0,l, j0
 
.
(4.127)
Equation (4.127) states that we have recovered   I at integer grid points for every
k0  = 0 (the entire discrete grid except the plane ξ1 = 0). Remains to evaluate   I on
the plane ξ1 = 0, or, in other words, the values   I(0,l, j).
As before, by taking a sequence of samples from PP2I, which corresponds to
some k0  = 0, we have from Deﬁnition 4.5.8
PP2I
 
k0,l, j
 
=   I
 
−
2lk0
n
,k0,−
2jk0
n
 
. (4.128)
By repeating exactly the same arguments as above we have using (4.89)
T
 
k0,l
 
−2jk0
n
 
   I
 
−
2lk0
n
,k0,−
2jk0
n
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πı(−2lk0/n)u/me−2πık0v/me−2πı(−2jk0/n)w/m
=
n/2−1  
w=−n/2
  n/2−1  
u=−n/2
n/2−1  
v=−n/2
I(u,v,w)e−2πı(−2lk0/n)u/me−2πık0v/m
 
e−2πı(−2jk0/n)w/m
=
n/2−1  
w=−n/2
ck0,l(w)e−2πı(−2jk0/n)w/m,
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where
ck0,l(w)
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
I(u,v,w)e−2πı(−2lk0/n)u/me−2πık0v/m, w ∈
 
−n
2
,...,
n
2 − 1
 
.
(4.130)
Usingn+1distinctsamples {T
 
k0,l(−2jk0/n)}atn+1distinctpoints {−2jk0/n},
j =− n/2,...,n/2, we can compute {ck0,l(w)} and the trigonometric polynomial
T
 
k0,l(x) =
n/2−1  
w=−n/2
ck0,l(w)e−2πıxw/m. (4.131)
For every l,w ee v a l u a t eT
 
k0,l(x) at integer points and by using (4.130)w eo b t a i n
H
 
k0,j0
 
−2lk0
n
 
 T
 
k0,l
 
j0
 
=
n/2−1  
w=−n/2
ck0,l(w)e
−2πıj0w/m
=
n/2−1  
w=−n/2
n/2−1  
u=−n/2
n/2−1  
v=−n/2
I(u,v,w)e
−2πı(−2lk0/n)u/me
−2πık0v/me
−2πıj0w/m
=
n/2−1  
u=−n/2
  n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0v/me−2πıj0w/m
 
e−2πı(−2lk0/n)u/m
=
n/2−1  
u=−n/2
c
 
k0,j0(u)e
−2πı(−2lk0/n)u/m,
(4.132)
where
c
 
k0,j0(u) =
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e−2πık0v/me−2πıj0w/m, u ∈
 
−n
2
,...,
n
2 − 1
 
.
(4.133)
Using n + 1 distinct samples {H
 
k0,j0(−2lk0/n)} from (4.132)a tn + 1 distinct
points (n+ 1 distinct values of l), {c
 
k0,j0(u)} is uniquely determined and
H
 
k0,j0(x) =
n/2−1  
u=−n/2
c
 
k0,j0(u)e−2πıxu/m. (4.134)184 Irregular sampling for multidimensional transforms
Evaluating H
 
k0,j0(x) at integer points and using (4.133), we obtain
H
 
k0,j0(l) =
n/2−1  
u=−n/2
c
 
k0,j0(u)e
−2πılu/m
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e
−2πılu/me
−2πık0v/me
−2πıj0w/m
=   I
 
l,k0, j0
 
.
(4.135)
We evaluated   I(l,k0, j) at grid points where k0  = 0. Speciﬁcally, we computed
  I(0,k0, j).
Finally, we have to compute   I on the line ξ1 = 0, ξ2 = 0. By using exactly the
same arguments on PP3I as above, we evaluate   I on all grid points except ξ3 = 0.
Thus, we have the values of   I on all grid points except the origin   I(0,0,0).Since
PP1I(0,0,0)=   I(0,0,0), we have the values of   I on the entire grid.
S i n c ew ec a nr e c o v e r  I (the 3D DFT of I)f r o mPPI, and trivially recover I
from   I, it follows that we can recover I from PPI,a n dt h u sPP in invertible.
4.6. 3D discrete X-ray transform
The X-ray transform is an important practical tool in many scientiﬁc and indus-
trial areas. An example of such area is computerized tomography (CT) scanning
where the X-ray transform plays a major role in the derivation and implementa-
tion of various tomographic methods (see [4]). The work presented here is based
on [10] and it is a continuation of the works in [5, 6, 8].
4.6.1. The continuous X-ray transform
The continuous X-ray transform of a 3D function f (x, y,z), denoted by P f ,i s
deﬁned by the set of all line integrals of f. For a line L, deﬁned by a unit vector θ
and a point x on L,w ee x p r e s sL as
L(t) = x +tθ, t ∈ R. (4.136)
The X-ray transform of f on L is deﬁned as
P f(L) 
  ∞
−∞
f(x +tθ)dt. (4.137)
The X-ray transform maps each line L in R3 to a real value that represents the pro-
jection of the function f along the line L. For convenience, (4.137)i ss o m e t i m e sA. Averbuch et al. 185
written with the notation
Pθ f (x)  P f(L), (4.138)
where L is given by (4.136).
TheX-raytransformiscloselyrelatedtotheRadontransform.However,while
the 3D X-ray transform is deﬁned using line integrals of a function f,w ed e ﬁ n e
the 3D Radon transform as integrals of f over all planes in R3. Note that in the 2D
case, the X-ray transform coincides with the Radon transform [1–3].
The Fourier slice theorem connects the continuous X-ray transform, deﬁned
by (4.137), with the Fourier transform. For a given 3D function f , it deﬁnes the
relation between the 2D Fourier transform of the X-ray transform of f and the 3D
Fourier transform of f . The Fourier slice theorem is summarized in the following
theorem.
Theorem 4.6.1. For a function f (x, y,z) and a family of lines in R3, whose direction
is given by the unit vector θ,i th o l d st h a t
  Pθ f(ξ) =   f(ξ), (4.139)
where ξ ∈ θ⊥ and θ⊥ is the subspace perpendicular to θ.
4.6.2. Discretization guidelines
We deﬁne a 3D n ×n ×n image as the set
I =
 
I(u,v,w):
−n
2
≤ u,v,w ≤
n
2 −1
 
. (4.140)
Note that we deﬁne I in (4.140) as a cube of voxels with an even side of length n.
We refer to the image I as a cube of size n × n × n to simplify the formulation of
the discrete transform. The entire formulation can be repeated for an imageI with
arbitrary dimensions n1 ×n2 ×n3.
We present here a discrete deﬁnition of the 3D X-ray transform for discrete
images, which satisﬁes the properties in Section 4.1.2. We prove the Fourier slice
theorem that relates our deﬁnition of the X-ray transform with the Fourier trans-
form of the image I and develop a rapid computational algorithm, which is based
on the Fourier slice theorem. We also show that our discrete X-ray transform is
invertible.
The present work is based on [5, 6, 8]. However, there are important diﬀer-
ences between them and the present work. References [6, 8] establish a framework
for surface integrals decomposition of discrete objects. The present work derives
a framework for line integrals decomposition of discrete objects. The two frame-
works coincide for the 2D case, but for higher dimensions there are some fun-
damental diﬀerences between them. Although both frameworks follow the same186 Irregular sampling for multidimensional transforms
guidelines and use the same building blocks, they require diﬀerent discretizations
of the continuous space because of the diﬀerence between the underlying continu-
ous transforms. This results in a diﬀerent frequency domain geometry, a diﬀerent
relation between the space domain and the frequency domain, and a diﬀerent nu-
merical computation algorithm.
4.6.3. Semidiscrete transform deﬁnition
We parameterize a line in R3 as the intersection of two planes. Using this param-
eterization, we deﬁne three families of lines, which we call x-lines, y-lines,a n d
z-lines.F o r m a l l y ,a nx-line is deﬁned as
lx
 
α,β,c1,c2
 
=
⎧
⎪ ⎨
⎪ ⎩
y = αx +c1,
z = βx +c2,
|α|≤1, |β|≤1, c1,c2 ∈{ − n,...,n}.
(4.141)
Figure 4.6isa3Dillustrationofthefamilyofx-linesthatcorrespondstoc1=c2= 0,
together with its projections on diﬀerent axes. Similarly, a y-line and a z-line are
deﬁned as
ly
 
α,β,c1,c2
 
=
⎧
⎪ ⎨
⎪ ⎩
x = αy+c1,
z = βy+c2,
|α|≤1, |β|≤1, c1,c2 ∈{ − n,...,n},
lz
 
α,β,c1,c2
 
=
⎧
⎪ ⎨
⎪ ⎩
x = αz +c1,
y = βz +c2,
|α|≤1, |β|≤1, c1,c2 ∈{ − n,...,n}.
(4.142)
We denote the sets of all x-lines, y-lines, and z-lines in R3 by Lx, Ly,a n d
Lz, respectively. Also, we denote the family of lines that corresponds to a ﬁxed
direction(α,β)andvariableintercepts(c1,c2),bylx(α,β),ly(α,β),andlz(α,β)fora
familyof x-lines, y-lines,andz-lines,respectively.SeeFigure 4.7foranillustration
of the diﬀerent families of lines for c1 = c2 = 0.
Each line in R3 can be expressed as either an x-line, y-line, or z-line. In other
words, each line in R3 belongs to Lx, Ly,o rLz. Note that the sets Lx, Ly,a n d
Lz are not disjoint.
For a discrete image I of size n ×n ×n we deﬁne three continuous extensions
of I,w h i c hw ed e n o t eb yIx, Iy,a n dIz. Each of the extensions Ix, Iy and Iz is a
continuous function in the directions perpendicular to its index. This means, for
example, that Ix is a continuous function in the y-a n dz-directions. Formally, weA. Averbuch et al. 187
deﬁne these three extensions by
Ix(u, y,z) =
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)Dm(y −v)Dm(z − w),
u ∈
 
−n
2
,...,
n
2 −1
 
, y,z ∈ R,
(4.143)
Iy(x,v,z) =
n/2−1  
u=−n/2
n/2−1  
w=−n/2
I(u,v,w)Dm(x −u)Dm(z −w),
v ∈
 
−n
2
,...,
n
2 −1
 
, x,z ∈ R,
(4.144)
Iz(x, y,w) =
n/2−1  
u=−n/2
n/2−1  
v=−n/2
I(u,v,w)Dm(x −u)Dm(y −v),
w ∈
 
−n
2
,...,
n
2 −1
 
, x, y ∈ R,
(4.145)
where Dm is the Dirichlet kernel of length m = 2n+1gi v e nb y
Dm(t) =
sinπt
msin(πt/m)
. (4.146)
Next, we use Ix, Iy,a n dIz to deﬁne the discrete X-ray transform. For an x-
line lx(α,β,c1,c2) ∈ Lx,g i v e nb y( 4.141), we deﬁne the discrete X-ray transform
PxI(α,β,c1,c2)a s
PxI
 
α,β,c1,c2
 
=
n/2−1  
u=−n/2
Ix
 
u,αu+c1,βu+c2
 
, |α|≤1, |β|≤1, c1,c2 ∈{ − n,...,n},
(4.147)
where Ix is given by (4.143). The transformation Px : Lx → R is obtained by
traversing the line lx with unit steps in the x-direction, and for each integer u the
value of the image I at the point (u,αu+c1,βu+c2) is summed.188 Irregular sampling for multidimensional transforms
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Figure 4.6. The set of x-lines Lx.
Similarly to (4.147),wedeﬁnethediscreteX-raytransformPyI(α,β,c1,c2)for
the y-line ly(α,β,c1,c2) ∈ Ly as
PyI
 
α,β,c1,c2
 
=
n/2−1  
v=−n/2
Iy
 
αv +c1,v,βv +c2
 
, (4.148)
where Iy is given by (4.144). Finally, we deﬁne the discrete X-ray transform PzI(α,
β,c1,c2)f o raz-line lz(α,β,c1,c2) ∈ Lz as
PzI
 
α,β,c1,c2
 
=
n/2−1  
w=−n/2
Iz
 
αw +c1,βw +c2,w
 
, (4.149)
where Iz is given by (4.145).
Equations(4.147)–(4.149)deﬁnetheX-raytransformforx-lines, y-lines,and
z-lines, respectively. Since each line in R3 can be expressed as either an x-line, y-
line, or z-line, then, given a line l, we express it as either an x-line, y-line, or z-lineA. Averbuch et al. 189
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Figure 4.7. The line families Lx, Ly,a n dLz.
and apply on it our deﬁnition of the X-ray transform. Hence, for a given image
I and a line l, we deﬁne the discrete X-ray transform of I for the line l as the
following.
Deﬁnition 4.6.2.
PI(l) =
⎧
⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎩
PxI(l), l ∈ Lx,
PyI(l), l ∈ Ly,
PzI(l), l ∈ Lz.
(4.150)
There is a subtle diﬀerence between the continuous X-ray transform, given
in (4.137), and the discrete X-ray transform, given in (4.150). The continuous X-
ray transform assigns to each line the integral of the object along the line, where
the value of the integral is independent of the parameterization of the line. The
discrete X-ray transform assigns a value to a speciﬁc parameterization of the line.
This means that if the same line is written in two diﬀerent ways in (4.150), then,190 Irregular sampling for multidimensional transforms
it may receive two diﬀerent values. This problem occurs only for lines that have
an angle of 45◦ in some direction. We can eliminate this problem by using a more
subtle construction in (4.150). However, since this issue does not pose any com-
putational problems, we simply ignore it.
The X-ray transform, given by Deﬁnition 4.6.2, is deﬁned for a set of lines in
R3 with a discrete set of intercepts (c1,c2) and a continuous set of slopes (α,β).
Therefore, Deﬁnition 4.6.2 is what we call “semidiscrete,” since it is discrete with
respect to the image I and the set of intercepts (c1,c2), but it uses a continuous set
of slopes (α,β). In Section 4.6.5 we show how to discretize the set (α,β)t oh a v ea
fully discrete deﬁnition of the X-ray transform, which is rapidly computable and
invertible.
4.6.4. Discrete Fourier slice theorem for the discrete X-ray transform
As we showed in (4.139), the continuous X-ray transform satisﬁes the Fourier slice
theorem,whichassociatesthecontinuousX-raytransformofafunction f withthe
Fourier transform of f . This relation is very useful for both the computation and
analysis of the continuous X-ray transform. We will therefore derive a similar rela-
tion for the discrete X-ray transform, and we will later utilize it to rapidly compute
the discrete X-ray transform.
For a 2D array X ofsizem×m(m = 2n+1),the2DdiscreteFouriertransform
(DFT) of X,d e n o t e db y   X,i sd e ﬁ n e db y
  X(k,l) =
n  
u=−n
n  
v=−n
X(u,v)e
−2πıku/me
−2πılv/m, k,l =− n,...,n. (4.151)
T h e2 Di n v e r s ed i s c r e t eF o u r i e rt r a n s f o r mi sg i v e nb y
X(u,v) =
n  
k=−n
n  
l=−n
  X(k,l)e2πıku/me2πılv/m, u,v =− n,...,n. (4.152)
Given a family of x-lines lx(α,β), we denote the X-ray transform of the image
I for this family of lines by Px(α,β)I.F o r m a l l y ,
Px(α,β)I  PxI
 
α,β,c1,c2
 
, c1,c2 =− n,...,n, (4.153)
or for speciﬁc c1 and c2,
Px(α,β)I
 
c1,c2
 
 PxI
 
α,β,c1,c2
 
, (4.154)
where PxI(α,β,c1,c2)i sg i v e nb y( 4.147). Px(α,β)I is the 2D array generated by ap-
plying the X-ray transform to a family of x-lines with a ﬁxed direction (α,β).A. Averbuch et al. 191
Theorem 4.6.3 (x-lines Fourier slice theorem [10]). For a given family of x-lines
lx(α,β) with ﬁxed slopes (α,β) and variable intercepts (c1,c2), take the 2D array of
projections Px(α,β)I.T h e n ,
  Px(α,β)I(k,l) =   I(−αk −βl,k,l), (4.155)
where   I is given by
  I
 
ξ1,ξ2,ξ3
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e
−2πıξ1u/me
−2πıξ2v/me
−2πıξ3w/m
(4.156)
and   Px(α,β)I(k,l) is the 2D DFT of the array Px(α,β)I.
Similar theorems hold for y-lines and z-lines.
Geometrically, Theorem 4.6.3 states that the 2D DFT of the discrete X-ray
transform over a family of x- l i n e swi t hﬁ x e ds l o p e s( α,β) is equal to the samples of
the trigonometric polynomial   I on the plane deﬁned by the points (−αk−βl,k,l).
Explicitly, we need to sample   I on the plane given by the equation x =− αy − βz.
Figure 4.8 depicts these x-planes for various values of α and β. Theorem 4.6.3 is
very important for the rapid computation of the discrete X-ray transform, as it
relates the discrete X-ray transform of the image I to the 3D DFT of I.
4.6.5. Discretization of the X-ray transform
Deﬁnition 4.6.2 deﬁnes the X-ray transform over the continuous line sets Lx, Ly,
and Lz. These line sets are comprised from lines that have discrete intercepts and
continuous slopes. In this section, we deﬁne the discrete X-ray transform for a
discrete set of lines, which are discrete in both their slopes and intercepts.
Consider the set deﬁned by
S =
 2p
n
 
, p =
−n
2
,...,
n
2
. (4.157)
We deﬁne the discrete X-ray transform as the restriction of Deﬁnition 4.6.2 to the
set of slopes S ×S. Formally, we deﬁne three discrete sets of lines:
(i) discrete x-lines
Ld
x =
 
lx
 
α,β,c1,c2
 
∈ Lx | α ∈ S, β ∈ S
 
; (4.158)
(ii) discrete y-lines
Ld
y =
 
ly
 
α,β,c1,c2
 
∈ Ly | α ∈ S, β ∈ S
 
; (4.159)192 Irregular sampling for multidimensional transforms
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Figure 4.8. x-planes for various values of α and β.
(iii) discrete z-lines
Ld
z =
 
lz
 
α,β,c1,c2
 
∈ Lz | α ∈ S, β ∈ S
 
. (4.160)
The set Ld is deﬁned by
Ld = Ld
x ∪Ld
y ∪Ld
z. (4.161)
By using the lines in Ld we deﬁne the discrete X-ray transform for discrete images
as the following.
Deﬁnition 4.6.4. For an image I and a line l(α,β,c1,c2) ∈ Ld, the discrete X-ray
transform is given by
PI(l) =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎩
PxI(l), l ∈ Ld
x,
PyI(l), l ∈ Ld
y,
PzI(l), l ∈ Ld
z,
(4.162)
where Px, Py,a n dPz are deﬁned by (4.147)–(4.149), respectively.A. Averbuch et al. 193
Deﬁnition 4.6.4 deﬁnes the discrete X-ray transform for discrete images by
using a discrete set of lines. This transform is not deﬁned for all lines in R3,b u t
only for lines in Ld. We will show in Section 4.6.6 that for the set of lines Ld the
discrete X-ray transform can be computed using a fast algorithm. Moreover, we
will show in Section 4.5.7 that the discrete X-ray transform is invertible.
Since the Fourier slice theorem (Theorem 4.6.3) holds for continuous slopes
(α,β), it holds in particular for the discrete set of slopes deﬁned by (4.157). Sub-
stituting the discrete set of slopes, given by (4.157), into Theorem 4.6.3 gives the
discrete Fourier slice theorem, which is deﬁned for both discrete images and a dis-
crete set of directions.
Corollary 4.6.5 (discrete Fourier slice theorem). Let S be the set given in (4.157)
and let   I be the trigonometric polynomial deﬁned by
  I
 
ξ1,ξ2,ξ3
 
=
n/2−1  
u=−n/2
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e
−2πıξ1u/me
−2πıξ2v/me
−2πıξ3w/m.
(4.163)
Then,
(i) f o rag i v e nf a m i l yo fx-lines lx(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
  Px(2p/n,2q/n)I(k,l) =   I
 
−2pk
n
−
2ql
n
,k,l
 
, (4.164)
(ii) f o rag i v e nf a m i l yo fy-lines ly(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
  Py(2p/n,2q/n)I(k,l) =   I
 
k,
−2pk
n
−
2ql
n
,l
 
, (4.165)
(iii) f o rag i v e nf a m i l yo fz-lines lz(α,β), α = 2p/n ∈ S1, β = 2q/n ∈ S2,
  Pz(2p/n,2q/n)I(k,l) =   I
 
k,l,
−2pk
n
−
2ql
n
 
. (4.166)
4.6.6. Computing the discrete X-ray transform
Equation (4.162) shows that direct computation of the discrete X-ray transform
according to its deﬁnition requires O(n7) operations. As we will shortly see, by
utilizing the frequency domain relations between the samples of the discrete X-ray
transform,itispossibletocomputeitinO(n4logn)operationswithoutsacriﬁcing
the accuracy. This is quite a remarkable result if we consider the fact that the lower
bound for such a computation is Ω(n4) operations, since there are four indepen-
dent parameters (α,β,c1,c2)t oc o n s i d e r .
We consider only the computation of the discrete X-ray transform for Ld
x,
given by (4.158). The algorithm for computing the discrete X-ray transform for194 Irregular sampling for multidimensional transforms
Ld
y and Ld
z is similar. The discrete Fourier slice theorem for an x-line lx (4.164)i s
given by
  Px(2p/n,2q/n)I(k,l) =   I
 
−2pk
n
−
2ql
n
,k,l
 
, p,q ∈
 
n
2
,...,
n
2
 
. (4.167)
If we can rapidly sample the trigonometric polynomial   I,g i v e nb y  I(ξ1,ξ2,ξ3) =
 n/2−1
u=−n/2
 n/2−1
v=−n/2
 n/2−1
w=−n/2 I(u,v,w)e−2πıξ1u/me−2πıξ2v/me−2πıξ3w/m,atthepoints(−2pk/
n−2ql/n,k,l)f o rs o m eﬁ x e dp and q, then, by the 2D inverse DFT we can recover
the values of Px(2p/n,2q/n)I(c1,c2)f o rﬁ x e dp and q.H e n c e ,o n c ew ec o m p u t et h e
samples   Px(2p/n,2q/n)I(k,l) for all possible values of p, q, k and l,i tr e q u i r e s( n+1) 2
applications of the 2D inverse DFT (one for each pair of p and q)t or e c o v e rPxI
for all x-lines lx ∈ Ld
x. This results in a total of O(n4logn)o p e r a t i o n st or e c o v e r
PxI from   PxI. Therefore, it remains to show that we can compute   Px(2p/n,2q/n)I(k,l)
for all p, q, k,a n dl using O(n4logn)o p e r a t i o n s .
We take some ﬁxed slope α = 2p/n ∈ S and denote
  Ip(q,k,l) =   I
 
−2pk
n
−
2ql
n
,k,l
 
. (4.168)
By expanding (4.168)w eo b t a i n
  Ip(q,k,l) =   I
 
−2pk
n
−
2ql
n
,k,l
 
(4.169)
=
n/2−1  
u,v,w=−n/2
I(u,v,w)e
−2πıu(−2pk/n−2ql/n)/me
−2πıkv/me
−2πılw/m. (4.170)
Denote
  Iyz(u,k,l) =
n/2−1  
v=−n/2
n/2−1  
w=−n/2
I(u,v,w)e
−2πıkv/me
−2πılw/m. (4.171)
By substituting (4.171) into (4.170)w eo b t a i n
  Ip(q,k,l) =
n/2−1  
u=−n/2
  Iyz(u,k,l)e
−2πıu(−2pk/n−2ql/n)/m (4.172)
or
  Ip(q,k,l) =
n/2−1  
u=−n/2
  Iyz(u,k,l)e−2πıuωq, (4.173)A. Averbuch et al. 195
where
Δω =
−2l
(nm)
,
ω0 =
−2pk
(nm)
,
ωq = ω0 + qΔω.
(4.174)
If we compute   Ip(q,k,l), given in (4.173), for all values of q, k,a n dl, then, by
(4.167)a n d( 4.168)w ec a nc o m p u t e  Px(2p/n,2q/n)I(k,l) for a ﬁxed direction p.R e -
peatingtheprocessforallpossiblevaluesof pproducesthevaluesof   Px(2p/n,2q/n)I(k,
l) for all possible p, q, k,a n dl. Hence, rapid evaluation of (4.173) enables rapid
computation of the discrete X-ray transform.
Equations (4.173)a n d( 4.174) reveal a special relation between the samples
of   Ip(q,k,l). As we will see in Section 4.6.6.1, we can utilize this relation to rapidly
computethevaluesof   Ip(q,k,l)byusingthechirpZ-transform.Weﬁrstintroduce
thechirpZ-transform,andlatershowhowtouseittorapidlycomputethediscrete
X-ray transform.
4.6.6.1. The chirp Z-transform
Given a sequence x(j), j =− n/2,...,n/2 − 1, its Z-transform is deﬁned by
X(z) =
n/2−1  
j=−n/2
x(j)z−j. (4.175)
The chirp Z-transform, ﬁrst discussed in [28], rapidly computes X(zk) for points
zk = AW−k,w h e r eA,W ∈ C. Speciﬁcally, the chirp Z-transform allows to com-
pute X(zk) along contours of the form
zk = e2πıwk, ωk = ω0 +kΔω, k =
−n
2
,...,
n
2
, (4.176)
where ω0 is an arbitrary starting frequency and Δω is an arbitrary frequency in-
crement. For the contour deﬁned by (4.176), the chirp Z-transform has the form
X
 
e2πıωk 
=
n/2−1  
j=−n/2
x(j)e−2πıjωk, k =
−n
2
,...,
n
2
. (4.177)
For the case where ω0 = 0a n dΔω = 1/n, the chirp Z-transform in (4.177)c o m -
putes the discrete Fourier transform of the sequence x(j).
The algorithm described in [29, 30] computes the chirp Z-transform of a se-
quence x(j)o fl e n g t hn and arbitrary ω0 and Δω using O(nlogn)o p e r a t i o n s .196 Irregular sampling for multidimensional transforms
Equations (4.173)a n d( 4.174) state that for ﬁxed k and l,   Ip(q,k,l)c a nb e
rapidly computed by setting
x(j) =   Iyz(j,k,l),
ω0 =
−2pk
(nm)
,
Δω =
−2l
(nm)
(4.178)
and using the chirp Z-transform. These settings are used in the next section for
the rapid computation of the discrete X-ray transform.
4.6.7. Fast algorithm for the computation of the discrete X-ray transform
We will use the chirp Z-transform algorithm from Section 4.6.6.1 to rapidly com-
pute   PI(l)f o ra l ll ∈ Ld,w h e r eLd is deﬁned in (4.161). The algorithm consists
of three phases, which compute   PxI,   PyI,a n d  PzI for lines in Ld
x, Ld
y,a n dLd
z,r e -
spectively. We present only the algorithm for computing   PxI. The algorithms for
  PyI and   PzI are similar.
We use the following notation in the description of the algorithm.
(i) Ey, Ez—Extension operators, which symmetrically zero-pad the image I
to length 2n+ 1 along the y-a n dz-directions, respectively.
(ii) Fy, Fz—1D discrete Fourier transform (FFT) along the speciﬁed direc-
tion. For example, FyI takes all the vectors I(x,·,z) and applies on them
the 1D FFT.
(iii) CZT(x,ω0,Δω)—the chirp Z-transform, deﬁned in Section 4.6.6.1,
with parameters ω0 and Δω.S p e c i ﬁ c a l l y ,C Z T ( x,ω0,Δω)i sd e ﬁ n e db y
CZT
 
x,ω0,Δω
 
k =
n/2−1  
j=−n/2
x(j)e
−2πıjωk, ωk = ω0 +kΔω, k =
−n
2
,...,
n
2
.
(4.179)
4.6.7.1. Algorithm description
Algorithm 4.4 is applied. The output of Algorithm 4.4 is stored in the array Resx
of size (n+1 )× (n+1 )×m ×m,( m = 2n+1 ).
4.6.7.2. Correctness of Algorithm 4.4
Theorem 4.6.6. Upon termination of Algorithm 4.4 the following holds:
Resx(p,q,k,l) =   Px(2p/n,2q/n)I(k,l). (4.180)A. Averbuch et al. 197
• Computing   PxI:
(1) ˙ I = EyEzI
(2)   I = FyFz ˙ I
(3) foreach p in −n/2,...,n/2
(4) foreach k, l in −n,...,n
(5) xk,l ←   I (·,k,l)( xk,l is a sequence of length n)
(6) ω0 ←− 2pk/(nm), Δω ←− 2l/(nm)
(7) Resx(p,·,k,l) = CZT(xk,l,ω0,Δω)
(8) endfor
(9) endfor
Algorithm 4.4
4.6.7.3. Complexity of computing the discrete X-ray transform
(Algorithm 4.4)
The complexity of computing   PxI (Algorithm 4.4) is analyzed. The complexity of
computing   PyI and   PzI is the same.
Step (1) of Algorithm 4.4 requires O(n3) operations as it doubles the size of
a3 Di m a g eo fs i z en3 by zero-padding each direction. Step (2) requires the appli-
cation of O(n2) 1D FFTs along the z-direction and O(n2) 1D FFTs along the y-
direction. Since each FFT application requires O(nlogn) operations, this accounts
to a total of O(n3logn)o p e r a t i o n s .
Next, for ﬁxed k, l,a n dp, steps (5)–(7) require O(nlogn) operations, since
the most expensive operation is to compute the CZT (chirp Z-transform) in step
(7), which requires O(nlogn) operations. This accounts to a total of O(n4logn)
operations for the processing of all values of k, l,a n dp. Hence, computing   PxI
requires O(n4logn)o p e r a t i o n s .
Note that Algorithm 4.4 computes   PxI for all directions p and q.I ff o rs o m e
application not all directions are needed, they can be discarded from the compu-
tation, reducing the complexity of Algorithm 4.4.
4.7. Summary
As a summary, we want to mention some more algorithms and applications that
webelieveareimportantbutwereomittedbecauseofspacelimitation.Thesealgo-
rithms and papers are based on the irregular sampling for multidimensional polar
processing of integral transforms that is introduced in this chapter.
In the discrete diﬀraction transform paper [11, 19], a discrete analogue of the
continuous diﬀracted projection is deﬁned. It deﬁnes a discrete diﬀracted trans-
form (DDT) as a collection of the discrete diﬀracted projections taken at speciﬁc
set of angles along speciﬁc set of lines. The “discrete diﬀracted projection” is de-
ﬁned to be a discrete transform that is similar in its properties to the continuous
diﬀracted projection. The paper proves that when the DDT is applied on a set
of samples of a continuous object, it approximates a set of continuous vertical198 Irregular sampling for multidimensional transforms
diﬀracted projections of a horizontally sheared object and a set of continuous hor-
izontal diﬀracted projections of a vertically sheared object. A similar statement,
where diﬀracted projections are replaced by the X-ray projections, holds in the
case of the discrete 2D Radon transform (DRT). Thus, the discrete diﬀraction
transformisrapidlycomputableandinvertible.Someoftheunderlyingideascame
from the deﬁnition of DRT.
In [13],afasthighaccuracyPolarFFTwasdeveloped.Foragiventwo-dimen-
sional signal of size N × N, the proposed algorithm’s complexity is O(N2logN),
just like in a Cartesian 2D-FFT. A special feature of our approach is that it involves
only 1D equispaced FFT’s and 1D interpolations. A central tool in our approach is
the pseudopolar FFT, an FFT where the evaluation frequencies lie in an oversam-
pled set of nonangularly equispaced points. The pseudopolar FFT plays the role of
a halfway point, a nearly polar system from which conversion to polar coordinates
uses processes relying purely on 1D FFTs and interpolation operations.
Twoalgorithmsforthereconstructionofa2Dobjectfromitscontinuouspro-
jections are proposed. The ﬁrst algorithm operates on parallel projection data,
while the second uses the more practical model of fan-beam projections. Both
algorithms are based on the discrete Radon transform [5], which extends the con-
tinuous Radon transform to discrete data. The discrete Radon transform and its
inverse can be computed in a complexity comparable with the 2D FFT, and are
shown to accurately model the continuum as the number of samples increases.
N u m e r i c a lr e s u l t sd e m o n s t r a t eh i g hq u a l i t yr e c o n s t r u c t i o n sf o rb o t hp a r a l l e la n d
fan-beam acquisition geometries. This is a work in progress [20]. This method is
nowbeingconsideredtobeextendedto3Dfan-beamandtodiscretespiralFourier
transform.
Here is a short list of applications: image registration [14, 15], volume reg-
istration [16], 3D registration, 2D symmetry detection [17]. This list is far from
being exhaustive.
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