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Abstract
In axion gauge field inflation an axion-like particle driving cosmic inflation is coupled to the
Chern-Simons density of an Abelian or non-Abelian gauge group. In the case of a non-Abelian
gauge group, this can lead to the formation of a stable, homogeneous and isotropic gauge field
background. We study the dynamics of the inflaton and gauge fields in terms of the two effective
coupling parameters: the gauge coupling and the axion decay constant. Starting from the Bunch-
Davies vacuum in the far past, we find that the non-trivial gauge field background arises only
significantly after the cosmic microwave background (CMB) scales have left the horizon. At these
scales, the model thus closely resembles Abelian axion inflation, thereby naturally reconciling the
tension of non-Abelian axion gauge field inflation with the latest CMB observations. We further
consider two exemplary UV-completions of this setup: multiple Peccei-Quinn axions and axion
monodromy in string theory. In both cases we find that the majority of the parameter space
is excluded by theoretical or observational constraints. The remaining parameter space can be
divided into three regimes. (i) For small gauge couplings we recover natural inflation. For large
gauge couplings the non-Abelian gauge theory either (ii) mimics the Abelian theory or (iii) non-
linear interactions prohibit a linear analysis of the gauge field perturbations.
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1 Introduction
The paradigm of cosmic inflation is stunningly successful in explaining the flatness and homogeneity of
our Universe [1] as well as the approximately scale invariant inhomogeneities in the cosmic microwave
background (CMB) [2]. The concrete particle physics model describing the dynamics of inflation is
however still very much an open question. A promising candidate for the particle driving inflation (the
inflaton) are axion-like particles, whose (approximate) shift-symmetry ensures the required flatness of
the scalar potential of inflation. Couplings of the axion-like particle to the Chern-Simons density of a
gauge group respect this symmetry, provide a channel to reheat the Universe and moreover can lead
to quite remarkable signals, such as a strongly enhanced, maximally chiral stochastic gravitational
wave background (SGWB).
In the context of Abelian gauge groups, the increase of the inflaton velocity during inflation
in single field inflation models implies a strong enhancement of the scalar and tensor perturbation
spectrum at small scales, whereas the CMB scales (characterized by a small velocity of the inflaton)
remain largely unaffected, see e.g. Ref. [3] for an overview. This has interesting consequences for
the production of primordial black holes [4–6] and the search for SGWBs in the frequency band of
LIGO, LISA and the Einstein Telescope [7–12]. In this paper our main focus will be on the couplings
to non-Abelian (in particular SU(2)) gauge fields, coined ‘chromo-natural inflation’ (CNI) in [13].
In this case, there can exist a non-trivial homogeneous and isotropic solution for the background
gauge field [13–15]. Depending on if and when this non-trivial solution is realized in the course
of inflation, the predictions either closely resemble the Abelian model or reflect the intrinsic non-
Abelian nature. The latter case in particular allows for the generation of gravitational waves (GWs)
at linear order in the gauge field fluctuations, since the presence of a non-vanishing background
gauge field implies gauge fields modes with helicity eigenvalue ±2, which can directly couple to the
metric tensor fluctuations [16–20]. However, the existence of this non-vanishing background field is
highly constrained early on in inflation, when the CMB scales exited the horizon, to the point of
being excluded by current CMB observations [19] unless particular shapes of the scalar potential are
invoked [21,22].
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The dynamical emergence of the non-vanishing background solution from a Bunch-Davies vacuum
in the infinite past was studied in Ref. [20]. Initially, in the absence of a non-vanishing gauge field
background, the model mimics Abelian axion inflation, including an exponential growth of the gauge
field fluctuations due to a tachyonic instability driven by the non-zero inflaton velocity. Once the
fluctuations reach a critical magnitude, they can then dynamically trigger the non-trivial homogeneous
and isotropic background solution. If this happens only towards the end of of inflation, the CMB
scales are well described by a single field inflation model, in accordance with the data, whereas the
non-Abelian nature of the model becomes relevant only at small scales.
In this paper we extend the analysis of Ref. [20] to cover the entire perturbative parameter space
of CNI, which is characterized by two couplings: the (perturbative) gauge coupling g associated with
the SU(2) gauge group and the effective coupling between the inflaton field and the gauge fields,
determined by g2/fa, where fa denotes the fundamental axion decay constant. We find that in the
entire parameter space studied, the non-trivial gauge field background only emerges significantly after
the CMB scales have exited the horizon, implying that CMB observations cannot distinguish between a
coupling to Abelian versus non-Abelian gauge groups. This in particular naturally resolves the tension
between CNI and the CMB observations. On the contrary, direct gravitational wave detectors, such as
the Einstein telescope, could distinguish between these two scenarios at least in part of the parameter
space and we illustrate which parts of the parameter space lead to an observable SGWB sourced
by the Abelian or inherently non-Abelian regime. Finally, we discuss possible UV completions in
two representative settings: by invoking multiple Peccei-Quinn axions or by considering an axion
monodromy model as arising in string theory. In both cases, we find the regime of strong gauge
field backreaction, sometimes referred to as the ‘magnetic drift regime’ [19], to be incompatible with
theoretical constraints.
As all previous analyses of CNI our analysis is based on the linearized equations of motions for the
gauge field fluctuations. This prohibits a conclusive investigation of the (phenomenologically possibly
most interesting) regime where both effective couplings, g and g2/fa, are large, since in this regime the
strong growth of the inherently non-Abelian gauge field fluctuations implies the break-down of this
perturbative approach. We quantify which parts of the parameter space are affected by this limitation.
Combining this with the dynamical emergence of the non-trivial background gauge field solution, we
find the regime of intrinsically non-Abelian dynamics under perturbative control to constitute only a
small part of the parameter space.
Envisaging an implementation of CNI with the gauge groups of the Standard Model (SM) of particle
physics, we extend these results to a SU(2) × U(1) gauge theory. Within the regime of validity of
our analysis and for similar values of the two gauge couplings, the gauge field backreaction onto the
inflaton dynamics is always dominated by the Abelian gauge group, which does not suffer from the
lack of perturbative control within the gauge sector. We argue why this result is expected to hold
also in the full non-linear theory, which would imply that at least the inflaton dynamics as well as the
contributions to the scalar and tensor power spectra sourced by the Abelian fields may be computed
without requiring perturbative control in the non-Abelian sector.
The remainder of this paper is organized as follows. We briefly review CNI with a focus on the
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dynamically emerging gauge field background in Sec. 2. We derive theoretical and phenomenological
constraints on the parameter space in Sec. 3. This includes the limitations of the perturbative analysis
of CNI. Section 4 summarizes the phenomenology and constraints of emerging CNI in the entire
parameter space. In Sec. 5 we give a brief outlook to an implementation of this mechanism in the SM.
We conclude in Sec. 6. The appendix is dedicated to some details on the gauge field background.
2 Axion Gauge Field Inflation
We consider an inflationary stage driven by a pseudo Nambu-Goldstone boson a. The approximate
shift-symmetry ensures that the scalar potential V (a) associated with this particle is sufficiently flat to
guarantee enough time of inflation to explain CMB measurements. This shift-symmetry in particular
is compatible with the dimension 5 derivative coupling of a to (dark) gauge fields Aµ, leading to the
following effective Lagrangian,
L = −
√
−|gµν |
(
1
2
∂µa∂
µa+
1
4
FµνF
µν +
α
4πfa
aFµν F˜
µν + V (a)
)
, (1)
The axion - gauge field interaction strength is controlled by the effective coupling α/fa. Note that we
work with the units MP = c = ~ = 1, where MP refers to the reduced Planck mass. The inflaton a
may be interpreted as an axion-like particle (see section 3 for details), and we will refer to it simply
as ‘axion’ in the following. For an SU(2) gauge group – present in chromo-natural inflation [13] – the
electromagnetic field strength tensor is defined as Fµν ≡ ∂µAν − ∂νAµ + gǫabcAbµAcν with the gauge
group coupling satisfying the relation g2 = 4πα. The dual is given by F˜µν ≡ 1/2ǫµναβFαβ . For ǫ we
take the rank-4 Levi-Civita tensor with convention ǫ0123 ≡ −1/
√−|gµν |. The spacetime is described
by the Friedmann-Lemaˆıtre-Robertson-Walker metric, i.e. ds2 = −dt2+R(t)2dx2 = R(τ)2[−dτ2+dx2]
in physical and conformal time respectively. The cosmological scale factor is denoted by R and we use
the convention R = 1 at the end of inflation.
To proceed, we decompose the axion as well as the gauge fields around an homogeneous and
isotropic background as [13,20]
a(t,x) = a(t) + δa(t,x) , (2)
Abi(t,x) = R(t)ψ(t)δ
b
i + δA
b
i (t,x) , (3)
where b refers to the gauge indices and i to the spatial indices, both taking the values (1, 2, 3). With
this ansatz, we obtain the homogeneous equations of motion (EOMs)
a′′ − 3a′
(
1− H
′
3H
)
+
∂aV (a)
H2
= −3gα
πfa
ψ2
(
ψ
H
− ψ
′
H
)
, (4)
ψ′′ − 3ψ′
(
1− H
′
3H
)
+ ψ
(
2− H
′
H
)
+ 2g2
ψ3
H2
=
gα
πfa
ψ2
a′
H
. (5)
Here and in the rest of the paper, we refer with (′) to the derivative with respect to the number
of e-folds dNe ≡ −Hdt. Also, we choose the convention a < 0, a′ < 0. The Hubble parameter
4
H ≡ ( ddt lnR) is fixed by the 00 component of the Einstein equation
3H2 =
3
2
H2
(
ψ − ψ′)2 + 3
2
g2ψ4 +H2
(a′)2
2
+ V (a) . (6)
In the slow roll limit Eq. (5) may be solved analytically as first proven in [13]. We demonstrate
in appendix A that the derived formula is indeed a good approximation for the full coupled dynamics
of Eqs. (4), (5) in the context of emerging chromo-natural inflation1 [20]. We will now explain the
concept which is behind this notion. Therefore, let us summarize the detailed derivation of the analytic
approximation from [20]. We anticipate that the solutions can be qualitatively divided into two distinct
forms: The function ψ (i) approaches zero or (ii) approaches a positive constant. The explicit form at
late times in de Sitter spacetime – where the relation τ = −1/(RH) holds – is given by
ψ = H
ciξ
g
, (7)
with the three different solutions
c0 = 0 , c1 =
1
2
(
1−
√
1− (2/ξ)2
)
, c2 =
1
2
(
1 +
√
1− (2/ξ)2
)
. (8)
In these equations we introduced the dimensionless ξ parameter, which basically encodes the axion
velocity but its real significance will become clear soon, defined by
ξ ≡ α|a
′|
2πfa
. (9)
Since the background field must be real valued, the c1,2 solutions can only emerge for ξ ≥ 2 and then
we have the ordering c0 < c1 < c2.
It is now natural to ask how the background evolves over the course of inflation, where ξ typically
increases, but is bounded from above at CMB scales [8]. In particular, we are interested for which
initial conditions the gauge field may develop a stable non-zero vacuum expectation value (vev). We
derive in the following the approximate time when the gauge field reaches such a configuration in a
semi-classical approach. In a complete picture the background field would dynamically evolve in the
presence of the quantum fluctuations. However, as we are here working in the homogeneous field limit
we can only approximate this behaviour. So, we neglect the fluctuations during this derivation and
include them argumentatively in the final result. Ref. [20] showed that the background field undergoes
an oscillatory phase at the beginning of inflation2. Thus, the task is to estimate when the oscillatory
phase ends and the background approaches the late time solution given in Eq. (7). One can show
that the solution at early times is characterized by two constants, an amplitude ω ≥ 0 and a phase
1The analytical evaluation of Eq. (5) in [13] relies on the interpretation of an initially present non-zero vacuum
expectation value for the gauge field ψ. Here on the contrary we consider the background evolving dynamically from
the Bunch-Davies vacuum and show for this case that the slow-roll solution of Eq. (5) resembles the numerical result to
good accuracy.
2We note, that this is not true in the presence of fluctuations, since the growing super-horizon fluctuations make the
classical approach invalid. However, as we are anyway more interested in the last stage of inflation and the influence of
the initial condition on this behaviour, we refrain from a detailed discussion of the far past.
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u0 ∈ [0, 4K(−1)), where K(−1) ≃ 1.3 denotes the complete elliptical integral of the first kind. They
are uniquely determined once the initial conditions are fixed. In the infinite past the background field
can be well approximated with the Jacobian elliptic function to be ψ ∼ ω/R sn(u0 − ωg/(RH),−1),
whereas for late times the gauge field is well approximated by Eq. (7), see Ref. [20] for details.
The oscillatory regime then is simply obtained by comparing both expressions and corresponds to
ciξH/g ≪ ω/R. This leads to a suitable criterion for which times the background field strongly
oscillates in the case of ω > 0
−τωg ≫ ciξ . (10)
Seeking a better intuitive understanding what the transition regime actually means, we may bring
the background field EOM into an autonomous form3. This gives us the possibility to visualize the dy-
namics in a simple 2d phase space. We can choose the transformation (q, p) ≡ (−gRψeNe , g(Rψ)′eNe)
which brings it to the desired form, i.e.
dq
dNe
= q − p , dp
dNe
= 2(q3 − ξq2 + p) . (11)
To obtain this coupled system we used the EOM for ψ in its de Sitter spacetime form (Rψ)′′ =
(Rψ)′−2 exp(2N)g2R3ψ3−2ξgR2ψ2 exp(N), c.f. Eq. (5). The solution can be visualized by displaying
the flow of the vector field (q− p, 2(q3 − ξq2 + p)), see figure 1. The zeros of the vector field are given
-20 -10 0 10 20
q
-150
-100
-50
0
50
100
150
p
Figure 1: Flow of the vector field of the autonomous gauge field background differential equation for ξ = 3. The zeros
of the field are given by z0 = 0 (small dot), z1 = c1(ξ, ξ) (star) and z2 = c2(ξ, ξ) (big dot). Yellow and blue flow lines
correspond to an evolution into the z1 and z2 zero respectively. The magenta line indicates a possible tunneling between
the different zeros. Further, we especially highlight with red and green the one parameter family of flow lines evolving
into the unstable z1 zero. These two lines mark the boundary for which a randomly located point evolves into either
one of the z0,2 zeros. For reference, the purple line denotes the transition regime − after transforming into the new
coordinates − between an oscillatory and constant solution. This transition happens within ∼ 2 e-folds once this line is
reached.
by zi = ci(ξ, ξ). The figure demonstrates that all the flow lines
4 fall into the different ci solutions.
At early times the lines circuit the zeros of the vector field, marking the oscillatory regime. Once
3Autonomous means that the independent variable does not explicitly appear in the differential equation.
4By (a particular ci) flow line we mean the line of the vector field connected to one of the zi zeros of the vector field.
No two of such flow lines are allowed to cross, making any flow line path unique.
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they cross the border regime of −τωg ∼ c2ξ, they very quick approach one of the zi attractors5. We
especially highlight the two allowed c1 flow lines. There are only exactly two such lines, since the c1
type solution forms a one-parameter family, thus being unstable under perturbations. This is contrary
to the c0,2 type solutions which form a two-parameter family, giving rise to an infinite set of stable
trajectories. The phase space study reveals a neat structure of the trajectories. In particular, the two
c1 flow lines form the border for which trajectories evolve into either the z0 or z2 zero. It is easily
seen that the region of z2 trajectories occupy the majority of the phase space, hence they are rather
stable under perturbations. So, a randomly placed point in the (p, q) plane inside the oscillatory
regime evolves to high probability into the z2 zero by following the c2 flow lines. We note that the
probability is dependent on the only free parameter ξ and it increases with increasing ξ. In fact, we
show in appendix A that the transition from the oscillatory to the constant behaviour of the gauge
field background happens in less than ∼ 2 e-folds when the condition (10) is reached.
With this understanding, let us now include the background field fluctuations which we have
neglected so far. Fluctuations act like perturbations for the field moving along a certain flow line.
However, so far we kept the discussion general without specifying the initial conditions. In order to
connect to a physical plausible scenario we need to define the initial conditions from which the gauge
field starts its evolution. Therefore, we make use of the property that in de Sitter spacetime all modes
k have time-independent frequencies in the infinite past. The resulting physical unique vacuum is of
Bunch-Davies form [23]
lim
τ→−∞
A(k, τ) =
e−ikτ√
2k
, (12)
which is equivalent to the absence of a gauge field background. Hence, we may consider the gauge
field to be initially sitting in the z0 zero, c.f. Fig. 1. This may be interpreted as the gauge field being
initially placed in a local minimum of a potential. It is stable under small perturbations, but when
the threshold of −τωg ∼ ξc2 is reached, the background field quickly ’falls’ into the z2 zero (global
minimum) and is thus well described by the c2 solution. In a more complete picture, we would expect
that the transition is sourced by the growing quantum fluctuations of the background field. It is thus
natural to replace in first approximation the classical amplitude ω with its quantum analogue, leading
to the transition time
−τg
√
〈A2〉 ∼ c2ξ . (13)
We see that the gauge field background can naturally develop a stable non-zero vev, even when
starting from the Bunch-Davies vacuum, if the quantum fluctuations 〈A2〉1/2 grow faster than 1/(−τ).
No additional mechanism or particular initial condition is required, contrary to earlier CNI works, see
e.g. [13, 16,17].
Having shown how gauge field fluctuations may source the non-vanishing gauge field background
5The transition regime can be approximated with the envelope function T = p2 + q4 − (4/3)ξq3 in the (p, q) plane,
see Ref. [20] for details.
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of CNI, let us now turn to them in more detail. To this end, we express the Fourier modes of the
non-Abelian fluctuations in terms of the helicity basis gˆλ
δAbµ(k, τ) =
∑
λ
(gˆλ)
b
µ
ωλ(k, τ )√
2k
, (14)
where λ denotes all six helicity states. Particularly interesting for the dynamics are growing modes, as
they dominantly contribute to Eq. (13). Only the +2 helicity mode exhibits a tachyonic instability
leading to an exponential growth. All the other modes are not enhanced and are thus sub-dominant.
The linearized EOM for this helicity mode is given by [20]
d2
dx2
ωk+2(x) +
(
1− 2ξ
x
+ 2
(
ξ
x
− 1
)
gψ
xH
)
ωk+2(x) = 0 , (15)
where we have introduced x = −kτ . Here, the comoving wave number k of the fluctuation exiting the
horizon at e-fold Ne is given by k(Ne) = H(Ne)e
−Ne . This implies x = 1 for the time of horizon exit,
and x < 1 for super-horizon modes. Since ξ, ψ and H (slowly) evolve during inflation, Eq. (15) has
to be evaluated for a range of modes exiting the horizon at different e-folds.
Notably, for ci = c0 = 0 this equation coincides with the one known from the Abelian case [24].
The mode is tachyonically enhanced with the negative effective mass squared term m2 = 1 − 2ξ/x,
purely controlled by the ξ parameter. Hence, we will refer to this stage as the ’Abelian limit’. Note
that the EOM (15) has the general form of the confluent hypergeometric ordinary differential equation.
It may be solved analytically in the slow-roll limit of constant ξ to
ωAB(x) = e
piξ/2W−iξ,1/2(−2ix), (16)
where Wl,m(n) ≡ e−n/2nm+1/2U(m − l + 1/2, 1 + 2m,n) denotes the Whittaker function in terms
of the confluent hypergeometric function of the second kind. It was shown in Ref. [25] that this
closely resembles also the ξ 6= const. dynamics in the slow roll regime. So, the fluctuation required to
determine the background field transition time in Eq. (13) can be well approximated in the Abelian
limit as
√
〈A2AB〉 =
RH
2π
(∫
dx xω2AB
)1/2
∼ 8× 10
−3
−τ e
2.8ξ . (17)
The integration limits have to be chosen carefully to avoid counting the infinite vacuum energy. Most
of the integral contribution arises from the region 1/(8ξ) ≤ x ≤ 2ξ, such that this will give us a good
approximation to the full solution. We note that for monotonously increasing ξ, the fluctuations grow
faster than 1/(−τ), as required to dynamically source a non-trivial gauge field background.
Remarkably, we also find a very good analytic approximation for the inherently non-Abelian case
with ξ 6= const. and ci = c2. It has a similar form as before since the only change is encoded in the
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tachyonic mass term (now ψ 6= 0):
ωk+2(τ) = e
κpi/2W−iκ,−iµ(2ikτ)
∣∣∣∣
ξ=ξ(Nh(k)+∆N)
, (18)
where we defined κ ≡ (1 + c2)ξ and µ ≡ ξ
√
2c2 − 1/(4ξ2). Here Nh(k) labels the e-fold at which the
mode k crosses the horizon. The appearance of ∆N > 0 indicates that the mode function is most
sensitive to value of ξ just before horizon crossing, when the tachyonic mass term is most relevant.
In the entire parameter space of our interest, and for the scalar potential given in Eq. (28), we find
∆N = 3 to be an excellent fit to the full result, obtained by numerically solving the coupled system
of equations. Note that at early stages of inflation ξ is approximately constant, and hence Eq. (18)
smoothly matches to the Abelian result (17) after replacing c2 7→ 0. Although both Abelian and non-
Abelian solutions appear at the first sight to have very similar form, they behave completely different,
see figure 2. This is because the background field presence suppresses the growth of the fluctuations
10-210-1100101102
x = -k
100
102
104
106
| +
2|
Abelia
n limit
non-Abelian regime
 = 5
Figure 2: Left: Region for which the helicity +2 mode exhibits a tachyonic instability in the case of a background
described by the c2 solution. We also highlight our parameter example of ξ = 5 with the red horizontal line. Right:
Enhanced gauge field growth in the Abelian limit as well as non-Abelian regime. Additionally, we indicate with the two
black vertical lines the estimated duration of the growth period in the non-Abelian regime, given by ∆x ≃ ξ
√
8.
– which is of particular importance in our setup as we discuss in section 3.3. The main difference is
that the region of tachyonic instability is bounded in the (ξ, x) plane, leading to a saturation of the
growth only shortly after it started. This opens for us a viable window where we can calculate the
linearized non-Abelian dynamics.
Let us take a step back and emphasize our viewpoint. In the infinite past the unique physical
vacuum state in de Sitter spacetime is of Bunch-Davies form. This sets the initial conditions and
directly translates into an absence of the gauge field background, such that it is described with the c0
solution. The gauge field fluctuations in this limit are well described by the pure Abelian case6. This
justifies, that we can in practice replace Eq. (4) and Eq. (6) respectively with their Abelian limit in
6Actually, in the limit of small gauge group coupling and/or small gauge field amplitude, any SU(2) group will act
like m = 22 − 1 = 3 copies of an Abelian group. However, since the fields point in arbitrary directions, we take m ≡ 1
for simplicity.
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the Coulomb gauge according to7
−3gα
πfa
ψ2
(
ψ
H
− ψ
′
H
)
7→ − α
πfa
Fµν F˜
µν
4H2
≃ −2.4 · 10−4 α
πfa
H2
ξ4
e2piξ , (19)
3
2
H(ψ − ψ′) + 3
2
g2ψ4 7→ 1
4
(
4F0αF
α0 + FµνF
µν
) ≃ 1.4 · 10−4H4
ξ3
e2piξ. (20)
The growth of ξ ∝ |a′| eventually triggers the transition to the inherently non-Abelian regime, man-
ifesting itself through the c2 background. The time when this happens is given by Eq. (13) and we
denote this as the matching point, as we reach the inherently non-Abelian phase. This dynamic will
basically last until inflation ends, i.e. until ǫ = (lnH)′ = 1 is reached. The time of the violation of
the slow-roll condition in axion inflation with non-Abelian gauge fields defines N = 0.
Let us illuminate the setup with an exemplary parameter point study. We choose the axion scalar
potential as given in Eq. (28) and the constants are given in the figure caption. The resulting dynamics
is shown in figure 3.
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SU(2) gauge field(s)
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10
SU(2) gauge field(s)
pure U(1) limit
standard slow roll
Figure 3: Left: Evolution of the axion for all three possible cases, i.e. (a) vacuum dynamics and in the presence of
(b) only Abelian and (c) non-Abelian gauge groups. We choose the exemplary parameters Λ4 = 4.74 × 10−9 M4P and
feff = 9.2 MP for the potential of Eq. (28). Furthermore, the two couplings are fixed to α/(pifa) = 35 and g = 5× 10−3.
The black vertical line indicates the matching point, obtained by solving Eq. (13). Right: Evolution of the ξ parameter
which encodes the complete information about the tachyonic instability in the gauge field sector of (b) and (c). The
matching point discontinuity of ξ′ ∝ −a′′ is caused by the sudden change of the description explained in the main text.
The rest of the paper will be dedicated to an in depth study of observational, numerical and
theoretical constraints which this setup has to face.
3 Constraints
Emerging chromo-natural inflation, as reviewed in the previous section, is subject to a number of
restrictions arising from phenomenological constraints as well as from the consistency of the effective
field theory (EFT) giving rise to Eq. (1). In addition, the linearized description in section 2 requires
perturbative control, which may not be guaranteed in the entire parameter space. This section is
7 The naive Abelian limit of the non-Abelian dynamics obtained by g → 0, ψ → 0 just reflects that in the pure
Abelian theory the inflaton EOM does not receive any corrections at linear order in the gauge field fluctuations. We
thus need to invoke the leading, second order contribution.
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dedicated to discussing these limitations. Their implications on the different regions of parameter
space will be summarized in Sec. 4.
3.1 The effective field theory
The most natural scalar potential for an axion-like particle is arguably given by
V (a) = Λ4
(
1− cos
(
a
fa
))
, (21)
with fa the fundamental axion decay constant appearing in Eq. (1) and Λ corresponding to the con-
finement scale of some additional dark sector non-Abelian gauge group. This is completely analogous
to the non-perturbative mass generation for the QCD axion through instanton effects, and breaks the
continuous U(1) symmetry of the axion down to a discrete symmetry with periodicity 2πfa. However,
as it is well known in the context of natural inflation [26, 27] which is characterized by the scalar
potential (21), slow-roll inflation in agreement with the Planck data [2] requires a periodicity scale
fa of O(10)MP . This is problematic both from the view of a generic EFT8 [29] as well as from the
point of view of string theory (which disfavours super-Planckian field excursions [30]). In the follow-
ing, we discuss this problem and possible solutions first in a bottom-up approach based on a generic
perturbative Peccei-Quinn model and then in a string theory inspired approach.
3.1.1 Peccei-Quinn models
Symmetry restoration. During inflation, the Gibbons-Hawking temperature, TdS = H/(2π), de-
scribes the thermal radiation inherent to de Sitter spacetime [31]. To avoid significant corrections
due to unknown UV-physics entering above the cut-off scale fa introduced in Eq. (1), we must thus
require9
H
2π
≪ fa . (22)
This general argument can be made more explicit in the context of concrete axion models. The
Peccei-Quinn (PQ) mechanism [32, 33], originally proposed to address the strong CP problem of
QCD, consists in adding a global U(1)PQ symmetry under which some (heavy) fermions are charged.
Below the PQ scale TPQ this symmetry is spontaneously broken by a complex scalar field Φ (charged
under U(1)PQ) obtaining a vacuum expectation value vPQ/
√
2. The angular degree of freedom of the
resulting ‘mexican hat’ potential is the shift-symmetric axion a. Non-perturbative effects may break
the exact shift symmetry, leading to a 2πvPQ - periodic potential for a. The axion couples to the SM
gauge fields as
L ⊃ cPQ a
vPQ
α
8π
Fµν F˜
µν , (23)
8In the context of Peccei-Quinn axion models, fa is essentially the scale where the U(1) Peccei-Quinn symmetry is
spontaneously broken (see below). Moreover, we expect any global symmetry to be broken by (quantum) gravity effects
above the Planck scale [28].
9Alternatively, one may require that the typical quantum fluctuations of a scalar field in de Sitter spacetime, given
by H/(2pi), should be smaller than the cut-off scale. Numerically, this leads to the same condition.
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where cPQ is generically an order one number depending on the charge assignments of heavy PQ
fermions which have been integrated out in the effective description (1) [34,35]. Comparing to Eq. (1),
we identify fa = 2vPQ/cPQ ∼ vPQ.
Above TPQ thermal effects restore the U(1)PQ symmetry and the complex PQ scalar Φ receives a
large thermal mass. The low energy description (23) thus becomes completely inadequate, since the
degrees of freedom in the symmetric phase are non-linearly connected to those of the broken phase.
The exact relation between vPQ ∼ TPQ depends on the scalar potential for Φ. In the original PQ
model this is given by (see e.g. [28]),
VPQ(Φ) = λ
(
|Φ|2 − v
2
PQ
2
)2
, (24)
where λ denotes a dimensionless coupling parameter. At Φ = 0, this leads to a tachyonic zero tem-
perature mass term which receives thermal corrections in leading order from one loop self-interaction
at high temperatures T > |Φ| [36, 37],
m2Φ = −λv2PQ + 2×
λ
6
T 2 , (25)
where the complex PQ field is normalized to have a canonical kinetic term. The transition between
the symmetric and the broken phase occurs at m2Φ = 0. Hence the effective description (23) (and
correspondingly Eq. (1)) is valid for
TdS ≪ TPQ → H
2π
≪ fa , (26)
as anticipated in Eq. (22).
The radial degree of freedom. As discussed above, any axion model consists of (at least) two
real degrees of freedom contained in the complex scalar Φ: the angular degree of freedom a and the
radial degree of freedom ρ. When discussing the EFT describing the axion a (and in particular when
assuming that it plays the role of the inflaton), we are implicitly assuming that the radial degree of
freedom is significantly heavier and can be integrated out. This is, of course, what we expect since the
axion direction is technically protected in the sense of t’Hooft [38] by an approximate shift symmetry
while the radial direction does not exhibit a symmetry protection. Computing the mass of the axion
from Eq. (28) and the mass of the radial degree of freedom from Eq. (24), this implies
m2a =
Λ4
f2eff
≪ m2ρ = 2λv2PQ → fa ≫
ma√
2λ
. (27)
The requirement to match the Planck data [2] with the scalar potential (28) requires ma ∼ 10−5 MP .
Further assuming a perturbative realization of the PQ mechanism, λ ≤ 1, Eq. (27) sets fa ≫ ma/
√
2
as the lower bound for the axion decay constant.
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Large field excursions. The above points were general considerations about implementing cosmic
inflation in PQ axion models. To match the observed value of the scalar power spectrum of the CMB
anisotropies, we still need to address the problem of implementing super-Planckian field excursions.
One possibility to achieve this is by considering not only a single axion, but N axions a(n) with
(for simplicity) similar fundamental axion decay constants, f
(n)
a ∼ fa. In ‘N-flation’ [39] (see also
‘assisted inflation’ [40]), sub-Planckian field excursions of many individual axions lead to a large field
excursion of the effective inflaton ∆a ∼ √N∆a(n). To leading order, the resulting scalar potential
for the lightest degree of freedom is just a quadratic potential and (in the regime ∆a ≪ √Nfa)
can be modeled by Eq. (21) after replacing fa 7→ feff ∼
√
Nfa. The downside of this mechanism is
that it requires a very large number of axions (though note that this can be reduced by allowing for
kinetic mixing among the axions [41]). In this sense, a more efficient multi-axion implementation is
the KNP alignment mechanism [42] which achieves feff ≫ fa by appropriately adjusting the anomaly
coefficients of the individual axion couplings to the hidden gauge sector. Note, however, that the
probability to have all anomaly coefficients randomly at O(1) is O(fa/feff). But then already for small
N , i.e. N log(N) & 2 log(feff/fa), this allows for effective axion decay constants feff ∼
√
N !fa [43]. The
effective scalar potential for the lightest particle is again given by Eq. (21) after replacing fa 7→ feff,
V (a) = Λ4
(
1− cos
(
a
feff
))
. (28)
In the following, we will simply work with the effective potential (28) with feff of O(10)MP , without
specifying its UV origin. The lower bounds on the fundamental decay constant fa derived at the
beginning of this subsection still apply, and correspond to upper bounds on the number of axions
required, parametrized by feff/fa.
3.1.2 Axion monodromy
String theory generically predicts a large number of axions [44]. Large field excursions are more
difficult to obtain, but can be achieved by invoking multiple axions fields, as discussed above. In
addition, axion monodromy [45, 46] provides a large field inflation model based on a single axion.
Axion couplings to e.g. a D5-brane or D4-brane in the earliest type II string theory models [46,47] or
to a 4−form field strength in 4d effective descriptions [48–50] ensure that the potential energy increases
each time the axion is shifted by 2πfa. Consequently the would-be periodic direction is ‘unwrapped’
and typically receives a monomial potential. This allows for large field inflation while all flat directions
(moduli) can be stabilized, i.e. can be effectively integrated out. We note that the non-perturbative
moduli stabilization mechanisms are not captured in the EFT approach of Sec. 3.1.1 and hence the
bounds on fa derived there do not apply to the case of axion monodromy. However, even employing
monodromy, the control of backreaction typically limits the maximal field excursion achievable. The
precise bound depends on the concrete realization but is typically in the ball-park ∆a/fa . 10
3, see
e.g. [46, 47,51].
For the purpose of this paper, the scalar potential V (a) is mainly a proxy for the time-evolution of
the instability parameter ξ, governed by the inflaton velocity a′. The parameter ξ in turn controls the
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gauge field production which is at the core of axion gauge field inflation, as described in Sec. 2. It was
demonstrated in Ref. [11] for the case of Abelian axion inflation that all monomial scalar potentials
(including Eq. (28) in the limit a≪ feff) fall into the same universality class. This leads to the same
predictions for all the phenomenology which is associated to the gauge field production. The reason
is that for all monomial potentials V (a) ∝ ap in the weak backreaction regime, ξ ∝ √ǫ ∼
√
p/4/
√
Ne
with ǫ ≡ a′2/2 denoting the first slow roll parameter. This argument can be extended to the non-
Abelian case discussed here, taking into account that the mild p-dependence of the proportionality
factor can no longer be simply absorbed in the coupling α. Hence for simplicity, we will consider the
effective potential (28) also for the case of axion monodromy.
3.2 CMB observations, gravitational waves and primordial black holes
We now turn to the phenomenological constraints on the scalar and tensor power spectra, both on large
scales (relevant for the CMB) as well as on small scales (which are constrained by direct gravitational
wave searches and constraints on primordial black holes).
CMB observations. The coupling to gauge fields modifies the primoridal perturbations spectra
in a two ways: (i) The gauge fields induce an additional effective friction which implies that the
vacuum fluctuations contributing to the anisotropies in the CMB are sourced as the inflaton passes a
different (lower lying) part of the scalar potential compared to the limit α/fa → 0 [24]. This leads to
a modification of the predictions for the amplitude of the scalar perturbations As, the scalar spectral
index ns and the tensor-to-scalar ratio r, which characterize the scalar and tensor CMB anisotropies.
(ii) The gauge fields act as an additional classical source for scalar and tensor perturbations. These turn
out to be highly non-gaussian, and thus constraints on the non-guassianity of the scalar perturbations
severely constrain this contribution at the CMB scales [8].
As we will see in Sec. 4, in the context of emerging chromo-natural inflation, the CMB scales fall
into the ‘Abelian limit’ for the entire parameter space. In this case all constraints arising from point
(ii) can be summarized in a bound on the parameter ξ evaluated at CMB scales, ξCMB ≤ 2.5 [8]. The
constraints arising from point (i) are more model dependent, since they depend on the amount of
friction accumulated throughout the last 60 e-folds of inflation as well as on the details for the scalar
potential. A detailed discussion of this effect, including different classes of scalar potentials can be
found in Ref. [11]. Here, we will neglect this effect since by minor modifications, the scalar potential
relevant for the CMB fluctuations can always be modified to reproduce acceptable values for As, ns
and r.
Scalar and tensor power spectrum at small scales. Since the inflaton velocity and hence the
parameter ξ typically increase during inflation, the gauge field production is generically more efficient
towards the end of inflation. This leads to a strong enhancement of the scalar and tensor perturbation
spectrum at scales much smaller than those probed by the CMB.
The tensor power spectrum is obtained by solving the coupled system of linear differential equations
describing the helicity +2 component of the gauge field and metric perturbations (see e.g. Ref. [20]).
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Denoting the Fourier coefficient of the positive helicity gravitational wave by h+ (normalized to |h+| =
1 in the far past), the gravitational wave spectrum is obtained as
ΩGW(k) =
Ωr
24
(
H
2π
)2( 2
MP
)2 [
1 + (kτ |h+(k, τ)|)2
] ∣∣∣∣
τ=−1/k
(29)
with Ωr = 9.12 × 10−5 denoting the present-day radiation energy density. Here the first term in
the square brackets denotes the usual vacuum contribution (corresponding to the unenhanced h×
mode) whereas the second term accounts for metric perturbations sourced by the gauge fields. To
express the gravitational wave spectrum in terms of the frequency of the present day GWs, note that
a perturbation mode exiting the horizon at Nh(k) e-folds before the end of inflation corresponds to a
(comoving) frequency f= k/(2π) which is exponentially larger than the comoving mode kCMB exiting
the horizon at NCMB,
exp(NCMB −Nh) = 2πf
kCMB
. (30)
Similarly, the scalar power spectrum receives contributions from vacuum fluctuations as well as
a contribution sourced by the enhanced helicity +2 gauge field fluctuations. Here, due to helicity
conservation, the dominant contribution arises to second order in w+2 and can be estimated as [20]
(see also [52]) (
∆2s
)2nd ∼ (δa
a′
)2
with δa = − α
12πfaH2
δ(〈FF˜ 〉) . (31)
Fluctuations at small scales are observationally much less constrained than the length scales rele-
vant for the CMB anisotropies. The scalar perturbation spectrum is bounded by the requirement of
not overproducing primordial black holes in the gravitational collapse of overdense region after horizon
re-entry [4], As . 10
−4..−2 with the exact value depending on the details of the non-gaussian statis-
tics. The most stringent constraint on the tensor power spectrum arises from the non-observation of
a stochastic gravitational wave background in LIGO [53], ΩGW(30 Hz) . 10
−7. However, neither of
these two conditions impose additional constraints on the parameter space studied in Sec. 4.
3.3 Non-linear interactions
In the last part of this section we turn to technical limitations of our analysis. Throughout this work
we employ linear perturbation theory for the gauge field fluctuations. In the following we summarize
the limitations of this framework.
Abelian limit. In the Abelian limit, the linearization is justified if the non-Abelian interactions are
negligible, i.e. gA2 ≪ ∂µA. Inserting Eq. (17) this implies for the Fourier mode k,
0.008 × exp(2.8ξ)≪ x/g . (32)
At any given time, the dominant contribution to gauge field spectrum in the Abelian limit arises from
roughly horizon-sized modes, and we thus require Eq. (32) to hold for x = 1. Given the rapid growth
of 〈A2〉 with ξ, this roughly coincides with the ‘matching point’ defined in Eq. (13). Thus it is ensured
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by construction that non-linear interactions can be neglected in the Abelian limit. Very close to the
matching point this approximation becomes less accurate, contributing to the systematic uncertainties
of the matching procedure.
Matching procedure. When switching from the Abelian to the non-Abelian description, our mod-
eling induces a discrete change in the friction term of the equation of motion for the classical inflaton
field, see Eq. (19). As long as this friction term is small compared to the Hubble friction [17],
αξH
gπfa
≪ 1 , (33)
this discrete change only induces a small perturbation and after a few e-folds the system reaches
an equilibrium configuration. By excluding the regime of a few e-folds around the matching point
from our phenomenological analysis, this systematic uncertainty is well taken into account. On the
other hand, in the regime where the gauge friction dominates over the Hubble friction (referred to
as ‘magnetic drift’ of ‘strong backreaction’ regime [13, 16–18]), the matching procedure described in
Ref. [20] comes with significant systematic uncertainties. For more details, see appendix A.
Imposing Eq. (22), we see that g < 2π/ξ is a sufficient condition to satisfy Eq. (33). Inserting the
matching condition (13), we note that in the entire regime of validity of the effective field theory, we
are ensured to be in the weak backreaction regime. Similarly, considering viable axion monodromy
with ∆a/fa . 10
3 (see Sec. 3.1.2) enforces the weak backreaction regime. Consequently, in this regime
the systematic uncertainties associated with the matching procedure in the inflaton equation of motion
are under control.
Non-Abelian regime. In the non-Abelian regime, the background gauge field induces an effective
mass for the gauge field fluctuations. However, as shown in Eq. (15), one of the gauge field degrees of
freedom retains a tachyonic mass term for a certain range of Fourier modes at any given time. The
resulting growth of these fluctuations, see Eq. (18), in combination with the monotonic growth of the
instability parameter ξ, will eventually lead to the breakdown of the linearized description for the
gauge field fluctuations at 〈ω2+2〉1/2 ∼ Rψ. At this point, there is no fundamental issue: we simply
enter the inherently non-linear regime of the non-Abelian field theory. However, the tools employed
here are inadequate to describe this regime. A lattice simulation of this system could resolve these non-
linearities, however the implementation in an exponentially expanding universe is notoriously hard and
state-of-the-art simulation only manage to cover a few e-folds, even for Abelian field theories [25,54].
Consequently, we are forced to limit our analysis to the regime of small fluctuations around the gauge
field background.
When imposing this constraint, we note that none of the phenomenological constraints listed in
Sec. 3.2 has any significant sensitivity below Ne ∼ 10. The main impact of non-linear interactions
in these last few e-folds of inflation is thus to potentially shift the end point of inflation with respect
to the estimate obtained in the linearized theory. This would shift the reference scale at which any
observables (i.e. CMB observables or direct GW searches) probe the scalar and tensor power spectra.
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Since however the total amount of e-folds from the CMB scales to the end of inflation is in any case
subject to uncertainties related to the details of the reheating epoch (see e.g. Ref. [55]), we will in the
following ignore any violation of the linearization condition if it occurs at Ne . 10. Estimating the
amplitude of the fluctuations in the non-Abelian regime with Eq. (18),
〈δA2NA〉(Nh) =
∫
d3k
(2π)3
|ωk+2(τ(Nh))|2
2k
≃ 1−τ(Nh)2
∫
dxx
2π2
|ωk+2(x)|2
∣∣∣∣
ξ=ξ(Nh(k)+3)
, (34)
leads to the following criterion for which the linearized analysis is justified,√
〈δA2NA〉 ≪ Rψ or − τg
√
〈A2AB〉 ≤ c2ξ
∣∣
Ne≥10
. (35)
The second half of this criterion corresponds to the situation where the matching point between the
Abelian and non-Abelian regime is found to be only at Ne ≤ 10. This excludes by construction the
possibility that non-Abelian effects become dominant at Ne ≥ 10.
Scalar perturbations. It was pointed out in Ref. [17] that the scalar perturbations feature an
instability for 2 < ξ < 2.12 which destroys the homogeneity of the inflaton field (see also Ref. [20]).
This can lead to a premature end of inflation. Inserting Eq. (17) into Eq. (13), we note that the non-
Abelian regime is typically characterized by much larger values of ξ. A matching point of ξ < 2.12 is
only obtained for g & 1. We hence conclude that the possibility of an instability in the scalar sector
can be excluded for perturbative gauge couplings in the setup of emerging chromo-natural inflation.
Comparison with usual CNI setup Before concluding this section, let us briefly comment on
the more standard chromo-natural inflation setup, in which the non-trivial homogeneous and isotropic
gauge field background is taken as an initial condition, present already when the CMB scales exit
the horizon. The constraints related to the scalar potential of the axion, discussed in Sec. 3.1, are
essentially insensitive to this distinction since they are intrinsic to the axion sector. On the contrary,
the predictions for the scalar and tensor power spectra (Sec. 3.2), in particular at large scales are
very different. The possibility that the non-trivial homogeneous and isotropic vacuum configuration
exists already at the time the CMB scales exited the horizon is severely constrained by current CMB
observations, to the point of excluding a scalar potential as in Eq. (28) [16–19]. Finally, the impact
of non-linear gauge field fluctuations discussed in Sec. 3.3 is also sensitive to this choice of initial
condition for the background gauge field. The conclusion is however similar, non-linear interactions
were found to be not problematic in the magnetic drift regime [56].
4 Results and Discussion
The parameter space of chromo-natural inflation. Fixing the parameters of the scalar potential
feff = 9.2MP and Λ = 8.3×10−3 MP as suggested by the Planck data10, there are only two remaining
10In fact, Eq. (28) is only marginally compatible with the latest Planck data at the 2σ level [2]. Here, we shall not
be concerned with this tension, since it can be remedied by minor modifications of the scalar potential which do not
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free parameters in the model: the gauge coupling g and the effective coupling between the axion
and the gauge fields, α/fa with α = g
2/(4π)11. Our discussion will be limited to perturbative gauge
couplings g ≤ 1. If the CMB scales exit the horizon in the Abelian limit (which we will find to be the
case in the entire parameter space), the non-observation of non-gaussianities in the CMB scalar power
spectrum limits α/(πfa) . 35 [8]. On the other hand, very small values of the coupling parameters
g and α/fa simply imply a decoupling of the gauge field sector and we recover standard single field
slow-roll inflation.
In Fig. 4 we display the qualitative different regions of emerging chromo-natural inflation in this
parameter space. The matching condition (13) between the Abelian and non-Abelian regime depends
Figure 4: Parameter space of emerging chromo-natural inflation. The red lines indicate contour lines counting the
number of e-folds in the non-Abelian regime, i.e. from the matching point to the end of inflation. The shaded yellow
region marks when Eq. (35) is violated, indicating the need of non-perturbative methods. The magnetic drift regime
typically discussed in the CNI literature [13,16–18] is to the left of the magenta line. The black shaded regions indicate
a GW signal within the range of the Einstein Telescope and LISA.
on the gauge coupling g and the effective instability parameter ξ, which in turn is proportional to
α/fa. This is reflected by the red contours in Fig. 4, counting the number of e-folds from the matching
point to the end of inflation. In our analysis, a special role is played by Nmatch = 10 (indicated by the
solid red line), since for Nmatch < 10 the gauge fields effectively behave like Abelian gauge fields in
the phenomenologically relevant regime (Ne & 10). For Nmatch > 10 the requirement of perturbativity
becomes non-trivial, and indeed we find Eq. (35) to be violated in the shaded yellow region above the
solid yellow line. This regime requires a non-linear treatment (e.g. a lattice simulation), prohibiting
significantly affect our main results.
11Note that actually the two fundamental free parameters are the gauge coupling g and the fundamental axion decay
constant fa. When we plot in the (g,α/fa) plane the axes are thus related. However, we decide for reasons of clarity
and convenience not to plot in the (g, fa) plane. The conclusions remain, of course, the same.
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us from making any predictions with the linear formalism applied in this work. In the lighter yellow
shaded region to the right of the dashed yellow line we find −τH〈δA2NA〉1/2/ψ > 1/10, implying that
perturbativity is marginally fulfilled at best (note that in the linearization of Eq. (1) we have dropped
O(10) non-linear terms). The results obtained in this regime should thus be taken with a big grain of
salt.
The gray shaded regions indicate a GW signal within the reach of the future Einstein Telescope [57]
and LISA [58]. Since the resulting stochastic gravitational wave background is maximally chiral [7,
17, 18], this could be a smoking gun signal for axion inflation [59, 60]. In particular, for the Einstein
Telescope the lower gray region indicates a GW signal arising from the Abelian limit of the theory, i.e.
when the the peak sensitivity of the Einstein telescope corresponds to frequencies below f(Nmatch),
where f(Nmatch) denotes the frequency of the GWs exiting the horizon at Nmatch. Conversely, the
upper gray region corresponds to GW signals from the inherently non-Abelian regime. For 15 .
Nmatch . 10, the peak sensitivity of the Einstein Telescope falls too close to the matching point, and
the systematic uncertainties of our procedure prevent us from making a reliable prediction for the GW
amplitude. On the other hand, we can only predict a GW signal detectable by LISA from the Abelian
limit of the theory. As the peak sensitivity is in the range 20 . Nmatch . 25, a signal from the inherent
non-Abelian dynamics can not be reliably predicted because the linearized approach is not justified
anymore (c.f. the Nmatch = 30 contour line in Fig. 4). Both areas for possible GW detection arising
from the Abelian limit probe similar values of the gauge coupling g, but a signal from either Einstein
Telescope or LISA would point to a higher or lower fundamental axion decay constant respectively (in
the range of 5× 10−12 MP . fa . 4× 10−9 MP ).
Finally, the magenta line indicates the ‘magnetic drift’ or ‘strong backreaction’ regime commonly
studied in the literature, see e.g. [13, 16–18]. To obtain this contour, we have checked numerically for
deviations of the axion background evolution from the usual Hubble friction dominated solution. It
agrees roughly with the estimate given in Eq. (33). Note that since α = g2/(4π) the magenta curve
gives a lower bound on g for fixed fa (and vice versa an upper bound on fa for fixed g). Most studies of
the magnetic drift regime assume the existence of the non-trivial homogeneous and isotropic c2-solution
from the onset of the observable part of inflation, i.e. for all Ne . 60. However, Fig. 4 illustrates that
this situation does not emerge dynamically when starting from the Bunch-Davies vacuum. The entire
magnetic drift regime is characterized by Nmatch < 30, indicating that only during the last 30 e-folds
of inflation the Abelian fluctuations become large enough to trigger a non-trivial homogeneous and
isotropic gauge field configuration with a sizeable probability. In particular, to good approximation
ψ = 0 when the scales relevant for the CMB exited the horizon. The CMB fluctuations thus closely
resembles those generated in Abelian axion inflation, which in turn for α/(πfa) . 35 closely resemble
those of single field slow-roll inflation, in agreement with current observations.
EFT constraints. Fig. 5 visualizes the constraints on the effective field theory of axion inflation
as discussed in 3.1. Interpreting the inflaton a as the angular degree of freedom of a perturbative
Peccei-Quinn symmetry (as in Sec. 3.1.1) excludes the shaded regions (see below). These bounds do
a priori not apply if the moduli space is subject to non-perturbative stabilization, as occurs e.g. in
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Figure 5: EFT constraints on chromo-natural inflation. The gray shaded region is due to the restoration of the Peccei-
Quinn symmetry during inflation. In the blue region, the radial degree of freedom ρ of the Peccei-Quinn field cannot be
integrated out. In the remaining region, the thin green contours indicate the ratio ∆a/fa, corresponding to the degree
of alignment/winding required to obtain a sufficiently large effective field excursion. To the left of the dashed red line
the explicit breaking of the Peccei-Quinn symmetry occurs before the spontaneous breaking.
axion monodromy (see Sec. 3.1.2). However, in this case an even larger region of the parameter space
is disfavoured since it requires the field excursion ∆a during inflation to be many orders of magnitude
larger than the fundamental axion decay constant fa. This is indicated by the green contour lines in
Fig. 5, where we recall that values of ∆a/fa ≫ 103 have proven to be very difficult the implement in
concrete models.
Let us discuss in some more detail the restrictions for a Peccei-Quinn type axion. The requirement
that the Peccei-Quinn symmetry associated with the axion a is spontaneously broken during inflation
(see Eq. (22)) excludes the gray region to the left of the black contours which indicate the corresponding
Hubble scale during inflation. For the scalar potential (28), the Hubble rate varies from about 10−5 MP
to 10−6 MP over the course of the last 60 e-folds of inflation. A more stringent constraint can be derived
by requiring that the axion a is the lightest particle in the spectrum, and in particular lighter than
the radial degree ρ of the complex Peccei-Quinn scalar. This is indicated by the blue shaded region in
Fig. 5 for different values of the quartic coupling of the Peccei-Quinn field. We see that perturbative
realizations of the Peccei-Quinn mechanism (λ ≤ 1) are incompatible with gauge couplings smaller
than a few times 10−2. For smaller values of λ, this bound only becomes stronger as indicated by the
dashed contour labeled λ = 0.1.
Finally, for reference, the dashed red contour corresponds to fa = Λ, i.e. only to the right of this
contour the spontaneous breaking of the Peccei-Quinn symmetry occurs before the explicit breaking
due to instanton effects. We see that for essentially the whole perturbative parameter space instanton
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effects lead to a deformation of the Peccei-Quinn potential before the spontaneous symmetry breaking.
It is the reverse order one is usually familiar with in the context of e.g. the QCD axion and natural
inflation [26]. This may be relevant when discussing the naturalness of the initial conditions required
for the axion field, however a detailed discussion of this question is beyond the scope of the present
paper.
Discussion. We summarize the most important constraints from the above discussion in Fig. 6. In
Figure 6: Summary of the viable parameter space for emerging chromo-natural inflation. Color-coding as in Figs. 4
and 5.
the context of a Peccei-Quinn type axion model, a large part of the parameter space (shaded blue
region) is in conflict with basic requirements for a consistent EFT description of axion inflation. In
the regime of mρ ∼ ma, it may nevertheless be possible to find a consistent inflation model involving
a dynamical axion field, however this will necessarily be a two-field model involving both the angular
and the radial degree of freedom. For mρ ≪ ma, the axion field will quickly become stabilized in
a local minimum, and the gauge field production induced by the a′ 6= 0, which is at the heart of
axion gauge field inflation, will become irrelevant. Invoking a non-perturbative stabilization in the
moduli space such as in axion monodromy does not improve this situation. The reason is that the
phenomenologically interesting parameter space pushes the fundamental axion decay constant fa to
rather small values, which together with the CMB requirement of a large field excursion for monomial
potentials leads to extremely large winding numbers.
On the contrary, the yellow shaded region labeled ‘perturbative breakdown’ does not indicate any
fundamental inconsistency of the theory, but simply the inability to derive results in the linearized
theory. A study of the full non-linear dynamics is however beyond the scope of this paper. We
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hope that this work may motivate a closer investigation of this regime using e.g. lattice simulations.
Being inherently non-Abelian, we expect a direct coupling between gauge field perturbations and
gravitational waves, as in the original CNI proposal [17,18]. Together with the large effective coupling
α/fa and the relatively large values of Nmatch, this regime is the most promising for the observation of
gravitational waves associated with the non-Abelian nature of the gauge fields in direct gravitational
wave detectors such as LIGO, LISA or the Einstein Telescope.
We confirm that the magnetic drift regime can be consistently described within the linearized
theory. However, we find this regime to be highly problematic in the context of the UV completions
considered. Moreover, starting from Bunch-Davies initial conditions for the gauge fields in the far past,
we find that the gauge field fluctuations are not large enough to trigger the non-trivial background
solution for the gauge field by the time the CMB scales exit the horizon. An implementation of the
magnetic drift regime already at Ne ∼ 60, as commonly studied in the literature, thus requires some
non-trivial construction to avoid the constraints discussed in Sec. 3.1, as well as some other mechanism
to set the required initial conditions for the background gauge field.
We note that in terms of the fundamental model parameters fa and g, the constraints discussed in
Sec. 3.1 are simply lower bounds on fa, essentially independent of g. Being within the magnetic drift
regime implies a lower bound on g/fa. The non-observation of non-gaussianity in the CMB spectrum
yields an upper bound on g2/fa (recall that we find the horizon exit of the CMB scales to fall within
the Abelian limit) which pushes the viable magnetic drift regime to g . 10−3. The breakdown of the
linearized analysis mainly effects large values of g.
5 Connecting to the Standard Model
In the previous sections, we discussed a setup of axion inflation coupled to SU(2) non-Abelian gauge
fields through a Chern-Simons term. The derived constraints, together with the requirement of reach-
ing the intrinsically non-Abelian regime, push the model to large gauge group coupling and point
towards the necessity of an explicit evaluation of the non-linear interactions. We now present a possi-
bly more realistic scenario of axion interactions simultaneously with Abelian and non-Abelian gauge
fields. Such a scenario is indeed desirable if we ultimately couple the dark inflation sector to the
Standard Model to successfully reheat our Universe.
We consider the Lagrangian
L = −
√
−|gµν |
(
1
2
(∂µa)
2 + V (a) +
1
4
FY,µνF
µν
Y +
αU(1)
4πfa
aFY,µνF˜
µν
Y +
1
4
FW,µνF
µν
W +
αSU(2)
4πfa
aFW,µνF˜
µν
W
)
,
(36)
where we change the notation to make the connection to the SM obvious and denote the non-Abelian
field strength as FW,µν and the Abelian one as FY,µν . The resulting EOM for the Abelian gauge fields
reads
∂µF
µν
Y +
αU(1)
πfa
∂µ
(
a
√−gF˜µνY
)
+ ∂ν∂µA
µ
Y = 0 , (37)
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while the EOM for the homogeneous non-Abelian gauge field and inflaton component read
ψ′′ − 3ψ′
(
1− H
′
3H
)
+ ψ
(
2− H
′
H
)
+ 2g2
ψ3
H2
=
gαSU(2)
πfa
ψ2
a′
H
, (38)
a′′ − 3a′
(
1− H
′
3H
)
+
∂aV (a)
H2
=
3gαSU(2)
πfa
ψ2
(
ψ
H
− ψ
′
H
)
− αU(1)
4πfa
√−gFY,µν F˜µνY .
(39)
For the Abelian gauge field the choice of Coulomb gauge and the decomposition into its Fourier modes
leads to the analytical result (as given in Eq. (16)),
AY,+(k, τ) =
1√
2k
epiξ/2W−iξ,1/2(2ikτ). (40)
There are now essentially two options to circumvent the afore derived constraints. The first one is to
effectively decouple the non-Abelian gauge fields from the dynamics by demanding αSU(2) ≪ αU(1),
while still accounting for the non-gaussianity constraint αU(1)/(πfa) . 35. This allows to pair a large
value of the axion decay constant fa (as indicated by the constraints in Sec. 3.1) with a large value of
the U(1) gauge coupling, so as to reach the phenomenologically interesting regime of large αU(1)/fa
without having to deal with significant non-linear gauge field interactions, which are controlled by
the SU(2) gauge coupling. In this case the phenomenology will be essentially indistinguishable from
Abelian axion inflation.
The second option is to note that for αSU(2) ≃ αU(1), as holds in the SM at high energies, the
backreaction on the inflaton dynamics in Eq. (39) is dominated by the Abelian gauge fields. In the
regime of validity of the linearized analysis, this is easily confirmed: the background field energy
density in the non-Abelian sector grows proportional to the fourth power in ξ, whereas for the gauge
field in the Abelian sector we have an exponential dependence on ξ. The latter hence quickly comes to
dominate the backreaction. This is also visible in figure 3, where we see that the coupling to Abelian
gauge fields leads to a strong deviation of the inflaton velocity from the standard slow-roll Hubble
friction scenario, whereas the same coupling to non-Abelian gauge fields closely follows the standard
slow-roll solution. We expect a similar behaviour to hold even beyond the linearized analysis, since
the non-linear backreaction within the non-Abelian gauge sector tends to inhibit the growth of the
non-Abelian gauge fields. In this case, it may be possible to accurately describe the dynamics of the
inflaton and Abelian gauge sector, despite the loss of perturbativity in the non-Abelian sector. We
leave a more detailed investigation of this setup for future work.
Let us finally comment on the possible impact of charged particles. Our discussion so far has
neglected such contributions, implicitly assuming that the gauge groups belong to a dark sector with no
or only very heavy particles charged under these gauge symmetries. A more attractive scenario however
may be attempt to identify these gauge groups with SM gauge groups, in which case we need to consider
the effect of many charged massless degrees of freedom (above the electroweak phase transition). In the
presence of a chiral anomaly (as in the SM) this leads to a dual production of gauge fields and massless
fermions during inflation [61,62]. For Abelian gauge theories, this leads to an induced fermion current
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which strongly backreacts on the gauge field production, significantly inhibiting the latter [61]. On
the contrary, in non-Abelian gauge theories this process does not significantly impact the predictions
for the gauge field production [62], mainly because the backreaction of the induced fermion current is
subdominant compared to the backreaction of the non-trivial gauge field background.
6 Conclusion
The early Universe inflationary paradigm may be explained naturally in the sense of t’Hooft with
an axion acting as the inflaton. This allows in particular a Chern-Simons coupling to non-Abelian
gauge fields. Such an interaction is not only the unique dimension 5 coupling of the axion to gauge
fields which respects the axion’s approximate shift symmetry, but it yields also phenomenological rich
implications such as the production of maximally chiral gravitational waves (at linear level in cosmic
perturbation theory).
We show in a broad model parameter space under which conditions gauge field fluctuations can
source a transition to a stable non-zero gauge field background. In particular this applies also if we
let the gauge field dynamically evolve from the quantum mechanical Bunch-Davies vacuum in the
far past, i.e. without invoking any additional mechanism generating the gauge field background. As
the main point of this paper we derive constraints which the model has to face due to (i) theoretical
consistency and (ii) numerical restrictions. Let us make this more explicit in the following.
We require for theoretical consistency (a) the fundamental axion decay constant to be sub-Planckian
fa < MP and (b) the gauge group coupling to be perturbative g ≤ 1. To realize (a) together with
super-Planckian axion field excursion required by the Planck data (for monomial potentials), we inves-
tigate two representative options: The alignment of multiple Peccei-Quinn axions as in N-flation mod-
els [39,42] and the (un)winding of moduli space in string theoretical axions as in monodromy [45,46].
We demonstrate that both options are strongly constrained either due to the appearance of a light
degree of freedom which spoils the EFT or due to the axion field excursion requiring excessively large
winding numbers, ∆a/fa ≫ 103. The remaining theoretically consistent parameter space which al-
lows for the formation of the non-trivial gauge field background is in the case of Peccei-Quinn axion
models restricted to g & 5 × 10−2 with fa & 10−5 MP and for axion monodromy to g & 0.5 with
fa & 10
−3 MP . For small g the constraints enforce a decoupling between axion and gauge field sector.
Hence natural inflation is recovered in this regime. On the other hand we find in the regime of large
g and small g2/fa that the non-Abelian model remains in its Abelian limit essentially over the whole
course of inflation.
For the numerical analysis we are restricted to a linearized treatment of the gauge field pertur-
bations. This in particular limits our ability to make quantitative predictions in the regime where
the two (effective) couplings, g and g2/fa are large. We hope that our work will trigger further in-
vestigations of this part of the parameter space, possibly by means of dedicated lattice simulations.
This requires to overcome the difficulty of simulating this system in exponentially expanding de Sitter
spacetime, where lattice simulations can currently only be obtained for a few e-folds [25], insufficient
for our purposes.
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As an outlook, we consider simultaneous axion interactions with both Abelian and non-Abelian
gauge fields, as may be expected in the SM. For similar values of the two gauge couplings, the
backreaction onto the inflaton sector is dominated by the Abelian gauge fields, thus circumventing
some of the obstacles of a full non-linear analysis. This conclusion may however be altered if light
fermions are included in the model, since they significantly inhibit only the growth of the Abelian
gauge fields [61,62].
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A Approximations and Uncertainties
In the linearized analysis for the SU(2) gauge group we expand the gauge fields around an isotropic
and homogeneous background like [13,20]
Abi (t,x) = R(t)ψ(t)δ
b
i + δA
b
i (t,x). (41)
For constant ξ ≥ 2 the gauge fields may develop a non-zero vev at late times which can be analytically
approximated by
ψ = H
ciξ
g
, (42)
with ci = {c1, c2} as given in Eq. (8). We show in this appendix that this expression with ci = c2
very well approximates the numerical solution by directly solving the coupled system of homogeneous
Eqs. (4) and (5).
Therefore, let us first comment on the matching procedure we followed in the main text. Recall,
that we derived that the Abelian fluctuations will trigger the transition to a stable non-zero vev when
the threshold
−τg
√
〈A2AB〉 ∼ c2ξ (43)
is reached, see Eq. (13). This however, may be too conservative since also smaller fluctuations may
reach the c1 solution (which can be interpreted as a saddle point as it forms a one parameter family
only) and then eventually evolve into the c2 solution. The resulting uncertainty in the exact matching
time increases with decreasing gauge group coupling g, such that the largest uncertainty falls into the
magnetic drift regime. Thus, we have to treat this regime with special care in the numerical evaluation
(although we find this regime to be theoretically inconsistent in the UV completions considered in the
main text). When matching too late, the background field enters a strongly oscillating phase over
a large time period in the numerical evaluation, c.f. Fig. 1. This in turn has a strong non-physical
impact in the axion evolution as it simulates a non-monotonic axion evolution – but we should strictly
have a′ < 0 in our convention. So, we conclude that for the magnetic drift regime it is necessary
to change to the inherently non-Abelian description earlier than derived. A natural replacement in
Eq. (43) is thus given by c2 7→ c1 . Note again, that this treatment is only needed (deep) inside the
magnetic drift regime. Outside of this regime the difference in the matching time is negligible and
thus our procedure used so far is well justified, c.f. Fig. 7. This figure also clearly demonstrates that
the (small amplitude) oscillatory regime is left within ∼ 2 e-folds after the matching. Let us now
turn to the background field (deep) inside the magnetic drift regime. We demonstrate in Fig. 8 that
matching the Abelian fluctuations to the c2 solution leads to a too late matching point – causing an
oscillation with a high amplitude. The problem is resolved by an earlier matching to the c1 solution
as depicted in the same figure. Note that in both plots the convention for the e-fold N is different
than the one in the main text. Here we do not define N = 0 as the time when ǫ = 1, as we are not
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Figure 7: Analytic background field with the c2 solution (green) compared to its numerical solution (red). The matching
condition (43) is sufficient for large gauge group couplings and/or small effective interaction couplings.
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Figure 8: Left: Matching to the c2 solution deep inside the magnetic drift regime is accompanied with a strong oscillatory
phase caused by the too late matching. This causes a (unphysical) non-monotonic evolution of the axion and the
(numerically evaluated) gauge field background jumps to the zero solution (red dashed). Right: An earlier matching
with the c1 solution damps the oscillation amplitude in the numerical gauge field background evaluation (red dashed).
We compare to the c2 solution analytic gauge field background which we get when matching with the c1 solution (yellow)
and the standard criterion with the c2 solution (green in both plots).
interested in the CMB scales (for which the shift in the e-fold may be important). Rather, N = 0 is
set by ǫ = 1 for the vacuum case. That it why we have N < 0 as the end of inflation in these plots
(caused by the gauge field induced friction).
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