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CLUSTER ALGEBRA STRUCTURES ON
POISSON NILPOTENT ALGEBRAS
K. R. GOODEARL AND M. T. YAKIMOV
Abstract. Various coordinate rings of varieties appearing in the theory of Poisson
Lie groups and Poisson homogeneous spaces belong to the large, axiomatically de-
fined class of symmetric Poisson nilpotent algebras, e.g. coordinate rings of Schubert
cells for symmetrizable Kac–Moody groups, affine charts of Bott-Samelson varieties,
coordinate rings of double Bruhat cells (in the last case after a localization). We
prove that every Poisson nilpotent algebra satisfying a mild condition on certain
scalars is canonically isomorphic to a cluster algebra which coincides with the corre-
sponding upper cluster algebra, without additional localizations by frozen variables.
The constructed cluster structure is compatible with the Poisson structure in the
sense of Gekhtman, Shapiro and Vainshtein. All Poisson nilpotent algebras are
proved to be equivariant Poisson Unique Factorization Domains. Their seeds are
constructed from sequences of Poisson-prime elements for chains of Poisson UFDs;
mutation matrices are effectively determined from linear systems in terms of the un-
derlying Poisson structure. Uniqueness, existence, mutation, and other properties
are established for these sequences of Poisson-prime elements.
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1. Introduction
1.1. Cluster algebras and coordinate rings. Cluster algebras comprise a large,
axiomatically defined class of algebras, introduced by Fomin and Zelevinsky [16]. They
play a key role in representation theory, combinatorics, mathematical physics, alge-
braic and Poisson geometry. We refer the reader to the books [21, 37] and the papers
[14, 33, 35, 45] for overviews of some of the applications of cluster algebras.
A cluster algebra (of geometric type) is defined by iteratively mutating generating
sets of a rational function field F in N variables over a base field K. The generating
sets (y1, . . . , yN ) of F are called clusters, and the process depends on a mutation ma-
trix B˜ associated to an initial cluster. The cluster algebra A(B˜)K is the K-subalgebra
of F generated by all cluster variables (both mutable and frozen), none of which are
automatically inverted. We will write A(B˜, inv)K for the localization of A(B˜)K ob-
tained by inverting a subset inv of the frozen variables. By the Fomin-Zelevinsky
Laurent Phenomenon [17], the algebra A(B˜)K is a subalgebra of the upper cluster al-
gebra A(B˜)K, obtained by intersecting in F the mixed polynomial/Laurent polynomial
rings of all clusters, in which the cluster variables are inverted but the frozen variables
are not. The analogous intersection of polynomial/Laurent polynomial rings in which
a set inv of frozen variables is inverted will be denoted A(B˜, inv)K. One of the main
goals of the program of Fomin and Zelevinsky [16] is
Problem A. Prove that the coordinate rings K[V ] of algebraic varieties V that appear
in Lie theory have canonical cluster algebra structures, i.e., K[V ] = A(B˜)K or, more
generally, K[V ] = A(B˜, inv)K.
The more general use of A(B˜, inv)K is necessary due to the concrete properties
of the varieties V in question. The consequences of this are that one can apply the
cluster algebra structure of K[V ] to the study of the totally nonnegative part of V
and the canonical basis of K[V ], in the cases when they are defined. After the work of
Berenstein, Fomin and Zelevinsky [2], it became clear that another desirable property
of cluster algebras is their equality with upper cluster algebras (when it holds), thus
prompting
Problem B. Classify the coordinate rings K[V ] from Problem A for which the cor-
responding cluster algebras have the property A(B˜)K = A(B˜)K or, more generally,
A(B˜, inv)K = A(B˜, inv)K for the same set inv that is used in the solution of Problem
A (equality of cluster and upper cluster algebras).
Here is an illustration of Problems A and B: Berenstein, Fomin and Zelevinsky [2]
proved that the coordinate rings of all double Bruhat cells Gw,u in complex simple
Lie groups G possess upper cluster algebra structures: C[Gw,u] = A(B˜, inv)K. The
problem of whether C[Gw,u] = A(B˜, inv)K, or equivalently of whether Problem B has
a positive solution in this case, was left open.
Gekhtman, Shapiro and Vainshtein [20, 21] proved that under mild assumptions
a cluster algebra A(B˜)K has a Poisson algebra structure with respect to which all
clusters are log canonical, which means that
{yl, yj} = λljylyj, λlj ∈ K∗
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for the cluster variables y1, . . . , yN in each cluster of A(B˜)K. Gekhtman, Shapiro and
Vainshtein set up a program of proving that the coordinate rings of Poisson varieties V
in Lie theory possess natural cluster structures by constructing sufficiently many log-
canonical clusters on V (connected by mutations) and using their coordinates as cluster
variables [22, 21]. This has had remarkable success, and led to the construction of
compatible upper cluster algebra structures for the Belavin-Drinfeld Poisson structures
on GLn and their doubles, [22, 23]. However, similarly to [2], the methods of [20, 21, 22,
23] rely on codimension 2 arguments and only show that certain K[V ]’s are isomorphic
to upper cluster algebras rather than to cluster algebras.
There are three instances of positive solutions to Problem B. For acyclic cluster
algebras this was shown in [2]. Muller [39] proved that Problem B has a positive
solution for the larger class of locally acyclic cluster algebras, but only in the form
A(B˜, inv)K = A(B˜, inv)K where inv includes all frozen variables. (This extra local-
ization does not allow to deduce that the coordinate rings of double Bruhat cells of
type An are cluster algebras.) Geiss, Leclerc and Schro¨er [18] proved that the coordi-
nate rings of Schubert cells in symmetric Kac-Moody groups possess cluster algebra
structures such that A(B˜)K = A(B˜)K, using the representation theory of the related
preprojective algebra.
1.2. Overview of results. The results obtained in this paper and the sequel [30] are
as follows:
(I) In the present paper we show that, modulo a mild condition on scalars, every
Poisson algebra R in the very large axiomatically defined class of symmetric Poisson
nilpotent algebras possesses a natural cluster algebra structure and for it R = A(B˜)K =
A(B˜)K. For each such cluster algebra we construct a large family of clusters and
explicit mutations between them.
(II) In the sequel [30], we prove that the coordinate rings of all Schubert cells
and double Bruhat cells for a symmetrizable Kac-Moody group, equipped with their
standard Poisson structures, are symmetric Poisson nilpotent algebras or localizations
thereof. We then establish that, for the double Bruhat cells of every complex simple
Lie group, the Berenstein-Fomin-Zelevinsky cluster algebras equal the corresponding
upper cluster algebras. We also prove such a result for the upper cluster algebra struc-
tures on the double Bruhat cells of all symmetrizable Kac-Moody groups, constructed
by Williams [44].
Compared to the approaches in [18, 20, 21, 22] to Problems A and B, our general
results do not rely on concrete initial combinatorial data and apply to algebras com-
ing from symmetrizable Kac-Moody groups, not only symmetric Kac-Moody groups.
Compared to [39], the above results prove equalities of cluster algebras and upper
cluster algebras without an additional localization by frozen variables.
1.3. Poisson nilpotent algebras and Main Theorem. Fix a base field K through-
out, with charK = 0, and consider everything to be done over K. In particular, the
term “algebra” will always mean a K-algebra, all automorphisms are assumed to be
K-algebra automorphisms, and all derivations are assumed to be K-linear.
The Poisson nilpotent algebras (or Poisson-CGL extensions) with which we work are
iterated Poisson-Ore extensions B[x;σ, δ]p, where B is a Poisson algebra, B[x;σ, δ]p =
B[x] is a polynomial ring, σ and δ are suitable Poisson derivations on B, and
{x, b} = σ(b)x+ δ(b), ∀b ∈ B
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(see §2.2). For an iterated Poisson-Ore extension
R := K[x1]p[x2;σ2, δ2]p · · · [xN ;σN , δN ]p
and k ∈ [0, N ], denote
Rk := K[x1, . . . , xk] = K[x1]p[x2;σ2, δ2]p · · · [xk;σk, δk]p.
Definition. An iterated Poisson-Ore extension R as above will be called a Poisson-
CGL extension if it is equipped with a rational Poisson action of a torus H such
that
(i) The elements x1, . . . , xN are H-eigenvectors.
(ii) For every k ∈ [2, N ], the map δk on Rk−1 is locally nilpotent.
(iii) For every k ∈ [1, N ], there exists hk ∈ LieH such that σk = (hk·)|Rk−1 and the
hk-eigenvalue of xk, to be denoted by λk, is nonzero.
There is a unique choice of H, maximal among tori acting faithfully and rationally on
R by Poisson automorphisms such that the above conditions hold, as we prove in §6.2.
We say that the Poisson-CGL extension R is symmetric if it has the above properties
(with respect to the same torus action) when the generators x1, . . . , xN are adjoined
in reverse order. (This condition is of a different nature than the symmetry condition
for Kac-Moody groups; all symmetrizable Kac-Moody groups give rise to symmetric
Poisson CGL extensions in different ways.)
Poisson-CGL extensions are semiclassical analogs of the Cauchon-Goodearl-Letzter
extensions, appearing in the theory of quantum groups. They have been extensively
studied in recent years beginning with the papers [8, 26, 34]. CGL extensions provide
a natural axiomatic framework for quantum nilpotent algebras: deformations of uni-
versal enveloping algebras of nilpotent Lie algebras at nonroots of unity [27, p. 9697].
Because of this, we view Poisson-CGL extensions as an axiomatic framework for Pois-
son nilpotent algebras, i.e., Poisson algebra structures on polynomial rings which are
semiclassical limits of quantum nilpotent algebras. We note that a Poisson CGL exten-
sion is not a nilpotent Lie algebra itself under the Poisson bracket (Poisson algebras
with such a property are very rare in the theory of Poisson Lie groups and Poisson
homogeneous spaces).
Varieties that appear in the theory of Poisson Lie groups and Poisson homogeneous
spaces provide numerous examples of Poisson-CGL extensions, see for example [13]
for coordinate rings of Schubert cells and affine charts of Bott-Samelson varieties.
The coordinate rings of such varieties are semiclassical limits of quantized algebras of
functions and the above axioms are Poisson incarnations of the Levendorskii-Soibelman
straightening law for quantum groups [5, Proposition I.6.10]. A simple example of
such a Poisson algebra, which is used as a running example through the paper, is the
coordinate ring of the matrix affine Poisson space Mm,n(K) of m×n matrices over K.
It is the polynomial algebra
O(Mm,n(K)) = K[tij | 1 ≤ i ≤ m, 1 ≤ j ≤ n]
with the Poisson bracket
{tij , tkl} = (sign(k − i) + sign(l − j))tiltkj,
see Example 5.3 for details. This Poisson structure arises when the space Mm,n(K)
is identified with the open Schubert cell of the Grassmannian Gr(m,m+ n) equipped
with the standard Poisson structure, [6, 20].
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The next theorem summarizes the main result of the paper:
Main Theorem. Every symmetric Poisson-CGL extension R such that λl/λj ∈ Q>0
for all l, j has a canonical structure of cluster algebra which coincides with its upper
cluster algebra.
A detailed formulation of this result is given in Theorem 11.1. Additional features
of the full formulation of the theorem are:
(1) For each such Poisson-CGL extension R, the theorem constructs a large family
of explicit seeds and mutations between them.
(2) The Poisson structure on R is compatible with the cluster structure in the
sense of Gekhtman, Shapiro and Vainshtein.
(3) The cluster variables in the constructed seeds are the unique homogeneous
Poisson-prime elements of Poisson-CGL (sub)extensions that do not belong to
smaller subextensions.
(4) The mutation matrices of the constructed seeds can be effectively computed
using linear systems of equations, coming from the Poisson structure.
(5) For each generator xk, an appropriate rescaling of it is a cluster variable in one
of our seeds. In particular, the cluster variables in our finite collection of seeds
generate the cluster algebra in question.
(6) The above features also hold for the localization of R with respect to any set
inv of frozen variables; in particular, R = A(B˜, inv)K = A(B˜, inv)K.
1.4. Poisson-prime elements, Poisson-UFDs and proof of the Main Theo-
rem. Our proofs rely on arguments with Unique Factorization Domains in the Poisson
algebra setting. Let R be a noetherian Poisson domain (i.e., a Poisson algebra which
is a noetherian integral domain). An element p ∈ R is called a Poisson-prime element
if any of the following equivalent conditions is satisfied:
(1) The ideal (p) is a prime ideal and a Poisson ideal.
(2) p is a prime element of R (in the commutative sense) such that p | {p,−}.
(3) [Assuming K = C.] p is a prime element of R and the zero locus V (p) is a
union of symplectic leaves of the maximal spectrum of R,
see §4.1 for details. The importance of the third formulation is that one can use
Poisson geometry to classify Poisson-prime elements.
Recall that by Nagata’s lemma, a noetherian integral domain R is a UFD if and only
if every nonzero prime ideal contains a prime element. We call a Poisson domain R a
Poisson-UFD if every nonzero Poisson-prime ideal contains a Poisson-prime element. If
R is equipped with a Poisson action of a group H, we say that R is an H-Poisson-UFD
if every nonzero H-Poisson-prime ideal of R contains a Poisson-prime H-eigenvector.
In the case of a K-torus H acting rationally on R, the H-eigenvectors are precisely
the nonzero homogeneous elements of R with respect to its grading by the character
group of H, and we will use the second terminology.
Our proof of the Main Theorem is based on the following steps. The results in the
individual steps are of independent interest and often admit wider generality than that
of the Main Theorem.
Step 1. Let B be a noetherian H-Poisson-UFD for a K-torus H, and B[x;σ, δ]p a
Poisson-Ore extension with σ and δ satisfying the properties (i)-(iii) in the definition
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of a Poisson-CGL extension. We prove that B[x;σ, δ]p is also a noetherian H-Poisson-
UFD and give an explicit classification of its homogeneous Poisson-prime elements in
terms of those of B. These results appear in Theorems 4.7 and 4.13. Section 4 contains
other details on the Poisson-UFD properties of the extension B ⊂ B[x;σ, δ]p.
Step 2. For each Poisson-CGL extension R and k ∈ [1, N ], we prove that the Poisson
algebra Rk has a unique (up to rescaling) homogeneous Poisson-prime element yk that
does not belong to Rk−1. For the sequence
(1.1) y1, . . . , yN of homogeneous Poisson-prime elements of
the algebras in the chain R1 ⊂ . . . ⊂ RN ,
we prove that each yk is linear in xk with leading term yjxk for some j < k if δk 6= 0,
and yk = xk if δk = 0. These facts are proved in Theorem 5.5 and Section 5 contains
additional facts for the sequences of Poisson-primes (1.1).
Step 3. Let R be a symmetric Poisson-CGL extension. Each element of the set
(1.2) ΞN := {τ ∈ SN | τ([1, k]) is an interval for all k ∈ [2, N ]}
gives rise to a presentation of R as a Poisson-CGL extension with the generators of
R adjoined in the order xτ(1), . . . , xτ(N). The associated sequence of Poisson-prime
elements from Step 2 will be denoted by
(1.3) yτ,1, . . . , yτ,N .
For a symmetric Poisson-CGL extension R and j, k ∈ [1, N ], the “interval subalgebra”
R[j,k] := K[xi | j ≤ i ≤ k]
is an H-stable Poisson subalgebra of R which is a Poisson-CGL extension in its own
right with respect to the same torus action of H.
In Theorem 8.3 we express the elements of each sequence (1.3) in terms of certain “fi-
nal Poisson-prime elements” of the interval subalgebras R[j,k]. Sections 6 and 8 contain
further facts on symmetric Poisson CGL extensions and their interval subalgebras.
Step 4. Next we link the clusters from the previous step by mutations. In Theorems
7.2 and 7.3 we prove that if a Poisson-CGL extension has two presentations by adjoin-
ing the generators in the orders x1, . . . , xN and x1, . . . , xk−1, xk+1, xk, xk+2, . . . , xN ,
then the corresponding sequences of Poisson-prime elements (1.1) are either a permu-
tation of each other or a one-step “almost mutation” of each other, meaning that the
new elements y are given by a mutation formula in terms of the old ones where the
coefficient of one of the two monomials is not necessarily 1 but a nonzero scalar.
In Theorem 9.5 we prove that the generators x1, . . . , xN of any symmetric Poisson-
CGL extension can be rescaled so that the sequences of Poisson-prime elements (1.3)
corresponding to any pair τ, τ ′ ∈ ΞN such that τ ′ = τ(i, i+1) are either a permutation
or a one-step mutation of each other. One of the upshots of Steps 2 and 4 is that the
rescaling of each of the generators xk equals the cluster variable yτ,1, for all τ ∈ ΞN
with τ(1) = k. Sections 7 and 9 contain further details on the rescaling and mutations.
Step 5. In Section 10 we describe a method to control the size of the involved upper
cluster algebras from above. In Theorems 10.3 and 10.5 we prove that the intersection
inside the fraction field of R of all mixed polynomial/Laurent polynomial rings asso-
ciated to the clusters indexed by ΞN (without the frozen variables inverted) equals
R.
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Step 6. Using the mutations from Step 4, we upgrade the clusters (1.3) to seeds of
cluster algebras and prove that the corresponding mutation matrices can be effectively
computed using linear systems of equations, coming from the Poisson structure (The-
orem 11.1(a)). Using Steps 3–5 and the Laurent Phenomenon [17] we get the chain of
inclusions for the constructed cluster algebras A(B˜)K
R ⊆ A(B˜)K ⊆ A(B˜)K ⊆ R,
which forces the equalities R = A(B˜)K = A(B˜)K; this is carried out in Section 11.
One of the consequences of the Main Theorem is that every symmetric Poisson-CGL
extension with λl/λj ∈ Q>0 possesses a canonical quantization given by the quantum
cluster algebra [3] associated to the constructed Poisson cluster algebra. Recently, Y.
Mi [38] independently constructed a quantization of each integral symmetric Poisson
CGL extension that is a symmetric CGL extension, and proved that in a certain
sense this quantization is unique. (Here integrality means that the elements hk in the
definition in §1.3 belong to the cocharacter lattice of H.) The two quantizations can
then be linked by the quantum cluster algebra structure on the latter constructed in
[29, Theorem 8.2].
1.5. Notation and conventions. We write X(H) for the (rational) character group
of a K-torus H, and we view X(H) as an additive group. Rational actions of H on
an algebra R are equivalent to X(H)-gradings [5, Lemma II.2.11], and we will use the
terminology of gradings whenever convenient. In particular, when R is equipped with
a rational H-action, its homogeneous elements (with respect to the X(H)-grading) are
the H-eigenvectors together with 0. The degree of a nonzero homogeneous element
r ∈ R will be denoted χr; this is just its H-eigenvalue.
For any positive integer N , we view the elements of ZN as column vectors, and we
write {e1, . . . , eN} for the standard basis of ZN . The row vector corresponding to any
f ∈ ZN is the transpose of f , denoted fT . If f = (m1, . . . ,mN )T , denote
(1.4) [f ]+ :=
N∑
j=1
max(mj , 0)ej and [f ]− :=
N∑
j=1
min(mj , 0)ej .
We identify permutations in SN with their corresponding permutation matrices in
GLN (Z), so that each τ ∈ SN acts on ZN by τ(ei) = eτ(i), for all i ∈ [1, N ]. Cor-
responding to any skew-symmetric matrix q = (qkj) ∈ MN (K) is a skew-symmetric
bicharacter
(1.5) Ωq : Z
N × ZN → K, given by Ωq(ek, ej) = qkj, ∀j, k ∈ [1, N ].
Given f = (m1, . . . ,mN )
T ∈ ZN and an N -tuple x = (x1, . . . , xN ) of elements from a
commutative ring, we denote
(1.6) xf :=
N∏
j=1
x
mj
j .
We recall definitions and establish some auxiliary results for Poisson algebras and
cluster algebras in Sections 2 and 3, respectively. Here we just mention that since our
aim is to produce cluster algebra structures on K-algebras, we build cluster algebras
A(x˜, B˜)K over the field K directly, rather than first building cluster algebras over
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an integral (semi)group ring and then extending scalars to K. Moreover, we work
exclusively with cluster algebras of geometric type.
2. Poisson algebras
2.1. Poisson algebras and Poisson ideals. We recall that a Poisson algebra is a
commutative algebra R equipped with a Poisson bracket {−,−}, that is, a Lie bracket
which is also a derivation in each variable (for the associative product). For a ∈ R,
the derivation {a,−} is called the Hamiltonian associated to a. The Poisson bracket
on R induces unique Poisson brackets on any quotient of R modulo a Poisson ideal,
meaning an ideal I such that {R, I} ⊆ I, and on any localization of R with respect to
a multiplicative set (e.g., [36, Proposition 1.7]). A Poisson automorphism of R is any
algebra automorphism which preserves the Poisson bracket. We use the term Poisson
action to refer to an action of a group on R by Poisson automorphisms.
Examples 2.1. A Poisson-Weyl algebra is a polynomial algebra K[x1, . . . , x2n] equipped
with the Poisson bracket such that
{xi, xj} = {xn+i, xn+j} = 0 and {xi, xn+j} = δij , ∀ i, j ∈ [1, n].
Given any skew-symmetric matrix (qkj) ∈ MN (K), there are compatible Poisson
brackets on the polynomial algebra K[x1, . . . , xN ] and the Laurent polynomial alge-
bra K[x±11 , . . . , x
±1
N ] such that {xk, xj} = qkjxkxj for all k, j. The Poisson algebras
K[x1, . . . , xN ] and K[x
±1
1 , . . . , x
±1
N ] are known as a Poisson affine space algebra and a
Poisson torus, respectively.
The Poisson center of a Poisson algebra R is the subalgebra
Zp(R) := {z ∈ R | {z,−} = 0}.
Its elements are sometimes called Casimirs, in which case Zp(R) is denoted Cas(R).
An element c ∈ R is said to be Poisson-normal if the principal ideal Rc is a Poisson
ideal, that is, if {c,R} ⊆ Rc. If also c is a non-zero-divisor, then {c,−} determines a
derivation ∂c on R such that
(2.1) {c, a} = ∂c(a)c, ∀a ∈ R.
Moreover, it follows from the Jacobi identity for {−,−} that
∂c({a, b}) = {∂c(a), b} + {a, ∂c(b)}, ∀ a, b ∈ R,
so that ∂c is also a derivation with respect to the Poisson bracket.
Given an arbitrary ideal J in R, there is a largest Poisson ideal contained in J ,
which, following [7], we call the Poisson core of J ; we shall denote it P.core(J). The
Poisson primitive ideals of R are the Poisson cores of the maximal ideals of R (in [41],
these are called symplectic ideals). A Poisson-prime ideal is any proper Poisson ideal
P of R such that (IJ ⊆ P =⇒ I ⊆ P or J ⊆ P ) for all Poisson ideals I and J of R.
The above concepts are related by the following Poisson version of [24, Lemma 1.1];
we repeat the short arguments for convenience.
Lemma 2.2. Let R be a Poisson algebra.
(a) P.core(P ) is prime for all prime ideals P of R.
(b) Every Poisson primitive ideal of R is prime.
(c) Every prime ideal minimal over a Poisson ideal is a Poisson ideal.
(d) If R is noetherian, every Poisson-prime ideal of R is prime.
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(e) If R is affine over K, every Poisson-prime ideal of R is an intersection of Poisson
primitive ideals.
Remark. If R is a noetherian Poisson algebra, Lemma 2.2(d) implies that the Poisson-
prime ideals in R are precisely the ideals which are both Poisson ideals and prime
ideals; in that case, the hyphen in the term “Poisson-prime” becomes unnecessary.
Proof. (a) Since P.core(P ) is the largest ideal contained in P and stable under all the
derivations {a,−}, this follows from [11, Lemma 3.3.2].
(b) and (c) are immediate from (a).
(d) Let Q be a Poisson-prime ideal of R. There exist prime ideals Q1, . . . , Qn
minimal over Q such that Q1Q2 · · ·Qn ⊆ Q. The Qi are Poisson ideals by (c), so the
Poisson-primeness of Q implies that some Qi = Q.
(e) Let Q be a Poisson-prime ideal of R. Since Q is prime (by (d)), the Null-
stellensatz implies that Q is an intersection of maximal ideals Mi. Consequently,
Q =
⋂
i P.core(Mi). 
If K = K and the Poisson algebra R is the coordinate ring of an affine algebraic
variety V , then V may be partitioned into symplectic cores [7, §3.3] parametrized by
the Poisson primitive ideals of R, where the symplectic core corresponding to a Poisson
primitive ideal P is the set
{x ∈ V | P.core(mx) = P}.
(Here mx denotes the maximal ideal of R corresponding to x.) In case K = C, the
variety V is a union of smooth complex Poisson manifolds and, as such, is partitioned
into symplectic leaves (see [7, §3.5]). In this case, it follows from [7, Lemma 3.5] that
the Zariski closure of any symplectic leaf L of V is a union of symplectic cores. In
fact, the lemma shows that the defining ideal I(L) is a Poisson primitive ideal P , equal
to P.core(mx) for any x ∈ L. Consequently, L is the union of the symplectic cores
corresponding to the Poisson primitive ideals containing P .
These observations lead to geometric ways to verify that certain ideals are Poisson
ideals, as follows.
Proposition 2.3. Let K = C and R the coordinate ring of an affine algebraic variety
V . Suppose R is a Poisson algebra and I is a radical ideal of R. Then I is a Poisson
ideal if and only if the subvariety V (I) is a union of symplectic leaves, if and only if
V (I)is a union of Zariski closures of symplectic leaves.
Proof. Suppose first that V (I) is a union of closures of symplectic leaves Lj . By [7,
Lemma 3.5], I(Lj) is a Poisson ideal of R, and therefore I =
⋂
j I(Lj) is a Poisson
ideal.
Now assume that I is a Poisson ideal. By Lemma 2.2(e), I equals the intersection of
the Poisson primitive ideals Pj that contain I. If x ∈ V (I), then from mx ⊇ I we get
P.core(mx) ⊇ I, whence P.core(mx) = Pj for some j. By [7, Lemma 3.5], the closure
of the symplectic leaf L containing x satisfies I(L) = Pj , whence L ⊆ V (Pj) ⊆ V (I).
Therefore V (I) is a union of symplectic leaves.
Finally, if V (I) is a union of symplectic leaves, then, being closed in V , it is also a
union of closures of symplectic leaves. 
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A version of Proposition 2.3 over more general fields, with symplectic leaves replaced
by symplectic cores, is available under additional hypotheses, such as uncountability
of the base field, as we now show.
Lemma 2.4. Let T be an affine Poisson algebra. Assume that K is uncountable, T is
a domain, and Zp(Fract T ) = K. Then there is a countable set S of nonzero Poisson
prime ideals of T such that every nonzero Poisson prime ideal of T contains a member
of S.
Proof. Let S be the set of those nonzero Poisson prime ideals of T which do not prop-
erly contain any nonzero Poisson prime ideal. Due to the descending chain condition
on prime ideals in T , every nonzero Poisson prime ideal of T contains a member of
S. The argument in the proof of [1, Theorem 3.2] shows that S is countable. (The
assumption K = C in that theorem is not used in this part of the proof.) 
The key argument of the following result was communicated to us by Jason Bell;
we thank him for permission to include it here.
Lemma 2.5. If R is an affine Poisson algebra and K is uncountable, then
(2.2) P =
⋂
{m ∈ maxR | P.core(m) = P}, ∀Poisson primitive ideals P of R.
Proof. It suffices to consider the case where the Poisson primitive ideal P is zero.
Hence, there is a maximal ideal m0 of R such that P.core(m0) = 0.
Set T := R⊗KK, which is an affine Poisson K-algebra, identify R with its image in
T , and observe that T is integral over R. We will use several standard results about
prime ideals in integral extensions, such as [32, Theorems 44, 46, 48]. In particular,
since R and T have the same finite Krull dimension, it follows that any non-minimal
prime ideal of T has nonzero contraction to R.
There is a prime ideal Q0 of T such that Q0 ∩R = 0. After possibly shrinking Q0,
we may assume that it is a minimal prime, and thus a Poisson prime (Lemma 2.2(c)).
Hence, the domain T := T/Q0 is an affine Poisson K-algebra. We identify R with its
image in T .
There is a maximal ideal m∗0 ∈ maxT such that m∗0 ∩ R = m0. Since P.core(m∗0) is
a Poisson prime ideal of T , the contraction P.core(m∗0) ∩R is a Poisson prime ideal of
R contained in m0, whence P.core(m
∗
0)∩R = 0. Consequently, P.core(m∗0) = 0, and so
0 is a Poisson primitive ideal of T .
By [41, Proposition 1.10], 0 is a Poisson-rational ideal of T , meaning that the Poisson
center of Fract T is (algebraic over) K. Hence, Lemma 2.4 provides us with a countable
set {Q1, Q2, . . . } of nonzero Poisson prime ideals of T such that every nonzero Poisson
prime ideal of T contains some Qj. Moreover, the ideals Pj := Qj ∩ R are nonzero
Poisson prime ideals of R.
We claim that any nonzero Poisson prime ideal P of R contains some Pj . There
is a prime ideal Q of T lying over P , and after possibly shrinking Q, we may assume
that Q is minimal over PT . Since PT is a Poisson ideal, so is Q. Then Q ⊇ Qj for
some j, whence P ⊇ Pj, validating the claim.
Choose a nonzero element fj ∈ Pj for each j, let X be the multiplicative set gener-
ated by the fj, and set R
′ := R[X−1]. Since R′ is a countably generated K-algebra and
K is uncountable, R′ satisfies the Nullstellensatz over K (e.g., [5, Proposition II.7.16]).
This means that the Jacobson radical of R′ is zero and R′/m′ is algebraic over K for
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all m′ ∈ maxR′. Consequently, m′∩R ∈ maxR for any m′ ∈ maxR′. Moreover, m′∩R
cannot contain any Pj , and so the Poisson prime ideal P.core(m
′ ∩ R) must be zero.
Since
⋂{m′ ∩R | m′ ∈ maxR′} = 0, (2.2) is proved. 
The condition (2.2) also holds if R is affine and all Poisson primitive ideals of R are
locally closed points of the Poisson-prime spectrum of R. This follows from the proof
of [24, Theorem 1.5].
Proposition 2.6. Let K = K and R the coordinate ring of an affine algebraic variety
V . Suppose R is a Poisson algebra satisfying (2.2), and let I be a radical ideal of R.
Then I is a Poisson ideal if and only if V (I) is a union of symplectic cores.
Proof. Suppose first that I is a Poisson ideal. By Lemma 2.2(e), I equals the inter-
section of the Poisson primitive ideals Pj that contain I. Obviously any point in the
symplectic core Cj corresponding to Pj lies in V (I). Conversely, if x ∈ V (I), then
from mx ⊇ I we get P.core(mx) ⊇ I, whence P.core(mx) = Pj and x ∈ Cj , for some j.
Thus, V (I) =
⋃
j Cj .
Now asume that V (I) is a union of symplectic cores Cj corresponding to Poisson
primitive ideals Pj . Then
I =
⋂
j
(⋂
{mx | x ∈ Cj}
)
.
Because of (2.2),
⋂{mx | x ∈ Cj} = Pj for all j. Therefore I = ⋂j Pj , whence I is a
Poisson ideal. 
2.2. Poisson polynomial rings.
Definition 2.7. A Poisson derivation on a Poisson algebra B is any K-linear map σ
on B which is a derivation with respect to both the associative multiplication and the
Poisson bracket, that is,
(2.3) σ(ab) = σ(a)b+ aσ(b) and σ({a, b}) = {σ(a), b} + {a, σ(b)}, ∀a, b ∈ B.
For instance, the maps ∂c defined in (2.1) are Poisson derivations.
Assume that σ is a Poisson derivation on B. Following the terminology of [12,
§1.1.2], a Poisson σ-derivation on B is any derivation δ (with respect to the associative
multiplication) such that
(2.4) δ({a, b}) = {δ(a), b} + {a, δ(b)} + σ(a)δ(b) − δ(a)σ(b), ∀a, b ∈ B.
For any c ∈ B, the map
a 7→ {c, a} − σ(a)c, ∀a ∈ B,
is a Poisson σ-derivation, and we refer to the ones of this form as inner Poisson
σ-derivations of B.
Lemma 2.8. [42, Theorem 1.1] Let B be a Poisson algebra, σ a Poisson derivation
on B, and δ a Poisson σ-derivation on B. The Poisson bracket on B extends uniquely
to a Poisson bracket on the polynomial algebra B[x] such that
(2.5) {x, b} = σ(b)x+ δ(b), ∀b ∈ B.
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Definition 2.9. Suppose that B is a Poisson algebra, σ a Poisson derivation on B,
and δ a Poisson σ-derivation on B. The polynomial algebra B[x], equipped with the
Poisson bracket of Lemma 2.8, is just called a Poisson polynomial ring in [42]. Here we
will say that B[x] is a Poisson-Ore extension of B, as in [12]. The Poisson bracket on
B[x] extends uniquely to one on the Laurent polynomial algebra B[x±1], and we will
call the latter Poisson algebra a Poisson-Laurent extension of B. To express that B[x]
and B[x±1] are Poisson algebras of the types just defined, we use notation analogous
to that for Ore and skew-Laurent extensions, namely
B[x;σ, δ]p and B[x
±1;σ, δ]p .
In case δ is identically zero, we omit it from the notation, writing just B[x;σ]p and
B[x±1;σ]p.
The converse of Lemma 2.8 is worth noting; it may be phrased as follows: If a poly-
nomial ring R = B[x] supports a Poisson bracket such that B is a Poisson subalgebra
and {x,B} ⊆ Bx+B, then R = B[x;σ, δ]p for suitable σ and δ.
Basic examples of iterated Poisson-Ore extensions of the form
K[x1][x2;σ2, δ2]p · · · [xN ;σN , δN ]p
are Poisson-Weyl algebras and Poisson affine space algebras (Examples 2.1).
2.3. Differentials of torus actions. Suppose that R is an algebra equipped with
a rational action of a torus H (by algebra automorphisms). The differential of this
action provides an action of h := LieH on R by derivations, as discussed in [25, §1.2],
where it is also noted that the H-stable K-subspaces of A coincide with the h-stable
subspaces. It follows from this discussion and [25, Lemma 1.3] that
The H-eigenspaces of R coincide with the h-eigenspaces;(2.6)
The H-eigenvectors in R coincide with the h-eigenvectors;(2.7)
The h-action on R commutes with the H-action;(2.8)
h.a = 0, ∀ homogeneous a ∈ A of degree 0.(2.9)
Lemma 2.10. [25, Lemma 1.4] Suppose a Poisson algebra R is equipped with a rational
Poisson action of a torus H. Then LieH acts on R by Poisson derivations.
3. Cluster algebras and Poisson cluster algebras
In this section, we collect basic definitions and notation concerning cluster algebras
and compatible Poisson structures on them, together with some auxiliary results. We
consider exclusively cluster algebras of geometric type, recall [16, Definition 5.7], and
we do not invert frozen variables unless specifically indicated.
3.1. Cluster algebras. Fix positive integers n ≤ N and a subset ex ⊂ [1, N ] of
cardinality n. The indices in ex are called exchangeable, and those in [1, N ] \ ex
frozen. Matrices indexed by [1, N ] × ex will be called N × ex matrices. Fix a purely
transcendental field extension F ⊃ K of transcendence degree N . We define cluster
algebras over K directly, rather than first defining them over Z and then extending
scalars. Moreover, we follow [16] rather than [2] in that frozen variables in cluster
algebras are not automatically inverted. In our notation, we combine the mutation
matrices for cluster and frozen variables as in [16, p. 515] and [2, p. 6].
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Definition 3.1. A seed (of geometric type) in F is a pair (x˜, B˜) where
(i) x˜ = (x1, . . . , xN ) ∈ FN such that {x1, . . . , xN} is algebraically independent
over K and generates F as a field extension of K.
(ii) B˜ = (bij) is an N × ex integer matrix of full rank n.
(iii) The ex × ex submatrix B of B˜ is skew-symmetrizable: there exist di ∈ Z>0
such that dibij = −djbji for all i, j ∈ ex.
Note that (iii) implies bkk = 0 for all k ∈ ex.
The set x := {xj | j ∈ ex} ⊆ x˜ is a cluster, and its elements are cluster variables.
Elements of x˜ \ x are frozen variables. The submatrix B of B˜ is the principal part of
B˜, and is called the exchange matrix of the seed (x˜, B˜).
Definition 3.2. Let (x˜, B˜) be a seed, with x˜ = (x1, . . . , xN ). For k ∈ ex, define
(3.1) x′k :=
∏
bik>0
xbiki +
∏
bik<0
x−biki
xk
∈ F
and µk(x˜) := (x1, . . . , xk−1, x
′
k, xk+1, . . . , xN ). (Then µk(x˜) is another sequence of
algebraically independent elements generating F over K.)
Definition 3.3. Let (x˜, B˜) be a seed, B˜ = (bij), and k ∈ ex. Define B˜′ = µk(B˜) =
(b′ij) by
(3.2) b′ij :=
−bij if i = k or j = kbij + |bik|bkj + bik|bkj|
2
otherwise.
The matrix µk(B˜) is the mutation of B˜ in direction k.
If the principal part of B˜ is B, then the principal part of µk(B˜) is µk(B). Moreover,
µk(B˜) preserves the conditions from Definition 3.1: it has full rank n [2, Lemma 3.2],
and µk(B) is skew-symmetrizable [16, Proposition 4.5].
The mutation of (x˜, B˜) in direction k is the seed µk(x˜, B˜) := (µk(x˜), µk(B˜)). Mu-
tation is involutive: µk(µk(x˜, B˜)) = (x˜, B˜).
In general, seeds (x˜, B˜) and (x˜′, B˜′) are mutation-equivalent, written (x˜, B˜) ∼
(x˜′, B˜′), if (x˜′, B˜′) can be obtained from (x˜, B˜) by a sequence of seed mutations.
Mutation-equivalent seeds share the same set of frozen variables.
Definition 3.4. Upper bounds and upper cluster algebras associated to the seed
(x˜, B˜) are intersections of mixed polynomial-Laurent polynomial algebras generated
by the variables from some cluster along with inverses of some of them. For any set
inv ⊆ [1, N ] \ ex of frozen indices, let us define
(3.3) T A(x˜, B˜, inv) := K[xi | i ∈ [1, N ] \ (ex ⊔ inv)][x±1j | j ∈ ex ⊔ inv].
The upper bound for (x˜, B˜, inv) is
(3.4) U(x˜, B˜, inv)K := T A(x˜, B˜, inv) ∩
⋂
k∈ex
T A(µk(x˜), µk(B˜), inv),
and the corresponding upper cluster algebra is
(3.5) A(x˜, B˜, inv)K :=
⋂
(x˜′,B˜′)∼ (x˜,B˜)
T A(x˜′, B˜′, inv).
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Because we are restricting attention to seeds of geometric type, upper bounds co-
incide with upper cluster algebras:
Theorem 3.5. U(x˜, B˜, inv)K = A(x˜, B˜, inv)K for any seed (x˜, B˜) in F and any
inv ⊆ [1, N ] \ ex.
Proof. The case inv = ∅ follows explicitly from [2, Corollary 1.9], as a consequence
of the relation
(3.6) U(x˜, B˜,∅)K = U(x˜′, B˜′,∅)K, ∀(x˜′, B˜′) ∼ (x˜, B˜).
For any seed (x˜′′, B˜′′), we have
T A(x˜′′, B˜′′, inv) = T A(x˜′′, B˜′′,∅)[x−1j | j ∈ inv].
Consequently, any element u ∈ U(x˜, B˜, inv)K can be expressed in the form u = u0z−1
where u0 ∈ U(x˜, B˜,∅) and z is a monomial in the xj for j ∈ inv. In view of (3.6), u
must belong to T A(x˜′, B˜′, inv) for all seeds (x˜′, B˜′) mutation-equivalent to (x˜, B˜). It
follows that U(x˜, B˜, inv)K ⊆ A(x˜, B˜, inv)K. Since the reverse inclusion holds a priori,
the theorem is proved. 
Following this result, we refer to U(x˜, B˜, inv)K as the upper cluster algebra corre-
sponding to (x˜, B˜, inv).
Definition 3.6. The cluster algebra associated to a seed (x˜, B˜) in F is the K-
subalgebra A(x˜, B˜)K of F generated by the cluster and frozen variables from all the
seeds mutation-equivalent to (x˜, B˜). More generally, for any set inv ⊆ [1, N ] \ ex, we
define
A(x˜, B˜, inv)K := A(x˜, B˜)K[x−1l | l ∈ inv].
These algebras are also called cluster algebras.
The Laurent Phenomenon for cluster algebras may be expressed as follows; see [2,
Corollary 1.12] for the version in terms of upper cluster algebras.
Theorem 3.7. [16, Theorem 3.1] Every cluster algebra is contained in the correspond-
ing upper cluster algebra: A(x˜, B˜, inv)K ⊆ U(x˜, B˜, inv)K for all seeds (x˜, B˜) in F and
all inv ⊆ [1, N ] \ ex. Equivalently,
A(x˜, B˜, inv)K ⊆ T A(x˜, B˜, inv)
for all (x˜, B˜) and inv.
If G is a group acting on F by automorphisms, we denote by FG the fixed field (or
Galois subfield) of this action. For a G-eigenvector u, we denote its G-eigenvalue by
χu, or by χ[u] in case u is a lengthy expression. The character lattice X(G) is viewed
as an additive group.
The following equivariance of mutations of seeds is probably well known, but we
could not locate a reference.
Lemma 3.8. Let G be a group acting on F by K-algebra automorphisms, and let (x˜, B˜)
be a seed in F . Assume that all entries of x˜ are G-eigenvectors, and that x˜bj ∈ FG
for all columns bj of B˜. Then all seeds (x˜′, B˜′) mutation-equivalent to (x˜, B˜) have the
same properties.
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Proof. It suffices to prove the lemma when (x˜′, B˜′) = µk(x˜, B˜) for some k ∈ ex.
Denote the entries of x˜, x˜′, B˜, and B˜′ by xj , x
′
j , blj , and b
′
lj, respectively, and denote
the columns of B˜′ by (b′)j .
We may write x˜b
k
in the form
x˜b
k
= x˜[b
k]+ x˜[b
k]−
(recall (1.4)). As x˜[b
k]± are G-eigenvectors and χ[x˜b
k
] = 0 by hypothesis, we see that
χ[x˜[b
k]− ] = −χ[x˜[bk]+].
Rewriting (3.1) in the form
x′k = x
−1
k
(
x˜[b
k]+ + x˜−[b
k]−
)
,
we find that x′k is a G-eigenvector with
(3.7) χ[x′k] = −χ[xk] + χ[x˜[b
k]+ ] = −χ[xk]− χ[x˜[bk]− ].
Of course, x′j = xj is a G-eigenvector for all j 6= k, by assumption.
Turning to the second condition, we have (x˜′)(b
′)k = x˜−b
k
because b′kk = 0 and
b′ik = −bik for i 6= k, whence (x˜′)(b
′)k ∈ FG. Now let j 6= k. If bkj = 0, then (b′)j = bj
and (x˜′)(b
′)j = x˜b
j
, yielding (x˜′)(b
′)j ∈ FG. Finally, if bkj 6= 0, set ǫ = sign(bkj), and
observe from (3.2) that
(b′)j = bj + ǫbkj[b
k]ǫ − 2bkjek.
Since the k-th entry of bj + ǫbkj[b
k]ǫ − bkjek is zero,
(x˜′)(b
′)j = x˜b
j+ǫbkj [b
k]ǫ−bkjek (x′k)
−bkj ,
and using (3.7) we obtain
χ[(x˜′)(b
′)j ] = χ[x˜b
j
] + ǫbkjχ[x˜
bk ]ǫ ]− bkjχ[xk]− bkj
(−χ[xk] + ǫχ[x˜bk]ǫ ]) = 0,
completing the proof. 
3.2. Compatible pairs. Fix n, N , ex, and F as in §3.1. We use a slight generaliza-
tion of the notion of compatible pairs from [3, Definition 3.1].
Definition 3.9. Let B˜ = (bkj) ∈ MN×ex(Z), and let r = (rij) ∈ MN (K) be a skew-
symmetric scalar matrix. We say that the pair (r, B˜) is compatible if the following two
conditions are satisfied:
N∑
i=1
bikrij = 0, ∀k ∈ ex, j ∈ [1, N ], k 6= j and(3.8)
N∑
i=1
bikrik 6= 0, ∀k ∈ ex.(3.9)
Note that the scalars appearing in (3.8) and (3.9) are just the entries of the matrix
B˜T r. Moreover, due to the skew-symmetry of r and the bicharacter Ωr associated to
r as in (1.5), we have
(3.10)
N∑
i=1
bikrij = Ωr(b
k, ej) ∀k ∈ ex, j ∈ [1, N ],
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where bk denotes the k-th column of B˜.
Proposition 3.10. If the pair (r, B˜) is compatible, then B˜ has full rank, and the
nonzero scalars βk := (B˜
T r)kk satisfy
(3.11) βkbkj = −βjbjk, ∀k, j ∈ ex.
Proof. This is proved just as [3, Proposition 3.3]. 
Unlike the case in [3, Proposition 3.3], compatibility of (r, B˜) does not in general
imply that the principal part of B˜ is skew-symmetrizable. The next lemma describes
an instance when this condition appears naturally.
Lemma 3.11. Assume that B˜ = (bkj) ∈MN×ex(Z) and r ∈MN (K) form a compatible
pair, and set βk := (B˜
T r)kk for k ∈ ex. If there exist positive integers dk, for k ∈ ex,
such that
(3.12) djβk = dkβj , ∀j, k ∈ ex,
then the principal part of B˜ is skew-symmetrizable via these dk, that is, dkbkj = −djbjk
for all k, j ∈ ex.
Proof. By Proposition 3.10, βkbkj = −βjbjk for all j, k ∈ ex. Combining this with
(3.12) leads to
dkβjbkj = djβkbkj = −djβjbjk.
Thus dkbkj = −djbjk because of (3.9). 
Remark 3.12. The condition (3.12) is satisfied if and only if there exists q ∈ K∗ such
that each βk = mkq for some mk ∈ Z>0. Then one can set dk := mk.
We define mutations of compatible pairs as in [3, Definition 3.5].
Definition 3.13. Let (r, B˜) be a compatible pair, with B˜ = (blj) ∈ MN×ex(Z), and
let k ∈ ex. By [2, Eq. (3.2)], the mutated matrix µk(B˜) can be expressed as
µk(B˜) = EǫB˜Fǫ
for both choices of sign ǫ = ±, where Eǫ = EB˜,kǫ and Fǫ = F B˜,kǫ are the N × N and
ex× ex matrices with entries given by
(3.13)
(Eǫ)ij :=

δij , if j 6= k
−1, if i = j = k
max(0,−ǫbik), if i 6= j = k
(Fǫ)ij :=

δij , if i 6= k
−1, if i = j = k
max(0, ǫbkj), if i = k 6= j.
We define the mutation in direction k of the matrix r by
(3.14) µk(r) := E
T
ǫ rEǫ.
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Proposition 3.14. Let (r, B˜) be a compatible pair and k ∈ ex.
(a) The matrix µk(r), defined in (3.14), does not depend on the choice of sign ǫ = ±.
It is skew-symmetric, and the pair (µk(r), µk(B˜)) is compatible.
(b) Assume also that the principal part of B˜ is skew-symmetrizable. Then the prin-
cipal part of µk(B˜) is skew-symmetrizable, and
(3.15) µk(B˜)
Tµk(r) = B˜
T r.
We define the mutation in direction k ∈ ex of the compatible pair (r, B˜) to be the
compatible pair (µk(r), µk(B˜)).
Proof of Proposition 3.14. Part (a) is proved as [3, Proposition 3.4].
(b) The principal part of µk(B˜), namely µk(B), is skew-symmetrizable (for the same
choice of positive integers dj , j ∈ ex as for B), by the observations in [15, Proposition
4.5].
We have
µk(B˜)
Tµk(r)) = F
T
ǫ B˜
TETǫ E
T
ǫ rEǫ = F
T
ǫ B˜
T rEǫ.
The second statement in Proposition 3.10 and the fact that for all i, j ∈ ex, bij and
−bji have the same signs (which follows from the skew-symmetrizability assumption)
imply
B˜T rEǫ = F
T
ǫ B˜
T r.
Therefore µk(B˜)
Tµk(r) = F
T
ǫ B˜
T rEǫ = B˜
T r. 
3.3. Poisson cluster algebras. Continue with n, N , ex, and F as in §3.1. We first
slightly extend two concepts from [20, Introduction and §1.3], [21, §4.1.1].
Definition 3.15. Suppose we have a Poisson K-algebra structure on F . An N -
tuple x˜ = (x1, . . . , xN ) ∈ FN is log-canonical (with respect to the given Poisson
structure) if {xl, xj} ∈ Kxlxj for all l, j ∈ [1, N ]. We say that a cluster algebra
A(x˜, B˜)K ⊂ F is Poisson-compatible in case x˜′ is log-canonical for all seeds (x˜′, B˜′)
mutation-equivalent to (x˜, B˜). The same terminology is used with the localized cluster
algebras A(x˜, B˜, inv)K. In the Poisson-compatible case, the upper cluster algebra
U(x˜, B˜, inv)K is a Poisson subalgebra of F .
Proposition 3.16. Fix a K-algebra Poisson bracket on F . Let (x˜, B˜) be a seed in
F and k ∈ ex, and write x˜ = (x1, . . . , xN ) and µk(x˜) = (x′1, . . . , x′N ). Suppose that
r ∈MN (K) is a matrix such that (r, B˜) is a compatible pair. If
(3.16) {xl, xj} = Ωr(el, ej)xlxj, ∀l, j ∈ [1, N ],
then
(3.17) {x′l, x′j} = Ωµk(r)(el, ej)x′lx′j, ∀l, j ∈ [1, N ].
Proof. Let r′ := µk(r) = E
T
ǫ rEǫ, where Eǫ = E
B˜,k
ǫ . Then
(3.18) Ωr′(f, g) = f
TETǫ rEǫg = Ωr(Eǫf,Eǫg), ∀f, g ∈ ZN , ǫ = ±.
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Write bk for the k-th column of B˜. From the definitions (3.13) and (3.1), we see that
(3.19)
Eǫel = el, ∀ǫ = ±, l ∈ [1, N ], l 6= k
E+ek = −ek − [bk]−
E−ek = −ek + [bk]+,
and so
(3.20) x′k = x˜
E−ek + x˜E+ek .
If l, j ∈ [1, N ] with l, j 6= k, then (3.18) and (3.19) imply that Ωr′(el, ej) = Ωr(el, ej),
whence
{x′l, x′j} = {xl, xj} = Ωr(el, ej)xlxj = Ωr′(el, ej)x′lx′j .
When l 6= k, we have Ωr′(el, ek) = Ωr(el, Eǫek) for ǫ = ±, and so, taking account of
(3.20), we have
{x′l, x′k} = Ωr(el, E−ek)xlx˜E−ek +Ωr(el, E+ek)xlx˜E+ek = Ωr′(el, ek)x′lx′k.
The remaining cases of (3.17) follow via the skew-symmetry of {−,−} and Ωr′ . 
Theorem 3.17. Suppose that F is a Poisson K-algebra. Let (x˜, B˜) be a seed in F ,
and inv ⊆ [1, N ] \ ex. Assume there exists a skew-symmetric matrix r ∈MN (K) such
that (r, B˜) is a compatible pair and the entries xi of x˜ satisfy
{xl, xj} = Ωr(el, ej)xlxj, ∀l, j ∈ [1, N ].
Then the cluster algebra A(x˜, B˜, inv)K is Poisson-compatible.
Proof. It suffices to prove the theorem in the case inv = ∅.
Let T˜ denote the collection of all triples (x˜′, B˜′, r′) such that (x˜′, B˜′) is a seed in
F and (r′, B˜′) is a compatible pair. For any such triple and any k ∈ ex, we have
a mutated seed (µk(x˜
′), µk(B˜
′)) and a mutated compatible pair (µk(r
′), µk(B˜
′)) (by
Proposition 3.14), so that µk(x˜
′, B˜′, r′) := (µk(x˜
′), µk(B˜
′), µk(r
′)) is another triple in
T˜ . This defines mutation operations µk on T˜ .
Let T˜0 be the collection of all triples in T˜ mutation-equivalent to (x˜, B˜, r). It follows
from Proposition 3.16 that for each (x˜′, B˜′, r′) ∈ T˜0, the entries x′i of x˜′ satisfy
{x′l, x′j} = Ωr′(el, ej)x′lx′j , ∀l, j ∈ [1, N ].
In particular, x˜′ is log-canonical.
For any seed (x˜′, B˜′) = µkn · · ·µk1(x˜, B˜) mutation-equivalent to (x˜, B˜), we have a
matrix r′ := µkn · · ·µk1(r) such that (x˜′, B˜′, r′) ∈ T˜0, and thus x˜′ is log-canonical.
Therefore A(x˜, B˜)K is Poisson-compatible. 
4. Poisson-primes in Poisson-Ore extensions
4.1. Equivariant Poisson unique factorization domains. Let R be a Poisson
domain (i.e., a Poisson algebra which is also an integral domain). A Poisson-prime
element of R is any Poisson-normal prime element p ∈ R, that is, p is a nonzero
Poisson-normal element and R/(p) is a domain (where (p) denotes the principle ideal
Rp). It follows from Proposition 2.3 that for every affine Poisson domain R, the
following are equivalent for p ∈ R:
(1) p is a Poisson-prime.
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(2) The ideal (p) is a prime ideal and a Poisson ideal.
(3) p is a prime element of R and the zero locus V (p) is a union of symplectic
leaves of the spectrum of R.
(4) p is a prime element of R and V (p) is a union of Zariski closures of symplectic
leaves of SpecR.
In the special case when the spectrum of R is smooth, the equivalence of (1) and (3)
was proved in [40, Remark 2.4(iii)]. In case K is uncountable and algebraically closed,
Lemma 2.5 and Proposition 2.6 show that p is Poisson-prime if and only if
(5) p is a prime element of R and V (p) is a union of symplectic cores of SpecR.
We shall say that R is a Poisson unique factorization domain, abbreviated Poisson-
UFD or P-UFD, if each nonzero Poisson-prime ideal of R contains a Poisson-prime
element. The hyphen is important here – a Poisson algebra which is also a UFD need
not be a P-UFD. For example, equip the polynomial algebra R = C[x, y, z] with the
Poisson bracket such that
{x, y} = 0, {z, y} = x+ y2, {z, x} = 2y.
As shown in [31, Example 5.12], 〈x, y〉 is a Poisson prime ideal of R which does not
properly contain any nonzero Poisson prime ideal. Hence, 〈x, y〉 does not contain any
Poisson-prime element.
We shall also need an equivariant version of this concept, as in [28, 29]. Suppose
that R is a Poisson domain equipped with a Poisson action of a group H. On replacing
“Poisson ideal” by “H-stable Poisson ideal” in the definition of a Poisson-prime ideal,
we obtain the definition of an H-Poisson-prime ideal of R. We shall say that R is
an H-Poisson unique factorization domain, abbreviated H-P-UFD, if each nonzero
H-Poisson-prime ideal of R contains a Poisson-prime H-eigenvector. The arguments
of [28, Proposition 2.2] and [46, Proposition 6.18 (ii)] are easily adapted to give the
following equivariant Poisson version of results of Chatters and Jordan [9, Proposition
2.1], [10, p. 24].
Proposition 4.1. Let R be a noetherian H-Poisson-UFD. Every Poisson-normal H-
eigenvector in R is either a unit or a product of Poisson-prime H-eigenvectors. The
factors are unique up to reordering and taking associates.
Remark 4.2. A Poisson version of [34, Proposition 1.6 and Theorem 3.6], as adapted
in [28, Theorem 2.4], shows that if R is a noetherian H-Poisson-UFD where H is a
K-torus acting rationally on R by Poisson automorphisms, then R is a Poisson-UFD.
We will not need this result, however.
The next lemma clarifies the picture of H-Poisson-prime ideals in the case of a
rational torus action.
Lemma 4.3. Let R be a noetherian Poisson algebra, equipped with a rational Poisson
action of a torus H. Then any prime ideal of R minimal over an H-stable Poisson ideal
is itself an H-stable Poisson ideal, and the H-Poisson-prime ideals of R are exactly
the H-stable, Poisson, prime ideals of R.
Proof. The first statement follows from [24, Lemma 1.1(d)] and [5, Proposition II.2.9].
Obviously H-stable, Poisson, prime ideals are H-Poisson-prime. Conversely, let P
be an H-Poisson-prime ideal of R. Since R is noetherian, there are prime ideals
Q1, . . . , Qm minimal over P such that Q1Q2 · · ·Qm ⊆ P . Each Qi is an H-stable
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Poisson ideal. The H-Poisson-primeness of P thus implies that some Qj ⊆ P , whence
Qj = P . Therefore P is a prime ideal. 
Lemma 4.3 allows a shortening of terminology: In the setting of the lemma,
(4.1) {H-Poisson-prime ideals of R} = {Poisson H-prime ideals of R}.
This is immediate from the lemma together with the fact that the H-prime ideals of
R coincide with the H-stable prime ideals [5, Proposition II.2.9].
4.2. Poisson-Cauchon extensions. In this section, we study a Poisson analog of
the Cauchon extensions defined in [34, Definition 2.5], and develop a version of [34,
Proposition 2.9] which allows us to prove that suitable Poisson-Cauchon extensions
are H-P-UFDs.
Definition 4.4. A Poisson-Cauchon extension of a Poisson algebra B is a Poisson-
Ore extension R = B[x;σ, δ]p which is equipped with a rational Poisson action of a
torus H such that
(i) The subalgebra B is H-stable, and x is an H-eigenvector.
(ii) δ is locally nilpotent.
(iii) There is some h◦ ∈ h = LieH such that σ = (h◦·)|B and the h◦-eigenvalue of
x, to be denoted λ◦, is nonzero.
Condition (iii) relies on x being an h-eigenvector, which follows from (i) and (2.7).
(This definition is not a precise parallel to [34, Definition 2.5], since we have not
assumed that B is a noetherian domain, while we have restricted H to being a torus.)
Whenever we refer to a Poisson-Cauchon extension R = B[x;σ, δ]p, we take the
associated torus and its Lie algebra to be denoted H and h unless otherwise specified.
Since H-stable subspaces of B are also h-stable (§2.3), it follows from (iii) that
(4.2) Every H-stable subspace of B is σ-stable.
Our assumptions also imply that
σ ◦ δ = δ ◦ (σ + λ◦)(4.3)
(h·)|B ◦ δ = χx(h)δ ◦ (h·)|B , ∀h ∈ H.(4.4)
Namely, for b ∈ B and h ∈ H we compute that
σδ(b) = h◦ · ({x, b} − σ(b)x) = {λ◦x, b}+ {x, σ(b)} − σ2(b)x− σ(b)λ◦x
= λ◦σ(b)x+ λ◦δ(b) + σ
2(b)x+ δσ(b) − σ2(b)x− σ(b)λ◦x = δ(σ(b) + λ◦b)
h · δ(b) = h · ({x, b} − σ(b)x) = {χx(h)x, h · b} − h · σ(b)χx(h)x
= χx(h)({x, h · b} − σ(h · b)x) = χx(h)δ(h · b),
where we have used (2.8) to commute (h·)|B and σ. Further, this commutativity,
together with (4.4), implies that for any nonzero homogeneous element b ∈ B, the
elements σ(b) and δ(b) are homogeneous, with
(4.5) χσ(b) = χb if σ(b) 6= 0, and χδ(b) = χb + χx if δ(b) 6= 0.
There is a Poisson version of Cauchon’s derivation-deleting map [8, Section 2], as
follows.
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Proposition 4.5. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension.
(a) There is a Poisson algebra isomorphism θ : B[y±1;σ]p −→ R̂ := B[x±1;σ, δ]p
such that θ(y) = x and
(4.6) θ(b) =
∞∑
n=0
1
n!
(−1
λ◦
)n
δn(b)x−n, ∀b ∈ B.
(b) {x, θ(b)} = θσ(b)x for all b ∈ B.
(c) The givenH-action on B extends uniquely to a rational action of H on B[y±1;σ]p
by Poisson automorphisms such that χy = χx. With respect to this action, the iso-
morphism θ is H-equivariant.
Proof. Parts (a) and (b) are proved in [25, Lemmas 3.4, 3.6, Theorem 3.7].
(c) It is clear that the H-action on B extends uniquely to a rational action of H on
B[y±1;σ]p by K-algebra automorphisms such that χy = χx.
Any h ∈ H already acts on B by Poisson automorphisms. Moreover, (h·)|B com-
mutes with (h◦·)|B = σ by (2.8), whence
h · {y, b} = h · (σ(b)y) = σ(h · b)χy(h)y = χy(h){y, h · b} = {h · y, h · b}, ∀b ∈ B.
It follows that h acts on B[y±1;σ]p by a Poisson automorphism.
The H-action on B[y±1;σ]p has been chosen so that θ(h · y) = h · x = h · θ(y)
for any h ∈ H. From (4.4), we obtain (h·)|Bδn = χx(h)nδn(h·)|B for all h ∈ H and
n ∈ Z≥0, and consequently h · (δn(b)x−n) = δn(h · b)x−n for all b ∈ B. This implies
that h · θ(b) = θ(h · b) for all b ∈ B, and we conclude that (h·)θ = θ(h·). 
Corollary 4.6. Let R = B[x;σ, δ]p, θ, and R̂ be as in Proposition 4.5.
(a) θ restricts to a Poisson algebra isomorphism of B[y;σ]p onto the subalgebra
θ(B)[x;α]p of R̂, where α is the Poisson derivation on θ(B) such that αθ(b) = θσ(b)
for b ∈ B.
(b) α = (h◦·)|θ(B) and θ(B)[x;α]p is a Poisson-Cauchon extension of θ(B).
(c) R̂ = θ(B)[x±1;α]p is a Poisson-Laurent extension of θ(B).
(d) Every H-stable Poisson prime ideal of R̂ is induced from an H-stable Poisson
prime ideal of θ(B).
Proof. (a) Obviously θ must map the polynomial ring B[y] isomorphically onto a
polynomial ring θ(B)[θ(y)] = θ(B)[x]. In view of Proposition 4.5, θ(B) is a Poisson
subalgebra of R̂, and {x, a} = α(a)x for all a ∈ θ(B), by definition of α. Thus, θ(B)[x]
is a Poisson-Ore extension of the form θ(B)[x;α]p.
(b) It is clear that the subalgebra T := θ(B)[x;α]p is H-stable, and that the H-
action on T is rational. Once we show that α = (h◦·)|θ(B), we will have that T is a
Poisson-Cauchon extension.
If b ∈ B is homogeneous and nonzero, then θ(b) is homogeneous of the same degree,
so b and θ(b) lie in the same H-eigenspace of R̂. Since this H-eigenspace is also an
h-eigenspace, b and θ(b) are h-eigenvectors with the same h-eigenvalue. Hence, there
is some µ ∈ K such that h◦ · b = µb and h◦ · θ(b) = µθ(b), and consequently
h◦ · θ(b) = θ(µb) = θσ(b) = αθ(b).
Therefore (h◦·)|θ(B) = α, as required.
(c) This is clear from the isomorphism θ and part (a).
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(d) Since α = (h◦·)|θ(B) and h◦ · x = λ◦x with λ◦ 6= 0, part (d) follows from [25,
Lemma 1.1]. 
Theorem 4.7. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension. If B is a noe-
therian H-Poisson-UFD, then so is R.
Proof. Let θ and R̂ be as Proposition 4.5 and α as in Corollary 4.6. Set A := θ(B)
and T := A[x;α]p, and recall from Corollary 4.6(c) that R̂ = A[x
±1;α]p. Since B is
an H-P-UFD, so is A. We first establish the following
Claim: Suppose u is a homogeneous Poisson-prime element of A and s ≥ 0 is
minimal such that v := uxs ∈ R. Then v is a homogeneous Poisson-prime element of
R.
Homogeneity of v is clear from the homogeneity of u and x. Now u = θ(u0) for
some homogeneous element u0 ∈ B, and u0 is an h-eigenvector by (2.7), hence also
a σ-eigenvector. Thus, u is an α-eigenvector, and so {x, u} = α(u)x ∈ Kux. Since
u is a Poisson-normal element of A, it follows that u is a Poisson-normal element of
T . Moreover, T/uT ∼= (A/uA)[x], which is a domain. Therefore u is a homogeneous
Poisson-prime element of T .
Since the Poisson H-prime ideal uT of T does not contain x, we see that uR̂ is a
Poisson H-prime ideal of R̂. But uR̂ = vR̂, so I := vR̂∩R is a Poisson H-prime ideal
of R. We show that I = vR, which yields the claim.
Obviously vR ⊆ I, so consider an element w ∈ I. Then w ∈ vR̂. Choose t ≥ 0
minimal such that wxt ∈ vR, and write wxt = vr with r ∈ R. Suppose t > 0, whence
x | vr in R. We cannot have r = r1x with r1 ∈ R, since that would imply wxt−1 =
vr1 ∈ vR, contradicting the minimality of t. Thus x ∤ r in R, and consequently x | v
in R. If s > 0, this would imply uxs−1 = vx−1 ∈ R, contradicting the minimality of s.
Hence, s = 0, and so u ∈ R with x | u. On the other hand, since u ∈ θ(B), (4.6) then
implies u ∈ B. This is impossible, because u 6= 0 and x | u in R. Therefore t = 0 and
w ∈ vR, completing the proof of the claim.
To prove that R is an H-P-UFD, consider a nonzero Poisson H-prime ideal J of R.
If x /∈ J , then J is disjoint from {xn | n ∈ Z≥0}, and so JR̂ is a nonzero Poisson
H-prime ideal of R̂, with JR̂∩R = J . In view of Corollary 4.6(d), JR̂∩A is a nonzero
Poisson H–prime ideal of A. Since A is an H-P-UFD, JR̂∩A contains a homogeneous
Poisson-prime element u of A. Let s ≥ 0 be minimal such that v := uxs ∈ R, and
note that v ∈ JR̂ ∩R = J . By the Claim, v is a homogeneous Poisson-prime element
of R, so we are done in this case.
Now assume that x ∈ J . If δ = 0, then we are done because x is a homogeneous
Poisson-prime element of R, so we may assume that δ 6= 0. Since δ(b) = {x, b}−σ(b)x
for b ∈ B, we see that δ(B) ⊆ J . Consequently, J ∩B 6= 0.
Note that we have an H-equivariant Poisson algebra homomorphism
ψ : A
θ−1−−−→ B incl−−−→ R quo−−−→ R/J.
Hence, J ′ := kerψ is a Poisson H-prime ideal of A. Since J ∩ B 6= 0, we see that
J ′ 6= 0. Thus, J ′ contains a homogeneous Poisson-prime element u of A. Let s ≥ 0 be
minimal such that v := uxs ∈ R. Then v is a homogeneous Poisson-prime element of
R, and we will be done if v ∈ J .
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Set z := θ−1(u) ∈ B, and let d ≥ 0 be maximal such that δd(z) 6= 0. Then
u = θ(z) =
d∑
n=0
1
n!
(−1
λ◦
)n
δn(z)x−n,
and since δd(z) 6= 0 we see that s = d. Consequently,
(4.7) v = uxd =
d∑
n=0
1
n!
(−1
λ◦
)n
δn(z)xd−n.
As u ∈ kerψ, we have z ∈ J . Since also δ(B) ⊆ J , we conclude from (4.7) that v ∈ J .
This completes the proof. 
4.3. Poisson-prime elements in Poisson-Cauchon extensions.
Lemma 4.8. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension, where B is a noe-
therian H-Poisson-UFD. Let E ⊆ B be the multiplicative set generated by all homoge-
neous Poisson-prime elements of B, and assume there exist proper nonzero H-stable
Poisson ideals in R[E−1]. Then there exists a unique homogeneous element d ∈ B[E−1]
such that d = 0 or d has the same degree as x and
(4.8) δ(b) = {d, b} − σ(b)d, ∀b ∈ B[E−1].
Moreover, R[E−1](x− d) is the unique nonzero Poisson H-prime ideal of R[E−1].
Proof. Lemma 4.3 ensures that R[E−1] has at least one nonzero Poisson H-prime
ideal P . Now P ∩ B is a Poisson H-prime ideal of B, disjoint from E. Since B is an
H-P-UFD, P ∩B = 0, whence P ∩B[E−1] = 0.
Following the proof of [25, Proposition 1.2], we obtain an element d ∈ B[E−1] such
that h · d = χx(h)d for all h ∈ H and (4.8) holds. Now R[E−1] = B[E−1][y;σ]p, where
y := x − d. Since B[E−1][y±1;σ]p has no nonzero Poisson H-prime ideals (by [25,
Lemma 1.1]), we conclude that P = R[E−1]y. Thus, R[E−1]y is the unique nonzero
Poisson H-prime ideal of R[E−1].
If d′ is any homogeneous element of B[E−1] satisfying the stated properties of d,
then R[E−1] = B[E−1][x− d′;σ]p and P = R[E−1](x− d′). Consequently, d− d′ ∈ P ,
and therefore d− d′ = 0. 
Corollary 4.9. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension, where B is a
noetherian H-Poisson-UFD. Then all homogeneous Poisson-prime elements of R have
degree at most 1 in x. Up to taking associates, there is at most one homogeneous
Poisson-prime element of R which does not lie in B (i.e., has degree 1 in x).
Proof. If v is a homogeneous Poisson-prime element of R such that v /∈ B, then Rv is
disjoint from the multiplicative set E of Lemma 4.8. Consequently, v is a homogeneous
Poisson-prime element of R[E−1], and so R[E−1]v is a nonzero Poisson H-prime ideal
of R[E−1]. Hence, there exists d ∈ B[E−1] as in Lemma 4.8, and v is an associate of
the prime element x− d ∈ R[E−1] (as prime elements of R[E−1]). This implies that v
has degree at most 1 in x. Since Rv is a prime ideal of R disjoint from E, we have
Rv = (R[E−1]v) ∩R = (R[E−1](x− d)) ∩R.
If w is any other homogeneous Poisson-prime element of R that is not in B, the same
argument as above shows that Rw =
(
R[E−1](x−d))∩R, and therefore Rw = Rv. 
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For an ideal Q of a polynomial ring R = B[x], denote the ideal of its leading
coefficients
lc(Q) := {b ∈ B | ∃a ∈ Q, m ∈ Z≥0 such that a− bxm ∈ Bxm−1 + · · ·+B}.
Lemma 4.10. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension, where B is a
noetherian H-Poisson-UFD, let θ : B[y±1;σ]p → R̂ be the Poisson isomorphism of
Proposition 4.5, and let J be a Poisson H-prime ideal of B. If J is a height one prime
ideal of B, then lc(θ(J)R̂ ∩ R) = J , and θ(J)R̂ ∩ R is a Poisson H-prime ideal of R
as well as a height one prime ideal of R.
Proof. Set Q := θ(J)R̂ ∩ R, and note that Q is a nonzero prime ideal of R. Since
θ is an H-equivariant Poisson isomorphism, we see that Q is H-stable and that
{θ(b), θ(J)R̂} ⊆ θ(J)R̂ for all b ∈ B. Moreover, {x, θ(J)} ⊆ θ(J)x because of Proposi-
tion 4.5 and (4.2). It follows that θ(J)R̂ is a Poisson ideal of R̂, whence Q is a Poisson
ideal of R. Thus, Q is a Poisson H-prime ideal of R.
We have J = uB for some homogeneous Poisson-prime element u ∈ B, and so
θ(J)R̂ = θ(u)R̂ =
∑
n∈Z
θ(u)Bxn.
Since θ(u) ∈ u+∑i<0Bxi, it is clear that lc(Q) = uB = J .
Because R is an H-P-UFD (Theorem 4.7), Q contains a homogeneous Poisson-prime
element p of R, and hence it contains the nonzero Poisson H-prime ideal P := pR.
Obviously x /∈ Q, since 1 /∈ J = lc(Q). As a result, we have prime ideals
(4.9) 0 ( PR̂ ⊆ QR̂ = θ(J)R̂
in R̂. By Corollary 4.6(d), PR̂ = P ′R̂ for some nonzero Poisson H-prime ideal P ′
of θ(B), and (4.9) implies that P ′ ⊆ θ(J). But θ(J) is a height one prime ideal of
θ(B), so we must have P ′ = θ(J), whence PR̂ = QR̂. We conclude that Q = P , and
therefore Q has height one. 
Lemma 4.11. (a) Let B be a domain of characteristic zero and δ a locally nilpotent
derivation on B. If a ∈ B and δ(a) ∈ aB or δ(a) ∈ Ba, then δ(a) = 0.
(b) Assume that R = B[x;σ, δ]p is a Poisson-Cauchon extension of a domain B,
and that δ is inner as a Poisson σ-derivation, that is, there exists c ∈ B such that
δ(b) = {c, b} − σ(b)c for all b ∈ B.
Then δ = 0. If, in addition, c is a homogeneous element of B of the same X(H)-
degree as x, then c = 0.
Proof. (a) is proved by the argument of [43, Lemme 7.2.3.2], as follows. Suppose that
δ(a) = ab for some b ∈ B and that δ(a) 6= 0. Let m,n ∈ Z>0 be minimal such that
δm(a) = δn(b) = 0. By the Leibniz Rule,
δm+n−1(a) = δm+n−2(ab) =
m+n−2∑
i=0
(
m+n−2
i
)
δm+n−2−i(a)δi(b)
=
(
m+n−2
n−1
)
δm−1(a)δn−1(b) 6= 0,
because δi(b) = 0 for i ≥ n and δm+n−2−i(a) = 0 for i ≤ n−2. This forces m+n−1 ≤
m− 1 and so n = 0, contradicting our assumptions. Thus, δ(a) = 0.
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(b) Write c = c0 + · · · + cm where the ci are homogeneous elements (possibly zero)
of B with distinct X(H)-degrees µi and µ0 = χx. If b ∈ B is homogeneous of degree
ρ, then δ(b) is homogeneous of degree χx + ρ by (4.5). On the other hand, each
{ci, b} − σ(b)ci is homogeneous of degree µi + ρ, so δ(b) = {c0, b} − σ(b)c0. Since this
holds for all homogeneous b ∈ B, it holds for all b ∈ B.
The elements c0 and x lie in the same H-eigenspace of R, so they also lie in the same
h-eigenspace by (2.6). Hence, σ(c0) = h◦ · c0 = λ◦c0. Now δ(c0) = {c0, c0}−σ(c0)c0 =
−λ◦c20. Part (a) implies that δ(c0) = 0, and so c0 = 0. Thus, δ = 0 and the lemma is
proved. 
Theorem 4.12. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension, where B is a
noetherian H-Poisson-UFD. Let u be a homogeneous Poisson-prime element of B, and
let µ ∈ K such that
σ(u) = h◦ · u = µu.
Then exactly one of the following two situations occurs:
(i) The element u remains a Poisson-prime element of R.
In this case, {u, x} = −µux and δ(u) = 0.
(ii) There exists a unique element c◦ ∈ B such that v := ux− c◦ is a homogeneous
Poisson-prime element of R (in particular, u ∤ c◦). Moreover, c◦ is homogeneous.
In this case, δ is given by
(4.10) δ(b) = {u−1c◦, b} − σ(b)(u−1c◦), ∀b ∈ B,
and {v,−} is determined by
(4.11) {v, x} = −µxv, {v, b} = (∂u + σ)(b)v, ∀b ∈ B,
where ∂u is the derivation on B given in (2.1). Furthermore,
{u, c◦} = −(µ+ λ◦)c◦u, δ(u) = λ◦c◦ 6= 0, δ(c◦) = 0.
We note that by Corollary 4.9, the situation (ii) cannot simultaneously occur for two
homogeneous Poisson-prime elements v of R, since such elements v must be associates
of each other.
Proof. We first show that δ(u) = 0 in situation (i) while δ(u) 6= 0 in situation (ii), and
so the two situations cannot occur simultaneously.
In situation (i), u is Poisson-normal in R, whence the element {x, u} = µux+ δ(u)
is divisible by u in R. Consequently, δ(u) is divisible by u in B, and so δ(u) = 0 by
Lemma 4.11(a).
In situation (ii), the element {x, v} is divisible by v in R, and we obtain
(µux+ δ(u))x − (σ(c◦)x+ δ(c◦)) = {x, v} = (ax+ b)(ux− c◦)
for some a, b ∈ B, whence
au = µu, bc◦ = δ(c◦), bu− ac◦ = δ(u) − σ(c◦).
Then a = µ and b = δ(c◦) = 0 by Lemma 4.11(a), so
δ(u) = σ(c◦)− µc◦.
Since v and ux are homogeneous, they have the same H-eigenvalue, and c◦ is homoge-
neous with that H-eigenvalue. Hence, by (2.7), v, ux, and c◦ are h◦-eigenvectors with
the same h◦-eigenvalue, namely µ+ λ◦, and so σ(c◦) = h◦ · c◦ = (µ+ λ◦)c◦. Thus,
δ(u) = λ◦c◦ 6= 0.
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This verifies that situations (i) and (ii) are disjoint.
We now show that the cases δ(u) = 0 and δ(u) 6= 0 lead to situations (i) and (ii),
respectively. Let θ : B[y±1;σ]p → R̂ be the Poisson isomorphism of Proposition 4.5.
If δ(u) = 0, then {x, u} = µux, and the Poisson-normality of u in B implies that u
is Poisson-normal in R. Moreover, θ(u) = u, whence
θ(uB)R̂ ∩R = uB[x±1] ∩B[x] = uB[x] = uR.
Lemma 4.10 now implies that uR is a prime ideal of R. Therefore u is a Poisson-prime
element of R, and situation (i) holds.
Assume that δ(u) 6= 0 for the remainder of the proof. By Lemma 4.10, θ(uB)R̂∩R
is a height one Poisson H-prime ideal of R, and by Theorem 4.7, R is an H-P-UFD.
Therefore there exists a homogeneous Poisson-prime element v of R such that
θ(uB)R̂ ∩R = vR.
Denote the leading coefficient of v (as a polynomial in B[x]) by u′. Then Lemma 4.10
implies that
uB = lc(θ(uB)R̂ ∩R) = lc(vR) = u′B.
Consequently, u′ is a homogeneous Poisson-prime element of B which is an associate
of u (in B). Thus, after multiplying v by a homogeneous unit of B we can assume
that
u′ = u.
By what we proved at the beginning, v 6= u, since that would imply δ(u) = 0. On
the other hand, v has degree at most 1 in x, by Corollary 4.9. Therefore
v = ux− c◦
for some c◦ ∈ B. Uniqueness of c◦ holds by the comment ahead of the proof.
We are now in situation (ii), and it remains to verify the associated conditions
stated in the theorem. We have already seen that δ(c◦) = 0 and δ(u) = λ◦c◦ 6= 0,
while {x, v} = µxv.
For any b ∈ B, the element
{v, b} = ∂u(b)ux+ u(σ(b)x+ δ(b)) − {c◦, b}
is divisible by v in R, whence
{v, b} = (∂u(b) + σ(b))v and uδ(b) − {c◦, b} = −(∂u(b) + σ(b))c◦.
The first equation gives us the remainder of (4.11), and the second equation together
with a straightforward calculation yields (4.10).
We saw above that σ(c◦) = (µ+ λ◦)c◦. Applying (4.10) to c◦, we obtain
0 = δ(c◦) = {u−1c◦, c◦} − σ(c◦)u−1c◦ = −u−2{u, c◦}c◦ − σ(c◦)u−1c◦,
and consequently {u, c◦} = −σ(c◦)u = −(µ+ λ◦)c◦u. This completes the proof. 
Theorem 4.13. Let R = B[x;σ, δ]p be a Poisson-Cauchon extension, where B is
a noetherian H-Poisson-UFD, and let {ui | i ∈ I} be a list of the homogeneous
Poisson-prime elements of B up to taking associates. Then there are the following
three possibilities for a list of the homogeneous Poisson-prime elements of R up to
taking associates:
(i) {ui | i ∈ I, i 6= i0} ⊔ {vi0 := ui0x − c◦}, for some i0 ∈ I and c◦ ∈ B such that
u−1i0 c◦ is a nonzero homogeneous element of B[u
−1
i0
] with the same X(H)-degree as x.
CLUSTER ALGEBRA STRUCTURES ON POISSON NILPOTENT ALGEBRAS 27
(ii) {ui | i ∈ I} ⊔ {x}.
(iii) {ui | i ∈ I}.
Before proving Theorem 4.13, we record the following information for the three
cases of the theorem. This proposition is a direct consequence of Theorem 4.12.
Proposition 4.14. Assume the setting of Theorem 4.13. For i ∈ I, let µi ∈ K such
that σ(ui) = h◦ · ui = µiui.
(a) In case (i) of Theorem 4.13, we have
δ(b) = {u−1i0 c◦, b} − σ(b)(u−1i0 c◦), ∀b ∈ B,
δ(ui) = 0, ∀i ∈ I \ {i0}, δ(ui0) = λ◦c◦ 6= 0,
δ(c◦) = 0, {ui0 , c◦} = −(µi0 + λ◦)c◦ui0 .
Furthermore,
{ui, x} = −µiuix, ∀i ∈ I \ {i0}, {vi0 , x} = −µi0vi0x,
{vi0 , b} = (∂ui0 + σ)(b)vi0 , ∀b ∈ B.
(b) In case (ii) of Theorem 4.13, we have δ = 0,
{x, b} = σ(b)x, ∀b ∈ B, and {ui, x} = −µiuix, ∀i ∈ I.
(c) In case (iii) of Theorem 4.13, we have δ 6= 0,
δ(ui) = 0 and {ui, x} = −µiuix, ∀i ∈ I.
Proof of Theorem 4.13. Corollary 4.9 implies that there is at most one index i ∈ I for
which ui falls into situation (ii) of Theorem 4.12. Thus, we have two cases:
(1) For all i ∈ I, the element ui remains Poisson-prime in R.
(2) There is an index i0 ∈ I such that ui remains Poisson-prime in R for all
i 6= i0 and there exists c◦ ∈ B such that vi0 := ui0x − c◦ is a homogeneous
Poisson-prime element of R.
Note that it is possible that I = ∅, in which case (1) holds.
Case (1). In this case, δ(ui) = 0 for all i ∈ I, by Theorem 4.12. Any homogeneous
Poisson-prime element of R which has degree 0 in x is clearly Poisson-prime in B
and so is an associate of one of the elements ui. If there are no other homogeneous
Poisson-prime elements in R, we are in the situation (iii).
Suppose that R has a homogeneous Poisson-prime element v that is not an associate
of any of the ui. By Corollary 4.9, v has degree 1 in x and any homogeneous Poisson-
prime element of R is an associate of either v or one of the ui. Write v = ux− c◦ for
some homogeneous elements u, c◦ ∈ B, with u 6= 0. For any b ∈ B, the element
{v, b} = {u, b}x+ u(σ(b)x + δ(b)) − {c◦, b}
is divisible by v in R, whence {u, b} + uσ(b) is divisible by u in B, and so {u, b} is
divisible by u. Thus, u is a Poisson-normal element of B.
By Proposition 4.1, u = wu′ where w is a homogeneous unit in B and u′ is either 1
or a product ui1ui2 · · · uim for some ij ∈ I. After replacing v by w−1v, we may assume
that u = u′. Since δ(ui) = 0 for all i ∈ I, we now have δ(u) = 0. Let µ ∈ K be
such that σ(u) = h◦ · u = µu, and observe that v is an h◦-eigenvector with eigenvalue
µ+ λ◦, whence σ(c◦) = h◦ · c◦ = (µ+ λ◦)c◦. Now the element
{x, v} = σ(u)x2 − σ(c◦)x− δ(c◦) = µux2 − (µ + λ◦)c◦x− δ(c◦)
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is divisible by v in R, and hence
µux2 − (µ+ λ◦)c◦x− δ(c◦) = (ux− c◦)(µx+ c)
for some c ∈ B. Consequently, −λ◦c◦ = uc and so u | c◦ in B, whence u | v in R. It
follows that u must be a unit in B. By our choices above, u = 1.
Therefore v = x− c◦. The homogeneity of v implies χc◦ = χx. For any b ∈ B, the
element
{v, b} = σ(b)x+ δ(b) − {c◦, b}
is divisible by v, whence {v, b} = σ(b)(x − c◦) and consequently
δ(b) = {c◦, b} − σ(b)c◦.
Lemma 4.11(b) implies that c◦ = 0 and δ = 0. Therefore v = x, and we are in the
situation (ii).
Case (2). As before, any homogeneous Poisson-prime element of R which has degree
0 in x is an associate of one of the elements ui. By Corollary 4.9, any other homoge-
neous Poisson-prime element of R is an associate of vi0 . It follows from Theorem 4.12
that ui0 cannot be Poisson-prime in R, since the cases in that theorem are mutually
exclusive. Thus, in this case we are in situation (i). 
5. Iterated Poisson-Ore extensions
We now introduce the class of iterated Poisson-Ore extensions that we call Poisson
nilpotent algebras, and we classify the homogeneous Poisson-prime elements in such
algebras.
5.1. Poisson-CGL extensions. We focus on iterated Poisson-Ore extensions
(5.1) R := K[x1]p[x2;σ2, δ2]p · · · [xN ;σN , δN ]p,
where it is taken as implied that K[x1]p = K[x1;σ1, δ1]p with σ1 = δ1 = 0. The integer
N will be called the length of the extension R. For k ∈ [0, N ], set
Rk := K[x1, . . . , xk] = K[x1]p[x2;σ2, δ2]p · · · [xk;σk, δk]p.
In particular, R0 = K.
The Poisson analog of the concept of a CGL extension introduced in [34, Definition
3.1] is defined as follows.
Definition 5.1. An iterated Poisson-Ore extension (5.1) is called a Poisson-CGL (or
P-CGL) extension if it is equipped with a rational Poisson action of a torus H such
that
(i) The elements x1, . . . , xN are H-eigenvectors.
(ii) For every k ∈ [2, N ], δk is a locally nilpotent Poisson σk-derivation of the
algebra Rk−1.
(iii) For every k ∈ [1, N ], there exists hk ∈ h = LieH such that σk = (hk·)|Rk−1
and the hk-eigenvalue of xk, to be denoted by λk, is nonzero.
Note that each xk is an h-eigenvector, by virtue of (i) and (2.7).
Whenever we refer to a Poisson-CGL extension R, we take the associated torus and
its Lie algebra to be denoted H and h unless otherwise specified. For any iterated
Poisson-Ore extension (5.1), there is a canonical (and maximal in a suitable sense)
choice of a K-torus acting rationally on R by Poisson automorphisms such that the
variables xk are eigenvectors. (See §6.2.)
CLUSTER ALGEBRA STRUCTURES ON POISSON NILPOTENT ALGEBRAS 29
Conditions (i) and (iii) above imply that
(5.2) σk(xj) = hk · xj = λkjxj for some λkj ∈ K, ∀1 ≤ j < k ≤ N.
We then set λkk := 0 and λjk := −λkj for j < k. This gives rise to a skew-symmetric
matrix λ := (λkj) ∈ MN (K) and the corresponding skew-symmetric bicharacter Ωλ :
ZN × ZN → K from (1.5).
For each k ∈ [1, N ], the algebra Rk is a Poisson-Cauchon extension of Rk−1. In
particular, it follows from (4.3) and (4.4) that
σk ◦ δk = δk ◦ (σk + λk), ∀k ∈ [2, N ](5.3)
(h·)|Rk−1 ◦ δk = χxk(h)δk ◦ (h·)|Rk−1 , ∀h ∈ H, k ∈ [2, N ].(5.4)
By induction on Theorem 4.7, we obtain
Theorem 5.2. Every Poisson-CGL extension R is a noetherian H-Poisson-UFD.
Any Poisson affine space algebra R = K[x1, . . . , xN ] (Examples 2.1) is a Poisson-
CGL extension with all δk = 0, relative to the standard action of H = (K∗)N on
R. Many examples of Poisson-CGL extensions occur as semiclassical limits of non-
commutative CGL extensions, as shown, for instance, in [25, §§2.2–2.7, 4.1–4.6]. The
semiclassical limit of the standard (uniparameter) quantized coordinate ring of m× n
matrices yields the following.
Example 5.3. For positive integers m and n, let O(Mm,n(K)) be the ring of polyno-
mial functions on the matrix variety Mm,n(K), written as a polynomial ring
O(Mm,n(K)) = K[tij | 1 ≤ i ≤ m, 1 ≤ j ≤ n].
There is a standard Poisson structure on O(Mm,n(K)) such that
{tij , tkj} = tijtkj, for i < k,
{tij , til} = tijtil, for j < l,
{tij , tkl} = 0, for i < k, j > l,
{tij , tkl} = 2tiltkj, for i < k, j < l.
This Poisson algebra is an iterated Poisson-Ore extension
O(Mm,n(K)) = K[x1]p[x2;σ2, δ2]p · · · [xN ;σN , δN ]p,
where N = mn and x(r−1)n+c = trc. It is easy to write explicit formulas for the maps
σk and δk, and to check that each δk is locally nilpotent. For later reference, we note
that the scalars λkj are given as follows:
λ(r−1)n+c,(r′−1)n+c′ =

sign(r′ − r), if c = c′,
sign(c′ − c), if r = r′,
0, otherwise,
∀r, r′ ∈ [1,m], c, c′ ∈ [1, n].
There is a rational Poisson action of the torus H = (K∗)m+n on O(Mm,n(K)) such
that
(ξ1, . . . , ξm+n) · trc = ξrξ−1m+ctrc
for all (ξ1, . . . , ξm+n) ∈ H, r ∈ [1,m], c ∈ [1, n]. Define
hrc := (0, . . . , 0,−1, 0, . . . , 0, 1, 0, . . . , 0) ∈ h = Km+n = LieH,
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where the entries −1 and 1 reside in positions r and m + c, respectively. Then
σ(r−1)n+c = (hrc·) and hrc · trc = −2trc. In other words, for k = (r − 1)n + c we
have hk = hrc and the hk-eigenvalue of xk is λk = −2. Thus, O(Mm,n(K)) is a P-CGL
extension.
5.2. Poisson-prime elements in Poisson-CGL extensions. The next theorem
describes the homogeneous Poisson-prime elements of a Poisson-CGL extension R =
RN iteratively from those of RN−1. It shows that the situation (iii) from Theorem
4.13 never arises in the framework of Poisson-CGL extensions. Note that the group of
units of R is reduced to scalars. Thus, two prime elements of R are associates if and
only if they are scalar multiples of each other.
Theorem 5.4. Let R be an arbitrary Poisson-CGL extension of length N as in (5.1).
(a) Let {ui | i ∈ I} be a list of the homogeneous Poisson-prime elements of RN−1 up
to scalar multiples. There are two possibilities for a list of the homogeneous Poisson-
prime elements of R up to scalar multiples:
(i) {ui | i ∈ I \{i0}}⊔{ui0xN−c◦} for some i0 ∈ I and c◦ ∈ RN−1 such that u−1i0 c◦
is a nonzero homogeneous element of RN−1[u
−1
i0
] with the same X(H)-degree
as xN .
(ii) {ui | i ∈ I} ⊔ {xN}.
(b) Let δ be a locally nilpotent derivation on R. If
(5.5) δ(u) = 0 for all homogeneous Poisson-prime elements u of R,
then δ = 0.
The proof of Theorem 5.4 will be given in subsection 5.3. We next derive a number
of consequences from part (a) of Theorem 5.4.
It follows from Theorem 4.13 (or Theorem 5.4) that a Poisson-CGL extension R has
only a finite number of pairwise nonproportional homogeneous Poisson-prime elements.
We will call this number the rank of R. It also equals the number of Poisson H-
prime ideals of height 1 in R. For each k ∈ [1, N ], Theorem 5.4 in combination
with Proposition 4.14 implies that rankRk = rankRk−1 if δk 6= 0, while rankRk =
rankRk−1 + 1 if δk = 0. Thus,
(5.6) rankRk =
∣∣{j ∈ [1, k] | δj = 0}∣∣, ∀k ∈ [1, N ].
Using Theorem 5.4, we can describe the homogeneous Poisson-prime elements in
each stage of any Poisson-CGL extension R, as follows. The statement of the result
involves the standard predecessor and successor functions, p = pη and s = sη, for the
level sets of a function η : [1, N ]→ Z, defined as follows:
(5.7)
p(k) = max{j < k | η(j) = η(k)},
s(k) = min{j > k | η(j) = η(k)},
where max∅ = −∞ and min∅ = +∞. Define corresponding order functions O± :
[1, N ]→ Z≥0 by
(5.8)
O−(k) := max{m ∈ Z≥0 | pm(k) 6= −∞},
O+(k) := max{m ∈ Z≥0 | sm(k) 6= +∞}.
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Theorem 5.5. Let R be a Poisson-CGL extension of length N as in (5.1). There
exist a function η : [1, N ]→ Z and homogeneous elements
ck ∈ Rk−1 for all k ∈ [2, N ] with p(k) 6= −∞
such that the elements y1, . . . , yN ∈ R, recursively defined by
(5.9) yk :=
{
yp(k)xk − ck, if p(k) 6= −∞
xk, if p(k) = −∞,
are homogeneous and have the property that for every k ∈ [1, N ],
(5.10) {yj | j ∈ [1, k], s(j) > k}
is a list of the homogeneous Poisson-prime elements of Rk up to scalar multiples.
In particular, yk is a homogeneous Poisson-prime element of Rk as well as a prime
element of R, for all k ∈ [1, N ].
The elements y1, . . . , yN ∈ R with these properties are unique. The function η
satisfying the above conditions is not unique, but the partition of [1, N ] into the disjoint
union of the level sets of η is uniquely determined by R, as are the predecessor and
successor functions p and s. The function p has the property that p(k) = −∞ if and
only if δk = 0.
The uniqueness statements in the final paragraph of the theorem are dependent on
the given P-CGL extension presentation (5.1) of R, not on R as an algebra. Typically,
R will have many different P-CGL extension presentations, as we discuss in subsection
6.1.
Uniqueness of the elements yk, k ∈ [1, N ], and of the level sets of η, follows at once
from Theorem 5.4. This uniqueness immediately implies the uniqueness of p and s.
From the final statement of the theorem together with (5.6), we see that the rank of
R is given by
(5.11)
rankR = |η([1, N ])| = ∣∣{j ∈ [1, N ] | p(j) = −∞}∣∣ = ∣∣{j ∈ [1, N ] | s(j) = +∞}∣∣.
Proof of Theorem 5.5. We define η : [1, k]→ Z and elements ck ∈ Rk−1 (when p(k) 6=
−∞) for k = 1, . . . , N . At each step, the new function η will be an extension of
the previous one, and so the corresponding new predecessor function will also be an
extension of the previous one. However, the successor functions may change, so we
will write sk for the successor function going with η on [1, k].
To start, set η(1) := 1. Note that p(1) = −∞ and s1(1) = +∞. Moreover, y1 := x1
is the unique homogeneous Poisson-prime element of R1 up to scalar multiples. This
relies on the fact that the homogeneous elements of R1 are just the scalar multiples of
the monomials xm1 , which follows from (2.7) and the assumption that the h1-eigenvalue
of x1 is nonzero.
Now let 1 < k ≤ N , and assume that η has been defined on [1, k − 1], together
with elements cj ∈ Rj−1 for j ∈ [1, k − 1] with p(j) 6= −∞ and homogeneous elements
yj ∈ Rj for j ∈ [1, k − 1] such that (5.9) and (5.10) hold. In particular,
{yj | j ∈ [1, k − 1], sk−1(j) ≥ k}
is a list of the homogeneous Poisson-prime elements of Rk−1 up to scalar multiples.
There are two cases to consider, corresponding to situations (i), (ii) of Theorem 5.4(a).
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In the first case, there is some j0 ∈ [1, k − 1] such that sk−1(j0) ≥ k and some
homogeneous ck ∈ Rk−1 such that
(5.12) {yj | j ∈ [1, k − 1], j 6= j0, sk−1(j) ≥ k} ⊔ {yj0xk − ck}
is a list of the homogeneous Poisson-prime elements of Rk up to scalar multiples.
In this case, we extend η to a function [1, k] → Z by setting η(k) = η(j0). Since
sk−1(j0) ≥ k, we see that p(k) = j0, and so yk := yj0xk − ck. It is easily checked that
the set (5.12) equals (5.10).
In the second case, {yj | j ∈ [1, k − 1], sk−1(j) ≥ k} ⊔ {xk} is a list of the homoge-
neous Poisson-prime elements of Rk up to scalar multiples. In this case, we set η(k)
equal to any integer not in η([1, k − 1]) and readily check the desired properties.
It remains to verify the final statement of the theorem. If k ∈ [1, N ] and p(k) = −∞,
then xk = yk is a Poisson-prime element of Rk. Consequently, σk(b)xk+δk(b) = {xk, b}
is divisible by xk for all b ∈ Rk−1, which forces δk = 0. On the other hand, if we have
δk = 0, then xk is a homogeneous Poisson-prime element of Rk, whence yk must be
a scalar multiple of xk. That is not possible when p(k) 6= −∞, by (5.9), so we must
have p(k) = −∞. This concludes the proof. 
To illustrate Theorem 5.5, we continue Example 5.3.
Example 5.6. Let R = O(Mm,n(K)) be the P-CGL extension in Example 5.3. For
any two subsets I ⊆ [1,m] and J ⊆ [1, n] of the same cardinality d, let ∆I,J denote
the d × d minor in R with row index set I and column index set J . The sequence of
homogeneous Poisson-prime elements of R from Theorem 5.5 consists of solid minors;
more precisely,
y(r−1)n+c = ∆[r−min(r,c)+1,r],[c−min(r,c)+1,c], ∀r ∈ [1,m], c ∈ [1, n].
Furthermore, the function η : [1, N ]→ Z can be chosen as
η((r − 1)n+ c) := c− r, ∀r ∈ [1,m], c ∈ [1, n].
It is easily checked that for the P-CGL extension presentation of R in Example 5.3,
we have δk = 0 if and only if k ∈ [1, n] or k = (r− 1)n+ 1 for some r ∈ [2,m]. Hence,
rankR = m+ n− 1, by (5.6).
The next result provides a constructive method for finding the sequence of Poisson-
prime elements y1, . . . , yN for a given Poisson-CGL extension R. Note that the ele-
ments y′k in the statement of the proposition are not a priori assumed to be prime.
Proposition 5.7. Let R be a Poisson-CGL extension of length N . Assume that
y′1, . . . , y
′
N and c
′
1, . . . , c
′
N are two sequences of elements of R such that
(i) y′1, . . . , y
′
N are homogeneous Poisson-normal elements of R1, . . . , RN , respec-
tively.
(ii) c′k ∈ Rk−1, for all k ∈ [1, N ].
(iii) For every k ∈ [1, N ], either y′k = xk − c′k or there exists j ∈ [1, k− 1] such that
y′k = y
′
jxk − c′k.
(iv) If k ∈ [1, N ] and p(k) = −∞, then the first equality in (iii) holds.
Then y′1, . . . , y
′
N is precisely the sequence y1, . . . , yN of homogeneous Poisson-prime
elements from Theorem 5.5, and the function p satisfies p(k) = j if the second equality
in (iii) holds and p(k) = −∞ otherwise.
CLUSTER ALGEBRA STRUCTURES ON POISSON NILPOTENT ALGEBRAS 33
Proof. The given assumptions imply that c′1 ∈ K and y′1 = x1 − c′1. Since y′1 is
homogeneous, we must have y′1 = x1 = y1.
Now let k ∈ [2, N ]. We will prove that if y′i = yi for all i ∈ [1, k − 1], then y′k = yk.
This implies the first statement of the proposition by induction. By Proposition 4.1
and Theorems 5.2, 5.5,
y′k = ξ
∏
{ymii | i ∈ [1, k], s(i) > k}
for some ξ ∈ K∗ and mi ∈ Z≥0. Comparing the coefficients of xk and using the form
of yk from Theorem 5.5, we obtain that mk = 1.
The xk-coefficient of y
′
k is either 1 or y
′
j, hence either a unit or a prime element, by
induction. Thus, one of the following three situations holds:
(a) yk = xk and y
′
k = ξyk.
(b) yk = xk and y
′
k = ξyjyk, for some j ∈ [1, k − 1].
(c) yk = yp(k)xk − ck and y′k = ξyk.
Because of assumption (iv), the situation (b) cannot occur. In the situation (a), we
have ξ = 1, c′k = 0, and y
′
k = yk. In the situation (c), we obtain ξ = 1, j =
p(k), c′k = ck, and y
′
k = yk. This argument also proves the second statement of the
proposition. 
We next pin down the scalars involved in certain leading coefficients and Poisson
brackets. Assume that R is a Poisson-CGL extension of length N , with elements
y1, . . . , yN as in Theorem 5.5.
The algebra R has the K-basis
(5.13) {xf := (x1, . . . , xN )f | f ∈ ZN≥0}
(recall (1.6)). Denote by ≺ the reverse lexicographic order on ZN≥0; namely,
(m′1, . . . ,m
′
N )
T ≺ (m1, . . . ,mN )T ⇐⇒ ∃ j ∈ [1, N ] such that
m′j < mj and m
′
k = mk ∀ k ∈ [j + 1, N ].
We will say that b ∈ R \{0} has leading term lt(b) := ξxf , where ξ ∈ K∗ and f ∈ ZN≥0,
if
b = ξxf +
∑
g∈ZN
≥0, g≺f
ξgx
g
for some ξg ∈ K. It follows from (5.2) that
(5.14)
lt({xf , xf ′}) =
(∑
k>j
mkm
′
jλkj
)
xf+f
′
= Ωλ(f, f
′)xf+f
′
,
∀f = (m1, . . . ,mN )T , f ′ = (m′1, . . . ,m′N )T ∈ ZN≥0,
recall (1.5). Denote
(5.15) ek :=
O−(k)∑
l=0
epl(k), ∀k ∈ [1, N ].
Equation (5.9) implies
(5.16) lt(yk) = x
ek , ∀k ∈ [1, N ].
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For k, j ∈ [1, N ], set
αkj := Ωλ(ek, ej) =
O−(j)∑
m=0
λk,pm(j) ∈ K,(5.17)
qkj := Ωλ(ek, ej) =
O−(k)∑
l=0
O−(j)∑
m=0
λpl(k),pm(j) ∈ K,(5.18)
αk,−∞ = qk,−∞ := 0.(5.19)
It will also be useful to set
(5.20) y−∞ := 1.
Since λ is a skew-symmetric matrix, so is q := (qkj) ∈MN (K). It follows from (5.16),
the homogeneity of yj, and (2.7) that
(5.21) σk(x
ej) = αkjx
ej and σk(yj) = αkjyj , ∀1 ≤ j < k ≤ N.
Proposition 5.8. Let R be a Poisson-CGL extension of length N . The elements
y1, . . . , yN from Theorem 5.5 are algebraically independent over K, and
(5.22) K[y1, . . . , yN ] ⊆ R ⊆ K[y±11 , . . . , y±1N ] ⊂ K(x1, . . . , xN ) = K(y1, . . . , yN ).
The algebras K[y1, . . . , yN ] and K[y
±1
1 , . . . , y
±1
N ] are Poisson algebras, with
(5.23) {yk, yj} = qkjyjyk, ∀k, j ∈ [1, N ],
and the inclusions in (5.22) are inclusions of Poisson algebras.
Proof. Algebraic independence of y1, . . . , yN is clear from the fact that each yk is a
polynomial in K[x1, . . . , xk] of degree 1 in xk. For k ∈ [1, N ], either xk = yk or
xk = y
−1
p(k)(yk + ck) with ck ∈ Rk−1. By induction, we obtain Rk ⊆ K[y±11 , . . . , y±1N ]
for all k ∈ [1, N ], which yields the second inclusion of (5.22). The first and third
inclusions are clear, and the final equality follows.
From Theorem 5.5 and equations (5.14), (5.16), we obtain
lt({yk, yj}) = qkj lt(yjyk), ∀j, k ∈ [1, N ].
On the other hand, using Theorem 5.5 and Proposition 4.14 (or Proposition 5.9 below),
we see by induction on k that {yk, yj} is a scalar multiple of yjyk for 1 ≤ j < k ≤ N .
Therefore, (5.23) holds for 1 ≤ j < k ≤ N . The remaining cases follow because of the
skew-symmetry of the matrix (qkj). 
Applying Proposition 4.14 to the situation of Theorem 5.5 leads to the following
facts.
Proposition 5.9. Keep the assumptions and notation of Theorem 5.5. Let k ∈ [2, N ].
(a) If p(k) = −∞, then δk = 0, and the derivations of Rk corresponding to its
homogeneous Poisson-prime elements are determined by
{yj , xk} = −αkjyjxk, ∀j ∈ [1, k − 1], {yk, a} = σk(a)yk, ∀a ∈ Rk−1,
together with the actions of ∂yj on Rk−1 for j ∈ [1, k−1] such that s(j) ≥ k (obtainable
by recursion).
(b) If p(k) 6= −∞, then the derivation δk is nonzero and is given by
δk(a) = {y−1p(k)ck, a} − σk(a)y−1p(k)ck, ∀a ∈ Rk−1.
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This derivation also satisfies
(5.24)
δk(yp(k)) = λkck 6= 0, δk(ck) = 0,
δk(yj) = 0, ∀j ∈ [1, k − 1] such that s(j) > k.
The derivations of Rk corresponding to its homogeneous Poisson-prime elements are
determined by
(5.25)
{yj , xk} = −αkjyjxk, ∀j ∈ [1, k − 1] such that s(j) > k,
{yk, xk} = −αkp(k)ykxk,
{yk, a} = (∂yp(k) + σk)(a)yk, ∀a ∈ Rk−1,
together with the actions of ∂yj on Rk−1 for j ∈ [1, k−1] such that s(j) ≥ k (obtainable
by recursion). Furthermore, the components yp(k) and ck of yk satisfy
{yp(k), ck} = −(αkp(k) + λk)ckyp(k).
Corollary 5.10. If R is a Poisson-CGL extension of length N , then every homo-
geneous Poisson-prime element of R quasi-Poisson-commutes with x1, . . . , xN . More
precisely,
(5.26) {yj , xk} = −αkjyjxk, ∀j, k ∈ [1, N ] with s(j) > k.
Proof. We proceed by induction on l ∈ [1, N ], to prove that (5.26) holds for j, k ∈ [1, l].
The case l = 1 is clear, since y1 = x1 and α11 = λ11 = 0.
Now let l > 1, and assume (5.26) holds for j, k ∈ [1, l − 1]. If j ∈ [1, l − 1] and
s(j) > l, then both cases of Proposition 5.9 yield {yj, xl} = −αljyjxl. Hence, it just
remains to consider {yl,−}.
If p(l) = −∞, then yl = xl and δl = 0. In this case,
{yl, xk} = σl(xk)yl = λlkylxk = −αklylxk
for k ∈ [1, l− 1], while {yl, xl} = −αllylxl because αll = λll = 0. Finally, suppose that
p(l) 6= −∞, and note that αll = λll+αl,p(l) = αl,p(l). Hence, it follows from Proposition
5.9(b) that {yl, xl} = −αllylxl. Since s(p(l)) = l, our induction hypothesis implies that
{yp(l), xk} = −αk,p(l)yp(l)xk for k ∈ [1, l − 1]. Appealing again to Proposition 5.9(b),
we conclude that
{yl, xk} = (∂yp(l) + σl)(xk)yl = (−αk,p(l) + λlk)ylxk = −αklylxk
for k ∈ [1, l − 1].
This completes the induction. 
From the first equation in (5.24), we immediately obtain the following.
Corollary 5.11. Keep the assumptions and notation of Theorem 5.5. The homoge-
neous Poisson-prime elements yk are explicitly given by
(5.27) yk =
{
xk if p(k) = −∞
yp(k)xk − λ−1k δk(yp(k)) if p(k) 6= −∞
for k ∈ [1, N ]. 
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5.3. Proof of Theorem 5.4. For any positive integer L and statement X about
Poisson-CGL extensions, we denote by X[L] the validity of the statement X for all
Poisson-CGL extensions R of length at most L. The work of subsection 5.2 shows that
(5.28) Theorem 5.4(a)[N ] =⇒ Theorem 5.5[N ] and Proposition 5.8[N ].
The proof of Theorem 5.4 will be completed once the following implications are estab-
lished:
Theorem 5.4(b)[N − 1] =⇒ Theorem 5.4(a)[N ],(5.29)
Theorem 5.4(a)[N ] =⇒ Theorem 5.4(b)[N ].(5.30)
Proof of the implication (5.29). We apply Theorem 4.13 to the Poisson-Ore extension
R = RN−1[xN ;σN , δN ]. All we need to show is that in this setting, the situation (iii)
of Theorem 4.13 can never occur. Suppose that situation (iii) does obtain. Then by
Proposition 4.14, δN 6= 0 but δN (u) = 0 for all homogeneous Poisson-prime elements
u of RN−1. However, this contradicts Theorem 5.4(b)[N − 1]. 
Our proof of (5.30) involves some analysis of derivations on the Laurent polyno-
mial ring T := K[y±11 , . . . , y±1N ]. For f = (m1, . . . ,mN )T ∈ ZN , define the Laurent
monomial
(5.31) yf := ym11 · · · ymNN ∈ T .
The algebra T is ZN -graded, with
deg yf := f, ∀f ∈ ZN .
We will say that a K-linear map ϕ : T → T is ZN -homogeneous of degree g ∈ ZN if
ϕ(yf ) ∈ Kyf+g for all f ∈ ZN , where we use the term ZN -homogeneous to distinguish
the above condition from homogeneity with respect to the X(H)-grading. Given a
general K-linear map ϕ on T , there are unique ZN -homogeneous K-linear maps ϕg of
degree g on T such that
ϕ =
∑
g∈ZN
ϕg.
If δ is a derivation of T , then each component δg, for g ∈ ZN , is a derivation of T .
Since T is a finitely generated algebra, δg 6= 0 for at most finitely many g ∈ ZN .
Let ≺ be the reverse lexicographic order on ZN (defined as it was above on ZN≥0).
Any nonzero element u ∈ T can be uniquely written in the form
(5.32) u = ζ1y
f1 + · · ·+ ζryfr where f1 ≺ · · · ≺ fr in ZN and ζ1, . . . , ζr ∈ K∗.
We will say that ζry
fr is the leading term of u and denote it ltT (u), to distinguish it
from our previous usage of leading terms. For future reference, observe that
(5.33) ltT (ayk + b) = ltT (a)yk, ∀k ∈ [2, N ], a, b ∈ K[y±11 , . . . , y±1k−1], a 6= 0.
If δ is a nonzero derivation of T , we have
(5.34) δ = δg1 + · · ·+ δgt with g1 ≺ · · · ≺ gt in ZN , all δgi 6= 0.
Form > 0 and u as in (5.32), the component of δm(u) in degree fr+mgt is ζr(δ
gt)m(yfr).
Hence,
(5.35) δm(u) = 0 =⇒ (δgt)m(ltT (u)) = 0
for all m > 0 and nonzero u ∈ T .
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Lemma 5.12. Let T be a domain of characteristic zero and δ a derivation on T .
Suppose y ∈ T is a unit such that δm(y) = δm(y−1) = 0 for some m > 0. Then
δ(y) = 0.
Proof. Let r, s ≥ 0 be maximal such that δr(y) 6= 0 and δs(y−1) 6= 0. Then
δr+s(yy−1) =
r+s∑
l=0
(
r+s
l
)
δl(y)δr+s−l(y−1) =
(
r+s
r
)
δr(y)δs(y−1) 6= 0.
Since δ(1) = 0, we must have r + s = 0. Hence, r = 0, and therefore δ(y) = 0. 
Proof of the implication (5.30). Let R be a Poisson-CGL extension of length N . By
(5.28), the statements of Theorem 5.5 and Proposition 5.8 hold for R. Let δ be a locally
nilpotent derivation of R satisfying (5.5), and suppose that δ 6= 0. The assumption
(5.5) implies
(5.36) δ(yk) = 0, ∀k ∈ [1, N ] such that s(k) = +∞.
Continue to denote by δ the canonical (unique) extension of δ to a derivation of the
quotient field K(x1, . . . , xN ). Set T := K[y±11 , . . . , y±1N ] as above. Since δ(yk) ∈ R ⊆ T
for all k ∈ [1, N ], we see that δ(T ) ⊆ T . Now view δ as a derivation of T , and
decompose δ as in (5.34). Since δgt 6= 0, we must have δgt(yj) 6= 0 for some j ∈ [1, N ].
Moreover, δ(yj) 6= 0, and so s(j) 6= +∞. We will prove the following implication:
(5.37) If δgt(yk) = 0 for some k ∈ [1, N ] with p(k) 6= −∞, then δgt(yp(k)) = 0.
By (5.36) and (5.35), δgt(yk) = 0 for all k ∈ [1, N ] such that s(k) = +∞. A downward
recursive application of (5.37) leads to δgt(yk) = 0 for all k ∈ [1, N ], contradicting the
fact that δgt(yj) 6= 0. This contradiction proves the implication (5.30).
We are left with proving (5.37). Assume that δgt(yk) = 0 for some k ∈ [1, N ] with
p(k) 6= −∞. There exists m > 0 such that
0 = δm(xk) = δ
m(y−1
p(k)yk + y
−1
p(k)ck).
Since ck ∈ Rk−1, the elements ck and y−1p(k)ck belong to K[y±11 , . . . , y±1k−1]. Observations
(5.33) and (5.35) then imply (δgt)m(y−1
p(k)yk) = 0. But δ
gt(yk) = 0, so
(5.38) 0 = (δgt)m(y−1
p(k)yk) =
(
(δgt)m(y−1
p(k))
)
yk, i.e., (δ
gt)m(y−1
p(k)) = 0.
On the other hand, the restriction of δ to R is locally nilpotent. Hence, δm
′
(yp(k)) = 0
for some m′ > 0. It follows from (5.35) that (δgt)m
′
(yp(k)) = 0. We combine this
and the last equality in (5.38), and apply Lemma 5.12 to obtain δgt(yp(k)) = 0, as
required. 
6. Symmetry and maximal tori for Poisson-CGL extensions
We first introduce symmetric Poisson-CGL extensions, which are ones that also
have a Poisson-CGL extension presentation with the variables in reverse order. We
then analyze the torus action on an arbitrary Poisson-CGL extension R, and show
that there is a unique torus which is maximal among tori acting faithfully on R by
rational Poisson actions.
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6.1. Symmetric Poisson-CGL extensions. If R = K[x1, . . . , xN ] is a polynomial
ring, with the variables fixed in the order x1, . . . , xN , we denote
(6.1) R[j,k] := K[xi | j ≤ i ≤ k], ∀j, k ∈ [1, N ].
So, R[j,k] = K if j  k.
Definition 6.1. We call a Poisson-CGL extension R of length N as in Definition 5.1
symmetric if the following conditions hold:
(i) δk(xj) ∈ R[j+1,k−1], for all 1 ≤ j < k ≤ N .
(ii) For all j ∈ [1, N ], there exists h∗j ∈ h such that
h∗j · xk = −λkjxk = λjkxk, ∀k ∈ [j + 1, N ]
and h∗j · xj = λ∗jxj for some nonzero λ∗j ∈ K.
Under these conditions, set
σ∗j := (h
∗
j ·), ∀j ∈ [1, N − 1].
Then σ∗j is a Poisson derivation on R, and there is an inner Poisson σ
∗
j -derivation δ
∗
j on
R given by δ∗j (a) := {xj , a} − σ∗j (a)xj . The restriction of δ∗j to R[j+1,N ] is determined
by
δ∗j (xk) = {xj , xk} − λjkxjxk = −δk(xj), ∀k ∈ [j + 1, N ].
For all 1 ≤ j < k ≤ N , the maps σk and δk preserve R[j,k−1], and σ∗j and δ∗j preserve
R[j+1,N ]. This gives rise to the Poisson-Ore extensions
(6.2) R[j,k] = R[j,k−1][xk;σk, δk]p and R[j,k] = R[j+1,k][xj ;σ
∗
j , δ
∗
j ]p.
In particular, it follows that R has an iterated Poisson-Ore extension presentation with
the variables xk in descending order:
(6.3) R = K[xN ]p[xN−1;σ
∗
N−1, δ
∗
N−1]p · · · [x1;σ∗1 , δ∗1 ]p,
which is the reason for the name “symmetric”. The presentation (6.3) is, in fact, a
Poisson-CGL extension presentation of R; we will record this as part of Proposition
6.4.
Example 6.2. For example, the Poisson-CGL extension O(Mm,n(K)) of Example 5.3
is symmetric. It is clear that in this example, condition (i) of Definition 6.1 holds.
Condition (ii) can be verified for the following elements h∗j ∈ h. Given j ∈ [1, N ], write
j = (r − 1)n + c for some r ∈ [1,m] and c ∈ [1, n], and take
h∗j := (0, . . . , 0, 1, 0, . . . , 0,−1, 0, . . . , 0)
where the entries 1 and −1 reside in positions r and m+ c, respectively. In particular,
h∗j · xj = 2xj , so that λ∗j = 2.
Definition 6.3. Denote the following subset of the symmetric group SN :
(6.4)
ΞN := {τ ∈ SN | τ(k) = max τ([1, k − 1]) + 1 or
τ(k) = min τ([1, k − 1])− 1, ∀k ∈ [2, N ]}.
In other words, ΞN consists of those τ ∈ SN such that τ([1, k]) is an interval for all
k ∈ [2, N ]. For each τ ∈ ΞN , we have the iterated Poisson-Ore extension presentation
(6.5) R = K[xτ(1)]p[xτ(2);σ
′′
τ(2), δ
′′
τ(2)]p · · · [xτ(N);σ′′τ(N), δ′′τ(N)]p,
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where σ′′
τ(k) := στ(k) and δ
′′
τ(k) := δτ(k) if τ(k) = max τ([1, k−1])+1, while σ′′τ(k) := σ∗τ(k)
and δ′′
τ(k) := δ
∗
τ(k) if τ(k) = min τ([1, k − 1])− 1.
The following proposition is straightforward.
Proposition 6.4. For every symmetric P-CGL extension R of length N and τ ∈
ΞN , the iterated Poisson-Ore extension presentation (6.5) of R is a Poisson-CGL
extension presentation for the same choice of torus H, and the associated elements
h′′
τ(1), . . . , h
′′
τ(N) ∈ h required by Definition 5.1(iii) are given by h′′τ(k) = hτ(k) if τ(k) =
max τ([1, k − 1]) + 1 and h′′
τ(k) = h
∗
τ(k) if τ(k) = min τ([1, k − 1])− 1.
Theorem 6.8 implies that the group Hmax(R) does not change in passing from the
Poisson-CGL extension presentation (5.1) to (6.5), modulo identifying (K∗)N with the
copy obtained by permuting coordinates with τ . Consequently, the theorem shows that
the rank of R does not depend on the choice of Poisson-CGL extension presentation
(6.5).
When describing permutations τ ∈ SN as functions, we will use the one-line nota-
tion,
(6.6) τ = [τ(1), τ(2), . . . , τ(N)] :=
[
1 2 · · · N
τ(1) τ(2) · · · τ(N)
]
.
A special role is played by the longest element of SN ,
(6.7) w◦ := [N,N − 1, . . . , 1].
The corresponding Poisson-CGL extension presentation from Proposition 6.4, namely
(6.3), is symmetric, while the ones for the other elements of ΞN do not possess this
property in general.
6.2. Maximal tori. Let R be a Poisson-CGL extension of length N as in (5.1). Equip
R with the rational action of the torus (K∗)N by K-algebra automorphisms such that
(6.8) (α1, . . . , αN ) · xi = αixi, ∀i ∈ [1, N ].
The differential of this action is the derivation action of KN = Lie (K∗)N on R given
by
(6.9) (β1, . . . , βN ) · (xm11 · · · xmNN ) =
( N∑
i=1
miβi
)
xm11 · · · xmNN , ∀(m1, . . . ,mN ) ∈ ZN≥0.
The given action of H on R factors through the above (K∗)N -action via a morphism
(of algebraic groups) H → (K∗)N . Since nothing is lost by reducing H modulo the
kernel of its action, we may assume that the action of H is faithful and then identify
H with its image in (K∗)N . Thus,
(6.10) Without loss of generality, H is a closed subgroup of (K∗)N .
For the fact that the image of H in (K∗)N must be closed, see, e.g., [4, Corollary 1.4].
Next, set
(6.11)
G := {ψ ∈ (K∗)N | (ψ·), acting as in (6.8), is a Poisson automorphism of R},
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and observe that G is a closed subgroup of (K∗)N . Since G is diagonalizable, its
connected component of the identity, G◦, is a torus (e.g., [4, Corollary 8.5]). This
subgroup is the unique maximal torus of G, and so it contains H. Let us set
(6.12) Hmax(R) := G◦.
(The definition of this torus, and its position within (K∗)N , depend on the Poisson-
CGL extension presentation (5.1) of R. However, we do not indicate this dependence in
the notation.) Since Hmax(R) contains H, the algebra R is also a Poisson-CGL exten-
sion with respect toHmax(R). We shall prove thatG is connected and soHmax(R) = G.
The torus Hmax(R) is unique (up to isomorphism) because of the following universal
property, assuming that we fix the Poisson-CGL extension presentation (5.1). If H1
is any torus with a rational Poisson action on R such that (R,H1) is Poisson-CGL for
the presentation (5.1), then the action of H1 on R factors uniquely through the action
of Hmax(R), via an algebraic group morphism H1 →Hmax(R).
Analogously to G and G◦, define the Lie subalgebra
(6.13) hmax(R) := {t ∈ KN | (t·), acting as in (6.9), is a Poisson derivation of R},
and observe that h = LieH ⊆ hmax(R). We shall prove that G is connected and
LieG = hmax(R). To do so, we first pin down hmax(R).
Lemma 6.5. Let R be a P-CGL extension of length N as in (5.1). For any j ∈ [1, N ]
with δj = 0, there exists t ∈ hmax(R) such that t · xj = xj and t · xk = 0 for all
k ∈ [1, j − 1].
Proof. By Theorem 5.5, p(j) = −∞. There is some l ∈ [1, N ] with s(l) = +∞ and
pO−(l)(l) = j. Then yl is Poisson-normal in R, and we have a Poisson derivation ∂yl
on R (recall (2.1)) such that {yl, a} = ∂yl(a)yl for all a ∈ R. In view of Corollary 5.10,
∂yl(xk) = −αklxk for all k ∈ [1, N ].
Set θ := −∂yl +
∑O−(l)
m=0 (hpm(l)·). Since θ is a Poisson derivation of R for which all
the xk are eigenvectors, θ = (t
′·) for some t′ ∈ hmax(R). Since hpm(l) · xk = λpm(l),kxk
when k < pm(l), we find that t′ ·xk = 0 for k < j and t′ ·xj = λjxj . Thus, the element
t := λ−1j t
′ of hmax(R) has the desired properties. 
Proposition 6.6. Let R be a Poisson-CGL extension of length N and rank n as in
Definition 5.1, and define hmax(R) as in (6.13). Set
D′ := {k ∈ [2, N ] | δk 6= 0} = {k ∈ [2, N ] | p(k) 6= −∞}.
For each k ∈ D′, choose jk ∈ [1, k − 1] such that δk(xjk) 6= 0, and choose fk ∈ Zk−1≥0
such that the monomial xfk appears in δk(xjk) when δk(xjk) is expressed in the basis
(5.13). Then
(6.14) hmax(R) =
{
ξ ∈ KN ∣∣ ξk = −ξjk + k−1∑
i=1
fkiξi, ∀k ∈ D′},
and dim hmax(R) = n.
Proof. Let h1 denote the subspace of KN described on the right hand side of (6.14),
and note that dim h1 = N −|D′| = n. For j ∈ [1, N ] \D′, Lemma 6.5 provides us with
an element tj ∈ hmax(R) such that tj · xj = xj and tj · xk = 0 for all k ∈ [1, j − 1].
These tj are obviously linearly independent, and therefore dim hmax(R) ≥ n.
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For any ξ ∈ hmax(R), the assumption that (ξ·) is a Poisson derivation implies
ξ · {xk, xjk} = {ξkxk, xjk}+ {xk, ξjkxjk} = (ξk + ξjk)
(
λk,jkxjkxk + δk(xjk)
)
for k ∈ D′. On the other hand,
ξ · {xk, xjk} = ξ ·
(
λk,jkxjkxk + δk(xjk)
)
= λk,jk(ξjk + ξk)xjkxk + ξ · δk(xjk),
from which we see that ξ ·δk(xjk) = (ξk+ ξjk)δk(xjk), and hence ξk+ ξjk =
∑k−1
i=1 fkiξi.
Since this holds for all k ∈ D′, we conclude that ξ ∈ h1.
Thus, hmax(R) ⊆ h1. Comparison of dimensions then forces hmax(R) = h1 and
dim hmax(R) = n. 
In order to establish an analog of Proposition 6.6 for Hmax(R), we will need to
transport Poisson properties from hmax(R) to a torus whose Lie algebra is hmax(R).
The following lemma accomplishes this.
Lemma 6.7. Let R be a Poisson algebra equipped with a rational action of a torus
H by K-algebra automorphisms, and let h = LieH act on R by the differential of the
H-action. Then H acts on R by Poisson automorphisms if and only if h acts on R by
Poisson derivations.
Proof. We have already noted, in Lemma 2.10, that if H acts by Poisson automor-
phisms, then h acts by Poisson derivations [25, Lemma 1.4]. Now assume that h acts
by Poisson derivations.
The algebra R is graded by the character groupX(H), which we will write additively
in this proof. We may assume that H = (K∗)n and h = Kn, where n := rankH. Then
X(H) is naturally identified with Zn, so that
u(h) = hu11 h
u2
2 · · · hunn , ∀u = (u1, . . . , un) ∈ Zn, h = (h1, . . . , hn) ∈ H.
For u = (u1, . . . , un) ∈ Zn, let Ru denote the H-eigenspace of R for the H-eigenvalue
u, and define u′ ∈ h∗ by
u′(ξ) = u1ξ1 + · · ·+ unξn, ∀ξ = (ξ1, . . . , ξn) ∈ h.
The map u 7→ u′ is an injective group homomorphism Zn → h∗.
Recall from (2.6) that the H-eigenspaces of R coincide with the h-eigenspaces. As
indicated in [25, Lemma 1.3], the action of h on the H-eigenspaces of R is given by
(6.15) ξ · a = u′(ξ)a, ∀ξ ∈ h, a ∈ Ru, u ∈ Zn.
Let h ∈ H. To prove that (h·) is a Poisson automorphism of R, it is enough to show
that it preserves Poisson brackets of homogeneous elements. Thus, let u, v ∈ Zn and
a ∈ Ru, b ∈ Rv. Then
{h · a, h · b} = {u(h)a, v(h)b} = u(h)v(h){a, b}.
If {a, b} = 0, then immediately h · {a, b} = {h · a, h · b}, so we may assume that
{a, b} 6= 0. For any ξ ∈ h, we have
(6.16) ξ · {a, b} = {ξ · a, b}+ {a, ξ · b} = (u′(ξ) + v′(ξ)){a, b}.
Then {a, b} is an h-eigenvector, hence also an H-eigenvector, so {a, b} ∈ Rw for some
w ∈ Zn. Moreover, it follows from (6.15) and (6.16) that w′ = u′+v′, whence w = u+v.
Therefore
h · {a, b} = w(h){a, b} = u(h)v(h){a, b} = {h · a, h · b},
as required. 
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Theorem 6.8. Let R be a Poisson-CGL extension of length N and rank n as in
Definition 5.1, and define the group G ⊆ (K∗)N as in (6.11). Then
Hmax(R) = G, rankHmax(R) = n, and LieHmax(R) = hmax(R).
Now set D′ := {k ∈ [2, N ] | δk 6= 0} = {k ∈ [2, N ] | p(k) 6= −∞}. For each k ∈ D′,
choose jk ∈ [1, k − 1] such that δk(xjk) 6= 0, and choose fk ∈ Zk−1≥0 such that the
monomial xfk appears in δk(xjk) when δk(xjk) is expressed in the basis (5.13). Then
(6.17) Hmax(R) =
{
ψ ∈ (K∗)N ∣∣ ψk = ψ−1jk k−1∏
i=1
ψfkii , ∀k ∈ D′}.
Proof. Throughout the proof, assume that H = Hmax(R). Let G2 denote the closed
subgroup of (K∗)N described on the right hand side of (6.17), and note that G2 is a
torus of rank N − |D′| = n, recalling (5.6). We shall prove that H = G = G2 and
LieG2 = hmax(R).
By construction, H ⊆ G. Let ψ ∈ G, and let k ∈ D′. On applying the Poisson
automorphism (ψ·) to the relation
{xk, xjk} = λk,jkxjkxk + δk(xjk),
we see that ψ · δk(xjk) = ψkψjkδk(xjk). Consequently, all the monomials appearing
in the expansion of δk(xjk) in the basis (5.13) must have ψ-eigenvalue ψkψjk . One
of these monomials is xfk , whose ψ-eigenvalue also equals
∏k−1
i=1 ψ
fki
i . Hence, ψk =
ψ−1jk
∏k−1
i=1 ψ
fki
i . This proves that H ⊆ G ⊆ G2.
Write L := O((K∗)N ) as a Laurent polynomial ring L = K[Z±11 , . . . , Z±1N ], where Zk
is the k-th coordinate projection (K∗)N → K. The standard identification of KN with
the Lie algebra of (K∗)N is via the map
(ξ1, . . . , ξN ) 7−→
N∑
k=1
ξk
∂
∂Zk
∣∣∣∣
e
,
where e := (1, . . . , 1). Now O(G2) = L/I2 where
I2 :=
〈
Zk − Z−1jk
k−1∏
i−1
Zfkii
∣∣ k ∈ D′〉.
Observe that a point derivation
∑N
k=1 ξk
∂
∂Zk
∣∣
e
vanishes on I2 if and only if
ξk + ξjk −
k−1∑
i=1
fkiξi = 0, ∀k ∈ D′.
Thus, LieG2 = hmax(R), by (6.14).
By definition of hmax(R), we now have that LieG2 acts on R by Poisson derivations.
Lemma 6.7 then implies that G2 acts on R by Poisson automorphisms. Therefore
G2 ⊆ G. Since G2 is a torus, it follows that H = G = G2. This verifies (6.17),
and also yields LieH = hmax(R). Finally, rankH = dim hmax(R) = n by Proposition
6.6. 
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Example 6.9. In the case of R = O(Mm,n(K)) (Example 5.3), Theorem 6.8 can
be applied as follows. First, D′ = {(r − 1)n + c | r ∈ [2,m], c ∈ [2, n]}. For
k = (r − 1)n+ c ∈ D′, we can choose jk := 1 and fk := ec + e(r−1)n+1. Then
Hmax(R) = {ψ ∈ (K∗)mn | ψ(r−1)n+c = ψ−11 ψcψ(r−1)n+1 ∀r ∈ [2,m], c ∈ [2, n]}.
The relation of this torus to the torus H = (K∗)m+n of Example 5.3 is as follows.
There is a surjective morphism of algebraic groups π : H → Hmax(R) given by
π(ξ)(r−1)n+c = ξrξ
−1
m+c, ∀r ∈ [1,m], c ∈ [1, n],
and π transports the given action of H to that of Hmax(R), that is, π(ξ) · r = ξ · r for
all ξ ∈ H and r ∈ R.
7. One-step mutations in Poisson-CGL extensions
In this section we obtain a very general way of constructing mutations of potential
cluster variables in Poisson-CGL extensions. The key idea is that, if an algebra R has
two different P-CGL extension presentations obtained by reversing the order in which
two adjacent variables xk and xk+1 are adjoined, then the corresponding sequences of
Poisson-prime elements from Theorem 5.5 are obtained by a type of mutation formula.
This is realized in §7.1. In Section 9, we treat more general mutations. One problem
arises along the way: In the mutation-type formula (7.15) for the current situation,
the last term has a nonzero coefficient which does not equal one in general. For a
one-step mutation such a coefficient can be always made 1 after rescaling, but for the
purposes of constructing cluster algebras one needs to be able to synchronize those
rescalings to obtain a chain of mutations. This delicate issue is resolved in the next
two sections.
We investigate a P-CGL extension
(7.1) R := K[x1]p[x2;σ2, δ2]p · · · [xk;σk, δk]p[xk+1;σk+1, δk+1]p · · · [xN ;σN , δN ]p
of length N as in Definition 5.1 such that, for some k ∈ [1, N − 1], R has a second
P-CGL extension presentation of the form
(7.2) R := K[x1]p[x2;σ2, δ2]p · · · [xk−1;σk−1, δk−1]p
[xk+1;σ
′
k, δ
′
k]p[xk;σ
′
k+1, δ
′
k+1]p[xk+2;σk+2, δk+2]p · · · [xN ;σN , δN ].
Corresponding to the presentation (7.2), we write y′l for the elements from Theorem
5.5, λ′lj , α
′
lj, q
′
lj for the scalars from (5.2), (5.17), (5.18), and h
′
l, λ
′
l for the elements of
h and K∗ from Definition 5.1(iii).
7.1. A general mutation formula.
Lemma 7.1. Assume that R is a P-CGL extension as in (7.1), and that R has a
second P-CGL extension presentation of the form (7.2). Then δk+1 and δ
′
k+1 map
Rk−1 to itself, and
(7.3)
σ′k = σk+1|Rk−1 δ′k = δk+1|Rk−1
σ′k+1|Rk−1 = σk δ′k+1|Rk−1 = δk.
Moreover,
σ′k+1(xk+1) = λk,k+1xk+1 δ
′
k+1(xk+1) = −δk+1(xk).(7.4)
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Proof. Note first that Rk−1 is stable under σk+1 and σ
′
k+1. For a ∈ Rk−1, we have
{xk+1, a} = σ′k(a)xk+1 + δ′k(a) with σ′k(a), δ′k(a) ∈ Rk−1. Comparing this relation
with {xk+1, a} = σk+1(a)xk+1 + δk+1(a), and using the fact that 1, xk+1 are linearly
independent over Rk, we conclude that σ
′
k(a) = σk+1(a) and δ
′
k(a) = δk+1(a). Thus,
Rk−1 is stable under δk+1, and the first line of (7.3) holds. By symmetry (since we may
view (7.2) as the initial P-CGL extension presentation of R and (7.1) as the second
one), Rk−1 is stable under δ
′
k+1, and the second line of (7.3) holds.
Now {xk, xk+1} = λ′k+1,kxk+1xk + δ′k+1(xk+1), and so we have
−λ′k+1,kxkxk+1 − δ′k+1(xk+1) = {xk+1, xk} = λk+1,kxkxk+1 + δk+1(xk),
with δ′k+1(xk+1) ∈ R′k =
⊕∞
l=0Rk−1x
l
k+1 and δk+1(xk) ∈ Rk =
⊕∞
l=0Rk−1x
l
k. More-
over,
(7.5) Rk+1 is a free Rk−1-module with basis {xlkk x
lk+1
k+1 | lk, lk+1 ∈ Z≥0}.
Hence, we conclude that −λ′k+1,k = λk+1,k and −δ′k+1(xk+1) = δk+1(xk) ∈ Rk−1, from
which (7.4) follows. 
Theorem 7.2. Assume that R is a Poisson-CGL extension of length N as in (7.1),
and k ∈ [1, N − 1] such that δk+1(xk) ∈ K. Denote by y1, . . . , yN and η : [1, N ] → Z
the sequence and function from Theorem 5.5. Assume that R has a second Poisson-
CGL extension presentation of the form (7.2), and let y′1, . . . , y
′
N be the corresponding
sequence from Theorem 5.5.
(a) If η(k) 6= η(k + 1), then y′j = yj for j 6= k, k + 1 and y′k = yk+1, y′k+1 = yk.
(b) If η(k) = η(k + 1), then
yky
′
k − yp(k)yk+1
is a homogeneous Poisson-normal element of Rk−1, recall (5.20). It Poisson-normalizes
the elements of Rk−1 in exactly the same way as yp(k)yk+1. Furthermore,
(7.6) y′j = yj, ∀j ∈ [1, N ], j 6= k.
In both cases (a) and (b), the function η′ : [1, N ]→ Z from Theorem 5.5 associated
to the second presentation can be chosen to be η′ = η(k, k+1), where (k, k+1) denotes
a transposition in SN . In particular, the ranges of η and η
′ coincide and the rank of
R is the same for both CGL extension presentations.
Remark. The assumption δk+1(xk) ∈ K holds in case R is a symmetric P-CGL
extension, as part of condition (i) in Definition 6.1. In any case, it is equivalent to
δ′k+1(xk+1) ∈ K in view of (7.4).
Proof. Let R′j be the j-th algebra in the chain (7.2) for j ∈ [0, N ]. Obviously R′j = Rj
for j 6= k and y′j = yj for j ∈ [1, k−1], and we may choose η′(j) = η(j) for j ∈ [1, k−1].
Since Rk+1 is a free Rk−1-module with basis as in (7.5), and Rk and R
′
k equal the Rk−1-
submodules with bases {xlkk | lk ∈ Z≥0} and {x
lk+1
k+1 | lk+1 ∈ Z≥0} respectively, we have
(7.7) Rk ∩R′k = Rk−1.
In particular, y′k /∈ Rk.
Denote by L the number of homogeneous Poisson-prime elements of Rk+1 that do
not belong to Rk−1, up to taking associates.
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(a) The condition η(k) 6= η(k + 1) implies L = 2 and thus η′(k) 6= η′(k + 1).
Moreover, y′k and y
′
k+1 are scalar multiples of either yk and yk+1 or yk+1 and yk.
Since y′k /∈ Rk, we must have y′k = ξk+1yk+1 and y′k+1 = ξkyk for some ξk, ξk+1 ∈ K∗.
Invoking Theorem 5.5 and looking at leading terms gives ξk = ξk+1 = 1 and allows us
to choose η′(k) = η(k+1) and η′(k+1) = η(k). It follows from R′j = Rj for j > k+1
that y′j = yj for such j, and that we can choose η
′(j) = η(j) for all j > k + 1. With
these choices, η′ = η(k, k + 1).
(b) In this case, L = 1 and y′k+1 is a scalar multiple of yk+1. Furthermore, η
′(k)
and η′(k + 1) must agree, and they need to equal η′(p(k)) if p(k) 6= −∞, so we can
choose η′(k) = η′(k + 1) = η(k) = η(k + 1). By Theorem 5.5,
(7.8)
yk =
{
yp(k)xk − ck, if p(k) 6= −∞
xk, if p(k) = −∞
yk+1 = ykxk+1 − ck+1
y′k =
{
yp(k)xk+1 − c′k, if p(k) 6= −∞
xk+1, if p(k) = −∞
y′k+1 = y
′
kxk − c′k+1
for some ck, c
′
k ∈ Rk−1, ck+1 ∈ Rk, and c′k+1 ∈ R′k. Write the above elements in terms
of the basis in (7.5). The coefficients of xkxk+1 in yk+1 and y
′
k+1 are both equal to
yp(k), recall (5.20). Since y
′
k+1 is a scalar multiple of yk+1, we thus see that
(7.9) y′k+1 = yk+1.
Eq. (7.6) and the fact that we may choose η′(j) = η(j) for j > k+1 now follow easily
from Theorem 5.5. In particular, η′ = η = η(k, k + 1).
Next, we verify that
(7.10) yky
′
k − yp(k)yk+1 ∈ Rk−1.
Assume first that p(k) = −∞. By (5.24), ck+1 is a nonzero scalar multiple of δk+1(xk),
and so ck+1 ∈ K∗ by hypothesis. Then from (7.8) we obtain
(7.11) yky
′
k − yp(k)yk+1 = xkxk+1 − (xkxk+1 − ck+1) = ck+1 ∈ K∗.
This verifies (7.10) (and also shows that yky
′
k − yp(k)yk+1 is a homogeneous Poisson-
normal element of Rk−1) in the present case.
Now assume that p(k) 6= −∞. First, we obtain
(7.12)
yky
′
k − yp(k)yk+1 = yk(yp(k)xk+1 − c′k)− yp(k)(ykxk+1 − ck+1)
= −ykc′k + yp(k)ck+1 ∈ Rk.
Using (7.9), we obtain
yky
′
k − yp(k)yk+1 = (yp(k)xk − ck)y′k − yp(k)(y′kxk − c′k+1)
= −cky′k + yp(k)c′k+1 ∈ R′k.
This equation, combined with (7.12) and (7.7), yields (7.10).
We now use (7.12) to verify that yky
′
k − yp(k)yk+1 is homogeneous. Note first that
ykc
′
k and yp(k)ck+1 are homogeneous. By (5.24), c
′
k and ck+1 are scalar multiples of
δ′k(yp(k)) = δk+1(yp(k)) and δk+1(yk), respectively. Hence, it follows from (5.4) that
X(H)-deg(ykc′k) = χyk + χxk+1 + χyp(k) = X(H)-deg(yp(k)ck+1).
Thus, −ykc′k + yp(k)ck+1 is homogeneous, as desired.
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Finally, whether p(k) = −∞ or not, it follows from (5.25) that
(7.13)
{yky′k, xj} = −(αjk + α′jk)xj(yky′k),
{yp(k)yk+1, xj} = −(αj,p(k) + αj,k+1)xj(yp(k)yk+1),
∀j ∈ [1, k − 1].
Since
αjk + α
′
jk =
O−(k)∑
m=0
(λj,pm(k) + λ
′
j,pm(k))
= λj,k+1 +
O−(k)∑
m=0
λj,pm(k) +
O−(k)∑
m=1
λj,pm(k) = αj,k+1 + αj,p(k),
we obtain {yky′k− yp(k)yk+1, xj} = −(αj,p(k)+αj,k+1)xj
(
yky
′
k− yp(k)yk+1
)
. This shows
that yky
′
k − yp(k)yk+1 is a Poisson-normal element of Rk−1 which Poisson-normalizes
the elements of Rk−1 in exactly the same way as yp(k)yk+1, and completes the proof
of the theorem. 
Our next result turns the conclusion of Theorem 7.2(b) into a cluster mutation
statement. We define
(7.14) P (k) := {j ∈ [1, k] | s(j) > k}, ∀k ∈ [1, N ].
Then {yj | j ∈ P (k)} is a list of the homogeneous Poisson-prime elements of Rk up to
scalar multiples, and |P (N)| = rankR (5.11).
Theorem 7.3. In the setting of Theorem 7.2(b), there exist κ ∈ K∗ and a collection
of nonnegative integers {mi | i ∈ P (k − 1), i 6= p(k)} such that
(7.15) y′k = y
−1
k
(
yp(k)yk+1 + κ
∏
i∈P (k−1), i 6=p(k)
ymii
)
.
If p(k) = −∞, then all mi = 0.
Proof. By Theorem 7.2(b), yky
′
k−yp(k)yk+1 is a homogeneous Poisson-normal element
of Rk−1. Applying Proposition 4.1 and Theorems 5.2, 5.5, we obtain
yky
′
k − yp(k)yk+1 = κ
∏
i∈P (k−1)
ymii
for some κ ∈ K and a collection of nonnegative integers {mi | i ∈ P (k − 1)}. Recall
from (7.11) that if p(k) = −∞, then yky′k−yp(k)yk+1 is a nonzero scalar. Hence, κ 6= 0
and mi = 0 for all i ∈ P (k − 1) in this case. We need to prove in general that κ 6= 0,
and that mp(k) = 0 if p(k) 6= −∞.
Suppose that κ = 0. Then
yky
′
k − yp(k)yk+1 = 0,
which is a contradiction since yk+1 is a prime element of Rk+1 which does not divide
either yk or y
′
k (for yk+1 ∤ y
′
k, recall (7.8)).
Now suppose that p(k) 6= −∞ and mp(k) 6= 0. Then yp(k) is a prime element of
Rk−1 and
yky
′
k − yp(k)yk+1 ∈ yp(k)Rk−1.
Hence,
yky
′
k ∈ yp(k)Rk+1.
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Furthermore, by Theorem 5.5, yk = yp(k)xk − ck and y′k = yp(k)xk+1 − c′k for some
ck, c
′
k ∈ Rk−1 such that yp(k) does not divide ck or c′k. But since
ckc
′
k = yky
′
k − yp(k)xky′k + ckyp(k)xk+1 ∈ yp(k)Rk+1 ∩Rk−1 = yp(k)Rk−1,
this contradicts the fact that yp(k) is a prime element of Rk−1. 
7.2. Almost cluster mutations between Poisson-CGL extension presenta-
tions. Let R be a K-algebra with a P-CGL extension presentation as in (7.1). It is
easy to see that the assumption that (7.2) is a second P-CGL extension presentation
of R is equivalent to the following condition:
(i) δk+1(xj) ∈ Rk−1 for all j ∈ [1, k], and there exists h′k+1 ∈ LieH satisfying
h′k+1 · xk = λ′k+1xk for some λ′k+1 ∈ K∗ and h′k+1 · xj = λkjxj for all j ∈
[1, k − 1] ∪ {k + 1}.
The rest of the data for the second P-CGL extension presentation of R (K-torus H′,
scalars λ′kj ∈ K, and elements h′k ∈ LieH′) is given by Lemma 7.1 and the following:
(ii) The torus H′ acting on the second P-CGL extension presentation can be taken
as the original torus H. The corresponding elements h′j ∈ LieH are given by
(i) for j = k + 1 and h′j = hj for j 6= k + 1.
(iii) σ′k+1 = (h
′
k+1·)|R′k , where R′k is the unital K-subalgebra of R generated by
x1, . . . , xk−1 and xk+1.
(iv) λ′lj = λ(k,k+1)(l),(k,k+1)(j) for l, j ∈ [1, N ].
Here and below, (k, k + 1) denotes a transposition in the symmetric group SN , and
SN is embedded in GLN (Z) via permutation matrices.
We continue with the hypotheses and notation of Theorems 7.2, 7.3. Define maps
Y, Y ′ : ZN → Fract(R) by
(7.16) Y (f) :=
N∏
i=1
yfii and Y
′(f) :=
N∏
i=1
(y′i)
fi , ∀f = (f1, . . . , fN ) ∈ ZN .
We also adopt the convention that
(7.17) e−∞ = e−∞ := 0.
Theorem 7.4. Assume the setting of Theorem 7.2.
(a) If η(k) 6= η(k + 1), then y′j = y(k,k+1)j for all j ∈ [1, N ], i.e., Y ′ = Y (k, k + 1).
(b) If η(k) = η(k + 1), then Y ′(ej) = y
′
j = yj = Y (ej) for all j 6= k and
(7.18) Y ′(ek) = y
′
k = Y (−ek + ep(k) + ek+1) + κY
(
− ek +
∑
i∈P (k−1), i 6=p(k)
miei
)
for the collection of nonnegative integers {mi | i ∈ P (k − 1), i 6= p(k)} and the scalar
κ ∈ K∗ from Theorem 7.3.
Proof. This follows from Theorems 7.2 and 7.3. 
7.3. Scalars associated to mutations of Poisson-prime elements. Next, we
derive formulas for certain scalars which will appear in the seeds which we construct
in Section 11.
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Recall the skew-symmetric matrix q = (qkj) ∈ MN (K) from (5.18), and define the
corresponding skew-symmetric bicharacter Ωq : ZN × ZN → K by (1.5), so that
(7.19) Ωq(ek, ej) = qkj = Ωλ(ek, ej), ∀j, k ∈ [1, N ].
In view of Proposition 5.8, we have
(7.20) {Y (f), Y (g)} = Ωq(f, g)Y (f)Y (g), ∀f, g ∈ ZN .
Recall from §1.5 that for an H-eigenvector u ∈ R, χu ∈ X(H) denotes its eigenvalue.
Theorem 7.5. Assume the setting of Theorem 7.3. Then
(7.21) Ωq
(
ep(k) + ek+1 −
∑
i∈P (k−1), i 6=p(k)
miei, ej
)
= 0, ∀j 6= k
and
(7.22) Ωq
(
ep(k) + ek+1 −
∑
i∈P (k−1), i 6=p(k)
miei, ek
)
= −λk+1 = λ′k+1
for the collection of nonnegative integers {mi | i ∈ P (k− 1), i 6= p(k)} from Theorems
7.3 and 7.4(b).
Proof. Denote for brevity the elements
g :=
∑
i∈P (k−1), i 6=p(k)
miei and g :=
∑
i∈P (k−1), i 6=p(k)
miei in Z
N .
For j ∈ [1, N ] with j 6= k, we have yj = y′j by (7.6), and so
q′kjy
′
kyj = q
′
kj
(
Y (−ek + ep(k) + ek+1) + κY (−ek + g)
)
yj
q′kjy
′
kyj = {y′k, yj} =
{
Y (−ek + ep(k) + ek+1) + κY (−ek + g), yj
}
= Ωq(−ek + ep(k) + ek+1, ej)Y (−ek + ep(k) + ek+1)yj
+ κΩq(−ek + g, ej)Y (−ek + g)yj .
Consequently,
Ωq(−ek + ep(k) + ek+1, ej) = Ωq(−ek + g, ej) = q′kj,
which implies (7.21).
Applying (7.21) for j = k + 1 leads to
Ωq(ep(k)+ ek+1 − g, ek)
= Ωq(ep(k) + ek+1 − g, ek)− Ωq(ep(k) + ek+1 − g, ek+1)
= Ωλ(ep(k) + ek+1 − g, ek)− Ωλ(ep(k) + ek+1 − g, ek+1)(7.23)
= −Ωλ(ep(k) + ek+1 − g, ek+1) = −Ωλ(ep(k) + ek − g, ek+1).
Since y′k is an H-eigenvector, it follows from (7.15) that Y (ep(k)+ ek+1) and Y (g) have
the same X(H)-degree, whence χY (ep(k)+ek+1−g) = 0. Using that χY (ep(k)+ek+1−g) =
χY (ep(k)+ek−g) + χxk+1 , we obtain
hk+1.(Y (ep(k) + ek − g)xk+1) = 0
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from (2.9). Eq. (5.21) and the definition of λk+1 then yield
0 = αk+1,p(k) + αk+1,k −
∑
i∈P (k−1), i 6=p(k)
miαk+1,i + λk+1
= Ωλ(ek+1, ep(k) + ek − g) + λk+1.
Combining this with (7.23) proves the first equality in (7.22).
It follows from (7.21) and (7.20) that
{Y (ep(k) + ek+1 − g), yj} = 0, ∀j 6= k,
whence Y (ep(k)+ek+1−g) Poisson-commutes with Y (g), and so Y (ep(k)+ek+1−g) also
Poisson-commutes with Y (ep(k)+ek+1) = yp(k)yk+1. Since yky
′
k is a linear combination
of yp(k)yk+1 and Y (g), we get
(7.24) {Y (ep(k) + ek+1 − g), yky′k} = 0.
By (7.20) and the first equality in (7.22),
{Y (ep(k) + ek+1 − g), yk} = −λk+1Y (ep(k) + ek+1 − g)yk.
Interchanging the roles of the P-CGL extension presentations (7.1) and (7.2) and using
the symmetric nature of the assumptions of Theorem 7.2(b) shows that
{Y ′(ep(k) + ek+1 − g), y′k} = −λ′k+1Y ′(ep(k) + ek+1 − g)y′k.
Since Y ′(ep(k) + ek+1 − g) = Y (ep(k) + ek+1 − g), we obtain
{Y (ep(k) + ek+1 − g), yky′k} = −(λk+1 + λ′k+1)Y (ep(k) + ek+1 − g)yky′k.
Therefore λk+1+λ
′
k+1 = 0 because of (7.24), which proves the final equality in (7.22).

8. Homogeneous Poisson-prime elements for subalgebras of symmetric
Poisson-CGL extensions
Each symmetric Poisson-CGL extension R of length N has many different P-CGL
extension presentations given by (6.5). They are parametrized by the elements of
the subset ΞN of SN , cf. (6.4). In order to phrase Theorem 7.3 into a mutation
statement between cluster variables associated to the elements of ΞN and to make the
scalars κ from Theorem 7.3 equal to one, we need a good picture of the sequences
of homogeneous Poisson-prime elements y1, . . . , yN from Theorem 5.5 associated to
each presentation (6.5). This is obtained in Theorem 8.3. Theorem 8.1 contains a
description of the homogeneous Poisson-prime elements that enter into this result.
Those Poisson-prime elements (up to rescaling) comprise the cluster variables that
will be used in Section 11 to construct cluster algebra structures on symmetric P-CGL
extensions. Along the way, we explicitly describe the elements of ΞN and prove an
invariance property of the scalars λl and λ
∗
l from Definitions 5.1 and 6.1. Theorem
8.13, which appears at the end of the section, contains a key result used in the next
section to normalize the generators xj of symmetric P-CGL extensions so that all
scalars κ in Theorem 7.3 become equal to one.
Throughout the section, η will denote a function [1, N ]→ Z satisfying the conditions
of Theorem 5.5, with respect to the original P-CGL extension presentation (5.1) of R,
and p and s will denote the corresponding predecessor and successor functions. We
will repeatedly use the one-line notation (6.6) for permutations.
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8.1. The elements y[i,sm(i)]. Recall from §6.1 that for a symmetric P-CGL extension
R of rank N and 1 ≤ j ≤ k ≤ N , R[j,k] denotes the unital subalgebra of R generated
by xj, . . . , xk. It is a Poisson-Ore extension of both R[j,k−1] and R[j+1,k] (6.2). All such
subalgebras are (symmetric) P-CGL extensions and Theorem 5.5 applies to them.
For i ∈ [1, N ] and 0 ≤ m ≤ O+(i), recall (5.8) (i.e., sm(i) ∈ [1, N ]), set
(8.1) e[i,sm(i)] := ei + es(i) + · · ·+ esm(i) ∈ ZN .
The vectors (5.15) are special cases of these:
ek = e[pO−(k)(k),k], ∀k ∈ [1, N ].
We also set e∅ := 0. The next theorem treats the Poisson-prime elements that will
appear as cluster variables for symmetric CGL extensions. It will be proved in §8.4.
Theorem 8.1. Assume that R is a symmetric Poisson-CGL extension of length N ,
and i ∈ [1, N ] and m ∈ Z≥0 are such that sm(i) ∈ [1, N ], i.e., sm(i) 6= +∞. Then the
following hold:
(a) All homogeneous Poisson-prime elements of R[i,sm(i)] that do not belong to
R[i,sm(i)−1] are associates of each other.
(b) All homogeneous Poisson-prime elements of R[i,sm(i)] that do not belong to
R[i+1,sm(i)] are associates of each other. In addition, the set of these homogeneous
Poisson-prime elements coincides with the set of homogeneous Poisson-prime elements
in part (a).
(c) The homogeneous Poisson-prime elements in (a) and (b) have leading terms of
the form
ξxe[i,sm(i)] = ξxixs(i) . . . xsm(i)
for some ξ ∈ K∗, see §5.2. For each ξ ∈ K∗, there is a unique homogeneous Poisson-
prime element of R[i,sm(i)] with such a leading term. Denote by y[i,sm(i)] the homo-
geneous Poisson-prime element of R[i,sm(i)] with leading term xixs(i) . . . xsm(i). Let
y∅ := 1.
(d) We have
y[i,sm(i)] = y[i,sm−1(i)]xsm(i) − c[i,sm(i)−1] = xiy[s(i),sm(i)] − c′[i+1,sm(i)]
for some c[i,sm(i)−1] ∈ R[i,sm(i)−1] and c′[i+1,sm(i)] ∈ R[i+1,sm(i)].
(e) For all k ∈ [1, N ] such that p(i) < k < sm+1(i), we have
{y[i,sm(i)], xk} = Ωλ(e[i,sm(i)], ek)xky[i,sm(i)].
The case m = 0 of this theorem is easy to verify. In that case, y[i,i] = xi, and
statement (e) follows by applying (5.26) in R[min{i,k},max{i,k}].
Example 8.2. In the case of R = O(Mm,n(K)), the elements y[i,sm(i)] of Theorem 8.1
are solid minors, just as in Example 5.6. More precisely, if i = (r − 1)n + c for some
r ∈ [1,m] and c ∈ [1, n] and sl(i) 6= +∞, then sl(i) = (r+ l−1)n+c+ l with r+ l ≤ m
and c+ l ≤ n, and y[i,sl(i)] = ∆[r,r+l],[c,c+l].
The following theorem describes the y-sequences from Theorem 5.5 associated to
the P-CGL extension presentations (6.5) in terms of the Poisson-prime elements from
Theorem 8.1. It will be proved in §8.4. Recall that for every τ ∈ ΞN and k ∈ [1, N ],
the set τ([1, k]) is an interval.
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Theorem 8.3. Assume that R is a symmetric Poisson-CGL extension of length N
and τ an element of the subset ΞN of SN , cf. (6.4). Let yτ,1, . . . , yτ,N be the se-
quence in R from Theorem 5.5 applied to the P-CGL extension presentation (6.5) of
R corresponding to τ . Let k ∈ [1, N ].
(a) If τ(k) ≥ τ(1), then yτ,k = y[pm(τ(k)),τ(k)], where
(8.2) m = max{n ∈ Z≥0 | pn(τ(k)) ∈ τ([1, k])}.
(b) If τ(k) ≤ τ(1), then yτ,k = y[τ(k),sm(τ(k))], where
(8.3) m = max{n ∈ Z≥0 | sn(τ(k)) ∈ τ([1, k])}.
In both cases, the predecessor and successor functions are with respect to the original
P-CGL extension presentation (5.1) of R.
8.2. The elements of ΞN . In this and the next subsection, we investigate the ele-
ments of the subset ΞN of SN defined in (6.4). It follows from (6.4) that every element
τ ∈ ΞN has the property that either τ(N) = 1 or τ(N) = N . This implies the following
recursive description of ΞN .
Lemma 8.4. For each τ ∈ ΞN , there exists τ ′ ∈ ΞN−1 such that either
τ(i) = τ ′(i), ∀i ∈ [1, N − 1] and τ(N) = N
or
τ(i) = τ ′(i) + 1, ∀i ∈ [1, N − 1] and τ(N) = 1.
For all τ ′ ∈ ΞN−1, the above define elements of ΞN .
Given k ∈ [1, N ] and a sequence k ≤ jk ≤ · · · ≤ j1 ≤ N , define
(8.4) τ(jk,...,j1) := (k(k + 1) . . . jk) . . . (23 . . . j2)(12 . . . j1) ∈ SN ,
where in the right hand side we use the standard notation for cycles in SN . Using
Lemma 8.4, the elements of ΞN are easily characterized as follows.
Lemma 8.5. [29, Lemma 5.4] The subset ΞN ⊂ SN consists of the elements of the
form τ(jk,...,j1), where k ∈ [1, N ] and k ≤ jk ≤ · · · ≤ j1 ≤ N .
The representation of an element of ΞN in the form (8.4) is not unique. As observed
in [29], one way to visualize τ(jk,...,j1) is that the sequence τ(1), . . . , τ(N) is obtained
from the sequence 1, . . . , N by the following procedure:
(∗) The number 1 is pulled to the right to position j1 (preserving the order of the
other numbers), then the number 2 is pulled to the right to position j2 − 1, ..., at the
end the number k is pulled to the right to position jk − k + 1.
For example, for k = 2 the following illustrates how τ(j2,j1) is obtained from the
identity permutation:
[ 1'&%$ !"# , 2'&%$ !"# , 3, 4, . . . , j2, j2 + 1, . . . , j1, j1 + 1, . . . , N ] 7→
[ 2'&%$ !"# , 3, 4, . . . , j2, j2 + 1, . . . , j1, 1'&%$ !"# , j1 + 1, . . . , N ] 7→
[3, 4, . . . , j2, 2'&%$ !"# , j2 + 1, . . . , j1, 1'&%$ !"# , j1 + 1, . . . , N ],
where the numbers that are pulled (1 and 2) are circled.
If we perform the above procedure one step at a time, so in each step we only
interchange the positions of two adjacent numbers, then the elements of SN from all
intermediate steps will belong to ΞN . For example, this requires factoring the cycle
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(1, 2, . . . , j1) as (1, j1)(1, j1 − 1) · · · (1, 2) rather than as (1, 2)(2, 3) · · · (j1 − 1, j1). This
implies at once the first part of the next corollary [29, Corollary 5.5(a)].
Corollary 8.6. Let R be a symmetric Poisson-CGL extension of length N and τ ∈
ΞN .
(a) There exists a sequence τ0 = id, τ1, . . . , τn = τ in ΞN such that for all l ∈ [1, n],
τl = (τl−1(kl), τl−1(kl + 1))τl−1 = τl−1(kl, kl + 1)
for some kl ∈ [1, N − 1] such that τl−1(kl) < τl−1(kl + 1).
(b) If η : [1, N ] → Z is a function satisfying the conditions of Theorem 5.5 for the
original P-CGL presentation of R, then
(8.5) ητ := ητ : [1, N ]→ Z
satisfies the conditions of Theorem 5.5 for the η-function of the P-CGL extension
presentation (6.5) of R corresponding to τ .
The sequence described in part (a) of the corollary for the element τ(jk,...,j1) ∈ ΞN
has length n = j1 + · · ·+ jk − k(k + 1)/2. The second part of the corollary follows by
recursively applying Theorem 7.2 to the P-CGL extension presentations (6.5) for the
elements τl−1 and τl. Corollary 8.6(b) gives a second proof of the fact that the rank
of a symmetric P-CGL extension does not depend on the choice of P-CGL extension
presentation of the form (6.5), see §6.1.
Corollary 8.7. Assume that R is a symmetric Poisson-CGL extension of length N
and η : [1, N ] → Z is a function satisfying the conditions of Theorem 5.5. Then for
all 1 ≤ j ≤ k ≤ N , the function η[j,k] : [1, k − j + 1]→ Z given by
η[j,k](l) = η(j + l − 1), ∀l ∈ [1, k − j + 1]
satisfies the conditions of Theorem 5.5 for the symmetric P-CGL extension R[j,k].
Thus, the η-functions for “interval subalgebras” of symmetric P-CGL extensions
can be chosen to be restrictions of the original η-function up to shifts.
Proof. Apply Corollary 8.6(b) to
τ = [j, . . . , k, j − 1, . . . , 1, k + 1, . . . , N ] ∈ ΞN
and consider the (k− j+1)-st subalgebra of the corresponding Poisson-Ore extension,
which equals R[j,k]. 
8.3. A subset of ΞN . We will work with a certain subset ΓN of ΞN which was
introduced in [29, §5.3] and which will play an important role in Section 11. Recall
(6.7) that w◦ = [N,N−1, . . . , 1] denotes the longest element of SN . For 1 ≤ i ≤ j ≤ N ,
define the following elements of ΞN :
(8.6) τi,j := [i+ 1, . . . , j, i, j + 1, . . . , N, i− 1, i− 2, . . . , 1] ∈ ΞN .
They satisfy
τ1,1 = id, τi,N = τi+1,i+1, ∀i ∈ [1, N − 1], τN,N = w◦.
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Denote by ΓN the subset of ΞN consisting of all τi,j’s and consider the following linear
ordering on it
(8.7) ΓN := {id = τ1,1 ≺ . . . ≺ τ1,N = τ2,2 ≺ . . . ≺ τ2,N = τ3,3 ≺ . . . ≺
≺ τ3,N = τ4,4 ≺ . . . ≺ τN−2,N = τN−1,N−1 ≺ τN−1,N = τN,N = w◦}.
In the notation of (8.4), the elements of ΓN are given by
τi,j := τ(j,N,...,N), where N is repeated i− 1 times, ∀1 ≤ i ≤ j ≤ N.
The sequence of elements (8.7) is nothing but the sequence of the intermediate steps
of the procedure (∗) from §8.2 applied to the longest element w◦ ∈ SN (in which case
k = N − 1 and j1 = j2 = · · · = jN−1 = N). Note that
τi,l+1 = τi,l(l + 2− i, l + 1− i), ∀1 ≤ i ≤ l < N.
Assume that R is a symmetric P-CGL extension. To each element of ΓN , Propo-
sition 6.4 associates a P-CGL extension presentation of R. Each two consecutive
presentations are associated to a pair τi,j, τi,j+1 ∈ ΞN for some 1 ≤ i ≤ j < N . They
have the forms
(8.8)
R = K[xi+1]p · · · [xj ;σj , δj ]p[xi;σ∗i , δ∗i ]p[xj+1;σj+1, δj+1]p · · ·
[xN ;σN , δN ]p[xi−1;σ
∗
i−1, δ
∗
i−1]p · · · [x1;σ∗1 , δ∗1 ]p
and
(8.9)
R = K[xi+1]p · · · [xj ;σj, δj ]p[xj+1;σj+1, δj+1]p[xi;σ∗i , δ∗i ]p[xj+2;σj+2, δj+2]p · · ·
[xN ;σN , δN ]p[xi−1;σ
∗
i−1, δ
∗
i−1]p · · · [x1;σ∗1 , δ∗1 ]p,
respectively. These two presentations satisfy the assumptions of Theorem 7.2. Recall
from Definitions 5.1 and 6.1 that σl = (hl·), σ∗l = (h∗l ·) and hl ·xl = λlxl, h∗l ·xl = λ∗l xl
with hl, h
∗
l ∈ LieH and λl, λ∗l ∈ K∗. By Corollary 8.6(b), the η-function for the P-CGL
extension presentation (8.8) can be taken to be ητi,j . In particular, the values of this
function on j+1− i and j+2− i are η(i) and η(j+1), respectively. If η(i) = η(j+1),
then Eq. (7.22) of Theorem 7.5 applied to the presentations (8.8) and (8.9) implies
(8.10) λ∗i + λj+1 = 0.
Proposition 8.8. Let R be a symmetric Poisson-CGL extension of length N and
a ∈ Z be such that |η−1(a)| > 1. Denote
η−1(a) = {l, s(l), . . . , sm(l)}
where l ∈ [1, N ] and m = O+(l) ∈ Z>0. Then
(8.11) λ∗l = λ
∗
s(l) = · · · = λ∗sm−1(l) = −λs(l) = −λs2(l) = · · · = −λsm(l).
Proof. It follows from (8.10) that
λ∗sm1 (l) = −λsm2 (l), ∀0 ≤ m1 < m2 ≤ m
which is equivalent to the statement of the proposition. 
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8.4. Sequences of homogeneous Poisson-prime elements. We proceed with the
proofs of the two theorems formulated in §8.1.
Proof of Theorem 8.1. As already noted, the case m = 0 is easily verified. Assume
now that m > 0.
(a) Consider the P-CGL extension presentation of R associated to
(8.12) τ(sm(i)−1,sm(i),...,sm(i)) =
[i+ 1, . . . , sm(i) − 1, i, sm(i), i − 1, . . . , 1, sm(i) + 1, . . . , N ] ∈ ΞN ,
where sm(i) is repeated i− 1 times. The (sm(i)− i)-th and (sm(i)− i+1)-st algebras
in the chain are precisely R[i,sm(i)−1] and R[i,sm(i)]. Theorem 5.5 implies that the
homogeneous Poisson-prime elements of R[i,sm(i)] that do not belong to R[i,sm(i)−1] are
associates of each other. Denote by z[i,sm(i)] one such element. Set z∅ = 1. (One can
prove part (a) using the simpler presentation of R associated to the permutation
[i, i+ 1, . . . , sm(i), i − 1, . . . , 1, sm(i) + 1, . . . , N ] ∈ ΞN
but the first presentation will also play a role in the proof of part (b).) The equivariance
property of the η-function from Corollary 8.6(b) and Theorem 5.5 imply that
(8.13) z[i,sm(i)] = ξi,m(z[i,sm−1(i)]xsm(i) − c[i,sm(i)−1])
for some c[i,sm(i)−1] ∈ R[i,sm(i)−1] and ξi,m ∈ K∗.
(b) Now consider the P-CGL extension presentation of R associated to
(8.14) τ(sm(i),...,sm(i)) = [i+ 1, . . . , s
m(i), i, . . . , 1, sm(i) + 1, . . . , N ] ∈ ΞN ,
where sm(i) is repeated i times. The (sm(i) − i)-th and (sm(i) − i + 1)-st algebras
in the chain are R[i+1,sm(i)] and R[i,sm(i)]. Theorem 5.5 implies that the homogeneous
Poisson-prime elements of R[i,sm(i)] that do not belong to R[i+1,sm(i)] are associates of
each other. They are also associates of z[i,sm(i)]. This follows from Eq. (7.6) of Theorem
7.2(b) applied to the P-CGL extension presentations of R associated to the elements
(8.12) and (8.14). The fact that these two P-CGL extension presentations satisfy the
assumptions of Theorem 7.2(b) follows from the equivariance of the η-function from
Corollary 8.6(b). This equivariance and Theorem 5.5 applied to the presentation for
(8.14) also imply that
(8.15) z[i,sm(i)] = ξ
′
i,m(xiz[s(i),sm(i)] − c′[i+1,sm(i)])
for some c′[i+1,sm(i)] ∈ R[i+1,sm(i)] and ξ′i,m ∈ K∗.
Parts (c) and (d) follow at once by comparing the leading terms in Eqs. (8.13) and
(8.15), and using the fact that the group of units of an iterated Poisson-Ore extension
over K is reduced to scalars.
For part (e), we apply (5.26) in R[min{k,i},max{k,sm(i)}] with j = s
m(i). 
Proof of Theorem 8.3. We first show that in situation (a), yτ,k is a scalar multiple of
y[pm(τ(k)),τ(k)].
For k ∈ [0, N ], denote by Rτ,k the k-th algebra in the chain (6.5). Since τ([1, j]) is
an interval for all j ≤ k,
τ([1, k]) = [τ(i), τ(k)] for some i ∈ [1, k].
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Therefore Rτ,k = R[τ(i),τ(k)] and Rτ,k−1 = R[τ(i),τ(k)−1]. For m ∈ Z≥0 given by (8.2)
we have
τ(i) ≤ pm(τ(k)) ≤ τ(k).
Theorem 5.5 implies that y[pm(τ(k)),τ(k)] is a homogeneous Poisson-prime element of
R[τ(i),τ(k)] = Rτ,k. It does not belong to Rτ,k−1 = R[τ(i),τ(k)−1] because of Theorem
8.1(c). It follows from Theorem 5.5 that the homogeneous Poisson-prime elements of
Rτ,k that do not belong to Rτ,k−1 are associates of yτ,k. Hence, yτ,k is a scalar multiple
of y[pm(τ(k)),τ(k)].
Analogously, in situation (b), yτ,k is a scalar multiple of y[τ(k),sm(τ(k))].
To prove the stated equalities, we proceed by induction on k. The case k = 1 is
clear, since yτ,1 = xτ(1) = y[τ(1),τ(1)]. Now assume that k > 1, and suppose we are in
situation (a). If m = 0, then yτ,k = xτ(k) = y[τ(k),τ(k)], so we may assume that m > 0.
Let l ∈ [1, k − 1] be maximal such that η(τ(l)) = η(τ(k)), and note that
p(τ(k)), . . . , pm(τ(k)) ∈ τ([1, l]).
By construction of yτ,k and Theorem 8.1(d), we have
(8.16) yτ,k = yτ,lxτ(k) − c and y[pm(τ(k)),τ(k)] = y[pm(τ(k)),p(τ(k))]xτ(k) − c′
for some c, c′ ∈ R[1,τ(k)−1]. If τ(l) ≥ τ(1), then τ([1, l]) ⊆ [1, τ(l)], whence τ(l) =
p(τ(k)) and
m− 1 = max{n ∈ Z≥0 | pn(τ(l)) ∈ τ([1, l])}.
By induction, yτ,l = y[pm−1(τ(l)),τ(l)] = y[pm(τ(k)),p(τ(k))]. On the other hand, if τ(l) ≤
τ(1), then τ([1, l]) ⊆ [τ(l), τ(k) − 1], whence τ(l) = pm(τ(k)) and
m− 1 = max{n ∈ Z≥0 | sn(τ(l)) ∈ τ([1, l])}.
In this case, induction yields yτ,l = y[τ(l),sm−1(τ(l))] = y[pm(τ(k)),p(τ(k))]. In both cases, we
conclude from (8.16) and the equality yτ,l = y[pm(τ(k)),p(τ(k))] that yτ,k = y[pm(τ(k)),τ(k)].
Situation (b), when τ(k) < τ(1), is analogous and is left to the reader. 
Corollary 8.9. If R is a symmetric Poisson-CGL extension of length N and i, j ∈
[1, N ], m,n ∈ Z≥0 are such that
i ≤ j ≤ sn(j) ≤ sm(i) ≤ N,
then
{y[i,sm(i)], y[j,sn(j)]} = Ωλ(e[i,sm(i)], e[j,sn(j)])y[j,sn(j)]y[i,sm(i)].
Proof. Apply Theorem 8.3 to the P-CGL extension presentation of R associated to
τ ′ := [j, . . . , sm(i), j − 1, . . . , 1, sm(i) + 1, . . . , N ] ∈ ΞN
and then use (5.18), (5.23). For this permutation, Theorem 8.3 implies that yτ ′,sn(j)−j+1
and yτ ′,sm(i)−i+1 are equal to y[j,sn(j)] and y[i,sm(i)], respectively. 
8.5. An identity for Poisson-normal elements. For 1 ≤ j ≤ l ≤ N , set
(8.17) Oj−(l) = max{m ∈ Z≥0 | pm(l) ≥ j}.
The following fact follows directly from Theorems 5.5 and 8.3.
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Corollary 8.10. Let R be a symmetric Poisson-CGL extension of length N and 1 ≤
j ≤ k ≤ N . Then {
y
[p
O
j
−
(i)
(i),i]
∣∣∣ i ∈ [j, k], s(i) > k}
is a list of the homogeneous Poisson-prime elements of R[j,k] up to scalar multiples.
Corollary 8.11. Assume that R is a symmetric Poisson-CGL extension of length N ,
and i ∈ [1, N ] and m ∈ Z>0 are such that sm(i) ∈ [1, N ]. Then
(8.18) u[i,sm(i)] := y[i,sm−1(i)]y[s(i),sm(i)] − y[s(i),sm−1(i)]y[i,sm(i)]
is a nonzero homogeneous Poisson-normal element of R[i+1,sm(i)−1] which is not a
multiple of y[s(i),sm−1(i)] if m ≥ 2. It Poisson-normalizes the elements of R[i+1,sm(i)−1]
in exactly the same way as y[s(i),sm−1(i)]y[i,sm(i)] does. Moreover,
(8.19) u[i,sm(i)] = ψ
∏
k∈P
ymk
[p
O
i+1
−
(k)
(k),k]
where ψ ∈ K∗,
(8.20) P = P[i,sm(i)] := {k ∈ [i, sm(i)] \ {i, s(i), . . . , sm(i)} | s(k) > sm(i)},
and the integers mk are those from Theorems 7.3, 7.4. Consequently, the leading term
of u[i,sm(i)] has the form
ψxni+1ei+1+···+nsm(i)−1esm(i)−1
for some ni+1, . . . , nsm(i)−1 ∈ Z≥0 such that ns(i) = . . . = nsm−1(i) = 0 and nj = nl for
all i+ 1 ≤ j ≤ l ≤ sm(i)− 1 with η(j) = η(l).
Proof. Consider the P-CGL extension presentations (6.5) of R associated to the ele-
ments
τi,sm(i)−1 = [i+ 1, . . . , s
m(i)− 1, i, sm(i), sm(i) + 1, . . . , N, i − 1, . . . , 1]
τi,sm(i) = [i+ 1, . . . , s
m(i)− 1, sm(i), i, sm(i) + 1, . . . , N, i − 1, . . . , 1]
of ΞN . Applied to these presentations, Theorems 7.3, 7.4, and 8.3 yield all but the
last statement. That statement follows from (8.19), due to the choice of leading terms
for the elements y
[p
O
i+1
−
(k)
(k),k]
. 
Since y∅ = 1 and y[i,i] = xi, the case m = 1 of the corollary states that
(8.21) u[i,s(i)] := xixs(i) − y[i,s(i)] = c[i,s(i)−1] = c′[i+1,s(i)]
is a nonzero homogeneous Poisson-normal element of R[i+1,s(i)−1], cf. Theorem 8.1(d).
We set
u[i,i] := 1.
Example 8.12. In the case of R = O(Mm,n(K)) (Example 5.3), the result of Example
8.2 shows how to express each u[i,sl(i)] as a difference of products of solid minors. In
particular, if i = (r − 1)n + c with s(i) ∈ [1, N ], then r < m, c < n, and
(8.22)
u[i,s(i)] := xixs(i) − y[i,s(i)] = trctr+1,c+1 −∆[r,r+1],[c,c+1]
= tr,c+1tr+1,c = x(r−1)n+c+1xrn+c.
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More generally, if i = (r − 1)n + c and l ∈ Z≥0 with sl(i) 6= +∞, one can calculate
that
u[i,sl(i)] = ∆[r,r+l−1],[c+1,c+l]∆[r+1,r+l],[c,c+l−1].
The next result, which is the main result in this subsection, describes relationships
among the Poisson-normal elements in Corollary 8.11. It will play a key role in nor-
malizing the scalars κ from Theorem 7.3. Recall §5.2 for the definition of leading terms
lt(−).
Theorem 8.13. Let R be a symmetric Poisson-CGL extension of length N . For all
i ∈ [1, N ] and m ∈ Z>0 such that sm+1(i) ∈ [1, N ],
(8.23) lt(u[s(i),sm(i)]u[i,sm+1(i)]) = lt(u[i,sm(i)]u[s(i),sm+1(i)]).
Proof. Consider congruences modulo the ideal
Wm := y[s(i),sm(i)]R[i,sm+1(i)]
of R[i,sm+1(i)]. By the definition of the elements u[∗,∗],
u[s(i),sm(i)] ≡ y[s(i),sm−1(i)]y[s2(i),sm(i)] u[i,sm+1(i)] ≡ y[i,sm(i)]y[s(i),sm+1(i)]
u[i,sm(i)] ≡ −y[s(i),sm−1(i)]y[i,sm(i)] u[s(i),sm+1(i)] ≡ −y[s2(i),sm(i)]y[s(i),sm+1(i)]
modulo Wm, whence
u[s(i),sm(i)]u[i,sm+1(i)] ≡ u[i,sm(i)]u[s(i),sm+1(i)] mod Wm.
Consequently,
(8.24) u[s(i),sm(i)]u[i,sm+1(i)] = u[i,sm(i)]u[s(i),sm+1(i)] + y[s(i),sm(i)]r
for some r ∈ R[i,sm+1(i)]. Since we are done if r = 0, we may assume that r 6= 0.
Note that the leading term of y[s(i),sm(i)]r has the form ξx
f where ξ ∈ K∗ and
f =
∑sm+1(i)
l=i nlel with ns(i) ≥ 1. On the other hand, the last statement of Corollary
8.11 implies that the leading terms of the other two products in (8.24) do not contain
positive powers of xs(i). Hence, neither of these leading terms is a scalar multiple of
xf . The validity of (8.23) follows. 
9. Chains of mutations in symmetric Poisson-CGL extensions
For a given Poisson-CGL extension R one has the freedom of rescaling the generators
xj by elements of the base field K. The prime elements yj from Theorem 5.5 obviously
depend (again up to rescaling) on the choice of xj. In this section we prove that for
each symmetric P-CGL extension R its generators can be rescaled in such a way that
all scalars κ in Theorem 7.3 become equal to one. This implies a mutation theorem,
proved in Section 11, associated to the elements of ΞN via the sequences of prime
elements from Theorem 8.3.
Throughout this section we will assume that R is a symmetric P-CGL extension of
length N .
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9.1. The leading coefficients of the elements u[i,sm(i)]. Recall (8.18). For i ∈
[1, N ] and m ∈ Z≥0 such that sm(i) ∈ [1, N ], let
π[i,sm(i)] ∈ K∗ and f[i,sm(i)] ∈
sm(i)−1∑
j=i+1
Z≥0 ej ⊂ ZN
be given by
(9.1) lt(u[i,sm(i)]) = π[i,sm(i)]x
f[i,sm(i)] .
Note that π[i,i] = 1 and f[i,i] = 0, because u[i,i] = 1.
From (8.23), we obtain
(9.2)
π[s(i),sm(i)]π[i,sm+1(i)] = π[i,sm(i)]π[s(i),sm+1(i)]
f[s(i),sm(i)] + f[i,sm+1(i)] = f[i,sm(i)] + f[s(i),sm+1(i)]
for i ∈ [1, N ] and m ∈ Z>0 with sm+1(i) ∈ [1, N ]. A quick induction then shows that
(9.3)
π[i,sm(i)] = π[i,s(i)] · · · π[sm−1(i),sm(i)]
f[i,sm(i)] = f[i,s(i)] + · · · + f[sm−1(i),sm(i)]
for i ∈ [1, N ] and m ∈ Z>0 with sm(i) ∈ [1, N ]. Consequently, we have
Lemma 9.1. If π[i,s(i)] = 1 for all i ∈ [1, N ] such that s(i) 6= +∞, then π[i,sm(i)] = 1
for all i ∈ [1, N ] and m ∈ Z≥0 such that sm(i) ∈ [1, N ]. 
9.2. Rescaling of the generators of a symmetric Poisson-CGL extension. For
γ := (γ1, . . . , γN ) ∈ (K∗)N and f := (n1, . . . , nN ) ∈ ZN set
γf := γn11 . . . γ
nN
N ∈ K∗.
Given γ ∈ (K∗)N , one can rescale the generators xj of R,
(9.4) xj 7→ γjxj , ∀j ∈ [1, N ],
by which we mean that one can use γ1x1, . . . , γNxN as a new sequence of generators
and express R as a P-CGL extension of the form
R = K[γ1x1]p[γ2x2;σ2, γ2δ2]p · · · [γNxN ;σN , γNδN ]p.
This change of generators obviously does not effect the H-action and the matrix λ,
but one obtains a new set of elements yk, y[i,sm(i)], u[i,sm(i)] by applying Theorems
5.5, 8.1 and Corollary 8.11 for the new set of generators. (Note that this is not the
same as substituting (9.4) in the formulas for yk and y[i,sm(i)]; those other kind of
transformed elements may not be even prime because (9.4) does not determine an
algebra automorphism.) The uniqueness part of Theorem 8.1 implies that the effect
of (9.4) on the elements y[i,sm(i)] is that they are rescaled by the rule
y[i,sm(i)] 7→ γe[i,sm(i)]y[i,sm(i)] = (γiγs(i) . . . γsm(i))y[i,sm(i)]
for all i ∈ [1, N ], m ∈ Z≥0 such that sm(i) ∈ [1, N ]. Hence, the effect of (9.4) on the
elements u[i,sm(i)] is that they are rescaled by
u[i,sm(i)] 7→ γe[i,sm(i)]+e[s(i),sm−1(i)]u[i,sm(i)] = (γiγ2s(i) . . . γ2sm−1(i)γsm(i))u[i,sm(i)].
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It follows from (9.1) that the effect of (9.4) on the scalars π[i,sm(i)] is that they are
rescaled by
π[i,sm(i)] 7→ γe[i,sm(i)]+e[s(i),sm−1(i)]−f[i,sm(i)]π[i,sm(i)] =
γiγsm(i)γ
2e[s(i),sm−1(i)]−f[i,sm(i)]π[i,sm(i)].
(Note that the rescaling (9.4) has no effect on the integer vector f[i,sm(i)].) This implies
at once the following fact.
Proposition 9.2. Let R be a symmetric CGL extension of length N and rank rk(R).
Then there exist N -tuples γ ∈ (K∗)N such that after the rescaling (9.4) we have
(9.5) π[i,s(i)] = 1, ∀i ∈ [1, N ] such that s(i) 6= +∞.
The set of those N -tuples is parametrized by (K∗)rk(R) and the coordinates γ1, . . . , γN
of all such N -tuples are recursively determined by
γi is arbitrary if p(i) = −∞
and
(9.6) γi = γ
−1
p(i)γ
f[p(i),i]π−1[p(i),i], if p(i) 6= −∞,
where on the right hand side the π-scalars are the ones for the original generators
x1, . . . , xN of R.
Note that the product of the first two terms of the right hand side of (9.6) is a
product of powers of γp(i), . . . , γi−1 since f[p(i),i] ∈ Z≥0ep(i)+1 + · · ·+ Z≥0ei−1.
Example 9.3. In the case of R = O(Mm,n(K)), (8.22) shows that the elements u[i,s(i)]
all have leading coefficient 1, and so no rescaling is needed in this case.
9.3. Mutations in symmetric Poisson-CGL extensions. Continue to let R be a
symmetric P-CGL extension of length N . Let 1 ≤ j ≤ l ≤ N , and recall the definition
(8.17) of the function Oj−. By Corollary 8.10,{
y
[p
O
j
−
(k)
(k),k]
∣∣∣ k ∈ [j, l], s(k) > l}
is a list of the the homogeneous prime elements of R[j,l] up to scalar multiples.
Let i ∈ [1, N ] and m ∈ Z>0 be such that sm(i) ∈ [1, N ], and consider the P-CGL
extension presentation of R[i,sm(i)] associated to the following order of adjoining the
generators:
(9.7) xi+1, . . . , xsm(i)−1, xi, xsm(i).
The intermediate subalgebras for this presentation of R[i,sm(i)] are
R[i+1,i+1], . . . , R[i+1,sm(i)−1], R[i,sm(i)−1], R[i,sm(i)].
We identify Zs
m(i)−i+1 ∼= Zei + · · ·+ Zesm(i) ⊆ ZN , and we define a homomorphism
Y[i,sm(i)] : Z
sm(i)−i+1 → (Fract(R[i,sm(i)]))∗
by setting
(9.8) Y[i,sm(i)](ek) =

y
[p
O
i+1
−
(k)
(k),k]
, if k ∈ [i+ 1, sm(i)− 1]
y[i,sm−1(i)], if k = i
y[i,sm(i)], if k = s
m(i).
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Recall the definition (9.1) of the vectors f[i,sm(i)]. It follows from Corollary 8.11 that
there exists a unique vector
(9.9) g[i,sm(i)] =
∑
{mkek | k ∈ P[i,sm(i)]} ∈ Zs
m(i)−i+1
such that
f[i,sm(i)] =
∑{
mke
[p
O
i+1
−
(k)
(k),k]
∣∣∣ k ∈ P[i,sm(i)]},
where the integers mk are those from Theorems 7.3, 7.4.
Set t := sm(i) − i + 1. As above, we identify Zt with Zei + · · · + Zesm(i), that is,
with the sublattice of ZN with basis ej, j ∈ [i, sm(i)]. Define σ ∈Mt(Z) by
(9.10) σ(ek) :=

e
[p
O
i+1
−
(k)
(k),k]
, if k ∈ [i+ 1, sm(i)− 1]
e[i,sm−1(i)], if k = i
e[i,sm(i)], if k = s
m(i).
for all k ∈ [i, sm(i)]. It is easy to check that
σ is invertible and σ(Zt≥0) ⊆ Zt≥0.
This choice of σ ensures that
(9.11) σ(g[i,sm(i)]) = f[i,sm(i)].
The definition of Y[i,sm(i)] also implies that
(9.12) lt
(
Y[i,sm(i)](ek)
)
= xσ(ek), ∀k ∈ [i, sm(i)].
Lemma 9.4. For all g ∈ Zt≥0,
lt
(
Y[i,sm(i)](g)
)
= xσ(g).
Proof. This is immediate from (9.12), since Y[i,sm(i)] and σ are homomorphisms. 
Theorem 9.5. Let R be a symmetric Poisson-CGL extension of length N . Assume
that the generators x1, . . . , xN of R are normalized so that the condition (9.5) is sat-
isfied. Then for all i ∈ [1, N ] and m ∈ Z>0 such that sm(i) ∈ [1, N ],
(9.13)
y[s(i),sm(i)] =
{
Y[i,s(i)](es(i) − ei) + Y[i,s(i)](g[i,s(i)] − ei), if m = 1
Y[i,sm(i)](esm−1(i) + esm(i) − ei) + Y[i,sm(i)](g[i,sm(i)] − ei), if m > 1.
Proof. Lemma 9.4 and Eq. (9.11) imply
lt
(
Y[i,sm(i)](g[i,sm(i)])
)
= xf[i,sm(i)] .
By Eq. (8.19), u[i,sm(i)] is a scalar multiple of Y[i,sm(i)](g[i,sm(i)]), and so we find that
(9.14) u[i,sm(i)] = Y[i,sm(i)](g[i,sm(i)]),
taking account of (9.5) and Lemma 9.1.
In case m > 1, we observe using (9.14) that
y[s(i),sm(i)] − Y[i,sm(i)](esm−1(i) + esm(i) − ei)
= y[s(i),sm(i)] − y−1[i,sm−1(i)]y[s(i),sm−1(i)]y[i,sm(i)]
= y−1
[i,sm−1(i)]
u[i,sm(i)] = Y[i,sm(i)](g[i,sm(i)] − ei).
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A similar argument shows that
y[s(i),s(i)] − Y[i,s(i)](es(i) − ei) = x−1i u[i,s(i)] = Y[i,s(i)](g[i,s(i)] − ei)
in the case m = 1. 
Remark 9.6. Because of Theorem 8.1, all instances when Theorem 7.4 is applicable
to a symmetric P-CGL extension with respect to the P-CGL extension presentations
associated to the elements of the set ΞN are covered by Theorem 9.5. We refer the
reader to Proposition 11.8 for details.
10. Division properties of mutations between Poisson-CGL extension
presentations
We prove in this section that every symmetric Poisson-CGL extension is equal to
the intersection of appropriate localizations with respect to sets of y-elements. This
plays a key role in Section 11 where we prove that every symmetric P-CGL extension is
a cluster algebra which equals the corresponding upper cluster algebra. In the process,
we introduce auxiliary permutations τ•, for τ ∈ ΞN , which are used to re-order our
sets of cluster variables.
10.1. One-step mutations. In this subsection we describe the intersection of the
localizations of a P-CGL extension R by the two sets of y-elements in the setting of
Theorem 7.2(b).
Assume now that R is a P-CGL extension of length N as in (5.1). Let y1, . . . , yN ∈ R
be the sequence of elements from Theorem 5.5. For all I ⊆ [1, N ], the set
(10.1) EI := K
∗
{∏
j∈I
y
mj
j
∣∣∣∣ mj ∈ Z≥0}
is a multiplicative set in R. Set E := E[1,N ]. We will say that y
m1
1 . . . y
mN
N is a minimal
denominator of a nonzero element v ∈ R[E−1] if
v = y−m11 . . . y
−mN
N s
for some s ∈ R such that yj ∤ s for all j ∈ [1, N ] with mj > 0.
For the rest of this subsection, we assume the setting of Theorem 7.2(b). Then for
all I ′ ⊆ [1, N ], the set
(10.2) E′I′ := K
∗
{∏
j∈I′
(y′j)
mj
∣∣∣∣ mj ∈ Z≥0}
is another multiplicative set in R. Recall from Theorem 7.2(b) that y′j = yj for j 6= k.
Hence, E′I′ = EI′ if k /∈ I ′. Denote E′ := E′[1,N ].
Lemma 10.1. For any distinct j, l ∈ [1, N ], we have yj ∤ yl and yl ∤ yj. Moreover,
yj ∤ y′k and y
′
k ∤ yj for all j ∈ [1, N ].
Proof. If 1 ≤ j < l ≤ N , then yl ∤ yj because yl and yj are elements of Rl with
xl-degrees 1 and 0 respectively. Since yl and yj are prime elements of R, it follows
that yj ∤ yl as well.
On replacing the yj by the y
′
j, we have y
′
j ∤ y
′
l and y
′
l ∤ y
′
j for all j 6= l, which yields
yj ∤ y′k and y
′
k ∤ yj for all j 6= k. Since yk and y′k are elements of Rk+1 with xk+1-degrees
0 and 1 respectively, we conclude as above that y′k ∤ yk and yk ∤ y
′
k. 
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Lemma 10.2. For all I, I ′ ⊆ [1, N ],
(10.3) EI ∩E′I′ = E(I∩I′)\{k} = E′(I∩I′)\{k}.
Proof. Let e ∈ EI ∩ E′I′ , and write
e = β
N∏
j=1
y
mj
j = β
′
N∏
j=1
(y′j)
m′j
for some β, β′ ∈ K∗ and mj,m′j ∈ Z≥0 such that mj = 0 for j /∈ I and m′j = 0 for
j /∈ I ′. Since the yj and y′j are prime elements of R, with yj = y′j for all j 6= k, it
follows from Lemma 10.1 that
mk = m
′
k = 0 and mj = m
′
j, ∀j ∈ [1, N ], j 6= k,
which then implies e ∈ E(I∩I′)\{k} = E′(I∩I′)\{k}. 
The next theorem implies that each nonzero element of R[E−1] has a unique minimal
denominator. It was inspired by [19, Theorem 4.1].
Theorem 10.3. Assume the setting of Theorem 7.2(b). Let
ym11 . . . y
mN
N and y
m′1
1 . . . y
m′
k−1
k−1 (y
′
k)
m′
ky
m′
k+1
k+1 . . . y
m′
N
N
be two minimal denominators of a nonzero element v ∈ R[E−1] ∩ R[(E′)−1] (with
respect to the two different localizations). Then
mk = m
′
k = 0 and mj = m
′
j, ∀j ∈ [1, N ], j 6= k.
In particular,
R[(EI)
−1] ∩R[(E′I′)−1] = R[(EI ∩ E′I′)−1] = R[(E(I∩I′)\{k})−1]
for all I, I ′ ⊆ [1, N ].
Proof. Write
v = y−m11 . . . y
−mN
N s = y
−m′1
1 . . . y
−m′
k−1
k−1 (y
′
k)
−m′
ky
−m′
k+1
k+1 . . . y
−m′N
N s
′
for some nonzero elements s, s′ ∈ R. Then
(10.4) ym11 . . . y
mN
N s
′ = y
m′1
1 . . . y
m′
k−1
k−1 (y
′
k)
m′
ky
m′
k+1
k+1 . . . y
m′
N
N s.
If j ∈ [1, N ]\{k} and mj > 0, then yj ∤ s, so it follows from Lemma 10.1 and the
primeness of yj that mj ≤ m′j. The reverse inequality holds by symmetry, whence
mj = m
′
j.
Equation (10.4) now reduces to ymkk s
′ = (y′k)
m′
ks. Since yk ∤ s if mk > 0, and yk ∤ y′k
(by Lemma 10.1), we must have mk = 0, and similarly m
′
k = 0.
The final statement of the theorem follows. 
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10.2. Permutations τ•. If R is a symmetric P-CGL extension, then for each τ ∈ ΞN
we have a P-CGL extension presentation (6.5) for R and corresponding y-elements by
applying Theorem 5.5 to this presentation. We label these y-elements yτ,1, . . . , yτ,N ;
they will become a set of cluster and frozen variables in our main theorem. In order to
connect these various sets of variables via mutations, we need to permute the order of
each set of variables. This is done by applying a composition of τ and a permutation
τ• ∈
∏
a∈Z Sη−1(a), where η : [1, N ] → Z is a function satisfying the conditions of
Theorem 5.5 for the original P-CGL extension presentation of R. Note that all terms
in the above product are trivial except for the terms coming from the range of η. For
a in the range of η, denote for brevity |a| := |η−1(a)|. Write the set η−1(a) in the form
(10.5) η−1(a) = {τ(k1), . . . , τ(k|a|) | k1 < · · · < k|a|}
and order its elements in ascending order. Define τ• ∈ SN by setting τ•(τ(ki)) to be
equal to the i-th element in the list (for all choices of a and i). In other words,
(τ•) For l ∈ [1, N ], let η−1η(l) = {t1 < · · · < tm} and
i :=
∣∣τ−1η−1η(l) ∩ [1, τ−1(l)]∣∣.
Then τ•(l) := ti.
Thus, for each level set L of η, the permutation τ•τ gives an order-preserving bijection
of τ−1(L) onto L.
The point of applying τ is to match the indexing of the y-elements with that of the
x-elements in (6.5). (Note that the order of the x-elements in (6.5) is xτ(1), . . . , xτ(N).)
The application of τ• then rearranges the η-preimages τ(k1), . . . , τ(k|a|) from (10.5) in
ascending order. This is needed because in the setting of Theorem 7.2(b) the element
yk (not yk+1) gets mutated. Clearly, τ• preserves the level sets of η.
Recall that P (N) = {k ∈ [1, N ] | s(k) = +∞} parametrizes the set of homogeneous
Poisson-prime elements of R, i.e.,
(10.6) {yk | k ∈ P (N)} is a list of the homogeneous Poisson-prime elements of R
up to associates. Define
(10.7) ex := [1, N ] \ P (N) = {k ∈ [1, N ] | s(k) 6= +∞}.
Since |P (N)| = rk(R), the cardinality of this set is |ex| = N − rk(R).
Some properties of the permutations τ•τ are given in the following lemma [29,
Lemma 8.16].
Lemma 10.4. (a) For any τ ∈ ΞN , the permutation (τ•τ)−1 maps ex bijectively onto
the set {k ∈ [1, N ] | sτ (k) 6= +∞}.
(b) Suppose τ, τ ′ ∈ ΞN and τ ′ = τ(k, k + 1) for some k ∈ [1, N − 1]. If ητ(k) =
ητ(k + 1), then τ ′•τ
′ = τ•τ .
(c) Suppose τ, τ ′ ∈ ΞN and τ ′ = τ(k, k + 1) for some k ∈ [1, N − 1]. If ητ(k) 6=
ητ(k + 1), then τ ′•τ
′ = τ•τ(k, k + 1).
(d) Let j ∈ ex. Then there exist τ, τ ′ ∈ ΓN such that τ ′ = τ(k, k + 1) for some
k ∈ [1, N − 1] with ητ(k) = ητ(k + 1) and τ•τ(k) = j.
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10.3. Intersections of localizations. Throughout this subsection, we will assume
that R is a symmetric P-CGL extension of rank N as in Definition 6.1, and we fix a
function η : [1, N ] → Z satisfying the conditions of Theorem 5.5. For each τ ∈ ΞN ,
there is a P-CGL presentation
R = K[xτ(1)][xτ(2);σ
′′
τ(2), δ
′′
τ(2)] · · · [xτ(N);σ′′τ(N), δ′′τ(N)]
as in (6.5). Let pτ and sτ denote the predecessor and successor functions for the level
sets of ητ := ητ , which by Corollary 8.6(b) can be chosen as the η-function for the
presentation (6.5). Let yτ,1, . . . , yτ,N be the corresponding sequence of homogeneous
Poisson-prime elements of R from Theorem 5.5, and denote
Aτ := the K-subalgebra of R generated by {yτ,k | k ∈ [1, N ]}
Tτ := the K-subalgebra of Fract(R) generated by {y±1τ,k | k ∈ [1, N ]}
Eτ := the multiplicative subset of Aτ generated by
K∗ ⊔ {yτ,k | k ∈ [1, N ], sτ (k) 6= +∞}.
By Proposition 5.8, Tτ is a Poisson torus with corresponding Poisson affine space
algebra Aτ .
Recall the subset ΓN of ΞN and its total ordering from (8.7).
Theorem 10.5. Let R be a symmetric Poisson-CGL extension of length N .
(a) Aτ ⊆ R ⊆ Aτ [E−1τ ] ⊆ Tτ ⊆ Fract(R), for all τ ∈ ΞN .
(b) R is generated as a K-algebra by {yτ,k | τ ∈ ΓN , k ∈ [1, N ]}.
(c) R[E−1τ ] = Aτ [E−1τ ], for all τ ∈ ΞN .
(d) R =
⋂
τ∈ΓN
R[E−1τ ] =
⋂
τ∈ΓN
Aτ [E−1τ ].
(e) Let inv be any subset of {k ∈ [1, N ] | s(k) = +∞}. Then
R[y−1k | k ∈ inv] =
⋂
τ∈ΓN
R[E−1τ ][y
−1
k | k ∈ inv].
Proof. (a) The first, third, and fourth inclusions are clear. For the second, it suffices
to show that xτ(k) ∈ Aτ [E−1τ ] for all k ∈ [1, N ], which we do by induction on k. The
case k = 1 is immediate from the fact that xτ(1) = yτ,1.
Now let k ∈ [2, N ]. If pτ (k) = −∞, then xτ(k) = yτ,k ∈ Aτ [E−1τ ]. If pτ (k) = l 6= −∞,
then l < k and yτ,k = yτ,lxτ(k) − cτ,k for some element cτ,k in the K-subalgebra of R
generated by xτ(1), . . . , xτ(k−1). By induction, cτ,k ∈ Aτ [E−1τ ]. Further, yτ,l ∈ Eτ
because sτ (l) = k 6= +∞, and thus
xτ(k) = y
−1
τ,l
(
yτ,k + cτ,k
) ∈ Aτ [E−1τ ]
in this case also.
(b) For each j ∈ [1, N ], we have τj,j ∈ ΓN with τj,j(1) = j, and so yτj,j ,1 = xj. Thus,
in fact, R is generated by {yτ,1 | τ ∈ ΓN}.
(c) This is clear from part (a).
(d) The second equality follows from part (c), and one inclusion of the first equality
is obvious.
Let v ∈ ⋂τ∈ΓN R[E−1τ ] be a nonzero element. For each τ ∈ ΓN , let∏
l∈[1,N ]
y
mτ,l
τ,l
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be a minimal denominator of v with respect to the localization R[E−1τ ], where all
mτ,l ∈ Z≥0 and mτ,l = 0 when sτ (l) = +∞. We first verify the following
Claim. Let τ, τ ′ ∈ ΓN such that τ ′ = τ(k, k + 1) for some k ∈ [1, N − 1].
(1) mτ,(τ•τ)−1(j) = mτ ′,(τ ′•τ ′)−1(j), for all j ∈ [1, N ].
(2) If ητ(k) = ητ(k + 1), then mτ,k = 0.
If ητ(k) = ητ(k + 1), then (1) and (2) follow from Lemma 10.4(b), Theorem 10.3,
and Theorem 7.2(b). If ητ(k) 6= ητ(k + 1), we obtain from Theorem 7.2(a) that
yτ ′,k = yτ,k+1 and yτ ′,k+1 = yτ,k, while yτ ′,l = yτ,l for all l 6= k, k + 1. As a result,
Eτ ′ = Eτ and we see that mτ ′,k = mτ,k+1 and mτ ′,k+1 = mτ,k, while mτ ′,l = mτ,l for
all l 6= k, k + 1. In this case, (1) follows from Lemma 10.4(c).
Since all the permutations in ΓN appear in the chain (8.7), part (1) of the claim
implies that
(10.8) mσ,(σ•σ)−1(j) = mτ,(τ•τ)−1(j), ∀σ, τ ∈ ΓN , j ∈ [1, N ].
For any j ∈ ex, Lemma 10.4(d) shows that there exist τ, τ ′ ∈ ΓN such that τ ′ =
τ(k, k +1) for some k ∈ [1, N − 1] with ητ(k) = ητ(k +1) and τ•τ(k) = j. Part (2) of
the claim above then implies that mτ,(τ•τ)−1(j) = 0. From (10.8), we thus get
mσ,(σ•σ)−1(j) = 0, ∀σ ∈ ΓN , j ∈ ex.
In particular, mid,j = 0 for all j ∈ ex, whence mid,j = 0 for all j ∈ [1, N ] and therefore
v ∈ R, which completes the proof of part (d).
(e) Let v ∈ ⋂τ∈ΓN R[E−1τ ][y−1k | k ∈ inv]. For each τ ∈ ΓN , we can write v as
a fraction with numerator from R[E−1τ ] and denominator from the multiplicative set
Y generated by {yk | k ∈ inv}. Hence, choosing a common denominator, we obtain
y ∈ Y such that vy ∈ R[E−1τ ] for all τ ∈ ΓN . From part (d), we conclude that vy ∈ R,
and thus v ∈ R[y−1k | k ∈ inv], as required. 
11. Symmetric Poisson-CGL extensions and cluster algebras
In this section we prove that every symmetric Poisson-CGL extension possesses a
cluster algebra structure under a mild additional assumption on the scalars λ∗k. The
cluster algebra structure is constructed in an explicit fashion. We furthermore prove
that each of these cluster algebras equals the corresponding upper cluster algebra.
Concerning notation: We continue to use x1, . . . , xN to denote polynomial variables
in P-CGL extensions, and our cluster and frozen variables will be denoted yι for various
indices ι.
11.1. Statement of the main result. Fix a symmetric P-CGL extension R of length
N and rank rk(R) as in §6.1. Recall the map Y : ZN → Fract(R) from (7.16), and
note that Y can be viewed as a group homomorphism from ZN to Fract(R)∗. Set
(11.1) y˜ := (Y (e1), . . . , Y (eN )) = (y1, . . . , yN ) ∈ Fract(R)N ,
and recall from Proposition 5.8 that y˜ is a sequence of algebraically independent el-
ements generating Fract(R) over K. Recall also the skew-symmetric matrices λ,q ∈
MN (K) from Definition 5.1 and (5.18), and the corresponding skew-symmetric bichar-
acters Ωλ, Ωq from Definition 5.1 and (7.19).
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Consider an arbitrary element τ ∈ ΞN ⊂ SN , recall (6.4), and the associated aux-
iliary permutation τ• from §10.2. By Proposition 6.4, we have the P-CGL extension
presentation
(11.2) R = K[xτ(1)]p[xτ(2);σ
′′
τ(2), δ
′′
τ(2)]p · · · [xτ(N);σ′′τ(N), δ′′τ(N)]p
with σ′′
τ(k) = (h
′′
τ(k)·) where h′′τ(k) ∈ H, ∀k ∈ [1, N ] and
h′′τ(k) = hτ(k), δ
′′
τ(k) = δτ(k), if τ(k) = max τ([1, k − 1]) + 1
h′′τ(k) = h
∗
τ(k), δ
′′
τ(k) = δ
∗
τ(k), if τ(k) = min τ([1, k − 1]) − 1.
The λ-matrix of the presentation (11.2) is λτ := τ
−1λτ (where as before we use the
canonical embedding SN →֒ GLN (Z) via permutation matrices). In other words, the
entries of λτ are given by (λτ )lj := λτ(l),τ(j). Let yτ,1, . . . , yτ,N be the sequence of
homogeneous Poisson-prime elements from Theorem 5.5 for the presentation (11.2).
Let qτ ∈MN (K) be the skew-symmetric matrix with entries
(qτ )kj :=
Oτ−(k)∑
l=0
Oτ−(j)∑
m=0
(λτ )plτ (k),pmτ (j), ∀k, j ∈ [1, N ],
where Oτ− denotes the order function corresponding to pτ , and let Ωqτ be the skew-
symmetric bicharacter on ZN obtained from qτ as in (1.5). Then Ωqτ is the skew-
symmetric bicharacter corresponding to Ωq (recall (7.19)) for the presentation (11.2).
Set
rτ := (τ•τ)qτ (τ•τ)
−1,
and let Ωrτ be the skew-symmetric bicharacter on Z
N obtained from rτ as in (1.5).
Finally, define group homomorphisms Yτ , Y˜τ : ZN → Fract(R)∗ such that
(11.3) Yτ (ek) := yτ,k and Y˜τ (ek) := yτ,(τ•τ)−1(k), ∀k ∈ [1, N ],
and set
(11.4) y˜τ := (Y˜τ (e1), . . . , Y˜τ (eN )) = (yτ,(τ•τ)−1(1), . . . , yτ,(τ•τ)−1(N)) ∈ Fract(R)N .
It follows from Theorem 10.5(a) that y˜τ is a sequence of algebraically independent
elements generating Fract(R) over K. Since id• = id, we have Y˜id = Y and y˜id = y˜,
as well as rid = qid = q.
For a subset X ⊆ ex, by an N ×X matrix we will mean a matrix of size N × |X|
whose columns are indexed by the set X. The set of such matrices with integral entries
will be denoted by MN×X(Z).
The next theorem contains the main result of the paper.
Theorem 11.1. Let R be a symmetric Poisson-CGL extension of length N and rank
rk(R) as in Definition 6.1. Define ex ⊂ [1, N ] by (10.7). Assume also that there exist
positive integers di, i ∈ range(η) such that
(11.5) dη(j)λ
∗
l = dη(l)λ
∗
j , ∀j, l ∈ ex,
recall the equality (8.11). Let the sequence of generators x1, . . . , xN of R be normalized
(rescaled) so that (9.5) is satisfied (recall Proposition 9.2).
Then the following hold:
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(a) For all τ ∈ ΞN (see (6.4)) and l ∈ ex, there exists a unique vector blτ ∈ ZN such
that χ
Y˜τ (blτ )
= 0 and
(11.6) Ωrτ (b
l
τ , ej) = 0, ∀j ∈ [1, N ], j 6= l and Ωrτ (blτ , el) = λ∗l .
Denote by B˜τ ∈MN×ex(Z) the matrix with columns blτ , l ∈ ex. Let B˜ := B˜id.
(b) For all τ ∈ ΞN , the pair (y˜τ , B˜τ ) is a seed for Fract(R) and (rτ , B˜τ ) is a
compatible pair. The principal part of B˜τ is skew-symmetrizable via the integers dη(k),
k ∈ ex.
(c) All seeds as in (b) are mutation-equivalent to each other. More precisely, they
are linked by the following one-step mutations. Let τ, τ ′ ∈ ΞN be such that
τ ′ = (τ(k), τ(k + 1))τ = τ(k, k + 1)
for some k ∈ [1, N − 1]. If η(τ(k)) 6= η(τ(k + 1)), then (y˜τ ′ , B˜τ ′) = (y˜τ , B˜τ ). If
η(τ(k)) = η(τ(k + 1)), then (y˜τ ′ , B˜τ ′) = µk•(y˜τ , B˜τ ), where k• = τ•τ(k).
(d) We have the following equality between the P-CGL extension R and the cluster
and upper cluster algebras associated to (y˜, B˜):
R = A(y˜, B˜)K = U(y˜, B˜,∅)K.
In particular, A(y˜, B˜)K is affine and noetherian, and more precisely A(y˜, B˜)K is gen-
erated by the cluster and frozen variables in the seeds parametrized by the subset ΓN
of ΞN , recall (8.7).
(e) The cluster algebra structure on R = A(y˜, B˜)K is compatible with the given
Poisson structure on R. Namely, the N -tuple of variables in any seed of Fract(R)
mutation-equivalent to (x˜, B˜) is log-canonical. In particular, for each τ ∈ ΞN , the
variables Y˜τ (ei) in the seed (y˜τ , B˜τ ) satisfy
{Y˜τ (el), Y˜τ (ej)} = Ωrτ (el, ej)Y˜τ (el)Y˜τ (ej), ∀l, j ∈ [1, N ].
(f) Let inv be any subset of the set P (N) of frozen indices, cf. (10.6). Then
R[y−1k | k ∈ inv] = A(y˜, B˜, inv)K = U(y˜, B˜, inv)K.
Moreover, this cluster algebra structure is compatible with the given Poisson structure
on R[y−1k | k ∈ inv].
Theorem 11.1 is proved in §11.5–11.7. The strategy of the proof is summarized in
§11.4. In §11.2 we derive an explicit formula for the cluster variables of the seeds that
appear in the statement of Theorem 11.1.
Example 11.2. Let R = O(Mm,n(K)) with the Poisson-CGL extension presentation
as in Example 5.3. Define η for R as in Example 5.6 and ex as in (10.7). Then
ex = {(r − 1)n+ c | r ∈ [1,m− 1], c ∈ [1, n − 1]}.
As shown in Example 6.2, the P-CGL extension presentation of R is symmetric, and
all λ∗j = 2. Hence, (11.5) is trivially satisfied with di := 1 for all i ∈ range(η). Finally,
Example 9.3 shows that condition (9.5) holds.
Therefore all hypotheses of Theorem 11.1 are satisfied, and the theorem yields a
cluster algebra structure on R compatible with the given Poisson structure. The
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initial mutation matrix B˜ = (bij) for R is easily computed:
b(r−1)n+c, (r′−1)n+c′ =

±1, if r = r′, c′ = c± 1
or c = c′, r′ = r ± 1
or r = r′ ± 1, c = c′ ± 1,
0, otherwise
∀r, r′ ∈ [1,m], c, c′ ∈ [1, n].
From Theorem 11.1(f), we also get Poisson-compatible cluster algebra structures
on coordinate rings of various open subvarieties of Mm,n defined by non-vanishing of
certain minors. For instance, assume m ≤ n, choose
inv = {rn | r ∈ [1,m]} ⊔ {(m− 1)n + c | c ∈ [1,m]},
and let R′ := R[y−1k | k ∈ inv]. From Example 5.6,
yrn = ∆[1,r],[n+1−r,n] (r ∈ [1,m]), y(m−1)n+c = ∆[m+1−c,m],[1,c] (c ∈ [1,m]).
It follows that R′ is the coordinate ring of the generalized double Bruhat cell
B+mw1B
+
n ∩B−mw2B−n
in Mm,n, where B
±
k are the standard Borel subgroups of GLk(K) and w1, w2 are the
partial permutation matrices
w1 :=
[
wm◦ 0m,n−m
]
, w2 :=
[
0m,n−m w
m
◦
]
with wm◦ the (matrix of the) longest element of Sm. To see that
B+mw1B
+
n ∩B−mw2B−n = {p ∈Mm,n | ∆[1,r],[n+1−r,n](p) 6= 0, ∀r ∈ [1,m]
and ∆[m+1−c,m],[1,c](p) 6= 0, ∀c ∈ [1,m]},
one can use [6, Proposition 4.1].
Remark 11.3. The property (11.5) requires that for any particular j0 ∈ ex, all the
scalars λ∗l for l ∈ ex are positive integer multiples of λ∗j0/dη(j0). Conversely, if there is
some λ∗0 ∈ K∗ such that λ∗l ∈ Z>0 λ∗0 for all l ∈ ex, then (11.5) is satisfied by choosing
dη(l) := λ
∗
l /λ
∗
0 for l ∈ ex, which we can do because λ∗k = λ∗l for all k, l ∈ ex with
η(k) = η(l) (Proposition 8.8). This holds, of course, if all λ∗l ∈ Q>0, which is the case
for many P-CGL extensions, such as semiclassical limits of standard uniparameter
quantum algebras.
Examples in which non-integer scalars appear among the λ∗k include semiclassical
limits of multiparameter quantum symplectic and euclidean spaces (e.g., see [25, §§2.4,
2.5]). For instance, there are symmetric P-CGL extensions (from [25, §2.4], rewritten
in symmetric form) in which N = 2n and ex = [1, n − 1] for an integer n ≥ 2, and
λ∗1, . . . , λ
∗
n−1 are arbitrary nonzero scalars. When n ≥ 3 and λ∗2/λ∗1 /∈ Q>0, property
(11.5) fails.
Remark 11.4. For applications, it is useful to determine the exchange matrix B˜
before the generators xk have been rescaled to satisfy (9.5). This is possible because
the rescaling does not change B˜, as we next note.
Assume R is a symmetric P-CGL extension satisfying all the hypotheses of Theorem
11.1 except (9.5). Let the elements yk and the map Y = Y˜id be as above. Now
suppose that we rescale the xk according to Proposition 9.2, say with new generators
x′1, . . . , x
′
N , to make (9.5) hold. Build new y-elements from Theorem 5.5 with respect
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to these generators, and call them y′1, . . . , y
′
N . Each y
′
k is a scalar multiple of yk. Since
the scalars λkj and qkj do not change, neither do the bicharacters Ωλ and Ωq. Define
Y ′ analogously to Y , using the y′k in place of the yk. For any vector b ∈ ZN , the
element Y ′(b) is a scalar multiple of Y (b), and thus χY ′(b) = χY (b). Finally, the same
elements hk, h
∗
k ∈ h which enter into the symmetric P-CGL conditions for the original
generators are used with respect to the new generators, which means that the scalars
λk and λ
∗
k do not change under the rescaling.
Thus, the conditions in Theorem 11.1(a) which uniquely determine the columns of
B˜ = B˜id are the same before and after rescaling. Therefore B˜ does not change under
the rescaling.
11.2. Cluster and frozen variables. The next result gives an explicit formula for
the cluster and frozen variables that appear in Theorem 11.1.
Proposition 11.5. Assume the setting of Theorem 11.1.
(a) For τ ∈ ΞN and k ∈ [1, N ],
Y˜τ (ek) =
{
y
[pO−(k)(τ−1• (k)), τ
−1
• (k)]
(if τ−1• (k) ≥ τ(1))
y
[τ−1• (k), s
O−(k)(τ−1• (k))]
(if τ−1• (k) ≤ τ(1)),
where the predecessor and successor functions are computed with respect to the original
P-CGL extension presentation (5.1) of R.
(b) The cluster and frozen variables appearing in the tuples y˜τ for τ in ΞN or in
ΓN are exactly the homogeneous Poisson-prime elements y[i,j]. More precisely,
{Y˜τ (ek) | τ ∈ ΞN , k ∈ [1, N ]} = {Y˜τ (ek) | τ ∈ ΓN , k ∈ [1, N ]}
= {y[i,j] | 1 ≤ i ≤ j ≤ N, η(i) = η(j)}.
Remark 11.6. Theorem 11.1(d) and Proposition 11.5 imply that the cluster algebra
R = A(y˜, B˜)K coincides with the subalgebra of Fract(R) generated by the cluster and
frozen variables from the (finite) set of seeds {(y˜τ , B˜τ ) | τ ∈ ΓN}.
Proof of Proposition 11.5. (a) Recall that Y˜τ (ek) = yτ,(τ•τ)−1(k). Set m := O−(k) and
m+ := O+(k), and let L := η
−1(η(k)) be the level set of η containing k. Then
L = {pm(k) < pm−1(k) < · · · < k < s(k) < · · · < sm+(k)}.
Now set k′ := (τ•τ)
−1(k); then τ(k′) = τ−1• (k). Since (τ•τ)
−1 restricts to an order-
preserving bijection of L onto the level set τ−1(L) of ητ , we see that
τ−1(L) = {pmτ (k′) < · · · < k′ < sτ (k′) < · · · < sm+τ (k′)}.
Consequently,
(11.7) m+ 1 =
∣∣{j′ ∈ [1, k′] | ητ (j′) = ητ (k′)}∣∣ = ∣∣{j ∈ τ([1, k′]) | η(j) = η(τ(k′))}∣∣.
If τ(k′) ≥ τ(1), then τ([1, k′]) = [τ(i′), τ(k′)] for some i′ ∈ [1, k′], and it follows from
(11.7) that m = max{n ∈ Z≥0 | pn(τ(k′)) ∈ τ([1, k′])}. Theorem 8.3 then shows that
Y˜τ (ek) = yτ,k′ = y[pm(τ(k′)),τ(k′)] = y[pO−(k)(τ−1• (k)), τ−1• (k)]
in this case. The case when τ(k′) ≤ τ(1) follows similarly.
(b) The first two of the displayed sets are contained in the third by part (a), and the
second is contained in the first a priori. It remains to show that the third is contained
in the second.
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Thus, let 1 ≤ i ≤ j ≤ N with η(i) = η(j). Then i = pm(j) where
m = max{n ∈ Z≥0 | pn(j) ∈ [i, j]}.
Set k′ := j − i+ 1, and choose τ ∈ ΓN as follows:
τ =
{
τ1,1 = id (if i = 1)
τi−1,j = [i, . . . , j, i − 1, j + 1, . . . , N, i− 1, . . . , 1] (if i > 1).
Then τ(1) = i ≤ j = τ(k′) and τ([1, k′]) = [i, j]. Consequently,
m = max{n ∈ Z≥0 | pn(τ(k′)) ∈ τ([1, k′])},
and Theorem 8.3 shows that
yτ,k′ = y[pm(τ(k′)),τ(k′)] = y[i,j].
Therefore y[i,j] = yτ,(τ•τ)−1(k) = Y˜τ (ek) where k := τ•τ(k
′). 
Example 11.7. Let R = O(Mm,n(K)) have the Poisson-compatible cluster algebra
structure from Theorem 11.1 as in Example 11.2. Proposition 11.5 and Example 8.2
show that the cluster and frozen variables appearing in Theorem 11.1 are exactly the
solid minors within [1,m] × [1, n]. For if l ∈ Z≥0 and r, r + l ∈ [1,m], c, c + l ∈ [1, n],
then
∆[r,r+l],[c,c+l] = y[i,sl(i)], where i = (r − 1)n+ c
(recall Example 8.2), and the y[i,sl(i)] are exactly the cluster and frozen variables Y˜τ (ek)
for τ ∈ ΞN and k ∈ [1, N ].
11.3. Auxiliary results. In this subsection we establish two results that will be
needed for the proof of Theorem 11.1. The first one uses Theorems 9.5 and 8.3 to
construct mutations between pairs of the tuples y˜τ for τ ∈ ΞN . The corresponding
mutations of seeds (Theorem 11.1(c)) are constructed in §11.5–11.6.
For g =
∑
j gjej ∈ ZN set
supp(g) := {j ∈ [1, N ] | gj 6= 0}.
Proposition 11.8. Let R be a symmetric Poisson-CGL extension of length N . As-
sume that the generators of R are rescaled so that the condition (9.5) is satisfied.
Let τ, τ ′ ∈ ΞN be such that
τ ′ = (τ(k), τ(k + 1))τ = τ(k, k + 1)
for some k ∈ [1, N − 1] such that τ(k) < τ(k + 1).
(a) If η(τ(k)) 6= η(τ(k + 1)), then rτ ′ = rτ and Y˜τ ′ = Y˜τ .
(b) Let η(τ(k)) = η(τ(k + 1)), and set k• := τ•τ(k). Then k• = τ
′
•τ
′(k) and
(11.8) Y˜τ ′(ej) =
{
Y˜τ (ej), if j 6= k•
Y˜τ (ep(k•) + es(k•) − ek•) + Y˜τ (g − ek•), if j = k•
for some g ∈ ZN≥0 such that supp(g) ∩ η−1η(k•) = ∅ and | supp(g) ∩ η−1(a)| ≤ 1 for
all a ∈ Z. Furthermore, the vector ep(k•) + es(k•) − g ∈ ZN satisfies the identities
Ωrτ (ep(k•) + es(k•) − g, ej) = 0, ∀j 6= k•,(11.9)
Ωrτ (ep(k•) + es(k•) − g, ek•) = λ∗k• ,(11.10)
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and
(11.11) χ
Y˜τ (ep(k•)+es(k•)−g)
= 0.
Note that the condition τ(k) < τ(k + 1) is not essential since, if τ(k) > τ(k + 1)
and all other conditions are satisfied, then one can interchange the roles of τ and τ ′.
Proof. (a) That Y˜τ ′ = Y˜τ follows from Theorem 7.2(a) applied to the P-CGL extension
presentation (11.2) of R associated to τ , using that τ ′•τ
′ = τ•τ(k, k + 1) (Lemma
10.4(c)). Now
λτ ′ = (τ
′)−1λτ ′ = (k, k + 1)τ−1λτ(k, k + 1) = (k, k + 1)λτ (k, k + 1),
from which it follows that qτ ′ = (k, k + 1)qτ (k, k + 1). Using τ
′
•τ
′ = τ•τ(k, k + 1)
again, we conclude that
rτ ′ = (τ
′
•τ
′)qτ ′(τ
′
•τ
′)−1 = (τ ′•τ
′)(k, k + 1)qτ (k, k + 1)(τ
′
•τ
′)−1 = (τ•τ)qτ (τ•τ)
−1 = rτ .
(b) In this case, τ ′•τ
′ = τ•τ by Lemma 10.4(b). Since τ([1, j]) is an interval for all
j ≤ k + 1 and τ(k) < τ(k + 1), we have τ ′([1, k + 1]) = τ([1, k + 1]) = [τ(i), τ(k + 1)]
and τ([1, k]) = [τ(i), τ(k + 1)− 1] for some i ∈ [1, k]. On the other hand, the set
τ ′([1, k]) = τ ′([1, k + 1]) \ {τ ′(k + 1)} = τ([1, k + 1]) \ {τ(k)}
must be also an interval, so τ(k) = τ(i) and i = k. Therefore,
(11.12) τ ′([1, k + 1]) = τ([1, k + 1]) = [τ(k), τ(k + 1)],
τ([1, k]) = [τ(k), τ(k + 1)− 1] and τ ′([1, k]) = [τ(k) + 1, τ(k + 1)].
This implies that
τ(k + 1) = sm(τ(k)) for some m ∈ Z>0
and
(11.13) η−1(ητ(k)) ∩ τ([1, k + 1]) = {τ(k), s(τ(k)), . . . , sm(τ(k)) = τ(k + 1)}.
From the assumption η(τ(k)) = η(τ(k + 1)) and the fact that τ(j) = τ ′(j) for j 6=
k, k + 1 we infer
τ−1η−1(ητ(k)) = (τ ′)−1η−1(ητ(k)).
By the definition of the permutations τ• and τ
′
•,
k• = τ•τ(k) = τ
′
•τ
′(k) = sm−1(τ(k)).
From Theorem 7.4(b) we have yτ ′,l = yτ,l for l 6= k. Eq. (11.8) for j 6= k• follows
from this.
The identities in (11.12) and Theorem 8.3 give
yτ,k = y[τ(k),sm−1(τ(k))], yτ,k+1 = y[τ(k),sm(τ(k))], yτ ′,k = y[s(τ(k)),sm(τ(k))].(11.14)
Recall the definition of the maps Y[i,sm(i)] from (9.8). We will construct an isomorphism
w˙ from Zk+1 to Zeτ(k) + · · · + Zesm(τ(k)) such that Y[τ(k),sm(τ(k))]w˙ and Yτ agree on
suitable ej .
Recall the definition of the set P[τ(k),sm(τ(k))] from (8.20), set
A := η(P[τ(k),sm(τ(k))]) = η(τ([1, k + 1])) \ {η(τ(k))}
Q := {j ∈ [1, k − 1] | η(τ(j)) 6= η(τ(l)), ∀l ∈ [j + 1, k + 1]},
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and note that ητ restricts to a bijection of Q onto A. Thus,
(11.15) |Q| = |A| = |P[τ(k),sm(τ(k))]|.
The definition of Q also ensures that
(11.16) {t ∈ [τ(k), sm(τ(k))] | η(t) = η(τ(j))} ⊆ τ([1, j]), ∀j ∈ Q.
If j ∈ Q and τ(j) ≥ τ(1), then τ([1, j]) = [τ(ij), τ(j)] for some ij ∈ [1, j], and we
observe that τ(j) ∈ P[τ(k),sm(τ(k))]. Moreover, the integer mj corresponding to j in
Theorem 8.3 equals O
τ(k)+1
− (τ(j)), and hence we obtain
(11.17) yτ,j = y[pmj (τ(j)),τ(j)] = Y[τ(k),sm(τ(k))](eτ(j)), ∀j ∈ Q with τ(j) ≥ τ(1).
On the other hand, if τ(j) < τ(1), then τ([1, j]) = [τ(j), τ(ij)] for some ij ∈ [1, j − 1].
Let mj denote the integer corresponding to j in Theorem 8.3, and observe that
smj (τ(j)) = τ(j−) ∈ P[τ(k),sm(τ(k))] for some j− ∈ [1, j]. Moreover, mj = Oτ(k)+1− (τ(j−)),
and so
(11.18) yτ,j = y[pmj (τ(j−),τ(j−)] = Y[τ(k),sm(τ(k))](eτ(j−)), ∀j ∈ Q with τ(j) < τ(1).
Note also that since ητ(j−) = ητ(j) and ητ |Q is injective, τ(j−) 6= τ(i−) for all
i ∈ Q \ {j} with τ(i) < τ(1), while τ(j−) 6= τ(i) for all i ∈ Q \ {j} with τ(i) ≥ τ(1).
In case m > 1, we set
t := max(τ−1{s(τ(k)), . . . , sm−1(τ(k))})
= max{j ∈ [1, k − 1] | η(τ(j)) = η(τ(k))} = pτ (k)
(see (11.13)). Then either τ(t) = sm−1(τ(k)) or τ(t) = s(τ(k)), and Theorem 8.3
yields
(11.19) yτ,t = y[s(τ(k)),sm−1(τ(k))] = Y[τ(k),sm(τ(k))](esm−1(τ(k))), if m > 1.
Now choose a bijection w : [1, k + 1]→ [τ(k), sm(τ(k))] such that
w(k + 1) = sm(τ(k))
w(k) = τ(k)
w(t) = sm−1(τ(k)), if m > 1
w(j) = τ(j), ∀j ∈ Q with τ(j) ≥ τ(1)
w(j) = τ(j−), ∀j ∈ Q with τ(j) < τ(1),
and let w˙ denote the isomorphism fron Zk+1 onto
∑sm(τ(k))
i=τ(k) Zei such that w˙(ej) = ew(j)
for j ∈ [1, k + 1]. In particular, ηw(j) = ητ(j) for j ∈ Q, so ηw|Q is injective. By
construction, w(Q) ⊆ P[τ(k),sm(τ(k))], and so we conclude from (11.15) that
(11.20) w|Q : Q −→ P[τ(k),sm(τ(k))] is a bijection.
Combining Eqs. (11.14) and (11.17)–(11.19) with the definition of w, we see that
(11.21) Yτ (ej) = yτ,j = Y[τ(k),sm(τ(k))]w˙(ej),
{
∀j ∈ Q ∪ {t, k, k + 1} (m > 1)
∀j ∈ Q ∪ {k, k + 1} (m = 1).
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The next step is to apply Theorem 9.5. We do the case m > 1 and leave the case
m = 1 to the reader. (In the latter case, p(k•) = −∞ and ep(k•) = 0.) Observe that
(11.21) implies that
(11.22) Yτ (f) = Y[τ(k),sm(τ(k))]w˙(f), ∀f ∈ ZN with supp(f) ⊆ Q ∪ {t, k, k + 1}.
Thus, taking account of (11.14), (11.20), and (11.21), Theorem 9.5 implies that
yτ ′,k = Yτ (et + ek+1 − ek) + Yτ (g′ − ek),
where g′ := w˙−1(g[τ(k),sm(τ(k))]), recall (9.9). Since
supp(g[τ(k),sm(τ(k))]) ⊆ P[τ(k),sm(τ(k))] = w(Q),
we have supp(g′) ⊆ Q. By the definition of τ• and Eq. (11.13),
τ•τ(t) = τ•τ(pτ (k)) = p(k•) and τ•τ(k + 1) = s(k•).
Therefore,
Y˜τ ′(ek•) = Yτ ′(ek) = yτ ′,k = Y˜τ (ep(k•) + es(k•) − ek•) + Y˜τ (τ•τ(g′)− ek•),
which implies the validity of (11.8) for j = k•, where g := τ•τ(g
′).
Finally, the identities (11.9)–(11.10) follow from Theorem 7.5 (applied to the P-CGL
presentation (11.2)), the definition of rτ , and the fact that Rτ,k+1 = R[τ(k),sm(τ(k))],
see (11.12). We note that η(k•) = η(τ(k)) and s(τ(k)) 6= +∞, s(k•) 6= +∞, which
follow from the definition of τ• and Eq. (11.13). Because of this and Proposition 8.8,
λ∗
τ ′(k+1) = λ
∗
τ(k) = λ
∗
k•
. The identity (11.11) follows from the fact that yτ,j and yτ ′,j
are H-eigenvectors for all j ∈ [1, N ] and Eq. (11.8). 
Our second auxiliary result relies on a strong rationality property analogous to [5,
Theorem II.6.4]. Given a ring A equipped with an action of a group H by automor-
phisms, we write AH for the fixed subring {a ∈ A | h · a = a for all h ∈ H}.
Theorem 11.9. Let R be a Poisson-CGL extension of length N , and P an H-Poisson-
prime ideal of R. Then
(11.23) Zp(FractR/P )
H = K.
Proof. We induct on N , the case N = 0 (when R = K) being trivial. Now let N > 0,
and assume the theorem holds for RN−1.
The contraction Q := P ∩RN−1 is an H-Poisson-prime ideal of RN−1 and is stable
under σN and δN . Hence, R/QR is a Poisson polynomial ring of the form
R/QR = (RN−1/Q)[xN ;σN , δN ]p,
where we have omitted overbars on cosets and induced maps. Let S be the localization
of RN−1/Q with respect to the set of all H-eigenvectors in RN−1/Q, and note that S
has no nonzero proper H-stable ideals. The induced action of H on RN−1/Q extends
to a Poisson action on S, and since FractRN−1/Q = FractS, our induction hypothesis
implies that
Zp(Fract S)
H = K.
Our choice of S ensures that the H-action on S is rational. There are unique
extensions of σN and δN to a Poisson derivation σN on S and a Poisson σN -derivation
δN on S. The differential of the H-action gives an action of LieH on S, the action of
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(hN ·) on S extends that on RN−1/Q, and (hN ·) = σN on S. Finally, R/QR extends
to a Poisson polynomial ring
R̂ := S[xN ;σN , δN ]p,
and the H-action on R/QR extends to a rational Poisson action on R̂. The ideal
P/QR induces an H-Poisson-prime ideal P̂ of R̂ and there is an H-equivariant Poisson
isomorphism Fract R̂/P̂ ∼= FractR/P , so it suffices to prove that
(11.24) Zp(Fract R̂/P̂ )
H = K.
There are two situations to consider, depending on whether R̂ has any proper
nonzero H-stable Poisson ideals. Assume first that it does not; in particular, P̂ = 0.
Consider a nonzero element u ∈ Zp(Fract R̂)H, set I := {r ∈ R̂ | ru ∈ R̂}, and
observe that I is a nonzeroH-stable Poisson ideal of R̂. Our current assumption implies
I = R̂, whence u ∈ R̂. Similarly, u−1 ∈ R̂, forcing u ∈ S. Thus, u ∈ Zp(Fract S)H = K.
Now assume that R̂ does have proper nonzero H-stable Poisson ideals. As in the
proof of [25, Proposition 1.2], δN is an inner Poisson σN -derivation of S, implemented
by a homogeneous element d ∈ S with χd = χxN , and the only H-Poisson-prime
ideals of R̂ are 0 and zR̂, where z := xN − d. Moreover, R̂ = S[z;σN ]p. There is an
H-equivariant Poisson isomorphism R̂/zR̂ ∼= S, and so Zp(Fract R̂/zR̂)H = K. This
establishes (11.24) when P̂ = zR̂.
The case P̂ = 0 remains. Consider a nonzero element u ∈ Zp(Fract R̂)H. As above,
I := {r ∈ R̂ | ru ∈ R̂} is a nonzero H-stable Poisson ideal of R̂. If I 6= R̂, any prime
ideal minimal over I is an H-Poisson-prime ideal (Lemma 4.3) and so must equal zR̂,
in which case
√
I = zR̂. Whether or not I = R̂, it follows that zn ∈ I for some n ≥ 0.
Hence, u = vz−n for some homogeneous element v ∈ R̂. Note that {z, u} = 0 implies
{z, v} = 0. Write v = v0 + v1z + · · · + vtzt for some vi ∈ S. Now
0 = {z, v} = {z, v0}+ {z, v1}z + · · ·+ {z, vt}zt
= σN (v0)z + σN (v1)z
2 + · · ·+ σN (vt)zt+1,
whence hN ·vi = σN (vi) = 0 for i ∈ [0, t]. Then, since v = uzn and hN ·u = 0 by (2.9),
we get
nλNv = hN · v = λNv1z + · · ·+ tλNvtzt.
Since λN 6= 0, it follows that vi = 0 for all i 6= n, and so u = vn ∈ S. Therefore
u ∈ Zp(Fract S)H = K, yielding (11.24) in the case P̂ = 0. 
The next lemma proves uniqueness of integral vectors satisfying bilinear identities
of the form (11.9)–(11.10).
For τ ∈ ΞN , applying (7.20) to the P-CGL extension (11.2) yields
{Yτ (f), Yτ (g)} = Ωqτ (f, g)Yτ (f)Yτ (g), ∀f, g ∈ ZN ,
and consequently
(11.25) {Y˜τ (f), Y˜τ (g)} = Ωrτ (f, g)Y˜τ (f)Y˜τ (g), ∀f, g ∈ ZN .
Lemma 11.10. Assume that R is a symmetric P-CGL extension of length N . For
any τ ∈ ΞN , θ ∈ X(H), and ξ1, . . . , ξN ∈ K, there exists at most one vector b ∈ ZN
such that χ
Y˜τ (b)
= θ and Ωrτ (b, ej) = ξj for all j ∈ [1, N ].
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Proof. Let b1, b2 ∈ ZN be such that χY˜τ (b1) = χY˜τ (b2) = θ and Ωrτ (b1, ej) = Ωrτ (b2, ej)
= ξj for all j ∈ [1, N ]. Taking account of (11.25), we find that
{Y˜τ (b1 − b2), Y˜τ (ej)} = 0, ∀j ∈ [1, N ].
This implies that Y˜τ (b1 − b2) belongs to the Poisson center of FractR, because by
Theorem 10.5(a), Y˜τ (e1), . . . , Y˜τ (eN ) generate the field FractR over K. Furthermore,
χ
Y˜τ (b1−b2)
= 0,
so that Y˜τ (b1−b2) is fixed byH. By Theorem 11.9, Y˜τ (b1−b2) ∈ K. This is only possible
if b1 = b2, because Y˜τ (e1), . . . , Y˜τ (eN ) are algebraically independent over K. 
11.4. An overview of the proof of Theorem 11.1. In this subsection we give a
summary of the strategy of our proof of Theorem 11.1.
In §11.1 we constructed N -tuples y˜τ ∈ Fract(R)N associated to the elements of
the set ΞN . In order to extend them to seeds of Fract(R), one needs to construct a
compatible matrix B˜τ ∈ MN×ex(Z) for each of them. This will be first done for the
subset ΓN of ΞN in an iterative fashion with respect to the linear ordering (8.7). If τ
and τ ′ are two consecutive elements of ΓN in that linear ordering, then τ
′ = τ(k, k+1)
for some k ∈ [1, N−1] such that τ(k) < τ(k+1). If η(τ(k)) 6= η(τ(k+1)) then y˜τ ′ = y˜τ
by Proposition 11.8(a) and nothing happens at that step. If η(τ(k)) = η(τ(k+1)), then
we use Proposition 11.8(b) to construct bk•τ and b
k•
τ ′ where k• := (τ•τ)(k). Up to ± sign
these vectors are equal to ep(k•)+es(k•)−g, where g ∈ ZN≥0 is the vector from Proposition
11.8(b). Then we use “reverse” mutation to construct bk•σ for σ ∈ ΓN , σ ≺ τ in the
linear order (8.7). Effectively this amounts to starting with a cluster algebra in which
all variables are frozen and then recursively adding more exchangeable variables.
There are two things that can go wrong with this. Firstly, the reverse mutations
from different stages might not be synchronized. Secondly, there are many pairs of
consecutive elements τ, τ ′ for which k• is the same. So we need to prove that b
k•
σ is
not overdetermined. We use strong rationality of P-CGL extensions to handle both
via Lemma 11.10. This part of the proof (of parts (a) and (b) of Theorem 11.1) is
carried out in §11.5.
Once B˜id is (fully) constructed then the B˜τ are constructed inductively by applying
Proposition 11.8 and using the sequences of elements of ΞN from Corollary 8.6(a). At
each step Lemma 11.10 is applied to match columns of mutation matrices. This proves
parts (a) and (b) of Theorem 11.1. Part (c) of the theorem is obtained in a somewhat
similar manner from Proposition 11.8. This is done in §11.6. Once parts (a)–(c) have
been proved, we will obtain the algebra equalities in parts (d) and (f) of Theorem 11.1
from Theorem 10.5 and the Poisson-compatibility statements in parts (e) and (f) from
Theorem 3.17 and Proposition 3.16. This is done in §11.7.
11.5. Recursive construction of seeds for τ ∈ ΓN . Recall the linear ordering (8.7)
on ΓN ⊂ ΞN . We start by constructing a chain of subsets exτ ⊆ ex indexed by the
elements of ΓN such that
exid = ∅, exw◦ = ex and exσ ⊆ exτ , ∀σ, τ ∈ ΓN , σ ≺ τ.
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This is constructed inductively by starting with exid = ∅. If τ ≺ τ ′ are two consecutive
elements in the linear ordering, then for some 1 ≤ i < j ≤ N ,
τ = τi,j−1 and τ
′ = τi,j
(recall (8.6) and the equalities in (8.7)). Assuming that exτ has been constructed, we
define
exτ ′ :=
{
exτ ∪ {p(j)}, if p(i) = −∞, η(i) = η(j)
exτ , otherwise.
It is clear that this process ends with exw◦ = ex.
The following lemma provides an inductive procedure for establishing parts (a) and
(b) of Theorem 11.1 for τ ∈ ΓN . In the proof, we allow seeds whose exchange matrices
are empty.
Lemma 11.11. Assume that R is a symmetric P-CGL extension of length N satisfying
(11.5). Assume also that the generators of R are rescaled so that the condition (9.5)
is satisfied.
Let τ ∈ ΓN . For all σ ∈ ΓN with σ  τ , there exists a unique matrix B˜σ,τ in
MN×exτ (Z) whose columns b
l
σ,τ ∈ ZN satisfy
(11.26)
χ
Y˜σ(blσ,τ )
= 0, Ωrσ(b
l
σ,τ , ej) = 0, ∀j ∈ [1, N ], j 6= l and Ωrσ(blσ,τ , el) = λ∗l
for all l ∈ exτ . The matrix B˜σ,τ has full rank, and its principal part is skew-
symmetrizable via the integers dη(k), k ∈ exτ . Moreover, (rσ, B˜σ,τ ) is a compatible
pair, for all σ  τ .
Proof. The uniqueness statement follows at once from Lemma 11.10. If a matrix B˜σ,τ
with the properties (11.26) exists, then, in view of (3.10), (rσ, B˜σ,τ ) is a compatible
pair. The scalars βσ,τl := (B˜
T
σ,τrσ)ll satisfy
βσ,τl =
N∑
i=1
(B˜σ,τ )il(rσ)il =
N∑
i=1
(B˜σ,τ )ilΩrσ(ei, el) = Ωrσ(b
l
σ,τ , el) = λ
∗
l , ∀l ∈ exτ .
Consequently, the principal part of B˜σ,τ is skew-symmetrizable via the integers dη(k)
by Lemma 3.11 and the condition (11.5). Moreover, Proposition 3.10 implies that B˜σ,τ
has full rank. Thus, (y˜σ , B˜σ,τ ) is a seed in F .
What remains to be proved is the existence statement in the lemma. It trivially
holds for τ = id since exid = ∅.
Let τ ≺ τ ′ be two consecutive elements of ΓN in the linear ordering (8.7). Assuming
that the existence statement in the lemma holds for τ , we will show that it holds for
τ ′. The lemma will then follow by induction.
As noted above, for some 1 ≤ i < j ≤ N we have τ = τi,j−1 and τ ′ = τi,j. In
particular, τ ′ = (ij)τ = τ(j − i, j − i + 1) and τ(j − i) = i < j = τ(j − i + 1), so
Proposition 11.8 is applicable to the pair (τ, τ ′), with k := j − i. Note that τ(k) = i
and τ(k + 1) = j.
If η(i) 6= η(j), then exτ ′ = exτ , and Y˜τ ′ = Y˜τ and rτ ′ = rτ by Proposition 11.8(a).
So, Ωrτ ′ = Ωrτ . These identities imply that the following matrices have the properties
(11.26) for the element τ ′ ∈ ΓN : B˜σ,τ ′ := B˜σ,τ for σ  τ and B˜τ ′,τ ′ := B˜τ,τ .
CLUSTER ALGEBRA STRUCTURES ON POISSON NILPOTENT ALGEBRAS 77
Next, we consider the case η(i) = η(j). This implies that j = sm(i) for some
m ∈ Z>0. This fact and the definition of τ• give that the element τ•τ(j− i) equals the
m-th element of η−1(η(i)) when the elements in the preimage are ordered from least
to greatest. Therefore this element is explicitly given by
(11.27) τ•τ(j − i) = sm−1pO−(i)(i).
Now set
k• := τ•τ(j − i)
as in Proposition 11.8(b). There are two subcases: (1) p(i) 6= −∞ and (2) p(i) = −∞.
Subcase (1). In this situation exτ ′ = exτ , so we do not need to generate an “extra
column” for each matrix. Set B˜σ,τ ′ := B˜σ,τ for σ ∈ ΓN , σ  τ . Eq. (11.26) for the
pairs (σ, τ ′) with σ  τ follows from the equality exτ ′ = exτ .
Next we deal with the pair (σ, τ ′) = (τ ′, τ ′). Applying the inductive assumption
(11.26) for B˜τ,τ and Proposition 11.8(b) shows that the vector g ∈ ZN≥0 has the prop-
erties
χ
Y˜τ (b
k•
τ,τ )
= 0 = χ
Y˜τ (ep(k•)+es(k•)−g)
and
Ωrτ (b
k•
τ,τ , et) = Ωrτ (ep(k•) + es(k•) − g, et), ∀t ∈ [1, N ].
Lemma 11.10 implies that ep(k•)+ es(k•)− g = bk•τ,τ . It follows from this and Eq. (11.8)
that
(11.28)
Y˜τ ′(ej) = Y˜τ (ej), ∀j 6= k•,
Y˜τ ′(ek•) = Y˜τ (−ek• + [bk•τ,τ ]+) + Y˜τ (−ek• − [bk•τ,τ ]−),
whence y˜τ ′ = µk•(y˜τ ).
We set B˜τ ′,τ ′ := µk•(B˜τ,τ ), so that (y˜τ ′ , B˜τ ′,τ ′) = µk•(y˜τ , B˜τ,τ ). Since the columns of
B˜τ,τ satisfy (11.26) and the entries Y˜τ (ej) of y˜τ are H-eigenvectors, Lemma 3.8 implies
that the columns of B˜τ ′,τ ′ have the property χY˜τ ′(blτ ′,τ ′)
= 0 for all l ∈ exτ = exτ ′ .
According to (11.25),
{Y˜τ (el), Y˜τ (ej)} = Ωrτ (el, ej)Y˜τ (el)Y˜τ (ej), ∀l, j ∈ [1, N ],(11.29)
{Y˜τ ′(el), Y˜τ ′(ej)} = Ωrτ ′ (el, ej)Y˜τ ′(el)Y˜τ ′(ej), ∀l, j ∈ [1, N ].(11.30)
On the other hand, since the Y˜τ (ei) and Y˜τ ′(ei) are the entries of y˜τ and y˜τ ′ = µk•(y˜τ ),
it follows from (11.29) and Proposition 3.16 that
(11.31) {Y˜τ ′(el), Y˜τ ′(ej)} = Ωµk•(rτ )(el, ej)Y˜τ ′(el)Y˜τ ′(ej), ∀l, j ∈ [1, N ].
Comparing (11.30) and (11.31), we see that Ωrτ ′ = Ωµk• (rτ ), and therefore
(11.32) rτ ′ = µk•(rτ ).
Now Proposition 3.14(b) implies that B˜Tτ ′,τ ′rτ ′ = B˜
T
τ,τrτ . Consequently,
Ωrτ ′ (b
l
τ ′,τ ′ , ej) = e
T
l B˜
T
τ ′,τ ′rτ ′ej = e
T
l B˜
T
τ,τrτej = Ωrτ (b
l
τ,τ , ej) = δjlλ
∗
l
for all l ∈ exτ and j ∈ [1, N ]. Thus, the columns of B˜τ ′,τ ′ satisfy the conditions
(11.26), which completes the proof of the inductive step of the lemma in this subcase.
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Subcase (2). In this case, k• = s
m−1(i) = p(j) and exτ ′ = exτ ⊔ {k•}. Define the
matrix B˜τ,τ ′ by
blτ,τ ′ =
{
blτ,τ , if l 6= k•
ep(k•) + es(k•) − g, if l = k•,
where g ∈ ZN≥0 is the vector from Proposition 11.8(b). Applying the assumption (11.26)
for B˜τ,τ and Proposition 11.8(b), we obtain that the matrix B˜τ,τ ′ has the properties
(11.26). We set B˜τ ′,τ ′ := µk•(B˜τ,τ ′).
As in subcase (1), using Lemma 3.8 and Propositions 3.14(b) and 3.16, one derives
that B˜τ ′,τ ′ satisfies the properties (11.26).
We are left with constructing B˜σ,τ ′ ∈ MN×exτ ′ (Z) for σ ∈ ΓN , σ ≺ τ . We do this
by a downward induction on the linear ordering (8.7) in a fashion that is similar to
the proof of the lemma in the subcase (1). Assume that σ ≺ σ′ is a pair of consecutive
elements of ΓN such that σ
′  τ . As in the beginning of the subsection, we have that
for some 1 ≤ i∨ < j∨ ≤ N ,
σ = τi∨,j∨−1 and σ
′ = τi∨,j∨,
so
τ ′ = (i∨j∨)τ = τ(j∨ − i∨, j∨ − i∨ + 1).
Assume that there exists a matrix B˜σ′,τ ′ ∈ MN×exτ ′ (Z) that satisfies (11.26). We
define the matrix B˜σ,τ ′ ∈MN×exτ ′ (Z) by
B˜σ,τ ′ :=
{
B˜σ′,τ ′ , if η(i
∨) 6= η(j∨)
µk∨• (B˜σ,τ ′), if η(i
∨) = η(j∨),
where
k∨• := σ•σ(j
∨ − i∨).
Analogously to the proof of the lemma in the subcase (1), using Propositions 11.8 and
3.14(b) and Lemmas 11.10 and 3.8, one proves that the matrix B˜σ,τ ′ has the properties
(11.26). This completes the proof of the lemma. 
Remark 11.12. It follows from Lemma 11.10 that the matrices B˜σ,τ in Lemma 11.11
have the following restriction property:
For all triples σ  τ ≺ τ ′ of elements of ΓN ,
blσ,τ = b
l
σ,τ ′ , ∀l ∈ exτ .
In other words, B˜σ,τ is obtained from B˜σ,τ ′ by removing all columns indexed by the set
exτ ′\exτ .
This justifies that Lemma 11.11 gradually enlarges a matrix B˜σ,σ ∈MN×exσ(Z) to
a matrix B˜σ,w0 ∈ MN×ex(Z), for all σ ∈ ΓN . In the case of σ = id, we start with an
empty matrix (exid = ∅) and obtain a matrix B˜id,w◦ ∈ MN×ex(Z) which will be the
needed mutation matrix for the initial cluster variables y˜.
Proof of Theorem 11.1(a)(b) for τ ∈ ΓN . Change τ to σ in these statements. These
parts of the theorem for the elements of ΓN follow from Lemma 11.11 applied to
(σ, τ) = (σ,w◦). For all σ ∈ ΓN we set B˜σ := B˜σ,w◦ and use that exw◦ = ex. 
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11.6. Proofs of parts (a), (b) and (c) of Theorem 11.1. Next we establish
Theorem 11.1(a)(b) in full generality. This will be done by using the result of §11.5
for τ = id and iteratively applying the following proposition.
Proposition 11.13. Let R be a symmetric Poisson-CGL extension of length N sat-
isfying (11.5). Assume also that the generators of R are rescaled so that the condition
(9.5) is satisfied. Let τ, τ ′ ∈ ΞN be such that
τ ′ = (τ(k), τ(k + 1))τ = τ(k, k + 1)
for some k ∈ [1, N − 1] with τ ′(k) < τ ′(k + 1) and η(τ(k)) = η(τ(k + 1)). Set
k• := τ•τ(k).
Assume that there exists an N × ex matrix B˜τ with integral entries whose columns
blτ ∈ ZN , l ∈ ex satisfy
(11.33) χ
Y˜τ (blτ )
= 0, Ωrτ (b
l
τ , ej) = 0, ∀j ∈ [1, N ], j 6= l and Ωrτ (blτ , el) = λ∗l
for all l ∈ ex. Then its principal part is skew-symmetrizable and the columns bjτ ′ ∈ ZN ,
j ∈ ex of the matrix µk•(B˜τ ) satisfy
(11.34) χ
Y˜τ ′(b
l
τ ′
)
= 0, Ωrτ ′ (b
l
τ ′ , ej) = 0, ∀j ∈ [1, N ], j 6= l and Ωrτ ′ (blτ ′ , el) = λ∗l
for all l ∈ ex. Furthermore,
(11.35) rτ ′ = µk•(rτ )
and
(11.36) bk•τ = −bk•τ ′ = ep(k•) + es(k•) − g,
where g ∈ ZN≥0 is the vector from Proposition 11.8.
Remark 11.14. The statements of Lemma 11.11 and Proposition 11.13 have many
similarities and their proofs use similar ideas. However, we note that there is a principal
difference between the two results. In the former case we have no mutation matrices
to start with and we use Proposition 11.8(b) to gradually add columns. In the latter
case we already have a mutation matrix for one seed and construct a mutation matrix
for another seed.
Proof of Proposition 11.13. The fact that the principal part of B˜τ is skew-symmetrizable
follows from Lemma 3.11 and the condition (11.5), since (rτ , B˜τ ) is a compatible pair
by (11.33). The assumptions on B˜τ and Proposition 11.8(b) imply
χ
Y˜τ (b
k•
τ )
= χ
Y˜τ (ep(k•)+es(k•)−g)
and
Ωrτ (b
k•
τ , ej) = Ωrτ (ep(k•) + es(k•) − g, ej), ∀j ∈ [1, N ].
By Lemma 11.10, bk•τ = ep(k•) + es(k•) − g. The mutation formula for µk•(B˜τ ) also
gives that bk•τ ′ = −bk•τ , so we obtain (11.36). Analogously to the proof of (11.32), one
establishes (11.35). Finally, all identities in (11.34) follow from the general mutation
facts in Proposition 3.14(b) and Lemma 3.8. 
80 K. R. GOODEARL AND M. T. YAKIMOV
Proof of Theorem 11.1(a)(b) for all τ ∈ ΞN . Similarly to the proof of Lemma 11.11,
the uniqueness statement in part (a) follows from Lemma 11.10. We will prove the
existence statement in part (a) by an inductive argument on τ . Once the existence of
the matrix B˜τ with the stated properties is established, the fact that the principal part
of B˜τ is skew-symmetrizable follows from Lemma 3.11 and the condition (11.5), and
the compatibility of the pair (rτ , B˜τ ) follows from (11.6) and (3.10). Hence, (y˜τ , B˜τ )
is a seed and this yields part (b) of the theorem for the given τ ∈ ΞN .
For the existence statement in part (a) we fix τ ∈ ΞN . By Corollary 8.6(a), there
exists a sequence τ0 = id, τ1, . . . , τn = τ in ΞN with the property that for all l ∈ [1, n],
τl = (τl−1(kl), τl−1(kl + 1))τl−1 = τl−1(kl, kl + 1)
for some kl ∈ [1, N − 1] such that τl−1(kl) < τl−1(kl + 1). In §11.5 we established the
validity of Theorem 11.1(a) for the identity element of SN . By induction on l we prove
the validity of Theorem 11.1(a) for τl. If η(τl−1(kl)) 6= η(τl(kl)), then Proposition
11.8(a) implies that Y˜τl = Y˜τl−1 and we can choose B˜τl = B˜τl−1 . If η(τl−1(kl)) =
η(τl(kl)), then Proposition 11.13 proves that the validity of Theorem 11.1(a) for τl−1
implies the validity of Theorem 11.1(a) for τl. In this case B˜τl := µ(kl)•(B˜τl−1), where
(kl)• = (τkl)•τkl(kl). This completes the proof of Theorem 11.1(a)(b). 
Proof of Theorem 11.1(c). The one-step mutation statement in part (c) of Theorem
11.1 and Corollary 8.6(a) imply that all seeds associated to the elements of ΞN are
mutation-equivalent to each other.
In the rest we prove the one-step mutation statement in part (c) of the theorem. If
η(τ(k)) 6= η(τ(k + 1)), then the statement follows from Proposition 11.8(a).
Now let η(τ(k)) = η(τ(k + 1)). We have that either τ(k) < τ(k + 1) or τ ′(k) =
τ(k + 1) < τ ′(k + 1) = τ(k). In the first case we apply Proposition 11.13 to the pair
(τ, τ ′) and in the second case to the pair (τ ′, τ). The one-step mutation statement in
Theorem 11.1(c) follows from this, the uniqueness statement in part (a) of the theorem,
and the involutivity of mutations of seeds. 
11.7. Completion of the proof of Theorem 11.1. Recall the setting of §10.3. For
all τ ∈ ΞN , define the multiplicative subsets
Eτ :=
{
αY˜τ (f)
∣∣ α ∈ K∗, f ∈ ∑
j∈ex
Z≥0ej
}
⊂ R.
In view of Lemma 10.4(a) and the definition of Y˜τ , we see that Eτ is generated (as a
multiplicative set) by
K∗ ⊔ {yτ,k | k ∈ [1, N ], sτ (k) 6= +∞},
matching the definition used in §10.3.
Proof of Theorem 11.1(d)–(f). By Theorem 11.1(c), for all τ ∈ ΞN the seeds (y˜τ , B˜τ )
are mutation-equivalent to each other. For each j ∈ [1, N ], we have τj,j ∈ ΓN with
τj,j(1) = j, and so yτj,j ,1 = y[j,j] = xj by Theorem 8.3. Thus, each generator xj of R
is a cluster or frozen variable for a seed associated to some τ ∈ ΓN . Hence,
(11.37) R ⊆ A(y˜, B˜)K.
The Laurent phenomenon (Theorem 3.7) implies that
(11.38) A(y˜, B˜)K ⊆ U(y˜, B˜,∅)K.
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For all τ ∈ ΞN , we have U(y˜, B˜,∅)K = U(y˜τ , B˜τ ,∅)K in view of part (c) of the
theorem and Theorem 3.5. Moreover, U(y˜τ , B˜τ ,∅)K ⊆ T A(y˜τ , B˜τ ,∅)K ⊆ R[E−1τ ]
because yτ,i ∈ R for all i ∈ [1, N ] and yτ,(τ•τ)−1(k) ∈ Eτ for all k ∈ ex. Consequently,
(11.39) U(y˜, B˜,∅)K ⊆
⋂
τ∈ΓN
R[E−1τ ].
Combining the inclusions (11.37), (11.38), (11.39) and Theorem 10.5(d) leads to
R ⊆ A(y˜, B˜)K ⊆ U(y˜, B˜,∅)K ⊆
⋂
τ∈ΓN
R[E−1τ ] = R,
which establishes all equalities in Theorem 11.1(d).
For part (f) we obtain inclusions
(11.40)
R[y−1k | k ∈ inv] ⊆ A(y˜, B˜, inv)K
⊆ U(y˜, B˜, inv)K ⊆
⋂
τ∈ΓN
R[y−1k | k ∈ inv][E−1τ ]
in the same way as above. Theorem 10.5(e) and (11.40) imply the validity of the first
statement in part (f) of the theorem.
It remains to verify the Poisson-compatibility statements in parts (e) and (f).
By part (b) of the theorem, (rτ , B˜τ ) is a compatible pair, for each τ ∈ ΞN . In
particular, (q, B˜) = (rid, B˜id) is a compatible pair. Eq. (5.23) in Proposition 5.8 says
that
(11.41) {yl, yj} = Ωq(el, ej)ylyj, ∀l, j ∈ [1, N ].
Consequently, Theorem 3.17 implies that the cluster algebrasA(y˜, B˜, inv)K are Poisson-
compatible.
Given any τ ∈ ΞN , we again appeal to Corollary 8.6(a) to obtain a sequence τ0 =
id, τ1, . . . , τn = τ in ΞN with the property that for all i ∈ [1, n],
τi = (τi−1(ki), τi−1(ki + 1))τi−1 = τi−1(ki, ki + 1)
for some ki ∈ [1, N − 1] such that τi−1(ki) < τi−1(ki + 1). We prove by induction on
i ∈ [1, n] that
(11.42) {Y˜τi(el), Y˜τi(ej)} = Ωrτi (el, ej)Y˜τi(el)Y˜τi(ej), ∀l, j ∈ [1, N ].
The case i = 0 is just (11.41). Now let i > 0. If η(τi−1(ki)) 6= η(τi(ki)), then rτi = rτi−1
and Y˜τi = Y˜τi−1 by Proposition 11.8(a), and so the case i of (11.42) is immediate from
the case i− 1. If η(τi−1(ki)) = η(τi(ki)), then rτi = µ(ki)•(rτi−1) by Proposition 11.13
and Y˜τi = µ(ki)•(Y˜τi−1) by statement (c) of Theorem 11.1. In this case, Proposition
3.16 shows that the case i− 1 of (11.42) implies the case i. 
The chain of embeddings (11.40) and Theorem 10.5(e) also imply the following
description of the upper cluster algebra in Theorem 11.1 as a finite intersection of
mixed polynomial-Laurent polynomial algebras.
Corollary 11.15. In the setting of Theorem 11.1,
U(y˜, B˜, inv)K =
⋂
τ∈∆
T A(x˜τ , B˜τ , inv)
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for every subset ∆ of ΓN which is an interval with respect to the linear ordering
(8.7) and has the property that for each k ∈ ex there exist two consecutive elements
τ = τi,j−1 ≺ τ ′ = τi,j of ∆ such that η(i) = η(j) and k = τ•τ(j − i), recall §11.5.
In particular, this property holds for ∆ = ΓN .
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