We present a holographic theory of human memory. According to the theory, a subject's vocabulary resides in a dynamic distributed representation-a hologram. Studying or recalling a word alters both the existing representation of that word in the hologram and all words associated with it. Recall is always prompted by a recall cue (either a start instruction or the word just recalled). Order of report is a joint function of the item and associative information residing in the hologram at the time the report is made. We apply the model to archival data involving simple free recall, learning in multitrial free recall, simple serial recall, and learning in multitrial serial recall. The model captures accuracy and order of report in both free and serial recall. It also captures learning and subjective organisation in multitrial free recall. We offer the model as an alternative to the short-and long-term account of memory postulated in the modal model.
If you were asked whether you know the meaning of the word "apple," you are likely to be able to affirm your knowledge in less than a second. Likewise, if you were asked whether you know a fact that you do not know (e.g., Margaret Trudeau's maiden name), you are likely to confirm that you do not know within a comparable time (see Glucksberg & McCloskey, 1981) . In both examples, you have to search what you do know. If search involved an item-by-item process, quick confirmation of both what you know and what you do not know is hard to explain-if search were serial, instead of reading the remainder of this sentence, you would still be lost in thought, seeking Margaret Trudeau's maiden name. Given that you are not lost in an exhaustive item-by-item search, you must have used a parallel search, likely with a contentaddressing mechanism.
In this article, we present an account of memory as a hologram-a method of data storage that supports a contentaddressable search. To present the model, we will focus on learning and ordered recall. How we order recall is a fundamental problem because behaviour is extended in time. Because verbal report is necessarily a serial process, subjects must order their responses, even though multiple potential responses are available in memory.
Analysis of how subjects order behaviour has been a longstanding topic of controversy (e.g., Lashley, 1951) . Order of recall must depend on the words stored in memory, on associations among them, and on information about the words and the context in which they were stored. Particularly controversial has been the balance of two contributing sources of information: item-to-item associations and item-to-context associations. The latter refers to information about the words, such as their position in a spatial or temporal stream (e.g., Dennis, 2009 ). Ebbinghaus's (1885 Ebbinghaus's ( /1913 account was based on information taken from the list; to order report, it depended on associative links among items, particularly item-to-item links. Young (1962) used a transfer paradigm to argue against the associative-link idea; a rebuttal by Johnson (1975) showed that Young's analysis was fatally flawed. Fifteen years later, Lewandowsky and Murdock (1989) revived interest in the associative-link idea. In their account, memory was a holographic store. At the start of each trial, memory was empty, and as subjects studied a list of words, the hologram stored the studied items and the pairwise associations among adjacent items. During recall, subjects used the associative chain to drive report. Mewhort and Popham (1991) used the same associative-chain ideas to simulate report of tachistoscopically presented letter strings under conditions of masking and letter spacing; that is, they exploited pairwise associations to handle left-to-right scanning (see Mewhort & Campbell, 1981) .
In the last two decades, however, a wealth of data has surfaced that challenge the item-to-item chaining mechanism. Instead, current theorists focus on mechanisms based on context, specifically on item-to-context associations. As we will document later, our account does not use context-to-item associations (either temporal or spatial) to account for simple list-learning paradigms, but we acknowledge that subjects use such information in more complex situations. Indeed, one of the desirable characteristics of our holographic model is the ability to combine sources of information, in particular, item-to-item information and item-to-context information. Bryden's (1967) account is likely the earliest of modern contextbased theory. Based on tasks in which space and time were put in conflict (e.g., dichotic-listening or split-span tasks), he proposed that order of report reflected ranking of items in space or by time, and he provided a neurophysiological model to explain the ranking. Unfortunately, although the model could account for either spatial or temporal organisation, it was unable to explain the switch from a temporal to spatial dimension (see also Mewhort, 1973 Mewhort, , 1974 .
Although more recent models generally ignore examples involving spatial-temporal conflict, they agree that order of report is based on item-to-context information. Unfortunately, the nature of the context is controversial. Alternative suggestions include time, temporal position within a list, list position, and position from the ends of the list (see Botvinick & Plaut, 2006; Brown, Neath, & Chater, 2007; Brown, Preece, & Hulme, 2000; Burgess & Hitch, 1999; Farrell & Lewandowsky, 2002 Grossberg & Pearson, 2008; Henson, Norris, Page, & Baddeley, 1996; Lewandowsky & Farrell, 2008) .
Curiously, because item-to-item associations cannot do the full job, most accounts based on item-to-context information deny that item-to-item associations are useful at all (e.g., Dennis, 2009 ). Our view is that some item-to-item associations surely exist, and if so, they are likely to be put to use. It is equally curious that current accounts conspicuously ignore subjects' prior knowledge (i.e., their semantic memory or lexicon).
In this article, we propose a holographic account of memory. The account acknowledges subjects' prior knowledge of words by storing vectors that represent words in a holographic lexicon. The lexicon consists of a single vector that is a composite of all words and relations among words. The model postulates that feedback during study and report alters the strength of all items (words and their associates) in semantic memory. Further, recall of a word is based on all information in semantic memory as the word is considered for report. Hence, we agree with theorists who argue that item-to-item associations are insufficient to account for recall order (e.g., Dennis, 2009 ). Instead of item-to-context associations, order of report in the holographic account is based on the mechanisms of storage and retrieval.
The Theory
The lexicon (also known as semantic memory) is at the heart of the theory. It contains a representation of all words and associations among words in the model's vocabulary. The lexicon is based on the mathematics of light holography and exploits Gabor's (1968 Gabor's ( , 1969 demonstration that memory systems based on vector convolution mimic a hologram (see also Longuet-Higgins, 1968; Murdock, 1982; Poggio, 1973) .
Because it is a long-term memory (LTM), the lexicon would be treated conventionally as a stable store. Discussing the Atkinson-Shiffrin model, for example, Shiffrin (1999, p. 20) noted that "the primary structural distinction in the memory system is between the active memories (all the short-term and sensory stores) and the passive memory (long-term store)." By contrast, we treat the lexicon as a dynamic store: Changing the strength of any word or association increases the strength of similar objects and decreases the strength of dissimilar ones. Our treatment of the lexicon as a dynamic store reflects the properties of the holographic memory system in which we have implemented it.
During the study of a list of words, presentation of an item not only strengthens its representation in the lexicon but also reduces the strength of the preceding studied items. The reduction is an interference effect (overwriting); the interference is a primary contributor to recency effects. In addition, through rehearsal, subjects create interitem associations and add them to the lexicon. Adding items to the lexicon changes the strength of the corresponding representations already present in the lexicon.
The reduction in the strength of preceding studied items is often described in structural terms implying a two-store mix that allows the subject to sample from one store or the other. The sampling idea is motivated by shape of the accuracy profile across the list-the serial-position curve-in particular, the relative size of the primacy and recency components of the accuracy profile. The structural view assumes that subjects report words from the recency end of the list from short-term memory (STM) and then pick up items from the primacy end of the list from a second less labile store (e.g., Craik, 1970; Waugh & Norman, 1965) . In effect, the structural view assumes that the reduction in the strength of initially presented items is a step function as the subject switches from one store to the other-a view that has been criticised on both logical and empirical grounds (Gruneburg, 1970; Melton, 1963) . Instead of a structural account, we describe the reduction in terms of feedback to the lexicon (overwriting); feedback provides a continuous reduction in the strength of previously studied items. Here, we echo the view urged by Ebbinghaus: "The earlier images are more and more overlaid, so to speak, and covered by the later ones. Therefore, in the case of the earlier images, the possibility of recurrence offers itself more rarely and with greater difficulty" (Ebbinghaus, 1885 /1913 .
The ability to form item-to-item associations is limited by the effort involved. Rundus and Atkinson's (1970) data illustrate how the limitation works. They asked subjects to rehearse out loud and found the number of rehearsals of each word fell off exponentially with position in the list. Figure 1 shows their data (in closed circles). In addition, we fit the data to a geometric function (the discrete form of an exponential). The fitted geometric function is shown in open circles. As is clear in the figure, the geometric function fits their data extremely well.
During recall, subjects use all information, both item and associative, to select successive responses. Item and associative information are obtained from all lexical entries and, when combined, yield an overall measure of strength for each entry. The entry whose strength is both closest to a criterion and within defined boundaries is selected for report. Recall halts when no item is within the bounds and all restart options have been exhausted. Feedback from report affects all lexical entries.
Because the state of the lexicon controls recall, the theory anticipates trial-to-trial interactions. Task differences affect the way retrieval is implemented. In serial recall, for example, associative information is given priority initially when selecting an item for recall. When recall halts for the first time, however, selection is based on a different criterion-one based on item information.
Feedback During Study and Retrieval Alters the Lexicon
When a subject studies or reports a word, its strength in the lexicon is changed. Changing one item, or association, also changes the strength of the other material in the lexicon. The way that particular items and associations are treated depends on the procedure involved in the task. For a simple free-recall trial, for example, changes are introduced by virtue of studying and reporting the list of items presented on the trial. For a learning task, by contrast, additional changes are introduced by virtue of the repetition of the materials. Likewise, if an additional constraint is imposed, as in a serial-recall task, the emphasis given to item and associative information is changed accordingly. We will discuss the implementation of each paradigm separately.
Learning depends on both item and associative feedback to the lexicon. When subjects see a list of words for the first time, feedback is based on those items recalled. If the subject sees the same material again, feedback is based additionally on the current strength of the material in memory. As a result, feedback is moderated by information retained from one trial to another.
Implementing the Theory
Representation assumptions. For the simulations that follow, each word is represented by a vector of 2,048 values; each value is derived independently by sampling from a Gaussian distribution with a mean of 0 and variance of 1/2,048. The dimensionality of 2,048 provides the system with appropriate resolution for the vectors.
Vectors created in this fashion are often described as orthonormal in expectation. That is, the dot-product of each vector with itself is approximately 1.0, and the dot-product of two different arbitrarily chosen vectors is approximately 0.0. As a result, the dot-product-instead of the normalized dot-product (the vector cosine)-can be used to measure the similarity of any two vectors.
An association between each pair of words is constructed by computing the outer-product of the pair. The outer-product is compressed to a vector of the same dimensionality as the dimensionality of the word vectors using circular convolution ‫,)ء(‬ that is, z ϭ x ‫ء‬ y. Figure 2 illustrates the arithmetic of circular convolution: The top panel shows two vectors, x and y; x is shown as a standard column vector; y is transposed, (y T ) to a row vector. The left side of the middle panel shows the outer-product matrix produced by multiplying the two vectors, that is, x ϫ y T . As shown, the outer-product matrix is constructed by computing three rows (one corresponding to each of the rows in x). The elements in each row are computed by multiplying the row element in x by each of the columns in y.
The right side of the middle panel shows a Latin square. The values in the square index values from the outer-product matrix that must be summed to form the convolved vector z. The bottom panel sums the relevant values to form each entry of the convolved vector z. Circular convolution is commutative, that is, (x ‫ء‬ y) ϭ (y ‫ء‬ x). Plate (2003) and Kelly, Blostein, and Mewhort (2013) discuss methods by which it can be made noncommutative.
Circular correlation (#) is an approximate inverse of circular convolution. Figure 3 illustrates the arithmetic: The top panel shows two vectors x T and z. Vector z is the convolution of x and y from Figure 2 . The middle panel of Figure 3 shows their outer product. The bottom panel of Figure 3 shows a facsimile vector (y=) constructed by forming the correlation (x # z). Although y= is not identical to y, it resembles y as indicated by its cosine with y (0.93).
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Our representation assumptions are fundamentally the same as used by Lewandowsky and Murdock (1989; see also Franklin, 2013; Franklin & Mewhort, 2002) . Like Lewandowsky and Murdock, we use a hologram for memory. In their simulations, the hologram is empty at the start of each trial-they treat the hologram as a store for studied items (see also Murdock, 1982) . Unlike Lewandowsky and Murdock, we treat the hologram as a permanent store that holds the whole of the subject's lexicon-the subject's vocabulary and interword associations. It is not empty at the start of each study trial. Johns and Jones (2010) have questioned the use of random vectors as exemplars in models of memory on the grounds that random vectors typically create a population of exemplars that is too Gaussian in shape. The too-Gaussian problem cannot be solved easily because the use of structured vectors raises other complications. Kelly et al. (2013) have suggested that structure in the Latin square (used in convolution and correlation) can be confounded with structure in the vectors themselves. Of course, the confounding does not occur with random vectors because, by definition, random vectors lack structure. Kelly et al.'s work motivated us to stick with tradition and to use random vectors rather than structured vectors (such as those produced by the Bound Encoding of the Aggregate Language Environment (BEAGLE) model or by Latent Semantic Analysis (LSA), see Jones, Kintsch, & Mewhort, 2006; Jones & Mewhort, 2007; Landauer & Dumais, 1997, respectively) . Although we use random vectors to represent words, we do not attach semantics to particular exemplars. The features in the random vectors might represent descriptions of the words or brain states that represent the words. For the purposes of our demonstrations, the referent for the features can be left vague. The interactive nature of the vector-holographic architecture illustrated in the model is its critical contribution.
Some properties of a holographic store. A hologram, like human memory, is a distributed representation that is robust to loss of medium. To illustrate the property, we constructed a hologram by superimposing 2,000 item vectors of dimensionality 2,048 and the 1,999,000 (C [2000, 2] ) word-to-word associations, each weighted by a constant (0.01). We added five lexical items selected at random to the hologram at strength 0.8. As a baseline, we measured the strength for each of the five items in the hologram. Armed with the baseline measurement, we replaced 64, 128, 256, 512, or 1,024 elements of the hologram at random with a value of 0.0. Strength is measured using the dot-product of each of the five items with the lexicon. At each step, we assessed the strength of the critical five items in the hologram.
We repeated the procedure (i.e., we built a fresh hologram, selected five items at random, and lesioned the hologram) 100 times to obtain 500 data points for each percentage of memory destroyed. The data, shown in Figure 4 , are means of the 500 data points. As shown in Figure 4 , as more of the hologram is destroyed, the strength of the representation of the critical five items is reduced, but even when 50% of the values in the hologram have been set to zero, the strength of the critical five items remains high.
Second, holographic memories are dynamic. Adding or strengthening a word stored in memory changes the strength of all words; the change (either an increase or a decrease) depends on the similarity of each item to the item added. To illustrate the dynamic property, we constructed a hologram of 100 items, each of dimensionality 200. All items, weighted by 0.01, were added to the hologram. Figure 5 shows the strength (measured with the dot-product) of the 100 items. The top panel (left side) shows the strength of the items immediately after all items had been added to the hologram. As is shown, the strengths hover around the nominal strength of 0.01. The top panel (right side) shows the corresponding strengths after the first item was added again with a weight of 0.35. Again, the strengths hover around the nominal 0.01, but there is considerably greater variability. The lower panels show a corresponding increase in variance as the final two items are added to the hologram.
The changes in strength shown in Figure 5 are systematic. Figure 6 replots the change in item strength for all memory items using similarity of all items in the hologram to the just-added item on the abscissa.
As shown in Figure 6 , the change in strength of any item depends upon its similarity to the item just readded and on the 1 We have described circular convolution and correlation in terms of the outer-product matrix and the calculations used to compress it. In practice, because it is faster, we compute convolution vectors using an algorithm based on the Fourier transform (the routine CO6EKF from the Numerical Algorithms Group, www.nag.com).
2 Whether or not memory should be empty on each trial has become a contentious issue (e.g., Murdock & Kahana, 1993 vs. Shiffrin, Ratcliff, Murnane, & Nobel, 1993 . Our use of a holographic lexicon assumes that memory always contains knowledge. weight at which the item was readded; the slope of the change function equals the weight of the item readded. Figures 5 and 6 illustrate the interactive nature of the holographic store. Changing the strength of an item in memory affects the strength of all other items. The changes resemble the excitatory part of a spreadingactivation model (e.g., Collins & Loftus, 1975) , without the hydraulics necessary to make such a model work. But, as shown, the changes in the hologram are inhibitory as well.
In the sections to follow, we will apply the model to archival data from free-recall, learning, and serial-recall paradigms to demonstrate that the model can capture the fundamental characteristics of performance in the paradigms. Given that the model is able to capture data from the several paradigms, we offer it as a new approach to the problem of ordering recall.
Free-Recall Paradigms
In a typical free-recall trial, subjects are given a list of words for study and are subsequently asked to recall as many words as possible in any order. When a subject studies a word, its representation is strengthened in the lexicon. The extent of the change depends on the position of the word in the study list. On each trial, the model adds a start item that signals that the next item is the first item to be studied and an end-of-list item (i.e., a recall cue). The list's length is represented by the symbol LL; hence, for the simulation, the study list includes the list proper (i.e., items 1 to LL) along with items 0 and (LL ϩ 1).
Following Rundus and Atkinson (1970) , the efficiency with which adjacent items can be associated falls off as more items are studied; the strength of association for successive pairs of studied items follows a decreasing geometric function of list position. To implement the decrease in efficiency, we set the strength of the association between adjacent pairs of items using a geometric function starting from a context item that precedes the list. The values of associative strength, i , are computed as follows:
where 0 is the maximum strength of association, is a scaling parameter, and i runs from 1 to (LL ϩ 1).
Studying an item not only reinforces its existing strength in the lexicon but also interferes with items studied earlier in the list. One can anticipate each item's strength by using a decreasing geometric series back from the last item presented. The strength, ␥ i , of the word in the ith serial position in the study list is
where ␥ 0 is the maximum value of any studied item, is a scaling parameter that represents the proportion of strength retained, ␤ is the minimum item weight (fixed at 0.35), and P is a counter that increases from 0 to (LL) as i decreases from (LL ϩ 1) to 1.
Initial report is prompted by the end-of-list item (LL ϩ 1), and the word reported serves as the cue for the next report. When a word is recalled (either correctly or in error), a proportion of the reported item and a proportion of the association between the reported item and its report cue, is fed back to the lexicon. The feedback is calculated
where r is the recalled word, L is the lexicon, p is the report cue, and is a scaling parameter set to 0.063 (a value derived from pilot studies).
The choice of the end-of-list item to prompt the initial report deserves comment. Helstrup (1984) has shown that subjects in a free-recall paradigm try initially to treat the task as a serial-recall task. As a result, they start report with the first presented item, and performance on the initial items is high. Over the first few practice trials, they soon learn that, for a long list, their serial strategy leaves the final items from the list unreported. Accordingly, they change strategies and begin to recall from the end of the list. With further experience in the task, they make fine adjustments to their start-position strategy. We will illustrate the adjustments using Murdock's (1962) data when we apply the model to the free-recall paradigm.
Of course, with short lists, subjects may have little incentive to change strategies because the final items remain available. Therefore, the subjects stick with a serial strategy. For such cases, the model would use Item 0 as the initial report cue. Ward, Tan, and Grenfell-Essam (2010) and Corballis (1967) have described such cases.
To decide which item to report, the model computes the strength of all items in the lexicon, and the strength of the association of the probe with the lexicon. The decision is based on the sum of item and associative information in the lexicon. Hence, the first step in Figure 6 . Change in retrieval strength as a function of similarity of the item added to each newly strengthened item.
retrieval requires calculating the strength with which each vocabulary item is associated with the probe. To compute the associative strength values, we first obtain a composite of the items in the lexicon in which each item is represented roughly proportional to the strength of its association with the probe. To obtain the composite, f, we compute f ϭ r # L where f, the composite, contains information (a) about all vocabulary items that have been associated with the probe, and (b) about items that are similar to the vocabulary items that have been associated with the probe. We assess the similarity of the composite to each item in the lexicon (i.e., to each vocabulary item, v i ). To assess the similarity of the ith item to f, we compute S(v i ), a scalar,
where i ϭ 0 to 2,000.
A vocabulary item's momentary strength is defined as the sum of its current strength plus the strength contributed by the associative information. Each word's current strength is obtained by computing v i • L. The momentary strength for the ith vocabulary item is S(v i ) ϩ v i • L, where, as before, i ϭ 0 to 2,000.
The word with a momentary strength closest to criterion is selected for recall, provided the momentary strength falls within limits. In the current simulations, the criterion was set at 1.0 (the power of the item vectors), with limits set at Ϯ0.5. Note that the selection rule specifies report of the item closest to 1.0, not the item with the highest momentary strength. Recall halts when no candidate has an appropriate momentary strength.
The selection rule picks the word with strength closest to criterion. The rationale for the rule is that a neural pathway includes neurons with variance in activation. If we think of a vector as representing a neural pathway, the representation and storage mechanisms of the holographic system we describe shares the properties of variance in representation. We think of the criterion as the mean of the distribution of variances so that the rule specifies the item closest to the mean of the pathway.
To show the model in action, we applied it to standard experiments. Our applications are not comprehensive-it is likely impossible to be comprehensive in a single article. Our intent is to show that the model can accommodate classic phenomena, especially those thought to support alternative conceptions and accommodate phenomena designed to illuminate particular interpretations of current interest.
Before introducing the demonstrations, however, we offer a cautionary note. Any manipulation is analytic only within the theoretical framework in which it has been advanced. Most manipulations will constrain performance, but if the theoretical framework is flawed, the constraints will not reflect the issues that they were intended to illuminate, and the manipulations will not have the theoretical force they were designed to have. Hence, our strategy in testing the model is to show that it responds to the constraints in the same way that subjects do, but we reserve our interpretation of the results to issues defined within our model.
For the demonstrations to follow, the lexicon was constructed by summing the word vectors and the pairwise associations among the words. We used a vocabulary of 2,000 words and their 1,999,000 associations (C[2000, 2] ϭ 1,999,000). Each entry to the lexicon was weighted by a scalar, 0.001. Because subjects have differing vocabularies, we constructed a fresh lexicon for each subject.
Single-Trial Free Recall
A sample free-recall trial. In a free-recall trial, subjects study a list of words and are subsequently asked to recall as many words as possible. Figure 7 tracks a sample trial to illustrate how the recall mechanism works. The ordinate is the momentary strength for each of 85 words taken from a lexicon of 2,000. We restricted the figure to 85 words to avoid excessive clutter. The studied words are shown as the leftmost 12 items in each panel. Each panel (numbered 1 to 6) shows the strength of each of the 85 words on a report-by-report basis. As is shown, Word 12 was the first item to be reported. The next report was Word 7, followed by Word 20 (an intrusion). Reporting continues until none of 2,000 words' momentary activation is close enough to criterion (1 Ϯ 0.5).
Two features of the example deserve emphasis. First, reporting does not stop because a response is an intrusion rather than a studied item. It is possible (but extremely unlikely) for the model to produce a series of intrusions without reporting a studied item. Second, the model has a natural stopping rule: reporting stops when none of the 2,000 words in the lexicon have a momentary strength close enough to the criterion of (1 Ϯ 0.5). Norman (1970) reprinted the serial-position curve from Murdock (1962) as an example of stable data worthy of theoretical attention. Fortunately, a complete record of Murdock's data can be downloaded from the Computational Memory Lab at University of Pennsylvania (http://memory.psych.upenn.edu/DataArchive). We start our analysis by fitting the model to Murdock's data. Murdock (1962) asked subjects to study lists of 10, 15, 20, 30, or 40 different words drawn from the Toronto Noun Pool. Each word was presented orally at a rate of 1s or 2 s per word. After the list had been presented, the subjects were invited to report the words in any order. As we noted earlier, subjects adjust their report strategy as they practice the task. An analysis of Murdock's data illustrates the adjustments. Figure 8 shows mean output position (position in the report) as a function of presentation position in 10-trial blocks. Initially (top left panel) subjects start report with the last list item and work backward before switching to report of the initial list items. The asymptotic items come later in the report stream. By Trial 35 (bottom left panel), subjects report the fourthfrom-last item first and work forward. The change is shown clearly in the hook that appears in the figure at the last four presentation positions. By Trial 70 (bottom right panel), the hook has deepened.
Murdock (1962). In his classic book, Models of human memory,
Early authorities suggested that the change in report documented by the hook does not occur with lists presented visually (e.g., Beaman & Morton, 2000; Kahana, 1996) , but they either confounded modality with amount of practice or administered too little practice to allow the hook to develop. In a large experiment, Roberts (1972) compared both visual and auditory presentation (across both list length and rate of presentation), and his data exhibit the hook in both modalities. The change in report order is not a modality effect; as we have suggested, it is a strategic shift that reflects subjects' reflection on performance for end-of-list items (although there may be other reasons as well). Figure 9 corroborates the change in report order using a different measure, the conditional response probability (CRP) curve, a measure of the probability of recalling item a immediately followed by item b, conditioned on the recall of b (see Kahana, 1996) . The CRP is plotted on the ordinate, with the distance between presented items on the abscissa. As subjects' change strategy across trials, the tendency to report in forward order increases.
The change in report order across trials illustrates a problem with averaging data across trials. Models that do not include a mechanism sensitive to the strategic shift in report should not be applied across a shift in strategy. Because the holographic model does not include a shift mechanism, we simulated performance in Murdock's (1962) experiment where the empirical order of report was stable. The decision to use trials with a stable order of report is a conservative one pending empirical results to point the way to the kind of strategic mechanism needed by the model. We applied the model to the first 10 trials of Murdock's (1962) 20-item list presented at a rate of one word per second. On each trial of the simulation, the model studied 20 words. Recall was prompted using the end-of-list marker (word LL ϩ 1). Recall continued until none of the 2,000 vocabulary items had a momentary strength close enough to criterion. To honour the idea that, in a free-recall task, subjects try to use all information at their disposal, when report halted for the first time, the model attempted to restart by using the beginning-of-the-list marker (Word 0) as a probe.
We fit the model to the serial-position curve (smoothed so that the fit was less perturbed by noise) using a downhill simplex optimization algorithm (see Press, Teukolsky, Vetterling, & Flannery, 1992, pp. 402-406). Once we had obtained the fitted parameters, we ran the model 20 times independently (using the fitted parameters) and recorded the range of values produced. The procedure of fitting first and then running 20 times was designed to reveal the variance inherent in the model's behaviour as a result of its use of Gaussian vectors to represent words. Figure 10 presents the results of the simulation. The filled symbols connected with a solid line shows Murdock's (1962) data. The vertical bars show the range of values produced by the model over the 20 independent runs. Each run included 15 simulated subjects, each with their own lexicon. As is clear in the figure, the model captures the shape of the serial-position curve.
The serial-position curve shows the number of items recalled correctly as a function of presentation position. It is an aggregate function: Because each trial allows only one word at each stimulus position, no subject would produce the serial-position curve like that in Figure 10 on any single trial. Hence, the serial-position curve is an artifact produced by averaging over trials. Nevertheless, the serial-position curve has been an important analysis from the beginning of experimental work in psychology. Nipher (1878) , who published the first known scientific experiment in memory, calculated serial-position curves, as did Ebbinghaus (1885 Ebbinghaus ( /1913 . Subsequently, the majority of published list-learning experiments include the serial-position curve as part of the analysis. The historical importance of the serial-position curve, and its popularity as an analytical tool, make it an excellent choice as a measure to assess the model's fitting ability.
The shape of the serial-position curve suggests that subjects prefer to report the most recent items first. That preference is often interpreted in terms of a multiple-store theory (e.g., Craik, 1970; Figure 7 . Momentary activation for 80 of 2,000 words across successive reports. The first 12 words were studied; the remaining items were unstudied but were included in the lexicon. Waugh & Norman, 1965) . We shall say more about the viability of such theory later. At this point, it is worth noting that our account is based on a single-store-the subject's lexicon.
Because it is an aggregate function, the serial-position curve gives us limited information regarding how recall may have varied across individual trials. To get a more complete account of recall, we need to supplement the basic serial-position curve by examining order of report and other basic data such as the number of items reported per trial.
The next analysis examines the number of words reported correctly per trial. We tallied the number words reported correctly per trial for each of Murdock's (1962) subjects, and calculated a frequency distribution pooled across subjects. For comparison, we computed the corresponding frequency distribution pooled across the 20 runs of the model described in Figure 10 . Figure 11 presents the results of the frequency analysis of words correct per trial for both the simulated data and the human data. Closed circles represent the frequency distribution drawn from the Murdock (1962) . Open circles represent the frequency distribution of the simulated data. As is evident in Figure 11 , the 15 simulated subjects (pooled across 20 runs) are a close match to human subjects on this measure. Both the model and Murdock's subjects reported approximately the same distribution of words correctly per trial.
It is important to note that the curve in Figure 11 was not a fitted curve. Rather, we used the data produced from the 20 runs using parameters from the simulated serial-position curve. The distribution of words correct per trial comes for free without refitting.
The free-recall paradigm allows subjects to order their responses without constraint, but, of course, subjects do not report in random order. Presumably, the way that they constrain their report reflects the mechanisms used to order recall. Because of its potential as a window on the nature of the mechanisms, several measures have been advanced to describe order of report. Figure 12 shows one measure: the position in the output stream as a function of presentation position (the same measure we used in Figure 8 ). The solid line presents Murdock's (1962) data, and the vertical bars show the range of data from the model from the 20 runs shown in Figures 10 and 11 . As is shown in Figure 12 , the model's function tracks the pattern of the data. Note that items recalled most often, as shown on the serial-position curve, are recalled earliest in the output stream. Items recalled less often tend to be recalled later. The strong negative correlation between the serial-position curve and the output-position curve was also reported by Deese and Kaufman (1957) . Figure 13 shows the CRP function drawn from Murdock's (1962) data in the left-hand panel. The right-hand panel displays the values drawn from the simulated data. As is clear in the figure, the probability of a forward response is much greater than the probability of a backward response for both the subjects and the model. Like the serial-position curve, the CRP function is a composite. The CRP function is complicated by the fact that it is not only a composite but also a conditional composite. For that reason, statistical analysis on the CRP function is often problematic.
The final measure of order of report eschews conditional analysis in favour of a correlation between input position (the serial-position in which the word was presented) and the output position (the position in which it was reported). The measure has been used in earlier work (Deese & Kaufman, 1957; Mewhort, 1974) . Here, we used Kendall's tau for the correlation. Hence, if the report were strictly first to last, the correla- tion would be ϩ1. If it were strictly last to first, the correlation would be Ϫ1. Most trials yielded an intermediate value indicating a mixture of orders. If a particular trial involves fewer than two correct responses, tau was set to 0.0. Figure 14 presents the distribution of correlations for Murdock's (1962) subjects and for the model (across the 20 runs). As is clear in Figure 14 , the model captures the distribution well.
Figures 10 through 14 describe the basic characteristics of report in a typical free-recall task. Some of the measures should be interpreted with caution because they are composite scores or are based on conditional analyses. Taken together, however, they provide a clear picture of performance in the task.
It is important to note that we obtained parameters for the model by fitting the serial-position curve shown in Figure 10 . The data shown in the remaining figures are based on data from the 20 runs (shown in Figure 10) ; the 20 runs are, of course, based on the parameters of the original fit. We conclude that the model captures the basic facts of report in free recall-it provides a picture of the topology of report. Table 1 presents the free parameters used in the simulation.
A comment about the parameters is in order. Franklin and Mewhort (2013) documented that the parameters are insensitive to changes in list length provided the word pool, rate of presentation, and subject pool are constant. In addition to the free parameters listed in Table 1 , we fixed the bounds around the criterion at 0.5. Increasing the bounds is one way to make the model more flexible; it raises the level of performance while making it easier to fit the model to data.
Both our account and formal implementations of dual-store accounts (e.g., Atkinson & Shiffrin, 1968; Raaijmakers & Shiffrin, 1981) are consistent with the main features of the serial-position data, but the holographic model captures a more complete picture of performance. Neither account is forced by the data. As is often the case, there are at least two theories consistent with the data. We await an empirical test to distinguish the theories. In the next section, we will apply the model to an extension of the simple free-recall case. The extension was motivated by theoretical concerns of interest at the time. The same concerns do not necessarily motivate our interest in the extension, but for historical reasons if none other, it is of interest to see if the model can accommodate the extended situation. Craik (1970) asked subjects to study a series of 15-word lists for immediate report. Recall of each list showed a typical serialposition curve with a small primacy effect and a pronounced recency effect (see Figure 15) . After finishing the series of freerecall tests, the subjects were invited to recall all words that they could remember from any of the tests. The serial-position curve Figure 11 . Cumulative proportion of words correct per trial. The closed circles present data from Murdock (1962) . The open circles present data from the independent 20 runs of the model derived by fitting the serial position curve in Figure 10 . from the final recall-all test showed a modest primacy effect and a negative recency effect: Report from the final position of the 15-word lists-the positions that had been reported well in immediate recall-were depressed to a low level, hence the designation negative-recency effect (see Figure 15 , closed symbols). Watkins and Watkins (1974) showed, however, that negative recency becomes a null recency effect if subjects do not know the list length on successive trials. Craik interpreted the results in terms of a two-store structural model, as did Watkins and Watkins. We ran the model following Craik's (1970) paradigm. We fit the aggregate free-recall data (based on Craik's initial 10 free-recall trials) to obtain parameters for the 15-item lists. Using the parameters obtained from the fit, we administered 10 simple free-recall trials, followed by a test asking for recall of the words from any of the lists. Although list length was constant, the model did not "know" that fact; we did not try to build in a strategic mechanism to exploit knowledge of list length. Hence, following Watkins and Watkins (1974) , our simulation of Craik's data should show a null recency rather than Craik's negative recency effect. Figure 15 shows Craik's data (left panel) along with the results of the simulation (right panel). As shown in Figure 15 (open symbols), the simulated serial-position curve for the initial simple free-recall trials (averaged over the 10 trials) took the standard form: a small primacy effect and a pronounced recency effect. The simulated serial-position curve for the final recall-all test (open symbols) showed a modest primacy effect and a null recency effect. In short, the simulation captures the key features of Craik's data and is consistent with Watkins and Watkins (1974) results. Craik's (1970) results are usually interpreted in structural terms. The idea is that reports contributing to the primacy portion of the trial-by-trial serial-position curve are taken from one memory (often called LTM or secondary memory), whereas reports contributing to the recency portion of the curve are taken from a second memory (often called STM or primary memory). From the structural perspective, the negative recency effect occurs because items stored in STM are held only for a brief time, so that when the recall-all test occurs, the words are no longer available. Glanzer and Cunitz (1966) advanced a similar interpretation for an experiment that used an end-of-list distraction technique to knock words out of STM. They predicted (and found) that the recency component of the serial-position curve would be eliminated. Unfortunately, although their empirical results are consistent with the structural interpretation, they do not force that interpretation. Indeed, Bjork and Whitten (1974;  see also Koppenaal & Glanzer, 1990) provided an extensive analysis of the two-memory structural idea and showed that it fails. Neath (1993) manipulated the timing of distraction (both during study and immediately prior to report) and the nature of distraction (i.e., homogeneous or changing). Because of the way distraction affected rehearsal, he also argued against a two-store account. In Bjork and Whitten's words, "The customary two-process theoretical account of immediate free recall is certainly incomplete, if not wrong" (p. 189).
Extensions to Single-Trial Free Recall
The present simulation reproduces Craik's (1970) contrast between the serial-position curve for immediate recall and the serialposition curve for the report-all condition, but our model does not include the structural distinctions advanced by Craik or by Glanzer and Cunitz (1966) . Because the model can reproduce Craik's data without reference to two memory systems, our simulations support the arguments against the two-store idea.
The holographic account explains the negative-recency effect in terms of overwriting the lexicon across successive free-recall trials. Note that although the final free-recall trial was not overwritten by a succeeding free-recall trial, it was overwritten by instructions to report from any list. The instructions had the effect of damping the lexicon by the equivalent of a list of about 1.1 items. From the perspective of our model, the idea of interference (overwriting) is correct, but the idea that it is selective to one of two memory systems is not.
Both Craik (1970) and Glanzer and Cunitz (1966) exploited a distraction technique to clean the contents of primary memory. In Craik's case, distraction was provided by successive free-recall trials. In Glanzer and Cuntiz's case, distraction was provided by requiring subjects to count backward before report. Unfortunately, as Neath (1993) demonstrated, distraction is a more complicated operation than they acknowledged. To test the idea of a labile STM-the same issue addressed by Craik and by Glanzer and Cunitz-Hebb (1961) asked subjects to complete a series of immediate serial-recall memory-span tasks. Every third list in the series was repeated, and Hebb found considerable savings from one repeated list to the next. As Hebb noted, the pattern of savings across a complete report of two series denies the idea of a simple labile STM. Clearly, the interference administered by Craik and by Glanzer and Cunitz is more complicated than the simple idea of knocking items out of a STM store. Curiously, neither Craik nor Glanzer and Cunitz cited Hebb's work.
In earlier work, Franklin and Mewhort (2013) applied the current model to other extensions of the free-recall task. For example, the model successfully captures both part-list cuing (Slamecka, 1968; Sloman, Bower, & Rohrer, 1991) and the list-strength effect (Tulving & Hastie, 1972) . The list-strength effect refers to a report advantage conferred on repeated items in a list coupled with a disadvantage conferred on nonrepeated items. The part-list cuing effect refers to a report disadvantage when, after subjects have studied a list, they are told that they do not have to report a subset of the items. In both cases, the model suggests that the phenomena reflect changes in rehearsal leading to changes in order of report induced by the repetition manipulation (list-strength) and the presentation of for-free items (part-list), respectively.
Single-Trial Serial Recall
In a simple serial-recall task, subjects are asked to study a list of words and to report them in order, from first to last. Hence, unlike the unconstrained case of free recall, serial recall constrains the subject's order of report. To respond to the extra constraint, the model changes several details concerning how report is assembled.
First, because subjects are required to report from first to last, the model uses the begin-study cue (Item 0) as the initial response cue. As in free recall, any response produced is used as a cue for the next response; hence, the early reports are ordered primarily by the chain of associative links. When recall halts, to honour the idea that the subject uses all information available as in free recall, we allow recall to restart. In free recall, report is restarted by using Item 0 as a prompt. Because the two paradigms involve very different constraints, serial recall requires a different restart mechanism.
In serial recall, the words studied most recently are strongly represented in the lexicon. But the task requires report in order. The two facts-that recently studied words are strongly represented in the lexicon and that report must be in first-to-last orderare in conflict. To resolve the conflict, the model uses order information derived from each word's strength of representation in the lexicon. To do so, the model changes the criterion for report. Instead of reporting the word whose momentary strength is closest to 1.0 (and, thereby, risking a report that is out of order), the model picks the word whose item strength is within the response boundary and is closest to the boundary. That is, the model abandons associative information in favour of item information. Subsequently, if no response is available, report halts.
Because order is constrained in serial recall, most recent studies of serial recall have focussed on context information that subjects presumably use to order materials and on the pattern of errors made during recall. Note that the model does not use context information to guide serial report; instead, it guides recall using the same information that is used in free recall (but it changes the way the information is used). We want to acknowledge, however, that some tasks (such as a list-discrimination task; Jacoby, 1991) require context information. To respond to the requirements of such tasks, the model would have to encode context information. We will discuss the use of environmental context information later.
We start our demonstration of serial recall by considering the immediate serial-recall experiment by Klein, Addis, and Kahana (2005) . Their subjects studied lists of 19 words for immediate serial recall. We fit the model to obtain parameters appropriate to their task; the results shown in Figure 16 .
The left panel of Figure 16 shows Klein et al.'s (2005) data from their Figure 2(A) ; the right panel summarizes the simulated data. As shown in Figure 16 , the simulation matches the data well. Figure 17 shows the CRP function taken from Klein et al.'s (2005) data along with the corresponding function taken from the simulation shown in Figure 17 . As before, the open circles show the CRP function from the simulation shown in Figure 16 . The principle result in both the data and the simulation is a strong preference to report in forward direction. It is important to note that the simulation of the serial-position curve was obtained by fitting the data to obtain appropriate parameters. The CRP function from the simulation falls out without refitting, that is, the CRP function falls out for free as a natural consequence of the memory system.
We used our simulation of Klein et al.'s (2005) experiment to assess the model's ability to capture two characteristics of immediate serial recall documented much later by Farrell, Hurlstone, and Lewandowsky (2013) . Figure 18 shows the simulated recall probability as a function of the lag between successive responses, when conditioned on the first-order error. There are two points of interest. First, the pattern matched the empirical pattern of the majority of the 13 serial-recall experiments summarised by Farrell et al. (see their Figure 4) . Second, the lag function in Figure 18 shows a higher probability for the item preceding the item just recalled. The usual CRP function shows a higher probability for the item following the item just recalled (as shown in Figure 17) . Farrell et al. cite the reversal of the CRP following the first-order error as evidence against simple chaining models (see also Henson, Norris, Page, & Baddeley, 1996) . Although the holographic model uses item-to-item associations-as do simple chaining models-it is also able to predict the reversal of the CRP function.
Figures 17 and 18 illustrate a unique, almost contradictory, aspect of serial recall. Both fall out of the model without refitting. They reflect the commutativity of circular convolution and the dynamic nature of the holographic lexicon. We know of no other model that can capture both effects. Farrell et al. (2013) have documented a second characteristic of serial recall. They examined sequential dependencies during serial report across 13 studies. Figure 19 shows the proportion of items recalled as a function of their distance from the correct position (Lag 0). The data for the figure were drawn from the same simulation that reproduced the serial-position curve in Figure 16 ; the match to empirical data comes for free. Items recalled most often are recalled earliest in the output stream. Items recalled less often tend to be recalled later. As is clear in the figure, the most likely response from the model is the word presented in that position. When simulated subjects err, they are more likely to Figure 16 . Accuracy as a function of serial position in serial recall. The closed symbols present the first trial averaged across subjects from Klein et al. (2005) . The open symbols present the simulation averaged over 20 independent runs of the paradigm. Figure 17 . Conditional response probability as a function of distance from the last item recalled. The filled symbols present data from Klein et al. (2005) . The open symbols show the simulation based on 20 independent runs of the paradigm. Figure 18 . Recall probability as a function of distance from the firstorder error. The data are based on the 20 independent runs from the simulation of the Klein et al. (2005) paradigm. report from an adjacent position. The pattern illustrated in Figure  19 matched the patterns shown by Farrell et al. for 13 serial-recall studies. Items recalled most often are recalled earliest in the output stream. Items recalled less often tend to be recalled later. The strong negative correlation between the serial-position curve and the output-position curve was also reported by Deese and Kaufman (1957) .
Figures 16 through 19 describe the basic characteristics of report in a typical serial-recall task. As before, composite measures and conditional analyses should be interpreted with caution. That said, taken together, the data provide a clear picture of performance in the task. It is important to note that we obtained parameters for the model by fitting the serial-position curve shown in Figure 16 . The data shown in the remaining figures are based on data from the simulation shown in Figure 16 . We conclude that the model captures the basic facts of report in serial recall.
Following Lashley's (1951) cri de coeur, serial recall is often treated as a labouratory model for the larger issue of serial organisation of sequential behaviour. Recent accounts have stressed the role of environmental context. As the holographic model shows, however, such context is not needed to account for simple verbal experiments. It is definitely needed for exotic tasks such as splitspan tasks that put temporal and spatial context in conflict (e.g., Broadbent, 1954, Experiment 2). We will discuss the holographic model's ability to incorporate environmental context later.
Learning Paradigms
Multitrial free recall. The cases illustrated so far involve simple study-recall examples. In a learning experiment, subjects study the materials repeatedly. Klein et al. (2005) compared learning in free recall under two presentation conditions. In the first, a list of words was presented in the same order on each trial. In the second, the words were presented in different orders on successive trials.
Presenting words in the same order on successive trials makes interitem associations available, and as Klein et al. (2005) show, subjects are able to capitalize on them. In particular, the primacy part of the serial-position curve rose more quickly with learning using same-order presentations relative to scrambled presentations. The shift is consistent with the model: Because the same-order condition preserves interitem associations and because associative information is strongest for items in the primacy portion of the serial-position curve, the model predicts faster learning in the primacy part of the serial-position curve.
To implement learning, feedback to the lexicon on successive learning trials was modified to acknowledge both associative and item feedback. In addition, the amount of feedback was based on the strength of the information in memory. The rationale for basing feedback on the current strength in memory is based on work by Rundus (1974) . He argued that when attempting to learn a list, subjects pay more attention to (and rehearse more often) those items whose strength is weaker in memory than those that are stronger in memory. Hence, feedback was determined on successive learning trials using the expressions:
where a is an arbitrary item studied on the previous trial and presented again on the current trial, a ‫ء‬ b is an arbitrary association studied on the previous trial, L is the lexicon, ␦ and are item and associative feedback parameters, respectively. The constant 0.51 was set just above the upper bound, at which items become available for recall.
The learning variant of the model has a switch that turns on the use of learning feedback. Feedback is used only if item and associative information are above their respective criteria. The criterion for item information is set to 0.30. For associations the criterion is the value 0 ϫ ( [LLϩ1] ) ϩ 0.01 Figure 20 presents data from five free-recall learning trials. The left panel presents data drawn from Klein et al. (2005) from a condition in which the study lists were presented in the same order on each trial. The right panel presents the simulated output of the model. As is apparent in Figure 20 , left panel the amount of learning between trials is greatest for those items in the asymptotic portion of the serial-position curves. In addition, note that the amount of learning decreased across trials. The simulated data in the right panel anticipates both of these trends. Note that both trends are captured, even though the learning parameters remained constant across list position and across trials in our simulation. As both Klein et al.' s data and our simulation of the data show, when words are presented in the same order on successive trials, interitem associations are available, and both subjects and the model are able to capitalize on them.
Multitrial serial recall. In multitrial serial-recall paradigms, subjects are usually given the same list of items in the same order. In addition to the same-order condition described in Figure 20 , Klein et al. (2005) also examined the standard serial-recall paradigm. Figure 21 presents their data from five serial-recall learning trials. When items are presented in the same order on each trial, serial-recall learning and free-recall learning have much in common: The amount of learning between trials is greatest for those items in the asymptotic portion of the serial-position curves and the amount of learning decreases across trials. Figure 21 shows the original data of Klein et al. (2005) . Figure  22 presents a simulation of learning for a 19-item list. Because we did not attempt to fit the Klein et al. learning data, we present the data on a separate figure. Even without fitting, the model captured all trends seen in the original data. Note that the pattern of learning is similar in both free and serial learning. For example, both show greatest learning at the asymptotic portion of the serial-position curve, and in both cases, the amount of learning decreases across trials.
Associative learning is typically described as a gradual increase in excitatory and inhibitory connections among stimulus units-a delta rule. The basic idea is that associative strength accumulates across repetitions (see Rescorla & Wagner, 1972; but see Jamieson, Crump, & Hannah, 2012) . Jones and Mewhort (2007) present a learning algorithm that assembles information from different sentences to settle on a meaning rather than on a gradual increment in the strength of an association. Because each word starts as a random vector in their model, the settling operation is, in effect, a noise-reduction algorithm. The present model combines the two ideas. On the one hand, studied items and associations settle at a near optimal value (0.5) across trials, but to the extent that background items in the hologram represent noise, optimizing the strength of studied words and associations reduces noise.
Subjective organisation. Bousfield (1953) asked subjects to study words from various categories and found that the subjects tended to cluster items from like categories when they recalled the items. Such clustering is widely accepted as evidence that subjects organized the material semantically. To generalise the idea, Tulving (1962) used unrelated words and showed that subjects cluster the words into idiosyncratic categories. He referred to the phenomenon as subjective organisation to highlight the fact that subjects cluster material in an idiosyncratic fashion.
In their study of learning in free recall using words presented in the same order, Klein et al. (2005) preserved interitem associations. To minimise the temptation to exploit such interitem associations, one should present the words in different orders (as they did in a second condition). The ideal method would be to ensure (a) that each word appeared in each serial position equally often, and (b) that each word followed each other word equally often.
Fortunately, the technique for ordering words in such a way was pioneered by Tulving (1962) in his work on subjective organisa- tion.
3 He required subjects to learn a list of 16 words using a 16-trial study-test procedure. On each study trial, the list was presented in a unique order, and after each study trial, the subjects were required to report many words as possible. Across a series of 16 study-test trials, each word was presented equally often in each serial position, and each word followed each other word equally often. The subjects learned the list with the mean number of words reported correctly increasing exponentially across the 16 trials from approximately five to approximately 15.
In addition to measuring accuracy of report, Tulving (1962) measured the first-order structure imposed during report and found that as subjects learned the material, they imposed an increasing amount of structure in their report. Indeed, the correlation between accuracy of report and amount of structure was astonishingly high (r ϭ .96). In light of the correlation, it is hard to avoid the conclusion that, for Tulving's subjects, learning was organisation.
To study learning in free recall, we administered 16 study-test trials to the model. Each study trial presented the words to be learned in a different order organized across the simulated subjects using a balanced Latin square constructed, as recommended by Alimena (1962) . Each simulated subject was given a unique vocabulary. After each study trial, the simulated subjects were required to recall as many words as possible. In addition to keeping track of accuracy across trials, we also scored Tulving's (1962) subjective organisation (SO) measure. Consistent with his empirical results, the model learned across trials: Accuracy rose from a mean of 3.8 words to a mean of 15.7. SO scores also increased, and as in Tulving's study, the correlation between accuracy and SO was high ( ϭ .91).
The accuracy and SO curves for our simulated data are shown in Figure 23 . It is clear that the model captures both learning and the development of organisation during free-recall experiments. The model has no organisational rules. The increase in SO across trials is a product of natural processing and storage mechanisms.
We were surprised by the success of the free-recall model in capturing SO. We had expected that subjective organisation would depend on semantic information. With recent developments in building vectors that represent word meaning (e.g., LSA, Landauer & Dumais, 1997; BEAGLE, Jones & Mewhort, 2007) , and subject to the constraints documented by Kelly et al. (2013) , it is possible to include semantic information. That said, the model captures organisation without exploiting semantics. Its success reflects associative feedback linking pairs of recalled items combined with the variance of moment-to-moment changes in the strength of items and associations in the lexicon.
If we were to use vectors that include semantic information, the model should exploit the new information and the feedback parameters should change. In this connection, we note that Tulving's (1962) demonstration experiment used words that were unrelated semantically but that were stratified into subsets by a wide range of word-frequency values. For the simulation shown in Figure 23 , we did not attempt to reproduce the word-frequency manipulation.
Discussion
In this article, we have advanced a new theory for ordering recall in free-and serial-recall tasks. The heart of the theory is a holographic lexicon that exhibits two important properties: (a) the hologram is robust to loss of medium (illustrated in Figure 4 ), a property desirable in a biological system; and (b) the hologram is a dynamic store so that altering the strength an item or an association stored in the hologram also alters the strength of all items and associations as a function of their similarity to the item altered (illustrated in Figure 6 ).
According to the theory, the hologram holds a representation (vector) for each word and for word-to-word association among the words. The hologram can store additional information-such as an association between a word and a context cue-but we have focussed on only two sources of information: words and word-toword associations. Studying a word, or an association, reinforces the corresponding representation in the hologram. In addition, feedback is created during report, and because the hologram is a dynamic store, both study and report alter the strength of all items in the hologram. The nature and amount of feedback created during study and report depend on the experimenter's instructions (translated into the subject's intentions). In particular, feedback is different when subjects are asked to learn a list across trials. Learning can occur without instructions, but is stronger when subjects are instructed to learn the list.
According to the theory, subjects try to use all of the all information available in the hologram when selecting words to report. In the demonstrations reported here, we have explored the use of item (word) and associative (word-to-word) information; we acknowledge, however, that word-to-context associations may also be used in the special circumstances explored by Brown et al. (2000) or by Bryden (1967) . In addition to the information stored in the hologram proper, the theory proposes control mechanisms designed to help extract all useful information from the hologram. 3 Tulving used a 16 ϫ 16 completely balanced Latin Square to order the materials. He noted that a balanced N ϫ N square can be constructed easily if (N ϩ 1) is a prime number. Clearly, Tulving was aware that remote carry-over effects are not controlled using a simple balanced square; Alimena (1962) has provided an algorithm for eliminating remote carryover effects in Latin Squares provided that (N ϩ 1) is a prime number. One characteristic of the model deserves emphasis. It will not work well using a small lexicon (e.g., 50 to 250 words). The present simulations are based on a lexicon of 2,000 words and 1,999,000 word-to-word associations. A toy implementation will not work. If the dimensionality of the item vectors is too small, the number of items that can be stored is restricted, and the interactions within the hologram are too small to drive the kind of results shown here. We have replicated the simulations presented here using a both a larger and a smaller vocabulary (with a corresponding modification in the dimensionality of the item vectors), but the important point is that the model's parameters will adapt to the dimensionality of the item vectors and to the number of items.
The single-store account stands in contrast to dual-store models (e.g., the modal model). Several differences deserve emphasis. The dual-store account assumes that STM is labile and subject to interference, whereas long-term memory is stable but subject to error. The holographic account assumes dynamic storage that is both permanent and subject to momentary changes in strength. As noted earlier, the dual-store idea has been subject to severe criticism (e.g., Bjork & Whitten, 1974; Neath, 1993) . The fundamental change implied by a holographic model is the focus on process rather than on static storage. The holographic model assumes that subjects know their vocabulary and that activation of particular items depends on the processing currently undertaken. There is no need to transfer material from a short-term store to the knowledge base. The focus on process makes terms such as "top down" versus "bottom up" obsolete. In terms of conventional theory, the holographic account is, perhaps, closest to Cowan's (1988 Cowan's ( , 1993 idea that STM is an activated subset of long-term memory. He postulated an attentional mechanism activates a subset of memory. The holographic idea does not require a separate attentional mechanism and escapes questions concerning the capacity of various buffer memories.
From the perspective of the holographic model, STM is an unnecessary construct. The holographic model's success in capturing Craik's (1970) data calls the idea of a STM into question once more. The fact that the concept is unnecessary and has been misapplied in the analysis of particular experiments-misapplication highlighted by Bjork and Whitten (1974) and by Neath (1993)-does not, by itself, mean that there is no short-term store; it means the basic evidence supporting the concept has been blunted. In light of the success of the single-store model presented here, the onus is on those who promote the two-store idea to present new empirical evidence to support the idea. Perhaps first, however, proponents of the dual-storage idea need to come up with a working model that can match the range of phenomena illustrated here.
The single-store holographic account offers an alternative that is both more parsimonious (one vs. two storage mechanisms) and in keeping with biological evidence. Kandel (2007 Kandel ( , 2009 has argued that the same neural tissue supports both short-term (chemical) and long-term (structural) changes in memory. To the extent that a dual-storage mechanism implies distinct anatomical loci, Kandel's evidence denies its feasibility.
The psychological literature too frequently includes concepts that are consistent with data but that are not forced by the data. We need experiments that force a conclusion; without such data, theorists risk reifying mechanisms that lack adequate empirical support. The danger, of course, is that people start to believe in the reified concept. Some may even seek its presence in the brain. 4 Too often, search for brain correlates is driven by theory known to be problematic.
The holographic model captures both item and order of report as a by-product of storage and report operations; it does not require separate order information. The question of what information subjects use to order report has been confused in the literature with the mechanism by which the information is used. For example, several accounts associate a series of temporal cues with items to be reported, and by rerunning the temporal series, order recall by recovering the associated items (Brown et al., 2000; Howard & Kahana, 2002) . In our view, such a theoretical move focuses too much on environmental information at the expense of internal information associated with the way words and their associates are stored.
The principles of our account allow several sources of environmental information to be used in combination with simple item and associative information: Report is based on momentary activation, a value derived by combining item and associative information. An easy extension to the mechanism would be to add temporal and/or spatial environmental information (in the form of an association between each word and a corresponding context vector). Such an extension would allow the ordering mechanism to combine internal and environmental context to handle the temporal-spatial conflicts addressed by Bryden (1967) , the uneven timing cases explored by Brown et al. (2000) , and list discrimination studies of the sort pioneered by Jacoby (1991) . At issue, is a fundamental computing-science question of data versus process. We have explored the use of two kinds of information using a mechanism flexible enough to combine them. The mechanism is also flexible enough to admit other sources of information. Although we have focussed on the flexibility provided by the hologram, the thrust of our account is that control of report rests on the integration of different sources of information.
Finally, a major limitation of the model deserves mention. The model uses vectors of random numbers to represent words. The vectors have not included structure that we know affects performance. For example, we know from Baddeley's (1986) work that phonological characteristics of words are important in memory, especially in experiments using short lists. Because the model does not represent phonological structure, it is unable to handle such data. Future work should address such holes in the model by extending its representation assumptions to include the missing structure. 4 The problem is illustrated nicely in the history of physics. At one point, people believed that light required a medium to support its wave properties; the literature invented the aether as the appropriate medium. The concept was so reified that authorities did not question it until the famous Michelson-Morley experiment (see Michelson & Morley, 1886) .
Résumé
Nous présentons une théorie holographique de la mémoire humaine. Selon cette théorie, le vocabulaire d'un sujet réside dans une représentation distribuée dynamique, soit un hologramme. Le fait d'étudier ou de se rappeler d'un mot altère autant la représen-tation actuelle de ce mot dans l'hologramme que tous les mots qui y sont associés. Le rappel est toujours déclenché par une consigne de rappel (soit une directive de départ ou le mot venant d'être évoqué). La séquence d'évocation est une fonction commune entre l'item et l'information associative résidant dans l'hologramme au moment de l'évocation. Nous appliquons le modèle aux données d'archive impliquant une variété de processus tels que le simple rappel libre, l'apprentissage en mode de rappel libre multi-essais, le simple rappel sériel et l'apprentissage en mode de rappel sériel multi-essais. Le modèle capture l'exactitude et la séquence d'évocation tant dans un contexte de rappel sériel que de celui d'un rappel libre. Il capture aussi les processus d'organisation subjective et d'apprentissage dans un contexte de rappel libre multiessais. Nous proposons ce modèle comme alternative à la théorie de la mémoire à court et à long terme présentée par le modèle modal.
Mots-clés : hologramme, mémoire, apprentissage, rappel.
