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近年、無線 LAN の普及に伴い、ノート PCやスマートフォン、タブレット端末といった
様々な無線デバイスが登場してきている。また、無線デバイスの多様化に伴い、モバイル






パケットロスを輻輳検出の手段に用いる loss-based 手法、RTT を輻輳検出手段に用いる
delay-based 手法、loss-based 手法と delay-based 手法の利点を組み合わせた hybrid 手法

















低遅延な通信が可能である delay-based手法の TCP Vegasを活かすため、TCPバージョン







第 2 章では TCP の輻輳制御方式、特に本論文で使用した従来の TCP の輻輳制御方式につ
いて述べる。 
第 3 章では無線 LAN のアクセス制御方式である IEEE802.11DCF と本稿での利用した優
先制御の基となっている IEEE802.11eEDCAについて述べる。 
第 4章では TCPバージョン推定・識別に関する従来研究について述べる。 


































れている。そして、確認応答セグメント(ACK)を受信する度に 1MSS(Maximum Segment 
Size)分の大きさだけ輻輳ウィンドウの値を増加させていく。つまり、スロースタートフェ




             MSScwndcwndnew                       (2.1) 
図 2.1にスロースタートフェーズの通信の様子を示す。 
 
              




 輻輳回避フェーズでは、TCP は ACK を受け取る毎に、輻輳ウィンドウサイズ分の 1 だ
け輻輳ウィンドウを増加させる。通常、TCPでは1RTT間に輻輳ウィンドウサイズ分のACK
を受信するため、輻輳回避フェーズでは 1RTT 毎に 1MSS 分輻輳ウィンドウが増加するこ
とになる。増加前の輻輳ウィンドウの大きさを cwnd、増加後の輻輳ウィンドウの大きさを
newcwnd 、最大セグメント長を MSS とすると、この操作は以下の式(2.2)のように表すこと
ができる。 
   M S Sc w n dc w n dc w n dM S Sc w n dc w n dn e w 1/1              (2.2) 
図 2.2に輻輳回避フェーズにおける TCPの通信を示す。 
 
 
           
















 スロースタート スロースタート 














                             スロースタート閾値 
      図 2.3 TCP-Tahoeの輻輳ウィンドウの変化(出典：参考文献[2]) 
 
 
2.1.4 Delayed ACK[3] 
 通常、TCPはデータパケット 1個に対して 1個の ACKを返す。Delayed ACKは、受信
したデータパケットに対して即座に ACKを返すのではなく、データパケット複数個に対し
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diff                       (2.3) 
ただし、cwnd は輻輳ウィンドウサイズ、baseRTT は今までに観測された RTT の最小値、
RTTは最新の RTTの値、diffはボトルネックとなるルータのキュー内パケット数の推定値
である。TCP-Vegasでは diffの値に基づき、以下の式(2.4),(2.5)に従って輻輳ウィンドウサ
イズを RTTに 1度増減させる。 
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2.4 CUBIC [8] 
CUBIC は BIC[9]を改良したものであり、BIC とよく似た輻輳制御を行うが、名前の通
りパケットロスからの経過時間の 3 乗の関数を用いることで、BIC で必要だったモードの




















)1(*  cwndcwnd         (2.7) 
またパケットロスを検出したときの輻輳ウィンドウサイズが前回ロスを検出した時の値
より小さいときには輻輳が起こっていると判断し、以下の式(2.8)ように Wlast_max を変更す
る Fast Convergence モードを持つ。これにより 3 次関数の水平な部分の値が 10％ほど減
少し、その結果余剰帯域が生まれることになりフローが競合するときに輻輳ウィンドウサ
イズが収束していく。 
2/)2(*max_  cwndWlast        (2.8) 
図 2.6 に CUBIC の輻輳ウィンドウの振る舞いを示す。輻輳ウィンドウサイズが
2000Kbyte に達するとバッファあふれによりパケット廃棄が発生して 20％減少し
1600Kbyte になる。この減少前の値が Wlast_maxになり、次に増加するときの 3次関数の水
平部分となる。またロスが起こったときの 2回に 1回は 3次関数の水平部分が 10％減少し




図 2.6 CUBICの輻輳ウィンドウの変化(出展[10]) 
 
CUBICは輻輳ウィンドウサイズの制御がRTTに依存しない方式となっているため、RTT
が小さいネットワークなどでは TCP Reno に比べ、輻輳ウィンドウの上げ幅が小さくなり













3)1(max)(      (2.9) 
 
 
2.5 Compound TCP(CTCP)[11] 
CTCPはMicrosoft Researchによって開発された hybrid手法[12,13]の TCPであり、Windows 
Vista以降のWindowsに実装されている。 
まず、CTCPでは TCP Renoと同様の制御を行う Loss-basedの輻輳ウィンドウ(cwnd)と TCP 




),min( awnddwndcwndwin               (2.10) 
awndは受信側の広告ウィンドウサイズである。 
そして RTT 毎の輻輳ウィンドウサイズの更新は以下の式(2.11)ように行われる。 
     
ktwindtwintwin )()()1(                   （2.11） 
パケットロス時には輻輳ウィンドウサイズは以下の式(2.12)ように更新される。 































diff  )(  
デフォルトでζ=1、γ=30 となっている。 
図 2.7に CTCP の輻輳ウィンドウの振る舞いを示す。 
 















第3章 無線 LANのアクセス制御方式 
 
 
3.1 IEEE802.11 無線 LANのアクセス制御方式[14] 
IEEE802.11無線 LANでは同一の無線チャネルを複数の端末で共有するためのアクセス
制御機能が実装されている。アクセス制御方式には、各局が自律的に送信タイミングを決
定する DCF(Distributed Coordination Function)と、オプションとして基地局がすべての




3.1.1 IEEE802.11DCF(Distributed Coordination Function)[14,15] 
IEEE802.11DCFは自律分散制御であり、各端末ではフレームの衝突をできるだけ回避す
るために、無線チャネルの使用状況を確認してからフレームを送信するかどうかを決定す























       












このとき、キャリアセンスできる環境下にある Destination 以外の端末が RTS を受信した
場合は、RTSフレームに記載されている期間(NAV：Network Allocation Vector)だけ送信
を禁止すことによって衝突を回避する。一方、Destinationは RTSを受信した後、SIFS時
間待ってから Sourceに CTSを返信する。このときも RTSの場合と同様に、キャリアセン
スできる環境下にある Source 以外の端末が CTSを受信した場合は、CTSフレームに記載
されている期間(NAV)だけ送信を禁止し、衝突を回避する。そして、CTSを受信した Source
は SIFS時間待ってデータフレームを送信する。ここで、SIFS<DIFSであるため、送信前








      





レイヤに QoS 機能を追加した規格である。802.11e では、QoS をサポートするためのアク
セス制御方式として、DCFと PCFの機能を統合的に提供するHCF(Hybrid Coordination 
Function)が規定されている。HCFには、EDCA(Enhanced Distributed Channel Access) 
またはHCF contention based channel access と呼ばれる DCFを拡張し、データ送信時に





3.2.1 IEEE802.11eEDCA(Enhanced Distributed Channel Access) 
IEEE802.11eEDCA は、送信するフレームを 4種類のアクセスカテゴリー(AC)に分類し、
AC ごとに提供するサービスの品質に差をつけることによって、優先制御を提供している。
AC には、音声用 AC_VI、ビデオ用 AC_VO、ベストエフォート用 AC_BE、背景トラフィ
ック用 AC_BKが規定されている。 
EDCA は、IEEE802.11DCF で規定されている CSMA/CA 方式を採用しているため、基
本的な制御は DCFと変わらないが、EDCAでは DIFSの代わりに AIFS(Arbitration IFS)




では AIFS、CW、TXOP のパラメータを AC ごとに設定することによって優先制御を行っ
ている。すなわち、802.11eEDCAではこれらのパラメータを任意に設定できる。EDCAア
クセス制御、EDCA フレーム送信手順、EDCA デフォルトパラメータ値をそれぞれ以下の
図 3.2、3.3、表 3.1に示す。 
 
       
         図 3.2 EDCAのアクセス制御(出典：参考文献[17]) 
 
      
        図 3.3 EDCAのフレーム送信手順(出典：参考文献[17]) 
 
         







4.1 TBIT(TCP Behavior Inference Tool)を用いた推定・識別[17,18,19] 
本章では、TCPバージョン推定・識別の従来研究について説明する。最初に、TBIT(TCP 
Behavior Inference Tool)というツールを用いた推定・識別方法について説明する。 
 TBIT はウェブサーバが使用する TCP の振る舞いを明らかにするためのツールである。
TBITはクライアント側で利用され、パケットを発生させることや意図的にパケットロスを
引き起こすことができる。[18]では、まず、TBITによってパケットロスを引き起こす。第
2 章で説明した初期に提案された TCP である Tahoe、Reno、NewReno はパケットロス後
の Fast Retransmissionに違いがあるため、Fast Retransmission の振る舞いを TBITで観




図 4.1 Example of congestion control behavior(出展：参考文献[18]) 
 
 [19]では、TBITを用いて、NewReno以降の TCPである BICや CUBICなどの識別を行
っている。上記に述べたように[18]では Fast Retransmissionを基に TCPバージョンの推








サイズを推定する(図 4.2)。このようにして推定した cwndの振る舞いから TCPバージョン
の識別を行う。なお、スロースタートフェーズから輻輳回避フェーズに強制的に移行させ
るため、63番目のパケットを意図的にロスさせている。 
 [19]では、Ubuntu8.4 を入れた２台の PC を用いて、500KBs の Web ページを送信する
実験を行い、各 TCP バージョンの cwnd を推定している。Reno、BIC、CUBIC と識別で
きたときの cwnd推定結果を図 4.3~4.5に示す。これらより、CUBICは Renoの 3倍、BIC
の 2倍速いという結果が得られている。 
 
            
図 4.2 Detecting CWND size(出展：参考文献[19]) 
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図 4.3 Reno CWND size(出展：参考文献[19]) 
  
          
図 4.4 BIC CWND size(出展：参考文献[19]) 
 
          




 [20]では、TBITの発展版として、TCPバージョンの識別を行うツールである CAAI(TCP 
Congestion Avoidance Algorithm Identification)を提案している。識別方法は、受信側から
送信端末の輻輳ウィンドウの変化をエミュレーションした同一条件下で推定し、その変化
の特徴から輻輳制御方式の判別を行う。TCP バージョンには cwnd の制御に RTT 毎に特定
の値を加える AIMD や RTT からの経過時間を利用する CUBIC、RTT の増減を用いる
Delay-based手法などがある。 
まず各サーバで推定する条件を統一して比較するために、図 4.6 のように ACK を返すま
での時間を調整することで RTT を一定の値（[20]では 1 秒）にエミュレーションして統一
する(Network Environment A とする)。また設定したタイムアウトパケット数（[20]では
512pkt）を超えると TBITによって ACKを返さずにパケットロスを擬似的に発生させる。 
 
          
図 4.6 パケットの振る舞い(出展：参考文献[20]) 
 
また RTT が変化する環境(Network Environment B とする)（図 4.7の破線）をエミュレーシ
ョンして同様に測定を行う。この場合の RTT の変化は以下のようになる。RTTが途中で増
加するため Delay-based 手法を検出できる。 
                             
     
図 4.7 エミュレーションする RTT の変化(出展：参考文献[20]) 
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上記の環境下での RTT 毎の輻輳ウィンドウの変化を計測したものを図 4.8 に示す。いず
れの方式もスロースタートに違いはなく、1RTT ごとに輻輳ウィンドウが 2 倍になり 9RTT
で 2^9＝512pktとなる。ここで擬似的にタイムアウトを発生させその後の輻輳ウィンドウの
挙動により判別を行う。TCP Reno の識別では 10RTT からのスロースタートフェーズでは
8RTTで 2^8＝256pktに達し、輻輳回避フェーズに入りその後は 1RTTで 1pktずつ増加する。
CTCP の識別では、RTTが一定の Network Environment Aでは TCP Renoと区別しにくいが、
RTT が増加する Network Environment B では挙動が異なることを利用する。CUBICの識別で
は、スロースタート閾値の設定がロス時の輻輳ウィンドウサイズの 0.7であるため他の方式
比べ輻輳回避フェーズに高い値で入る。その後三次関数で増加する。TCP Vegas の識別では、
RTT が一定の Network Environment A では TCP Reno との違いが識別しにくいが、RTTが増
加する Network Environment B では輻輳ウィンドウが増加しないため識別が可能となる。 
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図 4.8 輻輳ウィンドウの RTTごとの変化(出展：参考文献[20]) 
 
 
4.2 Linuxで扱える 14種類の TCPバージョンの識別[21] 
[21]では Linux で扱える 14 種類の TCP の 2 種類のバージョンが競合している場合の識
別を行っている。識別方法はまず、中継ルータで RTT を推定する。推定方法は flight 
method[21,22]と呼ばれる手法を使用している。flight method はパケットの到着間隔を利
用している。TCP の輻輳制御では cwnd の大きさ分のパケットを送信後、送信側は送信デ
ータの ACK が到着するまで、次のパケットを送信しない。そのため、送信データの ACK
が到着し、次のパケットを送信する時にパケット間隔は通常より大きなものとなる。この
到着間隔が変化したときを cwndの切れ目として判断し、RTTを測定する(図 4.9)。 
 
       
図 4.9 Flight based (packet) view of TCP (出展：参考文献[22]) 
 
次に cwndを推定する。cwndの推定は cwnd が１RTT中に送信されるパケット数を示す
という性質を利用する。中継ルータにおいて、flight method によって推定した RTT 間に
到着したパケット数を cwnd として推定する。そして、推定した cwnd から SBS(Step by 











 [%]   (1) 
SI ：cwndの増加幅が 1である回数 
MI ：cwndが１より大きい回数  
NI ：cwndの増加幅が 0である回数 
 
 SBSは主に cwndの増加幅が大きい TCPと小さい TCPの識別に用いる。図 4.10に SBS
を用いた識別例を示す。 
 
       









R  [%]    (2) 
Tr ：cwndの増加率 ir が 1以上であるときの ir の累積値 
MR ：cwndの増加率 ir が 1以上である回数 
 R は主に cwnd の増加率が異なる TCP 同士の識別に用いる。図 4.11 に R を用いた識別
例を示す。 
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図 4.11 R による Renoと Compound TCPの識別(出展：参考文献[21]) 
 
 








 [%]   (3) 
 N は主にある期間 cwnd を一定に保つ振る舞いをする TCP との識別に用いる。図 4.12
に Nを用いた識別例を示す。 
 
         










RC  [%]   (4) 
D：i-1番目の cwndと i番目の cwndの値が異なる回数 
C：cwndを推定した回数 
RCは主にコンスタントに cwndを増加させる TCPと増加幅が頻繁に変わる TCPとの識
別に用いる。図 4.13に RCを用いた識別例を示す。 
 
         
























ルータ(AP)で IP アドレスとポート番号からフローを判別し、フロー毎に TCP バージョン
の識別を行う。TCPバージョン識別には RTT推定、cwnd推定を利用する。TCPバージョ






5.2 RTT推定 1 
 TCPバージョン識別に用いる RTT推定について説明する。RTT推定には TCPのシーケ
ンスナンバーとタイムスタンプオプションを利用する。図 5.1のように、RTT = Wireless 





られるため、sender-AP間の遅延の 2倍をWired Delayとする。 
 
          
図 5.1 RTT推定方法 
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5.3 RTT推定 2 
もう１つの RTT推定について説明する。今度は TCPの輻輳制御を利用する。有線環境の
みの場合、ネットワークが輻輳している状態であると、ボトルネックとなる帯域によって
パケットの送信間隔が決まる。図 5.2 のネットワークトポロジの場合では、図 5.3 のよう
なパケット到着間隔となる。図に示すように、TCP は cwnd を 1 増加させる際、1 ラウン




しているため、cwnd が 1 増加する場合の特性(図 5.3 上)は見られるが、無線の CSMA/CA
によるランダム性によって、cwndが 1減少する場合の特性(図 5.3下)が見られない。 
 
 
図 5.2 有線ネットワークトポロジ 
 
 





 Cwnd推定には前章の RTT推定から行う。TCPの cwndは 1RTT中に送信されるパケッ
ト数を表すため、ルータ(AP)において、推定した RTT間に到着したパケット数をカウント






図 5.4 RTT、cwnd の実測値 
 
 
図 5.5 RTT推定結果 
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 TCP バージョンの識別は、推定した cwnd による cwnd の振る舞いから判断する。第 2
章や 5.4 章の cwnd の結果で述べたように、TCP のロスベースと遅延ベースでは輻輳制御
に大きな違いがある。理論的には輻輳回避フェーズにおいて、ロスベースの TCP は 1RTT
に 1 度、cwnd を増加させていく。それに対し、遅延ベースである TCP Vegas は cwnd を
一定に保つように振る舞う、あるいは、他 TCPと競合したときは cwndを減少させていく。
このように、cwndの振る舞いに大きな違いがある。この違いを利用し、まず、各フローに
おいて cwnd推定を n(=20)回行う。そして、無線 LANの遅延変動などによる推定値のばら
つきを考慮し、cwnd の増分がm(=10)よりも小さい場合は TCP Vegas、m(=10)以上の場合






5.6 EDCAの新規利用による TCP差別化 
 TCP バージョンの識別を行った後は、ロスベースと遅延ベースで別々のバッファを用意
し、それぞれのバッファにパケットを格納していく。そして、第 3章で説明した EDCAの





無線 LAN 環境での優先制御として利用している EDCA において、通常、EDCA はビデ
オや音声などといったアプリケーションの種類別に AC を用意し、優先制御を行っていく。




 本研究で用いた Ubuntu10.04 では、AC の分類に IP ヘッダの ToS を見て行っている。





































無線 LAN のドライバであり、子機として無線 LAN 通信を行うことや AP として利用する
こともできる。シミュレーション環境は極力実機実験に合わせた環境を設定した。 
実験環境 1は受信端末が 2台以上存在する場合を想定する。ネットワークトポロジーを図
6.1 に、実験パラメータを表 6.1 に示す。無線リンクは、無線 LAN 規格として
IEEE802.11g(54[Mbps])を使用し、RTS/CTS はオフとする。有線リンクの帯域は
100[Mbps]とする。図 6.1のネットワークトポロジーにおいて、Wired Nodeからロスベー
ス(Reno、Compound、CUBIC)と遅延ベース(Vegas)の TCPフローを端末 1台につき 1 フ
ローずつWireless Nodeに送信する。実機実験では、iperfを利用し、パケットを送信した。
本環境では AP がボトルネックとなるため、AP での TCP バージョン識別を行う。なお、
Compound TCP はハイブリッド手法の TCP であるが、本環境においてはロスベースと同
様の振る舞いをすることを確認しているため、ロスベースとして扱う。また、TCP の
Delayed ACKについて、Linuxではデフォルトで Delayed ACKが使用されているため、
シミュレーションにおいても Delayed ACKを適用する。 




    
            図 6.1 ネットワークトポロジー 
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表 6.1 実験パラメータ 
        
 
表 6.2 EDCAパラメータ 
     
 
 
6.2 シミュレーション・実機実験結果 1 
 
6.2.1 TCP Reno と TCP Vegas を競合させた場合の TCP差別化の効果 
基本的な TCP差別化の効果を明らかにするため、TCP Renoと TCP Vegasを各 1フロ
ー競合させた実験を行った。シミュレーション・実機実験のスループット、cwnd・RTTの
結果をそれぞれ図 6.2~6.4、図 6.5~6.7に示す。 
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図 6.2 スループット結果(シミュレーション) 
 
図 6.3 差別化なしの場合の cwnd、RTT結果(シミュレーション) 
 
図 6.4 差別化ありの場合の cwnd、RTT結果(シミュレーション) 
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図 6.5 スループット結果(実機) 
         
図 6.6 差別化なしの場合の cwnd、RTT結果(実機) 
         
図 6.7 差別化ありの場合の cwnd、RTT結果(実機) 
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 図 6.2より、シミュレーションでは、TCP差別化をすることで、TCP Vegasは差別化な
しの場合よりも約 8倍のスループットを得ることができている。また、図 6.3より、実機で




図 6.3,6.5より、シミュレーションと実機ともに差別化なしの場合は、TCP Vegasの cwnd
が非常に低いことがわかる。これは、APで TCP Renoと TCP Vegasが同じバッファを共
有していることにより、TCP Vegasが TCP Renoの影響を受け、バッファリング遅延が増
大していることが原因である。図においても、TCP Renoと TCP Vegasの RTTの値がほぼ
等しくなっている。一方、図 6.4,6.7より、差別化ありの場合では、TCP Vegasが高い cwnd
を得られている。これは、TCP Renoと TCP Vegasのバッファを別々に分けたことにより、
TCP Vegasのバッファにパケットが溜まらず、有効的な振る舞いができているからである。
TCP Vegas は同様の理由から RTT も小さく抑えられている。しかし、TCP 差別化によっ







6.2.2 他 TCPバージョンを競合させた場合の TCP差別化の効果 
 6.2.1章では TCP Renoと TCP Vegasの競合について、評価を行ったが、本章では、TCP 
Vegasが TCP Reno以外の TCPバージョン(Compound TCP、CUBIC を使用)と競合した
場合の TCP 差別化の効果を明らかにする。6.2.1 章の結果からシミュレーションと実機で
結果の傾向が変わらないことが予想されるため、シミュレーションでのみ評価を行う。図
6.8に各TCPバージョンと競合させたときのスループット結果を、図6.9,6.10にCompound 


































図 6.8 各 TCPバージョンと競合させた場合のスループット結果 
 
図 6.9 Compound TCPと競合させた場合の cwnd、RTT結果 
 














6.2.3 EDCAパラメータの CW を変動させた場合の TCP差別化の効果 
 表 6.2で示した EDCAパラメータの CWminを変動させ、どの程度 TCP差別化の効果に
違いが出てくるのかをシミュレーションにより評価する。TCP Vegas のパケットを格納す
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図 6.11 CWminを変動させた場合のスループット結果 
 
 図 6.11 より、TCP Vegas のスループットは CWmin=7 の場合が一番高くなっている。







15 から大きくなるにつれて、スループットが低下していっている。これは、単純に TCP 
Vegasの優先度が TCP Renoよりも小さくなっていくからである。 
 
 
6.2.4 マルチフローにおける TCP差別化の効果 
 マルチフローにおける TCP 差別化の効果について評価する。送受信端末をそれぞれ 10
台にし、TCP Renoと TCP Vegasのフローを各 5フロー流す。差別化なしと差別化ありの
場合の各フローのスループット結果を図 6.12,6.14に、TCP Renoと TCP Vegasを各 1フ
ロー分の cwnd、RTTの結果例を図 6.13,6.15に示す。 
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図 6.12 差別化なしの場合の各フローのスループット結果 
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図 6.13 差別化なしの場合の cwnd、RTT結果例 
 


























図 6.14 差別化ありの場合の各フローのスループット結果 
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図 6.15 差別化ありの場合の cwnd、RTT結果例 
 
 図 6.12,6.14より、マルチフローの場合においても、TCP差別化をすることで、TCP Vegas
は高いスループットを得られている。また、TCP Renoと TCP Vegasのパケットを別々の
バッファに格納するため、TCP Renoは Reno同士で、TCP Vegasは Vegas同士で帯域を
分け合っていることがわかる。さらに、フロー数が増加すると、低優先度のフローは
CSMA/CAの待ち時間が増大するため、高優先度のフローのスループットの有利性が増すこ




6.3 シミュレーション・実機実験環境 2 
実験環境 2 は受信端末が 1 台のみ存在する場合を想定する。ネットワークトポロジーを
図 6.16に示す。実験パラメータやEDCAパラメータは実験環境 1の場合と同様に表 6.1,6.2
の値を用いる。ネットワーク帯域や無線 LAN規格など、その他の条件も実験環境 1と同様
の設定で実験を行う。 
 受信端末を 2 台以上の場合との違いは、受信端末が 1 台であると、受信側でロスベース




    
            図 6.16 ネットワークトポロジー 
 
 
6.4 シミュレーション実機実験結果 2 
 
6.4.1 TCP Reno と TCP Vegas を競合させた場合の差別化の効果 
 基本的な TCP差別化の効果を明らかにするため、TCP Renoと TCP Vegas を各 1フロ
ー競合させた実験を行った。なお、実験環境 2では Delayed ACKが結果に大きく影響して
くるため、シミュレーションにおいては Delayed ACKがありの場合となしの場合、それぞ
れについて評価を行った。シミュレーション・実機実験のスループット、cwnd・RTTの結
果をそれぞれ図 6.17~6.21、図 6.22~6.24に示す。 
 





















図 6.17 スループット結果(シミュレーション、Delayed ACKあり) 
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図 6.18 差別化なしの場合の cwnd、RTT結果(シミュレーション、Delayed ACKあり) 
 
図 6.19 差別化ありの場合の cwnd、RTT結果(シミュレーション、Delayed ACKあり) 






















図 6.20 スループット結果(シミュレーション、Delayed ACKなし) 
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図 6.21 差別化ありの場合の cwnd、RTT結果(シミュレーション、Delayed ACKなし) 
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図 6.22 スループット結果(実機) 
         
図 6.23 差別化なしの場合の cwnd、RTT結果(実機) 
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図 6.24 差別化ありの場合の cwnd、RTT結果(実機) 
 
 
 図 6.17 より、シミュレーションでは、TCP 差別化をすることで、TCP Vegas は差別化
なしの場合よりも約 6倍のスループットを得ることができている。また、図 6.21より、実
機では、TCP 差別化をすることで、差別化なしの場合よりも約 3 倍のスループットを得る
ことができている。これは Delayed ACKが有効になっている場合の結果である。Delayed 
ACKがない場合、受信側で TCP Renoと TCP Vegasの ACKが同じバッファを共有してい
るため、受信側でバッファリング遅延が増大し、その影響で TCP Vegasはスループットを
下げてしまうことが考えられる。図 6.20,6.21より、差別化しても差別化なしの場合に比べ
て TCP Vegas のスループットの改善は小さく、遅延も大きな改善が見られない。一方で、




図 6.19,6.24より、シミュレーションと実機ともに差別化ありの場合は Delayed ACKの
効果で、TCP Vegasは比較的遅延を小さく抑えることができている。cwndも高い値を維持
できている。差別化なしの場合は、図 6.18,6.23 より、実験環境 1と同様に TCP Vegasの








6.4.2 他 TCPバージョンを競合させた場合の TCP差別化の効果 
TCP Vegasが TCP Reno以外の TCPバージョン(Compound TCP、CUBICを使用)と競
合した場合の TCP 差別化の効果を明らかにする。6.4.1 章の結果からシミュレーションと
実機で結果の傾向が変わらないことが予想されるため、シミュレーションでのみ評価を行
う。図 6.25に各 TCPバージョンと競合させたときのスループット結果を、図 6.26,6.27に
Compound TCPと CUBICの cwnd、RTT結果を示す。 
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図 6.25 各 TCPバージョンと競合させた場合のスループット結果 
 
 
図 6.26 Compound TCPと競合させた場合の cwnd、RTT 結果 
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図 6.27 CUBICと競合させた場合の cwnd、RTT結果 
 




図 6.26,6.27より、cwnd、RTT結果においても TCP Renoと競合させたときと同様の傾
向が得られている。TCP差別化をすることで、TCP Vegasは高い cwndが得られており、




6.4.3 EDCAパラメータの CW を変動させた場合の TCP差別化の効果 
 表 6.2で示した EDCAパラメータの CWminを変動させ、どの程度 TCP差別化の効果に
違いが出てくるのかをシミュレーションにより評価する。TCP Vegas のパケットを格納す
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図 6.28 CWminを変動させた場合のスループット結果 
 
図 6.28より、TCP Vegasのスループットは CWmin=3の場合が一番高くなっている。実
験環境 1のときとは違い、CWmin=3が一番高くなっているのは、実験環境2ではCWmin=3
のとき、TCP Vegas が帯域を最も有効利用できているからだと言える。CWmin が 3 以下




域を TCP Renoが利用していることが考えられる。また、CWminが 15から大きくなるに
つれて、スループットが低下していっている。この理由も実験環境 1と同様に、単純に TCP 















め、TCP バージョン識別手法と EDCA 制御を併用した TCP 差別化手法を提案し、シミュ
レーションと実機により評価を行った。実験結果より、ルータ(AP)で TCPバージョンを識
別し、Vegas を優先的に送信することによって、TCP バージョンを差別化できることを確
認した。受信端末が 2 台の環境において、シミュレーションでは、TCP 差別化をすること












































































































間がかかっても無線 LAN の基地局近辺など QoS の良好な移動通信ができる経路を利用す
ることである。図 2.1に寄り道の概観について示す。 
 
     













































3.1  最適寄り道経路 






















3.2  従来評価モデル[26,27] 
本節では、従来評価について説明する。従来評価では、無線 LANのリソースを理想的に
利用できる状況において、最短経路に対する寄り道の通信品質の改善度を評価している。 
 市街地を想定し、図 3.1 に示すような 40×40=1600個の頂点（交差点）から成る正方格
子の実験フィールドを考える。図 3.1において、下から i番目、左から j番目に位置する頂
点を ),( ji で表す。隣接するすべての 2頂点間の距離は 20[m]であるとするため、頂点 ),( ji


































      











っている。また、マップは図 3.2に示すように 2つフィールドを用いて評価を行っている。 
 
評価 1： 制限時間と最適寄り道経路の通信品質の関係 





       




 評価 1 では、寄り道の効果を定量的に把握するため、基地局の配置が異なる 1000 個のマ
ップに対してその最適寄り道経路と最適最短経路の総転送量を評価する。マップの基地局
数は 10個とする。10個の基地局はマップ中の各頂点に重複を避けて一様ランダムに配置さ
れる。制限時間を 480[s]（図 3.2の s から g までの移動に要する最短時間）から 960[s]（最
短距離の 2 倍）まで変化させたときの最適寄り道経路の総転送量を求めている。制限時間
と最適寄り道経路の通信品質の関係を図 3.3~3.5に示す。 
 結果からわかるとおり、フィールド 1、フィールド 2 ともに、制約時間が増加するにつ
れて、総転送量が線形的に増加することが確認されている。フィールド 1 とフィールド 2 の













        
図 3.3 制限時間と最適寄り道経路の通信品質の関係(出展：参考文献[27]) 
        
図 3.4 移動時転送量と停止時転送量(フィールド 1) (出展：参考文献[27]) 
         
図 3.5 移動時転送量と停止時転送量(フィールド 2) (出展：参考文献[27]) 
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3.3.2 基地局数と総転送量改善率の関係 
 評価 2 では、フィールド中の基地局数と最適寄り道経路の総転送量の関係を評価する。


















          
図 3.6 基地局数と総転送量改善率(フィールド 1) (出展：参考文献[27]) 
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図 4.1 ネットワークトポロジー 
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評価 1：1000個のマップと Improvement ratioの関係 
評価 2：Longcut ratioと Improvement ratioの関係 
評価 3：Base station numberと Improvement ratioの関係 
評価 4：Bottleneck node fraction と Improvement ratioの関係 












4.3.1 1000個のマップと Improvement ratio の関係 
寄り道の特性は、基地局の配置に大きく依存することが従来評価により知られているが、
ボトルネックが存在する場合には、基地局配置にさらに大きく依存することになるため、
はじめに、基地局の配置と Improvement ratio の関係について述べる。各パラメータは固
定値を用い、Longcut raio =2、Base station number =10、Bottleneck node fraction =70%、
Bottleneck bandwidth =2Mbpsとする。基地局は各頂点に重複を避けて一様ランダムに配
置する。1000個のマップと Improvement ratioの関係を図 4.2に示す。 






が Improvement ratioが高くなる。 
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図 4.2 1000個のマップと Improvement ratioの関係 
 
 
4.3.2 Longcut ratioと Improvement ratioの関係 
ボトルネックが存在する場合の制約時間に対する最適寄り道経路の基本的な特性を明ら
かにする。各パラメータは、Base station number =10、Bottleneck node fraction =70%、
Bottleneck bandwidth =2Mbpsとする。基地局は各頂点に重複を避けて一様ランダムに配











な改善効果が得られる。図 4.3より、Longcut ratio=6.0のとき、Improvement ratioは予



























































図 4.4 停止時と移動時の総転送量の関係 
 
 
4.3.3 Base station numberと Improvement ratio の関係 
 ボトルネックが存在する場合に、基地局数を変動させたときの最適寄り道経路の特性を
明らかにする。各パラメータは、Longcut raio =2、Bottleneck node fraction =70％、
Bottleneck bandwidth =2Mbpsとする。基地局は各頂点に重複を避けて一様ランダムに配
































図 4.5  Base station numberと Improvement ratioの関係 
 
 
4.3.4 Bottleneck node fraction と Improvement ratioの関係 
 有線ネットワークにボトルネックが発生する確率を変動させた場合の最適寄り道経路の
特性を明らかにする。各パラメータは、Base station number =10、Bottleneck bandwidth 
=2Mbps とし、Longcut raito が 2、6 の場合それぞれについて評価を行った。基地局は各
頂点に重複を避けて一様ランダムに配置する。Bottleneck node fraction と Improvement 
ratioの関係を図 4.6、4.7に示す。 
Bottleneck node fractionを増加させると、最短経路上にボトルネックの影響を受ける基






図 4.6より、Longcut ratio = 2のとき、予測可の場合は Bottleneck node fractionが 70％
のときが Improvement ratioのピークで 10倍強の改善率を示している。Bottleneck node 









図 4.6,4.7より、予測不可の場合、全体的に予測可よりも Improvement ratioが小さいこ




















































図 4.7 Bottleneck node fractionと Improvement ratioの関係 
 
 
4.3.5 Bottleneck bandwidth と Improvement ratioの関係 
 ボトルネックとなったときの有線ネットワークの帯域を変動させた場合の最適寄り道経
路の特性を明らかにする。各パラメータは、Base station number =10、Longcut ratio= 2 、
Bottleneck node fraction =70%とする。基地局は各頂点に重複を避けて一様ランダムに配






め、予測可の Improvement ratio は小さくなるはずである。予測不可は、寄り道しても、
ボトルネックの影響を受ける可能性が高いため、大きな寄り道効果は望めない。 
図 4.8 より、Bottleneck bandwidth が小さいほど、Improvement ratio が大きく、
Bottleneck bandwidth=2[Mbps]で、予測可は 10倍強、予測不可は約 8 倍の改善となって
いることが確認できる。また、Bottleneck bandwidthが大きくなるにつれて、予測可と予
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