The Stationary Phase Principle (SPP) states that in the computation of oscillatory integrals, the contributions of non-stationary points of the phase are smaller than any power n of 1/k, for k → ∞. Unfortunately, SPP says nothing about the possible growth in the constants in the estimates with respect to the powers n. A quantitative estimate of oscillatory integrals with amplitude and phase in the Gevrey classes of functions shows that these contributions are asymptotically negligible, like exp(−ak b ), a, b > 0. An example in Optics is given.
Introduction
An oscillatory integral is an integral of the form
where a and ϕ are C ∞ real functions, called respectively amplitude and phase, and k is a (large) parameter. They are typically employed to represent solutions for linear PDE's depending on a real parameter, e.g. the Schrödinger equation or the Helmholtz equation.
A well known feature is the tight dependence on the values of a near the critical points of ϕ. More precisely, if in the domain of integration there are no degenerate critical points for ϕ, the Stationary Phase Principle holds, i.e.
In particular, a very standard argument, states that the contributions to I coming from a compact subset K ⊂ where there are no stationary points, tends to zero faster than every positive power of 1 k , as k → ∞. * Author for correspondence: cardin@math.unipd.it
This "superpolynomial estimate" can be written as
(and will be revisited in Theorem 1). The coefficients A n are comparable to the size of the nth order derivatives of the amplitude function a. Unfortunately, for C ∞ compactly supported functions there is no a priori upper bound to the growth of these derivatives.
If the amplitude were analytic, it would be possible to estimate A n by n! In that case, choosing an optimal value of n depending on k and applying Stirling's formula, as shown in detail in the next section, one would find the expected exponential estimate for I :
Unfortunately, analyticity is a requirement which cannot be satisfied by a non-trivial compactly supported function. On the other hand, in order to have simpler integrals to manage, we choose to consider compactly supported amplitudes, as done, e.g. in Ref.
[2], although it would be possible to discuss the Stationary Phase Principle for non-compactly supported amplitudes.
A reasonable way out can be found by turning to an intermediate class of functions placed between the spaces of the C ∞ functions and the analytic functions: the Gevrey spaces.
Functions in the Gevrey space G s ( ), s 1 satisfy the inequality:
for every α = (α 1 , . . . , α d ) ∈ N d , for every u in a compact subset K , and a suitable constant C, depending only on K.
Obviously, G 1 ( ) is the class of the analytic functions A( ). It is also clear that there exist C ∞ functions which are not Gevrey for any s. To summarize, one has
Let G s 0 ( ) denote the space of compactly supported "s-Gevrey" functions in . Gevrey spaces G s 0 ( ), with s > 1, are dense in C ∞ 0 ( ), in L p 0 ( ), etc., essentially because partitions of unity can be constructed. See Ref. [8] for an exhaustive treatise.
When a belongs to G s 0 ( ), and ϕ to G s ( ), we obtain the exponential estimate:
This result, allowing ϕ to belong to a Gevrey class of functions, improves a previous one by Todor Gramchev for analytical phases ϕ, see Ref.
[6].
A Gevrey Exponentially Decreasing Estimate
The first theorem is standard; the second is the core of the main result, which we state as the third theorem. From now on we will assume bounded.
