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1A Flexible Stochastic Optimization Method for
Wind Power Balancing with PHEVs
Willem Leterme, Graduate Student Member, IEEE, Frederik Ruelens, Graduate Student Member, IEEE,
Bert Claessens and Ronnie Belmans, Fellow, IEEE
Abstract—This paper proposes a flexible optimization method,
based on state of the art algorithms, for the smart control of
plug-in hybrid electric vehicles (PHEVs) to balance wind power
production. The problem is approached from the perspective of a
balance responsible party (BRP) with a large share of wind power
in its portfolio. The BRP uses controllable PHEVs to minimize
the imbalance of its portfolio resulting from wind power forecast
errors. A Markov Decision Process (MDP) formulation in combi-
nation with dynamic programming is used to solve the multistage
stochastic problem. The main difficulty for applying MDPs to
this problem is to efficiently include time interdependence of
the wind power forecast error. In the presented approach, the
probability distribution and time interdependence of the forecast
error is represented by a scenario tree. Because of the MDP
formulation, the algorithm is adaptable to deal with different
transition models and constraints. This feature enables to use the
algorithm in a dynamic environment such as the future smart
grid. To demonstrate this, a generic charging model for PHEVs
is used in the BRP wind balancing case. The flexibility of the
algorithm is shown by investigating the solution for different
degrees of complexity in the charging model.
Index Terms—demand side management, electric vehicles,
Markov Decision Process, stochastic optimal control, wind bal-
ancing
I. INTRODUCTION
UNCERTAINTY on power generation grows larger asthe share of renewables such as wind power and pho-
tovoltaics in the generation mix increases. On the other
hand, an increase of energy consumption is expected due to
electrification of transport and residential heating [1]. With
current infrastructure, coordinated control of these loads is
required for a large scale integration [2]. Coordinated control
or alternatively Demand Side Management (DSM) of flexible
loads can contribute to a more efficient way of energy delivery.
Several objectives can be targeted at, such as cost optimization,
minimization of network losses or delivery of ancillary ser-
vices [3]. DSM however requires intelligence in the form of an
efficient optimization algorithm and a communication network
for monitoring and control of the loads. These functions will
be incorporated in future smart grids [4].
In general, the optimization problem associated to real-time
control of controllable load is a high dimensional multistage
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stochastic problem. Furthermore, the future smart grid will be
a dynamic environment with heterogeneous types of users that
entail a varied set of constraints [5]. In literature, stochastic
optimization methods elaborated for related problems can be
divided into two approaches.
The first approach is multistage stochastic programming
(MSP), which makes use of scenario trees for the representa-
tion of the probability distribution of stochastic variables [6],
[7]. Efficient methods, e.g. linear or quadratic programming,
can be used when the optimization problem is convex [8].
Examples of the use of convex optimization methods in smart
grid related problems are [9], [10] and [11] (no MSP). MSP
with mixed-integer linear programming (MILP) is used in [12]
and [13] for related problems in respectively smart grids and
power markets. The number of scenarios in the tree is largely
reduced to keep the optimization problem tractable.
The second approach makes use of Markov Decision
Processes (MDPs) in combination with dynamic programming
[14] or reinforcement learning [15]. MDPs prove to be a
flexible tool for solving problems including specific
constraints. For large problems however, dynamic
programming becomes infeasible due to the “curses of
dimensionality”, hence approximations must be made
[16], [17]. Monte Carlo sampling techniques are used to
generate outcomes of the stochastic variables to emulate their
probability distributions [18]. Similar to scenario reduction
techniques, the number of outcomes of the stochastic process
is diminished, e.g. in [19] by using a clustering approach.
Variations of approximate dynamic programming occur in
literature in [20], [21], [22] and [23]. In [19] the authors use
dual dynamic programming to solve the intraday problem
of a hydro storage unit. In [24], a trading algorithm for
CHPs with buffers is proposed based on MDPs and dynamic
programming. Higher order time interdependence of stochastic
variables is not considered in [19] and [24].
In this paper, balancing of wind power using controlled
charging of plug-in hybrid electric vehicles (PHEVs) is stud-
ied. The wind balancing problem is approached from the
perspective of a balance responsible party (BRP). A BRP with
a large share of wind power and a fleet of PHEVs in its
portfolio is considered. BRPs are obliged to announce their
power nomination to the transmission system operator (TSO)
one day before power delivery. Because of imperfect wind
power forecasts, the BRP’s portfolio faces imbalance at the
day of power delivery. To avoid large imbalance penalties
(e.g. by the TSO), the BRP can control its PHEVs to reduce
2its imbalance using grid-to-vehicle charging. The problem is
accordingly split up into two parts. The first part consists of
a day-ahead nomination in which the wind power and PHEV
load are nominated. The second part is the real-time phase
in which the BRP can control the PHEVs’ charging power to
minimize the imbalance resulting from forecast errors. In the
real-time phase, the PHEVs are controlled on a quarter-hourly
base [25].
The focus of the paper lies at the optimization of the total
PHEV charging power for the real-time phase. The control
of the individual PHEV charging power is out of the scope
of this paper. Nevertheless, the algorithm can be integrated in
a method for charging control of individual PHEVs such as
described in [26], [27]. In [26], a market based multi-agent
system is used for optimal dispatch of PHEVs.
The optimization algorithm makes use of MDPs to describe
the system dynamics. The MDP problem formulation allows
to use optimization algorithms such as dynamic programming
that offer flexibility towards different models and constraints.
The main difficulty for applying MDPs and dynamic pro-
gramming is the time interdependence structure of stochastic
variables [22], in this case the wind power forecast error.
Nonetheless, time interdependence of wind power forecast
errors is an important part of information for multistage opti-
mization problems involving wind power [28], [29]. Therefore,
dynamic programming is adapted to efficiently include this
time interdependence. A scenario tree is used to represent the
probability distribution and time interdependence of the wind
power forecast error.
The main contributions of this paper are:
• proposing a charging strategy and an adjusted stochastic
optimization algorithm for smart control of PHEVs for
the purpose of wind power balancing. For the charging
strategy, only grid-to-vehicle charging is considered.
• using an MDP problem formulation for the algorithm,
making it applicable for a wide range of problems in the
future smart grid.
• combining dynamic programming with scenario trees to
efficiently incorporate the time interdependence structure
of wind power forecast errors in the optimization.
In Section II, a general problem description of the BRP
wind balancing case is worked out. The third section treats the
MDP formulation of the problem. The algorithm is elaborated
in Section IV. Section V describes the results of the algo-
rithm applied to the BRP wind balancing case. To prove the
performance of the algorithm, optimizations are performed for
different degrees of complexity of the PHEV charging model.
Finally, in Section VI, a conclusion is drawn.
II. PROBLEM DESCRIPTION
A BRP must maintain balance between quarter-hourly
power injection and offtake of its portfolio with respect to day-
ahead nominations [25]. If the BRP does not fulfill this task,
the transmission system operator (TSO) charges an imbalance
fee based on the amount of imbalance of the BRP and the
amount of imbalance in the system. The BRP must announce
its power injections and offtakes on an hourly base on the day
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Fig. 1. Day-ahead nomination and real-time phase.
before power delivery to the TSO. This is called the day-ahead
nomination phase. A BRP with a large share of wind power
in its portfolio must rely on wind power forecasts for the day-
ahead nomination of its power. Depending on the accuracy
of the forecasts these nominations will be violated, resulting
in large imbalance fees. By controlling the PHEVs in real-
time on a quarter-hourly base, the total portfolio imbalance
can be diminished. An overview of the day-ahead nomination
and real-time phase is given in Fig. 1.
The control problem in the real-time phase can be seen as
a multistage stochastic problem. Each timestep, the BRP has
to control the charging power of the PHEVs at that timestep,
while information about the wind power is only known until
that timestep. Hence, the BRP has to choose the charging
power of the PHEVs at the current timestep to minimize the
current cost and the expected value of future costs [6]:
min
PEV,1
f1(PEV,1, Pwind,1)
+ E
 inf
PEV,2
f2(PEV,2, Pwind,2)
+ E
[
...+ E
[
inf
PEV,T
fT (PEV,T , Pwind,T )
]] ,
where ft(PEV,t, Pwind,t) = (P nomt − (Pwind,t − PEV,t))2.
(1)
The timestep in (1) is fifteen minutes, with a horizon T of 96
timesteps. PEV,t denotes the aggregated quarter-hourly PHEV
charging power, which is the decision variable in (1). The
stochastic process is denoted by P wind = (Pwind,1, ..., Pwind,T),
which is only deterministic at the first timestep. This implies
that only the first control action is independent of this process,
whereas control actions at other timesteps are functions of the
outcome of this random data (recourse actions) [7]. The func-
tion ft penalizes deviations from the day-ahead nomination
P nom = (P nom1 , ..., P
nom
T ) quadratically. Hence, the goal of (1)
is minimizing total imbalance volume. The PHEV charging
model is incorporated via constraints:
Emin,t ≤
t−1∑
τ=1
(
PEV,τ
4
− αP 2EV,τ
)
≤ Emax,t ∀t,
PEV,t ≤ PEV,max,t(SoCaggt ) ∀t.
(2)
The first constraint represents charging availability of the
PHEVs as accumulated energy limits. The total charged power
minus network losses, encompassed by the term αP 2EV,t, must
lie within these limits at every timestep. The upper limit,
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Fig. 2. Possible PHEV maximum charging power limits in function of PHEV
SoC.
Emax = (Emax,1, ..., Emax,T ), is obtained by charging each
PHEV at maximum power from the moment of arrival until
full battery. The lower limit, Emin = (Emin,1, ..., Emin,T ), is
achieved by postponing the charging at maximum power until
the moment at which the energy need of the PHEV can ulti-
mately be accomodated. Summation of the charging limits of
each individual PHEV leads to the aggregated charging limits.
The charging availability of PHEVs can be determined using
an availability study such as [30]. The second constraint limits
the instantaneous charging power. For PHEV batteries, the
maximum charging power P EV,max = (PEV,max,1, ..., PEV,max,T)
is a function of the state of charge (SoC) of the battery [31].
For a fleet of PHEVs an aggregated SoC curve, such as given
in Fig. 2, can e.g. be learned by the BRP using learning
algorithms [15]. This curve relates PEV,max,t to the aggregated
SoC (SoCaggt ) and can be used together with an availability
analysis to determine the maximum charging power constraint.
For the day-ahead nomination phase, the BRP must make a
nomination of the hourly PHEV charging power P nomEV based
on the information available day-ahead. This information
consists of a wind power forecast, P forecastwind , and a forecast
of the PHEV charging availability. The day-ahead nomination
strategy followed in this paper has the goal of providing as
much charging flexibility for the real-time phase as possible.
This can be achieved by deterministic optimization of P nomEV :
min
P nomEV
H∑
h=1
(
P forecastwind,h − P nomEV,h
)2
,
s.t: Eforecastmin,h ≤
h−1∑
τ=1
P nomEV,τ ≤ Eforecastmax,h ∀h
P nomEV,h ≤ P nomEV,max,h(SoCaggh ) ∀h.
(3)
The time index h denotes an hourly timestep with an ultimate
time horizon H of 24 hours. The first constraint in (3)
represents the aggregated energy charging limits, the second
constraint limits the instantaneous power. With (3), the nom-
inated PHEV charging power P nomEV is set to minimize the
total deviation of the forecasted wind power. At low (high)
wind speeds, the error margin of the wind power forecast
error is mainly positive (negative) [32]. By not nominating any
PHEV charging power at low wind speeds, maximal upward
regulation power is guaranteed. Similarly, by nominating a
large PHEV charging power at high wind speeds, downward
regulation power is provided. Finally, the net nominated power
by the BRP is
P nom = P forecastwind − P nomEV . (4)
III. MARKOV DECISION PROCESS
In this section, the MDP formulation of the multistage
stochastic problem (1) is elaborated. The various state of
the art dynamic programming techniques as an optimization
method for MDPs are consecutively described.
MDPs approach a multistage stochastic problem as a system
with states and a state transition function. An agent can interact
with the system by taking actions that (partly) influence the
state transitions. The state transition function is also influenced
by the outcome of an exogenous process, on which the agent
has no impact [15]. This process is said to be an MDP when
the state transition can be obtained only by knowing the cur-
rent state, current action and current exogenous information.
An MDP formulation of order n of (1) is given by (adapting
the notational style of [18]):
min
pi
E
{
T∑
t=0
Ct(St, xt)
}
,
s.t.: St+1 = SM (St, xt,Wt+1),
(5)
where
St indicates the current state of the system
which in the case of the BRP consists of
(Et, Pwind,t, Pwind,t−1, ..., Pwind,t−n+1).
xt is the control action, it only consists of the aggre-
gated charging power PEV,t.
Wt is the exogenous information variable on which the
system has no impact, which is in this case the wind
power Pwind,t.
SM denotes the system transition function and is given
by (Et + (PEV,t/4− αP 2EV,t), Pwind,t+1, Pwind,t, ..
.., Pwind,t−n+2).
Ct(.) is the cost function, given by
(P nomt − (Pwind,t − PEV,t))2.
pi denotes a policy, leading to a sequence
(PEV,1, ..., PEV,96).
Dynamic programming exploits this system formulation by
assigning a value V to each state. Backward recursion is used
to calculate this value [14]:
Vt(St) = min
xt∈Xt
(Ct(St, xt) + E {Vt+1(St+1)|St}). (6)
Dynamic programming has the advantage that it is easily
adaptable for different kinds of objective functions and con-
straints. However, it suffers from the ‘curses of dimensionality’
when state, control and outcome space grow [18].
Approximate dynamic programming (ADP) aims to avoid
these problems by iteratively solving the problem forward
in time. In contrast with dynamic programming, only cer-
tain states are visited to calculate the value function, which
diminishes calculation time. Regression methods are used to
4obtain the value of the states which are not directly calculated.
The outcome space is approximated by scenario generation
based on Monte Carlo simulation. Many ADP algorithms are
elaborated, for example value iteration, policy iteration and
derivatives [17].
Although these methods reduce the calculation time, some
of the main difficulties still hold for problems that involve
stochastic variables with time interdependence. Wind power
forecast errors are interdependent between forecast lookahead
times [28]. For a correct reconstruction of this time inter-
dependence by a Markov Decision Process, the wind power
dimension of the state space must be adapted, eventually
leading to a high-dimensional state space [33], [34]:
St = (Et, Pwind,t, Pwind,t−1, ..., Pwind,t−n+1). (7)
For an accurate approximation of the expected value in (6),
enough samples per state should be supplied by the Monte
Carlo simulation. This requires a large number of scenarios in
the Monte Carlo simulation, thereby increasing the calculation
time of the ADP and hence reducing the effectiveness of the
approximations.
IV. TREE-BASED DYNAMIC PROGRAMMING
In this section, an efficient algorithm to solve (1) is elab-
orated. The algorithm makes use of backward dynamic pro-
gramming, value function approximations and scenario trees.
By using dynamic programming, the algorithm is easily adapt-
able for different objective functions and constraints. However,
due to the time interdependence of the wind power forecast
error, the state space dimension would have to increase when
using approximate dynamic programming. This problem is
overcome by making use of scenario trees in combination
with backward recursion. First, the shrinking horizon approach
that serves as framework is presented. The next subsection
describes the algorithm, further on referred to as tree-based
dynamic programming.
A. Shrinking horizon framework
In a shrinking horizon approach, a policy for an optimal
control sequence PEV is at each timestep t determined upon
the time horizon T by solving (1). The first control action
determined by the policy is applied to the system. This
sequence is consecutively performed until the time horizon
is reached.
An outline of the complete shrinking horizon framework is
given in Algorithm 1. The optimization starts at time t = 1
and an initial charged energy E1 =
∑
PEV = 0.
The first step in the framework consists of the generation of
scenarios for the wind power and lower energy limit (line 3).
Wind power scenarios are generated using an ARMA-model
for the wind speed forecast error [35]. Via backward reduction
and forward selection [36], these scenarios are reduced into a
scenario tree (line 4). The nodes of the scenario tree represent
possible outcomes (Pwind,t), whereas the branches produce
possible outcome paths. A probability is assigned at each
branch, indicating the probability to move from the current
node to the next node [6].
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Fig. 3. Example binary scenario tree with value functions associated to each
node
The scenario tree finally serves as input for the optimization,
leading to a policy for an optimal control sequence (line 5).
The first action of the policy is independent of the stochastic
variables and can be applied to the system (line 6). A cost Ct,
associated to the control action, can be calculated (line 7). This
sequence is repeated until the time horizon T is reached. The
total cost Ctotal is the sum of all costs Ct over all timesteps.
Algorithm 1 Shrinking horizon framework
1: Set t = 1, E1 = 0
2: for t = 1..T do
3: Generate wind power scenarios
4: Construct scenario tree
5: Solve stochastic optimal control problem (1):
pi → PEV = (PEV,t, ..., PEV,T )
6: Update state: Et+1 = Et + PEV,t/4− αP 2EV,t
7: Calculate cost: Ct = (P nomt − (Pwind,t − PEV,t))2
8: end for
9: Calculate total cost: Ctotal =
T∑
t=1
Ct
B. Tree-based dynamic programming
The tree-based dynamic programming algorithm can be
inserted on line 5 of Algorithm 1, for the solution of the
stochastic optimal control problem (1).
By using a scenario tree representation for the stochastic
variable P wind, the state space of (5) can be reformulated as
S
′
t = Et with transition rule S
′M = (Et+(Pt/4−αP 2t )). An
approximation of the value function of each state S
′
t is found
using the probabilities in the tree:
Vt(S
′
t) = min
xt∈Xt
(Ct(S
′
t, xt) +
Nt+1∑
n=1
pnV
n
t+1(S
′M (S
′
t, xt))),
(8)
as illustrated in Fig. 3. Nt+1 is the total number of possible
next nodes at timestep t+1. The collection of possible control
actions at timestep t is denoted by Xt. The probabilities
(p1, ..., pn) indicate the transition probabilities from the cur-
rent node to the possible next nodes in the tree.
For a further decrease of the number of calculations, a
regression method is used to approximate the value function
5per timestep. This allows to increase the accuracy of the
solution without significantly increasing the calculation time
by increasing the resolution of the state space. This offers
flexibility for different objective functions as no assumptions
need to be made on the shape of the value function.
An outline of the algorithm is given in Algorithm 2. The
algorithm consists of three nested loops. The outermost loop
iterates recursively over time, starting at T − 1 and ending at
the current timestep in the shrinking horizon framework (here
represented as timestep 1). The second loop iterates over all
nodes of the tree at timestep t, to obtain a value function V n
for the states at all nodes of the tree at that timestep. This
value function is obtained by calculating the values for some
states at that node in the innermost loop together with the
regression.
Algorithm 2 Tree-based dynamic programming
Input: scenario tree, transition model and approximator
1: Initialize V T to zero
2: for t = (T-1)..1 do
3: for nt = 1..Nt do
4: Determine next nodes {n1t+1, n2t+1, ..., nNt+1t+1 }
5: for S
′
t = selectedStates do
6: Vt
nt
(S
′
t) = min
xt∈Xt
Ct(S′t, xt) + Nt+1∑
n=1
pnV
n
t+1

7: end for
8: Find Vt
nt
(.) using spline fitting
9: end for
10: end for
Output: x1 = argminx
Ct(S′t, xt) + Nt+1∑
n=1
pnV
n
t+1

V. RESULTS
In this section, the tree-based dynamic programming algo-
rithm is applied to the problem described in Section II. The
cases consider a BRP with a wind farm and a fleet of PHEVs
in his portfolio. The BRP optimizes the power nomination and
real power consumption of the PHEVs to minimize the total
imbalance. It is assumed that the BRP has a perfect forecast
of the charging availability of the PHEVs, so only uncertainty
on wind power production is considered. The case simulation
parameters are explained into detail in the first paragraph.
First, the optimal number of scenarios in the scenario tree is
determined. Next, the day-ahead nomination and optimization
in the real-time phase are discussed. Finally, the performance
of the algorithm is evaluated by benchmarking against a
commercial solver. Solution optimality and calculation time
are assessed considering different degrees of complexity in
(2). The complexity of the PHEV charging model is altered
from linear, α set to zero and battery curve constraints ignored,
to a generic charging model, considering network losses and
the battery curve.
A. Case simulation parameters
The portfolio of the BRP consists of a fleet of 5000 electric
vehicles (PHEVs) and a wind farm of 15 MW nominal power.
Each PHEV is equipped with a 17.5 kWh battery and 3 kW
nominal charging power. The parameter α, that accounts for
the losses in (1) is set to 0.0025.
In order to simulate the charging availability (connection
times) and driving behavior (energy consumption) of this fleet
an availability study is used as described in [30]. It is assumed
that the BRP is able to use the flexibility when the EVs are
at work and only grid-to-vehicle charging is allowed. Using
the availability analysis, a minimum and maximum SoC are
at each timestep associated to respectively Emin,t and Emax,t.
A value for the SoCaggt of the fleet is obtained at each
energy state by linear interpolation between the minimum and
maximum SoC. In the cases, the curve of Fig. 2 is assumed
at each timestep for the calculation of the PEV,max,t constraint
at each state Et.
Wind profiles are generated using an ARMA-model and a
wind speed profile from “De vlakte van de Raan”. The auto-
regressive and moving-average parameter are respectively 0.98
and -0.6, the standard deviation for the normal distributed
variable in the ARMA-model is 0.7.
To characterize the quality of the solution, Ctotal is chosen,
from which the definition is given on line 9 of Algorithm 1.
All simulations are run on a PC with a 3.0 GHz quad-core
processor and 8 GiB of internal memory.
B. Number of scenarios in the tree
First, the number of scenarios in the scenario tree is de-
termined. Having more scenarios in the tree permits a better
approximation of the probability distribution of the stochastic
process. This leads to a better solution of the optimization
algorithm. On the contrary, it has a negative impact on the
calculation time. Choosing the number of scenarios in the tree
is thus a trade-off between calculation time and optimality.
Table I summarises the results and calculation times for a
different number of end nodes in the tree. The results have
been obtained by simulating 50 cases with the parameters
described above and using 1000 wind power scenarios as input
for the tree construction. The calculation times in the table
are the mean calculation time of the 50 cases for the tree
construction and the TBDP algorithm, considering only the
first timestep. The mean total cost is the mean of the total
cost Ctotal of all cases. It can be seen that a higher number
of scenarios in the tree leads to a better solution, but also an
increase in calculation time. Therefore, the number of tree end
nodes is chosen to be 50.
C. Day-ahead nomination and real-time phase optimization
This subsection illustrates the wind power balancing using
grid-to-vehicle charging of PHEVs by highlighting the results
of one simulated case. Fig. 4 shows the outcome of the day-
ahead nomination phase. In the upper graph, the aggregated
nominated charging power is depicted together with the ag-
gregated charging limits. The lower graph shows the charging
6TABLE I
RESULTS AND CALCULATION TIME OF TREE CONSTRUCTION AND TBDP
FOR A DIFFERENT NUMBER OF TREE END NODES
Calculation time [s]
Tree end
nodes
Tree Optimization Total Mean Total
Cost
75 3,10 13,74 16,83 89,35
50 2,87 9,47 12,34 89,78
25 2,73 4,83 7,56 91,08
10 2,69 1,93 4,62 93,70
5 2,67 0,97 3,64 97,05
power versus the wind power. The nominated charging power
is determined with an offline dynamic programming approach
that uses the day-ahead wind forecast as input. Apart from the
first two hours, the nominated PHEV charging power is fitted
to the wind power quite well.
The plots in Fig. 5 show the optimization of the PHEVs
power consumption in the real-time phase. In the upper graph,
the real charging path of the PHEVs is shown. The lower graph
shows the wind power forecast error in MW and the deviation
of the nominated PHEV charging power. Both positive and
negative forecast errors can be corrected using only grid-to-
vehicle charging.
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Fig. 4. Nominated energy and power of the PHEVs for the day ahead
nomination phase. The dashed line in the upper graph shows the accumulated
nominated power of the PHEVs. The solid thick lines represent the charging
limit. In the lower graph, the wind power forecast (red dotted curve) is plotted
against the nominated PHEV charging power (green).
D. Evaluation for different degrees of complexity
1) Solution optimality: This paragraph compares the results
of the tree-based dynamic programming (referred to as TBDP)
for different degrees of complexity in (2). The total cost
Ctotal of the optimization for 100 simulations for different
optimizations is shown in Fig. 6.
In Fig. 6(a), the total cost Ctotal when no real-time phase
optimization is performed, is plotted. Figs. 6(b)-(d) show the
total cost with optimization in the real-time phase for different
complexity in the optimization algorithm. Without real-time
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Fig. 5. Real energy- and powerpath of the PHEVs for the optimization in
the real-time phase. In the upper graph, the accumulated power is represented
by the dashed line, the charging limits by the solid thick lines. In the lower
graph, the wind power forecast error (red dotted curve) is plotted against the
deviation of the real PHEV charging power from the nominated (green).
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Fig. 6. Histogram of Ctotal of 50 simulations. The mean is indicated with a
vertical line.
phase optimization, the total cost is smeared out over a large
interval. With optimization in the real-time phase, the total cost
is more centred with some outliers. Using an optimization in
the real-time phase approximately halves the mean total cost
compared to no real-time optimization.
In Fig. 6(b) and (c), the total cost Ctotal is shown when
the battery curve and network losses in (2) are ignored for
the optimization. For this case, a benchmark of the tree-
based dynamic programming against a multistage stochastic
programming solution (MSP) using a commercial solver for
convex optimization [37] is provided. Although the MSP
delivers a continuous solution, the power and energy level
has been discretized in the same way as for the TBDP. The
histograms show that the performance of the TBDP is overall
similar to the MSP.
In Fig. 6(d), the battery curve and network losses are
incorporated. Again, similar results compared to the linear
7TABLE II
SIMULATION RESULTS
Mean
Total Cost
Mean Eloss
[MWh]
Pmaxtotal
[MW]
Opt. Time
[s]
MSP Linear 89,86 2,79 9,64 7,18
TBDP Linear 90,17 2,79 9,64 12,58
TBDP Losses 89,78 2,73 9,15 13,54
case are obtained by the optimization. Table II summarises
other parameters for the simulations of those cases to point out
subtle differences. The mean total cost (i.e. the mean of the
total costs Ctotal of all cases), energy loss and maximum power
are shown. The mean total cost is slightly decreased with
respect to the linear optimization. The mean energy loss (Eloss)
and maximum power demand are also reduced compared to
the linear case. Incorporating network losses in the transition
function has a decreasing effect on the network losses and
contributes to peak shaving.
2) Calculation time: The first timestep of the optimization
is the most expensive in terms of calculation time as the
optimization horizon is largest. Therefore, the calculation time
of the optimizations for the first timestep are shown in the
last column of Table II. This is the effective time of the
optimization, excluding tree construction for both algorithms
and constraint matrix construction for the MSP.
The calculation time of the tree-based dynamic program-
ming is higher than the solution time of the commercial
solver for the convex case. For this case, the commercial
solver can make use of quadratic programming to find a
solution in a time-efficient manner. For the case in which
battery curve constraints and network losses are included,
the calculation time of the tree-based dynamic programming
algorithm remains roughly the same. This shows the strength
of the TBDP approach, namely the flexibility towards different
sets of models and constraints.
3) Conclusion of complexity evaluation: It is shown that
the tree-based dynamic programming algorithm can efficiently
tackle problems with increasing degrees of complexity. First
of all, time interdependence of stochastic variables can be
efficiently handled. As for the linear case, the algorithm
approaches the solution of convex optimization methods in
optimality but not in calculation time. Yet it is flexible for
increasing complexity in the transition model and constraints,
demonstrated by incorporating extra constraints. It proves to
work well for both optimality and calculation time.
VI. CONCLUSION
In this work, an adapted algorithm based on state-of-the art
methods is presented to control PHEV power consumption for
the purpose of wind power balancing. An MDP formulation
has been used to describe the problem in a generic way.
Stochastic information was included using scenario trees,
essential to incorporate the time interdependence structure
present in wind power forecast errors. This approach creates an
optimization framework open to generalised transition models
and constraints, making the algorithm suitable for the use in
a dynamic and heterogeneous environment such as the future
smart grid.
A case in which a BRP with a large share of wind power
minimizes the imbalance of its portfolio by smart control
of PHEVs was elaborated. The optimization algorithm has
been applied in a charging strategy for a fleet of PHEVs that
reduces both positive and negative imbalance while only grid-
to-vehicle charging is used. This has been achieved by making
use of a day-ahead nomination from which the real-time
power consumption can be positively or negatively deviated.
Charging constraints and network losses were incorporated
to represent a generic PHEV charging model. The algorithm
proves to work well for this case in terms of both optimality
and calculation time compared to state of the art stochastic
optimization methods.
Future directions for this work are inclusion of imbalance
prices in the cost function, addition of transition models of
other controllable loads in the smart grid (e.g. heat pumps),
inclusion of uncertainty on constraints of those elements and
incorporation of a grid structure.
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