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ABSTRACT
Image decomposition into structures and texture components appears as major objectives in image analysis. Following to Yves
Meyer works that are based on Total Variation (VT), the decomposition model has been a renewed interest. In this paper, we
propose an algorithm which decomposes an color image into geometry and texture component. The algorithm is based on the
partial reconstruction of image by projecting it (e.g. color or greyscale) in bivariate polynomial basis with a grid and degree
in order to extract the geometry and texture part. The experimental results show the adequacy of using our method such as
texture extraction tool. Furthermore, we present some elements of comparison between polynomial basis texture and some
other method and we integrate it into an application of classification of video.
Index Terms— Texture extraction, Dynamic Textures, Polynomial decomposition, Video classification.
1 Introduction
Various works, more or less recently, have tackled the problem of Image decomposition, It became one of the major aims
in image processing. These works specifically concerned the areas of recognition of actions, faces and the detection of road
networks. In this paper, we investigate the possibility of having a space of representation of the image that is better adapted
to classify the videos especially recognize the dynamic textures. After recalling the principle of image decomposition, we
detail our method of texture extraction. The decomposition is then used as a pretreatment before the application of a video
classification algorithm (we propose a video classification algorithm based on textures and displacement fields).
2 Image decomposition
2.1 Principe
In [1] Yves Meyer, based on the algorithm of Rudin-Osher-Fatemi [2] proposes a model on which to split an image in two
parts: one (denoted u) containing structures, the other (denoted v) containing textures. This model consists of minimizing the
functional (1):
FYM (u, v) = ‖u‖BV +λ‖v‖G (1)
where u ∈ BV (the space of functions with bounded variation) and v ∈ G (space of oscillating functions, near the dual of
BV , and having the property that more a function is oscillating, more its standard ‖.‖ G will be low, λ is a parameter of the
model. This model can be solved numerically due to the formulation proposed in J-F.Aujol [3, 4], by introducing an additional
parameter µ corresponding to the maximum standard textures in the space G. The use of non-linear projectors defined by
A.Chambolle [5] provides the decomposition of the image by an iterative algorithm (see [3, 4] for more details).
In [6], A. Buades has created a method that, as we know, the fastest and most efficient comes from the theory given by
Yves Meyer [1]. It is a fast approximate solution to the original variational problem obtained by applying a non-linear low-pass
and high-pass filter. He says that for each image pixel, a decision is made whether it belongs to the geometric part or portion
of the texture. This decision is made by calculating a local total variation of the image around the point after a low-pass filter
has been applied. The pixels belong to the geometric part of an image tend to have a total variation local which varies slowly
when the image is convolved by a low-pass filter. In contrast, the pixels of the texture show a strong decline of their total local
variation by convolution with a low-pass filter. The geometric part retains the values of pixels and texture pixels are identified
as values filtered, thereafter, a calculation of the weighted average over the areas where the geometric decision of geometric /
texture part is ambiguous well as a scale parameter to specify the decomposition. Finally, a texture part is simply the difference
between the original image and the geometrical part. (See Figure 1 for image decomposition with the application of the method
A.buades [6]).
In this paper, we will introduce a new image decomposition method by applying a transformation of the orthogonal polynomials
Basis. At first, we define the general theoretical framework of the family of polynomials orthogonal and the projection into
bivariate orthogonal polynomials. Then, we explain the adaptation of this formalism to decompose the image in geometry and
texture part.
(a) (b) (c)
(d) (e) (f)
Fig. 1. (a and d) original images, (b and e) images of geometry and (c and f) are the texture images extracted by method of A.
Buades with α = 3
3 Image decomposition with orthogonal polynomial basis
3.1 Complete basis
The family of polynomials of degree d be the function of x = (x1, x2) ∈ R2 defined as:
P (x) =
∑
i,j∈[0;d]2,i+j≤d
ai,jx
i
1x
j
2 (2)
where i, j ∈ N+ are the maximum degrees of variables x1, x2 and {ai,j} ∈ R the coefficients of the polynomials. The overall
degree d is equal to d = i+ j.
Let B = {Bi,j(x)}i,j∈[0;d]2,i+j≤d an orthogonal polynomial basis with a degree :
D = [0;n1]× [0;n2] (3)
and we consider the underlying discrete domain Ω defined by: :
Ω = {X(i,j) = (x1,(i,j), x2,(i,j))}(i,j)∈D (4)
We can create an orthogonal basis [7, 8] by applying the three-term recurrences process. This implies that we need to define
a product and norm for real bivariate functions on Ω. Taking into account computational contingencies, and given two real
bivariate functions P1 and P2, their discrete extended scalar product is defined by :
〈P1|P2〉 =
∑
Ω
P1(x)P2(x)ω(x)dx (5)
with ω(x1, x2) a real positive function over Ω (Legendre, Chebichev, Hermite, ...). This process is described thoroughly in [7].
By using this framework, we can get an approximation for signal, image or vector. For example, the approximation of an
Image M is :
M ′ =
D∑
k=0
D−k∑
l=0
m′k,l
Pk,l(x)
‖Pk,l(x)‖ (6)
The coefficients of the polynomial mk,l are defined by the projection of U on those elements of the B basis:
m′k,l =
〈M |Pk,l(x)〉
‖Pk,l(x)‖ (7)
3.2 Decomposition with polynomial basis
The motivation of using a polynomial representation for texture extraction comes from the fact that an image can be recon-
structed totally or partially after a multi-scale/ multi-resolution decomposition . In fact, for a polynomial decomposition, we
consider a function F defined on a N1 ×N2 domain with resolution factors h1 and h2 , the process is expressed, at step L, as :
• The partition of discrete domain ΩL into a number of subdomain ωj1,j2L , with (j1, j2) the indexes of subdomain, and L
the scale of a h1 × h2 decomposition ;
• For each subdomain ΩLj1,j2 , the computation of coefficients via polynomial projections ;
• The reordering or orthogonal polynomial coefficients into (jL1 , jL2 ) functions, to provide image subbands in a multireso-
lution decomposition-like structure.
Figure 2 shows an example of a first level decomposition using a 5× 4 Hermit complete basis.
(a) (b)
Fig. 2. First level polynomial decompositions with complete 5× 4 Hermite basis
During reconstruction after a multi-scale decomposition performed with a base complete, we obtain an approximate with
zero error by taking all the obtained coefficients. Therefore, it is possible to obtain an approximation by restricting of same
coefficients during the reconstruction phase (partial reconstruction). The choice of the coefficients considered may follow
various strategies: (a) Brutal restriction for certain coefficients, for example, the polynomials of degree less than a threshold.
(b) Restriction based on ”energies”, for example, by using the normality of the basis for comparison of energy quantities
associated to each domain coefficients with each footprint by keeping a fixed number of coefficients or with the coefficients
will satisfy a certain condition (energy).
These transforms can be obtained with juxtaposition (Di = Si) or with overlapping (Di < Si) where D1 and D2 are the
horizontal and vertical offset of support S1 ∗ S2. In our case, to extract the texture part of an image, we use the partial
reconstruction with overlap by projecting each pixel of the image into a complete basis. The procedure of texture extraction as
follows:
1. Construction of a complete polynomial basis of degree d and grid M = {S1 × S2}.
2. Projection of the image on the basis polynomial and application of equation defined in [7] :
I ′(x) = 1m(x)
∑
(x∈ΩM )(Ψ(ΩM )ω(XM )
∑
(i,j)∈PM Pi,j(IM )Bi,j(XM )) with :
• I ′ : reconstructed image.
• X : a point referring to Ω, XM same point referring to sub-domain ΩM
• IM : Restriction of I to sub-domain ΩM .
• PM : selected polynomials for IM approximation
• m(x) : The sum of contributions from the point X with m(x) =∑(x∈ΩM ) Ψ(ΩM )ω(XM ) and ω is the weighting
function.
• Ψ(ΩM ) degree of anisotropy assign to sub-domain ΩM can be computed using eigenvalues of a pseudo structure
tensor composed with b1,0 and b0,1 coefficents
3. Itexture = Ioriginal − I ′
The results of image decomposition into its geometry and texture part with Hermite basis where degree D1 = D2 = 2 and
S1 = S2 = 3 are shown in following figure :
(a) (b) (c)
(d) (e) (f)
Fig. 3. Texture extraction by a partial reconstruction with overlap: (a and d) original images, (b and e) images of geometry, and
(c and f) are the texture images
4 Experimental results
The main areas of application of texture, we could mention a content-Based Image Indexing, image segmentation and video
classification. In this paper, we will be using the video classification especially those represent dynamic textures which are
a recent research themes in the image analysis field. The database used in our application is the basis Dyntex ++ [9] (see
Figure (4)) which is an improved version of the Dyntex database. Because it is composed of images that represent the textures
in motion, it is therefore seemed appropriate for the present study. Since the videos are not evenly distributed among the 36
classes in this database, the pre-treatments were realized in [10] so that each class contains the same number of sequences.
In our approach, we use the same sequence without converting the video sequences in grey level. Then, we extract the spatial
and temporal information provided by the displacement fields (U, V ) by [11] and decompose each image to extract its part
texture (T ) by our new method based in polynomial basis. Thereafter, we model U and V of motion and T of the texture by
(a) Blossoming (b) Flag (c) Rotating wind ornament
(d) Underwater (e) Vehicle traffic on road (f) Rain on water
Fig. 4. Dyntex++ databases exemple
Table 1. Classification result of Dyntex++ database.
Method Accuracy (%)
VLBP [13] 61.1
SIFT-3D [14] 63.7
LBP-TOP [15] 71.2
Dynamic fractal analysis (DFS) [16] 89, 9
HOG-NSP [17] 90, 1
Our method 93, 13
NLSSA [18] 93.3
projecting them onto a bivariate basis with support S1 = H,S2 = W (e.g H and W are the height and weidth of image), and
degree Du,v = 2 and DT = 2. We use the Hermite basist, and we used SVM [12] as the classifier, we train on 50 of the dataset
and test on the rest for Dyntex++ dataset. The results of classification is shown in Table 1. From Table (1), we can see that
our descriptor is much better than the methods very well known for the video classification of dynamic textures. Moreover,
The application of our approach provides a very significant gain in computation time through the use of orthogonal polynomial
bases in multi-resolution, extraction and modeling steps.
5 Conclusion
In this paper, we’ve proposed a new approach for texture extraction from color image sequence, by using transformations
polynomial basis. Coefficients conserved resulting from polynomial projections of pixel values on a complete basis have been
used for image reconstruction, and applied to a classification process of dynamic texture. In addition to the simplicity of
implementation, and the computing time which is especially fast compared to other methods based on a theory of Yves Mayer
when the time of the image decomposition is sometimes costly in the minimization of the total variation. The experimental
results show that the proposed approach achieves a very satisfactory recognition rate in the Dyntex++ database. This shows
the relevance to using our extraction texture method in the context of classification of texture dynamics. In the future, we will
continue to improve our image decomposition method in order to extract the noise of a noisy image by using the polynomial
coefficients ignored in the partial reconstruction of the image. We will also investigate the abilities of a derived method which
only relies on three dimensional transformations in our classification process of dynamic texture.
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