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Abstract
The development and implementation process of a complete numerical framework for high-fidelity Fluid–Structure
Interaction (FSI) simulations of moored floating bodies using Computational Fluid Dynamics (CFD) with the Finite
Element Method (FEM) is presented here. For this purpose, the following three main aspects are coupled together:
Two-Phase Flow (TPF), Multibody Dynamics (MBD), and mooring dynamics.
The fluid–structure problem is two-way and fully partitioned, allowing for high modularity of the coupling and
computational efficiency. The Arbitrary Lagrangian–Eulerian (ALE) formulation is used for describing the motion
of the mesh-conforming fluid–solid interface, and mesh deformation is achieved with linear elastostatics. Mooring
dynamics is performed using gradient deficient Absolute Nodal Coordinate Formulation (ANCF) elements with a two-
way mooring–structure coupling and a one-way fluid–mooring coupling. Hydrodynamic loads are applied accurately
along mooring cables using the solution of the fluid velocity provided by the TPF solver. For this purpose, fluid mesh
elements containing cable nodes that do not conform to the fluid mesh are located with a computationally efficient
particle-localisation algorithm.
As it is common for partitioned FSI simulations of solids moving within a relatively dense fluid to experience
unconditional instability from the added mass effect in CFD, a non-iterative stabilisation scheme is developed here.
This is achieved with an accurate and dynamic estimation of the added mass for arbitrarily shaped structures that
is then applied as a penalty term to the equations of motion of the solid. It is shown that this stabilisation scheme
ensures stability of FSI simulations that are otherwise prone to strong added mass effect without affecting the
expected response of structures significantly, even when using fully partitioned fluid–structure coupling schemes.
Thorough verification and validation for all aspects of the FSI framework ultimately show that the produced
numerical results are in good agreement with experimental data and other inherently stable numerical models, even
when complex nonlinear events occur such as vortices forming around sharp corners or extreme wave loads and
overtopping on moving structures. It is also shown that the mooring dynamics model can successfully reproduce
nonlinearities from high frequency fairlead motions and hydrodynamic loads. The large-scale 3D simulation of
a floating semi-submersible structure moored with three catenary lines ties all the models and tools developed
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Ī Identity tensor
ffisdf Signed distance function
ε̄ Strain rate tensor
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I.1 Research Background and Needs
High-fidelity Fluid–Structure Interaction (FSI) models using Computational Fluid Dynamics (CFD) are becoming in-
creasingly viable commercially, largely due to rapid developments in computational science that have led to a sharp
and steady increase in available computational power at a greatly reduced cost during the past decades. Within
this context, the research presented here describes the development, implementation, and testing of a complete
numerical framework for high-fidelity simulations of moored floating structure. This implies an accurate representa-
tion of all relevant FSI engineering aspects: Multiphase Flow (MPF) simulation for air and water phases, Multibody
Dynamics (MBD) for floating bodies and their mooring systems, and a stable and robust coupling approach.
When assessing the response of floating structures to environmental loads, physical testing of prototype scale
models is the ideal way to gather data and assess the feasibility of the considered application, as it produces the
actual real-world response. However, doing so often requires enormous investments from the earliest stages of
device development due to the iterations in design that are necessary to ensure that the tested structure fits the re-
quirements. Scaled physical models can be a good alternative but remain costly as potentially complex construction
of the model and tank testing are still required, and it can prove impossible to reproduce the targeted environmental
conditions in a flume due to scaling limitations. This is where numerical modelling becomes an interesting alterna-
tive, as it allows the simulation of fluid flow and its effect on arbitrary structures of any design, in any environmental
conditions, at any scale, and at a much lower cost. Drawbacks of numerical models should however not be ignored:
they are usually based on simplifying assumptions and provide an approximate solution with an accuracy depend-
ing on the spatial and temporal refinement level of the simulation, as well as other numerical inputs and errors.
When compared to simpler, more linear numerical models, high-fidelity models tend to describe highly nonlinear
processes and aim at producing numerical approximations that are as close as possible to the real-world equivalent
of the numerical simulations.
Numerous mainstream numerical models exist for specific applications, such as fluid dynamics, solid mechan-
ics, or mooring dynamics, but rarely are they coupled together to combine several of these applications robustly
and accurately. Furthermore, existing software combining fluid, body, and mooring dynamics might still fail to fit the
desired requirements for specific aspects of the coupled problem, and many questions can arise from their potential
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Figure I.1: Snapshot of proof-of-concept high-fidelity FSI simulation of a moored floating cylinder (as originally
published in [87])
lack of modularity. Is the CFD software using Finite Difference Method (FDM), Finite Volume Method (FVM), or
Finite Element Method (FEM)? Can it deal with moving boundaries using the Arbitrary Lagrangian–Eulerian (ALE)
approach? Is the MBD solver using the desired time integration scheme? Does it include collision detection? Is the
mooring dynamics solver using a quasi-statics, lumped mass, or FEM approach? Does it take elasticity or torsion
into account? This non-exhaustive list of potential questions can be extended according to the requirements and
complexity of the model. Therefore, creating an FSI framework and choosing the relevant approaches must be done
carefully, and the framework must ensure modularity to some extent, in case a certain aspect of the coupling must
be replaced or improved upon in order to better fit the specific needs of the numerical application considered. This
can become particularly constraining when using commercial software as it usually only grants limited access to
the source code (if at all), does not allow any modification of code, and implies a monetary cost that can sometimes
be prohibitive. It then becomes difficult, if not impossible, to couple software that is highly specialised in one of
the aspects of the problem with software that is highly specialised in another aspect. For this reason, and in the
context of this thesis, all software that has been developed and used is entirely open-source, granting free access
to anybody for usage and modification of the code, as well as ensuring reproducibility of the simulations presented.
I.2 Aims and Objectives
The research presented here focuses entirely on the development of high-fidelity numerical simulations of moored
floating offshore structures under various environmental conditions. The following main aims are therefore ad-
dressed:
1. Ensure that the models using incompressible Two-Phase Flow (TPF) simulations (fluid flow, free surface track-
ing) are robust and reliable under the right numerical parameters;
2. Select and implement techniques for wave generation and absorption in numerical wave tanks in order to
generate the intended waves and eliminate any spurious or reflected waves;
3. Ensure that nonlinearities from the fluid flow, floating structures, and mooring dynamics are well captured;




5. Establish and implement an efficient and robust strategy for the coupling of MPF and MBD;
6. Eliminate instabilities of the selected coupling schemes such as the added mass effect;
7. Assess the robustness and reliability of the coupling for the simulation of FSI under typical and extreme envi-
ronmental conditions;
8. Increase computational efficiency where possible and necessary;
9. Release all work as open-source software for the purposes of research reproducibility and further development.
The main selected numerical techniques for the work presented in this thesis are:
• FEM for CFD (e.g. fluid flow, free surface tracking), including auxiliary models featuring Partial Differential
Equations (PDEs) (e.g. fluid mesh motion, added mass estimation);
• Discrete Element Method (DEM) capable MBD solver for structures, to allow for collision detection;
• Statics and quasi-statics model solving the catenary equations for estimating moorings tensions at equilibrium;
• FEM method for mooring dynamics using gradient deficient Absolute Nodal Coordinate Formulation (ANCF)
beam theory.
This list of objectives requires careful verification and validation of all aspects of the FSI framework, starting with
each of the stand-alone models and gradually coupling them together. With all objectives listed above fulfilled, the
end product is a robust and efficient high-fidelity simulation tool for moored floating structures. A snapshot of an
early proof-of-concept simulation produced with the framework developed in this thesis is shown in fig. I.1.
As mentioned earlier, an important aspect of the coupled framework to be implemented is its open-source nature
as it grants direct access to the source code which, in our case, allows for modifications and additions to the code
developed specifically for the needs of the research presented here. Any additions to the code are shared with the
scientific community which, in turn, can provide their own modifications that can be beneficial for the purpose of this
research project and beyond. For these reasons, the main software that has been selected, developed, and used
for designing and implementing the numerical solutions in this thesis are:
Proteus: an open-source computational simulation toolkit developed by the Engineer Research and Development
Center (ERDC) of the U.S. Army Corps of Engineers (USACE) and HR Wallingford. This toolkit can be technically
used to solve any PDE using FEM, and is specifically used for PDEs related to MPF and FSI here, such as the
Navier–Stokes Equations (NSEs), free surface tracking, ALE mesh, and added mass estimation. The source code
is available online at:
https://github.com/erdc/proteus.
Chrono: an open-source multi-physics simulation engine developed as a community project led by the University
of Wisconsin–Madison and the University of Parma-Italy. It is used here for its MBD capabilities as well as fully
coupled FEM cable dynamics with gradient deficient ANCF formulation and collision detection through DEM. The
source code is available online at:
https://github.com/projectchrono/chrono.
Most additions and modifications done by the author for the work presented in this thesis can be accessed and re-
viewed on the online repository of Proteus (see link stated above), which also includes modifications of the Chrono
source code that were necessary for fluid–structure coupling. Note that all models, concepts, and algorithms de-
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veloped for this research are described in this thesis in a language-agnostic manner to remain applicable to any
programming language or other software libraries and frameworks.
I.3 Original Contributions
The FSI framework has been entirely developed for the work presented in this thesis, making it by definition, a novel
contribution. All coupling aspects between fluid, structure, and moorings were selected, adapted, and implemented
to answer the needs mentioned above, and the needs of industrial partners: HR Wallingford and the U.S. Army
ERDC. When coupled together, these models and tools make for a unique and novel coupling strategy.
Other novelties include a non-iterative added mass effect stabilisation scheme for fully partitioned and explicitly
coupled FSI problems that uses a dynamically estimated value of the added mass. This scheme is proven to be
able to provide numerical results at an accuracy that is comparable to inherently stable (i.e. monolithic) schemes
for various relevant engineering cases presenting in this thesis (e.g. floating body experiencing regular or extreme
waves loads).
In terms of mooring dynamics, gradient deficient ANCF elements have been applied for the first time in the
context of modelling mooring dynamics of floating structures with hydrodynamics from CFD, to the author’s knowl-
edge. An additional novel contribution is the use of different particle localisation algorithms to retrieve the fluid
velocity solution from the fluid mesh in order to accurately apply drag and inertia loads along mooring lines that are
non-conforming to the fluid mesh.
All the models developed for this work and the aforementioned contributions are used altogether in a large 3D
FSI simulation of a moored floating platform for offshore wind turbines under nonlinear wave loads, proving their
efficiency and accuracy for realistic engineering cases.
I.4 Thesis Structure
Following this introduction, the thesis contains 6 subsequent chapters, which are briefly described here.
General background and literature review in chapter II describe the main approaches that can be used in the
field of FSI for moored floating structures, as well as the various challenges, solutions, and uncertainties ensuing
from it. This chapter is closed with a brief review of existing coupled models for moored floating bodies and the
needs for a novel tool as developed for this thesis.
The equations governing the physics and numerics behind the uncoupled models of the FSI framework devel-
oped here are laid out in chapter III, along with the numerical approaches implemented to solve it. These include
the equations of incompressible fluid dynamics, the free surface tracking method, wave theory, the equations of
motion for rigid body dynamics, and mooring statics (catenary equation) and dynamics (beam theory). Addition-
ally, the general procedure to solve a generic transport equation with FEM is shown, along with the main boundary
conditions that are used in the TPF simulations produced for this research.
While the chapter described above focuses on the numerical background and methods used for the uncoupled
models, chapter IV gives an overview of the coupling strategy and the resulting tools that have been developed for
the FSI framework. This includes the implementation of appropriate fluid–solid coupling schemes, mesh deformation
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models for moving solid structures within the fluid mesh, a non-iterative stabilisation scheme for the added mass
effect, and the mooring–solid and mooring–fluid coupling.
In chapter V, various numerical FSI simulations are introduced and their results analysed. This chapter focuses
on the verification and validation of the various aspects of the FSI framework with the following simulations: TPF
with sloshing wave in enclosed tank, capabilities and limitations of the fluid-structure stabilisation scheme, FSI for
unmoored floating bodies under free oscillation as well as regular and extreme wave-induced oscillation, verification
and validation of the mooring models (statics, quasi-statics, and dynamics), and the simulation of a of a moored
floating semi-submersible structure for Offshore Wind Turbine (OWT) under nonlinear wave loads.
In chapter VI, discussions of the various findings, limitations, and further work of the research are summarised,
along with general remarks about the development of this high-fidelity framework. Finally, a global conclusion closes




General Background and Literature Review
The purpose of this chapter is to establish an overview of the known background and main challenges, and to
present the main different approaches possible for Fluid–Structure Interaction (FSI) simulations of moored offshore
floating structures. The different numerical tools and techniques that have been selected, implemented and used
for the research presented in this thesis are described in more details in the subsequent chapters.
The chapter starts with section II.1 by introducing historical context of real-world applications of moored floating
offshore structures and the current state of the research relevant to the work presented herein. Subsequently, the var-
ious challenges of floating structures and their mooring systems are discussed, with an emphasis on smaller-scale
devices such as Offshore Renewable Energy Converters (ORECs) where dynamic effects can be more prevalent.
The aim is to provide a deeper understanding of these real-world challenges for the selection and development of
appropriate tools to be used for high-fidelity simulations. In section II.2, the main approaches for simulating fluid
dynamics are described and their main advantages and drawbacks are identified. The various existing coupling
schemes for FSI are then explained in details in section II.3. The instability known as the added mass effect caused
by partitioned coupling schemes is described in section II.4, along with the existing solutions to tackle this problem.
Section II.5 deals with solutions for including moving solids in the fluid domain. Section II.6 gives an overview of gen-
eral mooring design considerations and of the different techniques to model them numerically. Finally, section II.7
presents some of the recent developments in coupled models for the numerical simulation of moored floating bodies,
and highlights some of their difference with the FSI framework developed for this research.
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II.1 Historical Context
Research on numerical models for floating structures and their mooring systems originated mainly from studies
related to large vessels and oil & gas platforms. The recent research effort in ORECs for alternative energy pro-
duction has however led towards a growing interest in numerical simulations for smaller-scale structures. These
new applications include floating Wave Energy Converters (WECs), Tidal Energy Converters (TECs), and Offshore
Wind Turbines (OWTs), all being much smaller-scale than more traditional offshore structures and usually deployed
in sites with harsh environmental conditions for energy conversion purposes. While the applications and sites can
be very different, some of the experience gained from the research effort towards larger structures can be used for
these more recent, smaller-scale structures. Undeniably, many of the traditional tools must be adapted or replaced
to respond to the new challenges that are brought by the numerical modelling of structures such as ORECs. Note
that smaller structures exist in the oil & gas industry (e.g. loading buoys) and that smaller scale vessels also face
similar challenges to ORECs.
Before comparing the main differences between the traditional and more recent type of offshore floating struc-
tures in terms of physical applications and numerical simulations, historical context concerning the different types
of ORECs can help to highlight their differences. Arguably the ancestors to Wind Turbines (WTs), windmills were
already used in antiquity to convert wind power into rotational energy for grain grinding and water pumping. The first
onshore WT producing electricity was however developed in 1887 in Scotland by James Blyth. Modern commercial
designs were developed in the second half of the 20th century and, for the first time three decades ago, WTs dared
going beyond the shoreline in Denmark [9] on monopiles. Since then, OWTs have started reaching deeper water
depths as a result of the recent developments on moored floating platforms with the first commercial floating wind
farm delivering electricity to the Scottish grid in 2017. The first watermills – arguably the ancestor of TECs – were
also developed during antiquity for similar applications as windmills. Consequently, they bear a similar design to
windmills, but they use hydropower instead of wind power. Modern TECs use tidal currents directly as a means to
produce electricity (not to be confused with tidal dams taking advantage of the tidal range) and are designed simi-
larly to modern OWTs with horizontal and vertical axis turbines. They are, however, still mostly in the demonstration
phase with the first small farms currently being deployed. Concerning wave energy, interest and first attempts at
converting it can be traced as far back as 1799, with a patent deposited by Girard in France stating “Mechanical
means of taking advantage of the rising and falling motion of sea waves, as driving forces” (translated here from
the French: “Moyens mécaniques de tirer parti de l’ascension et de l’abaissement des vagues de la mer, comme
forces motrices”) [100], but it was only in the past few decades that interest for such devices and research related
to it started to become widespread (with a thousand patented WECs already by 2002 [27]). As of today, the vast
majority of WECs remain in the conceptual or early demonstration phase. Several prototype scale devices such
as the attenuator Pelamis was deployed on several sites but was ultimately decommissioned after Pelamis Wave
Power went bankrupt due to a lack of investors. It is clear that all of these ORECs are still in their infancy when
it comes to offshore and particularly moored floating structure design, even though some of them are based on
well-established historical designs.
More traditional moored structures – vessels and oil & gas platforms – are designed so that their response
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modes are very different from the expected wave excitation frequencies of their deployment site. This allows for the
unavoidable motion resonances to happened away from the most energetic part of the wave spectra. They are also
ideally stationed in calm waters, although this is not always a possibility (e.g. several deployment sites in Norway
or West of Africa). Traditionally, and due to the limited response of the structures to waves, it was considered
sufficiently appropriate to use linear models for structure hydrodynamics and quasi-static models to estimate the
tensions in mooring systems. This was usually justified by the fact that nonlinear effects of the fluid around the
structure and dynamic effects along the line could be assumed to be negligible or to be taken into account with safety
factors. Additional reasons for using those simple numerical models were their low computational cost, and ease
of implementation relative to their nonlinear and dynamic counterparts. It was however shown recently that, when
placed in deep water, nonlinear and dynamic effects affecting the response of the floating structure can be significant,
with up to 80% of the total damping induced by the mooring lines themselves [73]. This has led to tightened
requirements in terms of mooring system design, which are reflected in the iterations of guidelines for offshore
standards from Det Norske Veritas Germanischer Lloyd (DNV GL). In particular, the DNVGL-OS-E301 guidelines
about position mooring used to state that a quasi-static approach was appropriate for water depths up to 200 meters
in 2004 [32], reducing it to a maximum 100 meters in 2010 [33], and now states that quasi-statics is only appropriate
for mean or low-frequency displacements of a floating structure and that a dynamic approach is necessary for
wave-induced motion, unless it is demonstrated that dynamic effects are negligible [38, 39]. This evolution can
be explained by the increasing computational power available at a lower cost over the years, making complex
simulations more practical and accessible, as well as the development of ORECs requiring dynamic analysis even
in deeper water. For example, many WECs are designed for the resonance of the device to occur at the expected
wave excitation frequencies in order to convert as much energy as possible (e.g. attenuators and point absorbers). In
this case, dynamic effects are prominent and the mooring system must be carefully considered as it can significantly
affect the response of the overall system. This applies to all structures placed in shallower waters, including oil &
gas. The mooring system bears a cost not to be ignored, but it should ideally remain a relatively low percentage of
the overall cost of the system. For the interested reader, [66] gives an overview of the importance of the mooring
system for different types of WECs.
II.2 Numerical Modelling of Fluid Dynamics
The flow of real-world fluids is complex and can be unpredictable. As no analytical solution exist to describe fluid
flow realistically, numerical approximations are used through numerous methods with vastly different approaches.
Some numerical models are more accurate than others depending on the assumptions made by the chosen method
and, when it comes to FSI applications, the numerical approach for the simulation of fluid flow must be chosen
according to the application intended, the computational resources available, and the level of approximations of
the approach itself. A brief review of the main techniques is presented in this section, highlighting the advantages
and drawbacks of each method. For the purposes of this work, we assume that all fluids are incompressible. Note
that compressibility effects may become significant when air entrainment or aeration processes are important in
the context of FSI applications (e.g. compressibility effects during extreme loads [30] or in the context of Oscillating
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Water Column (OWC) devices [36]). Again, such cases are not covered here.
II.2.1 Potential Flow
Potential flow theory uses Euler’s equation [42] to describe fluids that are irrotational and inviscid. Irrotationality
implies that there is no vorticity in the fluid, while inviscidity implies that there is no viscous damping. As this ideal
fluid is not encountered in reality, John von Neumann coined the term “dry water” for such description of the flow [52].
Indeed, these assumptions make the numerical fluid act in a very different manner to a real fluid. For this reason, in
FSI applications, it is common to apply empirical terms to the equations of motion of the structures in order to account
for the shortcomings of the potential flow method and to recover a semblance of the expected response, such as
viscous damping terms (e.g. in [85]). The main issue with adding a viscous damping coefficient is that its value
must be calibrated from experimental data, defeating the purpose of reliably using a numerical approach without
having to conduct expensive physical experiments specifically designed for the numerical problem to investigate.
Therefore, using empirical viscous damping coefficients can provide satisfactory accuracy if physical data for similar
devices and under similar environmental conditions exist, but it becomes unreliable when analysing a novel device
design or new environmental conditions because damping coefficients would then need to be chosen in a relatively
arbitrary manner. Furthermore, the risk of overscaling or underscaling the empirical coefficients in order to best fit
the physical experiment data can introduce biases on top of the ones that are already present in the physical model
(e.g. scaling effects). Another major limitation of the potential flow approach is the inability to model breaking waves
and green water events such as overtopping [40].
For FSI applications and from a general engineering point of view, potential flow is therefore mostly appropriate
for the simulation of structures experiencing small and slow displacements under wave loads, where the viscous
forces due to flow separation occurring around sharp corners are small enough to assume that they are insignificant,
and where overtopping events do not occur. Typical applications fitting these constraints are the simulations of large
offshore structures such as oil & gas platforms placed in calm waters. This does not apply to smaller-scale structures
such as ORECs that experience larger and faster motion under wave loads as they are typically placed in areas
where environmental loads can be high, leading to significant viscous effects and overtopping. Using an inviscid
and irrotational fluid can therefore lead to widely different behaviour between a numerically simulated device using
potential flow and its real-world counterpart interacting with a real fluid, depending on the application.
The advantages of potential flow over the other more complex numerical methods are its computational effi-
ciency and its minimal numerical dissipation. Computational efficiency is mainly due to the dimensionality of the
problem being reduced by one when compared to methods such as Computational Fluid Dynamics (CFD), as only
the boundaries of the numerical domain need to be spatially discretised. Because the interior of the fluid domain is
not spatially discretised, numerical dissipation is also minimal when compared to methods such as CFD. Despite
these non-negligible advantages, and as discussed above, potential flow often lacks the accuracy needed for high-
fidelity simulations and is therefore preferable for developing early stage concepts rather than for full-fledged and
more realistic numerical simulations modeling real-world devices. In [24], where a steady wave-making problem
acting on a fixed floating structure is presented, it is stated that models including viscous effects are preferable over
a potential flowmodel in order to obtain accurate free surface elevation and pressure field on the hull of the structure,
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despite the additional computational cost. According to [101], a potential flow model is satisfactory for simulating a
kitefoil as numerical results show that only 10% of the total drag forces are due to viscous effects. It is also con-
cluded in [96] that potential flow theory is adequate enough when compared to CFD in the case of a Tension-Leg
Platform (TLP) for floating wind, apart from the mean surge motion. It is clear from these few examples that the ap-
plicability of potential flow depends greatly on the application considered and the desired level of accuracy. Despite
the advantages of potential flow over other methods (particularly its computational efficiency), it is also clear that
potential flow can be considered unsuitable for high-fidelity modelling of fluid flow due to the assumptions made of
inviscidity and irrotationality, as well as the use of empirical or semi-empirical coefficients for FSI applications.
II.2.2 Computational Fluid Dynamics (CFD)
CFD encompass a multitude of approaches that derive the Navier–Stokes Equations (NSEs), which can describe
rotational and viscous fluids. The NSEs were discovered in five independent instances by Navier in 1822 (published
in 1823 [95]), Cauchy in 1823, Poisson in 1829, Saint-Venant in 1837, and Stokes in 1845. The history behind the
“five births” of the NSEs is described in more detail in [31]. Note that because rotationality and viscosity of the fluid
is taken into account in CFD, it Feynman called it the flow of “wet water” in contrast with the flow of “dry water” for
potential flow theory [52].
The most common CFD techniques use a mesh-based approach where the fluid domain is discretised spatially
to solve the NSEs with Finite Difference Method (FDM), Finite Volume Method (FVM), or Finite Element Method
(FEM). One of the first written records that pioneered mesh-based CFD can be traced back to the work of [29],
with the use of FDM, and the introduction of the well-known Courant–Friedrichs–Lewy (CFL) stability condition that
bears the name of the authors of that work. More detail on the historical context of CFD development up to the 21st
century focusing primarily on FDM and FEM can be found in [123] and context concerning FEM from the 1990s to
the early 2010s can be found in [1]. With a mesh-based approach, the NSEs are solved in each mesh cell until
a global solution has been found, and this process is repeated until convergence is reached for a given time step.
Therefore, the accuracy of this method depends greatly on the refinement level of the mesh used for the simulation
and the tolerance chosen for convergence. This leads to one of the biggest drawbacks of CFD compared to simpler
methods such as potential flow: the computational cost for solving a single time step is significantly higher due
to larger global matrices. Finer meshes also imply smaller time steps and therefore more iterations are needed
to complete a simulation when a stabilising time-stepping scheme is used such as the CFL condition (i.e. smaller
elements mean that smaller steps must be taken).
The main advantages of CFD over simpler methods such as potential flow are that nonlinearities of the flow, its
effect on structures, and the effect of structures on the flow are inherently taken into account. For these reasons, it
can be seen as a more realistic method for simulating complex fluid flow than potential flow, but it is by no means a
perfect approach as it still idealises certain aspects of the fluid. One of its main limitations is turbulent flows: scales of
such phenomena can be complex to resolve accurately without leading to prohibitive computational cost. Turbulence
must therefore be either assumed insignificant enough to ignore or resolved by a sufficiently high refinement of the
mesh around turbulent fronts (or through approximations based on empirical data). Turbulence modelling is a major
topic and research focus in the CFD community (and has been so for decades) and can be divided into three
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Figure II.1: Illustration of RANS, LES, DNS principles on a velocity time series, assuming steady state flow
main approaches: the first one is Direct Numerical Simulation (DNS), where the fluid flow is solved on a mesh
fine enough to resolve turbulence of the smallest scales and a time step small enough to cope with the largest
scales of flow motion. This leads to high – and often prohibitive – computational cost as DNS requires resolving
eddies up to viscous (Kolmogorov) scale. The second method, Large Eddy Simulation (LES), directly resolves
large energy-containing eddies and uses subgrid-scale models for smaller-scale eddies. While LES is significantly
more computationally efficient than DNS, high spatial and temporal refinement covering large eddies that form during
simulations is still needed with this approach. The third method, Reynolds-Averaged Navier–Stokes (RANS), applies
time-averaging on the NSEs using empirical turbulence transport models for closure. RANS is the method with the
highest computational efficiency but it is relatively sensitive to the nature of the turbulent transport models. An
illustration of the three methods is shown in fig. II.1. It appears from this illustration that the DNS approach resolves
all scales of turbulence, while using RANS essentially averages the effect of this turbulence on the fluid, as does LES
but with more fluctuations due to its capacity to resolve larger eddies. The DNS method theoretically provides the
most realistic solution, but its demand in computational power is prohibitive for most engineering applications. The
model and empirical coefficients chosen for the RANS approximation can lead to underestimation or overestimation
of turbulent effects on the flow but it still provides a far more reliable approach for simulating turbulent effects when
compared to potential flow. The coefficients for the RANS method are usually chosen depending on the estimated
global Reynolds number of the flow and on the geometry of the structures. The LES approach can be a convenient
middle ground, but still includes a reduced aspect of the drawbacks from the two other methods: a relatively high
computational cost, and dependence on empirical approximations on lower-scale eddies.
On top of the traditional mesh-basedCFDmethods described above, meshless approaches such as the Smoothed-
Particle Hydrodynamics (SPH) method that was first introduced by [90, 57] have also been recently developed. SPH,
as implied by its name, is a particle-based method and, in the same logic as potential flow (“dry water”) and mesh-
based CFD (“wet water”), one could call SPH the flow of “solid water”, as the fluid is represented with solid particles.
In opposition to discretisation in space for mesh-based methods, the SPHmethod can be considered as a discretisa-
tion in mass, with each SPH particle a finite mass of the discretised continuum. While mesh-based methods usually
describe the fluid in the Eulerian frame, SPH uses the Lagrangian frame. The main advantage of the SPH approach
is that complex events such as breaking waves and overtopping are more easily described than with mesh-based
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methods, but the implementation of boundary conditions in such approach is less trivial than mesh-based methods.
Parallelisation is also known to be more troublesome due to the particles technically able to travel from one side of
the numerical domain to the other. Some techniques use hybrid Eulerian-Lagrangian formulations such as Particle-
In-Cell (PIC) [15] in an attempt to combine the flexibility of the Lagrangian description of the fluid for complex events
with the efficiency of the Eulerian formulation for spatial discretisation (such as in [25]).
II.3 Fluid–Structure Coupling
When simulating FSI with moving structures, the fluid–solid interface must be coupled to ensure kinematic conti-
nuity (same displacement and velocity) and dynamic continuity (equilibrium of stresses). Numerous fluid–structure
coupling approaches exist, and the choice of a specific coupling scheme is highly dependent on the problem con-
sidered as well as the objectives of the numerical model (e.g. efficiency, accuracy, stability, modularity). Coupling
approaches can be divided into two main categories: monolithic coupling and partitioned coupling, with the latter
divisible in several subcategories (explicit, implicit, and semi-implicit), as described in more details below. In this
section, unconditional stability (or instability) implies that the scheme is stable (or unstable) regardless of numeri-
cal parameters and methods employed (e.g. time discretisation technique), as opposed to conditional stability (or
instability) that depends on the choice of certain parameters or methods.
II.3.1 Monolithic Approach
In the monolithic approach, the fluid and solid problems are intertwined and form a single, combined solver as
the solution for both solid and fluid is found simultaneously and is interdependent. This method is also called
direct, global, or fully coupled approach in the literature. Depending on the physics involved in the application
considered, each problem to be solved leads to a different global system of equations and therefore to a different
monolithic formulation. In the case of FSI with CFD and other nonlinear problems, monolithically coupled problems
are often solved using the Newton-Raphson method. Because it uses a single, global FSI system of equations,
this coupling procedure has the advantage of being highly accurate while offering unconditional stability due to the
exact convergence of the solution between the fluid and the solid. One of its main disadvantages is that it can
become impractical to develop and can hinder the use of independent and potentially highly specialised external
libraries simulating specific physical processes. Monolithic schemes encourage an ad hoc approach in terms of
development or extension of its capabilities, as the inclusion of additional physics often means redesigning and
re-implementing the scheme (if at all possible) to accommodate for the new terms in the global system of equations.
Compared to simpler coupling schemes, a complication for FSI applications using a monolithic scheme is that the
velocity of the fluid–solid interface is an additional nonlinear term that appears in the fluid convection term of the
global equation. For this reason, the nonlinear fully coupled monolithic system contains ill-conditioned non-definite
positive matrices which is computationally expensive to solve [74] and, as the complexity of the global monolithic
problem grows, it can also be difficult to develop efficient preconditioners. Additionally, and again due to the use
of a single system of equations, the temporal discretisation for the fluid and the solid must be the same. This can
prove inconvenient when either the fluid or the solid requires a much finer time discretisation to successfully run
with the intended accuracy, as it will consequently force the other physical aspect to also adopt the same time step.
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This lack of modularity makes it harder to implement or update state-of-the-art techniques specific to each of the
coupled aspects.
II.3.2 Partitioned Approach
In a partitioned approach, the fluid and solid solvers are completely separated. This method is also called staggered,
segregated, or time-lagged approach in the literature. Each solver here can be seen as a black-box because it does
not exchange any information with other solvers while it is solving its own sub-problem. Each solver can still use
the output of other solvers: in the case of FSI, the fluid solver uses the solid displacement as input, and the solid
solver uses the fluid pressure and shear forces. The aim of a partitioned scheme is to find a suitable approximation
of the solution that would be provided by a fully coupled monolithic scheme, ideally in a stable manner.
This type of approach allows more flexibility and modularity when compared to the monolithic approach, as it
is possible to replace or improve a specific solver when needed without affecting the other solvers internally. This
means that access and modification of the source code of each solver are not always necessary, as opposed to a
monolithic scheme. Additionally, the temporal discretisation used on either solver can differ from the one used on
the other solver due to the partitioned nature of the system of equations. The main disadvantage of the approach is
the potential instability issues due to the partition of the models that causes a temporal “lag” between the solutions.
If the coupling problem is nonlinear, and because of this lag, energy conservation is not ensured at the fluid–solid
interface. A very common instability problem in CFD applications using partitioned schemes is the added mass
effect, which is discussed in more detail in section II.4. Many different coupling schemes fall under the partitioned
approach, and they can be divided into three main subcategories that are described below: implicit, explicit, and
semi-implicit schemes.
II.3.2.1 Implicit Schemes
In implicit schemes, solutions for the fluid and the solid are calculated separately, but iterations are used until
convergence between the models is reached (up to a user-defined tolerance). This approach is also called strong
coupling or iterative coupling in the literature. For models that depend on each other, the solution found on the
previous iteration of one model is used in the new iteration of the other model. These iterations can be seen as
prediction or correction steps where the fluid and solid states must be stored and retrieved at each iteration. In
theory, the more iterations are used, the closer the solution of an implicit scheme is to the solution that a monolithic
scheme would provide.
The most common approaches to converge to a solution are: Block Gauss–Seidel (BGS), block Jacobi, and
block Newton. When using BGS iterations, the solution for the solid at iteration k is used for the solution of the fluid
at iteration k + 1, which is in turn used for the solution of the solid at k + 1. This can be compactly written using
fixed-point formulation as follows:











Chapter II. General Background and Literature Review
the fluid state at iteration k + 1. The residual that must be brought below a given tolerance can be expressed as:





With block Jacobi iterations, the solution of the fluid and solid at iteration k + 1 both use the solutions found at
iteration k , which leads to the following fixed-point formulation:









the fluid state at iteration k , and the corresponding residual expressed as:





Note that the only notable advantage in using the block Jacobi over BGS is the possibility to do calculations for the
fluid and solid solver in parallel if at all desirable.
Block Newton is the most challenging coupling procedure in terms of implementation but has the advantage of
not depending on the order in which each subsystem (solid and fluid) is solved. Examples of Newton-like methods
applied to partitioned problems can be found in [91].
While these iterations ensure convergence to a common solution between the solid and the fluid (given that there
is no instability), the main disadvantage of the implicit approach is that it can become computationally inefficient if
a large number of iterations is needed to bring the residual under a certain tolerance. Indeed, solving for the solid
motion and especially the fluid dynamics several times per time step is often computationally prohibitive in large
CFD applications. Additionally, the requirement of storing and retrieving the state of the models after a prediction
step can be an issue for complex implementations. For example, Multibody Dynamics (MBD) codes that involve
collision detection, joints and constraints, or even multi-physics processes, are not necessarily designed for allowing
arbitrary backtracking in time. This is especially true when different solvers are used for different processes, such as
body dynamics solved internally but collision detection by an external solver. This is mostly a software engineering
problem, but it is not to be overlooked when designing a coupling method if predictive steps are intended.
II.3.2.2 Semi-Implicit Schemes
Semi-implicit schemes, also called explicit-implicit in the literature, consist in treating part of the interface boundary
conditions as implicit (usually the Neumann part affecting the stresses applied on the solid) while keeping an explicit
treatment for the other part (usually the Dirichlet part affecting the fluid velocity). With this method, only one main
iteration for the fluid velocity is needed per global time step while sub-iterations are used for convergence between
the fluid pressure and the solid displacement, followed by a correction step for the fluid velocity. As a result, the
computational cost is reduced when compared to a fully implicit (or implicit–implicit) method, especially when the
fluid step is expensive relative to the solid step (which is usually the case in CFD). These pressure–solid iterations
still require the ability to fully predict and correct solid displacement solution, which can be an issue depending on
the capabilities of the solid solver and the global complexity of the problem, as discussed above. Note also that
this implicit treatment of the traction at the interface can only be applied if the fluid solver uses a projection scheme
that separates the fluid velocity and pressure equations, such as the Chorin–Teman scheme [26, 121, 120] used
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in [17, 49, 6, 94] for implementing semi-implicit schemes. A relatively recent overview of projection methods for
incompressible flow can be found in [63].
II.3.2.3 Explicit Schemes
Explicit schemes also solve the fluid and solid steps separately, but only once per time step. This approach is also
called weak or loose coupling in the literature. It is, by far, the partitioned coupling method that requires the least
computational power, at a trade-off in terms of accuracy and stability. There are many types of explicit schemes,
which can be divided into the following subcategories: synchronous or asynchronous, and serial or parallel. Syn-
chronous methods find solutions for the fluid and solid at matching temporal values (i.e. solution at t(n) for both the
fluid and solid), while asynchronous methods solve the different models with a shift in time (e.g. solution at t(n) for
the solid, and t(n+
1
2 ) for the fluid). A parallel scheme uses the solutions of the coupled solvers at the same time
t(n) to advance to the solution t(n+1), while a serial scheme first solves one of the models to t(n+1) and uses the
solution from that model at t(n+1) for solving the other model from t(n) to t(n+1).
The most commonly used explicit scheme, due to its ease of implementation, is the Conventional Serial Stag-
gered (CSS) scheme. It is equivalent to a single iteration of the BGS method per time step. Its parallel counterpart,
the Conventional Parallel Staggered (CPS), is equivalent to a single iteration of the block Jacobi per time step. It
is shown in [43] that serial schemes are more accurate and more stable than their parallel counterparts, and that
asynchronous methods can be more accurate than synchronous methods. From [108], it is also shown that the
CSS is only first-order time-accurate at best, even if the fluid and solid solvers are second-order accurate. Some
explicit schemes use a prediction step, such as the Generalised Serial Staggered (GSS) introduced by [108, 107],










with ¸0 and ¸1 two given coefficients according to the order of time integration desired. This prediction is used to
move the fluid–solid interface to match the predicted position s(n+1)P . From here, the solid uses the fluid solution at
t(n+1) to find s(n+1) from s(n). The Improved Serial Staggered (ISS) scheme, introduced in [89, 43], corresponds
to an asynchronous GSS scheme with an offset of half a time step (∆t2 ) between the solid and the fluid solution. The
Improved Parallel Staggered (IPS) scheme is also introduced by [108] but yields less accurate results than the ISS
scheme, which could be expected from a parallel staggered scheme when compared to its serial equivalent. It is
also formally shown in [45] that the ISS scheme is second-order time-accurate if solid solver uses the midpoint rule
and if the Arbitrary Lagrangian–Eulerian (ALE) mesh integrator is also second-order accurate. Note however that to
obtain the advantage of a second-order accuracy, the ISS scheme requires the time integration for the solid solver
to be restricted to the midpoint rule and that, therefore, the global time step must be known in advance in order to
predict the movement of the solid mesh to half a time step. This is sometimes not possible when, for example, a
constraint such as CFL is used on the time-stepping scheme of the fluid. The ISS scheme can also use a time step
that is five times larger than a CSS scheme to reproduce equivalent results [43].
The main issue with fully explicit schemes is their stability when, for example, subject to strong added mass ef-
fect. We mention here that unconditionally stable explicit schemes have been successfully developed for compress-
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ible fluids [44], and incompressible fluids [51, 20, 19]. More details about the added mass effect and stabilisation of
coupling schemes are provided in the following section.
II.4 Added Mass and Coupling Instabilities
The discussion here focuses on the added mass effect that can lead to instabilities in CFD applications involving
FSI, which is related to – but must not be confused with – the actual added mass of a structure. The concept of
added mass was first introduced by Friedrich Bessel in 1828 [117], who observed that the period of oscillation of
a pendulum increased when submerged in a dense fluid instead of a vacuum, and therefore concluded that the
effective mass of the system must be larger due to the surrounding fluid. In fact, because a solid and a fluid cannot
occupy the same space at the same time, and when a solid moves with a non-zero acceleration in a fluid, it must
also move the surrounding fluid. This additional effort for moving the fluid leads to what can be seen as additional
mass changing the inertia of the body, hence the term “added mass”.
In potential flow models, the added mass is taken into account by simply adding the estimated added mass
matrix to the total mass matrix of the structure (or of the overall system). These added mass values can be estimated
analytically if the structure has a simple geometry or can be found experimentally for more complex geometries. The
added mass effect never occurs in potential flow, as the added mass is directly integrated in the mass matrix due
to the inability of the fluid model to take the added mass into account. CFD simulations inherently take into account
the effect of a moving solid on the fluid and vice-versa, which means that the added mass is also taken into account
when retrieving forces from the fluid. The added mass should therefore not be added to the mass matrix of the solid
in this case, or it will essentially be counted twice.
When using monolithic schemes where the solution of the fluid and solid are processed together, the effect of
the added mass is calculated accurately, and the simulation is stable. However, when using partitioned schemes, an
instability known as the added mass effect may occur. The added mass effect is due to the nature of a partitioned
coupling that introduces a lag between the fluid and solid solutions, where the forces from the fluid found at the
previous time step (or iteration) are applied to the solid, thus omitting the additional added mass forces resulting
from changes in acceleration while the solid moves to its new position. This omission leads to inaccuracies and,
in some cases, to unconditionally unstable simulations. The importance of the added mass effect depends on the
characteristics of the solid, such as its relative density to the surrounding fluid and/or its aspect ratio. The following
conditions can worsen the added mass effect [23, 48]: for a given solid geometry, reducing the solid density relative
to the surrounding fluid density; for a given solid density, increasing the length of the domain. Additionally, if a
simulation is already unstable due to the added mass effect, refining the time discretisation or using higher-order
time integration aggravates the instability [54], implying that lower accuracy must be traded for greater stability.
On top of potentially making explicit coupling schemes unconditionally unstable, the added mass effect can also
affect the convergence rate of implicit schemes, which can lead to significantly lower computational efficiency as
more iterations are needed to reach convergence. In the most extreme cases, the added mass effect can also ren-
der implicit schemes non-convergent. For semi-implicit schemes where pressure segregation is used, simulations
subject to strong added mass effect can also yield non-convergent results. To recover better convergence rates,
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and given an appropriate first guess of the added mass, relaxation factors can be used as in [116, 35, 134, 133].
The added mass of arbitrarily shaped bodies can be estimated accurately with a technique using Partial Differential
Equations (PDEs) that was introduced by [116].
For explicit schemes, Robin–Neumann boundary conditions can be used on the fluid–solid interface, and stabil-
isation can be achieved by extrapolations of solid velocities and fluid stress as in [50] and with prediction-correction
steps as in [7, 8]. Another method from [20] proposes a coupling through Robin and Dirichlet–Nitsche boundary
conditions at the interface and uses a dimensionless penalty term on the pressure from the fluid solver to stabilise the
scheme. It is also possible, although less convenient, to use another penalty term that has the dimension of a length
to include viscous contributions as described in the previous work of the same authors [21]. This method suffers






), but prediction-correction iterations (called defect-correction
by the authors presenting this method) can be used to improve the time-accuracy of the solution toO (∆t). A single
iteration can suffice to yield satisfactory results [20], but one can argue that using any prediction-correction iteration
leads to a scheme that is not truly explicit anymore. It is also possible to use Robin–Robin coupling to stabilise an
FSI simulation, as in [51, 19]. While Nitsche’s method and Robin–Robin type couplings can be added mass free,
they both need the imposition of additional constraints to the rate of the discretisation parameters to achieve the
desired stability [19].
In any case, it is clear that there are many different ways to tackle the added mass effect and that this problem
is the subject of ongoing and active research. It also appears that higher stability of a scheme must be traded for
lesser accuracy or higher computational cost.
II.5 Moving Solids and Fluid Mesh
In mesh-based CFD methods, the motion of structures in the fluid domain requires either deforming the mesh when
the structural boundaries are conforming to the fluid mesh or to track the motion of the structure through the fluid
mesh when the boundaries are non-conforming.
In a conforming boundary approach, mesh nodes are shared between the fluid mesh and solid mesh at the
fluid–solid interface. This approach allows straightforward and accurate integration of the fluid pressure induced
by the solid at its boundaries. The main disadvantage is that, because the mesh must conform to the fluid–solid
interface, it must deform to accommodate the motion of the solid. This is particularly troublesome when solid motion
is extensive (such as displacements over relatively long distances or full revolutions of the solid structure), and can
lead to mesh quality deterioration or even to tangled meshes in the most extreme cases. Another limitation is the
fact that it is not able to handle collisions between two structures as the mesh cannot be fully compressed at the
point or area of contact.
Non-conforming boundary approaches use two independent meshes: one for the fluid and one for the solid,
unless the latter is represented solely using implicit techniques such as a signed distance function. This approach
for tracking the fluid–solid interface is known as the Immersed Boundary Method (IBM). The solid in this case can
freely travel through the fluid mesh as its boundaries are implicitly tracked. Interpolation from the solid boundary to
the mesh nodes or quadrature points is required to apply relevant boundary conditions on the fluid (e.g. no-slip or
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Figure II.2: Illustration of Lagrangian (Ωbx), Eulerian (Ωx), and ALE (Ω‰) domains in 1D
free-slip conditions), and to calculate the fluid forces acting on the solid. A notable advantage of this approach is
that it allows movement of the solid without deteriorating the fluid mesh, and can also handle large displacements
without problems as well as colliding bodies. One of the disadvantages is that integrating variables over the implicit
boundary is usually not as accurate as a conforming mesh technique, requiring a finer mesh around the interface
for an equivalent accuracy. In order to keep up with refinement requirements around the solid boundary as it moves
through the fluid mesh, it is often preferable to use mesh adaptivity or mesh deformation techniques specifically
designed for implicit boundaries. A good overview of various IBM techniques can be found in [92].
The remainder of this section describes the principles of ALE mesh, along with a brief description of some of the
most common mesh motion techniques. These techniques can be applied to both conforming and non-conforming
solids, the former requiring mesh deformation to move the fluid–solid interface and the latter benefiting from mesh
deformation to keep a refined mesh around its implicit boundaries.
II.5.1 Arbitrary Lagrangian–Eulerian (ALE) Mesh
The ALE mesh method, introduced by [69], is a hybrid approach between the Eulerian (where the mesh is fixed)
and Lagrangian (where the mesh follows the fluid) frames of reference. It allows for an arbitrary motion of the mesh
following the movement of the fluid–structure interface. To understand the ALE method, three different frames of
reference that are used to describe the physics of a continuous medium are introduced alongside an illustration in
fig. II.2.
In the Lagrangian formulation, the frame of reference called the material frame of reference coincides with the
particles of the medium. Its corresponding domain, the material domain Ωbx, deforms with the medium by following
the relative movement of the particles to each other (with particle material coordinates bx ∈ Ωbx). This formulation is
popular in solid mechanics where deformations are relatively small but can become cumbersome in fluid dynamics
where unsteady flows could lead to highly deformed and potentially tangled meshes that would require extra care
and periodical remeshing. For this reason, Lagrangian methods for fluids typically employ particle discretisation
schemes, such as SPH or PIC schemes. When using mesh-based approaches for modelling Two-Phase Flow
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(TPF), the free surface can be represented as a moving boundary conforming to the moving mesh.
In the Eulerian formulation, the frame of reference is the spatial frame of reference and is fixed in relation to the
terrestrial reference frame. Its corresponding domain, the spatial domain Ωx with x ∈ Ωx, does not deform over
time. This formulation is traditionally preferred for CFD with no moving explicit boundaries. The moving interfaces
inside the domain can be tracked implicitly using transport equations, such as the free surface with Volume of Fluid
(VOF) and Level Set (LS).
In the ALE formulation, an arbitrary frame of reference that is usually neither Lagrangian nor Eulerian in regards
to the medium, combines elements of both approaches aforementioned. Its corresponding domain, the reference
domain Ω‰ with ‰ ∈ Ω‰, can be used to map a spatial domain to a material domain and vice-versa. The mesh
nodes can move in space independently of the material, resulting in a mesh motion different from material motion
from a Eulerian frame. Note that the mesh motion model is usually separated from the model that provides the
quantities of interest (such as fluid velocity). However, because both models share the same mesh, the governing
equations of the model of interest must take into account the displacement of the mesh, and this is achieved by
introducing additional terms such as mesh velocity to the NSEs.
In the context of FSI, the ALE approach is suitable for handling deformations of the fluid domain due to the
motion of solids with mesh-conforming boundaries. This could not be described with a purely Eulerian approach
as the fluid mesh must be deformed to accommodate for the moving structure. In a purely Lagrangian approach,
following the material displacement of the fluid can become computationally challenging, if not unfeasible due to
mesh entanglement. Note however that when using the ALE approach on a conforming solid–fluid mesh, the nodes
lying on the solid boundaries can be seen purely as Lagrangian from the solid perspective as they follow the solid
material displacements. When the mesh-conforming solid boundaries move, it is also necessary to displace the
interior nodes of the fluid mesh to prevent element distortion or entanglement, and to preserve an acceptable global
quality of the mesh. There are many techniques for deforming the mesh using physical analogies, interpolation, or
mesh control methods. Physical analogies include linear springs (e.g. [10]), and linear elasticity (e.g. [122]). Inter-
polation methods include Radial Basis Function (RBF) (e.g. [14]). Mesh control methods use monitoring functions
that assign criteria to the mesh elements (such as its volume or shape) and move the mesh using the difference
between the target and actual characteristics of the mesh (e.g. [62]). A comparison of several of these mesh motion
methods in terms of computational efficiency and some of their respective advantages and drawbacks is given by
[113].
II.5.2 Mesh Adaptivity
Although this is not the focus of the work presented in this thesis, it is worth mentioning mesh adaptivity as an
alternative to mesh deformation for including moving structures in a fluid mesh. Mesh adaptivity relies on remeshing
of the fluid domain in a targeted manner by adding or removing the mesh nodes and reconnecting the surrounding
nodes to form new elements. If the solution is known, such as an analytical solution, adaptivity can be applied
directly to the areas requiring refinement for most accurate results. In most cases, the solution is not known in
advance, so the adaptivity is usually done with a posteriori error estimate. To reduce the global energy norm, there
are several types of approaches such as the residual method [3] and recovery method [136]. Instead of the general
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FEM error, the metric used can also be a quantity of interest such as the free surface location or vorticity of the flow.
This is called goal-oriented error estimation [102]. Note that using a posteriori error estimate to refine the mesh is
also possible for ALE mesh technique if using a monitoring function.
A known issue with mesh adaptivity is load balance in parallel, as a processor can see its local domain be greatly
refined relative to the domain of other processors. This can significantly slow down a simulation as all processors
must finish their individual calculations before being able to move to the next time step in FEM applications. A
solution to this problem is dynamic load-balancing [34].
II.6 Moorings
II.6.1 Design Considerations for Mooring Systems
Before describing mooring systems, the different types of moored floating structures are introduced here as they can
heavily influence the design of mooring systems. Floating structures, especially in the context of ORECs, can be
classified into twomain categories: motion-dependent andmotion-independent [80]. Motion-independent structures
do not require motion to function and their response to wave loads is usually purposely restricted asmuch as possible
for best operating conditions. Typical examples of motion-independent structures that operate with minimal motion
include oil & gas platforms, floating OWCs, overtoppingWECs, and floating OWTs. On the contrary, the frequency of
resonance of motion-dependent structures is tuned to respond to a specific range of wave frequencies, usually for the
purposes of energy extraction. Typical examples of such structures include mostly WECs such as point absorbers
and attenuators. In the case of motion-dependent devices, it is particularly important to consider the mooring system
as an integral part of the structure as it can heavily influence the frequency of resonance of the overall system. In
the case of motion-independent devices, the natural frequency of the mooring system is traditionally chosen to be
far away from the natural frequency of the structure and the expected main wave frequencies of the deployment
site. This means that the dynamic effects in the mooring lines are expected to be less significant. These dynamic
effects must however not be ignored on smaller scale devices (e.g. floating OWC, OWT) placed in highly energetic
sites with harsh environmental conditions where significant hydrodynamic loads are expected on the device.
In all cases, the main characteristics to consider when designing a mooring system are station keeping of
the structure, the footprint of the system, limit states of the mooring cables, redundancy of the mooring system,
installation criteria and limitations, maximum excursion of the device, as well as overall the cost. Depending on
the application, station keeping objectives for the floating structures is to be as stable as possible (e.g. motion-
independent device), or to allow response for one or more Degrees of Freedom (DOFs) of the structure while
restricting the movement of other DOFs as much as possible (e.g. heaving point absorber). Depending on the
space limitations of the deployment site, the mooring footprint of the structure must be considered, along with the
space needed between each structure if several of them are deployed on the same site, as well as other restrictions
such as navigation lanes. Note that a larger footprint usually incurs a higher cost for a catenary mooring system
(with the notable exception of TLP), meaning that reducing it as much as possible is often desired as it provides an
economic advantage. The limit states of mooring systems can be defined as: Ultimate Limit State (ULS) which is
the maximum load that the system can withstand before breaking, Accidental Limit State (ALS) for the ability of lines
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to resist accidents such as breakage of one of the lines of the system (which can lead to significantly higher loads on
other lines), Fatigue Limit State (FLS) for resisting cyclic loading over an extended period of time, and Serviceability
Limit State (SLS) corresponding to loads under typical conditions. Finally, in case of failure of one or several lines,
the mooring system should be equipped to withstand the additional loads on the other lines until maintenance can
be undertaken for replacement or repair. Mooring systems with a single line offer no redundancy in case of line
breakage and are therefore usually avoided. The non-exhaustive list of design considerations described above will
affect the configuration of the mooring system and the material of the lines themselves. An overview of different
mooring materials such as chains, wires, and ropes can be found in [77, 129, 127]. In terms of configurations,
the mooring system can be set as a catenary, be fully stretched (e.g. for TLP), or use more complex layouts with
subsurface buoys and clump weights such as “lazy-S”, “steep-S”, “lazy-wave”, “steep-wave”, or “pliant-wave”. For
a more detailed overview of the various challenges concerning the mooring systems of floating WECs and their
design specifications, the reader can refer to the work of [80, 77].
Another aspect to consider when designing a mooring system is the nonlinear effects induced by the motion of
the structure and the environmental loads acting on the cable. The main contributors to the damping of a mooring
line are drag forces, friction with the seabed, and internal friction within the cable. The drag forces become a
particularly important factor in regards to the overall damping when the line is submerged in a relatively high-density
fluid (such as water). Damping of a mooring line can be assessed experimentally through decaying oscillation [72]
or driven sinusoidal motion [128, 79]. The former method involves moving a moored structure to a known distance
from its equilibrium position and releasing it: the resulting decaying oscillation is then used to estimate the damping
from the log decrement of the amplitude after each cycle. The latter method involves forcefully moving a structure
in a sinusoidal motion and calculating the energy dissipation from the recorded displacement-tension curve at the
fairlead. These experiments can also be used as a benchmark for validating the capability of numerical models to
simulate nonlinear damping effects appropriately.
II.6.2 Numerical Modelling of Mooring Systems
The two main ways of numerically modelling cables attached to structures are: the quasi-static approach, and the
dynamic approach. The quasi-static approach consists in applying forces on the structures from tensions at the
fairleads by considering that the cable is at static equilibrium at each time step. Tensions can be calculated directly
from an analytical solution, such as the catenary equations. All dynamic effects are however completely ignored as,
by definition, the quasi-static approach assumes static equilibrium of the line. The main advantage of this method
is that it is usually significantly more efficient computationally than a fully dynamic method. It is therefore useful for
preliminary analysis and parametric studies of mooring lines and their characteristics (e.g. axial stiffness, pretension,
etc), or for simulations with very little dynamic effects involved (e.g. relatively slow motion of a device) but it does
not yield accurate results when nonlinear dynamic effects are expected in a simulation.
When it comes to mooring dynamics, two main techniques are used: the lumped-mass approach using MBD
(e.g. see [64]) and the FEM approach (e.g. see [106, 105]). In the lumped-mass approach, the cable is divided
into massless subsegments connected by nodes that inherit half of the weight of the adjacent subsegments. The
cable essentially corresponds to several rigid bodies (or masses) that are linked to each other through springs and
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revolute joints. The equations of motion fromMBD are then directly applied to the cable nodes. Hydrodynamic loads
are usually retrieved at the midpoint of the segments and evenly distributed to the two surrounding nodes, although
some models also calculate the loads at the nodes themselves such as in [64]. Even though bending of the cable
can be calculated and restrained, cable segments between nodes are usually assumed to be straight as they are
simply massless springs. In the FEM approach, cable sections are discretised with elements that can be bent and
distorted, giving additional accuracy when compared to a lumped-mass approach. An early attempt at using FEM
for cable dynamics was published in 1960 [126], but this technique was applied reliably to cable dynamics only
relatively recently. In [83], it is concluded that the FEM and lumped-mass methods can be considered equivalent in
terms of results as long as accelerations are relatively small, but not for vibratory studies or severe manoeuvres of
the fairlead where larger accelerations are in play and where the FEM method provides better results. The order of
nonlinearity of the elements defines to which degree of accuracy the shape of the beam is described: higher-order
schemes lead to higher computational cost, but the increased accuracy of such schemes can also be used to reduce
the number of elements needed for reliable predictions [105].
It was traditionally common to simulate mooring dynamics in a fully uncoupled manner where the mooring
dynamics and floating structure dynamics were computed completely separately. In this case, the tensions in the
mooring system are calculated according to the full time-series of the position of the structure that is used directly
to impose a prescribed motion on the fairleads. This approach is therefore mostly suitable for calculating mooring
tensions numerically if experimental data of the motion of the full system (i.e. the structure and its mooring system)
is already available. An example of uncoupled mooring analysis can be found in [64] where a lumped-mass model
is successfully validated against experimental data using the known displacement over time of the full system. The
uncoupled and coupled methods are also compared without using prescribed motion in [103], where it is concluded
that the cable tensions and resulting forces applied on a vessel are in good agreement with experimental results
when using the coupled method but are usually underestimated when using the uncoupled method.
Coupled methods for mooring–structure can be separated in two main categories: weak coupling and strong
coupling. Note that weak coupling here is equivalent to partitioned coupling while strong coupling is equivalent to
monolithic coupling, as described in section II.3. In a weak mooring–structure coupling scheme, the mooring and
structural dynamics are computed separately, but the separated models communicate their results to each other
at each time step. The body dynamics solver provides the position of the fairlead to the mooring solver, and the
mooring solver provides the tension at the fairlead to the body dynamics solver. An example of weak mooring–
structure coupling can be found in [106]. In a strong coupling scheme, the mooring and body dynamics are solved
simultaneously as part of the same system of equations. Such coupling can be achieved by making the structure an
integral component of the cable. In a dynamic model, the fairleads of the structure are directly modelled as nodes
of the cable mesh, or constraints such as joints can be applied between one end of the cable and the fairleads.
Strong coupling is more costly than weak coupling, especially if several lines are connected to the same structure
as the global system of equations can become complex. Weak coupling allows for computing each line separately
on different meshes instead of using a more complex global mesh for the overall system. If computational efficiency
is a concern and depending on the accuracy desired, weak coupling can still yield very satisfactory results for a
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fraction of the cost of the strong coupling [112].
The fluid–mooring coupling is usually one-way, where the effects of the fluid on the cable are modelled, but
the effects of the cable on the fluid are considered negligible. For most applications, cables cannot realistically be
two-way coupled with the fluid in CFD simulations without inducing a prohibitive computational cost as their axial
dimension is usually significantly lower than the characteristic fluid mesh element size. For this reason, Morison’s
equation is usually employed for applying hydrodynamic loads on cables such as drag and added mass. As men-
tioned previously, the denser the fluid is, the more influential the drag is for the damping of the line. This can become
a major source of uncertainty when mooring dynamics are applied numerically, especially when semi-empirical pa-
rameters are employed, which is the case when using Morison’s equation with drag and added mass coefficients.
These coefficients are influenced by the shape of the line (e.g. cylinder, wire, chain) and characteristics of the flow
(e.g. Reynolds number, angle of attack relative to the line), and can be difficult to estimate as a result. For example,
it has been shown in [18] that, while drift-only oscillations using well-established empirical values for drag coeffi-
cients show good agreement numerically, using the same drag coefficients on combined wave and drift motions can
lead to drastic numerical overestimation in damping of the mooring line (around 70% in this specific case) when
compared to experimental data. In [132], where hydrodynamic properties of studless chain links are investigated for
steady flows using CFD, it is shown that drag coefficients decrease when the Reynolds number increases, and that
the touch-down area of the cable is the most sensitive to these variations. More uncertainty can arise when using
a scaled model to reproduce the behaviour of a prototype scale device, as the numerous parameters affecting the
mooring system must be scaled accordingly. This scaling of mooring systems is no easy task and is the subject of
ongoing research, with recent works from [11] deriving sets of dimensionless parameters for this purpose. In the
work just cited, it appears clearly that the drag and added mass coefficients can be significantly different between
prototype and model scale, as a mismatch in scaling of the diameter, length, or volume coefficients can signifi-
cantly affect the response of a mooring line to hydrodynamic loads. These experimental uncertainties also apply
to numerical models that use empirical coefficients to for hydrodynamic loads in one-way fluid–mooring coupling
schemes.
II.7 State of Research
After introducing the main components for creating a framework for high-fidelity simulations of moored floating
structures, some examples of coupled models using FSI and mooring dynamics are reviewed. One of the earliest
attempts at coupling mooring and floating structure dynamics was performed by [103] who concluded that the tra-
ditional separated (i.e. uncoupled) approach may be severely inaccurate in comparison to the coupled approach.
These coupled models for floating, moored structures, similar to the one considered herein, have been a relatively
recent development. Traditionally, stand-alone potential flow or CFD models have been used to first calculate forces
on a floating structure (either fixed or in motion), and then the mooring loads would be estimated through numerical
springs, statics look-up tables, or dynamic models using the top endmotion of the fairlead for approximating tensions
of mooring lines. These well-known and simpler uncoupled approaches were considered as an industry standard
until relatively recently and can be found both as commercial and open-source software. The uncoupled approach
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can also be used for frequency domain analysis, as shown in [53]. More recently, higher fidelity models have been
developed using lumped mass and finite element approaches for simulating mooring dynamics, coupled with linear
and nonlinear models for the hydrodynamics of floating structures. In [103], potential flow was used for fluid dynam-
ics and FEM for mooring dynamics with strong coupling with the floating structure. In [98], the numerical study of a
WEC was undertaken using CFD with Ansys CFX coupled to mooring dynamics with OrcaFlex, but the details of the
coupling strategy are not detailed. In [65], the lumped mass model OrcaFlex was used for mooring dynamics of a
buoy along with the linear radiation-diffraction code Hydrostar to calculate its hydrodynamic coefficients. In [64], the
response of a semi-submersible platform for offshore wind turbines was simulated using the lumped mass MoorDyn
model with weak coupling to the potential flow solver Fast. In [106], the finite volume CFD solver OpenFOAM and
the high-order finite element model MooDy were used for simulating a moored buoy, using weak coupling between
the moorings and the floating structure with a lagging quadratic interpolation, and assuming the fluid to be at rest
when calculating drag and inertia forces. As pointed out in this latter case and [131], the number of existing studies
for the simulation of floating WECs showing thorough verification and validation need to be extended.
As can be seen from the few mentioned examples above, most of the existing coupled models use simplified,
linearised methods for one of the coupled aspects (e.g. potential flow for fluid dynamics), a weak coupling between
the floating structure and its mooring system, and/or assume the fluid to be at rest throughout the simulation, even
when waves are present. In this thesis, the open-source FSI framework for high-fidelity simulations of moored
floating structures is tailor-made, allowing for the development of an advanced coupling strategy that responds to
the needs of the industrial partners (HRWallingford and the U.S. Army Engineer Research and Development Center
(ERDC)). All aspects – fluids, structures, and moorings – are therefore carefully reviewed, selected, implemented,
coupled, verified, and validated to ensure an appropriate level of accuracy, reliability, and modularity. Following this
literature review, the subsequent chapters detail this development and implementation process in depth.
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Uncoupled Models: Governing Equations and Numerical Implementation
This chapter describes the governing equations and implementation methods behind each model separately (un-
coupled). The concept of domains and boundaries that partition the Fluid–Structure Interaction (FSI) problem geo-
metrically is first introduced here. In the context of Two-Phase Flow (TPF), the numerical fluid domain Ωf can be
decomposed into two separate subdomains: the water domain Ωw and the air domain Ωa, with Ωf = Ωw ∪ Ωa.
The boundary between the two-phases, Γs = Ωw ∩ Ωa, is called the free surface. When floating bodies are
involved, the solid domain Ωs is introduced, leading to the global numerical domain Ω = Ωw ∪ Ωa ∪ Ωs with
boundaries @Ω, and the fluid–solid interface Γf∩s. Figure III.1 illustrates the different domains and boundaries just








Figure III.1: Illustration of arbitrary domain for two-phase flow and solid phase
The theory behind TPF is introduced in section III.1 with the integral and differential forms of fluid flow equations,
ultimately leading to the derivation of the Navier–Stokes Equations (NSEs) for incompressible fluids. Free surface
tracking is described in section III.1.2 and, in section III.2, the different types of waves and the associated theory
behind it, as well as the method for absorbing waves numerically, are described. Section III.3 presents the equations
of motion for Multibody Dynamics (MBD) in the context of rigid bodies. Finally, moorings statics and dynamics are
described in section III.4.2. The reader is reminded that all the theory here is related to the uncoupled models. For
the coupling strategy and additional models necessary for the coupled simulation of FSI, refer to chapter IV.
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III.1 Two-Phase Flow
The theory behind the TPF formulation used for this work is described in this section. Firstly, the governing equations
of fluid flow are derived in section III.1.1. The representation of the free surface separating the two phases and its
tracking method are then presented in section III.1.2. Spatial and temporal discretisation using the Finite Element
Method (FEM) for solving those models is explained in section III.1.3, before listing typical boundary conditions used
for TPF simulations in section III.1.4. Note that fluid dynamics and all models using the fluid domain are defined
and simulated numerically using the Proteus toolkit.
III.1.1 Governing Equations of Fluid Flow
Considering a time varying control volume or domainΩ(t) that can be of any arbitrary size, any property (or quantity)
of the fluid varies in space x and time t within Ω(t). This property can be defined by its extensive value (the actual
quantity), c (x; t), or its intensive value (the amount of c per unit mass), ffi (x; t). They relate to each other with:




withm the mass. In integral form: Z
Ω(t)
c (x; t) dx =
Z
Ω(t)
ffi (x; t) dx (III.2)
with  the density. As Ω(t) can be of any size, considering an infinitesimally small control volume leads to the
differential form of the relation between intensive and extensive property of the fluid:
c (x; t) = ffi (x; t) (III.3)
For convenience and clarity, the space and time dependency notations are dropped from here with c = c (x; t),
ffi = ffi (x; t), and Ω = Ω(t).
III.1.1.1 Transport Equation
This subsection describes the governing equations for the transport of a fluid property. The total rate of change
of c in the control volume Ω is equal to the sum of the instantaneous change of c and the net flux (inflow minus














c(u · n)dx (III.4)
with u the fluid velocity, and n the unit normal vector pointing outwards from Ω on @Ω. For reference, the RTT can













ffi(u · n)dx (III.5)
The transport of a property of the fluid can also be expressed in differential form. This is then called the
Convection-Diffusion-Reaction (CDR) equation, which is also known as the generic transport equation. As its name
indicates, the CDR equation introduces three distinct processes in order to describe the concentration of a fluid
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property ffi within a medium over time and space. Convection (also known as advection) is the movement induced
by bulk motion of ffi within a medium. In other terms, it is the transport of ffi resulting from the movement of the
surrounding medium itself. Diffusion is the natural tendency of reduction of gradients of ffi within Ω. Given enough
time for equilibrium to be reached, diffusion processes will result in a uniform spread of ffi within Ω (uniform concen-
tration). Note that as it is driven by the second law of thermodynamics, diffusion is an irreversible process. Finally,
reaction is the creation or destruction of ffi due to a range of phenomena that typically act as sources or sinks. The













with D the diffusion coefficient (also known as diffusivity), and Rffi the reaction term. The gain or loss of ffi within





leads to a steady-state problem and, by opposition, @ffi
@t
6= 0 means that the problem is of unsteady nature (i.e.
changing over time). As mentioned above, the reaction term Rffi describes the production (source with Rffi > 0) or
destruction (sink with Rffi < 0) of ffi within Ω. The convective term,∇ · (uffi), is of hyperbolic nature, where the
direction of incoming information and the finite velocity at which this information is transported are defined by the
convection velocity u directly in the vicinity of the point x considered. The diffusive term,∇ · (D∇ffi), is of elliptic
nature, meaning that any point in the domain feels the influence of all other points instantaneously with information
travelling at infinite velocity and in all directions. It is also common to introduce a flux term corresponding to the
amount of ffi that passes through Ω, or as the instantaneous rate of transport of ffi at point x and time t . The flux
fffi = f (ffi) of ffi encompassing both the convective and diffusive terms can be expressed as:
fffi = uffi−D∇ffi (III.7)
The CDR equation can therefore be expressed more succinctly in terms of fffi as:
@ffi
@t
+∇ · fffi = Rffi (III.8)
III.1.1.2 Conservation of Mass
Within an enclosed control volume Ω, the fundamental law of conservation of mass applies to the fluid, which states
that the total massm must remain constant through time. In other terms, this means that no quantity can be added











Using the RTT of eq. (III.4), and setting the extensive property of interest as the mass itself c = m, which leads to
an intensive property ffi = dmdm = 1, the integral form of the equation of mass conservation can also be expressed





(u · n)ds = 0 (III.10)
with ̇ = @
@t
. The equivalent differential form can be found by either considering an infinitesimally small Ω from
eq. (III.10), or directly using the CDR equation (eq. (III.6)) with c = , leading to ffi = 1, and without source or sink
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(Rffi = 0). The differential form of the equation of mass conservation, which is known as the continuity equation, is
therefore expressed as follows:
̇+∇ · (u) = 0 (III.11)
III.1.1.3 Conservation of Momentum
As stated by Newton’s second law, the rate of change of momentum of the fluid is proportional to the sum of forces








where the external forces
P
f for a fluid are composed of the body forces (e.g. gravitational forces) and surface












σ̄ · ndx (III.13)
with g the gravitational acceleration, and σ̄ the Cauchy–Shwartz stress tensor. As can be seen in eq. (III.13), the
body force component corresponds to the gravitational force exerted on the fluid in Ω, and the surface forces are
represented with a stress vector field of σ̄ · n acting along @Ω (with n the unit normal vector pointing outwards of
the boundary). For a Newtonian fluid, σ̄ encompasses the pressure and viscous forces with:
σ̄ = −pĪ + 2—ε̄− 2
3
— (∇ · u) Ī (III.14)





When using the divergence theorem on the surface integral of the of eq. (III.13), and choosing an infinitesimally
small domain Ω, the conservation of momentum can be expressed in differential form as:
@u
@t
+∇ · (u⊗ u)−∇ · σ̄ = g (III.16)
with⊗ the outer product.
III.1.1.4 Navier–Stokes Equations for Incompressible Flows
After the introduction of the fundamental principles described above, the system of governing equations for fluid flow
can be described with the NSEs. As the fluid considered here is assumed incompressible, several simplifications
can be made on the laws of conservation. Firstly, the continuity equation eq. (III.11) can be simplified as follows
when  is constant over time:
∇ · u = 0 (III.17)
Secondly, when using this simplified continuity equation above and applying it to eq. (III.14), the Newtonian fluid
stress tensor reduces to:
σ̄ = −pĪ + 2—ε̄ (III.18)
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The system of NSEs is obtained by regrouping the mass (eq. (III.11)) and momentum (eq. (III.16)) conservation
laws, which are as follows: 8><>:
@u
@t
+∇ · (u⊗ u)−∇ · σ̄ = g
̇+∇ · (u) = 0
(III.19)
For incompressible Single-Phase Flow (SPF) where the density is constant, using eq. (III.17) allows for reducing
eq. (III.19) to the following: 8<:u̇ + u · ∇u +∇p −∇ · fī = g∇ · u = 0 (III.20)
with fī = 2—ε̄ the viscous shear stress tensor. When viscosity is constant, further simplification of eq. (III.21) is
possible with∇ · fī = —∆u, leading to:8><>:
u̇ + u · ∇u + 1

∇p − ∆u = g
∇ · u = 0
(III.21)
where  = —

is the kinematic viscosity. This does not apply to Multiphase Flow (MPF) due to the existence
of density gradients at the free surface. The different components necessary for building the system of NSEs
(momentum and continuity) can also be obtained directly from the CDR equation eq. (III.6), as shown in table III.1.
III.1.2 Free Surface Representation and Tracking
In TPF simulations, the free surface Γs = Ωw ∩Ωa separating the two fluid phases is transported and tracked in
an explicit or implicit fashion. The explicit method implies the separation of the two phases with the inclusion of an
explicit boundary that deforms according to kinematics and dynamics of free surface motion. While generally more
accurate due to the mesh conformity of the free surface boundary, explicit methods become inconvenient when the
free surface gets deformed significantly as it can lead to mesh entanglement (e.g. in the case of breaking waves).
These issues are non-existent when using an implicit method, which was therefore selected for tracking the free
surface in the applications presented in this thesis.
The implicit representation of the free surface is done with a property that takes different values according to
the phase in which it belongs. An example of such property to represent the free surface Γs implicitly is the Volume
of Fluid (VOF) [70] denoted b„ here. When describing two phases such as air and water, the VOF takes a different
value for each phase, for example: b„ = 1 for the air phase, b„ = 0 for the water phase, and b„ = 12 for the free
surface. The VOF representation is therefore discontinuous, which can lead to numerical difficulties. Another way
Table III.1: Values of variables to recover NSEs from the CDR equation eq. (III.6)
Equation ffi D Rffi
Continuity 1 0 0
x-momentum u1 — − @p@x1 + g1
y-momentum u2 — − @p@x2 + g2
z-momentum u3 — − @p@x3 + g3
momentum (vector) u — −∇p + g
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(a) VOF (b) Level Set (signed distance)
Figure III.2: Values taken by VOF and level set around implicit boundary
to represent implicitly the free surface and the different phases in a continuous manner is the Level Set (LS) method
[104, 118] that uses a signed distance function ffisdf. The free surface is represented by the isosurface given by
ffisdf = 0, while the value of the signed distance function at an arbitrary point x gives the actual distance from Γs to
x. The sign of ffisdf is used to represent in which phase x is placed with, in our case, ffisdf < 0 for the water phase
and ffisdf > 0 for the air phase. In summary, the free surface and different phases can be represented implicitly with
the VOF or LS with the following set of rules:8>>>><>>>>:
0 ≤ b„ < 12 ; ffisdf < 0 =⇒ x ∈ Ωwb„ = 12 ; ffisdf = 0 =⇒ x ∈ Γs
1
2 <
b„ ≤ 1; ffisdf > 0 =⇒ x ∈ Ωa
(III.22)
A snapshot of the VOF and LS values around an arbitrary free surface is shown in section III.1.2.
As mentioned above, the property representing the free surface implicitly must be transported and tracked
over time. The tracking technique described below was first introduced and implemented in [82], and is the one
used for all the TPF applications presented here. This method tackles the problem of mass conservation that
can be encountered when dealing with time-evolving LS methods. As the VOF representation described above is
discontinuous, a smoothed (or regularised) heaviside function „› is defined to allow a smooth transition between
the two phases:
b„ = „›(ffisdf) =
8>>>><>>>>:














1 ffisdf > ›s
(III.23)
with ›s a user defined parameter. For the work presented here, ›s = 1:5he was found to be sufficiently smooth, he
being the characteristic mesh element size. When 0 < b„ < 1, the cell is assumed to contain a mixture of the two
fluids. With this smooth representation of the free surface, the VOF is first displaced over time using a hyperbolic
transport equation: ḃ„ +∇ · “ub„” = 0 (III.24)
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Meanwhile, the LS is transported with the following non-conservative convection equation:
@ffisdf
@t
+ u · ∇ffisdf = 0 (III.25)
Once the free surface has evolved, ffisdf usually does not remain a true signed distance function: ‖∇ffisdf‖ 6= 1 near
the free surface. The following eikonal equation must therefore be satisfied to recover the properties of a signed
distance function on ffisdf: 8<:‖∇ffisdf‖ = 1 ∀x ∈ Ω \ Γs
ffisdf = 0 ∀x ∈ Γs
(III.26)
To recover such characteristics, the following equation can be solved [118]:
@ffisdf
@t
+ sign(ffisdf) (‖∇ffisdf‖ − 1) = 0 ∀x ∈ Ω \ Γs (III.27)
Although eq. (III.27) can be solved several times if needed to reach a steady-state, only one iteration is usually
needed asffisdf is typically only slightly deteriorated around the free surface. Because a non-conservative convection
equation was used to transportffisdf, mass was not conserved. A correction must therefore be calculated and applied
toffisdf using the position of the free surface as defined by the mass conservative solution of the VOF from eq. (III.24):8<:„› (ffisdf + ffi
′
sdf)− b„ = »u∆ffi′sdf ∀x ∈ Ω
∇ffi′sdf · n = 0 ∀x ∈ @Ω
(III.28)
with »u a parameter penalising the deviation of ffi′sdf from a global constant. Finally, both the VOF and level set are
updated to their final value:
b„ = „›(ffisdf + ffi′sdf) (III.29)
ffisdf := ffisdf + ffi
′
sdf (III.30)
Following the steps described above that consist in transport of VOF and LS from eq. (III.24) and eq. (III.25), mass
correction of eq. (III.28), and redistancing of eqs. (III.29) and (III.30), mass conservation is achieved when deforming
the free surface.
III.1.3 Finite Element Method (FEM)
In the context of this research, the FEM method is used for solving the Navier-Stokes equations and free surface
tracking model, as well as many of the models described in subsequent chapters such as mesh motion with linear
elastostatics and added mass estimation. To illustrate the method, and because all the governing equations de-
scribed above can be derived from the CDR equation, eq. (III.6) is used here assuming a constant density as is the
case in incompressible flows, leading to:
ffi̇+∇ · (uffi)−∇ · (D∇ffi) = R (III.31)
with R = R for ease of notation.
34
Chapter III. Uncoupled Models: Governing Equations and Numerical Implementation
III.1.3.1 Weak Formulation
FEM is a residual based method that gives a controlled approximation ’ to the true solution ffi. The residual of the
solution ’ from eq. (III.31) can be expressed as:
R (’) = ’̇+∇ · (u’−D∇’)− R (III.32)
It is clear that with R (’) = 0, we have ’ = ffi. As it is usually not possible to retrieve the exact solution, the aim
of FEM is to find a solution for which R (’) < ›tol with ›tol the user defined tolerance that essentially controls the
accuracy of the approximate solution. Because second derivatives appear in eq. (III.32), it is expected that the first
and second order derivatives of ’ are continuous in Ω. In other terms, it is expected that ’ ∈ C 2, with C k the set
of real-valued functions that are continuous in Ω up to their derivatives of order k :
C k (Ω) =







Due to this restrictive requirement on’, eq. (III.31) is known as the strong form of the Partial Differential Equation
(PDE). In FEM, the PDE is converted to integral form and multiplied by a chosen test function w (also known as
weight function) to be expressed in what is known as the weak or variational form of the PDE. The residual in the
weak form is expressed as follows, and is known as the method of weighted residuals:Z
Ω
wR (’) dx = 0 (III.34)Z
Ω
(w’̇−∇w · (u’−D∇’)− wR) dx +
Z
@Ω
w (u’−D∇’) · ndx = 0 (III.35)
where Green’s formula (eq. (III.36)) is used on the flux term of eq. (III.35) to remove second derivatives with:Z
Ω
w∇ · (u’−D∇’) dx = −
Z
Ω
∇w · (u’−D∇’) dx +
Z
@Ω
w (u’−D∇’) · ndx (III.36)
The weak form allows what is called relaxation/relaxing of the PDE, by leading to less constraining (or “weaker”)
requirements on the solution’. The test functionw must fit some criteria set by its space of admissible test functions
W , with w ∈ W :
W (Ω) =
˘
w ∈H 1 (Ω) : w = 0 ∀x ∈ ΓD
¯
(III.37)
with ΓD the partial (or total) boundary where Dirichlet conditions are defined over @Ω meaning that w must vanish
on ΓD (see section III.1.4), and where H 1 (Ω) is the Sobolev space:
H 1 (Ω) =
˘
w ∈ L 2 (Ω) ; ∇w ∈ L 2 (Ω)
¯
(III.38)
which requires that w and its gradient∇w are in the Lebesgue space L 2 (Ω):
L 2 (Ω) =







that in turn requires that w and ∇w have finite integrals over Ω. In other terms, the test function and its first
derivative are required to be bounded in Ω. The approximation of the solution ’, called the trial function in this
context, must also have a suitable function space V , with ’ ∈ V and V = H 1. To summarise, the reason that
eq. (III.35) is called the weak form (while eq. (III.6) would be the equivalent strong form) is that second order partial
derivatives are not present after integration, and that R (’) (or rather wR (’)) no longer needs to be continuous
anymore but only integrable over Ω.
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(a) Triangle (b) Tetrahedron
Figure III.3: Lagrange elements for FEM
: node, : quadrature point
III.1.3.2 Spatial Discretisation
The problem is then discretised spatially in order to be solved numerically under the FEM framework. This process
is known as the triangulation or meshing of the domain Ω, which produces a finite element space composed of
elements such as triangles or tetrahedra as shown in fig. III.3. The triangulated domain is denoted Ωh and is
composed of nE elements Ei ∈ Ωh, and nN nodesNi ∈ Ωh. The elements covering the whole domain must be
full-dimensional cells (E̊ 6= ?), non-overlapping (E̊i ∩ E̊j = ∅ ∀Ei ; Ej ∈ Ωh ∧ Ei 6= Ej ), and conform, meaning
that if the intersection between two different elements is not zero, then it must be a face, edge, or vertex.
The trial function, or weak solution, ’ of the continuous variational problem must also be discretised in order to
be solved numerically by approximating ’ with a discrete solution ’h ∈ Vh ⊂ V . For a Boundary Value Problem
(BVP) problem solved within an FEM framework, ’h should be equal to the exact solution ’i at what is known as
the Degrees of Freedom (DOFs) of Ωh. For linear Lagrange (P1) elements, such as those presented in fig. III.3,
the DOFs coincide with the set of nodes {N1; · · · ;NnN} of Ωh. For any point in the finite element space Vh
that does not coincide with a DOF of Ωh, basis functions Φ spanning Vh with {Φ1;Φ2; · · · ;ΦnN } are used to





where the values ’1; · · · ; ’nDOF are the values of ’ at the DOFs. The nodal or Lagrange basis function Φ, with
nDOF = nN , must have compact support with Φi = 1 at Ni , and Φi = 0 at Nj with Nj 6= Ni , meaning that
Φi is compactly supported within the patch of elements surrounding the nodeNi . It must also be continuous with
smoothness C 0 within an element. In fact, Φi is only discontinuous exactly at Ni , and continuous within each
element E ∈ {E : Ni ∈ E}. See fig. III.4 for an illustration of such a basis function.
The test functionw is also discretised into a finite element spaceWh withwh ∈ Wh ⊂ W . The basis functions
Ψ spanning Wh are actually used as test functions themselves (wh = Ψ). When Ψ = Φ, as is the case for all
simulations presented in this thesis, the method is called the Galerkin method, as opposed to the Petrov–Galerkin
method when Ψ 6= Φ.
Note that for the CDR equation, the gradient of the solution must be also computed. When using linear La-
grange elements,∇’h is a discontinuous vector field due to the piecewise continuous nature of the scalar field ’h.
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Φi
Ni
Figure III.4: Piecewise-linear finite element basis function Φi on a triangular mesh around nodeNi
Gradients can however be recovered at the DOFs of the mesh if necessary: for Lagrange elements, gradients at a
node Ni can be obtained by averaging the gradients inside elements around Ni , either with a simple average or
with a weighted average of the gradients (e.g. according to the volume of elements). Once those gradients have




The spatial discretisation used for all simulations presented in this thesis is as follows: triangles in 2D and
tetrahedra in 3D, using P1 Lagrange elements with affine linear nodal basis and simplex Gaussian quadrature.
III.1.3.3 Temporal Discretisation
When solving for a system that is not in steady-state, the PDE must also be discretised in time. Usually, time t is
discretised with 1D Finite Difference Method (FDM):
t ∈
h
0 = t(0); t(1); · · · ; t(N−1); t(N) = Tsim
i
(III.42)
with t(n) the value of time at time step n, andN+1 the total number of time steps. Note that throughout this thesis,





exist for time-stepping, which can be divided in two main categories: explicit (e.g. Forward Euler as in eq. (III.43))















Higher-order methods also exist such as Runge–Kutta. For all simulations presented here however, the time discreti-
sation method used for the fluid is the first-order accurate implicit backward Euler (eq. (III.44)) due to its simplicity
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and relatively low computational cost. The time step ∆t = t(n+1) − t(n) can be fixed to a specific value, or





with uk the speed in the direction k and ∆x a distance interval (usually the characteristic length of an element).
For stability, it is ensured that CFLmax < 1, meaning that the fluid cannot travel a distance that is longer than one
element within a time step. This condition is used in most of the FSI simulations presented here, as it allows for a
dynamically accurate time discretisation.
III.1.4 Typical Boundary Conditions
There are two main types of boundary conditions: Dirichlet conditions and Neumann conditions. Dirichlet conditions
impose specified values directly to the solution at the boundary. In the context of the CDR equation (eq. (III.6)),
it specifies the value of ffi at the boundary. Neumann boundary conditions impose values to the derivative (or
gradient) of the solution, corresponding to∇ffi in the CDR equation. When both Neumann and Dirichlet boundary
conditions are used on the same boundary, they are named mixed, Newton, Robin, or Cauchy boundary conditions,
amongst others and depending on the conditions imposed. In the context of the TPF solver used for the simulations
presented here, boundary conditions can be imposed as Dirichlet conditions or on different components of the CDR:
the advective term (∇ · (uffi)) or the diffusive term (∇ · (D∇ffi)). The most typical boundary conditions used for
the TPF presented in this thesis are described in more details below.
Boundary conditions on solid, material boundaries are traditionally imposed as no-slip or free-slip conditions.
No-slip condition assumes that the fluid velocity is the same as the velocity of the boundary. For a non-moving
boundary, this simply corresponds to Dirichlet conditions ofu = 0. Free-slip (sometimes simply called slip) condition
only requires the normal component of the velocity of the fluid to be the same as the velocity of the boundary, and
assumes that there is no friction between the solid boundary and the fluid. For a non-moving boundary, this is
equivalent to u · n = 0. Usually, free-slip conditions are used when viscous effects are considered negligible or
undesirable, or if the mesh size is too large at the boundary to capture the boundary layer effects. In most cases,
with the right mesh refinement, no-slip boundary conditions are preferred as they more accurately represent physical
behaviour of most engineering applications.
In order to let the fluid escape the domain, atmospheric boundary conditions are commonly applied. In this
case, the pressure p and VOF b„ are imposed as Dirichlet conditions. In typical engineering applications where
Table III.2: Set of typical boundary conditions used in TPF simulations presented in this thesis
dirichlet advective diffusive
u1 u2 u3 p b„ u1 u2 u3 p b„ u1 u2 u3
Free-slip — — — — — 0 0 0 — 0 0 0 0
No-slip 0 0 0 — — — — — — 0 — — —
Atmosphere 0 0 — 0 1 — — — — — — — 0
Wave f f f f f — — — — — — — —
Non-material — — — — — — — — — 0 0 0 0
f: custom function (defined by user); —: no condition applied
Note: the atmosphere boundary is assumed to be perpendicular to the constant g = (0; 0;−9:81)
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the atmosphere boundary is perpendicular to the gravitational acceleration g, it is common to set p = 0 (only the
relative pressure in Ωf matters) and the value corresponding to air for the VOF (b„ = 1 in our case). The latter
ensures that any fluid escaping the domain is replaced by air.
Non-material boundary conditions are imposed on boundaries within Ωf that are not supposed to be physical
boundaries. For example, when relaxation zones are introduced (see section III.2.2), the boundary separating the
sponge layer and the rest of the domain is non-material. When the simulation is parallelised, where each processor
owns a subdomain of Ωf , the boundary between each subdomain is also non-material. In this case, the diffusive
component of the fluid velocity and advective term of the VOF are set to zero.
The different types of boundary conditions described above are compiled in table III.2, showing the values taken
for the Dirichlet, advective, and diffusive components of all fluid variables.
III.2 Wave Theory
In this section, the governing equations of wave dynamics are derived in section III.2.1. These equations concern
linear and nonlinear regular waves, as well as spectral waves (random and focused). The method to generate and
absorb waves with relaxation zones is then described in section III.2.2.
III.2.1 Governing Equations
III.2.1.1 Regular Waves
Regular waves, also known as monochromatic waves, can be divided in two main categories: linear and nonlinear
waves. A wave is defined as linear if its steepness is small: H
–
 1, withH the wave height, and – the wavelength;
and if the water is deep: –
hmwl
 1, with hmwl the water depth. If these conditions apply, Airy wave theory (which is
derived from potential flow theory) is used to describe the wave kinematics. The wave elevation profile of a linear
wave is represented as a sinusoidal signal:
” = a cos(kx1 − !t + ffi) (III.46)
with ” the wave elevation at a point x1 along the direction of propagation of the wave at a time t , a = H2 the wave
amplitude, k = 2ı
–
the wavenumber, ! the angular frequency of the wave, and ffi the wave phase. The fluid velocity







sin (kx1 − !t + ffi) (III.47)
with x3 the vertical coordinates of the point considered, assuming that x3 = 0 at the seabed and x3 = hmwl at the








sin(kx1 − !t + ffi) (III.49)
As k is unknown, the dispersion equation for linear waves can be used as a relation between wavelength, water
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with T the wave period, and g the gravitational acceleration.
As previously mentioned, the equations described above for wave profile and kinematics are only valid for
regular linear waves. When the wave steepness becomes large, the wave profile cannot be represented by a single
sinusoidal signal as nonlinear waves feature a higher and sharper crest with a shallower and flatter trough which is
determined by its wave period, wave height, and the water depth. The order to nonlinearity up to the wave breaking
criteria can be estimated according to the wave classification of [88]. A common technique to describe a nonlinear
waves is the Fenton Fourier Transform theory [47, 46], where the solution is found with an iterative process and is



























sin (i(kx1 − !t) + ffi) (III.53)
with Ai and Bi the i th Fourier series coefficients for wave amplitude and velocity, respectively, nF the number of
Fourier series coefficients, and Ū is the mean horizontal fluid velocity at any level.
III.2.1.2 Irregular and Extreme Waves
Irregular waves, also called random waves, are used to describe waves that can be encountered in real sea states.
Because irregular waves are a stochastic process, they are described through statistical properties (significant wave
height, peak period) and spectral properties (spectral energy distribution). The wave profiles are then reconstructed
by combining linear components of the spectral distribution according to a chosen number of frequencies. A com-
monly used description of random sea states can be obtained with the Joint North Sea Wave Project (JONSWAP)
spectrum for deep and intermediate waves that is expressed as follows [68]:













where Tp is the peak period, Ti is the component period, fi is the component frequency,Hs is the significant wave
height, ‚ is the peak enhancement factor (influencing the sharpness of the spectral peak), with usually 1 < ‚ < 7
(mean 3:3) and with:
ff =
8<:0:07 Ti ≥ Tp




0:0624(1:094− 0:01915 ln ‚)
0:230 + 0:0336‚ − 0:185(1:9 + ‚)−1 (III.56)
Note that other spectral descriptions can be used for random waves such as the Pierson–Moskovitz spectrum,
from which the JONSWAP spectrum is derived. Once the spectral distribution has been generated with the chosen
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sin (kix1 − !i t + ffii ) (III.59)
with nf the number of frequency components, ki , !i , ffii the wavenumber, wave angular frequency, and wave
phase of the i th frequency component respectively. Using this reconstruction method, the wave amplitude of each




with Si the spectral energy and ∆fi the frequency interval of the i th linear component. On top of describing
random sea states, spectral distributions can be used to define extreme waves such as focused waves (sometimes
also called freak waves). Focused waves are highly nonlinear waves where all frequency components converge at
a specific point in time and space. In order for a spectral wave to focus at time tf and point xf , it is clear that the




ai cos (ki (x1 − xf )− !i (t − tf )) (III.61)
Therefore, the phase shift ffii needed for each frequency component i to focus at the intended time and space in
eqs. (III.57) to (III.59) is calculated as follows:
ffii = −kixf + !i tf (III.62)









III.2.2 Wave Generation and Absorption
Similarly to lab experiments, numerical simulations are prone to undesired wave reflection due to a smaller domain
compared to real world applications. Several techniques exist for mitigating this phenomenon, such as the relaxation
zone method, internal source wave makers, solid boundary motion (numerical paddles) and radiation boundary
conditions. An overview of these methods is available in [130]. The relaxation zone technique is chosen for the
work presented here due to its capacity to reliably absorb waves and ease of implementation through the addition
of a single source term to the NSEs. Its implementation is therefore briefly described in this section.
Relaxation zones — also known as sponge layers — do not require movement of any physical boundaries, nor
the use of radiation boundary conditions, and generally use Dirichlet boundary conditions for imposing the wave
kinematics (velocity, pressure, and free surface position) directly at the generating boundary. Wave absorption
capabilities are then introduced within the internal fluid domain, rather than at the boundaries themselves. In [76], a
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Figure III.5: Illustration of relaxation zone and blending function in typical numerical tank
target value for the fluid velocity and the position of the free surface is gradually imposed over a dedicated zone of the
numerical fluid domain. In the implementation used here, only the fluid velocity is imposed gradually in the relaxation
zone, keeping the Dirichlet imposition of the free surface position at the generating boundary but not within the fluid
domain. Because the free surface elevation is not imposed within Ωf , mass conservation is inherently ensured.
As can be seen in [37], solely imposing the fluid velocity yields results that are equivalent to the ones presented
in [76] who also imposes the free surface position. Relaxation zones can be separated into two main categories:
absorption zones that damp incident or transmitted waves, and generation zones that absorb reflected waves. For
this purpose, absorption zones simply impose a target velocity of zero while generation zones impose a target
velocity that matches the generated wave conditions. This target velocity is imposed through a source term in the
NSEs as follows:
 (u̇ + u · ∇u− g)−∇ · σ̄ = ¸b¸0 (u− ut) (III.64)





e − 1 (III.65)
with 0 < d < 1 the scaled distance from the boundary to the end of the relaxation zone. Using this scaling,
we have d = 1 at the boundary (i.e. the source term is fully imposed), and d = 0 at the end of the relaxation
zone (i.e. the source term vanishes at the end of the zone). An illustration of the relaxation zones and the blending
functions within them is shown in fig. III.5. For eq. (III.64), it has also been found that using ¸0 = 30T was sufficient
for imposing relaxation [99], where T is the period of the generated or incoming wave. In [37], this constant is
expressed in terms of angular frequency with an equivalent value of ¸0 = 5! ≈ 30T . In the case of random
wave conditions, the value of the period or angular frequency is chosen according to the peak period expected from
the sea state. The length of relaxation zones is usually scaled with the wavelength – of the waves to absorb. In
the simulations presented in chapter V, the length of absorption zones are Labs = 2–, and the length of generation
zones are Lgen = 1–, similarly to [76] and [37].
III.3 Rigid Body Dynamics
Because their boundaries do not deform in space, it is convenient to represent rigid bodies as particles. In the FSI
framework built here, the boundaries of rigid bodies are only used to integrate the external forces and moments,
and for potential collision detection, but they do not play a role when it comes to kinematics or equations of motion.
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Figure III.6: State of body: position and rotation






with r1 the position along the X-axis, r2 the position along the Y-axis, and r3 the position along the Z-axis. In the
context of rigid body dynamics, r usually coincides with the position of the barycentre (i.e. centre of mass) of the
body. The translational velocity vector is denoted ṙ and the translational acceleration vector is denoted r̈. The






with ffi the roll angle (around the X-axis), „ the pitch angle (around the Y-axis), and Ψ the yaw angle (around the
Z-axis). The rotational velocity vector is denotedω and the rotational acceleration vector is denoted ω̇.
The state vector s, also called generalised coordinates, encompasses both the translational and rotational






In MBD solvers, the state of rigid bodies are described by their position s and velocity ṡ, while s̈ is found with the
equations of motion. Following Newton’s second law, the motion of a rigid body is described as:
Ms̈ = f (III.69)
with M the mass matrix of the body and f the sum of forces and moments acting on the body. The mass matrix






with Ī a 3× 3 identity matrix. Additional terms can be added to this mass matrix as needed, such as added mass
terms that can fill off-diagonals values. The generalised force vector f here is a 6 × 1 vector that combines the
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The total forces ~f andmoments ~m are used to calculate the new translational and rotational accelerations as follows:
mr̈ = ~f (III.72)
Ītω̇ = ~m (III.73)
For this work, rigid body dynamics are simulated with the Chrono library where, for the purpose of this thesis,
the solver was modified in order to allow for the full inclusion of 6× 6 mass matrices (including off-diagonal terms)
instead of defining bodies only with their massm and moment of inertia Īt .
III.4 Mooring Modelling
In this section, the different methods for numerical modelling of mooring cables that have been implemented and
used for this thesis are described. The logic and algorithms for calculating static tensions in catenary mooring lines
are first described in section III.4.1. These algorithms are also the basis for mooring quasi-statics. The general
theory of linear elasticity and beam theory is then described in section III.4.2.1 and applied to mooring dynamics.
Note that the static / quasi-static model was designed from scratch as a standalone solver for the purposes of the
work presented here, and that the Chrono library was used as a base for building a mooring dynamics framework.
III.4.1 Mooring Statics and Quasi-Statics
Consider a cable fixed in space by its two extremities (anchor and fairlead in the context of moorings), subject only to
a uniform gravitational force, and at equilibrium. The shape of such cable hanging under its own weight is known as
a catenary and its characteristics can be obtained analytically. The parametric equations of a catenary are defined
as follows:








with s the distance along the catenary, and a a parameter that defines the shape of the catenary. To illustrate these
equations, examples of catenary shapes for different parameters a are shown in fig. III.7. Note that these equations
are derived in 2D as the catenary is expressed in the plane including the two extremities of the cable and parallel
to the gravitational acceleration vector (a simple transformation would be needed to retrieve coordinates from a 3D







with TH and TV the horizontal and vertical components of the tension, respectively. The parametric equations of a






























Figure III.7: Catenary shape for different values of a




representing the slope of the catenary at the anchor. The horizontal tension along the lifted part
of the cable is constant and is found with TH = aw0 where w0 is the linear submerged weight of the cable. The
vertical tension varies along the cable according its weight at the point considered, meaning that TV = TV;a+w0s ,
with TV;a the vertical tension at the anchor and s the distance along the lifted cable. Alternatively, for any point of
the lifted cable, vertical tension can be calculated as:
TV = TH tan („) (III.79)













All cases here assume a flat seabed perpendicular to the gravitational acceleration vector, and only the weight
of the cable is taken into account for solving the catenary equations. We define here the horizontal distance d and









d = r1;f − r1;a ; h = r2;f − r2;a (III.81)
If stretching is taken into account, the total length of the cable is expressed as L+ e with L the unstretched cable





with TA the axial tension, andEA0 the axial stiffness of the cable. When the line is stretched, the submerged weight





with Ls the unstretched lifted cable length. When dealing with moorings that can partly lay on the seabed, four
different configurations are possible: fully stretched line (straight cable from anchor to fairlead), fully lifted line,
partly lifted line (part of the line on the seabed), and lifted line with no horizontal span, as shown in fig. III.8. For
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Algorithm 1 Calculation of static tension in catenary mooring line at the fairlead (Tf ) and anchor (Ta)




” . First guess for e assuming Ls = h
























if L+ e > a sinh d
a
then . Partly lifted cable









else . Fully lifted cable
a← FullyLiftedElastic(d , h, L;w0; EA0)
if ∃a then . Converged to a fully lifted solution
Ta =
`




aw̄0 aw̄0 tan „f
´|
else . Fully stretched line
e =
√




















these different cases, the tensions at the anchor and fairlead are calculated as shown in table III.3, derived from
the equations described above. Algorithm 1 describes the process for getting the tension of a mooring cable at the
fairlead and the anchor given the length of the cable L, the submerged weight of the cable w0, and the horizontal
distance d and the vertical distance h between the anchor and the fairlead. The algorithm first checks if the line
is long enough to fall straight on the seabed and, if not, it proceeds to check if the line is partly or fully lifted.
From there, subsequent algorithms according to partly lifted (algorithm 3) or fully lifted (algorithm 2) configuration
are called. The algorithms and numerical implementation dealing with the different possible configurations of the
cables for static analysis are described in further details in the next four subsections. Note that the ability to do static
analysis of a multi-segmented cable (cable composed of segments that can have different material properties) was
also implemented for the work presented in this thesis. This is a relatively trivial addition when the cable is assumed
rigid, as the only difference in this case is the need to average the submerged weight of the lifted cable according
to the submerged weight of each lifted segment when calculating the tension. When elasticity plays a role, the
elongation of each segment is assumed to be evenly distributed along the relevant segment. For the sake of clarity,
the algorithms described in this section do not include multi-segmented cable notation logic.
III.4.1.1 Fully Stretched Line
The mooring line is considered fully stretched (see fig. III.8a) if the following applies:
L ≤
p
h2 + d2 ∧ L+ e ≈
p
h2 + d2 (III.84)
When elasticity is taken into account, it is straightforward to find the tension in the cable as stretching of the line is
directly calculated as e =
√
h2 + d2−L, leading to a total tension TA at the fairlead that is calculated by applying
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(d) Mooring line with no horizontal span
Figure III.8: Possible configurations for catenary line
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Algorithm 2 Getting catenary solution for fully lifted cable
function FullyLiftedElastic(d; h; L; w0; EA0; ›tol)
ta = tmaxa =
h
d
; tmina = 0 ; e = 0 ; Ls = 0 ; › = ›tol + 1
































›← L+ e − Lse
if › > 0 then tmaxa ← ta
else if › < 0 then tmina ← ta
return a
function FullyLiftedRigid(d; h; L)















The horizontal and vertical components, TH and TV respectively, are then found by using simple trigonometry with





. Note that the horizontal
tension remains constant along the table but that, for the vertical tension, the contribution due to the weight of the
cable must still be taken into account according to the position s along the cable, leading to:
TH (s) = TA cos („f ) ; TV (s) = TA sin („f )− (L− s)w0 (III.86)
III.4.1.2 Fully Lifted Line
The line is considered fully lifted (see fig. III.8b) if the following condition applies:
Ls = L ∧ Ls + e ≥
p
h2 + d2 (III.87)
Because the position of the anchor and fairlead are known as well as the lifted line length (Ls = L), the following
expressions apply, using the definitions from eqs. (III.75) and (III.81):














Table III.3: Values of tensions at anchor and fairlead for static analysis of catenary cables
fully stretched fully lifted partly lifted no span
TH;f TA;f cos „f aw̄0 aw̄0 0









T 2H;f + T
2
V;f TV;f
TH;a TH;f TH;f 0 0
TV;a TV;f − w0L TV;f − w0L 0 0
TA;a
q








Chapter III. Uncoupled Models: Governing Equations and Numerical Implementation
Algorithm 3 Getting catenary solution for partly lifted cable
function PartlyLiftedElastic(d; h; L; w0; EA0; ›tol)
x0 = xmax0 = d ; x
min
0 = 0 ; e = 0 ; Ls = L ; › = ›tol + 1































›← L+ e + x0 − d − Lse
if › > 0 then xmax0 ← x0
else if › < 0 then xmin0 ← x0
return a, Lse − e
which yields the following transcendental equation in a.p




Finding the root of eq. (III.90) can be done with the Newton–Raphson or bisectionmethods. The algorithm describing
the numerical process for retrieving the solution for a is shown in algorithm 2 for both the rigid and elastic fully lifted
cable cases. From the new solution a, the horizontal tension which is again the same at any point along the cable is
directly calculated as TH = aw0 (or TH = aw̄0 if elasticity is taken into account), but the tangent vector (or angle)
along the cable must be found to deduct the vertical and total tension with simple trigonometry. Using eq. (III.75)
directly does not work in this case, because the trough of the catenary equation given by a is at x1 = 0, while it is
known in this fully lifted line case that dx2dx1 6= 0 at the anchor. Indeed, the solution for a from eq. (III.90) corresponds
only to finding a segment of the catenary solution that has the length Ls and height h, but does not ensure that the




















which allows calculation of the vertical tension along the cable as follows:











with „ = „ (x1) from eq. (III.80).
III.4.1.3 Partly Lifted Line
The line is considered partly lifted (see fig. III.8c) if the following condition applies:
Ls < L+ e < h + d (III.94)
In this case, we have x0 < d for the horizontal span of the line, and we need to find a catenary solution that
satisfies:
d = L− Ls + x0 (III.95)
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Iterations are therefore needed to find the right value for x0. From an initial guess for the horizontal span x
(i)
0 , a




















Then, if L − L(i)s + x (i)0 − d > 0, the new guess x
(i+1)




0 − d < 0,
the new guess x (i+1)0 is scaled up. This is repeated until the right x0 and Ls are found to fulfill eq. (III.95) up to a
user-defined tolerance. The iterative process is shown in more details in algorithm 3. Once a solution is found, the
tensions in the cable is calculated as follows:
TH(s) =
8<: 0 ∀s < d − x0
aw0 ∀s ≥ d − x0
; TV (s) =
8<: 0 ∀s < d − x0
(s − (d − x0))w0 ∀s ≥ d − x0
(III.98)
III.4.1.4 Line with No Horizontal Span
The line does not have any horizontal span (i.e. x0 = 0 as shown in fig. III.8d) if the following condition is fulfilled:
L+ e > h + d (III.99)
In this case, the lifted part of the mooring line is considered to be perpendicular to the seabed (assuming that it is
flat) with Ls = h, and with the rest of the line resting on the seabed. The fairlead tension is equal to the weight of
the lifted cable, with:
TH (s) = 0 ∀s ≤ Ls ; TV (s) =
8<: 0 ∀s < d
(s − d)w0 ∀s ≥ d
(III.100)
III.4.2 Mooring Dynamics
This section describes the main governing equations for mooring dynamics using beam theory. The general princi-
ples of linear elasticity are first introduced in section III.4.2.1 as they are the base of beam theory. Those principles
are then simplified for general beam theory in section III.4.2.2, and the specific implementation used for mooring dy-
namics in the work presented here is described in more detail in section III.4.2.3. Note that throughout this section,
the elastic materials are assumed to be isotropic.
III.4.2.1 Linear Elasticity for Isotropic Materials
The governing equations of linear elasticity can be divided into three main categories: the strain-displacement
relations or kinematic equations, the constitutive laws, and the equilibrium equations. The kinematic equations




of a beam element with a displacement gradient that corresponds
to the normal strain in eq. (III.101) and shear strain in eq. (III.102):
›11 =
@h1
@bx1 ; ›22 = @h2@bx2 ; ›33 = @h3@bx3 (III.101)
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When the material is assumed to be isotropic, the stress along each axis is related to the strain with the following




(ff11 −  (ff22 + ff33)) ; ›22 =
1
E
(ff22 −  (ff11 + ff33)) ; ›33 =
1
E
(ff33 −  (ff11 + ff22))
(III.103)
›23 = ›32 =
ff23
G
; ›13 = ff31 =
ff13
G




with  the Poisson’s ratio of the beam, and G the shear modulus:
G =
E
2 (1 + )
(III.105)
The stresses and strains can then be expressed as 6× 1 vectors as follows:
› =
“





ff11 ff22 ff33 ff23 ff13 ff12
”|
(III.107)
which can be used to define the constitutive equation:
ff = C› (III.108)
with C the 6× 6 material stiffness matrix:
C =
E
(1 + ) (1− 2)
0BBBBBBBBBBBB@
1−    0 0 0
 1−   0 0 0
  1−  0 0 0
0 0 0 1−22 0 0
0 0 0 0 1−22 0
0 0 0 0 0 1−22
1CCCCCCCCCCCCA
(III.109)
Finally, the equilibrium equation for linear elasticity that describe the relation of the stresses with the forces applied
to the material can be expressed as follows:
∇ · σ̄+ f = ḧ (III.110)







which is symmetric in the case of isotropic material as ff12 = ff21, ff13 = ff31, and ff23 = ff32.
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III.4.2.2 Beam Theory
Beams are slender structures with one of their dimensions that is significantly larger than the others. Conventionally,
this longer dimension is set as its longitudinal axis. Because of this geometry, the cross-section of a beam does
not deform significantly when experiencing transverse or axial loads. Therefore, the cross-section of a beam is
assumed to be infinitely rigid (i.e. no deformation can occur) in its own plane, to remain plane after deformation,
and to remain normal to the deformed axis of the beam (longitudinal axis). Defining a local system of coordinates










with q0 the state vector (position and rotation) of the node at one end of the beam, q1 the state vector of the node
at the other end of the beam, rs the absolute position of the node, and θ the rotation of the node. To recover the
position rs of an arbitrary point ‰ within an element e, a predefined matrix of shape functions N = N(‰) is used
as follows:
rs = Ne (III.113)





The assumptions stated above for isotropic beams allow the kinematic equations along each axis to depend
only on one variable: the coordinates along the longitudinal axis ‰ of the beam. The kinematic equations from
eqs. (III.101) and (III.102) reduce to the single expression:
›‰ = ›11 =
@h‰
@‰
+ “»” − ”»“ (III.115)














Because the axial stresses are much greater than transverse stresses, it is assumed that ff22 ≈ 0 and ff33 ≈ 0,
Hooke’s law from eqs. (III.103) and (III.104) for a beam simply reduces to:
ff‰ = ff11 = E›‰ (III.117)
Note that due to Poisson’s effect when  6= 0, ›22 and ›33 do not technically vanish with beam theory. However, in
the case of elongated beams, it is assumed that Poisson’s effect is very small, and therefore that  ≈ 0. The axial




ff‰dA ; m” =
Z
A




Material characteristics of beams are often defined through their axial and bending stiffness. Axial stiffness for





dA = EA0 (III.119)
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with A0 the undeformed cross-sectional area. Bending stiffness of the beam is expressed as EI, which is also
known as the flexural rigidity, with I the moment of inertia for flexion of the cable (I = I” = I“ for isotropic
materials), and appears in the moment-curvature relationship:
m” = −EI»” ; m“ = −EI»“ (III.120)
Note that bending effects can be ignored by setting I := 0, and compression effects can be removed by making
the axial load term vanish when ›‰ < 0. The equations of motion of a beam element is then expressed as:
Më + fk = fe (III.121)
with fk the vector of elastic forces, fe the vector of external forces.
III.4.2.3 Absolute Nodal Coordinate Formulation (ANCF)
The type of beams used to define mooring cables for the work presented here is based on the gradient deficient
Absolute Nodal Coordinate Formulation (ANCF) formulation as described by [55] and that was made available in
Chrono. This type of beam is not fully parameterized but only defined by a position vector and one or two direction
gradient vectors per node. If the element is made of an isotropic material and shear is negligible, as is the case for
the applications considered here, the nodes can be described with a single direction gradient. The vector of nodal












with∇‰ = @@‰ the gradient along the abscissa of the beam. Following the formulation of [12], the matrix of shape
functions can be written in 2D as:
N(‰̄) =
“
s1Ī s2Ī s3Ī s4Ī
”
(III.123)
with Ī the identity matrix and the shape functions:
s1 = 1− 3‰̄2 + +2‰̄3 ; s2 = l
`
‰̄ − 2‰̄2 + ‰̄3
´
s3 = 3‰̄




with ‰̄ = ‰
l
the non-dimensional abscissa and l the length of the beam. The cross-section of the beams used here


























While previous chapters are focusing on individual aspects of the uncoupled fluid and solid solvers, this chapter
focuses on the coupling aspects of the Fluid–Structure Interaction (FSI) framework developed for this work.
Firstly, in section IV.1, an overview of the general workflow and communication between the different models
is presented. In section IV.2, the fluid–structure coupling is shown before proceeding to describe the chosen parti-
tioned schemes in more detail. Then, stability issues arising from the added mass effect due to partitioned coupling
are discussed in section IV.2.3. This is followed by the description of a non-iterative stabilisation scheme for ex-
plicitly coupled FSI problems and of a Partial Differential Equation (PDE) model for estimating the added mass of
an arbitrarily shaped body dynamically which have both been implemented to tackle this instability problem. The
next section, section IV.3, focuses on the Arbitrary Lagrangian–Eulerian (ALE) formulation necessary for mesh con-
forming FSI with details about the mesh motion models implemented here. This includes mesh motion using the
equations of linear elastostatics for mesh conforming boundaries, and mesh motion according to element volume
monitoring function for implicit boundaries. Finally, the fluid–mooring coupling is described, including the retrieval
of fluid effects on the mooring cables that are non-conforming to the fluid mesh in section IV.4.
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IV.1 General Workflow of Coupling
An overview of the sequencing and communication between the different models is described here and is best read
along with the diagram illustrating the general workflow in fig. IV.1. This section is meant to be used as a guide for
the coupling where additional details of specific implementation aspects can be found in the relevant subsections. In
order to have a complete overview of the framework, consider a problem that includes: Two-Phase Flow (TPF), mesh
motion, floating bodies subject to the added mass effect, and mooring dynamics. After setting the initial conditions
of the problem along with any other necessary preprocessing matter, the models are solved in the following order
and looped over at each time step until the simulation is complete:
1. ALE mesh: this is the first model to be solved that sets the new deformed mesh configuration and computes
the resulting mesh velocity u(n+1)‰ needed by any subsequent model that uses the fluid mesh. Note that, while
u
(n+1)
‰ is technically produced for t
(n+1), the mesh is actually moved to the position of the solid at time t(n) as
required by the Conventional Serial Staggered (CSS) scheme (see section IV.2.2.1 for further details). If the ALE
mesh model is solved using the equations of elastostatics, the displacement of the mesh nodes h(n+1)Γf∩s at the fluid–
solid interface Γf∩s must be used as boundary conditions to solve the elastostatics PDE and compute the resulting
displacement h(n+1) of all the mesh nodes in Ωf . For this purpose, communication with the Multibody Dynamics
(MBD) solver is necessary to retrieve the state s(n) of the displaced solid from which h(n+1)Γf∩s can be calculated from
spatial transformation. If the mesh motion model uses the monitor function approach for implicit boundaries, the
signed distance ffisdf from the free surface model can be communicated when it is used within the monitor function.
See section IV.3 for more details about these twomesh deformation models as well as the effect that ALE formulation
has on the governing equations of the fluid models.
2. Navier–Stokes: using the new mesh configuration (if mesh motion is involved), this model provides the solu-
tion for the fluid velocity u(n+1), pressure p(n+1), and density (n+1), the latter being useful to the added mass
model when using TPF. In order to solve the Navier–Stokes Equations (NSEs) while taking into account the mesh
deformation, the mesh velocity u(n+1)‰ must be retrieved from the ALE mesh model and the NSEs must be modified
accordingly, as described in section IV.3.1. See section III.1.1.4 for more details about the (uncoupled) NSEs model
itself.
3. Free Surface: once the solution for the fluid has been found, the free surface is updated using the solution
u(n+1) from the Navier–Stokes model. Note that the global free surface tracking model used here is divided in four
submodels that are each solving their own PDE: transport of Volume of Fluid (VOF), transport of Level Set (LS),
redistancing, and mass correction. See section III.1.2 for more details about these different models and how they
are used for mass conservative free surface motion.
4. Added Mass: this model is used to estimate the added mass of a moving solid dynamically by solving six PDEs
that populate the 6 × 6 added mass matrix A. For this purpose, and because this model solves for a pressure
differential using the configuration of the fluid model, communication is needed with the Navier–Stokes model in
order to retrieve the fluid density (n+1) as it varies spatially when using TPF with implicit free surface tracking. The
details of the implementation of the added mass model is shown in section IV.2.3.2.
5. MBD solver: finally, the solution for the bodies and moorings is given by the MBD solver. Communication is
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needed here with several models. Firstly, the fluid forces f(n+1)f acting on the body boundary Γf∩s are calculated
from the stresses coming from the Navier–Stokes model. Secondly, if added mass stabilisation is necessary, the
added mass matrix must be communicated from the added mass estimation model in order to be included in the
equations of motion of the body as shown in section IV.2.3.1 to counter the added mass effect. Thirdly, the fluid
velocity u(n+1), still from the Navier–Stokes model, must be retrieved along the mooring cables in order to compute
the drag and inertia forces as shown in section IV.4 for the application of the forces, and in section IV.4.3 for finding
u(n+1) in the fluid mesh at arbitrary coordinates (cable nodes). With all this information communicated, the MBD
solver can proceed and find a solution for the fully coupled mooring–structure problem that provides s(n+1) to be
used again in the mesh motion model of step 1 for the next time step.
The steps listed above are repeated until the time loop is over at t = Tsim, and the simulation proceeds to the
postprocessing steps before terminating. Note that some of the models can be deactivated in some cases, such as
the added mass model if there is no strong added mass effect, or the ALE mesh model if the Ωf is not moving.
IV.2 Fluid–Structure Coupling
IV.2.1 Interface Coupling
When coupling a fluid and solid problem, new conditions must be applied to both problems: the continuity of velocity
and the continuity of stresses. These principles are applied at the interface Γf∩s between the two problems as
follows:
uf = us ∀x ∈ Γf∩s (IV.1)
σ̄f · nΓf∩s = σ̄s · nΓf∩s ∀x ∈ Γf∩s (IV.2)
with uf the velocity of the fluid, and us the velocity of the solid. The continuity of velocity ensures that the interface
between the two problems is always well defined, and is usually enforced on the fluid phase as a Dirichlet condition,
while the continuity of stresses is applied as a Neumann condition and allows for the integration of fluid forces on
the solid. This is referred to as a Dirichlet–Neumann coupling of the fluid–solid interface. Concerning the integration
of fluid forces in the context of floating bodies, the total 6× 1 force vector f can be decomposed as follows:
f = f f + fe (IV.3)




the hydrodynamic or fluid forces, and fe the remaining external forces such as gravity and
collision forces. The hydrodynamic forces ~ff and moments ~mf , each a 3× 1 vector, are calculated by integrating
the pressure force that depends on the fluid pressure p and viscous force that depends on the fluid velocity gradient
∇u and viscosity  at the fluid–solid interface Γf∩s. These pressure and viscous contributions can be represented








(x− r)× (σ̄ · n)dΓ (IV.5)
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Figure IV.1: Diagram of numerical models workflow and coupling strategy
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with n the normal vector to the boundary Γf∩s, x a point on the boundary, r the position of the barycentre (or pivotal
point) of the solid, and σ̄ the Cauchy–Shwartz stress tensor as originally described in eq. (III.14).
IV.2.2 Coupling Scheme
Once the solid position has been updated by applying the fluid and other forces, the motion of the interface Γf∩s
affects the fluid on the subsequent time step. This corresponds to a two-way coupling, where both the effect of
the fluid on the solid, and of the solid on the fluid are taken into account, requiring careful interfacing between the
models. With a multitude of coupling schemes to choose from, this section focuses on the selection of a scheme
according to a list of requirements and constraints relevant to the purpose of this research. The main chosen criteria
for an appropriate scheme are:
1. Computational efficiency, which is one of the main priorities as high-fidelity FSI simulations can be very
demanding, especially when solving for the fluid due to the potentially large number of mesh cells;
2. Stability, which can be particularly affected when using partitioned coupling schemes on applications featuring
strong added mass effect and that, in some cases, make the simulation unconditionally unstable;
3. Accuracy, which can also be affected by the scheme, especially when it is partitioned;
4. Modularity, which allows for improvement or replacement of the coupled solvers individually, as well as the
expansion of the coupled problem to include other physical processes.
Additionally, because of the specific approaches and tools chosen for the uncoupled models used in this research,
a few constraints apply. Firstly, the fluid solver is not projection-based, with the pressure and fluid velocity from the
NSEs solved simultaneously and no segregation possible. Secondly, the MBD solver does not allow for retrieving a
solution from a previous iteration when solving for complex systems (such as multiple bodies with mooring cables),
and because external solvers are sometimes used for subproblems (such as collision detection), making it difficult
to reset the solution to a previous state in a reliable manner. Note that these limitations can technically be overcome
by further development on the different numerical tools, but that this additional work is beyond the scope of this
thesis. Efficient coupling of the models is nonetheless possible despite these constraints, as will be shown below.
For an overview of the different existing coupling schemes in the literature, the reader can refer to section II.3 that
provides further details about the classification, advantages, and drawbacks of each type of scheme.
Monolithic schemes, while highly stable and giving optimal accuracy, are particularly cumbersome to implement
and to maintain, especially when up-to-date state-of-the-art status for various physical processes is required. This
difficulty is due to the fact that the coupling requires the solvers to be intertwined (or essentially form a single global
solver), making the global system of equations grow in complexity every time a new physical process is integrated.
Furthermore, it restricts the solvers to use specific approaches that allow for building such a global system of equa-
tions. For this reason, monolithic schemes do not fulfil the requirement of modularity. On the contrary, partitioned
schemes are highly modular as they fully separate the fluid and solid solvers. There are, however, different levels
of modularity within the different types of partitioned schemes. Implicit schemes require prediction-correction of
the solid and fluid solver which can be impractical to implement when one of the solvers does not allow the com-
plete retrieval of the solution of a previous iteration, as discussed earlier. Semi-implicit schemes only need to apply
prediction-correction on the solid problem, but they also require a projection-based fluid solver. The latter particularly
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Figure IV.2: Schematic representation of the Conventional Serial Staggered (CSS) scheme
1©: transfer structure position to mesh, 2©: solve for mesh motion, 3©: transfer mesh nodes position and velocity to fluid, 4©: solve for fluid,
5©: transfer fluid forces to structure, 6©: solve for structure
affects modularity as it requires a specific numerical approach for solving the fluid problem. Fully explicit schemes
have none of these restrictions and therefore offer the highest modularity possible. Regarding computational ef-
ficiency, which is perhaps the most important factor here, implicit schemes can be deemed prohibitive due to the
expensive sub-iterations of the fluid and solid solvers they require until convergence of a solution between both.
Semi-implicit schemes, while more efficient computationally than their fully implicit counterparts, still implicitly solve
between the fluid pressure and structural equations of motion, implying that potentially non-negligible additional
computational cost is needed for complex MBD systems. Fully explicit schemes are by far the most computationally
efficient as they need the solvers to be called only once per time step, with no correction step required.
The glaring issue with fully explicit schemes is the fact that, in their simplest state, they are the most prone to
instabilities such as the added mass effect. They are also generally considered less accurate than other schemes
as no iteration is performed in order to have the fluid and solid solvers converge to a common solution. As will be
shown in section IV.2.3, this stability issue can be tackled at a minimal cost in terms of accuracy and efficiency, and
without affecting the modular aspect of the global coupling. Unlike the other issues mentioned for monolithic (lack
of modularity), implicit (low computational efficiency), and semi-implicit (medium computational efficiency and need
for projection-based fluid solver) schemes, the instability issue of explicit schemes can therefore be solved without
affecting the other objectives listed above. For all these reasons, fully explicit coupling schemes appear to be the
most appropriate method to fulfil all the requirements of the coupling strategy while circumventing all the potential
constraints of the coupled solvers. As described in section II.3.2.3, several types of explicit schemes exist and they
can be classified in the following categories: parallel, serial, synchronous, and asynchronous. Because parallel
schemes are less accurate than their serial counterparts, the following two explicit schemes are implemented for
this work: the synchronous CSS scheme and the asynchronous Improved Serial Staggered (ISS) scheme. The
details of the implementation of these two schemes are presented in the next two subsections.
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Algorithm 4 Conventional Serial Staggered (CSS) scheme
n = 0
t = 0
while t < Tsim do


















n← n + 1
t ← t + ∆t
IV.2.2.1 Conventional Serial Staggered (CSS) Scheme
The CSS scheme is the most commonly used explicit coupling scheme due to its ease of implementation and
high flexibility. Similarly to all explicit schemes, it can be seen as a black-box approach where each solver is called
completely independently, with one solver only needing to manipulate the last output of the other solver. Even though
the fluid and solid solutions are not produced simultaneously but in a lagged manner, the CSS is synchronous due
to the fact that the solutions are produced for the same global temporal values.
As illustrated in fig. IV.2, the solutionM(n+1) for the mesh – node positions x(n+1)N and node velocities u
(n+1)
‰
– is first calculated from t(n) to t(n+1) using the last position of the solid S(n) at t(n). In a second time, the solution
F(n+1) for the fluid is then computed from t(n) to t(n+1) using the previously calculated mesh node positions
and velocities at t(n+1). Finally, the solution S(n+1) for the solid is found from t(n) to t(n+1) by using the newly
calculated fluid forces f(n+1)f and integrating them on the solid boundaries. Note that, alternatively, the mesh motion
model for partitioned ALE schemes could be considered as an integral part of the fluid solver. If no mesh deformation




N . Algorithm 4 shows the same procedure in the form of a
pseudo-algorithm. More details about mesh motion models and ALE formulation is presented in section IV.3.
IV.2.2.2 Improved Serial Staggered (ISS) Scheme
The ISS scheme [89, 43] couples the fluid and body dynamics parts in an asynchronous manner using:
ts ∈
n












with ts and tf the values of time for solid and fluid time steps, respectively. The mesh motion model uses the same










This scheme is illustrated in fig. IV.3 alongwith the pseudo-algorithm in algorithm 5. This asynchronous time stepping




‰ . This can be done by predicting
the motion of the solid from t(n) to t(n+
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Figure IV.3: Schematic representation of the Improved Serial Staggered (ISS) scheme
1©: transfer structure position to mesh, 2©: solve for mesh motion, 3©: transfer mesh nodes position and velocity to fluid, 4©: solve for fluid,
5©: transfer fluid forces to structure, 6©: solve for structure
with¸0 and¸1 two given coefficients according to the order of time integration desired. These nodal displacements
calculated on the boundary Γf∩s at t(n+
1
2 ) are then used as boundary conditions to compute the position x
(n+ 12 )
N
of the mesh nodes and their velocity u
(n+ 12 )
‰ in Ωf . While the mesh is updated to t
(n+ 12 ) using s
(n+ 12 )
P for the
boundary conditions of the displacement at the solid boundaries, the structure itself remains at t(n). This means
that the fluid forces f
(n+ 12 )
f found at t
(n+ 12 ) are applied on the solid at t(n) to find s(n+1). On the subsequent step,
the nodes at the solid boundaries can be seen as re-initialised to the actual position of the body at t(n+1) (instead
of t(n+
1
2 )) by using the now known s(n+1), and have their position at t(n+
3
2 ) estimated by using the known velocity
ṡ(n+1).
One issue with ISS is that the subsequent value of the fluid time step – t(n+
1
2 ) – must be known in advance
in order to get the solid solution at the temporal midpoint of two fluid steps t(n). The commonly used Courant–
Friedrichs–Lewy (CFL) condition can lead to varying time steps, making the midpoint rule difficult to apply. It has
also been found in this work that, if added mass effects are significant, the ISS scheme is less stable than the
CSS scheme. This increase in instability is due to the predictive step taken that actually emphasizes the oscillatory
behaviour of forces acting on the body due to the added mass effect, making the numerical solution diverge faster.
For these two main reasons, the CSS scheme has been selected for all simulations presented in chapter V.
Algorithm 5 Improved Serial Staggered (ISS) scheme
n = 0
t = 0



































n← n + 1
t ← t + ∆t
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IV.2.3 Added Mass Effect
The added mass effect refers to the instability caused by partitioned FSI schemes when a solid body accelerates
within a fluid. The moving solid must displace the surrounding fluid as it accelerates, and this effect is partially
ignored in partitioned schemes when stepping for the solid, as is explained in additional detail below. For additional
background on the added mass, the added mass effect and the different solutions that can be applied to it, the
reader can refer to section II.4.
IV.2.3.1 Stabilisation for Explicit Coupling Schemes
When solving the structural equations of motion, the following is often used directly in Computational Fluid Dynamics
(CFD) models for FSI:
Ms̈ = f f + fe (IV.10)
with M the mass matrix, f f the force from the fluid solver, and fe the sum of external forces. In CFD, the added
mass contributions at time t(n) are inherently taken into account in f(n)f and act as a force opposite to the body
acceleration. If the added mass is known and its contributions can be isolated from f f , eq. (IV.10) can be written
as: “
M + bA” s̈ = bf f + fe (IV.11)
withbf f the fluid force exempt from added mass contributions, and bA the added mass of the body. Equation (IV.11)
can also be written as follows:
Ms̈ = bf f − bAs̈
ff
+fe (IV.12)
where the negative sign of the added mass contribution can be explained by the fact that it corresponds to an
effort that is always opposite to the acceleration of the body, as the body needs to push the surrounding fluid as it
accelerates. Equation (IV.12) is stable as long as the fluid and solid problems are solved simultaneously, such as
in monolithic coupling. With partitioned schemes, and particularly non-iterative coupling scheme such as CSS, the
time discretised version of eq. (IV.12) can be written as eq. (IV.13) when solving for the solid at time t(n+1):
Ms̈(n+1) = bf(n)f − bAs̈(n) + f(n)e (IV.13)
with the superscripts (n) and (n+1) indicating the solutions at time t(n) and t(n+1). An important aspect is then
omitted in this equation: the effect of the added mass contributions on the body due to its change of acceleration
from t(n) to t(n+1) relative to the fluid. This omission in partitioned schemes can give rise to an unconditional
instability when the added mass is greater than the mass of the body.
For illustrating a non-iterative partitioned scheme subject to the added mass effect in a simple manner, consider
the acceleration of a single Degree of Freedom (DOF) body of mass m and added mass ma at time step t(n) at
position r (n) subject to a constant force f over time as well as an added mass force term that depends on the
acceleration of the body at the previous time step (−ma(r (n−1))) due to the lag of a partitioned scheme. This is
essentially a 1D problem that can be written as:
mr̈ (n+1) = f (n) −ma r̈ (n) (IV.14)
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Figure IV.4: Illustration of the added mass effect encountered on partitioned coupling schemes whenma = 2m
If the initial acceleration r (0) = 0 and the added mass is known and set toma = 2m the first few steps will yield:
mr (1) = f −mar (0) = f − 2m0 = +1f
mr (2) = f −mar (1) = f − 2mr (1) = −1f
mr (3) = f −mar (2) = f − 2mr (2) = +3f
mr (4) = f −mar (3) = f − 2mr (3) = −5f
mr (5) = f −mar (4) = f − 2mr (4) = +10f
mr (6) = f −mar (5) = f − 2mr (5) = −19f
It appears clearly here that the added mass contributions from the previous time step lead to an instability that
grows in magnitude after each step of the non-iterative coupling. A graph representing this instability is plotted in
fig. IV.4 for the first twenty steps. Going back to multi-dimensional matrix notation, a way to tackle this issue is to
introduce a good estimation of the added mass matrix when eq. (IV.10) is discretised in time:
(M + A) s̈ = bf f + fe (IV.15)
withA the estimated added mass matrix, not to be confused with bA that corresponds to the actual added mass that
was defined above. In CFD, the addedmass contributions are inherently taken into account in f f , sobf f is not actually
known explicitly. In this case, it becomes technically impossible to separate the added mass contribution from the
forces of the Right Hand Side (RHS) of eq. (IV.10) to apply them as an inertial term on the Left Hand Side (LHS)
as in eq. (IV.15). Note that the fact that the added mass is inherently taken into account here is in direct contrast
with methods such as potential flow wherebf f is provided but f f is unknown, and where the added mass matrix of
the solid is therefore estimated and directly added in the full mass matrix of the solid. Simply adding an estimation
of the added mass on the LHS of eq. (IV.10) would modify the intended inertia — and therefore response — of the
structure in a two-way fully coupled CFD model. Although it could stabilise the problem as the unstable added mass
contributions from the RHS would be compensated, the inertia of the body would be significantly affected.
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Due to the “lag” between the fluid and solid solutions when using partitioned coupling schemes in CFD , extra
care must be given to counteract the added mass effect. As hinted above, the main problem here is that only the
fluid forces from t(n) are taken into account, but not the additional effect of added mass resulting from the evolution
of the solid from t(n) to t(n+1) within this same fluid. The aim here is to accurately estimate those added mass
contributions from t(n) to t(n+1) in order to stabilise the coupling without affecting the expected response of the












on the RHS of eq. (IV.16) can be seen as a penalty term, penalising large
variations or oscillations in the body acceleration over time. This term is actually taking into account the added
mass force due to the change in acceleration of the body within a time step. Oscillations due to the added mass
effect are guaranteed to be damped out in eq. (IV.16) when using an appropriate A (i.e. A ≥ bA). As the only
unknown term here is s̈(n+1), eq. (IV.16) can be expressed for clarity as:
(M + A) s̈(n+1) = f
(n)
f + As̈
(n) + f(n)e (IV.17)
With this method, the estimated added mass matrix A must be added to the full mass matrix of the structure, and
an additional force term –As̈(n) – must be applied to the structure. In other words, the aim here is to cancel out the
added mass contributions calculated by the fluid solver in f(n)f and to impose them fully as an inertial term affecting
the full mass matrix (M + A) of the body. Note that if A corresponds exactly to the actual added mass bA that is
taken into account in f(n)f , eq. (IV.17) is then equivalent to eq. (IV.15), because f f + bAs̈ = bf f . As mentioned in
section II.4, a relaxation factor can be used alternatively to eq. (IV.17) as follows [134, 133]:
Ms̈ = ¸c (f f + fe) + (1− ¸c)Ms̈ (IV.18)
with the relaxation factor ¸c = 11+ MA
. As it appears clearly in eq. (IV.18), the contributions due to the added mass
correction are all in the RHS when using this relaxation factor, meaning that the mass matrix of the body does
not need to be modified. One argument in favour of using a relaxation factor is therefore that it does not require
modification of the body dynamics solver, but only to impose an additional force term. While this is true, it must be
clarified that, on the other hand, all the forces are affected by the introduction of ¸c and must therefore be scaled
accordingly. This can prove difficult when more complex mechanisms are introduced, such as MBD systems with
joints, springs, collisions, or mooring cables, as modifications of the forces rising from these complexities must also
be corrected with ¸c . Scaling those forces can be a difficult task as one might actually have to go deeper in the
solid solver logic in order to apply ¸c appropriately. This can even lead to modifications of other models, such
as when collision detection is handled by a specialised solver (as collision forces must also be scaled). Without
relaxation factor, the only modification necessary is modifying the mass matrix of the body (A + M) and adding a
single external force (As(n)), while the rest of the external contributions are left untouched. Because the structures
presented in the simulations of this thesis involve MBD, collision detection, mooring cables, and because even
more complexities could be added in the future, it was deemed more appropriate to use the added mass correction
method directly as shown in eq. (IV.17). The MBD solver – Chrono– used for the purpose of this work had to be
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modified in order to apply the added mass contributions appropriately as it did not originally use full 6 × 6 mass
matrices to described rigid body dynamics, but only scalar mass values m along with 3 × 3 inertia tensors Īt .
Again, allowing 6×6 matrices to be used in the MBD solver is the only modification necessary to include the added
mass contributions of a rigid body, with the application of a single external force (As(n)) and without scaling any of
the external force terms, regardless of the complexity of the MBD problem.
IV.2.3.2 Estimation of the Added Mass
When using the stabilisation scheme of eq. (IV.17), an appropriate estimate of the added massA is necessary (i.e.
as close as possible to the actual added mass bA) in order to retain a certain level of accuracy in regards to the
response of the body. The method implemented and presented here for estimating the added mass numerically
here is based on a method that was first introduced by [116].
Consider two flow fields that have equal velocity ua = ub at a given time. Although the fluid velocity is
equal between the two fields, the fluid acceleration can be different. This difference in acceleration is used here to
generate a pressure differential field caused by accelerating boundaries. From the NSEs (eq. (III.19)), and taking




with ėu = u̇a − u̇b and ep = pa − pb . It is known that the fluid velocity field is also divergence-free through the





∇ep« = 0 (IV.20)
One of the main differences with [116] here is that the density term is kept in eq. (IV.20), while [116] assumes that it
is constant, leading to the Laplace equation ∆ep = 0. Dropping the density term here only works for Single-Phase
Flow (SPF) with incompressible fluid where  is constant, or for Multiphase Flow (MPF) if free surface tracking is
done explicitly in order to isolate the incompressible phase of interest when solving the equation. Keeping  in
eq. (IV.20) allows for solving the problem appropriately when using implicitly tracked free surface.
To solve eq. (IV.20), boundary conditions corresponding to the body acceleration must be applied on its bound-
aries. The equation is solved for a unit acceleration¸ = (¸1; ¸2; ¸3). Using eq. (IV.19) with ėu = ¸ on Γf∩s, the
following Neumann boundary conditions are applied to the fluid–structure boundary and other solid walls that are
not part of the body considered, respectively:
∇ep · n = −¸ · n ∀x ∈ Γf∩s (IV.21)
∇ep · n = 0 ∀x ∈ Γwall (IV.22)
This Boundary Value Problem (BVP) must be solved for each DOF of the solid body, using the appropriate unit
acceleration of the DOF considered. In 2D, this corresponds to solving three BVPs, while six BVPs must be solved
in 3D. The corresponding unit acceleration vectors to apply as boundary conditions on the solid boundaries for each
of the DOFs considered are compiled in table IV.1. For a given ¸j , integrating eq. (IV.23) for translational motion
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(x− r)× epjndΓ (IV.24)
with r the barycentre of the body, n the normal vector to boundary Γf∩s, x a point on Γf∩s, and Aj;t and Aj;r the
translational and rotational components of the column j of the added mass matrix, respectively. The effect of the
unit acceleration ¸j on the current DOF is given by Ai ;i , while the effect of ¸j on the other DOFs is given by
Ai ;j ∀i 6= j . Again, for a body with all 6 DOFs in 3D, the equation must be solved 6 times in order to fill the
6 × 6 added mass matrix entirely, changing the unit acceleration component ¸j for the fluid–structure boundary
conditions accordingly.
It is important to note that because eq. (IV.21) is solved in the global frame of reference and when the equation of
motion of the body is solved in its local frame of reference (which is common practice with solid solvers), the added
mass matrix Ag in the global frame of reference can be transformed in order to obtain the added mass matrix Al
in the local frame of reference, as follows:
Al = R6×6
|AgR6×6 (IV.25)





with R the 3× 3 rotation matrix of the body relative to the global frame of reference.
There are other ways to estimate the added mass such as, for example, calculating its value at infinite frequency
when using a potential flow solver. The issue with this method is that the added mass matrix calculated at infinite
frequency remains constant during the whole simulation. In the case of MPF and floating structures, the position,
orientation, and submergence of the structure relative to the different fluid phases actually matter and affect the
value of the added mass. Ideally, A should be re-estimated when the free surface moves relative to the body. The
only case whereA would remain constant over time for a moving structure would be in a single-phase domain with
boundaries that can be considered infinitely far away from the body boundaries. The method described above can
be used to estimate A dynamically by recalculating it at each time step, and require no external tool as the finite
element space of the fluid domain mesh can be directly used to solve the PDE of eq. (IV.21). If the magnitude of the
temporal variation of A over a simulation is not very significant, only periodical estimations (or even only an initial
estimation) can be assumed sufficient.
Table IV.1: Unit acceleration for boundary conditions at the fluid–structure boundary of added mass model
surge sway heave roll pitch yaw
j 1 2 3 4 5 6
¸1 1 0 0 0 + ‖x3 − r3‖ −‖x2 − r2‖
¸2 0 1 0 −‖x3 − r3‖ 0 + ‖x1 − r1‖
¸3 0 0 1 + ‖x2 − r2‖ −‖x1 − r1‖ 0
Note: x1, x2, and x3 the coordinates at the boundary, and r1, r2, and r3 the coordinates of the barycentre of the solid body (or pivotal point)
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IV.3 Moving Domains
This section focuses on the numerical handling of the moving fluid–solid interface Γf∩s. Firstly, the ALE formulation
and principles for moving domains are explained along with their effect on the governing equations in section IV.3.1.
Then, two mesh deformation techniques that have been implemented for this work to accomodate for the displace-
ment of Γf∩s are presented in section IV.3.2: the elastostatics model in section IV.3.2.1, and monitor function model
in section IV.3.2.2. Finally, metrics to estimate the quality of the mesh, and mesh smoothing algorithms are intro-
duced in section IV.3.3. For an introduction and definitions of Lagrangian, Eulerian, and ALE frames of reference,
as well as an overview of different mesh deformation methods available in the literature, the reader can refer to
section II.5.
IV.3.1 Arbitrary Lagrangian–Eulerian (ALE) Formulation
In the ALE approach for moving domains, three different domains — reference, spatial, and material — are mapped
to each other independently from the approach used for mesh deformation. It is demonstrated below how field vari-
ables and equations such as the NSEs are modified in order to take into account this mesh deformation. Through-
out this section, the material domain of the Lagrangian frame of reference is denoted Ωbx, with material coordinatesbx ∈ Ωbx, the spatial domain of the Eulerian frame of reference is denoted Ωx, with spatial coordinates x ∈ Ωx, and
the reference domain of the ALE frame of reference is denoted Ω‰, with reference coordinates ‰ ∈ Ω‰. For each
spatial point x ∈ Ωx at any time t , a corresponding material point bx ∈ Ωbx and a corresponding reference point
‰ ∈ Ω‰ exist. As shown in fig. IV.5, the domains are related to each other with the following maps: Φ mapping
the reference domain to the spatial domain (eq. (IV.49)), bΦ mapping the reference domain to the material domain
(eq. (IV.28)), and Ψ mapping the material domain to the spatial domain (eq. (IV.29)):
Φ : Ω‰ × [0; Tsim]→ Ωx × [0; Tsim]
(‰; t) 7→ Φ (‰; t) = (x; t)
(IV.27)
bΦ : Ω‰ × [0; Tsim]→ Ωbx × [0; Tsim]
(‰; t) 7→ bΦ (‰; t) = (bx; t) (IV.28)
Ψ : Ωbx × [0; Tsim]→ Ωx × [0; Tsim]
(bx; t) 7→ Ψ (bx; t) = (x; t) (IV.29)
Note that Ψ represents the particle motion and can be expressed as Ψ = Φ ◦ bΦ−1, implying that the mappings
are not independent. Furthermore, if bΦ = 1, the formulation becomes equivalent to a purely Lagrangian approach
where Ω‰ = Ωbx; and if Φ = 1, the formulation becomes equivalent to a purely Eulerian approach where Ω‰ = Ωx.
The transformations from a domain to another can be written in terms of Jacobians J. Following [71, 86, 5],
the Jacobians can be used to find the expression of any field in any frame of reference. The Jacobian of the
transformation Φ from the reference domain to the spatial domain is given in eq. (IV.30) and, for convenience and
later derivation, the transformation from the material domain to the reference domain bΦ−1 is expressed in eq. (IV.31)
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Ψ = Φ ◦ bΦ−1
Figure IV.5: Mapping between spatial domain Ωx, material domain Ωbx, and reference domains Ω‰
as follows:










































the notation for evaluation of the time derivative of spatial coordinates x holding reference coordinates ‰





bx the notation for evaluation of the time
derivative of the reference coordinates ‰ holding material coordinates bx fixed in space. The transformation from the
material domain to the spatial domain can then be found using the relation Ψ = Φ ◦ bΦ−1 as follows:
JΨ (bx; t) = @Ψ (bx; t)
@ (bx; t) = @
“
Φ ◦ bΦ−1”





































bx is known as the convective velocity, corresponding to the velocity at which the referential and
material coordinates diverge. Considering a field variable ffi with known material coordinates bx, it can be expressed
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in the material domain Ωbx as ffi(bx; t) or, equivalently, in the reference domain Ω‰ as ffi(‰; t) ◦ bΦ−1. This leads to
the following expression for the material derivative of ffi:
@ffi(bx; t)









































+ (ubx − u‰) · ∇xffi (IV.37)





is the convective velocity discussed above. Therefore, recalling the Lagrangian and
















+ (ubx − u‰) · ∇ffi ALE
(IV.38)
In the context of CFD and when the domain is deformed due to the motion of a fluid–solid interface Γf∩s, the time
derivative of the fluid velocity must be expressed using the ALE formulation. Combining eq. (III.19) and eq. (IV.38),




+  (uf − u‰) · ∇uf = ∇ · σ̄+ g
∇ · uf = 0
(IV.39)
Note that the field variable to retrieve here is the fluid velocity, and that this fluid velocity also happens to be the
material velocity, leading to uf = ubx. Importantly, because Dirichlet boundary conditions are usually imposed
according to the absolute spatial position of the point considered, Dirichlet imposed field variables should not take
the mesh velocity into account if the boundary is moving. For example, applying u‰ to a Dirichlet imposed uf
introduces spurious velocities in the domain. Similarly, applying u‰ to a Dirichlet imposed VOF transports it along
with the mesh on that boundary. However, for the motion of the fluid–solid interface Γf∩s where uf must be equal
to the velocity of the boundary, the Dirichlet value of uf = 0 (for no-slip) is used while taking u‰ into account.
IV.3.2 Mesh Deformation Approaches
In this section, the two main approaches for mesh deformation that were implemented and used for this work are
introduced: the model of linear elastostatics in section IV.3.2.1 and the model of monitor function in section IV.3.2.2.
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IV.3.2.1 Linear Elastostatics
When the fluid–solid interface Γf∩s is an explicit, mesh-conforming boundary, the mesh nodes along the interface
N ∈ Γf∩s must move at the same velocity as the interface itself. Furthermore, the remaining mesh nodes that are
within the fluid domainN ∈ Ωf \Γf∩s must also be displaced in order to avoid significant deterioration or tangling of
themesh. Suchmesh deformation can be achieved by essentially turning each element E into an elastic, deformable
material. This physical analogy answers to the equation of linear elastostatics, which is derived from section III.4.2.1
for the following steady state problem:
∇ · σ̄E + fE = 0 (IV.40)
with fE the body force and σ̄E the stress tensor of the element expressed as σ̄E = – tr (ε̄E) Ī+ 2—ε̄E where ε̄E





with h the displacement vector, and — and – the Lamé parameters:
– =
EE




with EE the Young’s modulus, and  the Poisson’s ratio. The Young’s modulus can be scaled in a non-uniform
manner so that elements have preferential stiffness according to predefined criteria. In the implementation used in





with EuE a user defined constant and det J
E the determinant of the Jacobian of element E , which is proportional
to the volume of the element. Because only the element stiffness relative to other elements matters, an arbitrary
constant EuE = 1 is used here. The scaling of eq. (IV.43) stiffens the refined areas relative to the coarser areas of
the mesh, thus preventing excessive deformation of refined areas of interest. According to [41], it is also possible
to impose a non-zero and non-constant body force fE in order to impose spatially varying mesh element size, but
this was not implemented here. Instead, the body force is set as fE = 0, and the Poisson ratio as  = 0:3.
In order to solve eq. (IV.40), the known fluid–solid interface displacement is imposed as a Dirichlet boundary








− (x(n) − r(n)p )
rotation
+ (r(n+1) − r(n))
translation
∀x ∈ Γf∩s (IV.44)
with r the barycentre of the rigid body, rp the coordinates of the pivotal point (which is rp = r if the body is not
constrained or colliding), and R the rotation matrix of the body. The translational displacement of the mesh nodes
corresponds to the translation of the rigid body, while the rotational displacement depends current rotation of the
body and on the distance of x(n) from r(n)p . On boundaries that remain fixed in space (e.g. a wave tank wall boundary
Γwall), the mesh nodes can either be fixed with a Dirichlet condition of h
(n+1) = 0, or allowed a sliding motion along
the boundary with h(n+1) · n = 0.
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(a) at t = 0s (b) at t = 20:7s
(c) at t = 21:3s (d) at t = 30s
Figure IV.6: Snapshots (close-up) of mesh deformation around moving mesh-conforming boundaries
Note: snapshots taken from simulation presented in section V.4.4
Snapshots of a mesh deformed according to the equations of linear elastostatics is shown in fig. IV.6, and
corresponds to the simulation of a 2-DOFs floating body under extreme wave loads as shown in section V.4.4. It
clearly appears from these snapshots that elements that are larger in volume deform more than finer elements, due
to the stiffness scaling of eq. (IV.43).
IV.3.2.2 Monitor Function
In the case of implicit boundaries requiring local refinement, the volume of mesh elements can be controlled ac-
cording to a target volume function, called a monitor function. This approach was introduced by [59, 60, 61], and
is implemented here for long term goals of computational efficiency as it can be used for dynamic and preferential
mesh refinement. The monitor function can be user-defined, automatically adapt to refine the target element volume
around areas of interest, or be a combination of both. This approach can be particularly useful for refining around
moving boundaries when using Immersed Boundary Method (IBM) or implicit free surface for MPF.
The monitor function f = f (x; t), imposes the variation of target element volume in space and time. The
actual volume of an element Ei can be calculated as:






| det JEk |wk (IV.45)
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with JEk the Jacobian at the quadrature point k , nk the number of quadrature points, and wk the weight of the
quadrature point k . The volume can then be defined at a node Ni of the mesh by averaging the volume of all
elements owningNi as follows:





V (Ej) Ej ∈ {E : Ni ∈ E} (IV.46)
with nE the number of elements aroundNi . From here, an element volume distribution function can be defined as
a piecewise constant function gE0 (constant per element) or as a smoother function g
N
0 by interpolating the value
recovered at the mesh nodes spanning {N : N ∈ Ei} of the element Ei as follows:








Φj(‰) ∀x ∈ Ei (IV.48)
with nNE the number of nodes per element, N Ej the j-th node of Ei , ‰ the local coordinates of x in Ei and Φj the
basis function ofN Ej . The aim of this moving mesh technique is to build a spatial mapping or transformation eΦ from
coordinates x to new coordinates ‰eΦ: eΦ : Ω→ Ω‰
x 7→ eΦ (x) = ‰eΦ (IV.49)
where eΦ must satisfy the following relation between the volume function g0 and monitor function f :
g0(x)| det JeΦ| = f `‰eΦ´ (IV.50)
with JeΦ = @‰eΦ@x the Jacobian matrix of the mapping eΦ. The new coordinates ‰eΦ of a transformed point x are found
with ‰eΦ = eΦ(x). Following the method described in [59], the monitor function f and area function g0 must first be










Note that if gE0 is used for g0, and because the value of g
E
0 is equal to the volume of element E for any point in E , the
domain integral on the RHS of eq. (IV.51) is simply equal to the number of elements nE in the mesh. The reciprocals
of the monitor function and area function are denoted ef and eg0 respectively here, with the following scaling:
eg0 = 1
g0
; ef = 1
f C
(IV.52)









Once the scaled reciprocals are set, the following PDE must be solved to find the grid pseudo-velocity needed for
displacing mesh nodes towards reaching the target element volumes:8<:−∇ · v = ef − eg0 ∀x ∈ Ωv · n = 0 ∀x ∈ @Ω (IV.54)
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with v the grid pseudo-velocity. The problem here is that Equation (IV.54) only provides conditions on the divergence
of v within Ω, which is not sufficient to provide a unique solution. The grid pseudo-velocity v is therefore found by
setting v := ∇w and solving the following pure Neumann problem to find a solution for the scalar field w :8<: −∆w = ef − eg0 ∀x ∈ Ω∇w · n = 0 ∀x ∈ @Ω (IV.55)
The PDE above implicitly imposes the condition ∇ × v = 0, which in turn provides uniqueness of the solution
for v up to an additive constant [62]. However, because of the constant null space of this pure Neumann problem,
careful preconditioning is necessary by, for example, imposing a Dirichlet value of one DOF of the mesh in order to
retrieve a unique global solution. Once the solution w has been found, the piecewise constant gradients of w are






∇wEj Ej ∈ {E : Ni ∈ E} (IV.56)






VEj∇wEj Ej ∈ {E : Ni ∈ E} (IV.57)
Other techniques can be used such as polynomial fitting, but for simplicity and efficiency, only the simple and
weighted averaging techniques are used in this work, yielding satisfactory results when recovering variables.
Finally, an Initial Value Problem (IVP) is solved to displace the mesh nodes with pseudo-velocity v = ∇w
using a pseudo-time step ∆ts with 0 ≤ ts ≤ 1. For this purpose, we now look for a time-dependent mapping
ffis(x; ts) : Ω → Ω(ts) where the new coordinates of a point x are obtained at pseudo-time ts with ffis(x; ts)
and setting the initial coordinates as ffis (x; 0) = x. The final coordinates at the end of the pseudo-time-stepping
are then ‰eΦ = Φ(x) = ffis(x; 1). The number of steps necessary to move the mesh nodes to their final position












ts ef (ffis) + (1− ts)eg(ffis) (IV.58)
where, for clarity, the dependency on x and ts is dropped in the notation here with ffis = ffis (x; ts). The initial step
for calculating ffis is done easily as the values of∇w , eg0, and ef are already known at the nodes with ffis(x; 0) = x
(as∇w was also recovered at the nodes) and can therefore be used directly in eq. (IV.58). For subsequent steps,
if ffis(x; ts) 6= x for a given point, it becomes necessary to perform a search to find the element containing ffis
in order to retrieve the solution of ∇w and eg0 on the background (i.e. original) mesh. This process can be very
expensive as it must be done for all nodes that moved during the pseudo-time-stepping. The technique used for the
localisation ffis in this work is presented in another context in section IV.4.3 (applied to the localisation of mooring
nodes within the fluid mesh) to which the reader can refer. Once the element Effis containing ffis is found, the local
coordinates ‰ of ffis within Effis are returned, and the values of∇w and element volume at the displaced node within
Effis are retrieved. Because the element volumes and ∇w are discontinuous scalar and vector fields respectively
(on linear Lagrange element for the latter), a projection of the nodal recovered gradients and areas is used in order
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(a) initial mesh (ts = 0) (b) final mesh (ts = 1)
Figure IV.7: snapshots of mesh transformation using target area monitoring function, with nE = 2048, › = 0:025,
and ‹ts = 0:1
to obtain a smooth solution for the displacement of the nodes. For the volumes, eq. (IV.48) is used, and the following




∇wNEi Φi (‰) N
E
i ∈ {N : N ∈ Ei} (IV.59)
Note that using higher-order elements instead of linear Lagrange elements could lead to a continuous vector field
for ∇w , but the volumes of the elements would remain a discontinuous vector field by definition. This process is
repeated until ts = 1, at which point the new coordinates of the mesh nodes are set with:
x(n+1) := ‰eΦ = Φ(x(n)) = ffis(x(n); 1) (IV.60)
For illustrating themeshmotionmodel with monitor function implemented for this work, a small numerical simula-
tion is presented here, based on the conceptual case from [61]. The numerical domain is a unit square Ω = [0; 1]2
spatially discretised with a triangular structured grid. A quadrilateral grid was used in [61] but, as both mesh are
structured, the same number of nodes is used in both cases: nN = 1089. The number of elements for the tri-
angular grid is however twice the number of elements of the quadrilateral grid, nE = 2048. The volume (or area)
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1A1A (IV.61)
with › the area factor relative to the maximum element area. Because the triangular grid has twice the number of
elements, › = 0:025 here in eq. (IV.61) (meaning that the minimum element area is 40 times smaller than the
maximum area), instead of › = 0:1 for the quadrilateral grid case in [61]. As this is a steady problem with only
pseudo-time-stepping, the simulation runs for only a single global time step, transforming the mesh from its initial
position to its final position from t0s = 0 to t
Tsim
s = 1 with ∆ts = 0:1. Figure IV.7 shows the initial configuration
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(a) distortion ˛pE (b) dilation —
p
E
(c) quality q¸ with ¸ = 0:5 (d) quality min (qimr − 1)
Figure IV.8: Quality metrics of a triangular mesh element when node xN = (1; 0) is moved from its ideal position
of the grid at ts = 0 and the final transformation at ts = 1. The final configuration of the mesh nodes obtained
here is virtually the same as the one obtained by [61], with a displacement to the same location at tTsims . This can be
explained by the fact that only the relative element area matters for this simulation, and that by setting › = 0:025
here, the triangular mesh yields the same solution as the quadrilateral mesh (barring small discretisation errors).
The pseudo-velocity solution is then used by the mesh nodes to move to their new position, with the nodes moving
at the same rate regardless of the type of elements originally used because the same solution field is used.
IV.3.3 Mesh Quality and Smoothing
When meshes deform over time, their quality can deteriorate and must therefore be controlled. This can be a
particularly important problem for relatively long simulations when nonlinear motions are introduced for moving the
mesh, which is often the case for 6-DOFs mesh-conforming floating body. A way to overcome this problem is to
separate the modes of motions in subparts of the mesh such as in [2]. This can be done by having part of the mesh
deforming only with the rotational motion of the body (roll), another part deforming only according to one of the
translational motion of the same body (e.g. heave), and another part deforming according to the other translational
motion (e.g. sway). While this solution is easily applicable in 2D where there are only 3 DOFs, it becomes unviable
in 3D where there are 6 DOFs. An alternative way to solve this problem is to introduce element quality metrics in
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order to control the global quality of the mesh, and smooth it accordingly. As mentioned in section IV.3.2.1, the
mesh deformation model using the equations of linear elastostatics stiffens elements according to their size, and
while this theoretically deals with dilation of the element (change in volume), it does not deal with their distortion.






















with ˛E the distortion measure,—E the dilation measure, JE the Jacobian of the element, JE0 the reference Jacobian
(e.g. Jacobian of ideal shape or Jacobian at initial time step), and nd the number of dimensions. Both quality metrics
can instead be bounded from 0 (for a good quality element) to 1 (for a bad quality element) as:
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´ ; 2!− 1: (IV.65)
Note that in eq. (IV.65), —pE reaches a maximum value of 1 after a factor of relative dilation of 2, and that this could
be adjusted as required. Those distortion and dilation values can then be used as a factor to stiffen the elements in
an ALE framework using elastostatics. For this purpose, the metrics can be combined in a single weighted metric
as follows:
q¸ = (1− ¸)˛pE + ¸—
p
E (IV.66)
with 0 ≤ ¸ ≤ 1, q¸ is also bounded from 0 (good quality) to 1 (worst quality). The Young’s modulus of elements






where a is a scaling factor for the quality metrics and › a small constant acting as a tolerance (e.g. › = 1e−6) to
prevent potential values of EE = 0 in case of a non-deformed element (q¸ = 0). These metrics have been tested
in this work to scale the stiffness of the mesh elements and, while it is preventing the quality of some elements
to deteriorate over time when compared to the scaling of eq. (IV.43), it also prevents deteriorated elements from











with ‖·‖F the Frobenius norm. Using min (1; qIMR − 1) for scaling the stiffness of mesh elements in this work
yielded similar findings (i.e. it prevents elements from deteriorating but also prevents deteriorated elements from
recovering). An illustration of the value of different metrics for a triangular element is shown in fig. IV.8 when one of
its nodes is moved around its ideal position.
As the stiffness scaling described above for elastostatics mesh motion does not recover the quality of mesh
elements, Laplacian smoothing can be used to improve the global quality of the mesh (or only a specific patch of
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Figure IV.9: Schematic representation of constraints and contact entities between mooring, structures, and seabed







with xNj the coordinates of the j-th neighbouring node Nj of Ni , and nNj the number of neighbouring nodes of
Ni . There are two ways to do Laplacian smoothing: simultaneously or sequentially. In the simultaneous version,
all nodes xnewN are updated at once, keeping the original position of the nodes x
0
N when solving eq. (IV.69). The
sequential version is done by updating xNi := x
new
Ni each time eq. (IV.69) is solved for a node, which means that
the order in which the node positions are updated can affect the layout of the smoothed mesh. The simultaneous
version usually provides better smoothing results than the sequential version [125], making it the preferred version
in the implementation for this work.
IV.4 Moorings Coupling
In this section, the coupling strategy used for including mooring dynamics in the FSI framework is described. The
mooring–structure coupling is first briefly described in section IV.4.1, followed by the fluid–mooring coupling with
the application of hydrodynamic forces in section IV.4 and the retrieval of fluid variables from the fluid mesh for
applying these forces accurately along the cable in section IV.4.3. Note that the coupling described here applies to
the mooring dynamics model as described in the previous chapter, but not to the statics model.
IV.4.1 Mooring–Structure Coupling
The main principles described in this section for the mooring–structure coupling are schematically represented in
fig. IV.9. Between the solid structure and its mooring system, a strong coupling is used where the structure and the
cables are part of the same global system of equations, essentially making the fairlead a node of the Finite Element
Method (FEM) system of equations for the mooring system. The position of the fairlead node is constrained to a
given position relative to the position of the barycentre of the structure with a spherical mate constraint. This type
of joint only constrains the position but allows any rotation of the line around the fairlead. Another spherical mate
constraint is used for the anchor node which is attached to an arbitrary rigid body corresponding to the anchor
that is fixed in space and time. Any movement of the anchor itself is prevented during the simulation. Other more
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Figure IV.10: Triangular load applied on mooring cable elements
constraining joints can be also used according to requirements regarding the attachment of the fairlead or the anchor
to the structure.
Collision detection is enabled on the mooring line in order to allow for contact between the cable and the seabed,
as well as other obstacles. The seabed is simply represented by a solid plane (or box) with its own mechanical
properties such as friction and stiffness. For the moorings, a cloud of collision-enabled spheres is created along the
cable with a diameter matching the cable diameter or a chosen contact diameter. These spheres are placed at each
node of the cable and can then enter in contact with other collision-enabled geometries such as the seabed and
floating structures. This collision cloud cannot be used for cable-to-cable collision detection as only the nodes are
able to collide with each other, while elements are free to go through each other undetected. Because no cable-to-
cable collision is expected in the work presented here, using a cloud of spheres along the cable is deemed sufficient
for collision detection purposes.
IV.4.2 Fluid–Mooring Coupling
The fluid–mooring coupling is a one-way coupling where the forces from the fluid are applied to the cable, but the
effect of the cable on the fluid is ignored. The total external force fe per unit length is applied along the cable as:
fe = fd + fm + fb + fc (IV.70)
With fd the drag force, fm the inertia force, fb the buoyancy force, and fc the contact/collision force. The drag
and inertia forces are both applied as normal and tangential components to the cable. In this section, the normal



















f (dnCd;n ‖ur;n‖ur;n + dtCd;t ‖ur;t‖ur;t) (IV.73)
with ur = uf − ṙ the relative velocity between the fluid and the cable, f the density of the displaced fluid,
Cd;n and Cd;t the normal and tangential drag coefficient, and dn and dt the normal and tangential drag diameters
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(Cm;nu̇r;n + Cd;t u̇r;t + u̇f ) (IV.74)
with u̇r = u̇f −r̈ the relative acceleration between the fluid and the cable, dtn the inertia diameter (usually the same
for tangential and normal components), and Cm;n and Cm;t the normal and tangential added mass coefficients.
Note that the inertia force contains the added mass forces from the relative accelerations as well as the Froude
Krylov force from the absolute acceleration of the fluid. Numerically, both fd and fm are calculated at each node
of the mooring cable and applied as triangular loads along the longitudinal axis of each element of the cable, as





with c the density of the cable, andA0 the cross-sectional area of the unstretched cable. Note that fb is in N m−1
in eq. (IV.75) but that it is actually applied numerically as a volumetric load on the cable. Finally, the contact force is
handled by the MBD solver if there is contact between a cable node and a collision-enabled geometry such as the
seabed.
As mentioned above, the fluid–mooring coupling scheme is one-way only: the effect of the fluid on the cable is
taken into account through the equations stated above, while the effect of the cable on the fluid is ignored. The latter
effect is assumed to be negligible as the non-longitudinal dimensions of mooring cables are significantly smaller than
the other components that are included in the simulations such as floating structures, meaning that the effect of the
moorings on the fluid is not expected to affect the response of structures in any significant way. Furthermore, a
two-way coupling would require an extremely fine mesh around the cable for reliable results, leading to a greatly
increased computational cost of CFD simulations. Using a conforming mesh on the moorings would also be a
challenge due to the significant deformation of the cable over time. If including the effects on the fluid from the
moorings is necessary, the IBM could be used as a more flexible alternative, but an appropriate refinement of the
mesh around the cable would still be required.
The fluid velocity and acceleration used to calculate the drag and inertia forces described above are retrieved
directly from the solution of the Navier–Stokes model at each node of the cable. As the mooring cable does not
conform to the fluid mesh, a search algorithm must be used to find the fluid mesh elements containing each cable
node. This operation is costly when the fluid mesh is large, with the cost varying according to the efficiency of the
localisation technique used. The methods used to track the cable nodes within the fluid mesh implemented in this
work is described in details in section IV.4.3. Note that in many cases, the mooring cables can extend beyond the
numerical fluid domain Ωf where no solution from the Navier–Stokes model is available. In this case, one of the
following is performed to estimate the fluid velocity and acceleration: either the fluid is assumed to be at rest beyond
Ωf or, if waves are generated within Ωf , the same function that is used for boundary conditions can be used to
retrieve the wave kinematics solution at any node of the cable beyond Ωf .
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IV.4.3 Particle-Localisation Algorithm
Considering a particle (such as amooring cable node) with known coordinates rs within ameshM, this section aims
to define an efficient way to find the mesh element Emin containing rs . From Emin, the solution of any model using
M can be retrieved at rs . Before proceeding to the description of the particle-localisation algorithms implemented
for this work, a few concepts and definitions related to variables of the mesh are introduced. The mesh is hereby
denotedM and is composed of elements E , nodes N , and element boundaries ΓE . The set of nodes owned by
an element Ei is defined as:
{NE}i = {N : N ∈ Ei} (IV.76)







ΓE : ΓE ∈ Ei
¯
(IV.77)
The set of elements surroundingNi (i.e. neighbouring elements ofNi ) is defined as:
{EN}i = {E : Ni ∈ E} (IV.78)
The set of nodes sharing the elements that ownNi (i.e. neighbouring nodes ofNi ) is defined as:
{N ?}i = {N : N ∈ {EN}i ∧ N 6= Ni} (IV.79)
The aim of the particle-localisation algorithms is to find the element Emin containing a given point rs . The most
obvious way to find Emin is to use the brute force approach, i.e. iterate over all elements ofM in order to find which
element contains rs . To check if rs is in an element, the following relation can be used for simplex elements (e.g.
triangle and tetrahedron):
rs ∈ E ⇐⇒
ndX
i=0
‰i < 1 ∧ ‰i > 0 ∀i ∈ {0; · · · ; nd} (IV.80)
with ‰ = (‰1; · · · ; ‰nd ) the local coordinates of rs in E . This is a costly operation when performed on all elements
of the mesh until Emin is found. Instead, it is possible to first look for the closest node Nmin to rs and, once Nmin
is found, iterate over the elements spanning {EN}min to check the condition eq. (IV.80). To look forNmin from an
initial guess N (i)min , the next closest node N
(i+1)
min is taken as the closest node to rs within the neighbouring nodes
ofN (i)min (i.e. within {N ?}), and this operation is repeated until the actual closest nodeNmin is found. This principle
is illustrated in algorithm 6. More iterations might be needed if no element directly aroundNmin contains rs , which
can happen in the case of highly stretched elements. If no element containing rs is found aroundNmin, eq. (IV.80)
is applied to each element surrounding the neighbouring nodes ofNmin in {N ?}min and that are not in {EN}min.
A potentially more efficient technique to find Emin is to use the method first introduced by [67], which uses
element boundary intersection to find rs . An initial guess for the element E(i)s and starting coordinates r(i)p within
that element must first be chosen. This can be done by selecting an arbitrary element aroundNmin, or by selecting
the element around Nmin with its centroid closest to rs for a better initial guess. We then compute the direction of
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Figure IV.11: Mesh search for rs by boundary intersection with initial guess r
(0)
p .
the initial search distance ds and search direction ts :
d (i)s =





Then, the search for Emin by element boundary intersection can be initiated. For each element boundary ΓEi ∈ E
(i)
s ,
the following condition is checked: “
rs − r(i)p
”
· nΓEi > 0 (IV.83)
with nΓEi the vector normal to Γ
E
i pointing outwards of the element. If the condition of eq. (IV.83) is fulfilled, it means
that the line that contains rs and r
(i)
p intersects the line (in 2D) or plane (in 3D) that contains ΓEi . In this case, the










with xΓEi the centroid of the boundary Γ
E
i . When several element boundaries of E
(i)
s fulfil eq. (IV.83), the boundary
that yields the smallest positive ¸I (denoted ¸minI and corresponding to the distance of the closest intersection)




s − ¸minI ,
and the new search coordinates become r(i+1)p := r
(i)
p + ts¸minI . As long as d
(i+1)
s > 0, the search for Emin is
carried on from E(i+1)s , which corresponds to the element sharing the selected intersecting boundary with E(i)s . It
is trivial to find E(i+1)s as only two elements can share the same boundary. If d (i+1)s > 0 but no element share the
intersecting boundary, then rs is considered outside of the mesh. If d
(i+1)
s < 0, then rs must be within E(i)s and
Algorithm 6 Finding nearest mesh nodeNmin to given coordinates rs
1: function findNearestNodeToX(rs ,Nmin)
2: d = ‖rs − xNmin‖
3: while False do
4: N 0min = Nmin
5: forNj ∈ {N ?}min do
6: d =
‚‚‚rs − xNj ‚‚‚
7: if d < dmin then
8: dmin = d
9: Nmin = Nj
10: ifNmin = N 0min then
11: returnNmin
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Algorithm 7 Finding mesh element Emin containing coordinates rs
1: function findElementContainingX(rs , Emin)
2: ΓEmin = None
3: rp = xEmin . barycentre of Emin




6: while False do
7: ¸minI =∞
8: E0min := Emin





do . list of boundaries of Emin













is the barycentre of ΓEi
12: if 0 < ¸I < ¸minI then
13: ¸minI := ¸I
14: ΓEmin := Γ
E
i
15: ds := ds − ¸minI . Compute new distance
16: if ds > 0 then
17: Emin := E : ΓEmin ∈ E ∧ E 6= Emin . get next element sharing ΓEmin
18: rp := rp + ts¸minI . Compute new coordinates to search from
19: else . found containing element
20: return Emin
21: if E0min = Emin then
22: return None . rs is outside of the domain
this is verified with:




· nΓEi > 0 ∀Γ
E
i ∈ E(i)s (IV.85)
If eq. (IV.85) is fulfilled, then the element containing rs is found: Emin = E(i)s . The whole algorithmic process
implemented for this work to find the element Emin containing rs is shown in algorithm 7, and a minimalist illustration
is available in fig. IV.11 showing the iterating process for r(i)p until rs is found.
In the case of mooring cables, once the search for all node coordinates rs has been completed, the corre-
sponding Emin and rp are stored to be used as a starting point for search if the next global time step. Therefore,
algorithm 6 is used only on the initial global step. Alternatively to using algorithm 6 on the initial step, an initial and
arbitrary E0 can be chosen as a starting point on the initial time step, and algorithm 7 can be used directly from there.
The interest in storing Emin and rp is that the particles are expected to either still be within Emin on the next global
step or to have moved to an element that is nearby, thus requiring minimal operations to recover the new Emin. In
summary, the technique used here for finding the fluid velocity at cable nodes coordinates withinM is as follows:
(1) at t = 0, find closest node to coordinates (see algorithm 6) and, from there, find closest element barycentre
to rs and select corresponding element as starting point; (2) find element Emin containing rs through intersecting
boundaries (see algorithm 7); (3) convert global coordinate rs to local (element) coordinate ‰s ; (4) retrieve solution
from model of interest (e.g. uf from the NSEs model) in Emin; (5) store Emin for next global time step.
In the case of parallel simulations, the algorithm must also include communication between processors. If the
search initiated on a processor P1 but the solution at rs is found on processor P3, this solution must be communi-
cated back to the processor P1 that initiated the search. Sending information back and forth between processors
for finding rs can be a relatively tedious process that is not described in details here for the sake of brevity but that




Numerical modelling of relevant engineering applications is performed in this chapter in order to assess the viability
of all aspects of the Fluid–Structure Interaction (FSI) framework for moored floating structure implemented for this
work. A brief description of the setup for a typical numerical simulation is presented in section V.1 and subsequent
sections focus on the thorough verification and validation of numerical models separately (uncoupled) and together
(coupled). Simulations have been carefully selected to cover all aspects presented in previous chapters.
It is important to note that verification and validation are two distinct concepts, as Roache puts it succinctly [110]:
verification is “solving the equations right”, while validation is “solving the right equations”. In the work presented
here, assessing convergence of the solution of a model spatially or temporally is performing verification, and com-
paring numerical results to experimental data or to other numerical models is a validation case. Table V.1 can be
used as a guide to the sections of this chapter, presenting the various simulations and indicating which aspects of
the framework are included in each of these simulations for verification and validation.
Table V.1: Guide for numerical simulations of verification and validation cases showing enabled models
Aspect Test case Sec. CFD MBD FSI AME WSI MS MD PL
Two-Phase Flow
Section V.2
Sloshing Wave V.2.1 X
Parallel Performance V.2.2 X
Added Mass
Section V.3
Added Mass Effect V.3.1 X X X
Added Mass Estimator V.3.2 X X
Stabilisation Error V.3.3 X
Floating bodies
Section V.4
Heaving cylinder V.4.1 X X X
Rolling caisson V.4.2 X X X
Wave-Induced Motion V.4.3 X X X X




Static Sensitivity V.5.2 X
Dynamics damping V.5.3 X X X
OC4-DeepCwind
Section V.6
Uncoupled model V.6.2 X X X
Coupled model V.6.3 X X X X X X X X
CFD: Computational Fluid Dynamics, MBD: Multibody Dynamics, FSI: Fluid-Structure Interaction, AME: Added Mass Estimation,
WSI: Wave-Structure Interaction, MS: Mooring Statics, MD: Mooring Dynamics, PL: Particle Localisation
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V.1 Setup of a Typical Numerical Simulation
The main processes and steps for setting up a numerical simulation are briefly described in this section. In broad
terms, it is necessary to perform the following before starting any simulation: (1) define the geometry of the fluid
domain and the associated flags for boundaries and regions; (2) select models to be used in the simulation and the
order in which they are called, as shown in fig. IV.1; (3) choose temporal discretisation scheme (backward Euler
in our case); (4) choose spatial discretisation scheme (P1 Lagrange simplex elements in our case); (5) set initial
conditions for each model; and (6) set boundary conditions for each model according to flagged geometrical entities
of the domain. Once these preprocessing steps have been completed, the simulation can proceed to produce
the requested data such as gauge data (e.g. integral gauge for Volume of Fluid (VOF), point gauge for pressure),
the response of floating bodies, or mooring tensions, to name only a few of the possible data outputs that can be
produced.
V.1.1 Spatial Definition and Discretisation of the Numerical Domain
The geometry of a numerical domain is represented with a set of vertices, segments, facets, volumes (in 3D), and
regions. This geometrical information is required for the triangulation of the domain and for associating boundary
conditions to different parts of the domain numerically. Vertices are a set of absolute coordinates x that represent
the extremities of the geometries. Segments link vertices to each other, with each segment defined as the index of
two vertices. Facets are defined with a set of segments that forms a closed loop. Finally, volumes are defined with
a set of facets also forming a closed loop. Boundary flags are associated with each of these components (vertices,
segments, and facets), which are then used to set the intended boundary conditions at the corresponding flags.
The domain can also be divided into different regions, corresponding to facets in 2D or volumes in 3D. Regions are
flagged so that elements within them can be manipulated if necessary. For example, the imposition of a source term
in the Navier–Stokes Equations (NSEs) equations for relaxation zones is done by looping over all elements of the
domain and imposing the source term only on the quadrature of elements that bear a region flag associated with an
absorption or generation zone.
Once the geometry has been defined, the domain can be triangulated. All meshes used for the simulations
presented in this chapter are always entirely composed of simplexes: triangles in 2D and tetrahedra in 3D. To
generate uniformly refined meshes, the Triangle library [114] is used for 2D meshes and the Tetgen library [115]
for 3D meshes. When spatial control over the refinement of the mesh is desired, the mesh is generated with
the Gmsh library [56] that provides a set of convenient tools for gradual refinements. Because of the significant
computational cost savings that it induces, most simulations presented here use a gradually refined mesh. Unless
stated otherwise, the gradual coarsening of the mesh from a minimum characteristic element size he0 is usually no
more than 10% from an adjacent element. For illustration purposes, an example comparing a constantly refined
mesh to a gradually refined mesh with he0 around the free surface and the boundaries of a circular structure is
shown in fig. V.1. In this particular case, both meshes use an equivalent number of elements nE ≈ 11× 103 but
the minimum characteristic element size is four times smaller around the areas of interest for the gradually refined
mesh when compared to the constantly refined mesh. To have the same level of spatial discretisation around the
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areas of interest with a constantly refined mesh, the number of elements would have to be more than fifteen times
greater than the mesh shown in fig. V.1, leading to a total element count of nE ≈ 175 × 103. It is clear that
when a specific mesh refinement is required for the description of the fluid around an area of interest and that such
refinement becomes less primordial the further away from the area of interest, gradual mesh refinement allows for
very significant reduction of the mesh size. Note also that finer elements lead to greater simulation time in unsteady
simulations when the time step is controlled by the CFL condition.
(a) Mesh with constant refinement (b) Mesh with gradual refinement around free sur-
face and structure boundaries
Figure V.1: Comparison of constantly and gradually refined meshes with equivalent number of elements NE ≈
11 × 103. For illustration purposes: air phase in red, water phase in blue, with a floating cylinder in the centre of
the domain.
V.1.2 Typical Initial Conditions for Two-Phase Flow Problem
Before starting a simulation, initial conditions must be set within the fluid domain to define the different initial char-
acteristics of the fluid phases. As all test cases presented here start with the fluid initially at rest, the usual initial
conditions of Two-Phase Flow (TPF) simulations for a still water level will be described here. Note that it is relatively
straightforward to extend the initial conditions to cases where the free surface is initially perturbed with, for example,
a regular wave. If both fluid phases are at rest, then the initial velocity u(0)f = u
(0)
f (x) is defined as:
u
(0)
f (x) = 0 ∀x ∈ Ωf (V.1)
As the fluid is at equilibrium and only subject to gravitational forces, the free surface separating the water phase Ωw
and air phase Ωa is perpendicular to g and is placed at a height known as the mean water level hmwl and defined
by the user. Setting the gravitational acceleration vector parallel to the Z-axis (see table V.2 for its typical value),
the initial free surface of the fluid at rest is perpendicular to the Z-axis, and the initial signed distance function from
the free surface ffi(0)sdf = ffi
(0)
sdf (x) can simply be defined as:
ffi
(0)
sdf (x) = x3 − hmwl ∀x ∈ Ωf (V.2)
Equation (V.2) can be used directly as initial conditions for the Level Set (LS) model with ffi(0)sdf < 0 in Ωw and
ffisdf > 0 in Ωa. The signed distance function is then used to calculate the initial conditions of the VOF model with
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a smoothed Heaviside function as: b„(0) = „› “ffi(0)” ∀x ∈ Ωf (V.3)
leading to a VOF value of b„a = 1 in the air phase and b„w = 0 in the water phase, and 0 < b„ < 1 around
the free surface up to a distance of ±1:5he0 (see section III.1.2 for „›). Still using ffi(0)sdf , the initial pressure field
p(0) = p(0)(x) in the fluid domain can be calculated as:
p(0)(x) = p(0)Γatm − g3
Z ffiΓatmsdf
ffi0sdf(x)
(w + (w − a)„›(ffisdf)) dffisdf ∀x ∈ Ωf (V.4)
with ffiΓatmsdf the signed distance from the mean water level to the top boundary of the tank (constant), w the water
density, and a the air density. As long as Γatm is perpendicular to the gravitational acceleration vector, the pressure
along Γatm is set as a constant, usually p
(0)
Γatm
= 0. Any constant value for p(0)Γatm could be used, as only the relative
pressure in the fluid domain set by eq. (V.4) matters as an initial condition. Note that if the fluid is not at rest but
rather perturbed initially by a phenomenon such as a wave, the TPF model can use the solution provided by wave
theory for the wave elevation, velocity, and pressure.
When structures are within the fluid domain, the signed distance function defined in eq. (V.2) does not give the
true distance between x and the free surface if the structure is placed between x and the free surface. This means
thatffi(0)sdf is not exact anymore, and the same can be said for any initial conditions derived fromffi
(0)
sdf such as eq. (V.4).
However, only a good approximation is needed for the initial conditions to allow for the models to recover the actual
solution on the initial time step. In our implementation, setting ffi(0)sdf to eq. (V.2) as an initial guess is sufficient for
all TPF simulations presented here, regardless of the inclusion of solid structures within the fluid domain. On top of
the above initial conditions, mesh conforming and moving structures require to set initial conditions for the elastic
Arbitrary Lagrangian–Eulerian (ALE) mesh model, with the displacement h(0) = h(0)(x) as:
h(0)(x) = 0 ∀x ∈ Ωf (V.5)
which applies on all mesh nodes (no displacement).
Unless specified otherwise, all simulations presented here use the physical constants presented in table V.2,
and time stepping is done with backward Euler for all models (TPF and Multibody Dynamics (MBD)). Also note
that, throughout this chapter and unless stated otherwise, the dimensionless error › of a quantity of interest f is
expressed relative to a reference quantity f0 (e.g. experimental value for validation or most refined numerical value






Table V.2: Physical constants used in numerical simulations (unless specified otherwise)
Symbol Value Unit Description
w 998:2 kg m
−3 water density (at 20◦C)
w 1:004× 10−6 m2 s−1 water kinematic viscosity (at 20◦C)
 1:205 kg m−3 air density (at 20◦C)





m s−2 gravitational acceleration
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Figure V.2: Schematic representation of domain for sloshing body of water in a fixed tank
dashed blue line: mean water level; solid blue line: initial conditions of the free surface
The TPF model is validated here by simulating the sloshing motion of a body of water in an enclosed numerical
tank. This case is traditionally used as a benchmark to validate Computational Fluid Dynamics (CFD) models
involving surface flow and tracking of the free surface. The simulation presented here assumes an inviscid fluid and
uses the same setup as found in other studies such as in [124, 109]. This means that no dissipation due to viscous
effect should be observed in this simulation and any energy dissipation should solely be due to numerical errors,
particularly numerical diffusion.
The fluid domain consists of a 2D tank forming a square with sides of length Ltank = Htank = 0:1m, as shown
schematically in fig. V.2. The tank is filled with water that forms a column of depth hmwl = 0:5Ltank = 0:05m. The
rest of the tank is filled with air and, as this is a conceptual case for inviscid fluids, the viscosity of both fluids is set
to zero (w = a = 0). As initial conditions, the free surface forms a sinusoidal wave of amplitude a = 0:005m
and wavelength of – = 0:2m with its crest initially on the left boundary of the tank. The initial velocity and pressure
fields of the water phase are derived with the third-order analytical solution for a sloshing wave of the first mode
in a fixed tank, as originally derived by [119] who also provides the solutions for other modes. Free-slip boundary
conditions are imposed on the bottom, left, and right boundaries Γwall of the tank, and atmospheric conditions are
applied on the top boundary Γatm of the tank. A numerical point gauge is placed halfway within the water column
on the left boundary to record the pressure over time.
The numerical domain is then discretised with an unstructured triangular mesh of constant characteristic element
size he = a10 = 5× 10
−4m, and this setup is used for verification of the temporal convergence of the TPF model
by running several simulations using different levels of temporal discretisation and for a total time Tsim = 3s.
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(a) Pressure magnitude over time (b) Time derivative of pressure as a function of pres-
sure magnitude
Figure V.3: Numerical results and analytical solution for the pressure on the left boundary at x3 = 0:5hmwl with
∆t = 1:25−4second
Figure V.4: Temporal convergence of the solution for the pressure from a sloshing wave on left boundary with
constant refinement he0 = a10
V.2.1.2 Results
The time-series of the numerical pressure from the most refined numerical case (∆t = 1:25 × 10−4s) is shown
in fig. V.3a along with the analytical solution. It appears clearly from the results of this highly refined case that the
numerical signal of the pressure is in good agreement with the analytical signal over time . It is worth noting that
there is a slight periodical divergence between the analytical and numerical solution when the free surface gets
away from the initial condition (i.e. when the trough of the wave is on the left boundary), as can be seen in fig. V.3b.
This minimal divergence oscillates between an overestimation of the magnitude of the pressure for odd-numbered
periods and an underestimation for the even-numbered period. Despite this, the numerical solution for the pressure
converges back to the value given as its initial condition after completing a period of oscillation. While the divergence
from the analytical solution is minimal, it also appears clearly that the initial conditions are recovered accurately after
each period of oscillation.
For each case with different ∆t , the error in Pearson Correlation Coefficient (PCC) (denoted › here) is used
between the numerical and analytical solutions on the first five periods of oscillation. As shown in section V.2.1.2,
there is clear convergence of the solution as the temporal discretisation is made finer, with a convergence order
of 0:8. Overall, it is clear that there is good agreement between the numerical and analytical solution for this TPF
problem, with numerical convergence to a unique solution as the simulation is refined.
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V.2.2 Parallel Performance
In this thesis, all simulations that involve fluid dynamics are relatively large in terms of computational power needed
and are therefore required run on several cores (i.e. several processors). This is known as distributed computing, and
its scalability and efficiency must be assessed carefully in order to find bottlenecks and limits of the parallelisation of
the code. The parallel performance of the TPF solver using different numbers of cores for a given mesh is therefore
shown here. Note that the MBD solver used in this work can only run in serial and that its calculation times are
usually minimal compared to the TPF solver. The parallel performance analysis is therefore carried out here with
with no FSI involved and no MBD solver.
V.2.2.1 Setup
The sloshing wave case presented in section V.2.1 is used as a benchmark here for parallel performance of the TPF
solver. The simulation is repeated with different numbers of cores nc , allocating part of the fluid domain to each core
equally with approximately the same number of mesh nodes per core. The simulation time is fixed to Tsim = 1s with
∆t = 1 × 10−3s, and the numerical domain is discretised uniformly with irregular triangular elements for three
levels of refinement: a meshM1 with he0 = 1×10−3m leading to nE;1 = 32;404 elements and nN ;1 = 16;201
nodes, a meshM2 with he0 = 5 × 10−4m leading to nE;2 = 131;796 elements and nN ;2 = 66;411 nodes,
and a meshM3 with he0 = 2:5× 10−4m leading to nE;3 = 528;281 and nN ;3 = 265;165.
V.2.2.2 Results








with T1 the wall clock time needed to complete the simulation in series, and Tnc the wall clock time needed to
complete the simulation in parallel with nc cores.
In serial, one time-step takes 9:44s (wall clock time) on average to be completed forM1, 75:02s forM2,
and 684:73s forM3. The results for the parallel efficiency of the three different meshes are plotted in fig. V.5, as
a function of the number of cores in fig. V.5a and as a function of the number of mesh nodes per core fig. V.5b.
If parallelisation was ideal, all curves in fig. V.5 would be constant with Enc = 1. This is not possible in practice
due to several factors affecting the overall parallel efficiency, such as time needed for communication between
processors and parts of the code that are not parallelised and therefore running on all processors at once without
taking advantage of distributing the problem. It appears clearly on fig. V.5a that, globally, efficiency decreases as the
number of core increases and that, consequently, efficiency decreases when the number of mesh nodes per core
decreases as shown in fig. V.5b. This can be mainly attributed to communication between cores becoming more
prominent as more cores are used for the simulation. This drop of efficiency becomes steeper beyond a certain
number of cores which depends on the original mesh size with, for the same number of cores, the parallelisation
M1 being less efficient thanM2, and the parallelisation ofM2 being less efficient thanM3. Looking at fig. V.5b,
it becomes clear that a similar trend can be observed on the three meshes beyond a certain number of mesh nodes
per core. For all meshes, parallelisation becomes significantly less efficient when there are less than a thousand
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(a) Parallel efficiency as a function of the number of cores
(b) Parallel efficiency as a function of the number of mesh nodes per core
Figure V.5: Parallel efficiency of the TPF model on three mesh refinements
mesh nodes per core. Interestingly, for the case with the largest mesh (M3) and when 10 < nc < 300, super-
linear speed-up is observed, i.e. Enc > 1. This phenomenon can happen depending on the configuration of the
machine used and its parameters such as cache per processor, as well as the scale of the problem at hand.
Taking into account this parallel performance analysis, all simulations that use the TPF solver are aimed at
having more than or around nN
nc
= 1000 nodes per core when parallel resources allow. As seen above, the overall
performance risks suffering due to inter-processor communication when there are fewer nodes per core. Note that
the framework has been built and tested successfully in parallel on various machines with different configurations
and characteristics as listed in table V.3. This parallel analysis and all parallel simulations performed for the studies
presented in this thesis used the Copper High Performance Computing (HPC). All simulations performed in series
(e.g. pure MBD or mooring problem) used the laptop.
Table V.3: Characteristics of different systems used for parallel simulations
name system type processor type nodes cores/node core speed memory/node
— 1 1 GHz GB
S1 Laptop Intel Core i7-7700HQ 1 8 2:8 16
S2 Copper HPC AMD Interlagos Opteron 460 32 2:3 64
S3 Hydra HPC 2x Intel Xeon E5-2650 v2 6 16 2:6 64
S4 Hydra HPC 2x Intel Xeon E5-2690 v4 8 28 2:6 64
S5 Hydra HPC 2x Intel Xeon Gold 6154 8 36 3:0 64
S6 Archer HPC 2x Intel Xeon E5-2697 v2 4920 24 2:7 64
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V.3 Stabilisation for Partitioned Fluid–Structure Coupling
The concept of added mass effect and the capabilities of the stabilisation scheme for explicit coupling are introduced
here. This scheme is used in the coupled fluid–structure cases of the next section, and must therefore be verified
to be reliably introduced in FSI simulations. This section is divided explores:
• the main parameters affecting the added mass effect section V.3.1,
• the convergence of the added mass estimator model in section V.3.2,
• the effect of the non-iterative added mass stabilisation scheme on the response of a body in section V.3.3.
























Figure V.6: Schematic representation of numerical domain for assessment of the added mass effect
In this set of simulations, the different properties that affect the added mass effect are investigated. As men-
tioned in section II.4, added mass instabilities can occur and grow depending on the geometry of the solid and
the time discretisation. For this purpose, a rigid body of density s = 1000kg m−3 is fully submerged into a
single-phase fluid of density w = 1000kg m−3. As s = w and the coupling scheme used here is explicit
(Conventional Serial Staggered (CSS) scheme), the simulation is theoretically at the edge of stability, as explained
in section IV.2.3.1. The numerical setup of these 2D Single-Phase Flow (SPF) simulations consists of a rectangular
solid of varying dimensions (with a maximum height and maximum width of Lmax = 1m) and fully submerged in
the centre of a tank of dimensions Ltank = Htank = 10Lmax. A schematic representation of the numerical domain
is shown in fig. V.6.
These dimensions are chosen in order to have minimal effect on the value of the added mass of the solid from
the walls of the tank which, ideally, should be considered infinitely far away from the solid boundaries. As the density
of the fluid and the solid are the same, there is no movement and the simulation is at equilibrium when the fluid and
solid are both initialised at rest. Therefore, a small disturbance is necessary to trigger the added mass effect, if it is
present at all. For this reason, an initial velocity ṙ (0)3 = 0:001m s
−1 is given to the rigid body. As we are interested
in the effect of the height to width ratio of the structure, it is only allowed to heave freely and is fully constrained on
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Figure V.7: Vertical force acting on rectangular body of dimensions 1m× 0:5m subject to added mass effect with
s = f and ∆t = 0:001s
all other Degrees of Freedom (DOFs). All simulations investigating the effect of the geometry of the rigid body on
the added mass effect run with a fixed time step of ∆t = 0:001s, while simulations assessing the effect of the time
discretisation on the instability run with a fixed geometry of 1m× 0:5m.
V.3.1.2 Results
The time-series of the force experienced by a rigid body of dimensions 1m× 0:5m with ∆t = 0:001s is shown in
fig. V.7, where it clearly appears that the added mass instability is present and grows over time in an oscillatory fash-
ion, until the simulation fails (after 43 iterations in this particular case). For clarity, and due to the highly oscillatory
behaviour of the force signal, the envelope of the signal can be used to represent the divergence over time.
The envelopes of the signal of forces experienced by different geometry ratios over time are presented in fig. V.8a
and it appears clearly that the larger the width relative to the height, the stronger the added mass effect affects
the response of the body and the earlier the simulation fails. A similar observation can be made about temporal
discretisation where reducing the time step leads to stronger oscillations of the hydrodynamic forces acting on the
body due to the added mass effect, as shown in fig. V.8b.
These numerical results confirm that the added mass effect, when present due to the geometry or relative
density of the structure is unconditionally unstable for explicit schemes (i.e. temporal or spatial discretisation cannot
solve the instability problem) and that a stabilisation scheme must be applied. The effect of the stabilisation scheme
on the response of a body is investigated in the next section. Note that applying this stabilisation scheme on the
submerged body for the simulations presented in this section would stabilise the response in all cases.
V.3.2 Added Mass Estimation for Arbitrarily Shaped Structures
V.3.2.1 Setup
In this verification case, the added mass estimation model described in section IV.2.3.2 is used to calculate the
added mass of a submerged structure in an SPF simulation. For this purpose, a square structure of length D =
1m is placed in the center of a 2D numerical tank of dimensions 10m × 10m and filled with a fluid of density
w = 1000kg m
−3. The numerical setup is similar to the one shown in fig. V.6.
The Partial Differential Equation (PDE) is solved for each DOF (sway, heave, roll) by setting the related unit
95
Chapter V. Numerical Simulations
(a) With ∆t = 0:001s and different ratios of width × height
(b) With width × height = 0:5m × 1:0m and varying ∆t
Figure V.8: Envelope of vertical force acting on rectangular body subject to added mass effect with s = f
accelerations as Dirichlet boundary conditions along the fluid–structure boundary Γf∩s. Unit acceleration of zero is
imposed on all boundaries of the tank Γwall. The numerical domain is discretised using a minimum element size
he0 that is gradually coarsened away from the structure with an increase of 10% in characteristic element size from
adjacent elements. Note that this model solves a steady-state problem, so there is no temporal discretisation. The
simulation is repeated for different values of he0 ranging from he0 = D to he0 = D211 .
V.3.2.2 Results
The result for the full added mass matrix of the body for the most refined case is as follows:
A =
0BBBBBBBBBBBB@
0 0 0 0 0 0
0 1213:641 −2:027× 10−3 0:399× 10−3 0 0
0 −2:026× 10−3 1213:643 0:625× 10−3 0 0
0 0:399× 10−3 0:626× 10−3 45:232 0 0
0 0 0 0 0 0
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Figure V.9: Spatial convergence of added mass estimation model
Note that this is presented as a 6×6 matrix for consistency with previous definitions and that, instead, a 3×3 matrix
could technically be used as the case is in 2D with only 3 DOFs involved. Each column of this matrix represents
the added mass due to the unit acceleration of one DOF on itself and on the other DOFs. In this case, the second
column corresponds to sway, third column to heave, and fourth column to roll.
The resulting pressure fields from solving the PDE are shown in fig. V.10 for the most refined case using unit
acceleration in sway, heave, and roll, as well as combined sway, heave, and roll. The spatial convergence of the
model for these three DOFs is presented in fig. V.9, withA22 for sway,A33 for heave, andA44 for roll. Spatial order
of convergence of 1:30 is observed for heave and sway, and 1:18 for roll. Note that the heave and sway values are
virtually the same due to the geometry of the structure and the fact that it is placed in the centre of the numerical
tank in a single-phase fluid.
It is clear from these results that the added mass estimator model converges to a unique solution as the mesh
is refined and that the estimated value of the added mass is in good agreement with analytical values that could




2 for sway and heave (difference of 2:1% with values in eq. (V.7)), and an added mass of
A44 = 0:725fD4 for roll (difference of 0:2% with value in eq. (V.7)).
V.3.3 Non-Iterative Stabilisation Scheme
This section has the purpose of showing the capabilities and limitations of the stabilisation scheme presented in
section IV.2.3.1. Note that, in general, the stabilisation scheme is expected to use an accurate estimate of the added
mass. The effect of the stabilisation on a non-iterative scheme is nevertheless evaluated here assuming that the
actual added mass ma of a body is overestimated by a factor of Cam (meaning that the estimated added mass is
Camma). The added mass estimator model is not used in this section but, when it is used (as is the case in several
subsequent sections), it is expected to retrieve an estimate that is close to the actual added mass (i.e. Cam ≈ 1),
as shown in the previous section.
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(a) Sway (b) Heave
(c) Roll (d) Sway, heave, and roll
Figure V.10: Pressure field for calculating added mass with different unit accelerations
V.3.3.1 Setup
In this conceptual case, the MBD solver is used with simple hydrodynamics forcing. For a 1 DOF floating body that
is only subject to heave, the equation of motion becomes:
(m +ma) r̈3 = −mg3 + f Vwg3 (V.8)
withm the mass of the body,ma the added mass of the body, f the fluid density, Vw the volume of water displaced
by the body, and g3 the gravitational acceleration. Equation (V.8) can also be written as:
(m +ma) r̈3 = −f Awg3∆r3 (V.9)
with ∆x3 the distance between the current position of the barycentre of the body and the position of the barycentre
of the body at equilibrium, and Aw the horizontal bottom area of the body (assuming the body is a cuboid). Setting
















with Cam the factor by which the actual added mass ma is artificially overestimated. This is a 1D equivalent to
eq. (IV.17), which can also be written explicitly as:
(M + A)
corrected mass matrix





where bA is the actual added mass (equivalent to ma in eq. (V.10)), A is the estimated added mass (equivalent to
Camma in eq. (V.10)), and f
(n)
e the external forces (equivalent to gravity forces that are included in the hydrody-
namics of eq. (V.10)).
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In all cases presented here, Cam ≥ 1 so that simulations are always stable as the added mass is either exactly
estimated (Cam = 1) or overestimated (Cam > 1). The equilibrium position of the body is r3 = 0, from which
it is displaced and released from an offset. Because hydrodynamics are applied here only with an external force
acting on the body according to its position ∆r3, there is no damping of the response of the body, and it is therefore
expected that the body oscillates indefinitely at a given amplitude equal to the original offset and at a given frequency.
For convenience, the gravitational acceleration is scaled as follows in order to keep a period of oscillation of T = 1s
regardless of the value ofma relative tom:




The fluid density is set as f = 1000kg m−3, and the added mass as ma = 1000kg. Each case runs for
Tsim = 50s, corresponding to exactly fifty oscillations theoretically. The simulation is repeated with different masses
for the body: m = ma, m = 0:1ma, and m = 0:01ma. This range of masses cover both likely scenarios for
the applications presented in this work with an added of the same order of magnitude as the mass of the body and
unlikely scenarios with an added mass several orders of magnitude larger than the mass. For all three possible
values of m, three temporal discretisation levels are considered: ∆t = T × 10−4, ∆t = T × 10−3, and
∆t = T × 10−2. For each possible configuration of values ofm and ∆t , simulations are repeated with a factor
of added mass overestimation ranging from Cam = 1 (case where the added mass is correctly estimated) to
Cam = 2
19 (an unlikely scenario corresponding to a dramatic overestimation of the added mass).
Therefore, these simulations investigate the effect of overestimating the added mass when using the non-
iterative stabilisation scheme for different densities (or mass) of the solid relative to the fluid, different refinement
levels of temporal discretisation, and different added mass overestimation levels.
V.3.3.2 Results
For a given ma and time discretisation level, all results with Cam > 1 are compared to the results with Cam = 1,
as the latter is the ideal case where the added mass is correctly estimated. The errors in amplitude and natural
period of the response signal are shown in fig. V.11. These errors correspond to the log increment in amplitude per
swing and average natural period of the oscillation over the total simulation time Tsim. The amplitude of the signal
keeps increasing over time, while the natural period is modified but remains constant through time.
Note that each point on fig. V.11 corresponds to one simulation of Tsim = 50s for given values m, ∆t , and
Cam. It clearly appears that the stabilisation scheme leads to the following behaviour when the added mass is
overestimated (and that this behaviour increases as Cam increases): gain of amplitude of the oscillation over time,
and increase of natural period. It is also clear from these results that using finer the time discretisation leads to a
lower error in the response of the body when compared to the base case of Cam = 1.
Considering the case wherema = m (at the edge of stability), with a time discretisation of ∆t = T × 10−4,
the gain in amplitude per swing is less than 1% for Cam < 20, and the error in period is below 1% for Cam < 300.
With ∆t = T × 10−3, the added mass can be overestimated by Cam < 3 before gaining more than 1% in
amplitude per swing and by Cam < 40 before having an error in period of more than 1%. With ∆t = T × 10−2,
if the added mass is overestimated by Cam = 2, the amplitude gain is approximately 10% per swing. In this case,
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(a) Gain in amplitude per swing compared to Cam = 1
(b) Gain in natural period compared to Cam = 1
Figure V.11: Error induced by added mass stabilisation scheme for different time discretisation levels (∆t), added
mass overestimation factors (Cam), and mass (m) to actual added mass (ma) ratio
Cam < 1:2 is necessary to obtain an error of less than 1% in amplitude and Cam < 5 for an error of less than 1%
in period.
It is important to note that all the curves of amplitude gain from an added mass factor in the range 1 < Cam < 3
are relatively steep, meaning that a small increase in Cam leads to a dramatically increased error. It also appears
that the smaller themass to addedmass ratio, the larger the error is. However, this effect is relatively small compared
to a change in time discretisation level of the same magnitude. The error in amplitude and period also appears to
converge to a single value per case when m  ma. Note that the error in gain of amplitude reaches a plateau of
around › ≈ 5 when Cam is very large, and the reason for this has not been clearly identified.
When a model for accurately estimating the added mass such as the one implemented for this work is used
(see section IV.2.3.2), it is expected to retrieve a good estimation of the added mass (i.e. estimation with Cam ≈ 1),
meaning that the error in response should not be significant. Further investigation is shown in section V.4.1, where
the TPF and MBD solvers are coupled for the free oscillation of a heaving body and where the added mass estimator
is used to calculate an estimation ofma with the stabilisation scheme and varyingCam. Based on the results shown
here, an overestimated value of the added mass can be still used for stabilisation as an alternative to dynamic
estimation using a PDE model, and it could be argued that even with Cam ≈ 2, accuracy would not be significantly
affected as long as the time discretisation is sufficiently fine.
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V.4 Fluid–Structure Interaction (FSI) for Floating Bodies
In this section, the coupling between fluid and structure of the FSI framework is validated. The simulations presented
here include the Navier–Stokes, free surface tracking, mesh motion, and rigid body dynamics models. When men-
tioned, the added mass estimator model and the added mass stabilisation scheme are also used. Additionally, wave
absorption and generation zones are used in most cases. All these models are validated together with the following
main cases:
• Free translational (heave) oscillation of floating body in section V.4.1,
• Free rotational (roll) oscillation of floating body in section V.4.2,
• Response of a floating body under regular wave loads for a range of wave frequencies in section V.4.3,
• Response of a floating body under extreme, focused wave loads in section V.4.4.
The last case also serves as validation for the added mass estimator and stabilisation scheme as the numerical
simulation is subject to strong added mass effect.
V.4.1 Free Decay (Heave)
V.4.1.1 Setup
The simulation presented here is a validation case for the free oscillation of a floating cylinder that is only allowed
to heave. The numerical setup is based on the experiment conducted by [75], where a floating cylinder of length
L = 1:83m (6ft) and diameterD = 15:24cm (6in) is placed horizontally across the width of the tank at the mean
water level. The clearance between the tank walls and the end-plates of the cylinder is 1:27cm (0:5in), which
corresponds to 0:69% of the cylinder length, essentially making it possible to approximate the 3D experimental
setup in a 2D numerical slice. When at rest, the cylinder of density s = 0:5w is halfway submerged in a water
column of height hmwl = 1:22m (4ft), and all its DOFs apart from heave are fully constrained. The numerical tank
used here has a total length of Ltank = 20m with absorption zones of length Labs = 9m, enough to avoid any
interference from reflected waves, and a height ofHtank = 2hmwl = 2:44m. The cylinder is placed in the centre of
the tank at a distance of 10m of either side boundary of the tank (see fig. V.12).
The initial conditions for this simulation are: fluid at rest and cylinder pushed down from its equilibrium position
to an initial position of −2:54cm from the mean water level. The boundary conditions are free-slip on the tank




























Figure V.12: Schematic representation of numerical domain for free oscillation in heave of a floating cylinder
Solid line: initial position, dashed line: equilibrium position
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(a) Error in period
Figure V.13: Sensitivity analysis on heaving cylinder case: RMS errors from temporal and spatial discretisations
and added mass stabilisation
the floating cylinder boundaries Γf∩s. The fluid domain is discretised using unstructured triangle elements with the
following gradual refinement: minimum characteristic element size (he0 = 0:01D for the most refined case) kept
constant up to a distance equal to the initial push of the cylinder around the mean water level and at the boundaries
of the cylinder, and gradual coarsening of the mesh applied from the refined areas with a rate of 10% increase in
characteristic element size. To assess convergence of the coupled TPF andMBDmodels, the simulation is repeated
using different temporal (∆t and CFL) and spatial (he0) discretisation levels. Additionally, and even though this
particular simulation is fully stable, the effect of the added mass stabilisation scheme is assessed by scaling the
added mass returned by the added mass estimator model with a coefficient Cam. For all cases, the MBD solver
uses a fixed time step of 1× 10−5s.
V.4.1.2 Results
A time series of the numerical results for a highly refined case (CFL = 0:1, he0 = 0:02D, and Cam = 0) along








(with r (0)3 = r3(0)). This particular case shown in had a mesh
composed of 885; 433 elements and took 9:4h running in parallel on 96 cores to produce 4s of data. It is clear
that for this highly refined case, the numerical curve is in good agreement with the experimental curve, giving a
PCC of 0:995836 between the two. Sensitivity analysis is performed for the following: temporal convergence with
∆t ranging from 0:5 × 10−3s to 16 × 10−3s as well as for the CFL condition ranging from 0:05 to 0:9 keeping
he0 = 0:02D constant as shown in fig. V.14b; spatial convergence with he0 ranging from 0:01D to 0:08D
keeping ∆t = 1× 10−3 constant as shown in fig. V.14c; and for different added mass coefficients Cam keeping
∆t = 1×10−3 and he0 = 0:02D constant as shown in fig. V.14d. For the latter sensitivity analysis, it is important
to note that this test case does not suffer from instability due to the added mass effect. The sensitivity analysis on
Cam is done here to mirror the conceptual case of section V.3.3 with an actual FSI case. It appears clearly from
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(a) Heave decay of floating cylinder for ∆t = 1e−3, he0 = 0:02D, and Cam = 0. Experimental results
digitalised from [75].
(b) Temporal sensitivity with he0 = 0:02D
(c) Spatial sensitivity with ∆t = 1e−3s
(d) added mass correction sensitivity with ∆t = 1e−3 and he0 = 0:02D
Figure V.14: Time-series and sensitivity analysis of the free oscillation of a heaving cylinder
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Figure V.15: Schematic representation of numerical domain for free roll oscillation of a floating caisson
these time-series that the solution converges as the spatial or temporal discretisation is refined, as well as when
Cam is reduced.
A temporal and spatial sensitivity analysis is performed by checking the relative Root Mean Square (RMS) error
of timeseries, as shown in fig. V.13. Errors are calculated by comparing the timeseries from each refinement level
to results of the most refined case available, i.e. the reference cases that are ∆t = 5 × 10−3s for temporal
investigation with fixed time step, CFL = 0:05 for temporal investigation with varying time step, he0 = 0:02D for
spatial investigation, and Cam = 0 for investigation on the effect of the added mass stabilisation scheme. For each
case, the RMS error ›RMS is defined as:
›RMS =
vuutPni=1 “r (n)3 − r (n);ref3 ”2
nt
(V.13)
with r (n)3 the solution computed at t
(n), r (n);ref3 the solution of the most refined case at time t
(n), and nt the
number of time steps. It appears in fig. V.13 that the solution is converging temporally (CFL and ∆t) with an
order of approximately 1, while it is converging spatially (he0) with an order closer to 2. When varying Cam, an
order of convergence of 1 is also observed. This sensitivity analysis shows that the fluid-structure coupling scheme
converges to a single solution as the simulation is refined temporally and spatially, also validating the TPF, mesh
motion, and MBD models used for these simulations.
V.4.2 Free Decay (Roll)
V.4.2.1 Setup
This simulation is based on the physical experiment conducted in [81], investigating the rolling motion of a floating
rectangular caisson. The tank used for the physical experiment has a length of 35m, a height of 1:2m, a width
of 0:9m, and is filled with a water column of height hmwl = 0:9m. The floating caisson has a length of 0:3m,
a height of 0:1m, a width of 0:9m, and is mounted on the tank walls through a pair of bars and hinges that are
placed at the mean water level. Those hinges, acting together as a cylindrical joint allowing only rolling motion of the
caisson, are aligned so that the axis of the joint goes through the centre of mass of the caisson. The roll moment
of inertia has been calculated experimentally as Iffi = 0:236kg m2. Because the tank and the structure have
virtually the same width, the experiment can be reproduced numerically using a 2D slice of the 3D experimental
setup. Furthermore, absorption zones are used here in the numerical setup in order to absorb waves produced
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by the oscillation of the structure, making it possible to dramatically reduce the length of the numerical tank when
compared to the experimental setup. A tank of length of Ltank = 5m with absorption zones of Labs = 2m on either
end of the tank is therefore used numerically, as shown in the schematic representation of the numerical domain in
fig. V.15.
For the free decay test, the initial conditions are: fluid at rest, and a roll angle of 15◦ for the caisson from
the equilibrium position with no initial velocity. The boundary conditions are: no-slip boundary conditions on all
boundaries of the caisson, free-slip on the bottom and side boundaries Γwall of the tank, and atmospheric boundary
condition on the top boundary Γatm of the tank. The numerical simulation runs for at least Tsim = 4s in order
to record the oscillating signal for the same length of time as [81]. The fluid domain is spatially discretised with
he0 = 0:005m around the mean water level and up to a distance of 0:45m of the floating body and uses a
gradually coarsened mesh in the same manner as described in the previous case. The TPF solver uses a fixed time
step ∆t = 5× 10−3s while the MBD solver uses ∆ts = 1× 10−5s.
V.4.2.2 Results
The roll motion can be approximated analytically as:
ffï+ 2”d!nffi̇+ !
2
nffi = 0 (V.14)
with ffi the roll, and with the following factors given by [81] for fitting the experimental curve: damping factor ”d =
0:106, and natural angular frequency !n = 6:78rad s−1. This equation is used here to plot and compare the
experimental results to the numerical signal. Note that even though no issue with friction between the structure and
the hinges is discussed in [81], it is argued in the literature that it is likely that friction actually took place and must
be taken into account (see for example [22, 13]). Therefore, the numerical simulation is repeated for the following
two scenarios: with a damping coefficient of Cd = 0 (no friction) and of Cd = 0:275 (friction coefficient from [22]).
Note that Cd can be considered here as a fraction of the critical damping from eq. (V.14).
The time-series of the decaying oscillation for the two numerical scenarios and the experiment are shown in
fig. V.16a. Extinction curves are represented with the loss of amplitude per swing (half-period) in fig. V.16b where
each point represents the difference in amplitude between a peak (trough) and the following trough (peak), and with
the continuous extinction of the roll as a function of the roll magnitude in fig. V.16c. There is a clear difference in
terms of extinction of the signal between the cases with and without damping coefficients. The roll motion signal
recorded from the numerical case with Cd = 0:275 follows the experimental signal relatively closely with a mean
linear curve of coefficient 0:345 (4:02% difference with the theoretical coefficient), while the numerical case with
Cd = 0 is clearly underestimating the loss of amplitude with a coefficient of 0:197 (59:48% difference with the
theoretical curve). In terms of natural period, both signals are relatively close to the experimental natural period
of 0:93s with the mean of the first four periods giving an overestimation of 0:35% for the frictionless case when
compared to the experimental period, and 1:49% for the case with friction. The results for each peak-to-peak period
are compiled in table V.4, where a slight shift can be clearly observed after the first oscillation in both the friction and
frictionless cases. The period of oscillation to reach the first peak is virtually the same between the case with friction
and the experiment, while the frictionless case is underestimating the period but, due to the period shifting after
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(a) Timeseries of rolling motion
(b) Loss of amplitude per swing (c) Continuous loss of amplitude
Figure V.16: Free oscillation in roll of floating caisson
Table V.4: Period of oscillation (in seconds) for rolling caisson (peak-to-peak values)
0-1 1-2 2-3 3-4
Cd = 0:000 0.923 0.937 0.939 0.934
Cd = 0:275 0.930 0.948 0.947 0.951
this initial oscillation, the averaged period of oscillation of the frictionless case remains closer to the experimental
period. Note that, as mentioned in [87], using different initial roll angles (5◦, 10◦, and 15◦) gives virtually the same
natural period of oscillation (relative error of less than 2% between the results at different initial angles), showing
that different levels of mesh deformation (a greater initial roll angle leads to greater mesh deformation) does not
affect the results in any significant manner.
V.4.3 Response Under Regular Wave Loads
V.4.3.1 Setup
The set of simulations presented here shows the response of a floating caisson to regular wave loads. The numerical
setup is still based on the experimental setup of [81] used in the previous section, with the main difference being
the length of the numerical tank that now varies according to the wavelength of the target wave to produce. For a
given target wavelength –, the total length of the tank is Ltank = 5–, with a generation zone of length Lgen = 1–
and an absorption zone of length Lgen = 2–. The centre of mass of the floating body is placed 1– away from the
end of the generation zone and at the mean water level (r1 = 2– and r3 = hmwl). A schematic representation of
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Figure V.17: Schematic representation of numerical domain for the simulation of wave-induced oscillation of rolling
caisson
the numerical domain is shown in fig. V.17
Following [81], a total of 23 regular waves are generated in order to compute the Response Amplitude Operator
(RAO) of the floating body with the different wave conditions shown in table V.5. Each test case runs numerically
for 30 wave periods. Due to the nonlinearity of the waves (Stokes second-order), the Fenton approach with Fourier
transform is used to compute their profile at the generating boundary and within the generation zone, as this ensures
that the waves are close to their fully developed nonlinear profile as soon as they are numerically generated. For
each case, the characteristic element size is set to he0 = 0:005m up to a distance of 0:45m from the barycentre of
the caisson and up to a distance equal to the wave amplitude (±a) around the free surface before gradual coarsening
is applied. Time-stepping is controlled with CFL = 0:1 for the fluid and a fixed time step of ∆ts = 1× 10−5s for
the solid. The boundary conditions are the same as in the previous section with the exception of wave generation
on the leftmost boundary of the numerical tank. The fluid and floating body are initially at rest, the latter with no
initial rotation.
V.4.3.2 Results
The RAO, plotted in fig. V.19 and compiled in table V.5, shows the numerical roll response of the floating body against
experimental data and linear theory as well as numerical results of a monolithic code from [25]. The last 10 periods
of each case is used to calculate the RAO. Running in parallel on 160 cores for all cases, it took 4h to complete the
case with the shortest wave period (T = 0:6s), and 48h for the case with the longest wave period (T = 1:4s).
Concerning the case with Cd = 0, the numerical results are generally in better agreement with experimental
results than [25], especially around the natural frequency of the caisson. The response under higher frequency
waves, where !
!n
> 1, is in good agreement with the linear potential theory as well as the experimental results,
with the exception of the response under !
!n
= 1:15, where the numerical results are close to the linear theory
while the experiment shows a significantly lower response. This particular divergence in response can be explained
by the steepness of the RAO curve for wave frequencies that are relatively close to the natural angular frequency
!n of the floating body, meaning that even a small difference of wave frequency between the experimental and
numerical setup can lead to a significant difference in response. At !
!n
= 1:32, three tests with waves of the same
frequency but different heights are performed, and similar responses are obtained, confirming the experimental
observations that the wave height has a negligible effect on the relative caisson response at high frequency. In
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Figure V.18: Snapshots of wave-induced roll motion of floating caisson for !
!n
= 0:77 and H = 0:06m
Note: first published in [87]. Top left: temporal map of presented snapshots during one wave period
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Table V.5: Wave characteristics and resulting roll response for computing RAO of rolling caisson
# T ! – H ka ffi (Cd = 0) ffi (Cd = 0:275)
— s rad s−1 m m — rad
1 0:50 12:57 0:39 0:010 0:0805 0:0021 0:0021
2 0:60 10:47 0:56 0:017 0:0950 0:0108 0:0106
3 0:70 8:98 0:77 0:015 0:0616 0:0234 0:0221
4 0:70 8:98 0:77 0:023 0:0944 0:0350 0:0326
5 0:70 8:98 0:77 0:029 0:1191 0:0439 0:0412
6 0:80 7:85 1:00 0:029 0:0912 0:0986 0:0826
7 0:85 7:39 1:13 0:033 0:0919 0:1678 0:1251
8 0:93 6:76 1:35 0:016 0:0372 0:1678 0:0956
9 0:93 6:76 1:35 0:027 0:0628 0:2526 0:1502
10 0:93 6:76 1:35 0:032 0:0745 0:2837 0:1736
11 0:93 6:76 1:35 0:040 0:0931 0:3364 0:2300
12 1:00 6:28 1:56 0:044 0:0887 0:3107 0:2184
13 1:10 5:71 1:88 0:057 0:0953 0:2346 0:2058
14 1:20 5:24 2:22 0:032 0:0453 0:0861 0:0814
15 1:20 5:24 2:22 0:060 0:0849 0:1653 0:1537
16 1:20 5:24 2:22 0:067 0:0948 0:1930 0:1770
17 1:30 4:83 2:57 0:060 0:0732 0:1322 0:1268
18 1:40 4:49 2:93 0:061 0:0653 0:1113 0:1080
19 1:50 4:19 3:29 0:062 0:0591 0:0996 0:0959
20 1:60 3:93 3:65 0:060 0:0516 0:0985 0:0906
21 1:80 3:49 4:36 0:061 0:0440 0:1097 0:0794
22 2:00 3:14 5:05 0:026 0:0162 0:0254 0:0162
23 2:00 3:14 5:05 0:059 0:0367 0:0845 0:0697
contrast, the response in roll under waves that have the same frequency as the natural frequency of the caisson
( !
!n
= 1) varies greatly with wave height. At this frequency, the normalised numerical response increases as the
wave height decreases, which is the expected behaviour according to the experimental investigation. The numerical
response under lower frequency waves ( !
!n
< 1) is generally closer to the experimental response rather than the
linear potential theory. At these frequencies, nonlinearities of the flow around the structure have a significant effect
on its response. This is showcased in fig. V.18, where the nonlinearity formed around the caisson appears under
loads from the wave of period T = 1:2s and height H = 0:06m. From these snapshots, a vortex can be seen
forming at the bottom left of the floating body just before the trough of the wave reaches the caisson. Due to viscous
effects and the rotational direction of the vortex, the nonlinearity actually “feeds” the roll motion of the body (see
snapshots (d) and (e) particularly), leading to the higher response observed numerically and experimentally when
compared to linear theory. Using a damping coefficient of Cd = 0:275 leads to results that are generally in even
better agreement with the experimental data, especially for relatively low frequencies. The response is however
slightly underestimated around the peak frequency when compared to the experiment with Cd = 0:275, but this is
less significant than the overestimation of the response with Cd = 0.
Overall, these results show that the FSI framework using a fully explicit coupling scheme can successfully
predict the response of a 1-DOF floating structure across a complete range of wave frequencies, and can describe
the effect of nonlinear events occurring in the flow that affect the response of the body at lower frequencies.
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Figure V.19: Response Amplitude Operator (RAO) of rolling caisson under regular wave loads
Analytical (linear theory) curve and experimental points digitalised from [81]; monolithic results digitalised from [25]
V.4.4 Response Under Extreme (Focused) Wave Loads
V.4.4.1 Setup
The setup of this validation case is based on the experiment of [135] featuring a 2 DOFs (heave and roll) floating
structure under extreme wave loads. The structure consists of a rectangular rigid body of length 0:500m and height
0:123m. In order to prevent any overtopping water from entering the hollow structure of the body and from being
transmitted behind the structure, a rectangular superstructure of length 0:200m and height 0:250m is attached
to the floating body. The overall width of the floating structure and its superstructure is 0:29m, and its mass is
m = 14:5kg. The wave tank used for the experiment at the Research Institute for Applied Mechanics (RIAM)
of Kyushu University has the following dimensions: length 18m, height 0:7m, and width 0:3m. The clearance
between the wall and the floating structure is therefore 5mm on either side. Due to the design of this experiment,
with a structure nearly as wide as the wave tank, a 2D slice of the 3D experiment can be used numerically once
again. The water column inside the tank reaches a height of 0:4m when at rest, and a hinge (or cylindrical joint)
is placed in the tank at x1 = 7m and x3 = 0:4m. The structure is mounted on this hinge at a point placed
0:1m above its keel, or 20:4mm above its barycentre, giving a radius of gyration of 15:35mm around the hinge.
The hinge itself is mounted on a heaving rod of mass 0:276kg, allowing the floating body to roll and heave but
restraining it fully in sway. The extreme wave to be generated is focused in space at xf = 7m (corresponding to
the x1 position of the floating body) and in time at tf = 20s with peak frequency fp = 1s−1 and focus amplitude
af = 0:06m. The domain is represented schematically in fig. V.20.
The numerical boundary conditions are free-slip on the tank bottom and right boundaries Γwall, atmospheric on
the tank top boundary Γatm, unsteady TPF inlet on the tank left boundary Γgen (Dirichlet fluid velocity, pressure, and
VOF), and no-slip boundary conditions on all boundaries of the floating structure Γf∩s. The domain is discretised
spatially with he0 = 0:005m around the structure and free surface level up to a distance of ±af before gradually
coarsening the mesh (with 10% increase in characteristic element size between adjacent elements). Temporally,
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Figure V.20: Schematic representation of numerical domain for the simulation of 2 DOFs floating caisson under
extreme wave loads
the conservative CFL value of 0:1 is used for the fluid in order to have an accurate description of the focused wave,
and ∆ts = 1× 10−5s is used for the structure.
When compared to the previously described FSI simulations, it is worth noting that this numerical simulation
brings two new challenges that have to be tackled before producing satisfactory results: the generation and effect
of the impact of an extreme wave (sometimes referred as “freak” wave) on a floating structure and, most importantly,
the added mass effect that is triggered due to the characteristics of this structure (geometry and density).
V.4.4.2 Generating the Focused Wave Numerically
From the linear wavemaker theory, it is possible to calculate the velocity needed from a piston wavemaker at a set




ai cos (ki (x
wm
1 − xf )− !i (t − tf )) (V.15)
with Xwm the surge motion of the wavemaker, xwm1 the original position of the wavemaker (when at rest), and Nf
the number of frequencies used to generate the wave. In this case, 29 frequencies are used experimentally to
generate the wave, ranging from fmin = 0:6Hz to fmax = 1:6Hz. This wavemaker technique can also be used
numerically with moving boundaries, as is the case in [25] (which is also based on this experiment). However,
a different numerical approach is used here: the focused wave is generated on a fixed boundary with velocity,
pressure, and VOF Dirichlet boundary conditions from the fluid velocity profile calculated with the Joint North Sea
Wave Project (JONSWAP) spectrum directly. The same number of frequencies and the same frequency range as
the experiment are used numerically to produce the focused wave with the technique described in section III.2.1.2.
In section V.4.3 (and any case only generating monochromatic waves), the numerical domain is usually signifi-
cantly smaller than the experimental domain and scaled according to the wavelength of the wave to be generated.
This is because regular waves that are weakly nonlinear can be generated numerically with a technique such as
Fenton Fourier transform that provides wave characteristics close to their fully developed profile. This does not
apply to more complex spectral waves, including focused waves. The analytical solution for this type of waves is
relatively far from a fully developed profile as nonlinear wave–wave interaction can occur when waves of different
frequencies interact with each other. Therefore, it is common and even expected to observe a difference or a shift
in terms of focus point experimentally or numerically with nonlinear models when compared to the theoretical or
analytical focus point. This shifting issue is usually tackled using a trial-and-error approach where the theoretical
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(a) Focused wave elevation over space at t = tf
(b) Focused wave elevation over time at x1 = xf
Figure V.21: Free surface elevation of focused wave over time at x1 = xf and over space at time t = tf
focus point is adjusted until the wave focuses at the intended point experimentally or numerically. A wave can be
considered fully focused when its profile appears to be symmetric around its peak (with troughs of approximately the
same height on either side). In the case presented here, it is particularly important to focus the wave at the intended
point xf = 7m in order to have the peak of the extreme wave hit the structure. Because this problem happens
in nonlinear models as well as in the real world, the numerical tank used here matches exactly the dimensions of
the experimental tank, the only difference being that it is a 2D slice of the 3D setup and that the height was chosen
to be 0:8m (corresponding to twice the height of the mean water level). With these dimensions, a numerical trial-
and-error investigation was undertaken for obtaining the right wave profile without the structure. It has been found
numerically that using the corrected theoretical focus point of xcf = 6:5m (instead of xf = 7m) on the JONSWAP
spectrum allows for the wave to actually focus at the intended xf = 7m. To apply this correction, the following
phase shift is applied on all frequency components of the JONSWAP spectrum:
ffi = −k(xf − 0:5) + 2ıf tf (V.16)
with k the wavenumber, and f the frequency. The numerical profile of the wave using this phase correction is
shown in fig. V.21a, where it clearly appears that the wave focuses at x1 = 7m. It also appears that the numerical
wave, while symmetrical around its peak, has the intended peak value of af = 0:06m but higher troughs than
the analytical wave and a sharper peak. Indeed, using the signal of the analytical wave shown in the figure and
corresponding to a JONSWAP spectrum withHs ≈ 0:0365m creates a numerical wave with a peak that is higher
than intended. In order to reach a maximum amplitude of 0:06m, the equivalent ofHs ≈ 0:0320m is used here for
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Figure V.22: Response of floating body prone to added mass effect without stabilisation scheme
producing the numerical wave. It can also be seen in fig. V.21a that the focus time is slightly shifted numerically with
the wave focusing at xf = 7m at time tnumf = 20:3s. This issue in terms of amplitude and focus time can again be
explained by nonlinear wave–wave interaction. This can be accounted for by using another phase correction on each
frequency component but, as can be seen in fig. V.21b, the experimental wave also experiences a temporal shift
when compared to the analytical wave. It clearly appears that the numerical and experimental wave profiles match
each other well, with both waves slightly trailing behind the analytical wave and focusing at tnumf = t
exp
f ≈ 20:3s
against the theoretical tanaf = 20:0s. It was therefore decided to keep this temporal shift in order to be as close as
possible to the experimental conditions for validating the response of the floating body to this focused wave. Note
that the experimental curve does not appear in fig. V.21a because experimental data was not available for plotting
the wave profile along the tank at a given time, while the numerical profile was obtained with gauges spaced out by
∆x1 = 1cm.
V.4.4.3 Results
The particular layout (geometry and mass properties) of the floating body described above trigger the added mass
effect when using a partitioned scheme. When no added mass stabilisation scheme is used, and with a temporal
discretisation of CFL = 0:1 and spatial discretisation of he0 = 0:005m, the simulation quickly fails after a few
iterations due to instabilities leading to oscillations of the hydrodynamic forces growing in magnitude over time, as
shown in fig. V.22. It can also be seen in that figure that time steps become smaller as oscillations grow, which is
due to the Courant–Friedrichs–Lewy (CFL) condition that limits the possible displacement of the fluid flow over one
time step within a mesh cell, combined with increasing oscillations of the body (that in turn increase the velocity of
the flow). The added mass stabilisation scheme of section IV.2.3.1 has to be used here along with the added mass
estimation model of section IV.2.3.2 for ensuring a stable simulation and producing the results presented below.
With a total of 490;543 mesh elements, and running in parallel on 196 cores, the stabilised simulation of the
floating structure subject to extreme wave loads produced 30s of data in 57h. Numerical snapshots of the simulation
around the focus time of the extreme wave and compared to experimental snapshots are shown in fig. V.23. It
shows a clear qualitative similitude of free surface profile as well as floating body position and rotation between
the numerical and experimental results. Furthermore, the overtopping events are well represented numerically with
water hitting the superstructure at t = 20:3s (which corresponds to the actual numerical and experimental focus
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Figure V.23: Snapshots of floating body hit by focused wave (tf = 20s)
Note: snapshots at 19.9s, 20.1s, 20.3s, 20.5s, and 20.7s (see top left graph for temporal map and wave elevation).
Left: numerical results, right: experimental results from [135].
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(a) Heave response (b) Heave spectrum
(c) Roll response (d) Roll spectrum
Figure V.24: Response in heave and roll of floating body to focused wave loads
Experimental results from [135], monolithic results from [25]
time), and retreating from the structure at t = 20:7s. Quantitative results in terms of response of the floating
body are shown in fig. V.24 for heave and roll. The results are also compared to the numerical results from [25]
where a completely different approach is used for modelling the fluid known as Particle-In-Cell (PIC) and, most
importantly, a monolithic scheme is used for fluid–structure coupling. Because the monolithic approach ensures a
stable simulation with no added mass effect, the response obtained by [25] can be used for code-to-code validation
against the addedmass stabilised partitioned coupling scheme implemented here. In terms of heave, the experiment
and the two numerical models predict the peak frequency accurately at f Zp = 0:97Hz which is the one obtained
experimentally, and both underestimate the amplitude of the heave response of the body (16.8% for the explicit
scheme and 10.9% for the monolithic scheme). In terms of roll, the peak response frequency is underestimated
with the explicit scheme by 6:67%, while the monolithic scheme and experimental results are in agreement with
f ffip = 1:00Hz. The amplitude in roll is however better estimated with the explicit scheme with an overestimation
of the response of 5:6%, against an overestimation of 22:5% for the monolithic scheme. Furthermore, it appears
clearly on the time-series of fig. V.24c that the response frequency of the explicit scheme is initially in phase with the
experimental response but that the phase shift occurs after the peak of the focused wave has passed (at t > 21s).
The variations of the added mass over time calculated by the added mass estimator model for sway, heave,
and roll are shown in fig. V.25, corresponding to A22, A33, and A44 respectively. The initial added mass values
for each DOF (which has been subtracted in the figure) are as follows: A(0)22 = 2:478kg, A
(0)
33 = 45:271kg, and
A
(0)
44 = 0:268kg. The most important added mass contribution is in heave, where A
(0)
33 = 3:12m (more than
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Figure V.25: Variation of the calculated added mass over time for floating body hit by focused wave (in global
coordinates)
three times the mass of the body), hence the unconditional instability observed in fig. V.22 when there is no added
mass stabilisation scheme.
Overall, these results further confirm that the stabilisation scheme of section IV.2.3.1 for fully explicit coupling
schemes is viable as the response obtained here is close to the experimental response up to an error range com-
parable to the one obtained by an inherently stable monolithic numerical scheme.
V.5 Moorings
Verification and validation of the uncoupled mooring model is undertaken with the simulations presented in this
section. The TPF model is not used here because these simulations do not involve wave loads, but only mooring
statics and dynamics using prescribed motion of fairleads. Including the computationally expensive fluid model in
the simulations would have no significant effect on the cables as the fluid is assumed to be at rest, and the effect of
the fluid on the cable is taken into account but not feedback from the cable to the fluid (one-way coupling). This effect
is straightforward to calculate directly when the fluid is at rest: the drag and added mass forces are simply applied
to the cable with fluid velocity uf = 0 and fluid acceleration u̇f = 0. The following verification and validation cases
are presented in this section:
• Statics / quasi-statics model validation for multi-segmented and elastic cables in section V.5.1,
• Dynamic model validation against statics / quasi-statics model for a single catenary chain in section V.5.2,
• Dynamic model validation for mooring damping from sinusoidal top-end motion in section V.5.3.
As the computational demand of the simulations presented in this section is relatively low due to the absence of
CFD, all simulations are performed in series on the laptop with characteristics introduced in table V.3.
V.5.1 Statics Model Validation
V.5.1.1 Setup
The quasi-statics model developed for this research and presented in section III.4.1 is validated against experimental
data from and numerical results from OrcaFlex provided by [65]. The experiment was conducted in the Ifremer deep
water wave basin in Brest (France), where a 1:5 Froude scale version of the South West Mooring Test Facility
(SWMTF) was tested. This buoy and its mooring system have characteristics that are typical to offshore floating
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X ∈ [−1; 1]
(a) Top-down view of mooring system (b) Dimensions of WEC (from [65])
Figure V.26: Layout of mooring system and WEC for statics model validation
point absorber Wave Energy Converters (WECs): synthetic mooring system, small device size, and highly dynamic
system. The scaledWEC is moored using three catenary lines that are 120◦ apart, as shown in fig. V.26a. Each line
is composed of four connected segments that have different length L, diameter d0, axial stiffness EA0, submerged
weight w0, drag coefficient Cd , and added mass coefficient Cm, as shown in table V.6 (note however that Cd and
Cm are not actually used with the quasi-statics model as it solves for equilibrium). Each line is composed of three
different chains and one rope, leading to a total line length ofL = 10:057m.The horizontal distance from the anchor
to the centre of the buoy is 7:083m, and the fairlead radius is 0:142m, leading to a horizontal distance between the
anchors and the fairleads of d = 6:941m at equilibrium. The mean water level is set as hmwl = 5:95m and the
draft of the buoy is 0:304m without the mooring system which, when mounted, adds 0:1 − 0:078 = 0:022m to
the draft. Taking into account that the lines are mounted on attachments that protrude at an estimated 4× 0:046m
below the buoy, the fairlead height is therefore set as h = 5:486m at equilibrium. This last estimation is based on
the drawings of the WEC from [65] and shown in fig. V.26b, as well as the fact that this value gives a pretension that
matches the experimental pretension at equilibrium (i.e. for surge offset X = 0).
The static experiment consists in recording the value of the tension at the fairleads for different surge offsets
of the WEC from its equilibrium position. While the WEC is placed at 11 specific surge offsets in [65], the statics /
quasi-statics module is used here to calculate the tension at different surge position by displacing the WEC in surge
and recording tensions every 1cm in a range of−1m < X < 1m in order to obtain a relatively smooth curve.
Table V.6: Characteristics of mooring lines for [65] test case
Seg. Seg. L d0 w0 EA0 Cdn Cdt Cmn Cmt
# Type m mm kg m−1 kN
1 Chain 0:259 8:0 1:529 6:464× 103 1:0 0:4 1:0 0:07
2 Rope 4:000 9:0 4:25e−3 10:873 1:6 0:4 1:0 0:00
3 Chain 0:126 6:0 1:558 3:636× 106 1:0 0:4 1:0 0:07
4 Chain 5:672 4:9 0:402 2:050× 106 1:0 0:4 1:0 0:08
117
Chapter V. Numerical Simulations
Figure V.27: Mooring static results for different surge offsets of a WEC with three multi-segmented catenary lines
Experimental data and OrcaFlex results from [65]
V.5.1.2 Results
The results for the tension in each line are plotted in fig. V.27, along with the experimental and OrcaFlex results
digitised from [65]. The lengths of the lines laying on the seabed (d − x0) at the different surge positions calculated
by the quasi-statics model are also featured on the plot. Note that two of the mooring lines give the same results in
terms of tension due to symmetry of the mooring system across the surge direction. Good agreement is observed









with nexpp the number of experimental points considered,T
exp
f the experimental tension at the fairlead andT
num
f the
numerical tension from the statics / quasi-statics module at the fairlead. Errors of |r|[1]2 = 0:107 for line 1 and
|r|[2;3]2 = 0:164 for line 2 and 3 for the quasi-statics model. This appears to be slightly better than the results from
Orcaflex that give errors of |r|[1]2 = 0:623 for line 1 and |r|
[2;3]
2 = 0:364 for line 2 and 3 against the experimental
data. Note that both the experimental and OrcaFlex data were digitised and that there could be a small bias error.
Furthermore, the Orcaflex results do not show exactly the same pretension as the experiment when the system is
at equilibrium (i.e. at X = 0).
The results here are clearly satisfactory for the statics / quasi-staticsmodule as it is validated for multi-segmented
and elastic mooring lines against experimental data. It can therefore be confidently used for static or quasi-static
analysis, and for setting initial conditions of the nodal positions for the dynamic mooring model developed for this
work, as will be shown in subsequent sections.
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V.5.2 Static Convergence of Dynamic Model
V.5.2.1 Setup
Using the gradient deficient Absolute Nodal Coordinate Formulation (ANCF) dynamic mooring framework imple-
mented using Chrono, the spatial convergence of the equilibrium position of a cable hanging between two points is
checked here. The anchor ra and fairlead rf are placed on the same level horizontally so that the cable can hang
symmetrically between these two points when at equilibrium. No collision detection is used as there is no seabed,
and only the effect of gravity is acting on the cable so that, at equilibrium, a simple catenary shape is formed by
the cable. Spatial convergence of the cable position is assessed for different levels of discretisation by varying the
number of cable elements nE . Note that the number of cable nodes nN = nE + 1 in this case.
The length of the cable is set asL = 100m, with its anchor coordinates ra and fairlead coordinates rf separated




−1 (typical of a studlink chain) and axial stiffness of EAchain0 = 1:01× 108d20 N m−2. There
is no bending stiffness in the cable, which is typical for chains in numerical simulations, and this is set numerically
with a moment of inertia I = 0 (leading to EI = 0).
As this is a dynamic simulation, and even though we are looking for static equilibrium here, three different
methods are used for reaching the equilibrium position. The first one is to fully extend the cable between an initial
position of the fairlead and anchor of d = ‖rf − ra‖ = L, place the nodes of the cable equidistantly between
those two points with ∆s = L
nN
and, when the simulation starts, move the anchor and fairlead to their final position
at a given rate of ṙ = 0:01m s−1 using prescribed motion. This process is illustrated in fig. V.28. The second
technique is to already have the anchor and fairlead at their final position initially with d = 0:5L and to place the
nodes between the two points with ∆s = 0:5L
nN
, which means that the cable is heavily compressed initially. Finally,
the last technique is to use the quasi-statics module for placing the nodes in a catenary position directly. All three
of those techniques yielded the exact same results that will be discussed below.
V.5.2.2 Results
The results of each simulation is compared to the solution of the most discretised simulation for which the number of
elements and nodal positions at equilibrium are denoted n0E and r














Figure V.28: Original and final position of cable for spatial convergence test of catenary position at equilibrium
Dashed line: original position; solid line: final position
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(a) Shape of catenary at equilibrium for different number
of elements
(b) Normalised L2-norm error as a function of the number of
elements
Figure V.29: Spatial sensibility analysis of cable position at equilibrium
Note: in fig. V.29a, simulations were run with more elements (as can be seen in fig. V.29b), but the results are not plotted here for clarity
purposes, as beyondNE = 32, the convergence is hardly noticeable on a linear scale




recorded along the cable. For the finest cable with nE = n0E , this simply corresponds to the position of each of its
nodes. For any of the coarser discretisation levels, recording the positions along the cable is achieved by using the
shape functions defined for gradient deficient ANCF cables as described in section III.4.2.3 that allow the evaluation





‚‚r (i∆s)− r0 (i∆s)‚‚
n0E + 1
(V.18)
Results are presented in fig. V.29a for the position of the nodes of the cable for different levels of refinement
as well as the layout of the elements between the nodes through interpolation using the shape functions. Note
that refinements of nE > 32 are not plotted for clarity purposes as the difference in position for finer cables would
be qualitatively indistinguishable. In fig. V.29b, the normalised L2-norm error |r|2
L
is featured against the spatial
refinement of the cable. It appears clearly spatial convergence is achieved with order 1 and that using nE ≥ 100
would give an error of |r|2(nE≥100)
L
< 1 × 10−6, which is clearly an acceptable error for the engineering cases
presented in the next sections.
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Figure V.30: Schematic representation of the numerical setup for mooring dynamic validation case
V.5.3 Mooring Dynamics Validation
V.5.3.1 Setup
The mooring simulations presented in this section aim at validating the capability of the mooring dynamics solver
to evaluate static pretensions and to model nonlinearities due to dynamic motion of fairleads. The numerical sim-
ulations presented here are based on and compared to the experimental setup and results of [78, 79]. Firstly,
the fairlead of a catenary mooring chain placed at a height h = 2:651m is held at different surge positions and
the resulting static cable tensions at the fairlead are recorded. The experimental mooring line used here has a
length L = 6:980m, bar diameter d0 = 2:5 × 10−3m, submerged weight w0 = 1:036N m−1, and axial
stiffness EA0 = 560kN. The characteristics of the numerical cable are the same as the experimental ones (see
table V.7), with drag and added mass coefficients taken from typical studless chain values. As the water level is
hmwl = 2:800m, the cable is fully submerged at all times.
To assess mooring damping according to various pretensions at the fairlead which is attached to a buoy (or
WEC), prescribed and cyclic motion in surge is imposed on the structure experimentally. For different angular
frequencies, the WEC is moved in sinusoidal fashion starting at different initial surge positions X0 that correspond
to different pretensions TA0 as shown in table V.8. Note that, as this damping is entirely due to dynamic effects
depending on the speed or acceleration of the fairlead, it cannot be predicted using quasi-statics. A schematic
representation of the experiment is shown in fig. V.30.
V.5.3.2 Static Pretensions
In order to ensure that the dynamic model can compute static tensions properly, mooring dynamics and quasi-
statics are compared to each other for different surge positions. For the mooring dynamics model, the cable is
Table V.7: Characteristics of lines for mooring dynamics validation case







# Type m mm N m−1 kN
1 Chain 6:980 2:500 1:036 560 2:4 1:15ı−1 1:00 0:5
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Figure V.31: Mooring statics analysis: experimental, static, and dynamic models comparison
Experimental data from [79]
highly discretised with nE = 100 and is driven from a fully stretched position (X =
√
L2 − h2 = 6:457m relative
to the anchor) back to X = 5:4m at a rate of Ẋ = −5mm s−1 with time steps of ∆t = 1e−4s, which is slow
enough to make sure that no significant dynamic effect is introduced. This allows for producing a relatively smooth
curve of static tensions along the whole surge range investigated.
The results are presented in fig. V.31, with tensions recorded every 0:01m for the dynamics and quasi-statics
models and compared to 16 experimental surge points as recorded by [79]. The length of the mooring line on the
seabed for the different surge positions according to the quasi-statics solver is also plotted for reference. It is clear
here that excellent agreement is observed between the quasi-statics and dynamics model for the tensions at the
fairlead across the whole surge range. This agreement is meaningful in terms of cross-validation because the quasi-
statics and dynamics methods use two very distinct approaches: analytical catenary equations and Finite Element
Method (FEM) respectively. There is also good agreement with the experimental results when the line is partly lifted,
but results start diverging once the line is fully lifted, where the tensions in the fairlead are overestimated numerically
when compared to the experiment. Note that there might be an experimental inconsistency as the vertical tension at
the fairlead recorded from [79] does not vary experimentally once the line is fully lifted. The reason for this remains











# m N N — rad/s — —
2 5:778 4:890 4:929 0:611 0:341 0:009 0:003
6 5:964 6:040 6:106 0:704 0:429 0:004 0:011
8 6:049 6:800 6:888 0:761 0:483 0:007 0:022
10 6:143 7:940 8:053 0:837 0:561 0:081 0:049
12 6:243 9:650 9:818 0:942 0:644 0:196 0:112
13 6:269 10:220 10:371 0:974 0:779 0:157 0:154
14 6:307 11:050 11:351 1:000 0:722 0:197 0:253
15 6:339 11:780 12:530 1:000 0:787 0:452 0:428
16 6:367 12:540 14:051 1:000 0:939 0:684 0:843
Note: cases are numbered following [79]
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Figure V.32: Spatial sensitivity on cable dynamics with ∆t = 1× 10−4s on case 16
unknown, but this could for example be due to slight tilting of the device when the line becomes fully lifted and
tensions become exponentially higher. Importantly, the horizontal tensions remain in relatively good agreement,
and these are the ones we are interested in for plotting indicator diagrams in the next section.
V.5.3.3 Dynamic Line Damping
After validating pretensions over surge positions, the fairlead is now driven sinusoidally from different initial pre-
tensions and frequencies as shown in table V.8, and with peak-to-peak amplitude 0:1hmwl. The difference in axial
pretension between the experiment TA0
exp and the dynamics model TA0
num is also recorded from the results given
by the previous section. For the numerical simulation, the recorded experimental surge displacement is used as
input for the prescribed motion of the fairlead. From this sinusoidal motion in surge, the energy dissipation — or
damping — of the horizontal tension TH is calculated. This energy dissipation is obtained by calculating the area
within the closed-loop of the X-TH curve. Note that a total of sixteen cases were run experimentally, but only nine
cases are presented here due to the experimental data that was made available. Importantly, all cases with rel-
atively high pretensions are shown here, with cases featuring no or very little damping being cut off from the set
of simulations. The most nonlinear case (number 16) is chosen to perform a numerical sensitivity analysis. The
results for the level of discretisation of the cable keeping ∆t = 1 × 10−4s constant is shown in fig. V.32 where
spatial convergence of order 1:9 is observed as nE increases. Following these results, a discretisation of nE = 100
elements, and time-stepping of ∆t = 1× 10−4s was selected.
The results in damping are shown in two different forms. Firstly, indicator diagrams for each case are presented
in fig. V.33, showing the variation in horizontal tension over the surge range for the numerical simulation and the
experiment for one cycle. Looking at fig. V.33, the quasi-statics model, which is incapable of representing nonlinear
effects, is nonetheless always in good agreement with the mooring dynamics model in terms of minimum and
maximum horizontal tensions. Minimum experimental tensions are also in good agreement with the numerical
results across all cases. However, for case 12 and any other subsequent case with a higher pretension, numerical
and quasi-static results show higher maximum tensions than the experiment. As this does not happen for cases
with lower pretensions where the line is never fully lifted during the sinusoidal cycle, this discrepancy can also be
associated with experimental issues discussed section V.5.3.2 when the line becomes fully lifted.
As mentioned earlier, the hysteresis of the curves formed in the indicator diagrams is due to nonlinear effects
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Figure V.33: Indicator diagrams of horizontal tension at fairlead
Note: case 02 not shown due to similarity with case 06
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Figure V.34: Energy loss as a function of pretension
induced by the cyclic motion of the fairlead and is used to calculate the damping of the line. The energy dissipation





with T the period of the sinusoidal cycle, TH the horizontal tension and X the surge (and Ẋ the velocity). This
leads to the second form of presentation of the results where the non-dimensional damping EL
w0ha
is plotted for
each case in section V.5.3.3. Relatively good agreement between experimental and numerical results show that
nonlinear effects are well simulated, with low damping when pretensions are low, and an exponential increase in
damping as pretensions become higher and the line is fully lifted. In case 2, 6, and 8, the damping is low both
experimentally and numerically, meaning that there is barely any dissipated energy. This can be verified in the
indicator diagrams where all curves for these cases are in relatively good agreement with the quasi-statics model
(which does not simulate any nonlinear effect). For case 10 and above, damping becomes significant. There is a
slight inconsistency in the experimental results, again around the point where the line becomes fully lifted, with the
damping of case 12 higher than the damping of case 13 and 14 which both have a higher pretension that should lead
to higher damping under forced oscillation. With the numerical model, any case with a higher pretension yields a
higher damping. With the good agreement between numerical and experimental damping for different pretensions,
the validation presented here shows that the dynamic mooring model with gradient deficient ANCF elements can
successfully capture nonlinear behaviour from dynamics that occurs in real-world applications.
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V.6 Moored Semi-Submersible Platform for Floating Wind Turbine
V.6.1 Setup
Figure V.35: Snapshot of rendered numerical domain for coupled simulation of OC4-DeepCwind platform
Figure V.36: Geometry of OC4-DeepCwind semi-submersible
Adapted from [84]
This validation case is based on the physical tests of the 1:50 scale model of the OC4-DeepCwind semi-
submersible platform for Offshore Wind Turbine (OWT) from [111, 84]. Froude scaling was used on the physical
model was tested in the wind/wave basin at the Maritime Research Institute Netherlands (MARIN) by the University
of Maine DeepCwind program in 2011. The semi-submersible platform is composed of four cylinders connected to
each other by trusses. The Wind Turbine (WT) is supported by a central cylinder that is surrounded by three larger
cylinders, as shown in fig. V.36. The main physical properties of the semi-submersible are compiled in table V.9 from
the references cited above and the MARIN report. The mooring system of the structure consists of three catenary
chains with identical characteristics and length that are separated by an angle of 120◦. The main mooring system
properties are compiled in table V.10, with several characteristics such as drag and added mass coefficients cal-
culated following the methodology of [64] where some of the values had been refined from previous reports due to
the non-conventional geometry of the mooring chain. The experimental setup and data from this 1:50 model were
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Figure V.37: Schematic representation of numerical domain (top-down view)
also used for numerical validation of a lumped-mass mooring model (MoorDyn) in [64] and floating wind turbine
simulator [28]. Note that in the different references and reports cited above, all measurements are usually given in
prototype scale, but that 1:50 model scale is used here in the text to reflect actual dimensions used experimentally
that are also reproduced numerically.
In the numerical simulation presented below, the response of the platform is investigated, but not the response of
theWT to wind loads. Therefore, theWT is not modelled numerically (i.e. only the geometry of the semi-submersible
is represented) but its mass and inertia characteristics are incorporated in the model. As opposed to FSI simulations
presented in section V.4 where 2D approximations could be used in order to reduce computational time, this test
casemust bemodelled numerically in 3D because of to the geometry of the platform. Due to the sheer computational
power needed for the simulation of a full-fledged 3D FSI case, only one experimental test case from [84] is selected
for numerical investigation: the monochromatic wave case with height H = 206:08mm and period T = 1:71s,
giving a Fenton wavelength of – = 4:66m. This is the most nonlinear monochromatic wave tested experimentally,
making it arguably the most interesting case to investigate numerically as more dynamic effects in the response of
the structure and mooring system can be expected.
For this experiment, the tank is filled with a water column of hmwl = 4m, and the semi-submersible placed within
it has a draft of 0:4m when the WT and mooring system are mounted on the structure. The size of the domain is
optimised numerically to a total length of Ltank = 5–, width ofWtank = 1–, and height of Htank = 1:5hmwl = 6m.
Prototype 1:50 scale
Symbol no turbine turbine no turbine turbine unit
Mass m 13; 444; 000 13; 841; 160 107:552 110:729 kg
Barycentre position above keel — 5:600 10:110 0:112 0:202 m
Roll radius of gyration rI11 23:910 0:478 31:610 0:623 m
Pitch radius of gyration rI22 24:900 0:498 32:340 0:647 m
Yaw radius of gyration rI33 32:170 0:643 32:170 0:643 m
Table V.9: OC4-DeepCwind semi-submersible platform characteristics.
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Property Symbol Prototype 1:50 scale Unit
Length L 835:500 16:710 m
Angle between lines — 120 120 ◦
Fairlead radius — 40:868 0:817 m
Fairlead depth — 14:000 0:280 m
Anchor radius — 837:600 16:752 m
Anchor depth — 200:000 4:000 m
Equivalent diametre d 133:760 2:675 mm
Nominal diametre d0 79:900 1:598 mm
Linear density c 116:6 0:466 kg m−1
Axial Stiffness EA 753:600× 106 6:029× 103 N
Drag coefficient (normal) Cd;n 1:080 1:080 —
Drag coefficient (tangential) Cd;t 0:213 0:213 —
added mass coefficient (normal) Cm;n 0:865 0:865 —
added mass coefficient (tangential) Cm;t 0:269 0:269 —
Table V.10: Mooring system characteristics for the OC4-DeepCwind semi-submersible platform
Waves are generated at the left boundary of the tank (placed at x1 = 0) using the Fenton method with a generation
zone spanning over 1– from the generating boundary, while an absorption zone of 2– is placed at the other end of
the tank. The platform is positioned at x1 = 2– away from the generating boundary, and in the centre across the
width of the tank at x2 = 0:5–. Due to the cylindrical shape of the structure, minimal reflection is expected, so there
is no absorption zones along the side walls of the tank. A snapshot of the simulation and schematic representation
of the top-down view of the numerical layout are shown in fig. V.35 and fig. V.37, respectively.
The upstream mooring line (line 1) is placed parallel to the direction of wave propagation while the other lines
(line 2 and 3) form an angle of 60◦ from the direction of wave propagation. Using the recorded experimental
mooring line length of L = 16:71m, the numerical pretension calculated from the quasi-statics model is 8:33N.
However, this does not match the experimental pretensions that vary according to the line considered. The line
lengths are therefore adjusted numerically in order to match the recorded experimental pretensions: line 1 with a
target experimental tension of 8:992N is adjusted to L1 = 16:674m (yielding 8:993N), line 2 and 3 with target
pretensions of 8:540N and 8:520N are both adjusted to a length of L2 = L3 = 16:699m (yielding 8:530N).
Collision is enabled for the mooring line with the seabed. The seabed itself has a friction coefficient of 0:3, normal
stiffness of 3× 106Pa m−1, and normal damping coefficient of 1.
Boundary conditions are set as free-slip on the tank bottom, front, back, and right boundaries Γwall, atmospheric
on the top boundary Γatm, and unsteady two-phase flow inlet on the left boundary Γgen. No-slip conditions are
applied on all boundaries of the semi-submersible Γf∩s. The semi-submersible platform is discretised numerically
with an unstructured triangular mesh of constant characteristic element size hsemie = 0:01m. The fluid domain
is meshed using he0 = 0:02m up to a distance of ±H2 from the mean water level. This gives relatively good
discretisation of the wave around the free surface with he0 < H10 and he0 <
–
200 . The mesh is coarsened
gradually with a maximum increase of 10% in characteristic element size between adjacent elements (see fig. V.37
for a snapshot showing a slice of the mesh). Despite the spatial optimisation of the domain in terms of size and
gradual coarsening of the mesh, this numerical setup leads to a large mesh with a total number of a total number
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(a) Tensions over time (selected time window)
(b) Tensions as functions of heave (averaged over 40 periods)
Figure V.38: Tensions at fairleads for uncoupled OC4-DeepCwind semi-submersible simulation
of elements of nE = 40;509;745. Time-stepping for the fluid is controlled with CFL = 0:5 and, using validation
results from section V.5.3.3, a conservative discretisation of 100 elements per line is used for each mooring with a
fixed time step of ∆ts = 1 × 10−4s for the MBD solver. For this consequent run, 4;800 cores (i.e. processors)
are used in parallel, distributed in 150 compute nodes each containing 32 cores (see Copper HPC characteristics
in table V.3 for more information about the system). The fully coupled simulation presented below ran for a total 168
hours, leading to a total computational cost of 806;400 core hours.
V.6.2 Uncoupled Results
Before producing the fully coupled results, pre-validation of the mooring system is done using the displacement of
the semi-submersible recorded experimentally. As this prestep only involves body and mooring dynamics, it is not
computationally demanding and can therefore run on a simple laptop such as the one shown in table V.3.
Similarly to [64], the experimental displacement curves are filtered in order to be used reliably in the numerical
setup. For this purpose, a low-pass filter with a cutoff frequency of 1Hz is used on the experimental signal (using 1:50
scale for displacements). A selected time frame of the tensions in the different lines over time is shown in fig. V.38a,
and fig. V.38b shows the averaged tension over the averaged heave range over 40 periods. The quasi-statics model
is also used against the experimental displacement for comparison purposes with the dynamic mooring model. The
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Figure V.39: Spectrum of tensions at fairleads for uncoupled semi-submersible validation case (over 40 periods)
resulting Fourier’s transform spectra of each line from data for 40 wave periods are shown in fig. V.39. It clearly
appears that the quasi-statics model significantly underestimates the response in tension on the mooring lines, with
an averaged underestimation of 71:6% on line 1, 60:0% on line 2, and 57:8% on line 3. It is also out of phase
by approximately 60◦ when compared to the experimental signal on every line. On the contrary, tensions from the
dynamic mooring model show excellent agreement in terms of phase with the experimental tensions. However, it
is more conservative than the experiment in terms of response with an overestimation of 14:9% for line 1, 12:9%
on line 2, and 25:4% on line 3. This difference can be justified by uncertainties such as the empirical value of the
drag coefficients, especially since the geometry of the mooring chain reported by [64] is different from conventional
commercial chains. Note however that [64] obtained better agreement with experimental data on this particular
uncoupled case with the drag coefficients of table V.10. Using the mooring dynamic model developed here, reducing
the drag coefficient by 20% gives a better agreement with the experiment with a difference in response amplitude
of 0:03% and a shift of +0:4N on line 1 (see fig. V.38a), 4:67% on line 2, and 6:70% on line 3. Despite this better
agreement with experimental data when scaling down drag coefficients, coefficients from table V.10 are used in the
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(a) Translational motion: surge X, sway Y , and heave Z
(b) Rotational motion: roll ffi, pitch „, and yaw Ψ
Figure V.40: Response of OC4-DeepCwind semi-submersible platform to wave loads in fully coupled simulation
fully coupled numerical simulation presented below for consistency when comparing numerical results with [64].
V.6.3 Fully Coupled Results
This full-fledged and coupled 3D FSI case uses all the models and tools that have been described and developed
for this thesis (with the exception of the ALE mesh with monitor function): TPF module (NSEs and free surface),
ALE mesh with elastostatics, rigid body motion, mooring quasi-statics and dynamics, added mass estimator model,
and tools such as the particle localisation algorithm for retrieving the fluid velocity at mooring cable nodes. It is
reminded here that this large simulation ran on 4;800 cores for 168h, and produced Tsim = 44:5s of numerical
data. The numerical response of the OC4-DeepCwind platform is plotted against experimental response in fig. V.40
for all DOFs, where the raw experimental curves are shifted by −16:2s in order to have an equivalent distance
between the structure and the first generated waves at t = 0 between the numerical and experimental signal. In
fig. V.41, the numerical tensions at the different fairleads are plotted against experimental data.
It clearly appears that surge, heave, and pitch of the platform are in phase and of the same order of magnitude
numerically and experimentally. Sway, yaw, and roll are minimal in both the experiment and the numerical simulation,
due to the direction of the waves and the layout of the mooring system relative to it. The surge motion follows a
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Figure V.41: Tensions at fairleads of OC4-DeepCwind semi-submersible platform in fully coupled simulation
similar trend numerically and experimentally, with the structure displaced from its static equilibrium position before
restoring forces in the mooring system bring it back to a newmean position. The mean surge offset remains constant
after approximately t = 25s in both cases with values of X̄num = 0:073m numerically and X̄exp = 0:062m
experimentally. In fig. V.40a, the heave signal has been translated by +0:012m as the structure is not at equilibrium
numerically at t = 0. This error of 3% in draft can be due to a difference in mass provided by [84] and the actual
mass of the whole system (including moorings) to reach the theoretical draft of 0:4m, but also numerical errors from
spatial discretisation of the structure that could lead to a slightly different volume.
The responses of the platform to wave loads and of the mooring system are discussed below by considering
the last ten full periods, where the mean values of the signals are stabilised. In terms of hydrodynamic response
of the structure itself, heave and surge are underestimated numerically by 7:55% and 10:27% respectively. For
the mooring system, it appears that all numerical signals of fairlead tensions are in phase with their experimental
counterparts. Mean tensions on all lines have a difference of less than 4% from the experimental data. The
maximum and minimum tensions are slightly conservative numerically on the upstream line (i.e. line 1), but the
amplitude of the response is underestimated by around 7:44% when compared to the experimental response. Note
that this difference is of the same order of magnitude as the difference in hydrodynamic response and, because both
numerical responses are slightly lower the experiment, this can potentially mean that numerical wave conditions are
slightly different from their experimental counterpart. On downstream lines (i.e. lines 2 and 3), the responses in
tension are underestimated by 30:70% and 34:49%. Although these seem to be large relative differences, the
absolute differences are ≈ 0:9N, which is of the same order of magnitude as the absolute difference in response
between the upstream line and experimental data. It is also worth mentioning that the amplitude of the responses
in tension of downstream lines are approximately one order of magnitude lower than the upstream line, making
the latter arguably more important to resolve accurately. Using the particle-localisation algorithm, the absolute fluid
velocity retrieved along the upstream line using the particle localisation algorithm is shown in fig. V.42a over a full
period of oscillation. It appears, as could be expected, that absolute fluid velocity is only significant when relatively
close to the fairlead where wave kinematics are the strongest. The resulting velocity of the cable along the upstream
line relative to the fluid velocity is shown in fig. V.42b for the same period of time. It appears that the line is never
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fully lifted during a full cycle, with at least approximately 0:25L remaining on the seabed at all time. It also appears
that the largest relative velocities are found between the centre of the line and a distance of 0:25L away from the
fairlead (i.e. at 0:5L < s < 0:75L), which consequently corresponds to the part of the line with the strongest drag
forces. This implies that, in this particular case, the anchor does not experience any force induced by the mooring
line as one quarter of it lies on the seabed at all times, and that largest contributions to mooring line damping are
from the third quarter of the line.
While results obtained here clearly show the capability of the FSI framework developed in this thesis for simulat-
ing complex moored floating structure problems, further investigation with a finer mesh, a larger numerical domain,
and a finer time discretisation could be worthwhile. Although it is likely that it would lead to an even better agree-
ment with the experiment, this has been considered beyond the scope of this thesis due to computational resources
available and time constraints. Nevertheless, it must be noted that the extensive validation of each individual and
coupled components established in previous sections allowed for a reliable selection of numerical parameters. It
has been consequently shown here that the FSI framework can produce numerical results that are realistic in terms
of hydrodynamic response and line tensions experienced by a moored floating structure, even in the presence of
highly nonlinear dynamic effects. Furthermore, these results for the fully coupled models compare better than the
coupled numerical results previously obtained in the literature when compared to experimental data. In particu-
lar, the amplitude of response in heave of the semi-submersible is underestimated numerically by 7:55% with the
current framework and was in phase with the experimental signal, while the coupled results from [64] show an un-
derestimation of 26% with a leading phase of 40◦. Errors of the same order of magnitude are present in mooring
line tensions, particularly on the upstream line, which is arguably the most critical line of the system as it is where
the tensions are the highest. While it is not clear why this happened in [64], this relatively large difference could be
due to the fact that potential flow theory was used in [64] to describe the hydrodynamics of the structure while CFD
is used here, allowing for the resolution of highly nonlinear processes.
(a) Fluid velocity (b) Cable velocity relative to fluid velocity
Figure V.42: Velocity along upstream mooring line (i.e. line 1) of the OC4-DeepCwind platform under regular wave
loads with H = 206:08mm and period T = 1:71s, for one complete oscillation





In this chapter, we discuss the different aspects of the high-fidelity Fluid–Structure Interaction (FSI) framework for
moored floating bodies that has been developed for this work, as well as the different challenges, solutions, results,
and limitations ensuing from it. This discussion is divided in three sections:
• numerical simulations, verification and validation cases, their findings, and details about the main challenges
encountered are reviewed in section VI.1,
• general remarks about software development focusing on details about communication between models and
parallelisation of the code are presented in section VI.2,
• and the main limitations of the framework are discussed in section VI.3.
For a global conclusion, see chapter VII.
VI.1 On Simulation Results and Numerical Challenges
The different simulations of chapter V provide a thorough verification and validation of all of the main models and
tools introduced in chapter III and chapter IV, and highlight the capabilities and limitations of the FSI framework
developed here. These results for individual models and for coupled problems show the capabilities and limitations
of the framework and allow the numerical modeller to confidently use it in a variety of scenarios.
Firstly, the fluid dynamics model encompassing the Navier–Stokes Equations (NSEs) and free surface track-
ing models showed that nonlinearities of the flow that were present experimentally were successfully captured. In
section V.4.3, vortices around sharp corners were well defined and their influence on the response of the floating
structure was well represented when compared to experimental data and other nonlinear numerical models. In sec-
tion V.4.4, nonlinear wave–wave interactions from spectral waves— specifically focused waves using the Joint North
Sea Wave Project (JONSWAP) spectrum — that led to a phase difference between the analytical and experimental
signals were also present in the Computational Fluid Dynamics (CFD) model, achieving a better agreement with
the experimental data rather than the analytical solution. Furthermore, highly nonlinear green water events such as
overtopping on a moving floating structure were represented successfully, as can be seen qualitatively in fig. V.23.
All these complex Two-Phase Flow (TPF) features were robustly represented when using moving domains (e.g.
for structures with mesh-conforming boundaries moving within the fluid domain). In terms of FSI, good agreement
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was obtained over all the numerical simulations presented in section V.4 against experimental data. The numerical
response of floating bodies using fully explicit, partitioned Arbitrary Lagrangian–Eulerian (ALE) coupling was also in
good agreement with numerical results from fully implicit, monolithic models. The validation cases covered a rela-
tively wide range of scenarios including: free oscillation of a floating body in heave (section V.4.1), free oscillation in
roll (section V.4.2), wave-induced oscillation across a range of wave frequencies (section V.4.3), and the response
under extreme wave loads (section V.4.4). This variety of applications clearly showed the extent of the versatility of
the framework for the robust simulation of FSI for floating structures. Therefore, coupling the TPF, mesh motion,
and body dynamics models together with a fully partitioned ALE scheme achieved both an accurate response of
floating bodies under hydrodynamic loads as well as a realistic description of the fluid dynamics.
For simulations involving moving floating structures, numerical challenges were encountered with the ALE for-
mulation and mesh deformation. When relatively large mesh motion occurred, the framework was generally ro-
bust and retained good accuracy. Investigation on moving domain techniques and mesh motion approaches was
nonetheless an important aspect of building this high-fidelity framework. The elastostatics ALE mesh model, in-
dispensable in the current framework for including the motion of structures with mesh-conforming boundaries, was
suitable for all the applications presented here: no mesh entanglement or simulation-breaking mesh deterioration
was encountered. Even though it was not featured in the simulations of chapter V, it is worth mentioning that on
significantly longer FSI simulations involving nonlinear motion of a floating body, it was observed that the mesh can
become highly deteriorated or tangled over time. This happens mostly on FSI simulations of floating bodies with
several Degrees of Freedom (DOFs) (e.g. combined heave, sway, roll) and under wave-induced oscillation after
a relatively high number of periods (e.g. hundreds of wave periods). In the method implemented here, the mesh
is deformed to its new configuration from its configuration at the previous time step, and this can lead to uneven
deformation of the mesh over time. When this occurs, the exact original configuration (i.e. at t = 0) is generally not
recoverable through mesh elastostatics from a deformed position, even after placing the body back to its original
position. Note however that when there is only one DOF, the mesh can usually recover its original configuration
as any movement is then reversible. A way to deal with mesh deterioration from nonlinear motion of conforming
mesh boundaries is to store the original (i.e. initial) configuration of the mesh and deform the mesh from this original
configuration to the configuration of the current time step, instead of deforming it from the configuration from the
previous time step. Deforming from the initial configuration is known as total ALE, as opposed to updated ALE [5].
The total ALE approach however leads to i) the need for more memory in order to store the original configuration of
the mesh and ii) mapping quality issues due to large differences between reference and spatial domain [5]. Another
more general remedy to this mesh deterioration problem is to perform mesh smoothing operations such as period-
ical Laplacian smoothing. However, when the mesh uses non-uniform refinement (such as in fig. V.1), Laplacian
smoothing steps tend to render the mesh more uniform globally (i.e. highly refined areas will become coarser, and
vice-versa), which is undesirable in some cases (such as when intending to keep a highly refined mesh around the
free surface). This homogenization of the mesh is also irreversible when using the elastostatics mesh motion on its
own. This is where combining the elastostatics and monitor function models show a clear advantage, as it allows for
retaining a highly refined mesh around mesh-conforming boundaries that can also be adjusted dynamically around
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non-conforming boundaries. Even if Laplacian smoothing is used periodically to recover the quality of the mesh,
the monitor function model ensures that refinement is kept as intended by re-adjusting the volume of the smoothed
elements to the desired value. It is important to add that, when mesh-conforming boundaries in motion are featured
in a simulation, the monitor function model cannot handle the mesh deformation by itself in a reliable manner and
that, therefore, the elastostatics model has to be used beforehand in any case. The monitor function model could
however be safely used on its own when moving boundaries are implicit, such as for moving solids using Immersed
Boundary Method (IBM). This investigation on mesh motion techniques is ongoing work as it could improve results
overall, on top of allowing for longer simulations to retain a high-quality mesh.
Other numerical challenges arose from the added mass effect that was encountered in several simulations us-
ing partitioned fluid–structure coupling. The FSI simulations of section V.4 were all fully stable through the use of
a stabilisation scheme for explicitly partitioned coupling scheme that was developed for the purposes of this thesis.
As explained in previous chapters, instability from the added mass effect is commonly encountered when dealing
with floating bodies that have a low density relative to the fluid density, and/or that have elongated geometries (see
section V.3.1 for relevant examples). Unconditional instability of the explicit coupling between the TPF and the Multi-
body Dynamics (MBD) models due to the added mass effect was triggered in several of the simulations presented
here, notably in section V.4.4 and section V.6. The main challenge was to stabilise the coupling while keeping a high
computational efficiency and without affecting the overall response of the floating body in any significant way (i.e. by
retaining acceptable accuracy). In order to achieve this with a fully explicit coupling scheme, the added mass of the
rigid body was first estimated by solving the Partial Differential Equation (PDE) system described in section IV.2.3.2
(and verified in section V.3.2) to then be used as a penalty term acting on the acceleration of the body as described
in section IV.2.3.1. It has been shown conceptually in section V.3.3 that, unless a relatively coarse temporal dis-
cretisation was used, unconditional stability of simulations prone to the added mass effect could be recovered with
minimal effects on the response of the body, and this was further demonstrated in section V.4.1. When coupled with
the added mass estimator model, the stabilisation scheme was successfully validated on realistic cases that pro-
duced numerical responses closely matching experimental data. In section V.4.4, due to the geometry and density
of the floating body, the simulation was highly sensitive to the added mass effect and failed only after a few time
steps when no stabilisation scheme was used. Accurately estimating the added mass and using this estimation in
the non-iterative stabilisation scheme led to a stable simulation and resulted in a numerical response with a level of
accuracy comparable to an inherently stable monolithic scheme. The non-iterative stabilisation scheme was also
successfully applied to the 3D case of a floating semi-submersible platform for an Offshore Wind Turbine (OWT)
presented in section V.6. When compared to iterative coupling schemes that require solving the fluid–solid problem
several times in order to converge to a stable solution, the non-iterative added mass stabilised coupling scheme pre-
sented here dramatically increases computational efficiency and code modularity. These stabilised results clearly
showed that explicitly partitioned coupling schemes can be used in a stable and accurate manner for the numerical
simulation of engineering applications involving floating structures moving within a high-density fluid.
In terms of mooring simulations, the static / quasi-static and dynamic models developed and used for this work
were in excellent agreement regarding tension in mooring lines at static equilibrium. This cross-validation of two
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completely different approaches confirmed that static tensions are accurately estimated by both models, as was
further validated by comparisons with experimental data in section V.5.3.2. It also allowed the static / quasi-static
model to calculate the nodal positions and direction gradients necessary for the initial conditions of the dynamic
mooringmodel using gradient deficient Absolute Nodal Coordinate Formulation (ANCF) elements. From themooring
damping investigation of section V.5.3.3 and the full-fledged 3D case of the OWT platform in section V.6, it clearly
appeared that nonlinear effects were well captured by the dynamic model. It also showed that the quasi-static
model clearly underestimated the response in tension (e.g. see fig. V.38a) due to its inability to model damping of
the mooring line. This further confirmed that a fully dynamic mooring model is necessary for estimating tension in
the mooring system of non-static simulations in a more accurate manner. The velocity of the fluid along mooring
cables was also retrieved successfully by tracking the cable nodes in the fluid mesh through the particle localisation
algorithm of section IV.4.3. This was then used to accurately apply drag and inertia forces along the cable.
The moored floating semi-submersible case of section V.6 showed that the FSI framework works robustly as a
whole when all models are coupled together. It also showcased the scalability of the numerical implementation as it
was heavily parallelised. By achieving a good agreement between experimental and numerical data, the framework
proved its viability in realistically simulating the response of complex systems in 3D. The results obtained with the
uncoupled approach (mooring dynamics model with prescribed motion from experimental data) for the particular
wave conditions studied were slightly more conservative than the experimental data and the numerical results from
a lumped mass model developed and used by [64]. However, the fully coupled results using the framework de-
veloped here showed significantly better agreement with experiment than the coupled results of [64]. This realistic
validation case with multiple mooring lines and floating structure with all 6 DOFs further highlights the suitability of
the framework to simulate complex multiphysics problems.
Overall, the various numerical simulations and results have shown that the numerical framework developed here
has the ability to simulate highly nonlinear processes of fluid flow, floating structure dynamics, mooring dynamics,
and all of them coupled together. Its main drawback remains the computational power needed for performing large
scale, highly refined 3D simulations. While this is currently the price to pay for producing reliable high-fidelity FSI
results, it is expected that, with the continuing trend in increase of computational power availability, such simulations
will become more affordable in the close future.
VI.2 On Software Development
We discuss briefly some general thoughts on software development aspects of the FSI framework, without going into
the finer details. As mentioned before, the TPF capabilities of the framework were implemented using the Proteus
toolkit for solving PDEs with Finite Element Method (FEM), while the MBD and mooring dynamics capabilities were
implemented using the Chrono library. Even though the FSI framework uses both of these libraries, it is entirely built
upon the Proteus toolkit, with Chrono being a dependency when compiling the source code. At the time of writing,
the code repository of Proteus is available online at https://github.com/erdc/proteus, where contributions
made by the author for building the FSI framework presented here are recorded. The majority of the software
development work that has been done for this research is therefore available online and can be used to reproduce
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any of the simulations from chapter V.
When building this FSI framework, the Chrono library was mostly accessible using C++ (with relatively limited
high-level Python access), while Proteus was accessible in Python for high-level access andC++ for low-level access
and efficiency. Both Python and C++ have therefore been extensively used for the implementation of the different
models and tools presented in this thesis. On top of developing the different models themselves, interfacing between
these two programming languages and libraries was a major aspect of software development. The main inter-model
communication can be seen conceptually in the workflow diagram of fig. IV.1. Python-C++ communication was
mostly achieved with Cython, sharing objects or pointers between the two languages. When using Cython, only one
object needs to be created and stored in memory to be directly accessed from either Python or C++. As a concrete
example, retrieving fluid velocity solutions at mooring cable nodes to calculate external forces along the cable was
achieved with inter-model and inter-language communication. A single fluid velocity array of dimensions nN × 3
(with nN the number of nodes of the cable) can be created using Cython (thus making it accessible from Python),
populated by retrieving the solution for the fluid velocity solution from Proteus at the known coordinates of the cable
nodes, to then be passed in a function or accessed directly through pointers in C++ in order to calculate the drag and
inertia forces in Chrono. Cython was also used for the work presented in this thesis to increase the computational
efficiency of several parts of the code in Proteus that were originally designed in Python, such as for applying typical
boundary conditions efficiently and for relaxation zones where looping over a large number of mesh elements can
significantly affect performance when using Python instead of C++. Note that, at the time of writing, Cython was the
main way used in Proteus for communication between high level (Python) and low level (C++) code internally, while
Chrono started using SWIG to wrap some of its C++ code and make it accessible from Python. Pointers of SWIG
objects can also be accessed and manipulated in Cython, making it possible to use the best of both worlds.
Another major recurring aspect that had to be considered for the implementation of the methods presented here
was parallelisation of the code. Most of the cases presented in chapter V had to run in parallel with a relatively large
number of processors. This is due to raw computational power needed to solve large FSI problems, and the memory
needed to store problem variables. In simple terms, solving a large problem in parallel is done by breaking it down
into smaller pieces in order to reduce both the power and thememory needed to solve each subproblem. This can be
achieved on a large scale when using High Performance Computing (HPC), where the resolution of large problems
is achieved through distributed memory. In an HPC architecture, or computer cluster, nodes (or computers) are all
connected and can communicate with each other in order to perform a global task in parallel. Within each node,
there is a certain number of cores (or processors) that are also able to communicate with each other, further dividing
the global problem. Each core can be referred to as a rank, which corresponds to its unique identification number
within a global computer cluster. When running a CFD simulation in parallel, the fluid mesh is divided into as many
subdomains as there are ranks, each ideally owning approximately the same number of mesh elements. Running
a large CFD simulation on a single rank or only a few ranks (such as on a laptop or typical desktop computer) can
lead to a very large number of mesh elements per rank, which renders the simulation prohibitively slow to run in
the best case, or simply throws an Out of Memory (OOM) error in the worst case. All models presented here take
advantage of parallelisation to scale the global problem as efficiently as possible, with the exception of the MBD
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solver that, at the time of writing, was not parallelised when using FEM and collision detection. Therefore, body
and mooring dynamics were always solved on a single rank, regardless of the total number of ranks used for the
simulation (which can be several thousand as in section V.6). Solving body dynamics in serial was not a major issue
as it is usually one or several orders of magnitude faster to solve than the parallelised fluid problem. Note however
that for more demanding MBD problems (e.g. highly discretised mooring cables or collision detection for a large
number of bodies), this can become an issue as all ranks must wait for the the MBD problem to finish its calculation
in series before carrying on with the simulation. Furthermore, while Proteus allows for automatically parallelising
PDE problems, several of the models presented in this thesis still had to be designed carefully in order to work as
intended in parallel. For example, the moving mesh model with monitor function needs to perform a global domain
integral of the area function to scale the monitor function accordingly, and this must be achieved by gathering the
local sum of each rank as a pre-step and broadcasting the resulting global sum back to all ranks before solving
the PDE. Additionally, rank-to-rank communication can become intense when transforming the mesh because each
mesh node is owned by a unique rank but, when it is displaced during pseudo-time stepping, it can leave the spatial
domain owned by this rank and therefore needs to retrieve the PDE solution from the spatial subdomain owned by
another rank. This information must then be communicated back to the original rank when pseudo-time stepping is
over in order to displace the mesh node from the owning rank. This also applies to mooring nodes moving within
the fluid mesh (as they also use the particle-localisation algorithm), but this is usually less intense as the number of
cable nodes is typically several orders of magnitude less than the number of fluid mesh nodes. Another example
is Laplacian smoothing of the mesh where, if done several times in a row, communication between ranks becomes
necessary to update the position of shared nodes from overlapping parallel layers.
In summary, the core software development work undertaken by the author in terms of implementation and
improvement of raw capabilities of the FSI framework include: the coupling of fluid (Proteus) and body (Chrono)
dynamics, wave generation and absorption with relaxation zones, models for ALEmeshmotion, model for estimating
the added mass of arbitrarily shaped structures, models for mooring statics and dynamics, as well as general
software engineering to respond to the underlying aims of making the framework more computationally efficient
and making the code more accessible and navigable from both a user and developer perspective. Additionally, it
is worth noting that, at the time of writing, new approaches and capabilities beyond the scope of this thesis were
being developed within Proteus by various developers, including: IBM, mesh adaptivity, sedimentation, turbulence,
shallow water equations, and improvement over free surface tracking methods. Due to its open-source nature, the
freely accessible high-fidelity FSI framework that has been developed and presented here is also likely to undergo
further development and improvement.
VI.3 On Limitations of the FSI Framework
One of the main limitations of the framework presented here (which is common to all high-fidelity FSI models) is the
relatively high computational cost of large simulations. This was particularly apparent in section V.6 where 806;400
core hours were used to complete a single simulation. This limitation is still prominent despite the careful selection
of the techniques presented here according to their computational efficiency when compared to their alternatives.
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For example, the non-iterative added mass stabilisation scheme between the fluid and the solid solvers avoids
any additional iteration of either solver per time step, inducing significant computational savings when compared to
implicit schemes. Computational efficiency is also the reason for using gradual mesh refinement onmost simulations
presented here. Many other aspects of the code can be optimised, sometimes simply by converting code written
in high-level interpreted programming languages to low-level compiled languages (as mentioned in the previous
section), or by improving the efficiency of the algorithms themselves. For the latter, an example that has been
implemented in the work presented here is the particle localisation algorithm by element boundary intersection
presented in section IV.4.3, allowing a computationally efficient way to look for elements containing a set of global
coordinates.
Another limitation is that the added mass estimator model of section IV.2.3.2 is technically limited to rigid bodies
and cannot be applied as it stands to flexible bodies. This limitation is explained by the fact that a PDE is solved
for each DOF of the structure by applying the same unit acceleration on all boundaries of the body. In other words,
all points on the boundaries of the body are assumed to accelerate at the same rate when solving the PDE. This
is not necessarily the case when boundaries deform relative to each other over time, as is the case for flexible
bodies. An additional limitation occurs when several moving rigid bodies are close to each other, as the effect of
one body on the other would not be properly taken into account with the current implementation of the added mass
estimator. Even though it is possible to estimate the added mass for each body separately by considering that the
other bodies are fixed in space when solving for the added mass model, the actual value of the added mass can
change as bodies move in different directions at the same time. Simply considering all bodies in the domain to
be moving at the same unit acceleration for each DOF when solving the PDE is also not an appropriate solution
regarding the effect of the bodies on each other’s added mass as, again, they can technically move in any direction
independently. For example, if two bodies are moving towards each other, this has the effect of increasing the value
of their respective added mass due to the fluid being essentially compressed between the two bodies. A potential
solution is to approximate the effect of the acceleration of other bodies on the added mass of a given body by using
their last known acceleration for the boundary conditions along their boundaries (assuming that the change from the
last time step to the new time step is negligible). This is considered as further work to be investigated to improve the
added mass estimator model to more general cases, but it is beyond the scope of this thesis as the current added
mass stabilisation scheme has proven to be satisfactory for all cases presented here featuring single floating bodies.
Note also that this limitation of the added mass estimator model can be circumvented when using the non-iterative
coupling scheme of section IV.2.3.1 by introducing an overestimated added mass value. Furthermore, using the
added mass estimator model to calculate the added mass of flexible bodies as if they were rigid bodies technically
leads to a conservative addedmass value. This is due to the fact that flexible bodies “absorb” some of the instabilities
from the added mass by deforming in a direction opposite to the hydrodynamic loads. As mentioned previously, the





The design, development, and numerical implementation of a complete framework for high-fidelity Fluid–Structure
Interaction (FSI) simulations of moored floating bodies have been detailed in this thesis. Extensive verification and
validation on all aspects of this computational framework also showed that it can reliably approximate the responses
of real-world floating structures and their mooring systems under realistic environmental loads. The main models
and tools that have been implemented and coupled together for building the framework are listed as follows:
• Partitioned Arbitrary Lagrangian–Eulerian (ALE) coupling schemes between for FSI, with the highly modular
and computationally efficient explicit Conventional Serial Staggered (CSS) scheme as the main approach used;
• Mesh motion techniques for conforming (elastostatics) and non-conforming (monitor function) boundaries re-
turning mesh velocity necessary for the ALE formulation of the governing equations applied on the fluid mesh;
• Wave generation tools for regular (linear and nonlinear) and spectral waves (including focused waves);
• Relaxation zones for the absorption of transmitted and reflected waves from obstacles;
• Added mass estimator model for arbitrary geometries using pressure differential field, allowing for the dynamic
estimation of the added mass of a moving structure;
• Added mass stabilisation scheme for partitioned, explicit coupling schemes that are otherwise prone to uncon-
ditional instability due to strong added mass effect;
• Mooring statics / quasi-statics module for multi-segmented and elastic cables that can be used for preliminary
design stages of mooring systems and for initial conditions of dynamic mooring models;
• Mooring dynamics model based on the gradient deficient Absolute Nodal Coordinate Formulation (ANCF) for
beam elements, using two-way (full) coupling with the structures and one-way coupling with the fluid;
• Efficient particle localisation algorithm for retrieving solutions from models using the fluid mesh, such as fluid
velocity for applying drag forces at mooring cable nodes non-conforming to the fluid mesh.
Altogether, the above can be used for highly nonlinear FSI simulations of moored floating structures. The suit-
ability of FSI framework was clearly established through the several engineering applications considered in this
thesis, successfully fulfilling the aims and objectives set for this research effort. Furthermore, the framework has
shown: its robustness through its capacity in effectively handling highly unstable cases that are prone to strong
added mass effects, as well as handling relatively large mesh deformations; its versatility with the variety of FSI
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simulations ranging from simple free oscillations of floating structures up to their response to a range of nonlinear
monochromatic wave frequencies and extreme wave loads; its scalability with the successful simulation of large 3D
cases combining all aspects of the framework and parallelised with several thousands of cores (leading to simu-
lations lasting for hundreds of thousands of core hours); its modularity with the selection and use of appropriate
methods such as fully partitioned non-iterative fluid–structure coupling schemes; and, in relative terms, its compu-
tational efficiency through the selection and development of an efficient set of computational tools and techniques.
The reader is reminded here that all research and simulations presented in this thesis are fully reproducible after
building the Proteus source code that is available online at https://github.com/erdc/proteus, where soft-
ware development contributions made by the author also appear. Published work arising from this thesis is listed
after this conclusion chapter, and more articles related to this research are in preparation.
The quest for ever greater efficiency and accuracy for high-fidelity FSI models is however boundless, as many
aspects can always be improved upon. For example, computational efficiency for the fluid problem can be increased
by allowing for gradual coarsening of the mesh along the free surface in areas where the description of the fluid
does not need to be accurate, such as in absorption zones. This requires further work on the free surface de-
scription model as such coarsening along the air-water interface is not possible without introducing spurious fluid
velocities due to the dependence on the mesh element size to smooth the Volume of Fluid (VOF) field in the cur-
rent implementation. Furthermore, mesh motion models such as the monitor function model that was featured and
numerically implemented here can be used to dynamically refine around the free surface instead of using a large
refined band covering all areas where the free surface is expected to evolve. Concerning the added mass estimator
model, further work is needed to extend it to multi-body problems or flexible bodies. In terms of mooring modelling,
various additional aspects can be implemented such as nonlinear stiffness along the cable (varying with tension),
line breaking mechanisms, and anchor movement or dislodgement mechanisms. The verification and validation
of the current mooring model could be also extended for highly nonlinear events such as shocks in cables. Note
that, as the Multiphase Flow (MPF) and Multibody Dynamics (MBD) solvers are fully partitioned, it is also possible
to extend the capabilities of the existing framework by modifying or replacing one of the solvers without affecting
the coupling strategy. The non-iterative added mass stabilisation scheme for explicitly partitioned fluid–structure
coupling can also be applied completely independently of the chosen solvers.
The FSI framework has shown its reliability for simulating complex floating body simulations using a fully par-
titioned ALE coupling strategy. Mooring dynamics using gradient deficient ANCF elements has also shown its
suitability for describing dynamic effects accurately in the applications considered here. Coupled together, the mod-
els have produced numerical responses comparable to real-world experiments and to inherently stable numerical
models. Due to the variety of successfully validated applications presented in chapter V, the framework developed
here can be robustly used for the simulations and investigation of engineering cases involving moored floating bod-
ies under typical or extreme environmental conditions. Its main limitation – computational intensity – is likely to
become gradually less of an issue with ongoing advances in computer science. This high-fidelity FSI framework for
the numerical simulation of moored floating bodies is already an economical and generally more flexible alternative
to physical testing for the production valuable data in the context of realistic offshore engineering applications.
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