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ABSTRACT
Risaliti and Lusso have compiled X-ray and UV flux measurements of 1598 quasars
(QSOs) in the redshift range 0.036 ≤ z ≤ 5.1003, part of which, z ∼ 2.4 − 5.1, is
largely cosmologically unprobed. In this paper we use these QSO measurements, alone
and in conjunction with baryon acoustic oscillation (BAO) and Hubble parameter
[H(z)] measurements, to constrain cosmological parameters in six different cosmological
models, each with two different Hubble constant priors. In most of these models,
given the larger uncertainties, the QSO cosmological parameter constraints are mostly
consistent with those from the BAO + H(z) data. A somewhat significant exception
is the nonrelativistic matter density parameter Ωm0 where QSO data favor Ωm0 ∼
0.5− 0.6 in most models. As a result, in joint analyses of QSO data with H(z) + BAO
data the one-dimensional Ωm0 distributions shift slightly toward larger values. A joint
analysis of the QSO + BAO + H(z) data is consistent with the current standard model,
spatially-flat ΛCDM, but mildly favors closed spatial hypersurfaces and dynamical
dark energy. Since the higher Ωm0 values favored by QSO data appear to be associated
with the z ∼ 2−5 part of these data, and conflict somewhat with strong indications for
Ωm0 ∼ 0.3 from most z < 2.5 data as well as from the cosmic microwave background
anisotropy data at z ∼ 1100, in most models, the larger QSO data Ωm0 is possibly
more indicative of an issue with the z ∼ 2 − 5 QSO data than of an inadequacy of the
standard flat ΛCDM model.
Key words: (cosmology:) cosmological parameters – (cosmology:) observations –
(cosmology:) dark energy
1 INTRODUCTION
It is a well-established fact that the universe is now undergo-
ing accelerated cosmological expansion. In general relativity,
dark energy is responsible for the accelerated cosmological
expansion. The simplest cosmological model consistent with
this accelerated expansion is the spatially flat ΛCDM model,
the current standard model (Peebles 1984). In this model the
accelerated expansion is powered by the time-independent
and spatially homogenous cosmological constant (Λ) energy
density. This model is consistent with many observations
(Alam et al. 2017; Farooq et al. 2017; Scolnic et al. 2018;
Planck Collaboration 2018) when dark energy contributes
about 70% of the current cosmological energy budget, ap-
proximately 25% contributed from cold dark matter (CDM),
and the remaining 5% due to baryons. The standard model
assumes flat spatial hypersurfaces.
? E-mail: nkhadka@phys.ksu.edu
† E-mail: ratra@phys.ksu.edu
While the ΛCDM model is consistent with many ob-
servations, it is based on the assumption of a spatially-
homogeneous and time-independent dark energy density
that is difficult to theoretically motivate. Additionally, data
do not demand a time-independent dark energy density, and
models in which the dark energy density decreases with time
have been studied. In addition to the ΛCDM model, here
we consider two dynamical dark energy models, the XCDM
parametrization with a dynamical dark energy X-fluid and
the φCDM model with a dynamical dark energy scalar field
φ.
While cosmological models with vanishing spatial cur-
vature are consistent with many observations, current obser-
vations do not rule out a little spatial curvature.1 So here,
1 Discussion of observational constraints on spatial curvature
may be traced through Farooq et al. (2015), Chen et al. (2016), Yu
& Wang (2016), Rana et al. (2017), Ooba et al. (2018a,b,c), DES
Collaboration (2019), Yu et al. (2018), Park & Ratra (2018a,b,c,
2019, 2020), Wei (2018), Xu et al. (2019), Ruan et al. (2019), Li
© 2019 The Authors
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in addition to flat models, we also consider non-flat models
with non-zero spatial curvature energy density. In this paper
we test six different cosmological models, three spatially flat
and three spatially non-flat.
These cosmological models have mostly been tested
with data from low redshifts z ∼ 0 up to redshift z ∼ 2.4
baryon acoustic oscillation (BAO) measurements, as well as
with cosmic microwave background (CMB) anisotropy data
at z ∼ 1100. They are poorly tested against data in the red-
shift range between ∼ 2.5 and ∼ 1100. To establish an accu-
rate cosmological model and tighten cosmological parameter
constraints, it is important to use additional cosmological
probes, such as the quasar (QSO) flux - redshift data stud-
ied here. These QSO data probe the universe to z ∼ 5 and
are one of the few data sets that probe the z ∼ 2.5−5 redshift
range.2
In 2015 Risaliti and Lusso published a systematic study
that used quasar data to constrain cosmological parameters.
The Risaliti & Lusso (2015) quasar sample has 808 quasar
measurements extending over a redshift range 0.061 ≤ z ≤
6.28 which covers a significant part of the universe. These
measurements have been used to constrain cosmological pa-
rameters (Risaliti & Lusso 2015; Lo´pez-Corredoria et al.
2016; Lazkoz et al. 2019; Khadka & Ratra 2020) and the
constraints obtained are consistent with those obtained from
most other cosmological probes. However, the QSO data
constraints (Khadka & Ratra 2020) have larger error bars
than those that result from BAO, Hubble parameter[H(z)],
and some other data. This is because the empirical relation
between the quasar’s UV and X-ray luminosity, that is the
basis of this method, has a large dispersion (δ = 0.32±0.008).
In 2019 Risaliti and Lusso enhanced these data by compiling
a larger sample of quasars (Risaliti & Lusso 2019). For cos-
mological purposes, they selected 1598 quasars from a much
larger number of sources. The dispersion of the LX − LUV
relation obtained from the new set of 1598 quasar measure-
ments is smaller (δ = 0.23±0.004) than that for the Risaliti &
Lusso (2015) data. On the other hand, these new data give
a relatively higher value of the matter density parameter
in almost all models. This is one of the notable differences
between the 2015 QSO and 2019 QSO data.
One major goal of our paper is to use the Risaliti
& Lusso (2019) QSO data to constrain cosmological pa-
rameters in six cosmological models. We also consider how
two different Hubble constant priors affect cosmological pa-
rameter constraints. Since we use a number of different
cosmological models here, we can draw somewhat model-
independent conclusions about the QSO constraints. We find
that the QSO measurements by themselves do not restric-
tively constrain cosmological parameters. However, given the
larger error bars, the QSO constraints are mostly consistent
et al. (2019), Giambo´ et al. (2019), Coley (2019), Eingorn et al.
(2019), Jesus et al. (2019), Handley (2019), Wang et al. (2019),
Zhai et al. (2019), Geng et al. (2020), Kumar et al. (2020), Efs-
tathiou & Gratton (2020), Di Valentino et al. (2020) and refer-
ences therein.
2 In the last decade or so, HII starburst galaxy data has reached
to z ∼ 2.5 (Siegel et al. 2005; Mania & Ratra 2012; Gonza´lez-
Mora´n et al. 2019, and references therein) while gamma ray burst
data reach to z ∼ 8 (Lamb & Reichart 2000; Samushia & Ratra
2010; Demianski et al. 2019, and references therein).
with those that follow from the BAO + H(z) observations,
and when analyzed together the 2019 QSO measurements
slightly tighten BAO + H(z) data constraints in some of the
models (but less so than did the 2015 QSO data, Khadka
& Ratra 2020) and, more significantly, shift the matter den-
sity parameter (Ωm0) in most of the models to higher values.
The QSO + BAO + H(z) data are consistent with the stan-
dard spatially-flat ΛCDM model but mildly favor dynamical
dark energy over a cosmological constant and closed spatial
hypersurfaces over flat ones.
In most of the models we study here, the 2019 QSO data
favor Ωm0 ∼ 0.5−0.6. Risaliti & Lusso (2019) verify that the
z < 1.4 part of the QSO data are consistent with Ωm0 ∼ 0.3,
which is also favored by most data up to z ∼ 2.5, as well as
by CMB anisotropy data at z ∼ 1100, in most cosmological
models. This 2019 QSO data preference for Ωm0 ∼ 0.5 − 0.6
is therefore possibly more an indication of an issue with
the z ∼ 2 − 5 2019 QSO data, and less an indication of the
invalidity of the standard ΛCDM model (Risaliti & Lusso
2019; Lusso et al. 2019). Since the QSO data is one of the
very few probes of the z ∼ 2 − 5 part of the universe, it is
important to resolve this issue.
In Sec. 2 we summarize the models we use. In Sec. 3 we
describe the data we use to constrain cosmological model
parameters. In Sec. 4 we describe the techniques we use in
our analyses. In Sec. 5 we compare 2019 QSO and 2015
QSO data constraints and present cosmological parameter
constraints from the 2019 QSO data and the 2019 QSO +
H(z) + BAO data. We conclude in Sec. 6.
2 MODELS
We use one time-independent and two dynamical dark en-
ergy models to constrain cosmological model parameters. We
use flat and non-flat versions of each dark energy cosmolog-
ical model and examine a total of six cosmological models.
For dark energy we use a cosmological constant Λ in the
ΛCDM model, as well as an X-fluid dynamical dark energy
density in the XCDM parametrization, and a scalar field φ
dynamical dark energy density in the φCDM model.
In the ΛCDM model the redshift dependence of the
Hubble parameter is
H(z) = H0
√
Ωm0(1 + z)3 +Ωk0(1 + z)2 +ΩΛ, (1)
where Ωm0 + Ωk0 + ΩΛ = 1. Here ΩΛ is the dark energy
density parameter and Ωm0 and Ωk0 are the current values of
the non-relativistic matter and the spatial curvature energy
density parameters. In the spatially-flat ΛCDM model we
choose Ωm0 and H0 to be the free parameters while in the
spatially non-flat ΛCDM model we choose Ωm0, ΩΛ, and H0
to be the free parameters.
In the XCDM parametrization the dynamical dark en-
ergy density decreases with time. In this case dark energy
is modeled as a fluid with equation of state PX = ωX ρX .
Here PX and ρX are the pressure and energy density of the
X-fluid, and ωX is the equation of state parameter whose
value is negative (ωX < −1/3). In this parametrization the
Hubble parameter is
H(z) = H0
√
Ωm0(1 + z)3 +Ωk0(1 + z)2 +ΩX0(1 + z)3(1+ωX ),
MNRAS 000, 1–17 (2019)
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(2)
where Ωm0 + Ωk0 + ΩX0 = 1 and ΩX0 is the current value
of the X-fluid energy density parameter. In the spatially-flat
case we choose Ωm0, ωX , and H0 to be the free parameters
while in the non-flat case we choose Ωm0, Ωk0, ωX , and H0
to be the free parameters. In the ωX = −1 limit the XCDM
parametrization becomes the ΛCDM model.
In the φCDM model a scalar field φ with potential en-
ergy density V(φ) provides the dynamical dark energy den-
sity that decreases with time (Peebles & Ratra 1988; Ratra
& Peebles 1988; Pavlov et al. 2013).3 A commonly used V(φ)
has the inverse power law form
V(φ) = 1
2
κm2pφ
−α, (3)
with α a positive parameter, mp being the Planck mass, and
κ =
8
3
(
α + 4
α + 2
) [
2
3
α(α + 2)
]α/2
. (4)
The equations of motion of this model are
Üφ + 3 Ûa
a
Ûφ − 1
2
ακm2pφ
−α−1 = 0, (5)
and( Ûa
a
)2
=
8piG
3
(
ρm + ρφ
) − k
a2
. (6)
Here a is the scale factor, an overdot denotes a time deriva-
tive, k is negative, zero, and positive for open, flat, and closed
spatial geometries, the non-relativistic matter density is ρm
, and the scalar field energy density is
ρφ =
m2p
32pi
[ Ûφ2 + κm2pφ−α]. (7)
The Hubble parameter in the φCDM model is
H(z) = H0
√
Ωm0 (1 + z)3 +Ωk0 (1 + z)2 +Ωφ (z, α), (8)
where
Ωφ(z, α) =
8piGρφ
3H20
, (9)
with G being the gravitational constant and Ωm0 + Ωk0 +
Ωφ(0, α) = 1. In the φCDM model Ωφ(z, α) has to be com-
puted numerically. In the non-flat φCDM model we choose
Ωm0, Ωk0, α, and H0 to be the free parameters while in the
spatially-flat φCDM model we choose Ωm0, α, and H0 to be
the free parameters. In the limit α → 0 the φCDM model
becomes the ΛCDM model.
3 For discussions of observational constraints on the φCDM
model see Chen & Ratra (2004), Samushia et al. (2007), Yashar
et al. (2009), Samushia & Ratra (2010), Samushia et al. (2010),
Chen & Ratra (2011b), Campanelli et al. (2012), Farooq & Ratra
(2013), Farooq et al. (2013), Avsajanishvili et al. (2015), So`la et
al. (2017), So`la Peracaula et al. (2018, 2019), Zhai et al. (2017),
Sangwan et al. (2018), Singh et al. (2019), Mitra et al. (2019),
Cao et al. (2020), and references therein.
3 DATA
The Risaliti & Lusso (2015) QSO compilation has 808 quasar
flux-redshift measurements over a redshift range 0.061 ≤ z ≤
6.28. In this compilation most of the quasars are at high red-
shift, ∼ 77% are at z > 1 and only ∼ 23% are at z < 1. These
data have a larger intrinsic dispersion (δ = 0.32 ± 0.008)
in the LX − LUV X-ray and UV luminosity relation which
affects the error bars and so these data do not tightly con-
strain cosmological parameters. See Khadka & Ratra (2020)
for cosmological constraints obtained from the 2015 QSO
observations.
To improve upon their 2015 data set, in 2019 Risaliti
and Lusso published a compilation of 1598 quasars, cho-
sen for the purpose of constraining cosmological parameters
from a large sample of 7,237 sources (Risaliti & Lusso 2019).4
A significant portion of the QSOs in this new compilation
are at lower redshift (∼ 43% are at redshift z ≤ 1), with QSOs
in this new compilation distributed more uniformly over a
smaller redshift range of 0.036 ≤ z ≤ 5.1003 in comparison
to the old data. The redshift distribution of the new quasar
data is shown in Fig. 1. These QSOs have an LX − LUV re-
lation with a smaller intrinsic dispersion (δ = 0.23 ± 0.004).
The main purpose of our paper is to use the 1598 QSO X-
ray and UV flux measurements of Risaliti & Lusso (2019)
to determine parameter constraints.5 We also compare the
constraints from the 2019 QSO data to those that follow
from the earlier Risaliti & Lusso (2015) QSO compilation.
Additionally, we compare the 2019 QSO data cosmolog-
ical constraints to those computed from more widely used
H(z) measurements and BAO distance observations. The
H(z) and BAO measurements we use consist of 31 H(z) ob-
servations over redshift 0.07 ≤ z ≤ 1.965 and 11 BAO obser-
vations over redshift 0.106 ≤ z ≤ 2.36. The H(z) and BAO
measurements we use are given in Table 2 of Ryan et al.
(2018) and Table 1 of Ryan et al. (2019).
4 METHOD
Over the last four decades it has become clear that a
quasar’s X-ray and UV luminosities are non-linearly corre-
lated (Tananbaum et al. 1979; Zamorani et al. 1981; Avni
& Tananbaum 1986; Steffen et al. 2006; Just et al. 2007;
Young et al. 2010; Lusso et al. 2010; Grupe et al. 2010;
Vagnetti et al. 2010). Risaliti & Lusso (2015) made use of
this correlation to constrain model parameters, as follows.
The empirical relation between the quasar’s X-ray and UV
luminosity is
log(LX ) = β + γ log(LUV ), (10)
where log = log10 and LUV and LX are the QSO UV and
X-ray luminosities and γ and β are adjustable parameters
to be determined from fitting to the measurements.
4 We thank Elisabeta Lusso (private communication, 2019) for
very kindly providing these data to us.
5 For cosmological parameter constraints derived from the 2019
QSO data, see Risaliti & Lusso (2019), Lusso et al. (2019), Melia
(2019), Yang et al. (2019), Velten & Gomes (2020), Wei & Melia
(2020), Lindner et al (2020), Zheng et al. (2020), and Mehrabi &
Basilakos (2020).
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Figure 1. Redshift distribution of the Risaliti and Lusso 2019
QSO data.
What is directly observed are the fluxes and so we need
a relation between the UV and X-ray fluxes. Expressing the
luminosity in terms of the flux we obtain
log(FX ) = β+(γ−1) log(4pi)+γ log(FUV )+2(γ−1) log(DL), (11)
where FUV and FX are the UV and X-ray fluxes respectively.
Here DL(z, p) is the luminosity distance, which depends on
the redshift and the set of cosmological model parameters,
p, and is given by
H0
√|Ωk0 |DL(z, p)
(1 + z) =

sinh [g(z)] if Ωk0 > 0,
g(z) if Ωk0 = 0,
sin [g(z)] if Ωk0 < 0,
(12)
where
g(z) = H0
√
|Ωk0 |
∫ z
0
dz′
H(z′), (13)
and the Hubble parameter H(z), which depends on the cos-
mological parameters, is given in Sec. 2 for each of the six
cosmological models we examine in this paper.
To constrain cosmological parameters we compare ob-
served X-ray fluxes to model-predicted X-ray fluxes at the
same redshifts. The model-predicted X-ray flux of a QSO
depends on the set of cosmological model parameters, the
redshift, and the observed UV flux, see eq. (11). We com-
pute the best-fit values and uncertainties of the cosmological
parameters of a model by maximizing the likelihood func-
tion. The QSO data analysis depends on the LX − LUV rela-
tion and this relation has an observed dispersion (δ). So we
are required to consider a likelihood function normalization
factor which is a function of δ. The QSO data likelihood
function (LF) is (Risaliti & Lusso 2015)
ln(LF) = −1
2
1598∑
i=1
[ [log(Fobs
X,i
) − log(Fth
X,i
)]2
s2
i
+ ln(2pis2i )
]
, (14)
where ln = loge and s2i = σ
2
i + δ
2, and σi and δ are the mea-
surement error on Fobs
X,i
and the global intrinsic dispersion
respectively. In eq. (14) Fth
X,i
is the corresponding theoreti-
cal model prediction defined by eq. (11), and depends on the
observed FUV and DL(zi, p). δ is treated as a free parameter
to be determined by the data, along with the other two free
parameters, γ and β, that characterise the LX - LUV relation
in eq. (10). In Risaliti & Lusso (2019), also see Lusso et al.
(2019), γ is not a free parameter, β is determined by cali-
brating quasar distance modulus using JLA supernovae data
over the common redshift range z < 1.4, and δ is a free pa-
rameter, whereas in Wei & Melia (2020) β is determined by
calibrating quasar distance modulus using Hubble param-
eter measurements, and γ and δ are free parameters. We
instead follow Khadka & Ratra (2020) and treat β, γ, and δ
as free parameters to be determined, along with the cosmo-
logical parameters, from the QSO data, in each cosmological
model. As a consequence, our QSO constraints are QSO-only
constraints (they do not make use of the supernovae or H(z)
data),6 which makes them a little less constraining than the
Risaliti & Lusso (2019) results, but allows us to compare
QSO-only constraints to those from other data.
Our determination of the H(z) and BAO data con-
straints uses the procedure outlined in Sec. 4 of Khadka
& Ratra (2020).
For every parameter except H0, we use top-hat priors,
that are non-zero over the ranges 0 ≤ Ωm0 ≤ 1, 0 ≤ ΩΛ ≤
1.3, −0.7 ≤ k ≤ 0.7, −20 ≤ ωX ≤ 5, 0 ≤ α ≤ 3 , −10 ≤
ln δ ≤ 10, 0 ≤ β ≤ 11, and −2 ≤ γ ≤ 2. Here k = −Ωk0a20
where a0 is the current value of the scale factor. For H0
we consider two different Gaussian priors, H0 = 68 ± 2.8
km s−1 Mpc−1, fron a median statistics analysis of a large
compilation of H0 measurements (Chen & Ratra 2011a),7
and H0 = 73.24 ± 1.74 km s−1 Mpc−1, from a recent local
expansion rate measurement (Riess et al. 2016).8
The likelihood analysis is done using the Markov chain
Monte Carlo (MCMC) method implemented in the emcee
package (Foreman-Mackey et al. 2013) in Python 3.7.
For the QSO data we use the maximum likeli-
hood value LFmax to compute the minimum χ2min,QSO =
−2 ln (LFmax,QSO) −
∑1598
i=1 ln(2pi(σ2i,QSO + δ2bestfit)).9 The second
term in the expression for χ2min,QSO is a consequence of the
6 As discussed below, we do use two different H0 priors for
analysing the QSO data, however the derived QSO constraints
on parameters, excluding that on H0, are almost insensitive to
the choice of H0 prior.
7 This value is very consistent with those from earlier median
statistics analyses (Gott et al. 2001; Chen et al. 2003), and
with many recent measurements of H0 (Chen et al. 2017; DES
Collaboration 2018; Yu et al. 2018; Go´mez-Valent & Amendola
2018; Haridasu et al. 2018; Planck Collaboration 2018; Zhang
2018; Domı´nguez et al. 2019; Martinelli & Tutusaus 2019; Cuceu
et al. 2019; Zeng & Yan 2019; Scho¨neberg et al. 2019; Lin &
Ishak 2019; Zhang & Huang 2019). While the Planck Collabo-
ration (2018) cosmic microwave background (CMB) anisotropy
data more tightly constrains H0, these constraints depend on the
cosmological model used to analyze the CMB data.
8 Other local expansion rate determinations result in somewhat
lower H0 values with somewhat larger error bars (Rigault et al.
2015; Zhang et al. 2017; Dhawan et al. 2017; Ferna´ndez Arenas
et al. 2018; Freedman et al. 2019, 2020; Rameez & Sarkar 2019).
9 In Khadka & Ratra (2020), the χ2min for the QSO data was in-
correctly computed using the conventional minimum −2 ln (LFmax).
This resulted in an incorrect, low, reduced χ2min for the 2015 QSO
data, < 0.6, see Tables 1 and 2 of Khadka & Ratra (2020). In-
cluding the normalization factor in the computation of χ2min for
the 2015 QSO data, the reduced χ2min are very close to unity in
all models.
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Table 1. Marginalized one-dimensional best-fit parameters and 1σ confidence intervals from 2019 and 2015 QSO data for the H0 = 68±2.8
km s−1 Mpc−1 prior.
Data Model Ωm0 ΩΛ Ωk0 ωX α H0
a δ β γ
2019 QSO data Flat ΛCDM 0.64+0.21−0.19 - - - - 68.00
+2.80
−2.79 0.23
+0.004
−0.004 7.58
+0.33
−0.34 0.62
+0.01
−0.01
Non-flat ΛCDM 0.64+0.20−0.17 0.84
+0.23
−0.34 −0.48+0.51−0.43 - - 67.95+2.79−2.76 0.23+0.004−0.004 7.91+0.41−0.41 0.61+0.01−0.01
Flat XCDM 0.28+0.26−0.14 - - −9.57+4.60−6.31 - 68.02+2.76−2.79 0.23+0.004−0.004 7.78+0.31−0.32 0.62+0.01−0.01
Non-flat XCDM 0.42+0.26−0.18 - −0.12+0.15−0.19 −5.74+2.97−6.43 - 68.01+2.81−2.78 0.23+0.004−0.004 8.01+0.43−0.44 0.61+0.01−0.01
Flat φCDM 0.61+0.20−0.20 - - - 1.30
+1.11
−0.94 68.01
+2.81
−2.78 0.23
+0.004
−0.004 7.59
+0.33
−0.35 0.62
+0.01
−0.01
Non-flat φCDM 0.57+0.22−0.20 - −0.29+0.35−0.27 - 1.29+1.13−0.93 68.03+2.78−2.76 0.23+0.004−0.004 7.73+0.38−0.38 0.62+0.01−0.01
2015 QSO datab Flat ΛCDM 0.26+0.17−0.11 - - - - 68.00
+2.8
−2.8 0.32
+0.008
−0.008 8.42
+0.57
−0.58 0.59
+0.02
−0.02
Non-flat ΛCDM 0.24+0.16−0.10 0.93
+0.18
−0.39 −0.17+0.49−0.34 - - 68.00+2.8−2.8 0.32+0.008−0.008 8.62+0.62−0.62 0.58+0.02−0.02
Flat XCDM 0.25+0.16−0.10 - - −2.49+1.26−1.59 - 68.00+2.8−2.8 0.32+0.008−0.008 8.65+0.55−0.57 0.58+0.02−0.02
Non-flat XCDM 0.29+0.26−0.14 - 0.11
+0.66
−0.31 −1.87+1.18−2.05 - 68.00+2.8−2.8 0.32+0.008−0.008 8.52+0.64−0.65 0.58+0.02−0.02
Flat φCDM 0.26+0.18−0.11 - - - 0.54
+0.43
−0.38 68.00
+2.8
−2.8 0.32
+0.008
−0.008 8.42
+0.57
−0.57 0.59
+0.02
−0.02
Non-flat φCDM 0.34+0.24−0.16 - −0.30+0.44−0.61 - 0.55+0.43−0.38 68.00+2.8−2.8 0.32+0.008−0.008 8.45+0.57−0.58 0.59+0.02−0.02
a km s−1Mpc−1.
b From Khadka & Ratra (2020).
Table 2. Marginalized one-dimensional best-fit parameters and 1σ confidence intervals from 2019 and 2015 QSO data for the H0 =
73.24 ± 1.74 km s−1 Mpc−1 prior.
Data Model Ωm0 ΩΛ Ωk0 ωX α H0
a δ β γ
2019 QSO data Flat ΛCDM 0.64+0.21−0.19 - - - - 73.23
+1.73
−1.73 0.23
+0.004
−0.004 7.56
+0.33
−0.34 0.62
+0.01
−0.01
Non-flat ΛCDM 0.64+0.20−0.17 0.84
+0.23
−0.34 −0.48+0.51−0.43 - - 73.25+1.72−1.72 0.23+0.004−0.004 7.89+0.41−0.41 0.61+0.01−0.01
Flat XCDM 0.28+0.26−0.14 - - −9.48+4.59−6.40 - 73.26+1.74−1.74 0.23+0.004−0.004 7.76+0.31−0.31 0.62+0.01−0.01
Non-flat XCDM 0.42+0.26−0.19 - −0.12+0.14−0.19 −5.74+2.93−6.36 - 73.22+1.75−1.72 0.23+0.004−0.004 8.00+0.44−0.45 0.61+0.01−0.01
Flat φCDM 0.61+0.20−0.20 - - - 1.34
+1.12
−0.96 73.22
+1.74
−1.71 0.23
+0.004
−0.004 7.56
+0.33
−0.34 0.62
+0.01
−0.01
Non-flat φCDM 0.56+0.22−0.20 - −0.34+0.37−0.30 - 1.28+1.12−0.91 73.21+1.73−1.71 0.23+0.004−0.004 7.74+0.40−0.40 0.61+0.01−0.01
2015 QSO datab Flat ΛCDM 0.26+0.17−0.11 - - - - 73.24
+1.73
−1.73 0.32
+0.008
−0.008 8.40
+0.57
−0.57 0.59
+0.02
−0.02
Non-flat ΛCDM 0.24+0.16−0.10 0.93
+0.18
−0.39 −0.17+0.49−0.34 - - 73.24+1.73−1.73 0.32+0.008−0.008 8.59+0.62−0.62 0.58+0.02−0.02
Flat XCDM 0.25+0.16−0.10 - - −2.48+1.26−1.59 - 73.24+1.73−1.73 0.32+0.008−0.008 8.62+0.55−0.56 0.58+0.02−0.02
Non-flat XCDM 0.29+0.25−0.14 - 0.10
+0.62
−0.32 −1.83+1.15−2.02 - 73.24+1.74−1.74 0.32+0.008−0.008 8.50+0.65−0.64 0.58+0.02−0.02
Flat φCDM 0.24+0.19−0.12 - - - 0.55
+0.43
−0.38 73.23
+1.73
−1.73 0.32
+0.008
−0.008 8.40
+0.57
−0.57 0.59
+0.02
−0.02
Non-flat φCDM 0.34+0.24−0.17 - −0.30+0.62−0.44 - 0.55+0.43−0.38 73.26+1.74−1.73 0.32+0.008−0.008 8.42+0.57−0.58 0.59+0.02−0.02
a km s−1Mpc−1.
b From Khadka & Ratra (2020).
normalization factor in the QSO likelihood function, see eq.
(14). The χ2min for the QSO + BAO + H(z) data set also ac-
counts for the QSO normalization factor, while in the case
of the H(z) + BAO data set we compute the conventional
minimum χ2min,H(z)+BAO = −2 ln (LFmax,H(z)+BAO). In addition
to χ2min we compute the Akaike Information Criterion
AIC = χ2min + 2d, (15)
as well as the Bayes Information Criterion
BIC = χ2min + d ln N, (16)
where d is the number of free model parameters, N is the
number of data points, and we define the degrees of freedom
dof = N − d. The AIC and BIC penalize models that have
more free parameters.
5 RESULTS
5.1 Comparison of 2015 and 2019 QSO data
constraints
QSO constraints obtained from the 2015 QSO data (Khadka
& Ratra 2020) and the 2019 QSO data are largely consistent
with each other but there are some differences, including
some significant ones. Tables 1 and 2 list best-fit parameter
values and 1σ error bars determined from the 2019 and 2015
QSO data, for the two different H0 priors. Best-fit values
of parameters related to the LX − LUV relation (δ, β, and
γ) have changed in comparison to those obtained from the
2015 QSO data. β and γ are the intercept and slope of the
LX − LUV relation and their values do not tell how well this
relation fits the data; the value of the intrinsic dispersion
(δ) quantifies how well the LX − LUV relation fits the data.
The intrinsic dispersion of the LX − LUV relation obtained
from the 2015 QSO data and 2019 QSO data are 0.32±0.008
and 0.23 ± 0.004 respectively, independent of H0 prior and
cosmological model. This shows that the 2019 QSO data are
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Table 3. Unmarginalized best-fit parameters for the H0 = 68 ± 2.8 km s−1 Mpc−1 prior.
Model Data set Ωm0 ΩΛ Ωk0 ωX α H0
a δ β γ χ2min dof AIC BIC
Flat ΛCDM H(z) + BAOb 0.29 0.71 - - - 67.56 - - - 32.47 40 36.47 39.95
QSO 0.60 0.40 - - - 68.00 0.23 7.57 0.62 1606.99 1593 1616.99 1643.87
QSO + H(z) + BAO 0.30 0.70 - - - 68.03 0.23 7.12 0.64 1630.00 1635 1640.00 1667.01
Non-flat ΛCDM H(z) + BAOb 0.30 0.70 0.00 - - 68.23 - - - 27.05 39 33.05 38.26
QSO 0.56 0.98 −0.54 - - 68.00 0.23 7.93 0.61 1604.37 1592 1616.37 1648.63
QSO + H(z) + BAO 0.30 0.71 −0.01 - - 68.77 0.23 7.11 0.64 1630.00 1634 1642.00 1674.41
Flat XCDM H(z) + BAOb 0.30 0.70 - −0.96 - 67.24 - - - 27.29 39 33.29 38.50
QSO 0.20 0.80 - −7.08 - 68.00 0.23 7.66 0.62 1603.01 1592 1615.01 1647.27
QSO + H(z) + BAO 0.30 0.70 - −0.96 - 67.30 0.23 7.13 0.64 1629.76 1634 1641.76 1674.17
Non-flat XCDM H(z) + BAOb 0.32 - −0.23 −0.74 - 67.42 - - - 24.91 38 32.91 39.86
QSO 0.29 - −0.15 −4.87 - 68.00 0.23 8.10 0.61 1604.29 1591 1618.29 1655.93
QSO + H(z) + BAO 0.33 - −0.40 −0.66 - 67.43 0.23 7.54 0.62 1628.82 1633 1642.82 1680.64
Flat φCDM H(z) + BAOb 0.32 - - - 0.10 67.23 - - - 27.42 39 33.42 38.63
QSO 0.82 - - - 2.03 68.19 0.23 7.77 0.61 1589.32 1592 1601.32 1633.58
QSO + H(z) + BAO 0.30 - - - 0.09 67.62 0.23 7.21 0.64 1633.40 1634 1645.40 1677.81
Non-flat φCDM H(z) + BAOb 0.33 - −0.20 - 1.20 65.86 - - - 25.04 38 33.04 39.99
QSO 0.56 - −0.55 - 0.08 67.63 0.23 7.99 0.61 1626.71 1591 1640.71 1678.35
QSO + H(z) + BAO 0.32 - −0.41 - 1.51 67.81 0.23 7.54 0.62 1624.67 1633 1639.67 1676.49
a km s−1Mpc−1.
b From Khadka & Ratra (2020).
Table 4. Unmarginalized best-fit parameters for the H0 = 73.24 ± 1.74 km s−1 Mpc−1 prior.
Model Data set Ωm0 ΩΛ Ωk0 ωX α H0
a δ β γ χ2min dof AIC BIC
Flat ΛCDM H(z) + BAOb 0.30 0.70 - - - 69.11 - - - 33.76 40 38.76 41.24
QSO 0.60 0.40 - - - 73.24 0.23 7.54 0.62 1606.03 1593 1616.03 1642.91
QSO + H(z) + BAO 0.31 0.69 - - - 69.15 0.23 7.12 0.64 1636.26 1635 1646.26 1673.27
Non-flat ΛCDM H(z) + BAOb 0.30 0.78 −0.08 - - 71.56 - - - 28.80 39 34.80 40.01
QSO 0.56 0.98 −0.54 - - 73.24 0.23 7.91 0.61 1604.37 1592 1616.37 1648.78
QSO + H(z) + BAO 0.31 0.79 −0.1 - - 71.85 0.23 7.16 0.64 1631.48 1634 1643.48 1675.89
Flat XCDM H(z) + BAOb 0.29 0.71 - −1.14 - 71.27 - - - 30.68 39 36.68 41.89
QSO 0.20 0.80 - −7.08 - 73.24 0.23 7.64 0.62 1603.01 1592 1615.01 1647.27
QSO + H(z) + BAO 0.30 0.70 - −1.14 - 71.32 0.23 7.13 0.64 1633.16 1634 1645.16 1677.57
Non-flat XCDM H(z) + BAOb 0.32 - −0.21 −0.85 - 71.22 - - - 28.17 38 36.17 43.12
QSO 0.29 - −0.15 −4.87 - 73.24 0.23 8.08 0.61 1604.29 1591 1618.29 1655.93
QSO + H(z) + BAO 0.33 - −0.38 −0.74 - 71.11 0.23 7.47 0.63 1632.09 1633 1646.09 1683.91
Flat φCDM H(z) + BAOb 0.33 - - - 0.09 69.31 - - - 33.36 39 39.36 44.57
QSO 0.61 - - - 0.26 73.11 0.23 7.53 0.62 1601.22 1592 1613.22 1645.48
QSO + H(z) + BAO 0.31 - - - 0.003 69.40 0.23 7.17 0.63 1636.87 1634 1638.87 1671.28
Non-flat φCDM H(z) + BAOb 0.32 - −0.22 - 1.14 69.23 - - - 27.62 38 35.62 42.57
QSO 0.49 - −0.53 - 0.01 72.98 0.23 7.78 0.61 1606.10 1591 1620.10 1657.74
QSO + H(z) + BAO 0.32 - −0.39 - 1.09 71.22 0.23 7.47 0.63 1640.19 1633 1654.19 1692.01
a km s−1Mpc−1.
b From Khadka & Ratra (2020).
described by a tighter LX − LUV relation than that for the
2015 data. This could be the result of the modified sample
filtering process adopted in Risaliti & Lusso (2019).
In the case of cosmological parameters, the best-fit val-
ues of the equation of state parameter (ωX) in the flat and
non-flat XCDM parametrization obtained from the 2019
QSO data are significantly more negative than those ob-
tained from the 2015 QSO data. From Tables 1 and 2, the
2019 QSO data indicate that the dark energy density in the
XCDM parametrization increases with time. Another no-
table difference between the 2015 QSO data and the 2019
QSO data is that the 2015 QSO data favor a smaller value of
the matter density parameter (Ωm0 ∼ 0.3), consistent with
values obtained from other cosmological probes, while the
MNRAS 000, 1–17 (2019)
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Table 5. Marginalized one-dimensional best-fit parameters with 1σ confidence intervals for all models using BAO and H(z) data (from
Khadka & Ratra 2020).
H0
a prior Model Ωm0 ΩΛ Ωk0 ωX α H0
a
H0 = 68 ± 2.8 Flat ΛCDM 0.29+0.01−0.01 - - - - 67.58+0.85−0.85
Non-flat ΛCDM 0.30+0.01−0.01 0.70
+0.05
−0.06 0.00
+0.06
−0.07 - - 68.17
+1.80
−1.79
Flat XCDM 0.30+0.02−0.02 - - −0.97+0.09−0.09 - 67.39+1.87−1.84
Non-flat XCDM 0.32+0.02−0.02 - −0.18+0.17−0.21 −0.77+0.11−0.17 - 67.42+1.84−1.80
Flat φCDM 0.31+0.01−0.01 - - - 0.20
+0.21
−0.13 66.57
+1.31
−1.46
Non-flat φCDM 0.31+0.01−0.01 - −0.20+0.13−0.17 - 0.86+0.55−0.49 67.69+1.75−1.74
H0 = 73.24 ± 1.74 Flat ΛCDM 0.31+0.01−0.01 - - - - 69.12+0.81−0.80
Non-flat ΛCDM 0.30+0.01−0.01 0.78
+0.04
−0.04 −0.08+0.05−0.05 - - 71.51+1.41−1.40
Flat XCDM 0.29+0.02−0.01 - - −1.14+0.08−0.08 - 71.32+1.49−1.48
Non-flat XCDM 0.32+0.02−0.02 - −0.17+0.16−0.19 −0.88+0.14−0.21 - 71.23+1.46−1.46
Flat φCDM 0.31+0.01−0.01 - - - 0.07
+0.09
−0.04 68.91
+0.98
−1.00
Non-flat φCDM 0.32+0.01−0.01 - −0.25+0.12−0.16 - 0.68+0.53−0.46 71.14+1.39−1.38
a km s−1Mpc−1.
Table 6. Marginalized one-dimensional best-fit parameters with 1σ confidence intervals for all models using QSO+H(z)+BAO data.
H0
a prior Model Ωm0 ΩΛ Ωk0 ωX α H0
a δ β γ
H0 = 68 ± 2.8 Flat ΛCDM 0.30+0.01−0.01 0.70+0.01−0.01 - - - 68.04+0.84−0.84 0.23+0.004−0.004 7.11+0.27−0.27 0.64+0.009−0.009
Non-flat ΛCDM 0.30+0.01−0.01 0.71
+0.05
−0.06 −0.01+0.06−0.07 - - 68.70+1.78−1.79 0.23+0.004−0.004 7.11+0.27−0.27 0.64+0.009−0.009
Flat XCDM 0.30+0.02−0.02 - - −0.96+0.09−0.09 - 67.41+1.88−1.83 0.23+0.004−0.004 7.12+0.27−0.27 0.64+0.009−0.009
Non-flat XCDM 0.33+0.02−0.02 - −0.34+0.18−0.18 −0.69+0.07−0.11 - 67.48+1.81−1.77 0.23+0.004−0.004 7.47+0.33−0.33 0.63+0.01−0.01
Flat φCDM 0.31+0.01−0.01 - - - 0.20
+0.21
−0.14 66.76
+1.36
−1.49 0.23
+0.004
−0.004 7.16
+0.27
−0.27 0.64
+0.009
−0.009
Non-flat φCDM 0.32+0.01−0.01 - −0.32+0.16−0.16 - 1.21+0.47−0.53 67.90+1.72−1.73 0.23+0.004−0.004 7.47+0.33−0.32 0.63+0.01−0.01
H0 = 73.24 ± 1.74 Flat ΛCDM 0.31+0.01−0.01 0.69+0.01−0.01 - - - 69.16+0.81−0.81 0.23+0.004−0.004 7.12+0.27−0.27 0.64+0.009−0.009
Non-flat ΛCDM 0.31+0.01−0.01 0.78
+0.04
−0.04 −0.09+0.05−0.05 - - 71.79+1.40−1.39 0.23+0.004−0.004 7.16+0.27−0.27 0.64+0.009−0.009
Flat XCDM 0.30+0.02−0.01 - - −1.14+0.08−0.08 - 71.38+1.51−1.50 0.23+0.004−0.004 7.09+0.27−0.27 0.64+0.009−0.009
Non-flat XCDM 0.33+0.02−0.02 - −0.31+0.17−0.18 −0.77+0.09−0.15 - 71.17+1.45−1.43 0.23+0.004−0.004 7.41+0.34−0.33 0.63+0.01−0.01
Flat φCDM 0.31+0.01−0.01 - - - 0.06
+0.09
−0.05 69.09
+1.01
−1.02 0.23
+0.004
−0.004 7.15
+0.27
−0.27 0.64
+0.009
−0.009
Non-flat φCDM 0.32+0.01−0.01 - −0.35+0.15−0.15 - 0.98+0.44−0.50 71.24+1.40−1.39 0.23+0.004−0.004 7.47+0.33−0.32 0.63+0.01−0.01
a km s−1Mpc−1.
2019 QSO data favor a larger value of the matter density pa-
rameter (Ωm0 > 0.42), with the exception of the flat XCDM
case where the 2019 data also favor Ωm0 ∼ 0.30. This can
be seen in Tables 1 and 2 and Fig. 2 which shows the con-
straints for the flat ΛCDM model with the H0 = 68 ± 2.8
km s−1Mpc−1 prior. We note that both high redshift cos-
mic microwave background anisotropy data (Planck Col-
laboration 2018) and low redshift, z < 2.5, data (Chen &
Ratra 2003; Park & Ratra 2018c) are both consistent with
Ωm0 ∼ 0.30 in a variety of different cosmological models, so it
is somewhat surprising that the 2019 QSO data at z ∼ 2 − 5
largely favor Ωm0 ∼ 0.4 − 0.6.10 It is probably more likely
10 We note that our result differs significantly from Melia (2019),
Table 1, who finds Ωm0 = 0.31 ± 0.05 in the flat ΛCDM model
from the 2019 QSO data (which is identical to the Risaliti &
Lusso (2019) value of Ωm0 = 0.30 ± 0.05 determined from the
z < 1.4 2019 QSO data with the JLA supernovae data). The
more approximate analyses of Yang et al. (2019) and Velten &
Gomes (2020) find larger Ωm0 values, as does the analyses of
Wei & Melia (2020) in which they use H(z) data to calibrate the
2019 QSO data. From their more approximate analyses Velten &
Gomes (2020) conclude that the 2019 QSO data are incompatible
that this larger Ωm0 is a reflection of something related to
the 2019 QSO data than an indication of the invalidity of
the ΛCDM scenario. A larger value of the matter density
parameter gives a lower distance modulus for an astrophysi-
cal object at any redshift. So the Hubble diagram of quasars
obtained from the 2019 QSO data lies below the Hubble di-
agram obtained from the concordance model (flat ΛCDM)
with non-relativistic matter density parameter Ωm0 = 0.30
and the difference increases with increasing redshift. This
can be seen in Fig. 3. Qualitatively, Fig. 3 shows that QSO
data at z . 2 are consistent with an Ωm0 = 0.30 model while
the QSO data at z & 2 favor the Ωm0 = 0.60 model. This is
qualitatively consistent with the findings of Risaliti & Lusso
(2019).
with a currently accelerating cosmological expansion, Our more
accurate analyses shows that while part of the probability lies in
the non-accelerating region of cosmological parameter space, in
most models we study here a significant part of the probability lies
in the accelerating part of cosmological parameter space, see Fig.
2 for the flat ΛCDM case and later figures for other models, and so
it is incorrect to claim that the 2019 QSO data are incompatible
with currently accelerated cosmological expansion.
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Figure 2. Flat ΛCDM model constraints from the 2015 QSO
data (blue) and the 2019 QSO data (red) for the H0 = 68 ± 2.8
km s−1Mpc−1 prior. Shown are 1, 2, and 3σ confidence contours
and one-dimensional likelihoods for all free parameters. The red
dotted vertical straight lines in the left column of panels are zero
acceleration lines, with the current cosmological expansion accel-
erating to the left of the line where Ωm0 < 0.67.
1 2 3 4 5
z
35
40
45
50
Di
st
an
ce
 M
od
ul
us
Figure 3. Hubble diagram of quasars using the flat ΛCDM
model. Black solid line is the best-fit flat ΛCDM model with
Ωm0 = 0.60 from the 2019 QSO data. Red points are the means
and uncertainties on the mean of the distance modulus in narrow
redshift bins for the quasar data. These averages do not play a
role in the statistical analysis and are shown only for visualization
purposes. The black dashed line shows a flat ΛCDM model with
Ωm0 = 0.30.
5.2 2019 QSO constraints
The observed correlation between a quasar’s X-ray and UV
measurements, eq. (10), provides an opportunity to use QSO
measurements to constrain cosmological parameters. The
global intrinsic dispersion (δ) obtained here is smaller than
that of Khadka & Ratra (2020) for the 2015 QSO data but
it still is large and so parameter determination performed
using these measurements is not as precise as that done us-
ing other data such as BAO or H(z) measurements. But the
main advantage of using the QSO data is that it covers a
very large range of redshift, part of which is not well probed
by other data, so it provides the opportunity of testing cos-
mological models in a new, higher, redshift range, and it is
likely that future, improved, QSO data will provide signifi-
cant and interesting constraints on cosmological parameters.
The QSO measurements determined cosmological
model parameter results are listed in Tables 1–4. The un-
marginalized best-fit parameters are listed in the Tables 3
and 4 for the H0 = 68 ± 2.8 km s−1Mpc−1 and 73.24 ± 1.74
km s−1Mpc−1 priors respectively. The two-dimensional con-
fidence contours and the one-dimensional likelihoods are
shown in grey in the left panels of Figs. 4–15. The cosmo-
logical parameter constraints are almost insensitive to the
H0 prior used. For the QSO data, from Tables 1 and 2,
the non-relativistic matter density parameter is measured
to lie in the range Ωm0 = 0.28+0.26−0.14 to 0.64
+0.21
−0.19 (0.42
+0.26
−0.18 to
0.64+0.20−0.17) for flat (non-flat) models and the H0 = 68 ± 2.8
km s−1Mpc−1 prior and to lie in the range Ωm0 = 0.28+0.26−0.14
to 0.64+0.21−0.19 (0.42
+0.26
−0.19 to 0.64
+0.20
−0.17) for flat (non-flat) mod-
els and the H0 = 73.24 ± 1.74 km s−1Mpc−1 prior. While the
errors are large, the values of Ωm0 obtained from the 2019
QSO data in most models are larger than those obtained
from other cosmological probes.
From Tables 1 and 2, for the non-flat ΛCDM model
the curvature energy density parameter is measured to
be Ωk0 = −0.48+0.51−0.43 (−0.48+0.51−0.43) for the H0 = 68 ±
2.8 km s−1Mpc−1(73.24 ± 1.74 km s−1Mpc−1) prior. For
the non-flat XCDM model we find Ωk0 = −0.12+0.15−0.19
(−0.12+0.14−0.19) for the H0 = 68 ± 2.8 km s−1Mpc−1(73.24 ± 1.74
km s−1Mpc−1) prior. For the non-flat φCDM model we
find Ωk0 = −0.29+0.35−0.27 (−0.34+0.37−0.30) for the H0 = 68 ± 2.8
km s−1Mpc−1(73.24 ± 1.74 km s−1Mpc−1) prior. In all models
closed spatial hypersurfaces are weakly favored.
From Tables 1 and 2, for the flat (non-flat) ΛCDM
model the dark energy density parameter is ΩΛ = 0.36+0.19−0.21
(0.84+0.23−0.34) for both H0 = 68 ± 2.8 km s−1Mpc−1 and 73.24 ±
1.74 km s−1Mpc−1 priors.
The equation of state parameter for the flat (non-
flat) XCDM model is ωX = −9.57+4.60−6.31 (−5.74+2.97−6.43) for the
H0 = 68 ± 2.8 km s−1Mpc−1 prior and −9.48+4.59−6.40 (−5.74+2.93−6.36)
for the 73.24 ± 1.74 km s−1Mpc−1 prior. For both priors
ωX is very low in comparison to the 2015 QSO data val-
ues obtained in Khadka & Ratra (2020). In the XCDM
parametrization the 2019 QSO data favors dark energy den-
sity that increases with time. The α parameter in the flat
(non-flat) φCDM model is α = 1.30+1.11−0.94 (1.29
+1.13
−0.93) for the
H0 = 68±2.8 km s−1Mpc−1 prior and 1.34+1.12−0.96 (1.28+1.12−0.91) for
the 73.24 ± 1.74 km s−1Mpc−1 prior. In both models dynam-
ical dark energy is favored.
From the χ2min, AIC, and BIC values for the QSO data
listed in Tables 3 and 4, independent of H0 prior, the flat
φCDM model is most favored while the non-flat φCDM
model is least favored. However, given the issue raised above
about the 2019 QSO data, it is inappropriate to give much
weight to these findings.
The cosmological parameters obtained by using the
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2019 QSO data have relatively high uncertainty for all mod-
els so they are mostly consistent with the results obtained
by using the BAO + H(z) data set, as can be seen from Figs.
4–15.
5.3 QSO + H(z) + BAO constraints
Results for the H(z) + BAO observations are given in Tables
3–5 and one-dimensional distributions and two-dimensional
contours are shown in red in Figs. 4–15. Figures 4–15 show
that constraints from the QSO data alone and those from the
BAO + H(z) data are mostly consistent with each other. So
it is not unresonable to do joint analyses of the QSO + H(z)
+BAO data. Results from this joint analysis are listed in Ta-
bles 1, 2, and 6. The QSO + H(z) + BAO one-dimensional
likelihoods and two-dimensional confidence contours for all
free parameters are shown in blue in Figs. 4–15. The up-
dated QSO data don’t significantly tighten the BAO + H(z)
data contours except in the cases of the non-flat XCDM
parametrization and the non-flat φCDM model (Figs. 10,
11, 14, and 15). Another noticeable result is that adding the
QSO data to the BAO + H(z) data results in the shifting of
one-dimensional likelihood distribution of the matter den-
sity parameter towards higher values in most cosmological
models studied here.
From joint analyses of the QSO + H(z) + BAO data,
from Table 6, the matter density parameter lies in the range
Ωm0 = 0.30 ± 0.02 to 0.31 ± 0.01 (Ωm0 = 0.30 ± 0.01 to
0.33 ± 0.02) for flat (non-flat) models and the H0 = 68 ± 2.8
km s−1Mpc−1 prior and lies in the range Ωm0 = 0.30+0.02−0.01 to
0.31±0.01 (Ωm0 = 0.31±0.01 to 0.33±0.02) for flat (non-flat)
models and the H0 = 73.24±1.74 km s−1Mpc−1 prior. In a few
cases these results slightly differ from the BAO + H(z) data
results in Table 5, being shifted to slightly larger values.
These results are consistent with those results determined
from other cosmological data.
The Hubble constant lies in the range H0 = 66.76+1.36−1.49
to 68.04+0.84−0.84 (H0 = 67.48
+1.81
−1.77 to 68.70
+1.78
−1.79) km s
−1Mpc−1
for flat (non-flat) models and the H0 = 68±2.8 km s−1Mpc−1
prior and lies in the range H0 = 69.09+1.01−1.02 to 71.38
+1.51
−1.50
(H0 = 71.17+1.45−1.43 to 71.79
+1.40
−1.39) km s
−1Mpc−1 for flat (non-
flat) models and the H0 = 73.24 ± 1.74 km s−1Mpc−1 prior.
Not unexpectedly, for the H0 = 73.24 ± 1.74 km s−1Mpc−1
prior case the measured value of H0 is reduced below the
prior value because the BAO and H(z) observations prefer a
lower H0. In most cases the H0 error bars have increased in
comparison to those derived using the 2015 QSO + BAO +
H(z) data in Khadka & Ratra (2020).
In all models, except for non-flat ΛCDM with the
H0 = 68±2.8 km s−1Mpc−1 prior, closed spatial hypersurfaces
are favored at about 2σ. For the non-flat ΛCDM model the
curvature energy density parameter is Ωk0 = −0.01+0.06−0.07 and
−0.09±0.05 for the H0 = 68±2.8 km s−1Mpc−1 and 73.24±1.74
km s−1Mpc−1 priors respectively. Values of curvature energy
density parameter obtained for non-flat dynamical dark en-
ergy cosmological models are significantly higher than those
obtained in the non-flat ΛCDM model. The curvature en-
ergy density parameter is Ωk0 = −0.34±0.18 and −0.32±0.16
for the non-flat XCDM and non-flat φCDM models for the
H0 = 68 ± 2.8 km s−1Mpc−1 prior and Ωk0 = −0.31+0.17−0.18 and−0.35±0.15 for the non-flat XCDM and non-flat φCDM mod-
els for the H0 = 73.24 ± 1.74 km s−1Mpc−1 prior. This pref-
erence for closed spatial geometries is largely driven by the
BAO + H(z) data (Park & Ratra 2018c; Ryan et al. 2019).
From Table 6, for the flat (non-flat) ΛCDM model the
dark energy density parameter is ΩΛ = 0.70±0.01 (0.71+0.05−0.06)
for the H0 = 68±2.8 km s−1Mpc−1 prior and ΩΛ = 0.69±0.01
(0.78 ± 0.04) for the H0 = 73.24 ± 1.74 km s−1Mpc−1 prior.
The equation of state parameter for the flat (non-flat)
XCDM parametrization is ωX = −0.96 ± 0.09 (−0.69+0.07−0.11)
for the H0 = 68 ± 2.8 km s−1Mpc−1 prior and −1.14 ± 0.08
(−0.77+0.09−0.15) for the 73.24 ± 1.74 km s−1Mpc−1 prior. So this
set of data suggests decreasing XCDM dark energy den-
sity with time, except for the flat XCDM parametrization
with 73.24 ± 1.74 km s−1Mpc−1 prior, where it favors at al-
most 2σ, a XCDM dark energy density that increases with
time. The value of the α parameter in the flat (non-flat)
φCDM model is α = 0.20+0.21−0.14 (1.21
+0.47
−0.53) for the H0 =
68 ± 2.8 km s−1Mpc−1 prior and 0.06+0.09−0.05 (0.98+0.44−0.50) for the
73.24±1.74 km s−1Mpc−1 prior. All eight XCDM and φCDM
cases favor dynamical dark energy over a Λ at between 0.4σ
and 4.4σ. Other data also favor mild dark energy dynamics
(Ooba et al. 2019; Park & Ratra 2018b, 2019).
Unlike the case for the 2019 QSO only data, for the
QSO + BAO H(z) data the χ2min, AIC, and BIC values are
relatively similar for all models.
6 CONCLUSION
Following Risaliti & Lusso (2019) we have used the correla-
tion between X-ray and UV monochromatic luminosities in
selected z ∼ 0−5 quasars to constrain cosmological model pa-
rameters in six different models. These selected quasars can
be used as standard candles for cosmological model testing
at redshifts z ∼ 2.5 − 5 that are not yet widely accessible
through other cosmological probes. Our analyses of these
data in six different cosmological models shows that param-
eters of the LX −LUV relation, i.e., the intercept β, the slope
γ, and the intrinsic dispersion δ, are only weakly dependent
on the cosmological model assumed in the analysis. This re-
inforces the finding of Risaliti & Lusso (2015) that carefully-
selected quasar flux measurements can be used as standard
candles.
The 2019 QSO data constraints are mostly consistent
with joint analysis of BAO distance and Hubble parame-
ter measurements, as also found in Khadka & Ratra (2020)
for the 2015 QSO data. We find that combined analysis of
2019 QSO and BAO + H(z) measurements slightly tight-
ens the H(z) + BAO data constraints in the non-flat XCDM
paramerization and the non-flat φCDM model but not in the
other four models. Overall, adding the 2019 QSO measure-
ments to the BAO + H(z) observations has a less significant
tightening effect than what was found for the 2015 QSO data
(Khadka & Ratra 2020).
The value of the matter density parameter obtained by
using the 2019 QSO data is typically greater than 0.5, Tables
1 and 2, which is significantly larger than values obtained
using other cosmological probes, such as BAO, H(z), Type Ia
supernovae, and CMB anisotropy observations. Due to the
larger Ωm0 from the QSO data, in joint analyses of the QSO
+ BAO + H(z) measurements the matter density parame-
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ter shifts to slightly larger values than the H(z) + BAO data
Ωm0 values in a number of the models. The larger 2019 QSO
data Ωm0 values are likely the cause of the tension between
the 2019 QSO data and the Ωm0 = 0.3 flat ΛCDM model
that is discussed in Risaliti & Lusso (2019) and Lusso et al.
(2019). It is probably more likely that this tension has to do
with the z ∼ 2 − 5 2019 QSO data than with the invalidity
of the Ωm0 = 0.3 flat ΛCDM model. This is because almost
all cosmological data, at z ∼ 0 − 2.5 and at z ∼ 1100, are
consistent with Ωm0  0.3. It is of great interest to under-
stand why the 2019 QSO observations favour a larger value
of Ωm0.
The joint QSO + BAO + H(z) measurements con-
straints are consistent with the current standard spatially-
flat ΛCDM model, but weakly favour dynamical dark energy
over a cosmological constant and closed over flat spatial hy-
persurfaces. Since they probe a little-studied, higher redshift
region of the universe, future, improved QSO data will likely
provide very useful, more restrictive, constraints on cosmo-
logical parameters, and should help to measure the dynamics
of dark energy and the geometry of space.
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Figure 4. Flat ΛCDM model constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data. Left panel shows 1,
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lines, with currently accelerated cosmological expansion occurring to the left of the lines. Right panel shows magnified plots for only
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Figure 11. Non-flat XCDM parametrization constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data.
Left panel shows 1, 2, and 3σ confidence contours and one-dimensional likelihoods for all free parameters. The red dotted curved lines
in the ωK0 − Ωm0, ωX − Ωm0, and ωX − Ωk0 panels are the zero acceleration lines with currently accelerated cosmological expansion
occurring below the lines. Each of the three lines are computed with the third parameter set to the QSO data only best-fit value of Table
4. Right panel shows magnified plots for only cosmological parameters Ωm0, Ωk0, ωX , and H0, without the QSO-only constraints. These
plots are for the H0 = 73.24± 1.74 km s−1Mpc−1 prior. The black dashed straight lines and the green dotted straight lines are Ωk0 = 0 and
ωx = −1 lines.
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Figure 12. Flat φCDM model constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data. Left panel shows
1, 2, and 3σ confidence contours and one-dimensional likelihoods for all free parameters. The red dotted curved line in the α − Ωm0
panel is the zero acceleration line, with currently accelerated cosmological expansion occurring to the left of the line. Right panel shows
magnified plots for only cosmological parameters Ωm0, α, and H0, without the QSO-only constraints. These plots are for the H0 = 68±2.8
km s−1Mpc−1 prior.
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Figure 13. Flat φCDM model constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data. Left panel shows
1, 2, and 3σ confidence contours and one-dimensional likelihoods for all free parameters. The red dotted curved line in the α−Ωm0 panel is
the zero acceleration line, with currently accelerated cosmological expansion occurring to the left of the line. Right panel shows magnified
plots for only cosmological parameters Ωm0, α, and H0, without the QSO-only constraints. These plots are for the H0 = 73.24 ± 1.74
km s−1Mpc−1 prior.
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Figure 14. Non-flat φCDM model constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data. Left panel
shows 1, 2, and 3σ confidence contours and one-dimensional likelihoods for all free parameters. The red dotted curved lines in the
ωK0 − Ωm0, α − Ωm0, and α − ΩK0 panels are the zero acceleration lines with currently accelerated cosmological expansion occurring
below the lines. Each of the three lines are computed with the third parameter set to the QSO data only best-fit value of Table 3. Right
panel shows magnified plots for only cosmological parameters Ωm0, Ωk0, α, and H0, without the QSO-only constraints. These plots are
for the H0 = 68 ± 2.8 km s−1Mpc−1 prior. The black dashed straight lines are Ωk0 = 0 lines.
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Figure 15. Non-Flat φCDM model constraints from QSO (grey), H(z) + BAO (red), and QSO + H(z) + BAO (blue) data. Left panel
shows 1, 2, and 3σ confidence contours and one-dimensional likelihoods for all free parameters. The red dotted curved lines in the
ωK0 − Ωm0, α − Ωm0, and α − ΩK0 panels are the zero acceleration lines with currently accelerated cosmological expansion occurring
below the lines. Each of the three lines are computed with the third parameter set to the QSO data only best-fit value of Table 4. Right
panel shows magnified plots for only cosmological parameters Ωm0, Ωk0, α, and H0, without the QSO-only constraints.These plots are
for the H0 = 73.24 ± 1.74 km s−1Mpc−1 prior. The black dashed straight lines are Ωk0 = 0 lines.
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