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Machine learning techniques are an emerging field in today’s world. The objective of this 
thesis was to use machine learning methodology to measure a company’s performance 
by using forecasting techniques in financial statements. This information can be useful 
for investors, managers, and analysts. The financial statement data collected were from 
250 companies from the United States of America. The methodology that was applied 
was Long Short-Term Memory. The forecasting method used was time-series forecasting. 
The software used for running the code was Juypter. The conclusion of the study shows 
that machine learning algorithms can be applied for forecasting firm performance. The 
program shows the results for the future prediction of the performance of companies. 
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1. INTRODUCTION  
 
1.1 Background and purpose of the study 
The yearly publication of annual reports of companies are an important source of infor-
mation for investors and analysts (Qiu, 2007). An annual report shows a company’s per-
formance for the past and present year (Qiu, 2007). It includes the reason for price and 
sales changes, revenue and cost changes, planned expenses and future possibilities (Qiu, 
2007). These measures, with the help of mathematical financial indicators can predict 
the future trends of the firm (Qiu, 2007). Based on these trends and values, the investors 
and analysts can make decisions for a profitable investment (Qiu, 2007). A firm’s financial 
data are available to the general public through financial statements. The financial state-
ments include balance sheets, income statements, and cash flow statements (Qiu, 2007).  
 
Financial analysis is performed by skilled personnel (Alicia, 2019). It refers to assessment 
of the viability, stability and profitability of a business (Alicia, 2019). There are two types 
of financial analysis. Fundamental analysis and technical analysis. Fundamental analysis 
uses data from the financial statements. It uses different ratios such as earnings per 
Share, return On Equity for calculation of business value. Similarly, technical analysis, 
uses trends from the moving averages. The trends are calculated from the statistical cal-
culations.  (Alicia, 2019).  
 
Matt (2018) stated, “Financial forecasting is an estimate of future financial outcomes for 
a project. The important role in financial forecasting is predicting the revenue”. The ad-
vantages of financial forecasting for business are that it provides better control over cash 
flow. It helps to distribute money in different sectors of a company. Likewise, it creates a 
benchmark which can be used to match performance, identify loopholes, and perform 
necessary action. Similarly, it helps to identify financial risk. Therefore, identification of 
financial risks helps to control the future risks. The financial forecasting method can also 
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predict the future cash requirements. It can project the future expenses which is neces-
sary to make financial decisions. Likewise, it can help to get better idea about the pro-
jected expenses. This will be able to determine the money needed for business. Lastly, it 
is necessary tool for investing (Matt, 2018).  
 
According to Demirbag, et al. (2006), “Performance measurement is an important area 
of effective management for any firm”. The evolution of machine learning techniques 
and algorithms have made the measurement of the firm’s performances more accurate, 
reliable and fast (Miyakawa et al. 2017). The need for using machine learning for meas-
urement of the firm’s performance is in providing fast and reliable information for prof-
itable use (Miyakawa, et al.  2017).  
 
The need for financial forecasting is that it provides better flow over cash flow. In a com-
pany, cash is an important sector to manage. Likewise, it shows the financial viability of 
new ventures. It acts as a benchmark for indicators such as identifying loopholes, and 
taking necessary actions (Matt, 2018).  
 
Machine learning is the method of study using computer algorithms. It is seen as a sub-
set of artificial intelligence. It is related to the technologies for making computing devices 
be able to learn from input data and make reasonable output. The application of ma-
chine learning is very large and includes a number of different areas including the bank-
ing sector, engineering, etc. It works with statistical data. The thesis aims to combine 
Machine Learning (ML) algorithms and historic data to achieve profitable result regard-
ing measurement firm performances (Alpaydin, 2020).  
 
 
1.2 Research questions of the study 
The research question is based on the financial indicators, choice of prediction, evalua-
tion criteria and experimental design. These foundations have made the research ques-
tions presented later in this section. The research study has four objectives, as follows: 
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a. To design a machine learning model which will be able to forecast a company’s future 
return on equity (ROE), diluted and basic earnings per share (EPS), revenue and 
return on assets (ROA). 
 
b. To use the machine learning Long Short-Term Memory (LSTM) model to predict a 5 
(2020-2025) year forecast of the company’s return on equity (ROE), earnings per 
share (EPS), revenue and return on assets (ROA).  The measures are based on ROE 











𝑊𝑒𝑖𝑔ℎ𝑡𝑒𝑑 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑐𝑜𝑚𝑚𝑜𝑛 𝑠ℎ𝑎𝑟𝑒𝑠 
      (2) 
 
c. Classification of the firm based on the return on equity and earnings per share. We 
use t to refer to the year corresponding to the annual report and t +1 to the preceding 
year (Qiu, Padmini, Nick, 2007).  
 
I. Better performance: If the ROE ratio in year t+1 is greater than the ROE in year t 
by more than 5% then the company has a better performance (Qiu, Padmini, Nick, 
2007).  
II. Neutral performance: If the ratio in year t+1 is within 5% of the ROE ratio in year 
t, then the company is classified as neutral in performance (Qiu, Padmini, Nick, 
2007).  
III. Worst performance: If the ROE ratio in year t+1 is less than the ROE ratio in year 
t by more than 5% has its worst performance (Qiu, Padmini, Nick, 2007).  
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d. Evaluate the model’s strengths and weaknesses. The evaluation or analysis will be 
based on quantitative results. 
 
The objectives of the thesis are based on the firm performance, financial indicators, 
machine learning algorithm and forecasting methods. The above four objectives have 
produced the following two research question.  
 
• RQ 1: How does financial statement forecasting support companies in measuring 
performance? 
 
• RQ 2: How can machine learning algorithm be applied successfully for forecasting 
financial statements in companies? 
 
 
1.3 Structure of the thesis  
 
The thesis is divided into three sections: theoretical study, empirical study and conclu-
sion. The theoretical section consists of an introduction, a literature review on machine 
learning approaches to financial statements and time series forecasting methods. The 
empirical study consists of research methods and data collection. The final section the 
conclusion, consists of the results, recommendations, and analysis from the empirical 
study.  
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2 LITERATURE REVIEW  
 
In this section, the focus is on research work related to building predictive models, firm 
performance, and forecasting.  
 
Predictive analysis is performance in many ways. Machine learning is a new evolving sec-
tor in artificial intelligence (Charles, 2007) and the utilization of machine learning tech-
nique predictive analysis is possible. Its application to finance and banking sectors has 
shown improvements in quality standards (Charles, 2007). Machine learning techniques 
are widely used in various interdisciplinary contexts. Techniques such as regression, clas-
sification, clustering, etc.  have shown improvements in forecasting for stock prices, 
crude oil, etc.  
 
 
2.1 Predictive models with company annual reports  
 
The study by Qiu (2007) applied machine learning technique to company annual reports 
(Qui, 2007). The study presented method for measuring firm performances based on 
return on equity (ROE) and earnings per share (EPS). The result of the research is assess-
ment of the predictive potential of the company’s annual reports. The research focuses 
on financial performance indicators like operating earnings, net income and current ratio 
and stock returns.  
 
In this case, scalar vector multiplication method (SVM), ROE and EPS.  Second, it uses 
10K or company annual reports for ML application. Third, the research problems of the 
thesis are based on five dimensions. These are, financial performance indicators, choice 
of predictions, evaluation criteria, document representation and experimental studies. 
These three core measures match with the study objective of this thesis.  
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The core foundation of the dissertation is based on the work of three different research-
ers. One is Kohut and Segars (1992), whose research study implemented return on equity. 
The research includes studies of annual reports to measure firms´ performance using 
return on equity (ROE). The second work is from Zhang et al. (2004), whose research was 
based on comparative neural network models and a variety of linear statistical models 
in forecasting. The final work used is Kloptchencko et al. (2002), who implemented 7 
ratios to characterize firm performance. These three-profitability ratios are liquidity ratio, 
two solvency ratio and one efficiency ratio.  
 
The present study includes data collection of annual reports from 250 companies from 
different financial sectors. The data collected was from the Edgar database’s SEC filings. 
The companies were selected from SIC codes. The industrial areas that the reports were 
taken from are food and associated products, tobacco products, textile mill products, 
apparel and other finished products, lumber and wood products, and furniture and fix-
tures. 
 
The dissertation assesses the textual contents of the annual reports by building predic-
tive models. The result is obtained by testing three Scalar Vector Multiple models (SVM-
score, SVM-prob and SVM-multi) using different evaluation benchmarks: predictive ac-
curacy, cost of errors, comparison with majority vote baseline and analysts` forecasts, 
portfolio return and robustness with different class definitions (Qiu, 2007).  
 
A weakness of the dissertation is that it did not evaluate the firm performances using 
machine learning algorithm. The measures that were applied for the results were only 
based on two dimensions, which were ROE and EPS. The model that it used was scalar 
vector multiples. The results could only be used for analysts and investors for investment 
purposes. Likewise, the study was concerned with research on applications which were 




2.2 Determinants of financial performance indicators 
 
The performance of firm is a dependent variable (Selvam et al., 2016), and. According to 
Selvam et al, (2016), “These are profitability performance, growth performance, market 
value performance of firm, customer satisfaction, employee satisfaction, environmental 
audit performance, corporate governance performance and social performance.” The 
subjective model was developed with nine determinants/dimensions (Selvam et al., 
2016).  
 
In the research study of Selvam et al. (2016), “Determinants of financial performance: A 
meta-analysis”, different meta-analysis of the results from 320 published studies are dis-
cussed. The study indicates that, the firm performance is measured based on profitabil-
ity performance, market value performance and employee satisfaction. These perfor-
mance measures are taken from table 1. The measurements are based according to 
Selvam (2016) firm performance table. Selvam (2016) stated “the comprehensive model 
is constructed based on firm performance.” The figure1 below shows the list of identified 














Market Value Performance Profitability Performance  
Growth Performance  
Employee Satisfaction 
Customer Satisfaction 
Environmental Performance  
Customer Performance 
Social Performance  
Environmental Performance  
Figure 1. List of determinants of firm performance (Selvam, 2016) 
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2.2.1 Profitability performance  
 
This is the method to earn profit from a business. Profit is produced after the deduction 
of revenue and expenses which are related to the operating business activities. Profita-
bility measures a firm’s past ability to generate (Selvam et al., 2016). 
 
 
2.2.2 Market value performance  
 
Value performance is related to prices in the market. It represents the external assess-
ment and future performance of the firm. It is the ability to predict stock trends, based 
on publicly disclosed information. The information is relevant to stock returns which is 
good for investors and stakeholders. Diversification strategy provides risk minimization 
and return maximization (Selvam et al., 2016).  
 
2.2.3 Growth performance 
Growth performance refers to positive change in size. The stock indices apart from being 
an indicator serve as a benchmark measuring the performance of stock. Maximization 
of stakeholder and investors are revealed on the stock market by the indices of financial 
reports and other required information. These refers to positive change in size and/or 
maturation over a period (Selvam et al., 2016). 
 
 
2.2.4 Employee satisfaction 
Employees are a trained and skilled personnel group who have clearly defined work de-
scriptions. Their jobs in an organization are defined by roles and responsibilities, the 
work environment, and their experiences with management. Therefore, an organization 
16 




2.2.5 Customer performance  
Customer performance is related to customer satisfaction. It includes the needs to be 
evaluated from the demands of customers. The focus of business improvement must 
always be the customer. The expectations of the customers must always be fulfilled by 
the companies (Selvam et al., 2016). 
 
 
2.2.6 Social performance  
According to Selvam, 2016, social performance can be defined as “the effective transla-
tion of an institution’s mission into practice in line with what is accepted as social value”. 
It is a way to satisfy communities. Social performance is about making an organization’s 
social mission a reality (Selvam et al., 2016).  
 
 
2.2.7 Environmental performance  
Vasanth, et al., (2015a) stated that, “It is essential that when the company earns more 
profit from the operation of the business, it should spend a portion of amount towards 
environmental protection.” The world’s environment is degrading continuously. The de-
terioration of the quality of the environment is a major issue. The growing number of 
industries and population is the reason for the pollution, which is the main factor in-






2.2.8 Dimensions of firm performance  
 
The dimensions of the firm performances are the dimensions and sample indicators for 
firm performances. The dimensions for firm performances cover three variables: - prof-
itability performance, growth performance, and market value performance. The strate-
gic performance includes six dimensions, namely employee satisfaction, customer satis-
faction, environmental performance, environmental audit performance, corporate gov-
ernance performance and social performance (Selvam, et. al. 2016).  
 
Table 1 shows the nine dimensions and list of indicators for each dimension for firm per-
formance. The list shows 46 indicators revealing firm performance (Selvam et al., 2016) 
(Santos & Brito 2012).  
 











1. Return on assets 
2. EBTIDA margin 
3. Return on investment 
4. Net income/revenues 
5. Return on equity 















1. Earnings per share 
2. Changes in stock price 
3. Dividend yield 
4. Stock price volatility 


















1. Market-share growth 
2. Asset growth 
3. Net revenue growth 
4. Net income growth 













2. Investments in  
employee’s development 
and training 
3. Wages and rewards 
policies 
4. Career plans 
organizational climate 



















1. Mix of products and 
services 
2. Number of complaints 
3. Repurchase rate 
4. New customer retention 
5. General customer 
satisfaction 

























1. Mix of products and ser-
vices, 
2. Number of complaints, re-
purchase rate, 
3. New customer retention, 
general customer satisfac-
tion, 















1. Environmental policy environ-
mental 
2.  Audit report 











1. Board size 
2. Board independence 
3. Outside directors 













1. Employment of minorities, 
2. Number of social and cultural 
projects, 
3. Number of lawsuits filed by 
employees, 






       4 
  
Table 1. The nine dimensions and list of indicators for each dimension.  
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3 THEORETICAL FRAMEWORK  
 
In this section, the measures related to forecasting, financial statements, balance sheet, 
cash flow and industrial classification methods will be discussed. The measures are re-




3.1 Forecasting  
According to Scott (2001), a forecast is the predictability of an event. It includes the fol-
lowing three questions. 
I. How well are the factors understood? 
II. How much data is available? 
III. Can the forecasts affect the thing we are trying to forecast? 
 
There are two factors which makes forecasting results. They are plans and goals. Plan-
ning a forecast is related to the objective and the goal of a project. The desired result is 
the true outcome (Rob & George, 2018). The future demand of organizations depends 
upon three aspects. These are short, medium- and long-term forecasts. Short-term fore-
casts are for lesser duration, medium forecasts for future resource requirements, and 
long-term forecasts for strategic planning (Rob & George, 2018).  
 
The forecasting methods largely depends on available data, which can be either quanti-
tative or qualitative (Rob & George, 2018). The qualitative data methods are guesswork.  
Quantitative data methods are applied when there are historic data available, and a rea-




Forecasting is an important financial indication to predict future trends for an institution 
or organization. It is based on historical data. The data are for example, sales, revenues, 
etc. The historical data are then implemented to mathematical indicators like simple 
moving average, volume weighted average etc. The results are the possible trend pat-
terns which show future profitable possibilities. An organization invests capital-based 
forecasts for new products, factories, retail outlets and contracts with executives. This is 
in the hope of profitable earnings (Scott, 2001).  
 
 
3.2 Financial statements 
According to, Petrit (2019), “financial statements are a structured financial presentation 
and transactions undertaken in an organization”. The objective of financial statements 
is to provide information on the current position and financial changes. It is a very im-
portant basis for making managerial decisions (Asllanaj, 2008 & Petrit, 2019). 
 
The objective of financial statements is to provide information about the financial situa-
tion, financial performance and changes in an entity's financial position which is usable 
by a wide range of users in making their economic decisions (Lewis, & Pendrill, 2004). 
There are three financial statements which interprets the quantitative data of a com-
pany’s performance. These are: income statements, balance sheets and statement of 
cash flow. 
 




IV. Income and expenditure and 
V. Cash Flow 
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3.3 Balance Sheets 
 
The balance sheet is financial statement. It reports a company’s assets, liabilities and 
shareholder equity. It shows the amount invested by shareholders and the company’s 
ownership of the investments by shareholders (Adams, 2019).  
 
There are two types of sub accounts in the balance sheet. The assets account includes 
the current and fixed assets of the company (Frank, 1989). Current assets include cash, 
market securities, accounts receivable, inventories, prepaid expenses, etc. (Frank, 1989) 
Similarly, the other sub account includes the liabilities and equity. This includes accounts 
payable, short term debt, accrued expenses and notes payable (Frank, 1989).  
 
Figure2 below shows an example of a balance sheet. It shows the assets, properties, 
















Figure 2. Balance sheet for Teddy fab Inc (Timothy and Joseph, 2003) 
23 
3.4 Cash Flow  
This is a financial statement which shows an analysis of operating, investing and financial 
activities. It is related with the flow of cash which is in and out of business. It is useful in 
determining the short-term viability of a business firm. According to Patrick et al (2002), 
“Cash flow helps the investors and creditors to access the ability of the firm to generate 
positive future cash flow, ability to meet the debt obligations and to shed light on the 
cash and non-cash aspect of the investing and financial transactions.” 
 
The operating activities are net income, depreciation, the increase or decrease in mar-
ketable securities, accounts receivable, inventory, prepaid expenses, account payable, 




















Figure 3. Cash Flow (Timothy and Joseph, 2003) 
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3.5 Industrial Classification System  
This is a type of economic taxonomy which organises companies into industrial groups. 
The grouping is based on similar products, and financial markets. It is used by national 
and international statistical agencies for summarizing the economic conditions (Christin, 
2005).  
 
3.5.1 Standard Industrial Classification (SIC) 
This is the four-digit industrial code which was developed by the United States Office of 
Management for Researchers and Practitioners. (Christin, 2005) The first digit covers 10 
divisions for example, mining or manufacturing: -the first two digits cover 81 major 
groups like oil and gas extraction or paper and allied products, the first three digits cover 
industry groups like converted paper, all four industries like Envelopes. (Christin, 2005) 
 
3.5.2 North American Industry Classification System (NAICS) 
The numbering system employes a five or six-digit code. The first two digits shows the 
business sector. The third digit the subsector. The fourth the industry group and the fifth 
the NAICs industries. The system is applied in three countries ;- The United States of 
America, Canada and Mexico, and covers twenty sectors (Christin, 2005). 
 
3.5.3 Global Industry Classification Standard (GICS) 
The Global Industry Classification Standard is a development by Morgan Stanley Capital 
International (MSCI) and Standard & Poor (S&P) (Christin, 2005).  The GICS system con-
sists of 10 sectors like energy or financials, 23 industry groups like oil and gas or Insur-
ance with 59 industries like oil and gas drilling or insurance brokers, and 122 sub-indus-
tries (Christin, 2005). The system links an eight-digit code to each company (Christin, 
2005). Data are available from December 1994 for S&P 1500 companies, and from June 
1999 for non-S&P companies (Christin, 2005). The classification of companies is primarily 
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based on revenues but also on earnings and market perception. Diverse companies are 
members of separate industry groups or industries (Christin, 2005). 
 
3.5.4 Dow Jones Global Classification Standard (DJGCS) 
The Dow Jones Global Classification Standard provided by Dow Jones covers approxi-
mately 45,000 securities worldwide (Christin, 2005). Companies are classified in 10 gen-
eral economic sectors like financial or consumer - cyclical, 18 market sectors like banks 
or automobiles, 51 industry groups like auto parts and finally, 89 sub-groups like tires 
(Christin, 2005). The classification of individual companies is based on revenues from 
dominant lines of business (Christin, 2005). World scope provides current DJGCS data 
based on the sub-group level (Christin, 2005). This means that every company is linked 
to one sub-group that consists of three characters (Christin, 2005).  
 
3.5.5 World scope industry groups (WSIG) 
Thomson Financial provides a four-digit numeric code system where each company is 
linked to one code based on the net sales or revenues figure (Christin, 2005). The first 
two digits represent one of 27 major industry groups (Christin, 2005). Major groups are 
for instance aerospace, automotive or chemicals (Christin, 2005). The next two digits 
represent sub-groups that cover a more detailed industry classification within the major 
groups (Christin, 2005). The major group, financial contains the most sub-groups (12) 
(Christin, 2005). The major group beverages on the other hand have only three sub-
groups (Christin, 2005). Diversified companies with no clear primary segment but several 
similar important segments have their own sub-groups. Companies that cannot be linked 
to a major group are classified in the group miscellaneous (Christin, 2005).  
 
3.5.6 Value Line (VL) 
Value Line is a comprehensive source of information and covers approximately 100 in-
dustries. (Christin, 2005) The Value Line database contains fundamental data (both cur-
rent and historical) on more than 7,500 publicly traded North American, European, and 
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Asian firms. (Christin, 2005) It includes hundreds of items on each firm, with balance 
sheet and income statement data. Companies are assigned to industries by sales infor-
mation. Industries are for instance tobacco or medical services. (Christin, 2005) Some 
industries are separated into speciality and diversiefied classes. There are no sub-cate-
gories (Christin, 2005).  
 
3.5.7 Fama and French(FF) 
 
Fama and French developed a classfication system that linked the existing SIC groups 
based on 4-digits to 48 industries. Their intention was not to develop a new classfication 
structure: - they were only interested in a manageable number of industries (Christin, 
2005).  
 
3.5.8 Return on equity (ROE) 
ROE is a measure of financial performance. It is calculated by dividing net income and 
shareholder’s equity. Return on net assets is also considered. It is a good method to de-
velop sustainable growth and dividend growth (Marshall, 2020). The mathematical in-
terpretation of ROE is given in Equation 1 in Chapter 1.  
 
The net income is the amount of income, net expenses, and taxes that a company gen-
erates for a given period. Likewise, the average shareholder’s equity is calculated by add-
ing equity from the beginning of a period (Marshall, 2020).  
 
The usage of ROE is that it is used for comparing the performances of companies. It is a 
measure of management’s ability to generate income. A percentage of between 15-20% 
is considered good (Marshall, 2020).  
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3.5.9 Earnings per share (EPS) 
EPS is the company’s profit divided by the outstanding shares of its common stock. It 
shows the firm’s money on each share. It can be arrived at in several forms. It excludes 
discontinued items or operations (David, 2020).  
 
The calculation of earnings per share (EPS) is done by taking the net income statement 
and the balance sheet to find the period-end number of common shares, dividends paid 
and the net earnings of the income (David, 2020). Earnings per share (EPS) are inter-
preted mathematically. 
 
3.5.10 Diluted earnings per share 
These are calculated by using the quality of a company’s earnings per share if all con-
vertible securities are exercised. The convertible securities are outstanding convertible 
preferred shares, convertible debenture, stock options and warrants (Akhilesh, 2019). 
 
3.5.11 Basic earnings per share 
 
This is the ratio of net income deducted by the preferred dividends and the weighted 
average common shares. It tells investors of the firm’s net income allotted to each share 
of common stock. It is used for businesses with simple capital structure (Akhilesh, 2019).  
 
3.5.12 Return on Assets (ROA) 
ROA is the ratio of net income to total assets. It is an indicator of how well a company 
utilizes the assets generating its earnings. It is best used when comparing similar com-
panies or comparing it to its previous performance. The issue with ROA is that it cannot 





𝑅𝑒𝑡𝑢𝑟𝑛 𝑜𝑛 𝐴𝑠𝑠𝑒𝑡𝑠 =
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒
𝑇𝑜𝑡𝑎𝑙 𝐴𝑠𝑠𝑒𝑡𝑠 
       3 
 
3.5.13 Revenue 
Revenue is the income generated from business operations and includes discounts and 
deductions from returned merchandise. It is also known as sales on the income state-
ment, or sales as in the price to sales ratio. There are many ways to calculate revenue 
(Will, 2019).  
  
According to Will, (2019), mathematically, 
 







4 EMPIRICAL RESEARCH FRAMEWORK 
 
4.1 Supervised Learning Model  
 
Supervised machine learning algorithm is one of the machine learning models in which 
we teach or train the machine using data, which is labelled, or some data is already 
tagged with correct answer (Wilson, 2019). The supervised machine learning model is 
the input to the process and known responses which are based on observations (Aidan, 
2019). An example of supervised machine learning includes distinguishing a good or bad 
mobile phone from a given set of data (Aidan, 2019).  
 
Supervised machine learning is where there is an input variable (x) and an output varia-
ble (Y) and you use an algorithm to learn the mapping function from the input to the 
output (Wilson, 2019).  
Mathematically,  
   Y=f(x)       5  
 
The goal is to approximate the mapping function so well that when there is new input 
data (x) the output variables (Y) for that data can be predicted. (Brownlee, 2016) Likewise, 
the objective of the supervised machine learning model is to correctly label the new 
input from the existing data (Aidan, 2019). The process of supervised machine learning 
starts by collecting the data set. The next process is the data preparation and data pro-
cessing. The feature subset selection is the next process. In this process identifying and 
removing the unnecessary features are conducted. Likewise, the end process is the train-
ing and evaluation (Kotsiantis, 2007). Figure 4 shows the process of supervised machine 


























There are two main examples of supervised learning techniques: - these are regression 
and classification. In this thesis, forecasting and classification type of machine learning 




required data  
Data pre-processing 
Definition of training set  
Algorithm selection 
Training 
Evaluation with test set  





Figure 4. The process of supervised machine learning (Kotsiantis, 2007) 
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4.2 Classification 
The classification model attempts to draw conclusions from observed values (Kirill, 2017).  
There are several classification models: - these include logistic regression, decision tree, 
random forest, gradient boosted tree, multi-layer perception, one-vs-rest and naïve 
Bayes (Kirill, 2017).  
 
The classification is of two types (Alpaydin, 2004 & Hastie et al., 2001), namely linear 
and non-linear classification. If the items are linearly classified between two attributes 
[X1, X2] and there are two classes A and B, then the linear equation can be computed 
based on the equation. (Alpaydin, 2004 & Hastie et al., 2001) 
 
𝑦 = 𝑎1 𝑥1 + 𝑎2 𝑥2 + 𝑎0         6 
𝑦 = 𝑎0 + 𝑎1 𝑥1 +  𝑎1 𝑥1
2 + 𝑏1 𝑥2 + 𝑏2 𝑥2
2      7 
 



















































Figure 5. Linear classification 
Figure 6. Graph showing non-linear mapping of attributes. 
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4.3 Recurrent Neural Network  
Recurrent neural networks (RNN) are a type of neural network in which the output of 
previous step is feed as input of the current step. As we know, in traditional neural net-
works, all inputs and outputs are independent of each other but in cases like when the 
next output is dependent on the previous output, as in a sentence when the next word 
is dependent of the previous work, RNN solve this problem with the help of a hidden 
layer. The main and most important feature of RNN is hidden status, which remembers 
some information about the sequence. 
 
RNN have a memory which remembers all information about what has been calculated. 
It uses the same parameters for each input as it performs the same task on all the inputs 
or hidden layers to produce the output. This reduces the complexity of the parameters, 
unlike other neural networks. 
 
 





4.4 Time-series analysis 
A time series is a sequence where a metric is recorded over regular time intervals. (Selva, 
2019) It is defined as a set of random variables ordered with respect to time. It is a sta-
tistical technique that deals with trend analysis. It takes existing series of data and fore-
casts the data values to future time (Hanis, Curtis, Thalassinos, 2012). The goal of the 
forecast is to predict future unknown values. 
 
The data available to firms are compared in time series. These are used to forecast inter-
company financial performances. The trend developed from time series analysis is used 
to predict future earnings, sales and ratio. There are several methods for time series 
analysis. The methods are simple moving average, exponential moving average, and dou-
ble exponential smoothing, amongst others. (Hanis, Curtis, Thalassinos, 2012). 
 
 
4.5 Long Short-Term Memory  
This is an artificial recurrent network architecture. It is used in the field of deep learning. 
It is well-suited to classifying, processing, and making predictions based on time series 
data (Hochreiter, 1997). It is composed of a cell, an input gate an output gate and a forget 
gate (Hochreiter, 1997). The advantages of long short-term memory (LSTM) are constant 
error backpropagation within memory cells which results in LSTM’s ability to bridge a 
very long time (Hochreiter, 1997).  
 
The architectures of long short-term memory (LSTM) contain special units called 
memory blocks in the recurrent hidden layer (Sak, Senior, Beaufays, 2014). Likewise, it 
also contains memory cells with self-connections storing the temporal state of the net-
work in addition to special multiplicative units called gates to control the flow of infor-
mation. The input gates control the flow of input activations. The output gates control 
the output flow of cell activations into the rest of the network. Figure 8 shows the 




Figure 8. Long short-term memory (Hochreiter, 1997) 
 
 
Mapping from an input sequence 𝑥 = (𝑥1, … … . 𝑥𝑇) to an output sequence 
 𝑦 = (𝑦1, … … . 𝑦𝑇) by calculating the network unit activations uses the following equa-
tions.  
 
𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖𝑚𝑚𝑡 + 𝑊𝑖𝑐𝑐𝑡−1 +  𝑏𝑖)       8 
𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑥𝑡 +  𝑊𝑓𝑚𝑚𝑡−1 + 𝑊𝑓𝑐𝑐𝑡−1 + 𝑏𝑖)      9 
𝑐𝑡 = 𝑓𝑡 . 𝑐𝑡−1 + 𝑖𝑡 𝜃 𝑔(𝑊𝑐𝑥𝑥𝑡 + 𝑊𝑐𝑚𝑚𝑡 +  𝑏𝑐)      10 
𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑥𝑡 +  𝑊𝑜𝑚𝑚𝑡−1 + 𝑊𝑜𝑐𝑐𝑡 +  𝑏𝑜)      11 
𝑚𝑡 = 𝑜𝑡  𝛩ℎ(𝑐𝑡)          12 
𝑦𝑡 = ∅(𝑊𝑦𝑚𝑚𝑡 + 𝑏𝑦)         13 
 
where the W terms denote weight matrices(e.g. Wix is the matrix of weights from the 
input gate to the input), Wic, Wfc, and  Woc are diagonal weight matrices for peephole 
connections, the b terms denote bias vectors (bi is the input gate bias vector), σ is the 
logistic sigmoid function, and i, f, o and c are respectively the input gate, forget gate, 
output gate and cell activation vectors, all of which are the same size as the cell output 
activation vector m , 𝜃is the element-wise product of the vectors, g and h are the cell 
input and cell output activation functions, and in this paper tanh, and φ is the network 
output activation function.  
36 
4.6  Why LSTM model?  
LSTMs are explicitly designed to avoid the long-term dependency problem. Remember-
ing information for long periods of time is practically by their default behaviour, not 
something which they struggle to learn. All recurrent neural networks have the form of 
a chain of repeating modules of neural network. In standard RNNs, this repeating mod-
ule will have a very simple structure, such as a single tanh layer. LSTMs also have this 
chain like structure, but the repeating module has a different structure. Instead of having 
a single neural network layer, there are four, interacting in a very special way. The key to 
LSTMs is the cell state, the horizontal line running through the top of the diagram. 
 
The cell state is kind of like a conveyor belt. It runs straight down the entire chain, with 
only some minor linear interactions. It is very easy for information to just flow along it 
unchanged. The LSTM does have the ability to remove or add information to the cell 
state, carefully regulated by structures called gates. 
 
Gates are a way to optionally let information through. They are composed out of a sig-
moid neural net layer and a pointwise multiplication operation. The sigmoid layer out-
puts numbers between zero and one, describing how much of each component should 
be let through. A value of zero means “let nothing through,” while a value of one means 
“let everything through!” An LSTM has three of these gates, to protect and control the 
cell state. 
 
In the LSTM layer, ‘RELu’ input layer was used with using appropriate input shape. Fur-
ther added 10 LSTM units to the LSTM layer. as the output layer Dense layer was used 
with the 10 output layers. In the dataset the predictions were set to 10 years of time. In 
the loss function “mean_squared_error” function was used and as the optimizer, ‘adam ’ 
optimizer function was used. for the batch size and the epochs, values of 1 and 100 were 
added, respectively.  
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When considering the dataset, there is not test dataset to evaluate trained model. in 
that sense the loss of the trained model was plotted and mentioned below. 
 
 
Figure 9. Model train 
 
When model in trained, it clearly stated that the lack of data is really troubling the model. 
even though the loss is reduced to 10% the model is started overfitting. The reason for 
the overfitting is the lack of data. There is only 250 data were remaining. As the sugges-
tion for that adding more data could resolve this problem. When predicting for the fu-
ture years, using past years data is important. In this model I have used 10 years of past 
data to predict the future data for another 10 years. Also, it can be used to predict 5 
years of future predictions by using 5 years of data. When predicting the future ROE its 
necessary to get all the previous data on ROE. Like mentioned above, to predict the 10 
years of future values, it’s better to have past data with 10 years of time. In the training 
dataset, the amount of the training data is too small to get predictions for more than 5 
or 10 year. It is the major drawback. Since this is a 5- or 10-years’ time value prediction, 
there is a necessity of having considerably large scale of data is important.  
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LSTMs are stochastic, meaning that you will get a different diagnostic plot each run. The 
advantages of long short-term memory (LSTM) are constant error backpropagation 
within memory cells which results in LSTM’s ability to bridge a very long time period.  
It can be useful to repeat the diagnostic run multiple times (e.g., 5, 10, or 30). The train 
and validation traces from each run can then be plotted to give a more robust idea of 
the behavior of the model over time. 
Due to dataset intensity and features, decided to make 10 LSTM units, with this dataset 
neither get too much space into memory units or neurons also don’t get too low space 
that data overwrite to each other. Besides using only memory units may turns all data 
into linear form and makes model overfit. By added LSTM features to prevent the over-
fit. 
In the LSTM layer, ‘RELu’ input layer was used with using appropriate input shape. Fur-
ther added 10 LSTM units to the LSTM layer. as the output layer Dense layer was used 
with the 10 output layers. In the dataset the predictions were set to 10 years of time.  
 
The reason for the overfitting is the lack of data. There is only 250+ data were remaining. 
As the suggestion for that adding more data could resolve this problem. Due to lack of 
dataset, unable to use validation data to test the model during training, to handle this 
problem there is a solution that is to use cross validation to dataset, In this data splits 
into different pieces and train on defined pieces and validate on defined pieces. Data 
again randomly splits pieces and again model trains that overcome the issue of lack of 





Long Short-Term Memory (LSTM) was used in this study. The research used a quantita-
tive methodology. The analysis was done using Jupyter notebook with Python version. 
The needed library was imported in the Jupyter notebook.  
 
The goal of the analysis was to find the forecast and to classify the companies based on 
their return oneEquity (ROE), earnings per share (EPS), return on assets (ROA) and reve-
nue. Likewise, the result of the forecast of the company was used for the classification. 
The expected result was multi-class classification. The result was based on the 5% rule 
(Qiu, Padmini, Nick, 2007). If the company’s 5-year average forecast is better than the 
preceding year the result will show better performance (Qiu, Padmini, Nick, 2007). Like-
wise, if the result shows no change, it will show neutral performance (Qiu, Padmini, Nick, 
2007). Similarly, if the company’s average performance was less than 5% it shows worst 
performance. The forecast and classification years were from 2020 to 2025.  
 
The data preparation of the company was selected based on return on equity (ROE), 
return on assets (ROA), diluted and basic earnings per share (EPS) and revenue with re-
spect to year. The selected years were from 2010 to 2019. The data were collected from 
the Orbis database. The data were arranged in columns. The first column consisted of 
the name of the company.   The second column is the ROE, ROA, EPS and revenue with 
respect to the years from 2010 to 2019. The diluted earnings per share was arranged 
with respect to the years from 2015 to 2019.    
 
The extracted data was pre-processed. These pre-processed data were loaded into Jupy-
ter notebook. The data was divided into a training and testing set. The data used for 
training was 80%, and for testing 20% data were used. The input was the return on equity 
(ROE), earnings Per share (EPS), return on assets (ROA) and revenue. The output was the 
forecast result of the company for that particular year and classification was based on 
better performance, worst performance, and neutral performance.  
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After, completion of the data pre-processing, the data was ready for training a model. 
The algorithm that was used for the model was long short-term model. The trained 
model was saved to hard disk with separate folder name.  
 
The name and year of the company to be forecast can be written in the blank space at 
the bottom where the name of the company is written. This is then followed by the year 
of the company.  The code is then run by pressing the run button.  The result is the fore-
cast value of the particular year. The results are the ROE, ROA and the revenue and the 
classification, which is good, bad or neutral performance.  The code for the forecasting 
can be found in Appendix 1.  
 
The same process can be done with the classification. The code for the classification can 
be found in Appendix 2. The companies are classified in three categories. These are good, 
bad and neutral. The code for classification is attached in Appendix 2.  
 
41 
6 RESULTS AND ANALYSIS 
In this section, the forecast results for return on asset (ROA), return on equity (ROE), 
revenue and diluted and basic earnings per share (EPS) will be discussed. 
 
6.1 Forecast for Return on Assets 
The forecast for return on assets is shown in Figure 9 below. The number in the x-axis 
represents the companies while the Y-axis depicts the variables. There are 210 under 
consideration. The highest results are companies with number between 120-129 and 
134-138. These companies are Brooks International, Deere & Co., Digi International Inc, 
Kennametal Inc, Netapp Inc and Nordson Corp.  
 
 






















































































Return on Assets 
Company ROA 2020 ROA 2021 ROA 2022
ROA 2023 ROA 2024 ROA 2025
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The x-axis shows the companies for the year 2020. The y-axis shows the companies 
which are in the return on assets values. The return on assets for the year 2020 are 
shown in the figure 11 below. The forecast shows that the highest return on assets value 
are the companies 80 (light path technologies inc), 100 (Arrowhead pharmaceuticals inc), 
150 (Tapestry Inc) and 185(Suburban propane partners). The lowest are in 70-72 (Cree 




The figure 12 below shows the return on assets for 2021. The x-axis shows the company 
names. The y-axis shows the return on assets value. The highest values are the compa-
nies 106(Farmers Bro), 120 (Lazboy inc) and 134(Brook’s automation Inc). The lowest 


































































































The figure 13 below shows the return on assets for the year 2022. The x-axis shows the 
companies. Likewise, the y-axis shows the return on assets values. The highest returns 
are the companies with values 108 (Hain celestial group inc ), 120 (La-z boy Inc) and 
145(Boot barn holding inc). The lowest are the companies with 85 (Micron technology 










































































































































































































Figure 12. Return on assets for the year 2021. 
Figure 13. Return on assets for the year 2022.  
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The figure 14 below shows the return on assets for the year 2023. The X-axis shows the 
company names, and the Y-axis shows the values. The highest return on assets is 28 (Cnx 
resources corporation), 120 (Laz boy inc) and 135 (Deere and co). The lowest return on 




The figure 15 is shown below. The x-axis are the company names. The y-axis is the return 
on assets value. The highest return on assets is 28 (Cnx resources corporation), 120 (Laz-
boy Inc), 128(Mercury systems inc) and 135(Deere and co). The lowest company are, 








































































































Figure 15. Return on assets for the year 2024. 
 
The figure 16 below shows the return on assets of 2025. The highest return on assets is 
120(Laz boy inc), 128 (Mercury systems inc) and 135(Deere and co). The lowest company 









































































































































































































6.2 Forecast for Return on Equity  
The figure 17 below shows the return on equity for the year 2020. The companies with 
the highest values are 10 (Avid bioservies inc), 15 (Cardinal ethanol inc) and 143(Western 
digital corp). The lowest return on equity for the companies are 30(Charter communica-
tions), 55(RGC resources inc), 191(Aat corp) and 207(Applied industrial technologies).  
 
 
Figure 17. Return on equity for the year 2020.  
 
The figure 18 below shows the return on equity for the year 2021. The highest return on 
equity for the year 2021 are the companies labels 145(boot barn holdings inc), 215(Pat-
terson companies) and 223 (Cvs health corporations). The lowest ones are the compa-
nies with the labels 30 (Charter communications), 100 (Arrowhead pharmaceuticals inc) 




































































































Figure 18. Return on equity for the year 2021. 
 
The figure 19 below shows the return on equity for the year 2022. The highest return on 
equity for the year 2022 are the year with the labels 108 (Hain celestial group inc), 113 
(Sanderson farm inc) and 223 (CVS health corporation). The lowest ones are of the year 
are 55(RGC resources ) and 92 (Aviat networks inc).  
 
 
























































































































































































The figure 20 below shows the total forecast for the return on equity. The x-axis shows 
the values for the forecast whereas, the x-axis shows the company values. The values of 
the ROE are depicted on the X-axis, while the Y-axis represents the companies’. There 
are in total 228 companies under consideration. The companies that fall within 100 - 105 
and 215 -220 shows the highest return on equity. These companies include General Mo-
tors, Grante Falls Energy Inc., Greenbrier Companies Inc, Grief Inc, and Griffon Corp. Si-
milarly, companies that fall within the 215 – 220 range are United Natural Foods Inc, 
United Parcel Services Inc., Until Corp, Universal Technical Institute, and Uranium Energy 




Figure 20. Forecast value for the return on equity. 
 








































Forecast for return on equity 
ROE 2025 ROE 2024 ROE 2023 ROE 2022 ROE 2021 ROE 2020
50 
6.3 Forecast for revenue. 
Figure 11 below shows the forecast for revenue. In the graph, the companies are in X-
axis and the Y-axis shows companies with the highest values. There are in total 216 com-
panies. The forecasts for the highest revenue companies were from 9-12. These compa-
nies are Alliance Resources Partners, Amazon Inc. and America’s Car Mart inc. The aver-
age company forecast was on average below 1000000000. The average value of the com-




Figure 21.  Forecast value for the revenue. 
 
 
6.4 Forecast for Earnings per Share (diluted and basic) 
The forecast results for earnings per share are shown in Figure 15 below. The x-axis 
shows the number of companies. The total number of companies is 232. Likewise, the y-
axis shows the earnings per share values. The highest returns per share are from com-
panies between 85 and 92. The companies included are Extreme Networks, Exxon Monil 























































































The forecast for revenue
Company Revenue 2020 Revenue 2021 Revenue 2022
Revenue 2023 Revenue 2024 Revenue 2025
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Likewise, the medium highest numbers are between 51-57 and 10-15. The companies 
between 51-57 are, Charter Communications, Chaveron Corporation, China HGS, 
Chiptole Mexican Grill Inc and Ciena Corp. Similarly, the companies which are in group 
10-15 are, Amech Systems, Amercia’a Car Mart Inc, American Outdoor Brands Corpora-




Figure 22.  Forecast value for the earnings per share. 
 
The earnings per share for the year 2020 is shown in the figure 23 below. The x-axis 
shows the company names. The Y-axis shows the EPS values. The highest earnings per 





























































































The forecast for  earnings per share dilued and basic
Basic 2020 Basic 2021 Basic 2022 Basic 2023 Basic 2024 Basic 2025
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Figure 23.  Earnings per share for the year 2020  
 
The figure 24 below shows the earnings per share for the year 2021. The x-axis shows 
the company names whereas the y-axis shows the earnings per share. The company with 
the highest eps for the year 2021 is the year 154 (Enerpac tool group corp).  
 
 























































































































































































The figure 25 below shows the earnings per share for the year 2022. The x-axis shows 
the company labels, and the y-axis shows the earnings per share for the given values. 




Figure 25.  Earnings per share for the year 2022 
 
The figure 26 below shows the earnings per share for the year 2023. The x-axis shows 
the earnings per share for the year 2023 whereas, the y-axis shows the earnings per 
share values. The highest values of earnings per share for the company is the 154 (Ener-



























































































Figure 26. Earnings per share for the year 2023 
 
The figure 27 below shows the earnings per share for the year 2024. The x-axis shows 
the company names, and the y-axis shows the values for the companies. The highest 







































































































Figure 27. Earnings per share for the year 2024 
 
The figure 28 below shows the earnings per share for the year 2025. The x-axis shows 
the company names and the y-axis the values for the earnings per share. The highest 






































































































Figure 28. Earnings per share for the year 2025 
 
 
6.5 Classification based on return on equity and earnings per share. 
The classification of the companies was based on the 5% percentage rule. The classifica-
tion based on return on equity was 50.5 percent. These are companies which have good 
performance. Similarly, 41.8% of companies are in the worst performance category. Neu-
tral performance comprises 7.7% of the total companies. The figure 16 below shows the 



























































































Figure 29. Performance measure based on return on equity. 
 
 
The highest current ROE is Lowe’s Companies Inc., United Parcels Service Inc. and Amer-
ican Outdoor Brands Corporation. The highest predicted companies are: - Haynes inter-
national Inc., Verizon Communications Inc. and Marinemax Inc. The Figure below shows 
the return on equity. 
 
 c  
Figure 30. Highest current return on equity and predicted return on equity 
  
 
The classification based on earnings per share shows the performance measure based 
on EPS. Good company performance is 51%. The worst company performance is 44.3%. 




Figure 31. Performance measure based on earnings per share. 
  
 
The highest performance-based classification for per earnings per share companies are 
Cardinal Eethanol LLC, Granite Falls Energy Inc and AutoZone. The highest predicted Eps 
are Farmer’s Bro, AmerisourceBergen Crop and Meritor Inc. 
 
 






7  IMPORTANCE OF RESULTS   
The results show the company’s performances, which were based on return on assets, 
return on equity, revenue, and earnings per share. It shows the future profitable or non-
profitable situation of the company. Likewise, it is also useful for investors. The investors 
or share market analysts can make decisions about the investment opportunities based 
on the forecasting results. Any individual without knowledge of investment can use the 
code for finding a forecast or better investment opportunities. 
 
The results can also be compared with profitability performance, market value perfor-
mance, growth performance and employee performance. The values for ROE, EPS, and 
revenue can be compared with Table 1. Thus, comparing the values can produce the 
firm’s measurements in respect to profitability, market value, growth, and employee per-
formances. The purpose of the classification of the forecasting was to produce immedi-
ate information about the company’s performance: - the company performance can be 
analysed immediately. The financial statement forecasting includes necessary infor-
mation about income, equity etc. These values can be forecast to obtain the necessary 
forecasting results for the future. Machine learning is a new and emerging subject: - its 
application to the financial sectors can provide profitable outcomes. This thesis proves 













8 MANAGERIAL IMPLICATIONS 
 
This study shows the results of 250 companies. The managers of the listed companies 
can check the companies regarding return on assets (ROA), return on equity (ROE), rev-
enue, and earnings per share (EPS). The companies which have the highest ROA are 
Brooks international, Deere and Co International, Inc, Kennametal Corp, Netapp Corp 
and Nordson Corp. The companies which are in ROE are General motors, Grante Falls 
Energy Inc, Green Brier Companies Inc, Grief Inc, Griffon Inc, United Natural Foods Inc, 
United Parcel Services Inc, Until Corp, Universal Technical Institute, Uranium Energy Corp. 
The highest revenue companies are Amazon, America Art. Similarly, the highest earnings 
per share (EPS) are Charter Com, Chaveron Corporation, China HGS and Chiptole Mexi-
cam Grills.  
 
The company managers can then check the future 5 years forecasts of return on assets, 
return on equity, revenue and earnings per share. Likewise, they can also check the low-
est values of the companies. The code provided in Appendix 1 and Appendix 2 can also 
be helpful for other companies which are not listed in this study. Forecasts can still be 
applied to new companies in future years. Table 1 in this study can also be used to com-
pare the results. The conditions are suitable for profitability performance, market value 
performance, growth performance and employee performance. The highest ROA means 
high profitability performance and market value performance and vice-versa. Likewise, 
the highest ROE means high profitability performance. Similarly, high revenue means 





The aim of the thesis was to measure firm performances. In our study, the particular 
interest was on profitability performance, market value performance and employee sat-
isfaction. The notable point is that large capital companies had good performances in all 
three measures. Similarly, another goal was to utilize a machine learning algorithm which 
was successfully implemented using the time-series forecasting method and long short-
term memory model. Similarly, machine learning techniques were used for forecasting. 
This can be further used for investment purposes. The investors can easily check earn-
ings per share (EPS), return on assets (ROA), return on equity (ROE), and revenue. New 
companies can be added using the same process mentioned in this study.  
 
In the theoretical part of the thesis, forecasting methods and balance sheets were meas-
ured. Likewise, industrial classification systems were also measured. In the empirical re-
search framework, the supervised learning methods and financial indicators were ex-
plained.  
 
The process was implemented in six steps. The first step was for the conversion of group 
of data into individual company data. Then each model for the company was given a 
company label. The model was then used for testing and validation. 80 % of the data was 
used for training and 20% for validation.  Juypter software was implemented for the ap-
plication. Then the models were trained and results collected in separate Excel files. 
 
The results show that most companies which were based on 5% ROE showed good per-
formance category. 51% good performance. 41% neutral performance and 8% worst per-
formance. Likewise, the forecast results based on return on equity, return on assets and 
revenue shows on average good results. 
 
The advantages of this code are that, the methods can be useful for investors and ana-
lysts for investment purposes. Similarly, Excel files can be added and made bigger by 
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adding other companies’ firm performance measurements. These measurements can 




10 LIMITATIONS AND SUGGESTIONS FOR FUTURE RESEARCH 
There are few limitations involved in the empirical part of the thesis. The time for com-
pletion of the research study was limited. Thus, the data availability of the companies 
was restricted. The reason for that is because of the time for completion of the thesis: - 
the time period for the study was short. Therefore, the data were limited to those com-
panies whose information could easily be searched. The accuracy and prediction of the 
results could have been more extensive if more data variables for the companies had 
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Appendix 1. Code for forecasting 
{ 
 "cells": [ 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
       ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "### Run in the sequence, in class cell it will ask you for Comapny name and year. and 
it will give you\n", 
    "### ROA, ROE, REVENUE, Both EPS of that given company for the year you will give" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Imports" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 19, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "import os\n", 
    "import pandas as pd\n", 
    "import re\n", 
    "\n", 
    "from pandas import ExcelWriter\n", 
    "from pandas import ExcelFile\n", 
    "\n", 
    "\n", 
    "from numpy import split\n", 
    "from numpy import array\n", 
    "\n", 
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    "from math import sqrt\n", 
    "from sklearn.metrics import mean_squared_error\n", 
    "from matplotlib import pyplot\n", 
    "from keras.models import Sequential\n", 
    "from keras.models import load_model\n", 
    "from keras.layers import Dense\n", 
    "from keras.layers import Flatten\n", 
    "from keras.layers import LSTM\n", 
    "import matplotlib.pyplot as plt\n", 
    "from matplotlib.pyplot import figure" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Required Functions" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 20, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def split_dataset(data):\n", 
    "    _80_percent = int((80/100)*len(data))\n", 
    "    train, test = data[0:_80_percent], data[_80_percent:]\n", 
    "    train = array (split (train, len(train)/2))\n", 
    "    test = array (split (test, len(test)/2))\n", 
    "    return train, test\n", 
    "\n", 
    "def to_supervised(train, n_input, n_out=1):\n", 
    "    data = train.reshape((train.shape[0]*train.shape[1], train.shape[2]))\n", 
    "    X, y = list(), list()\n", 
    "    in_start = 0\n", 
    "    for _ in range(len(data)):\n", 
    "        in_end = in_start + n_input\n", 
    "        out_end = in_end + n_out\n", 
    "        if out_end <= len(data):\n", 
    "            x_input = data[in_start:in_end, 0]\n", 
    "            x_input = x_input.reshape((len(x_input), 1))\n", 
    "            X.append(x_input)\n", 
    "            y.append(data[in_end:out_end, 0])\n", 
    "        in_start += 1\n", 
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    "    return array(X), array(y)\n", 
    "\n", 
    "\n", 
    "\n", 
    "def forecast (model, history, n_input):\n", 
    "    data = array(history)\n", 
    "    data = data.reshape((data.shape[0]*data.shape[1], data.shape[2]))\n", 
    "    input_x = data[-n_input:, 0]\n", 
    "    input_x = input_x.reshape((1, len(input_x), 1))\n", 
    "    yhat = model.predict(input_x, verbose=0)\n", 
    "    yhat = yhat[0]\n", 
    "    return yhat\n", 
    "\n", 
    "def split_dataset_EPS(data):\n", 
    "    train, test = data[0:3], data[3:]\n", 
    "    train = array(split(train, len(train)/1))\n", 
    "    test = array(split(test, len(test)/1))\n", 
    "    return train, test" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "### Reading all avalibale company names so we can check given company name is 
valid or not " 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 21, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "companies_names_ROA_ = os.listdir('Data_sets/company_trans-
form_data_ROA/')\n", 
    "companies_names_ROE = os.listdir('Data_sets/company_transform_data_ROE/')\n", 
    "companies_names_EPS = os.listdir('Data_sets/company_trans-
form_data_Basic_EPS/')" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
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    "### Removing the extension from end " 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 22, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "companies_names_ROA_REVENUE = [fn[:-4] for fn in companies_names_ROA_]\n", 
    "companies_names_for_ROE =     [fn[:-4] for fn in companies_names_ROE]\n", 
    "companies_names_for_EPS =     [fn[:-4] for fn in companies_names_EPS]" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Revenue" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 23, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def find_REVENUE(file_name, year):\n", 
    "    Year_list = [2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, 
2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 2 , 2\n", 
    "    \n", 
    "    file_path = \"Data_sets/company_transform_data_Revenue/\"\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset(dataset.values)\n", 
    "    \n", 
    "    \n", 
    "    model = load_model('Models/Revenue_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
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    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    year_var = Year_list[10]\n", 
    "    for i in range(int(len(Year_list[10:])/2)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array((array([yhat_sequence[0], dataset.Company[0], 
year_var]),\n", 
    "                             array([yhat_sequence[1], dataset.Company[0], year_var+1]))))\n", 
    "        year_var += 2\n", 
    "    \n", 
    "    history = array(history)\n", 
    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "        \n", 
    "    index = Year_list.index(year)\n", 
    "    print(\"Revenue     : {:>12}\".format(float(history[index][0])))\n", 
    "    " 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# ROA" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 24, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def find_ROA(file_name, year):\n", 
    "    Year_list = [2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, 
2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 2 , 2\n", 
    "    verbose, epochs, batch_size = 0, 699, 1\n", 
74 
    "    \n", 
    "    file_path = \"Data_sets/company_transform_data_ROA/\"\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset(dataset.values)\n", 
    "    \n", 
    "    \n", 
    "    model = load_model('Models/ROA_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    year_var = Year_list[10]\n", 
    "    for i in range(int(len(Year_list[10:])/2)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array((array([yhat_sequence[0], dataset.Company[0], 
year_var]),\n", 
    "                             array([yhat_sequence[1], dataset.Company[0], year_var+1]))))\n", 
    "        year_var += 2\n", 
    "    \n", 
    "    history = array(history)\n", 
    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "        \n", 
    "    index = Year_list.index(year)\n", 
    "    print(\"ROA         : {:>12}\".format(float(history[index][0])))\n", 
    "    " 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# ROE" 
   ] 
  }, 
  { 
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   "cell_type": "code", 
   "execution_count": 25, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def find_ROE(file_name, year):\n", 
    "    Year_list = [2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, 
2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 2 , 2\n", 
    "    \n", 
    "    file_path = \"Data_sets/company_transform_data_ROE/\"\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset(dataset.values)\n", 
    "    \n", 
    "    \n", 
    "    model = load_model('Models/ROE_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :])\n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    year_var = Year_list[10]\n", 
    "    for i in range(int(len(Year_list[10:])/2)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array((array([yhat_sequence[0], dataset.Company[0], 
year_var]),\n", 
    "                             array([yhat_sequence[1], dataset.Company[0], year_var+1]))))\n", 
    "        year_var += 2\n", 
    "    \n", 
    "    history = array(history)\n", 
    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "        \n", 
    "    index = Year_list.index(year)\n", 
    "    print(\"ROE         : {:>12}\".format(float(history[index][0])))" 
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   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Basic EPS" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 26, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def find_Basic_EPS(file_name, year):\n", 
    "    Year_list = [2015, 2016, 2017, 2018, 2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 1 , 1\n", 
    "    verbose, epochs, batch_size = 0, 700, 2\n", 
    "    file_path = 'Data_sets/company_transform_data_Basic_EPS/'\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset_EPS(dataset.values)\n", 
    "    \n", 
    "    model = load_model('Models/B_EPS_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    \n", 
    "    \n", 
    "    year_var = Year_list[5]\n", 
    "    for i in range(len(Year_list[5:])):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
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    "        history.append(array([array([yhat_sequence[0],dataset.Com-
pany[0],year_var])]))\n", 
    "        year_var += 1\n", 
    "        \n", 
    "    index = Year_list.index(year)\n", 
    "    print(\"Basic EPS   : {:>12}\".format(float(history[index][0][0])))    " 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Diluted_EPS" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 27, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def find_Diluted_EPS(file_name, year):\n", 
    "    Year_list = [2015, 2016, 2017, 2018, 2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 1 , 1\n", 
    "    verbose, epochs, batch_size = 0, 700, 2\n", 
    "    file_path = 'Data_sets/company_transform_data_Diluted_EPS/'\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset_EPS(dataset.values)\n", 
    "    \n", 
    "    model = load_model('Models/D_EPS_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
78 
    "    predictions.append(yhat_sequence)\n", 
    "    \n", 
    "    \n", 
    "    year_var = Year_list[5]\n", 
    "    for i in range(len(Year_list[5:])):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array([array([yhat_sequence[0],dataset.Com-
pany[0],year_var])]))\n", 
    "        year_var += 1\n", 
    "        \n", 
    "    index = Year_list.index(year)\n", 
    "    print(\"Diluted EPS : {:>12}\".format(float(history[index][0][0])))" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Main Code run this after running all of the above cells" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "### This is will take 2 inputs  \n", 
    "   ###  1 : Name of company\n", 
    "   ###  2 : Year (Year must be between 2020 to 2025) because it is predicting next 6 
years(2020 to 2025)\n", 
    "### Out put of this will be ROA, Revenue, ROE, Diluted EPS, Basic EPS of given com-
pany for given year" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 28, 
   "metadata": {}, 
   "outputs": [ 
    { 
     "name": "stdout", 
     "output_type": "stream", 
     "text": [ 
      "Enter the Company : Alico inc\n", 
      "Enter the Year : 2025\n", 
      "Year : 2025\n", 
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      "ROA         : 1.6915656328201294\n", 
      "Revenue     : 127349.703125\n", 
      "ROE         : 7.735899448394775\n", 
      "Diluted EPS : 0.4321373701095581\n", 
      "Basic EPS   : 0.44920438528060913\n" 
     ] 
    } 
   ], 
   "source": [ 
    "file_name = input(\"Enter the Company : \")\n", 
    "year = int(input(\"Enter the Year : \"))\n", 
    "print(\"Year : {}\".format(year))\n", 
    "if file_name in companies_names_ROA_REVENUE:\n", 
    "    find_ROA(file_name,year)\n", 
    "    find_REVENUE(file_name,year)\n", 
    "if file_name in companies_names_for_ROE:\n", 
    "    find_ROE(file_name,year)\n", 
    "if file_name in companies_names_for_EPS:\n", 
    "    find_Diluted_EPS(file_name,year)\n", 
    "    find_Basic_EPS(file_name,year)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [] 
  } 
 ], 
 "metadata": { 
  "kernelspec": { 
   "display_name": "neural_networks", 
   "language": "python", 
   "name": "neural_netwroks" 
  }, 
  "language_info": { 
   "codemirror_mode": { 
    "name": "ipython", 
    "version": 3 
   }, 
   "file_extension": ".py", 
   "mimetype": "text/x-python", 
   "name": "python", 
   "nbconvert_exporter": "python", 
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   "pygments_lexer": "ipython3", 
   "version": "3.7.6" 
  } 
 }, 
 "nbformat": 4, 










Appendix 2: Code for classification 
{ 
 "cells": [ 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# imports" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 1, 
   "metadata": {}, 
   "outputs": [ 
    { 
     "name": "stderr", 
     "output_type": "stream", 
     "text": [ 
      "Using TensorFlow backend.\n" 
     ] 
    } 
   ], 
   "source": [ 
    "import os\n", 
    "import pandas as pd\n", 
    "import re\n", 
    "\n", 
    "from pandas import ExcelWriter\n", 
    "from pandas import ExcelFile\n", 
    "\n", 
    "\n", 
    "from numpy import split\n", 
    "from numpy import array\n", 
    "\n", 
    "from math import sqrt\n", 
    "from sklearn.metrics import mean_squared_error\n", 
    "from matplotlib import pyplot\n", 
    "from keras.models import Sequential\n", 
    "from keras.models import load_model\n", 
    "from keras.layers import Dense\n", 
    "from keras.layers import Flatten\n", 
    "from keras.layers import LSTM\n", 
    "import matplotlib.pyplot as plt\n", 
82 
    "from matplotlib.pyplot import figure" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Required Functions" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 2, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "def split_dataset(data):\n", 
    "    _80_percent = int((80/100)*len(data))\n", 
    "    train, test = data[0:_80_percent], data[_80_percent:]\n", 
    "    train = array(split(train, len(train)/2))\n", 
    "    test = array(split(test, len(test)/2))\n", 
    "    return train, test\n", 
    "\n", 
    "def to_supervised(train, n_input, n_out=1):\n", 
    "    data = train.reshape((train.shape[0]*train.shape[1], train.shape[2]))\n", 
    "    X, y = list(), list()\n", 
    "    in_start = 0\n", 
    "    for _ in range(len(data)):\n", 
    "        in_end = in_start + n_input\n", 
    "        out_end = in_end + n_out\n", 
    "        if out_end <= len(data):\n", 
    "            x_input = data[in_start:in_end, 0]\n", 
    "            x_input = x_input.reshape((len(x_input), 1))\n", 
    "            X.append(x_input)\n", 
    "            y.append(data[in_end:out_end, 0])\n", 
    "        in_start += 1\n", 
    "    return array(X), array(y)\n", 
    "\n", 
    "\n", 
    "def forecast(model, history, n_input):\n", 
    "    data = array(history)\n", 
    "    data = data.reshape((data.shape[0]*data.shape[1], data.shape[2]))\n", 
    "    input_x = data[-n_input:, 0]\n", 
    "    input_x = input_x.reshape((1, len(input_x), 1))\n", 
    "    yhat = model.predict(input_x, verbose=0)\n", 
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    "    yhat = yhat[0]\n", 
    "    return yhat\n", 
    "\n", 
    "def split_dataset_EPS(data):\n", 
    "    train, test = data[0:3], data[3:]\n", 
    "    train = array(split(train, len(train)/1))\n", 
    "    test = array(split(test, len(test)/1))\n", 
    "    return train, test\n", 
    "\n", 
    "def find_ROE(file_name, year):\n", 
    "    Year_list = [2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, 
2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 2 , 2\n", 
    "    \n", 
    "    file_path = \"Data_sets/company_transform_data_ROE/\"\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset(dataset.values)\n", 
    "    \n", 
    "    \n", 
    "    model = load_model('Models/ROE_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :])\n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    year_var = Year_list[10]\n", 
    "    for i in range(int(len(Year_list[10:])/2)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array((array([yhat_sequence[0], dataset.Company[0], 
year_var]),\n", 
    "                             array([yhat_sequence[1], dataset.Company[0], year_var+1]))))\n", 
    "        year_var += 2\n", 
    "    \n", 
    "    history = array(history)\n", 
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    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "    return history\n", 
    "        \n", 
    "#     index = Year_list.index(year)\n", 
    "#     print(\"ROE         : {:>12}\".format(float(history[index][0])))\n", 
    "\n", 
    "def find_REVENUE(file_name, year):\n", 
    "    Year_list = [2010, 2011, 2012, 2013, 2014, 2015, 2016, 2017, 2018, 
2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 2 , 2\n", 
    "    \n", 
    "    file_path = \"Data_sets/company_transform_data_Revenue/\"\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset(dataset.values)\n", 
    "    \n", 
    "    \n", 
    "    model = load_model('Models/Revenue_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    year_var = Year_list[10]\n", 
    "    for i in range(int(len(Year_list[10:])/2)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array((array([yhat_sequence[0], dataset.Company[0], 
year_var]),\n", 
    "                             array([yhat_sequence[1], dataset.Company[0], year_var+1]))))\n", 
    "        year_var += 2\n", 
    "    \n", 
    "    history = array(history)\n", 
    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "    \n", 
    "    return history\n", 
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    "\n", 
    "def find_Basic_EPS(file_name, year):\n", 
    "    Year_list = [2015, 2016, 2017, 2018, 2019,2020,2021,2022,2023,2024,2025]\n", 
    "    actual_values = []\n", 
    "    predicted_values = []\n", 
    "    n_input , n_out  = 1 , 1\n", 
    "    verbose, epochs, batch_size = 0, 700, 2\n", 
    "    file_path = 'Data_sets/company_transform_data_Basic_EPS/'\n", 
    "    file_path += file_name+'.csv' \n", 
    "    dataset = pd.read_csv(file_path, infer_datetime_format=True, 
parse_dates=['datetime'], index_col=['datetime'])\n", 
    "    \n", 
    "    train, test = split_dataset_EPS(dataset.values)\n", 
    "    \n", 
    "    model = load_model('Models/B_EPS_model/'+file_name+'.hS')\n", 
    "    \n", 
    "    history = [x for x in train]\n", 
    "    \n", 
    "    predictions = []\n", 
    "    for i in range(len(test)):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        predictions.append(yhat_sequence)\n", 
    "        history.append(test[i, :]) \n", 
    "\n", 
    "    yhat_sequence = forecast(model, history, n_input)\n", 
    "    predictions.append(yhat_sequence)\n", 
    "    \n", 
    "    \n", 
    "    year_var = Year_list[5]\n", 
    "    for i in range(len(Year_list[5:])):\n", 
    "        yhat_sequence = forecast(model, history, n_input)\n", 
    "        history.append(array([array([yhat_sequence[0],dataset.Com-
pany[0],year_var])]))\n", 
    "        year_var += 1\n", 
    "        \n", 
    "    history = array(history)\n", 
    "    history = history.reshape((history.shape[0]*history.shape[1], history.shape[2]))\n", 
    "    \n", 
    "    return history\n", 
    "    \n", 
    "#     index = Year_list.index(year)\n", 
    "#     print(\"Basic EPS   : {:>12}\".format(float(history[index][0][0])))    \n", 
    "    \n", 
    "\n", 
    "def find_average(numbers):\n", 
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    "    total_len = len(numbers)\n", 
    "    sum_of_all = 0\n", 
    "    for num in numbers:\n", 
    "        sum_of_all += num\n", 
    "        \n", 
    "    return sum_of_all/total_len    \n", 
    "\n", 
    "def find_class(curent_value, new_value):\n", 
    "    percentage = ((new_value-curent_value)/abs(curent_value))*100\n", 
    "    if percentage >= 5:\n", 
    "        return 'Good'\n", 
    "    elif percentage <= -5:\n", 
    "        return 'Worst'\n", 
    "    else:\n", 
    "        return 'Neutral'" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# lists of all companies" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 3, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "companies_names_ROA_ = os.listdir('Data_sets/company_trans-
form_data_ROA/')\n", 
    "companies_names_ROE = os.listdir('Data_sets/company_transform_data_ROE/')\n", 
    "companies_names_EPS = os.listdir('Data_sets/company_trans-
form_data_Basic_EPS/')" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Removeing the extension from names of files" 
   ] 
  }, 
  { 
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   "cell_type": "code", 
   "execution_count": 4, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "companies_names_ROA_REVENUE = [fn[:-4] for fn in companies_names_ROA_]\n", 
    "companies_names_for_ROE =     [fn[:-4] for fn in companies_names_ROE]\n", 
    "companies_names_for_EPS =     [fn[:-4] for fn in companies_names_EPS]" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Finding same companies names in all three categories" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": 5, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "same_companies = set(companies_names_ROA_REVENUE).intersection(set(compa-
nies_names_for_ROE))\n", 
    "same_companies = set(same_companies).intersection(set(compa-
nies_names_for_EPS))" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Calulate performance Based on ROE" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performance_of_companies = [find_ROE(x,2020) for x in same_companies]" 
   ] 
  }, 
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  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performances_classes = []\n", 
    "Expected_values = []\n", 
    "current_values = []\n", 
    "\n", 
    "for Pc in performance_of_companies:\n", 
    "    current_value = Pc[9][0]\n", 
    "    new_number    = find_average(Pc[10:,0])\n", 
    "    performances_class = find_class(current_value, new_number)\n", 
    "    \n", 
    "    performances_classes.append(performances_class)\n", 
    "    Expected_values.append(new_number)\n", 
    "    current_values.append(current_value)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "per_based_ROE_dic = {\"Company\": list(same_companies), \"Current ROE\": cur-
rent_values, \"Expected ROE\":Expected_values, \"Performance\":performances_clas-
ses}" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance = pd.DataFrame(data=per_based_ROE_dic)\n", 
    "ROE_Based_Peformance.head(10)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
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   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance.to_csv('Performance Based On ROE.csv', index=False)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": { 
    "scrolled": true 
   }, 
   "outputs": [], 
   "source": [ 
    "performance_count = ROE_Based_Peformance.groupby('Performance').count()\n", 
    "performance_count" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "plt.pie(performance_count['Company'], labels= performance_count.index, au-
topct='%1.1f%%', startangle=90, pctdistance=0.85)\n", 
    "\n", 
    "#draw circle\n", 
    "centre_circle = plt.Circle((0,0),0.70,fc='white')\n", 
    "fig = plt.gcf()\n", 
    "fig.gca().add_artist(centre_circle)\n", 
    "# Equal aspect ratio ensures that pie is drawn as a circle\n", 
    "plt.axis('equal')  \n", 
    "plt.title('Peformance Measure Based on ROE', fontsize= 20)\n", 
    "\n", 
    "plt.show()" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "higest_values_and_index_c = sorted([(x,i) for (i,x) in enumerate(current_values)], re-
verse=True)[:3]\n", 
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    "higest_values_and_index_e = sorted([(x,i) for (i,x) in enumerate(Expected_values)], 
reverse=True)[:3]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "roe_values_c = []\n", 
    "roe_values_index_c = []\n", 
    "for i in higest_values_and_index_c:\n", 
    "    roe_values_c.append(i[0])\n", 
    "    roe_values_index_c.append(i[1])\n", 
    "    \n", 
    "roe_values_e = []\n", 
    "roe_values_index_e = []\n", 
    "for i in higest_values_and_index_e:\n", 
    "    roe_values_e.append(i[0])\n", 
    "    roe_values_index_e.append(i[1])" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "comname_c = [list(same_companies)[index] for index in roe_values_index_c]\n", 
    "comname_e = [list(same_companies)[index] for index in roe_values_index_e]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "fig = plt.figure(figsize=(17,5))\n", 
    "\n", 
    "ax1 = fig.add_subplot(1,2,1)\n", 
    "barlist1 = ax1.bar(comname_c,roe_values_c)\n", 
    "barlist1[0].set_color('#52BE80')\n", 
    "barlist1[1].set_color('#2980B9')\n", 
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    "barlist1[2].set_color('#E74C3C')\n", 
    "ax1.set_xlabel('Company Names', fontsize=17)\n", 
    "ax1.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax1.set_title(\"Higest Current ROE\", fontsize=20)\n", 
    "\n", 
    "ax2 = fig.add_subplot(1,2,2)\n", 
    "barlist2 = ax2.bar(comname_e,roe_values_e)\n", 
    "barlist2[0].set_color('#52BE80')\n", 
    "barlist2[1].set_color('#2980B9')\n", 
    "barlist2[2].set_color('#E74C3C')\n", 
    "ax2.set_xlabel('Company Names', fontsize=17)\n", 
    "ax2.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax2.set_title(\"Higest Predicted ROE\", fontsize=20)\n", 
    "    \n", 
    "plt.tight_layout()\n", 
    "plt.show()" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "## Calulate performance Based on EPS" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performance_of_companies = [find_Basic_EPS(x,2020) for x in same_companies]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performances_classes = []\n", 
    "Expected_values = []\n", 
    "current_values = []\n", 
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    "\n", 
    "for Pc in performance_of_companies:\n", 
    "    current_value = Pc[4][0]\n", 
    "    new_number    = find_average(Pc[4:,0])\n", 
    "    performances_class = find_class(current_value, new_number)\n", 
    "    \n", 
    "    performances_classes.append(performances_class)\n", 
    "    Expected_values.append(new_number)\n", 
    "    current_values.append(current_value)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "per_based_ROE_dic = {\"Company\": list(same_companies), \"Current EPS\": cur-
rent_values, \"Expected EPS\":Expected_values, \"Performance\":performances_clas-
ses}" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance = pd.DataFrame(data=per_based_ROE_dic)\n", 
    "ROE_Based_Peformance.head(10)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance.to_csv('Performance Based On EPS.csv', index=False)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
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   "outputs": [], 
   "source": [ 
    "performance_count = ROE_Based_Peformance.groupby('Performance').count()\n", 
    "performance_count" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "plt.pie(performance_count['Company'], labels= performance_count.index, au-
topct='%1.1f%%', startangle=90, pctdistance=0.85)\n", 
    "\n", 
    "#draw circle\n", 
    "centre_circle = plt.Circle((0,0),0.70,fc='white')\n", 
    "fig = plt.gcf()\n", 
    "fig.gca().add_artist(centre_circle)\n", 
    "# Equal aspect ratio ensures that pie is drawn as a circle\n", 
    "plt.axis('equal')  \n", 
    "plt.title('Peformance Measure Based on EPS', fontsize= 20)\n", 
    "\n", 
    "plt.show()" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "higest_values_and_index_c = sorted([(x,i) for (i,x) in enumerate(current_values)], re-
verse=True)[:3]\n", 
    "higest_values_and_index_e = sorted([(x,i) for (i,x) in enumerate(Expected_values)], 
reverse=True)[:3]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "roe_values_c = []\n", 
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    "roe_values_index_c = []\n", 
    "for i in higest_values_and_index_c:\n", 
    "    roe_values_c.append(i[0])\n", 
    "    roe_values_index_c.append(i[1])\n", 
    "    \n", 
    "roe_values_e = []\n", 
    "roe_values_index_e = []\n", 
    "for i in higest_values_and_index_e:\n", 
    "    roe_values_e.append(i[0])\n", 
    "    roe_values_index_e.append(i[1])" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "comname_c = [list(same_companies)[index] for index in roe_values_index_c]\n", 
    "comname_e = [list(same_companies)[index] for index in roe_values_index_e]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "fig = plt.figure(figsize=(17,5))\n", 
    "\n", 
    "ax1 = fig.add_subplot(1,2,1)\n", 
    "barlist1 = ax1.bar(comname_c,roe_values_c)\n", 
    "barlist1[0].set_color('#52BE80')\n", 
    "barlist1[1].set_color('#2980B9')\n", 
    "barlist1[2].set_color('#E74C3C')\n", 
    "ax1.set_xlabel('Company Names', fontsize=17)\n", 
    "ax1.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax1.set_title(\"Higest Current EPS\", fontsize=20)\n", 
    "\n", 
    "ax2 = fig.add_subplot(1,2,2)\n", 
    "barlist2 = ax2.bar(comname_e,roe_values_e)\n", 
    "barlist2[0].set_color('#52BE80')\n", 
    "barlist2[1].set_color('#2980B9')\n", 
    "barlist2[2].set_color('#E74C3C')\n", 
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    "ax2.set_xlabel('Company Names', fontsize=17)\n", 
    "ax2.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax2.set_title(\"Higest Predicted EPS\", fontsize=20)\n", 
    "    \n", 
    "plt.tight_layout()\n", 
    "plt.show()" 
   ] 
  }, 
  { 
   "cell_type": "markdown", 
   "metadata": {}, 
   "source": [ 
    "# Calulate performance Based on Revenue" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performance_of_companies = [find_REVENUE(x,2020) for x in same_companies]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performances_classes = []\n", 
    "Expected_values = []\n", 
    "current_values = []\n", 
    "\n", 
    "for Pc in performance_of_companies:\n", 
    "    current_value = Pc[9][0]\n", 
    "    new_number    = find_average(Pc[10:,0])\n", 
    "    performances_class = find_class(current_value, new_number)\n", 
    "    \n", 
    "    performances_classes.append(performances_class)\n", 
    "    Expected_values.append(new_number)\n", 
    "    current_values.append(current_value)" 
   ] 
  }, 
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  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "per_based_ROE_dic = {\"Company\": list(same_companies), \"Current REVENUE\": 
current_values, \"Expected REVENUE\":Expected_values, \"Performance\":perfor-
mances_classes}" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance = pd.DataFrame(data=per_based_ROE_dic)\n", 
    "ROE_Based_Peformance.head(10)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "ROE_Based_Peformance.to_csv('Performance Based On REVENUE.csv', in-
dex=False)" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "performance_count = ROE_Based_Peformance.groupby('Performance').count()\n", 
    "performance_count" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
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   "outputs": [], 
   "source": [ 
    "plt.pie(performance_count['Company'], labels= performance_count.index, au-
topct='%1.1f%%', startangle=90, pctdistance=0.85)\n", 
    "\n", 
    "#draw circle\n", 
    "centre_circle = plt.Circle((0,0),0.70,fc='white')\n", 
    "fig = plt.gcf()\n", 
    "fig.gca().add_artist(centre_circle)\n", 
    "# Equal aspect ratio ensures that pie is drawn as a circle\n", 
    "plt.axis('equal')  \n", 
    "plt.title('Peformance Measure Based on Revenue', fontsize= 20)\n", 
    "\n", 
    "plt.show()" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "higest_values_and_index_c = sorted([(x,i) for (i,x) in enumerate(current_values)], re-
verse=True)[:3]\n", 
    "higest_values_and_index_e = sorted([(x,i) for (i,x) in enumerate(Expected_values)], 
reverse=True)[:3]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "roe_values_c = []\n", 
    "roe_values_index_c = []\n", 
    "for i in higest_values_and_index_c:\n", 
    "    roe_values_c.append(i[0])\n", 
    "    roe_values_index_c.append(i[1])\n", 
    "    \n", 
    "roe_values_e = []\n", 
    "roe_values_index_e = []\n", 
    "for i in higest_values_and_index_e:\n", 
    "    roe_values_e.append(i[0])\n", 
    "    roe_values_index_e.append(i[1])" 
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   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "comname_c = [list(same_companies)[index] for index in roe_values_index_c]\n", 
    "comname_e = [list(same_companies)[index] for index in roe_values_index_e]" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "fig = plt.figure(figsize=(17,5))\n", 
    "\n", 
    "ax1 = fig.add_subplot(1,2,1)\n", 
    "barlist1 = ax1.bar(comname_c,roe_values_c)\n", 
    "barlist1[0].set_color('#52BE80')\n", 
    "barlist1[1].set_color('#2980B9')\n", 
    "barlist1[2].set_color('#E74C3C')\n", 
    "ax1.set_xlabel('Company Names', fontsize=17)\n", 
    "ax1.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax1.set_title(\"Higest Current Revenue\", fontsize=20)\n", 
    "\n", 
    "ax2 = fig.add_subplot(1,2,2)\n", 
    "barlist2 = ax2.bar(comname_e,roe_values_e)\n", 
    "barlist2[0].set_color('#52BE80')\n", 
    "barlist2[1].set_color('#2980B9')\n", 
    "barlist2[2].set_color('#E74C3C')\n", 
    "ax2.set_xlabel('Company Names', fontsize=17)\n", 
    "ax2.set_ylabel('ROE', fontsize=17)\n", 
    "#ax.set_ylim(-30,60)\n", 
    "ax2.set_title(\"Higest Predicted Revenue\", fontsize=20)\n", 
    "    \n", 
    "plt.tight_layout()\n", 
    "plt.show()" 
   ] 
  }, 
  { 
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   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [ 
    "'''\n", 
    "    [[-1.23000000e-01  2.01000000e+02  2.01000000e+03]\n", 
    "     [ 2.30200000e+00  2.01000000e+02  2.01100000e+03]\n", 
    "     [ 9.50100000e+00  2.01000000e+02  2.01200000e+03]\n", 
    "     [ 6.00100000e+00  2.01000000e+02  2.01300000e+03]\n", 
    "     [-3.38970000e+01  2.01000000e+02  2.01400000e+03]\n", 
    "     [-6.41200000e+01  2.01000000e+02  2.01500000e+03]\n", 
    "     [-3.55080000e+01  2.01000000e+02  2.01600000e+03]\n", 
    "     [ 2.06600000e+00  2.01000000e+02  2.01700000e+03]\n", 
    "     [-4.13790000e+01  2.01000000e+02  2.01800000e+03]\n", 
    "     [-2.23080000e+01  2.01000000e+02  2.01900000e+03]\n", 
    "     [ 9.15831470e+00  2.01000000e+02  2.02000000e+03]\n", 
    "     [ 8.56932163e+00  2.01000000e+02  2.02100000e+03]\n", 
    "     [-2.90708084e+01  2.01000000e+02  2.02200000e+03]\n", 
    "     [-7.27347031e+01  2.01000000e+02  2.02300000e+03]\n", 
    "     [ 8.83634806e-01  2.01000000e+02  2.02400000e+03]\n", 
    "     [-2.37545753e+00  2.01000000e+02  2.02500000e+03]]\n", 
    "'''" 
   ] 
  }, 
  { 
   "cell_type": "code", 
   "execution_count": null, 
   "metadata": {}, 
   "outputs": [], 
   "source": [] 
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  } 
 ], 
 "metadata": { 
  "kernelspec": { 
   "display_name": "Python 3", 
   "language": "python", 
   "name": "python3" 
  }, 
  "language_info": { 
   "codemirror_mode": { 
    "name": "ipython", 
    "version": 3 
   }, 
   "file_extension": ".py", 
   "mimetype": "text/x-python", 
   "name": "python", 
   "nbconvert_exporter": "python", 
   "pygments_lexer": "ipython3", 
   "version": "3.7.6" 
  } 
 }, 
 "nbformat": 4, 












Appendix 3: The list of companies  
 
S. No.  Sector Agriculture 
1.  Agriculture Alico_inc 
 
2.  Agriculture Cal_Maine_foods_inc 
 
3.  Agriculture S_and _W_Seed_Co 
 
4.  Automotive dealers America's car_mart inc. 
 
5.  Automotive dealers Autozone 
 
6.  Automotive dealers Marinemax_inc 
 
7.  Chemicals and ailed Advaxis_inc 
 
8.  Chemicals and ailed Alexion_Pharmaceuticals_Inc. 
 
9.  Chemicals and ailed Applied_DNA_Sciencs_inc 
 
10.  Chemicals and ailed Avid_Bioservices_inc 
 
11.  Chemicals and ailed Biogen_Inc 
 
12.  Chemicals and ailed Bio-techne_ corporation 
 
13.  Chemicals and ailed Cabot_corp 
 
14.  Chemicals and ailed Cabot_microelectronics_corp 
 
15.  Chemicals and ailed Cardinal_ethanol_LLc 
 
16.  Chemicals and ailed Clorox_co 
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17.  Chemicals and ailed Estee_lauder_companies_Inc. 
 
18.  Chemicals and ailed Grante_falls_energy_inc 
 
19.  Chemicals and ailed H.B. Fuller_company 
 
20.  Chemicals and ailed Innovation_pharmaceuticals_inc. 
 
21.  Chemicals and ailed Landec_corp 
 
22.  Chemicals and ailed Lannett_company_inc. 
 
23.  Chemicals and ailed Mei_Pharma 
 
24.  Chemicals and ailed Meridian_bio_sciences inc, 
 
25.  Chemicals and ailed Allance_Resources_partners 
 
26.  Chemicals and ailed Arch_Coal_Inc. 
 
27.  Coal mining Amrnstrong_in 
 
28.  Coal mining Cnx_resources_corporation 
 
29.  Coal mining Foresight_energy_LP 
 
30.  Coal mining Charter_communications 
 
31.  Coal mining Idt_corp 
 





















































































50.  Electricity and sanitary 
services 
 
MS energy corp 






















































































































78.  Electronics Kulicke_and_soffa_industries_inc 
106 
 
79.  Electronics 
 
Lantroix_inc 












































































































































































































































































































































































































































































































































190.  Retail Value_line_Inc 




192.  Security and commod-
ity brokers, dealers, ex-




193.  Security and commod-
ity brokers, dealers, ex-




194.  Security and commod-
ity brokers, dealers, ex-






























































































214.  Wholesales MSC_industrial_direct_co 
 













218.  Wholesales 
 
Sysco_corp 




















224.  Telecommunications 
 
Facebook_inc 




























232.  Computer hardware 
 
Kroger_co 




234.  Retail Mckesson_corporation 
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235.  Retail Microsoft_corporation 
 












239.  Pharmaceuticals 
 
United_parcel_service_inc. 
 
 
