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Abbreviations and Acronyms
Operators
ξ noise term
u, v weight vectors in the input space
φ(x) : X → F mapping to feature space
A˜, v˜ centered matrix A or vector v
〈x, z〉 inner product between x and z
trace(A) trace operation of matrix A or the sum of the elements
on the main diagonal
‖v‖p p norm
e base of the natural logarithm
Aᵀ transpose of matrix A
d
dt
derivative with respect to variable t
∂
∂t
partial derivative with respect to variable t∑
i sum over index i
ρ Lagrange multiplier
L primal Lagrangian
N number of observations
Abbreviations
CCA canonical correlation analysis
RKHS reproducing kernel Hilbert space
KCCA kernelized CCA
HSIC Hilbert-Schmidt independence criterion
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Chapter 1
Introduction
In many fields of science, it has become necessary to discover nonlinear rela-
tionships in data. Discovering non-linear relationships is generally not pos-
sible using linear methods, so non-linear methods are needed. This thesis
focuses on a family of methods capable of learning the relationships in multi-
variate data, that is canonical correlation analysis (CCA) and its kernelized
variants.
Canonical correlation analysis is a linear method capable of discovering
linear associations only. For the purpose of finding non-linear relationships,
kernel methods need to be applied to CCA. Kernel methods can be used for
modifying a linear method into non-linear one, and they have already been
used in many areas of data science and machine learning. Since the early
2000s, numerous kernelized CCA variants have been proposed, and they have
become a well-established tool for discovering non-linear relationships within
multivariate data settings [1] [2] [3].
Several kernelized CCA variants have been proposed along the years, all
of which have their strengths and weaknesses. Studying the capabilities and
limitations of the methods is crucial for knowing which method is suitable for
the problem at hand. Scalability, robustness to noise variables, the capability
to discover complex non-linear relationships, robustness against outliers in
data are some of the issues that have been mentioned in the research field of
kernelized CCA variants.
Canonical correlation analysis (CCA), which is one of the four methods
studied in this thesis, discovers linear interrelations between two divisions of
a data set. It was originally proposed by Hotelling in 1936 [4]. Kernel CCA
(KCCA), which is another variant studied in this paper, was the earliest of the
kernelized CCA variants. It was proposed by Akaho in 2001 [1]. The lack of
sparsity, difficulty in interpreting the result and the incapability to scale well
to settings with large number of observations has advanced the development
7
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of other kernelized CCA variants. In this thesis, we also study (S)CCA-
HSIC [2], which uses Hilbert-Schmidt independence criterion (HSIC) [5] as
the measure of dependence instead of correlation. It has certain advantages in
terms of computational requirements compared to KCCA and is also easier to
interpret due to having access to the canonical weight vectors in the original
input space. In Uurtio et al. [3], (S)CCA-HSIC has also been found to
extract complex non-linear relationships better than KCCA. Another method
studied in this thesis is gradient-based kernel canonical correlation analysis
(gradKCCA), which was proposed in 2019 [6]. GradKCCA was designed to
be a less computationally intensive alternative to (S)CCA-HSIC, yet it has
the interpretability of (S)CCA-HSIC.
In this thesis, we aim to empirically evaluate the performances of the
four CCA methods, CCA, KCCA, gradKCCA and (S)CCA-HSIC in linear
and non-linear settings using simulated and real-world scenarios. We run 12
experiments on simulated data, aiming to find out what sort of relationships
each method is capable of discovering and where the limits are for the com-
plexity of the relationships. In real-world experiments, we use two publicly
available data sets to evaluate how well each method performs in real-world
settings. We expect to find differences in the performances of the methods.
After running simulated experiments and real-world data experiments, we
conclude with the strengths and the weaknesses of each method.
Kernel methods are based on kernel functions. The ones that we use
in this thesis are linear, polynomial and Gaussian kernels. For KCCA, we
use a linear and polynomial kernel. For gradKCCA, we use polynomial and
Gaussian kernels. For HSIC-CCA, a universal kernel is required, so we only
use a Gaussian kernel.
While sparse models excel in settings with high number of variables, we
limit the scope of this thesis to dense models. Therefore, the l2 regularization
term in CCA-HSIC and gradKCCA is used. As for CCA and KCCA, the
models are dense.
In this thesis, we are looking at the capability of the CCA variants to
extract complicated, non-linear as well as linear relationships in multivariate
settings. We cover settings with low numbers of observations and low amount
of noise. In this thesis, we do not investigate the speed or scalability of the
methods.
Chapter 2
Background
2.1 Basic statistical concepts
Statistics is a methodology for collecting, analyzing, interpreting and drawing
conclusions from data [7]. When a researcher has a question about some data,
statistics aims to answer how to gather and analyze the data in a way that
is relevant to the question. It offers methods to summarize and display data
to get answers that are supported by the data [8]. Statistics has two philo-
sophical approaches, the frequentist approach and the Bayesian approach.
The main difference between the two approaches is in the interpretation of
probability.
Random variable is a variable in statistics, the values of which depend
on a random phenomenon. A random variable is described by a probability
distribution. For continuous random variableX, the expected value is defined
as
E(X) =
∫ +∞
−∞
xf(x) dx,
where f(x) is the probability density function of X. The sample mean esti-
mates the expected value of the distribution. Sample mean is defined as
x¯j =
1
N
N∑
i=1
xi.
For a discrete random variable, the expected value is calculated as
E(X) =
n∑
i=1
P (Xi)Xi.
9
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Variance is a measure of the variability of a random variable. Variance
of random variable is defined as
Var(X) = E([X − E(X)]2),
where E(X) is the expected value of the random variable X. The variance
is estimated by sample variance.
Covariance is a measure for joint variability of two random variables. For
continuous random variables X and Y , covariance is defined as
Cov(X, Y ) = E((X − E(X))(Y − E(Y )))
= E(XY )− E(X)E(Y ) (2.1)
The latter expression for covariance is derived from the definition of covari-
ance by using the rules for additivity and multiplication by a constant for
expected value.
2.2 Correlation, dependence and independence
Correlation is a measure of linear association between a pair of variables.
The early work regarding the understanding of correlation was based on
the research by Galton in 1885 [9] and Pearson in 1896 [10]. As a result,
Pearson’s correlation coefficient was born, which is the most basic measure of
bivariate relationship [11]. Correlation was the first method for measuring the
association between two variables without a cause-effect relationship. Since
the creation, correlation coefficient has become a central statistical method
for observational experiments in many disciplines, and is used in many areas
of statistics and data science, including canonical correlation analysis [12] [13]
[11] [4]. For variables X and Y , Pearson’s correlation coefficient is defined
as follows:
ρX,Y =
Cov(X, Y )
σXσY
, (2.2)
where σX and σY are the standard deviations of X and Y . For a sample, the
correlation coefficient is
rx,y =
∑n
i=1(xi − x¯)(yi − y¯)
nsxsy
,
where x and y are variables with N observations, sx and sy are the sample
standard deviations of x and y and x¯ and y¯ are sample means of x and y,
respectively. The numerator divided by n is equal to the empirical covariance
between the two variables.
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As can be concluded from (2.2), covariance also measures linear associa-
tion between variables. However, its value is unbounded and depends on the
scales of measurement for X and Y, often making it a suboptimal measure for
linear association. When covariance is divided by the standard deviations of
the two variables, it becomes the correlation coefficient, which then receives a
value between 1 and −1. By obtaining a scaled value, it is easier to compare
to the measures of other bivariate analyses [11].
When the Pearson correlation coefficient is positive, the variables are said
to have a positive correlation. Likewise, variables have a negative correlation
(or inverse correlation) when the value is negative. Strength of the relation-
ship is measured by how close the correlation coefficient is to 1 or −1. A
correlation coefficient value of 0 indicates that there is no correlation between
the variables. In Figure 2.1, there are plots of variables with correlations of
different strength and signs. As Figure 2.1 shows, a high correlation gener-
ally means that the points are located on a straight line. However, as Kotz
et al. [12] show in their paper, an increasing correlation does not necessarily
mean that the plots become more like a straight line.
During the early days of correlation research, correlation was incorrectly
implied to be a measure of dependence [12]. However, correlation and depen-
dence are not equivalent. Correlation coefficient only measures the degree of
linear relationship, whereas dependence also accounts for non-linear relation-
ships. In other words, there can be a dependence between two uncorrelated
variables, but there can not be correlation without dependence. Two vari-
ables are independent if
fX(x)fY (y) = fX,Y (x, y), (2.3)
where fX(x) and fY (y) are the probability density functions of continuous
random variables X and Y, and fX,Y (x, y) is the joint probability distribution
of X and Y . Two variables can be uncorrelated yet still have a dependence.
In [12] there is a simple example of this. Let us define the distributions of
two discrete random variables,
P (X = Y = 0) = P (X = Y = 1) = P (X = −1, Y = 1) = 1
3
,
Then, we can determine the marginal distributions for X and Y :
P (X = 0) = P (X = 1) = P (X = −1) = 1
3
P (Y = 0) = 1
3
;P (Y = 1) = 2
3
For continuous random variables the condition for independence is shown in
(2.3). For discrete random variables, the equivalent condition for indepen-
dence is ∀x, y : P (X = x)P (Y = y) = P (X = x, Y = y). This condition
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Table 2.1: The marginal distributions and the joint distribution for random
variables X and Y . The marginal distribution for X is the 4th row in the
table, and for Y it is the 5th column. The joint distribution is the 3× 2 area
in the middle.
X=-1 X=0 X=1
Y=0 0 1/3 0 1/3
Y=1 1/3 0 1/3 2/3
1/3 1/3 1/3
can be verified to not be true from Table 2.1. There, we can see that the
condition for independence does not hold, because e.g. P (X = 0)P (Y =
0) = 1
3
× 1
3
6= P (X = 0, Y = 0) = 1
3
. Therefore, X and Y are dependent.
The correlation coefficient equals 0, if Cov(X, Y ) = 0. To calculate the
covariance between X and Y , we first need to obtain the expected values
E(X) =
1
3
(−1 + 0 + 1) = 0
E(Y ) =
1
3
× 0 + 2
3
× 1 = 2
3
E(XY ) =
1
3
(0× 0 + 1× 1 + (−1× 1)) = 0.
Then, the covariance between X and Y can be calculated using (2.1):
Cov(X, Y ) = E(XY )− E(X)E(Y ) = 0− 0× 2
3
= 0
Since the covariance is 0, the correlation coefficient is also 0. Therefore,
between X and Y , there is dependence but no correlation.
Pearson’s correlation coefficient has been criticized for its lack of obvi-
ous interpretation for its units [11]. For better interpretability, there exists
coefficient of determination, the units of which can be interpreted as the
proportion of the variation in the first variable that can be explained by
the other variable. Coefficient of determination can be calculated by simply
squaring the correlation coefficient. The value ranges from 0 to 1 and can be
interpreted as a percentage.
Non-linear relationships have dependence but not necessarily correlation.
Non-linear relationships can be divided into monotonic and non-monotonic
relationships. The relationship is called monotonic when the shape of a rela-
tionship follows the shape of a monotonic function. For increasing monotonic
functions it holds that if x1 < x2, then f(x1) ≤ f(x2). For decreasing mono-
tonic functions it holds that if x1 < x2, then f(x1) ≥ f(x2).
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Non-linear relationships exist in everyday life. For example, the more
there are workers working on a given task, the less an additional worker
shortens the time required to finish the task. Because examples can be
found in everyday life, it is not surprising that non-linear relationships are
also found in sciences. In medicine, because of the complex nature of human
systems, non-linear behavior is common. Nevertheless, it has been com-
mon for physiologists and physicians to apply linear models to data analysis
problems. Since physiologists and physicians have become more aware of the
existence of non-linear relationships, non-linear models have become increas-
ingly common. While linear modeling has been widely used in medicine,
non-linear models have further extended the understanding of complex sys-
tems in medicine [14].
High positive correlation Low positive correlation No correlation Low negative correlation High negative correlation
Figure 2.1: Plots of relationships of high and low, positive and negative cor-
relations and no correlation. First on the left is a highly correlating positive
relationship, the points of which are located on a line. The negative coun-
terpart to that is in the rightmost plot. Second plot on the left has a lower
correlating relationship, which is no more a line. Still, values of Y tend to
increase as X increases. The corresponding relationship with negative corre-
lation is the plot second from the right. Last, the no correlation plot in the
middle shows how values of Y are not dependent on X.
2.3 Canonical correlation analysis
Canonical Correlation Analysis (CCA) is a multivariate analysis procedure
for investigating relationships between two sets of variables, first proposed
by Hotelling in 1935 [15]. It finds such linear combinations of variables in
first and second variable sets that maximize the correlation between the two
sets. The standard CCA has been extended to settings where there are too
few observations with regard to the amount of variables, where the relations
are non-linear or where the dimensionality of the data is too large for human
interpretation [13].
Let us denote two data sets with variable numbers p and q and N obser-
vations, X ∈ RN×p and Y ∈ RN×q. The principal idea of CCA is to find such
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linear combinations of variables of data sets X and Y that correlate with
each other. The variables of X and Y are combined using canonical weights
for each set in the following manner:
Xu = zX , Y v = zY
where u ∈ Rp and v ∈ Rq are canonical weights and zX and zY are canon-
ical variables representing linear combinations of the variables of X and Y ,
respectively. Then, we inspect the correlation between the two canonical
variables. CCA is looking for such canonical weights that produce trans-
formed variables with the highest correlation. Therefore, the correlation is
maximized:
max
〈Xu, Y v〉
‖Xu‖2‖Xv‖2
To limit the number of solutions to exactly one and at the same time get
more simple function to maximize, we add a normalization constraint to zX
and zY :
max〈zX , zY 〉 = 〈Xu, Y v〉
s.t.‖zX‖2 = 1, ‖zY ‖2 = 1
CCA can be solved in multiple different ways, e.g. using the singular value
decomposition or generalized eigenvalue problem. Here, we will show how
to solve CCA through the standard eigenvalue problem. Such a maximizing
problem can be solved using Lagrange multipliers.
As a part of solving the maximizing problem, we want to rewrite 〈zX , zY 〉 =
zᵀXzY = u
ᵀXᵀY v in terms of sample covariance matrices between each other
and itself CXX =
1
n−1X
ᵀX;CXY =
1
n−1X
ᵀY ;CY Y =
1
n−1Y
ᵀY ;CY X =
1
n−1Y
ᵀX
and then substitute that into the function to be maximized:
max〈Xu, Y v〉 = uᵀXᵀY v = uᵀCXY v
s.t.‖zX‖2 =
√
uᵀCXXu = 1, ‖zY ‖2 =
√
vᵀCY Y v = 1,
which can be solved using the Lagrangian multiplier method:
L = uᵀCXY v − ρ1
2
(uᵀCXXu− 1)− ρ2
2
(vᵀCY Y v − 1),
where ρ1 and ρ2 are the Lagrange multipliers. Next, we take partial deriva-
tives with respect to u and v,
∂L
∂u
= CXY v − ρ1CXXu = 0¯ (2.4)
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∂L
∂v
= CY Xu− ρ2CY Y v = 0¯ (2.5)
Then the first equation is multiplied by uᵀ and the second equation by vᵀ
from the left:
uᵀCXY v − ρ1uᵀCXXu = 0¯
vᵀCY Xu− ρ2vᵀCY Y v = 0¯
Since uᵀCXXu = 1 and v
ᵀCY Y v = 1, we obtain
ρ1 = ρ2 = ρ
When (2.4) is solved with regard to vector u, we obtain
u =
C−1XXCXY v
ρ
(2.6)
By substituting this into (2.5), we obtain
1
ρ
CY XC
−1
XXCXY v − ρCY Y v = 0,
which can be formulated as a standard eigenvalue problem
C−1XXCY XC
−1
Y YCXY v = ρ
2v (2.7)
The eigenvectors correspond to the weight vector v and then, weight vec-
tor u can be calculated using (2.6). Eigenvalues are equal to the square of
the amount of correlation between the images constructed by the respective
weight vectors. Thus, the correlation coefficients can be obtained by taking
a square root of the eigenvalues.
In (2.7), the inverses of matrices CXX and CY Y add prerequisites of the
matrices being invertible. A small sample size, for example having less ob-
servations than variables in data sets, can cause the sample covariance ma-
trices to not be invertible [13]. If the covariance matrices are not invertible,
regularisation can be performed to make the covariance matrices invertible.
Regularisation is done by adding a small positive constant to the diagonal of
to matrices: CXX=ˆCXX +cI (likewise for CY Y ), where c is the regularisation
constant and I ∈ Rp×p is an identity matrix. Regularisation constants can
be found automatically by using leave-one-out crossvalidation suggested by
Leurgans et al. in 1993 [16].
The number of relationships that CCA retrieves is equal to the rank of
C−1XXCY XC
−1
Y YCXY matrix. Due to CCA weight vectors being the eigenvec-
tors of a single matrix, all relationships that CCA retrieves result in being
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orthogonal to each other. Often, we are looking at a few weight vector pairs
with the highest correlation.
CCA being a multivariate method, it has certain advantages. First, it has
a lower risk of committing Type I error within a study. Type I error means
that a method measures a false positive result, whereas Type II error means
that a method measures a false negative result. This decreased likelihood of
committing Type I error is due to having only a need to run CCA once for a
given multivariate data set, instead of repeating a single-variate method for
each variable. Another advantage of CCA is that many real-life phenomena
have multiple causes and multiple effects, which multivariate techniques such
as CCA are able to capture. For example, in psychology, if human behavior
research is based on separately examining variables and their causes and
effects, it may distort the complexity of the human behavior and cognitive
systems. Last, CCA specifically is a comprehensive technique which can be
used in various instances instead of other parametric tests [17].
The interpretation of CCA results is considered a rather difficult for be-
ginning researchers to understand, which has been argued to be one reason
for the somewhat limited utilization of CCA in the past [18]. In fact, the
most general way of interpreting CCA results could be formulated as, ”To
what extent can one set of two or more variables be predicted or explained by
another set of two or more variables?” [17]. CCA being a linear method, the
strength of the weights tell how much they linearly contribute to the whole
relationship.
CCA is a dense method, meaning that there is no penalty in the maxi-
mized formula for using more coefficients in the canonical weights. As such,
with data sets with thousands of variables, it can become impossible to in-
terpret the result. For better interpretation in that situation, a sparse model
is needed.
2.4 Kernelized CCA variants
Since regular CCA is a linear technique, it can only retrieve relationships
that are linear. To investigate systems with non-linear relationships, non-
linear methods are needed. In this thesis, we will focus on kernelized CCA
variants. In addition to kernel methods, also neural networks (Deep CCA by
Andrew et al. 2013) and optimal scaling method by Burg and Leeuw (1983)
have been succesfully used to retrieve non-linear relationships with CCA.
Kernel methods are based on kernel functions and reproducing kernel
Hilbert spaces (RKHS), and can be used to make various linear machine
learning methods non-linear. The idea of kernel methods is to use kernel
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functions to map the data vectors into a higher-dimensional Hilbert space,
also called feature space. Using the mapped data vectors, the algorithms are
capable of working non-linearly.
Kernel methods use a mapping from the original space, input space, to
Hilbert space, φ : X → H, x → φ(x). The vectors in Hilbert space are
of higher dimensionality than in input space, possibly infinite-dimensional.
Then, to avoid an explicit expression for the non-linear mapping, Mercel’s
condition is applied. We can obtain inner products of data vector pairs in
the Hilbert space by using so-called kernel trick. The kernel trick can be used
whenever the algorithm can be written parameterized with inner products of
the transformed data [19]. Having only the inner products is enough to work
in the Hilbert space. A kernel function calculates the inner products of two
data vectors in Hilbert space: k(x, x′) = 〈φ(x), φ(x′)〉, where φ represents
the mapping function into feature space. Kernel matrix, or Gram matrix, is
a N ×N matrix with the inner products of each vector pair:
K =

Kx1,x1 Kx1,x2 . . . Kx1,xN
Kx2,x1 Kx2,x2 . . . Kx2,xN
...
...
. . .
...
KxN ,x1 KxN ,x2 . . . KxN ,xN
 ,
where Kxi,xj = 〈φ(x), φ(x′)〉 [20].
There are numerous kernel functions. However, the ones used in this
thesis are:
Linear kernel: K(x, x′) = xᵀx′ + c
Polynomial kernel: K(x, x′) = (αxᵀx′ + c)d
Gaussian kernel: K(x, x′) = exp(−‖x−x′‖2
2σ2
)
Kernel methods have become an essential tool in machine learning and pat-
tern recognition. There are three reasons for this. First, there is a need
for non-linear models, and unlike neural networks, kernel methods allow the
translation of linear methods into non-linear methods while still working
with linear algebra. Second, the kernel trick gives flexibility to uncover com-
plicated non-linear relations. Third reason is that kernelized algorithms are
less likely to overfit than other non-linear learning algorithms due to typically
having fewer parameters and a more natural regularisation. Overall, kernel
methods have been widely adopted in many fields, including computer vision,
time-series analysis, physical sciences, and signal and image processing [20].
Unlike in CCA, where the coefficients in canonical weights indicate a
monotonic relationship, the coefficients in non-linear methods do not allow
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for identifying the type of the relationship. Instead, they only indicate the
variables in the two views that are related [2].
The first propositions to extend CCA into using kernel methods were pre-
sented in [1], [19],[21], [22] and [23]. Since then, numerous kernelized variants
have been developed for CCA. The kernelized CCA variants used in this the-
sis are KCCA, GradKCCA and (S)CCA-HSIC, which we will introduce in
the following chapters.
2.4.1 Kernel CCA
Kernel CCA (KCCA) is a dense, kernelized version of CCA. In KCCA, in-
stead of using the original data matrices X ∈ RN×p and Y ∈ RN×q, we use
the kernel matrices KX ∈ RN×N and KY ∈ RN×N , which consist of pairwise
inner products of the original data vectors in Hilbert space [21]. The canoni-
cal weights in the feature space we denote with α ∈ RN and β ∈ RN . Similar
to regular CCA, in KCCA, we are maximizing the correlation between the
two canonical variables. Therefore, the kernelized CCA is formulated as
max
za,zb∈Rn
〈za, zb〉 = αTKTXKY β
s.t.‖zX‖2 =
√
αᵀK2Xα = 1, ‖zY ‖2 =
√
βᵀK2Y β = 1
The maximizing problem of KCCA can be solved using Lagrangian mul-
tipliers
L = αᵀKᵀXKY β −
ρ1
2
(αᵀK2Xα− 1)−
ρ2
2
(βᵀK2Y β − 1),
where ρ1 and ρ2 are the Lagrange multipliers. Next, we take partial deriva-
tives with respect to α and β,
∂L
∂α
= KXKY β − ρ1K2Xα = 0¯ (2.8)
∂L
∂β
= KYKXα− ρ2K2Y β = 0¯ (2.9)
Then, the first equation is multiplied by αᵀ and the second equation by βᵀ
from the left
αᵀKXKY β − ρ1αᵀK2Xα = 0¯
βᵀKYKXα− ρ2βᵀK2Y β = 0¯
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Because αᵀK2Xα = 1 and β
ᵀK2Y β = 1, we obtain
ρ1 = ρ2 = ρ
Then, we solve α in (2.8)
α =
K−1X K
−1
X KXKY β
ρ
=
K−1X KY β
ρ
(2.10)
Then, we substitute α into (2.9) and obtain
1
ρ
KYKXK
−1
X KY β − ρK2Y β = 0
By moving some of the terms, we obtain a standard eigenvalue problem,
K2Y β = ρ
2K2Y β,
which reduces to
Iβ = ρ2β
This eigenvalue problem only has a trivial answer of ρ2 = 1. Through regu-
larisation of the kernel matrices, nontrivial solutions can be obtained.
αᵀ(KX + c1I)
2α = 1
βᵀ(KY + c2I)
2β = 1
Then, the standard eigenvalue problem becomes
(KY + c1I)
−2KYKX(KX + c2I)−2KXKY α = ρ2α
After solving α through standard eigenvalue problem, β can be solved from
(2.10). With regular CCA, the canonical weights u and v tell us which
variables constitute to the correlation found by the method. In Kernel CCA,
however, since the canonical weights α ∈ RN and β ∈ RN are not weights
for the data in the input space, they do not provide much insight to the
relationships between sets X and Y [2]. Hardoon et al. [24] have suggested
to retrieve the approximations of corresponding canonical weights u and v in
the input space by u˜ = Xᵀtrainα and v˜ = Y
ᵀ
trainβ.
In KCCA, the dimensionality of matrices KX , KY is RN×N , which causes
the complexity of KCCA to be quadratic [6]. In 2004, Hardoon et al. pro-
posed Incomplete Cholesky decomposition and Partial Gram-Schmidt or-
thogonalization (PGSO) to speed up the computations [24].
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2.4.2 GradKCCA
GradKCCA is a large-scale sparse non-linear CCA method. It uses kernel
functions similar to KCCA but does not need a kernel matrix in its im-
plementation. Therefore, it does not suffer from the scaling problem that
algorithms using kernel matrices suffer [6].
GradKCCA is based on KCCA. It adds a constraint that the canonical
weights in the feature space have pre-images in the input space. This can be
expressed as φ(u) = wX , φ(v) = wY . There are two benefits to this. First, we
get to work in the input space and obtain canonical weights corresponding to
the input space. Second, a l1 norm constraint can be set on the pre-images.
Neither of these advantages are available in KCCA.
With the constraint φ(u) = wX , φ(v) = wY , the optimization problem
can be written as
ρ = max
u,v
∑N
i=1〈φY (xi), φX(u)〉〈φY (yi), φY (v)〉
‖(〈φX(xi), φX(u)〉)Ni=1‖‖〈φY (yi), φY (v)〉)Ni=1‖,
where u ∈ Rp, v ∈ Rq are the canonical weights in input space and N is the
number of observations. Since the inner products can be written as a vectors
of kernel function values kX(u) = (kX(xi, u))
N
i=1 and k
Y (v) = (kY (xi, v))
N
i=1,
we obtain
ρ = max
u,v
kX(u)ᵀkY (v)
‖kX(u)‖‖kY (u)‖
As is evident from the formulation, the vectors kX(u) and kY (u) have N
elements. Computationally, this translates into complexity O(N), whereas
KCCA, which computes kernel matrices of size N × N , has a quadratic
complexity O(N2). The difference in complexity has been found to cause a
difference in speed. Uurtio et al. have shown that gradKCCA can improve
computation speed and robustness to noise compared to other non-linear
CCA methods, such as KCCA [6].
2.4.3 (S)CCA-HSIC
(S)CCA-HSIC is a kernelized CCA variant for finding sparse non-linear rela-
tionships by maximizing Hilbert-Schmidt independence criterion (HSIC). It is
based on CCA-HSIC, which was originally proposed by Chang et al. in 2013
[2]. (S)CCA-HSIC was proposed due to the lack of sparsity of CCA-HSIC,
which can make interpretation of results difficult when the dimensionality of
the data is high [3].
Whereas previous CCA variants maximize correlation, (S)CCA-HSIC uses
Hilbert-Schmidt independence criterion (HSIC) as a measure of dependence
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that is maximized. HSIC can be used as a measure of dependence as long as
it is associated with a universal kernel [5]. Gretton et al. have proved that
HSIC value is zero if and only if the variables are independent [5].
The dependence between two sets of variables is defined as the
squared Hilbert-Schmidt norm of the associated cross-covariance operator
Cov(φ(x), φ(y)). With the kernel matrices KX ∈ RN×N and KY ∈ RN×N ,
the HSIC value is defined as
max
u,v
=
trace(KˆuKˆv)
(n− 1)2
By adding a constraint to weight vectors u and v, we obtain
max
u,v
=
trace(KˆuKˆv)
(n− 1)2
s.t.‖u‖c ≤ sx, ‖v‖c ≤ sy,
where c indicates the norm and sx and sy are user-defined constants to adjust
the degree of sparsity. With (S)CCA-HSIC, the norms of the two views do
not need to be the same. Using (S)CCA-HSIC with l2 norm is equivalent to
CCA-HSIC. In this thesis, we examine (S)CCA-HSIC as a dense model with
c = 2 instead of a sparse model.
2.4.4 Kernel matrix centering
Kernel matrix consists of pairwise inner products of the observations trans-
lated into feature space. If the convex hull of the data in feature space is
far away from the origin, all inner product values get values similar to each
other, which results in the data being ill-conditioned [25]. It is safe to say
that in many kernel applications, an ill-conditioned data set often performs
worse than a data set which has a hull near the origin. In fact, in many
applications of kernel methods, kernel centering is required. For example,
CCA-HSIC requires kernel centering.
When the data in a kernel matrix is uncentered, the data can be moved
towards the origin in feature space, which is called centering of the kernel
matrix. Next, we will show how to center train and test kernel matrices, as
described in [26].
Centering train kernel matrix An arbitrary data set can be centered to
have a mean of zero ( 1
n
∑n
i=1 xn =
~0 ) through x˜i = xi− 1n
∑n
j=1 xj. Using a
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similar intuition, a data set that has been translated into feature space can
be centered in feature space:
φ˜(xi) = φ(xi)− 1
n
n∑
j=1
φ(xj) (2.11)
However, as it is not often possible nor necessary to explicitly calculate the
translated data vectors, we will center the inner product values of the kernel
matrix instead. Similar to our definition K(xi, xj) = 〈φ(xi), φ(xj)〉, we can
write the same for centered kernel matrix:
K˜(xi, xj) = 〈φ˜(xi), φ˜(xj)〉 (2.12)
By substituting φ˜(xi) and φ˜(xj) in (2.12) with (2.11), we get
K˜(xi, xj) = 〈φ(xi)− 1
n
n∑
p=1
φ(xp), φ(xj)− 1
n
n∑
q=1
φ(xq)〉
= (φ(xi)
ᵀ − 1
n
n∑
p=1
φ(xp)
ᵀ)(φ(xj)− 1
n
n∑
q=1
φ(xq))
= φ(xi)
ᵀφ(xj)− 1
n
n∑
p=1
φ(xp)
ᵀφ(xj)
− 1
n
n∑
q=1
φ(xi)
ᵀφ(xq) +
1
n2
n∑
p=1
n∑
q=1
φ(xp)
ᵀφ(xq)
Since φ(xi)
ᵀφ(xj) = K(xi, xj), the previous can be written as
K˜(xi, xj) = K(xi, xj)− 1
n
n∑
p=1
K(xp, xj)− 1
n
n∑
q=1
K(xi, xq)
+
1
n2
n∑
p=1
n∑
q=1
K(xp, xq)
This can be written in matrix form,
K˜ = K −K1n − 1nK + 1nK1n,
where 1n is a n× n matrix consisting of all 1n ’s.
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Centering test kernel matrix Non-centered test kernel is defined simi-
larly to train kernel, except that the inner product is calculated between the
test and train set observations,
Ktestij = 〈φ(xtesti ), φ(xtrainj )〉,
Then, the test kernel can be centered similarly to the centering of train kernel
K˜testij = 〈φ˜(xtesti ), φ˜(xtrainj )〉,
which can be reformulated as
K˜test(xi, xj) = 〈φ˜(xtesti ), φ˜(xtrainj )〉
= (φ(xtesti )
ᵀ − 1
n
n∑
p=1
φ(xtrainp )
ᵀ)(φ(xtrainj )−
1
n
n∑
q=1
φ(xtrainq ))
= φ(xtesti )
ᵀφ(xtrainj )−
1
n
n∑
p=1
φ(xtrainp )
ᵀφ(xtrainj )
− 1
n
n∑
q=1
φ(xtesti )
ᵀφ(xtrainq ) +
1
n2
n∑
p=1
n∑
q=1
φ(xtrainp )
ᵀφ(xtrainq )
= K(xtesti , x
train
j )−
1
n
n∑
p=1
K(xtrainp , x
train
j )
− 1
n
n∑
q=1
K(xtesti , x
train
q ) +
1
n2
n∑
p=1
n∑
q=1
K(xtrainp , x
train
q ),
where n is the number of observation in the train set. This can then be
written in matrix form,
K˜test = Ktest − 1ntestKtrain −Ktest1ntrain + 1ntestKtrain1ntrain ,
where 1ntest is a ntest × ntrain matrix with all values 1ntest , and 1ntrain is a
ntrain × ntrain matrix with all values 1ntrain .
2.5 The state of the research in kernelized
CCA variants
As mentioned earlier in this thesis, extending CCA to finding non-linear re-
lationships using kernel methods was first proposed in Lai and Fyfe (2000).
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The research continues in the late 2010s, with a focus on scalability, ro-
bustness to irrelevant variables, interpretability and the capability to extract
complex, non-linear relationships. Many of the recent focal points of re-
search are shortcomings of the first kernelized CCA method, the KCCA. In
this chapter, we will go through research by Akaho (2001) [1], Chang et al.
(2013) [2], Lopez-Paz et al. (2014) [27], Wang & Livescu (2016) [28], Yoshida
et al. (2017) [29], Uurtio et al (2018, 2019) [3] [6].
One of the earliest works regarding kernelized CCA models was by Akaho
in 2001. They ran KCCA in two experiments with simulated data. The first
experiment contained a multivariate setting with two trigonometric relation-
ships. KCCA with a Gaussian kernel and regular CCA were executed on
the data, set to extract two relationships. As the result, KCCA found the
relationships with higher correlation coefficients than regular CCA. The sec-
ond experiment had random-generated class points, around which random
points were generated. Also in the second experiment, KCCA showed ca-
pability for recognizing non-linear relationships while regular CCA did not.
In the research, they found that choosing the right regularisation parameter
is important, and suggested using methods like cross-validation, resampling
methods or empirical Bayesian approaches for determining the regularisation
parameter. They also concluded that kernel type selection is crucial for the
performance of KCCA [1].
After the development of Kernelized CCA, three main problems have
arisen. First, the canonical weights of KCCA are not easily interpretable,
therefore drawing conclusions about the relationships can be difficult. Sec-
ond, KCCA is a dense method and as such is not robust against large number
of noise variables. Third, calculating kernel matrices in KCCA can become
computationally intensive. To address these, Chang et al. proposed CCA-
HSIC, which is a kernelized CCA variant that uses Hilbert-Schmidt indepen-
dence criterion and the centered kernel target alignment. In their proposition,
they experimented with simulated data, which contained trigonometric re-
lationships and a linear relationship. They ran CCA-HSIC and other CCA
variants, such as KCCA and regular CCA and found out that CCA-HSIC
and KCCA managed to extract the non-linear relationships, whereas CCA
could not. Although KCCA managed to retrieve all relationships, it did not
retrieve the relationships as precisely as CCA-HSIC. For KCCA, it took five
components in total to find all the relationships, indicating lack of robustness
against irrelevant variables [2].
Another attempt to address the issue of computational intensiveness of
KCCA was by Lopez-Paz et al. in 2014 [27]. They proposed randomized
non-linear CCA (RCCA), which approximates kernel matrices by random
Fourier features [30]. However, RCCA approximates the kernel canonical
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correlation of KCCA and, despite improving the scalability, it does not solve
the problem of interpretability.
A branch from RCCA was kernel non-linear orthogonal iterations or
KNOI, which was proposed by Wang & Livescu (2016) [28] to address the
issue of high memory requirements of RCCA. KNOI uses a memory efficient
stochastic optimization algorithm to approximate KCCA. In their research,
KNOI performed better than RCCA in terms of speed and test correlation.
Two-stage kernel CCA (TSKCCA) is a kernelized CCA variant proposi-
tion by Yoshida et al. in 2017 [29]. The method is based on the framework of
multiple kernel learning. It aims to tackle the shortcomings of KCCA, lack of
feature selection and difficulties in capturing multiple canonical components.
In their proposition, they experimented with the method in multiple different
settings. TSKCCA managed to extract the correct relationships between the
data sets in cases of single and multivariate, non-linear and sparse data sets.
(S)CCA-HSIC was proposed in 2018 by Uurtio et al. [3] for finding
sparse non-linear relationships from two-view data as a method that applies
Hilbert-Schmidt independence criterion. They compared the performance of
(S)CCA-HSIC to other CCA variants on simulated and two real-world data
sets. In the simulated experiments, they compared the methods in terms
of robustness to noise variables, ability to extract relationships as the re-
lated variables increase, scalability to large number of variables and ability
to extract complicated relationships. In the simulated experiments, they de-
fined linear, sinusoidal and hyperbolic multivariate relationships. With sim-
ulated data, (S)CCA-HSIC performs better or equally good to the second
best method in each category. Also with the real-world data, (S)CCA-HSIC
showcases capability to discover relationships.
In 2019, Uurtio et al. proposed GradKCCA as a kernelized CCA variant
that does not require the use of kernel matrices [6]. It is designed to be
a faster alternative to KCCA and CCA-HSIC. It can also be used with l1
norm, which makes it sparse. In their proposition, they compared gradKCCA
to other CCA variants on a data set that has monotonic and multivariate
trigonometric relationships. In their setting, a varying number of noise vari-
ables was used. In the monotonic relationship experiment, robustness to noise
variables of gradKCCA was better than that of DCCA, KNOI and (S)CCA-
HSIC. Only KCCA performed nearly at the same level as gradKCCA. In
the second experiment, trigonometric relationships were created and also the
number of variables was increased. There, in terms of correlation over test
set, gradKCCA performed equally well to the second best performing vari-
ant, (S)CCA-HSIC. However, gradKCCA topped (S)CCA-HSIC in terms of
F1 score. In the third experiment, the sample size was varied and a data set
containing monotonic and trigonometric relationships was generated. Among
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the compared methods, GradKCCA was the fastest with both relationship
types. However, in terms of correlation over test set, gradKCCA did not
stand out.
Chapter 3
Research material and methods
In this thesis, we run four CCA variants on simulated data and real-world
data sets. In this chapter, we go through the details of how the experiments
are run. First, we explain the settings of the experiments with simulated
data. Then, we explain how the experiments with real-world data sets are
executed.
All experiments in this thesis are implemented using MATLAB R2017a
and computed on a Macbook Pro Mid 2012 (2.6 GHz Intel Core i7, 8 GB
1600 MHz DDR3).
3.1 Simulations
We run 12 different experiments on computer-generated data sets. In all
experiments, we have two views with a low number of variables in each view.
In each experiment, we vary the number and the type of relationships created
between the variables of the views. Then, we examine how CCA, KCCA,
gradKCCA and (S)CCA-HSIC perform in each setup.
In each experiment, all four CCA variants are run 10 times. For each
run, F1 score and correlation over train and test sets are calculated and the
canonical weight vectors u and v are stored. Then, mean values are calculated
for each measure and weight vector.
In the simulated experiments, the data set has N = 500 observations
and all variables in the data are standardized to have a zero mean and unit
variance. The data is then divided into train and test sets. The ratio of train
and test sets is set to 2 : 1 in all experiments. Train set is used for calculating
the weight vectors and calculation of correlation over train set. Test set is
used for estimation of how well the results of CCA variants generalise for
new data from the same distribution.
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F1 score is calculated based on ground truth vectors, which we define in
the beginning of each simulation. F1 score is calculated as F1 = 2TP
2TP+FP+FN
,
where TP is number of true positives, FP is the number of false positives
and FN is the number of false negatives. For F1 score, we transform the
elements of the weights to have binary values so that if the absolute value of
an element is larger than 0.05, then the element is 1, otherwise it is 0. Then,
we compare each element of vectors u and v to the corresponding ground
truth vectors, which are also binary, and determine the number of TP, FP
and FN. The explicit projections for KCCA are not available, therefore we
calculate approximations of the weight vectors in input space by u˜ = Xᵀtrainα
and v˜ = Y ᵀtrainβ, as suggested in [3].
Another metric used for measuring the performance of the methods in
simulated settings is R precision. It is defined as r
R
, where r is the number of
relevant items among R retrieved items. It is applied so that we determine r
by how many of the R highest coefficients in the retrieved canonical weights
are marked ones in the ground truth vectors, where R is the total number of
relevant variables in the ground truth.
We solve CCA through standard eigenvalue problem. For KCCA, we use
linear and polynomial kernels depending on the experiment. We center the
test and train kernels and solve KCCA as a generalised eigenvalue problem.
Regularisation constant is determined using k-fold cross-validation with 5
folds, as demonstrated in [31]. GradKCCA uses l2 norm and norm constants
1.0 for both views. GradKCCA uses polynomial or Gaussian kernels depend-
ing on the experiment. The gradKCCA formula is solved using an alternating
projected gradient approach proposed in [6], which is adapted with permis-
sion into Algorithm 1. Repetitions are limited to 100 and stopping criterion
will be set to 10−10. For (S)CCA-HSIC, we only use Gaussian kernel, since
HSIC requires a universal kernel. (S)CCA-HSIC is solved using a projected
stochastic gradient ascent algorithm, as proposed in [3], with 5 random ini-
tializations. The algorithm presented in [3] is adapted with permission into
Algorithm 2. For all polynomial kernels we use degree of 2. For all Gaussian
kernels, bandwidth parameter σ is chosen using the ”median trick”. The
noise variables used in simulations are defined as follows: ξ1 ∼ N(0, 0.052),
ξ2 ∼ N(0, 0.12) and ξ3 ∼ N(0, 0.152).
3.2 Real-world data
In real-world experiments we run CCA, KCCA, gradKCCA and (S)CCA-
HSIC on two real-world data sets, retrieving three relationships. We compare
the results and investigate what kind of relationships each variant finds. Each
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Algorithm 1 gradKCCA alternating projected gradient
1: Input
2: X, Y matrices of measurements
3: M number of components
4: R repetitions
5: δ convergence limit
6: Px, Py norms of u and v
7: sx, sy l1 or l2 norm constraints for u and v
8: dx, dy hyperparameters for k
x and ky
9: Output
10: U, V weight vectors
11: for all m = {1, 2, ...,M} do
12: for all r = {1, 2, ..., R} do
13: Initialize umr and vmr
14: Compute kx(u), ky(v)
15: repeat
16: Compute ρold = ρ(u, v)
17: Compute ∇ρu = ∂ρ(u,v)∂u
18: Update umr =
∏
‖.‖Px≤sx (umr + γ∇u)
19: Re-compute kx(u)
20: Compute ∇ρv = ∂ρ(u,v)∂v
21: Update vmr =
∏
‖.‖Px≤sx (vmr + γ∇v)
22: Re-compute ky(v)
23: Compute ρcurrent = ρ(u, v)
24: until |ρold − ρcurrent|/|ρold + ρcurrent| < δ
25: ρr = ρcurrent, ur = umr, vr = vmr
26: Select r∗ = arg max
r
ρr
27: Store U(:,m) = ur∗, V (:,m) = vr∗
28: Deflate X(m), Y (m) by U(:,m) and V (:,m)
return U , V
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Algorithm 2 CCA-HSIC projected stochastic gradient ascent
1: Input
2: X, Y matrices of measurements
3: M number of components
4: R repetitions
5: δ convergence limit
6: Px, Py norms of u and v
7: sx, sy l1 or l2 norm constraints for u and v
8: σu, σv standard deviations of the Gaussian kernels
9: Output
10: U, V weight vectors
11: for all m = {1, 2, ...,M} do
12: for all r = {1, 2, ..., R} do
13: Initialize umr and vmr
14: *Compute Ku, Kv, K˜u and Kˆv
15: repeat
16: *Compute fold = ρ(u, v)
17: Compute ∇u = ∂ρ(u,v)
∂u
18: Update umr =
∏
‖.‖Px≤sx (umr + γ∇u)
19: *Compute Ku and K˜u
20: Compute ∇v = ∂ρ(u,v)
∂v
21: Update vmr =
∏
‖.‖Px≤sx (vmr + γ∇v)
22: *Compute Kv and K˜v
23: Compute fcurrent = ρ(u, v)
24: until |fold − fcurrent|/|fold + fcurrent| < δ
25: fr = fcurrent, ur = umr, vr = vmr
26: Select r∗ = arg max
r
fr
27: Store U(:,m) = ur∗, V (:,m) = vr∗
28: Deflate X(m), Y (m) by U(:,m) and V (:,m)
return U , V
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method is run ten times on both data sets, with a repeatedly randomized
division into training and test sets. The ratio of training and test sets is
2:1. On each run, we collect weights u and v, then select the run which
produces the highest average correlation over the test set. Then, we analyze
the selected run.
The two real-life data sets are the body fat data set and the Boston
housing data set. The body fat data set consists of 252 observations of body
fat related variables of American men. The Boston housing data set has 506
observations of housing deals in the Boston area. The Boston housing data
set is known to contain non-linear relationships [2].
For real-life experiment, we solve CCA through standard eigenvalue prob-
lem. For KCCA, we use linear or polynomial kernels depending on the exper-
iment. We center the test and train kernels and solve KCCA as a generalised
eigenvalue problem. Regularisation constant is set to c = 0.02 for both
views. GradKCCA uses l2 norm and norm constraints 1.0 for both views.
GradKCCA is run twice, once using polynomial kernels and once using Gaus-
sian kernels on both data sets. The gradKCCA formula is solved using an
alternating projected gradient approach, which is shown in Algorithm 2 [6].
Repetitions are limited to 100 and stopping criterion is set to 10−10. For
(S)CCA-HSIC, we only use a Gaussian kernel, since HSIC requires a uni-
versal kernel. (S)CCA-HSIC is solved using a projected stochastic gradient
ascent algorithm as proposed in [3] and shown in Algorithm 2, with five
random initializations.
Chapter 4
Results
4.1 Experiments with simulated data
4.1.1 Monotonic relationships
Experiment 1. In the following experiment, we evaluate the performances
of the CCA variants to detect linear combinations with data sets defined as
follows:
y1 = x1 + x2 + x3 + ξ1
y2 = x4 + x5 + x6 + ξ2
y3 = x7 + x8 + x9 + ξ3,
where x1 to x9 and y1 to y3 are variables of the views X ∈ RN×p and Y ∈
RN×q, respectively (p = 10, q = 8). The corresponding ground truth vectors
are ug1 = [1 1 1 0 0 0 0 0 0 0], vg1 = [1 0 0 0 0 0 0 0], ug2 = [0 0 0 1 1 1 0 0 0 0],
vg2 = [0 1 0 0 0 0 0 0] and ug3 = [0 0 0 0 0 0 1 1 1 0], vg3 = [0 0 1 0 0 0 0 0].
As can be seen in Figure 4.1, CCA and KCCA (linear kernel) perform the
best with perfect precision and F1 of 0.82 and 0.79. Both gradKCCA (linear
kernel) and (S)CCA-HSIC put the highest weights on the right variables, but
do not manage to separate the relationships. Therefore, the F1 scores are
0.52 for gradKCCA (linear kernel) and 0.53 for (S)CCA.
Experiment 2. In this experiment, we create two multivariate relation-
ships between views X and Y as follows:
y1 + y2 = x1 + x2 + ξ1
y3 + y4 = x3 + x4 + ξ2,
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F1 R precision ρtr1 ρtr2 ρtr3 ρtt1 ρtt2 ρtt3
CCA 0.79 (0.08) 1.00 (0.00) 1.00 (0.00) 0.98 (0.00) 0.96 (0.00) 0.99 (0.00) 0.98 (0.00) 0.96 (0.01)
KCCA (lin.) 0.82 (0.09) 1.00 (0.00) 1.00 (0.00) 0.98 (0.00) 0.96 (0.00) 0.99 (0.00) 0.98 (0.00) 0.96 (0.01)
gradKCCA (lin.) 0.52 (0.03) 0.73 (0.08) 0.99 (0.00) 0.92 (0.07) 0.94 (0.04) 0.97 (0.01) 0.90 (0.08) 0.94 (0.04)
(S)CCA-HSIC 0.53 (0.04) 0.90 (0.12) 0.99 (0.00) 0.97 (0.01) 0.96 (0.01) 0.99 (0.00) 0.97 (0.01) 0.96 (0.01)
(a) F1 score and correlations over train and test sets for CCA variants. Standard
deviation is marked in parenthesis.
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(b) Mean canonical weights over 10 runs of first, second and third components.
Figure 4.1: The results of CCA variants on a data set with three linear
relationships.
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F1 R precision ρtr1 ρtr2 ρtt1 ρtt2
CCA 0.71 (0.06) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
KCCA (lin.) 0.69 (0.06) 0.94 (0.14) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
gradKCCA (lin.) 0.65 (0.05) 0.89 (0.18) 0.99 (0.00) 0.96 (0.04) 0.99 (0.00) 0.96 (0.05)
(S)CCA-HSIC 0.68 (0.11) 1.00 ( 0.00) 0.99 (0.00) 0.99 (0.00) 0.99 (0.00) 0.99 (0.00)
(a) F1 score and correlations over train and test sets for CCA variants. Standard
deviation is marked in parenthesis.
u1 u2
1
2
3
4
5
6
7
8
9
10
Ground truth
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0
1.0
1.0
1.0
u1 u2
1
2
3
4
5
6
7
8
9
10
CCA
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
1.0
1.0
1.0
1.0
u1 u2
1
2
3
4
5
6
7
8
9
10
KCCA (lin.)
0.6
0.6
0.3
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.3
0.6
0.6
0.0
0.0
0.0
0.0
0.0
0.0
u1 u2
1
2
3
4
5
6
7
8
9
10
gradKCCA (lin.)
0.6
0.6
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.3
0.6
0.6
0.0
0.0
0.0
0.0
0.0
0.0
u1 u2
1
2
3
4
5
6
7
8
9
10
(S)CCA-HSIC
0.7
0.7
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.2
0.7
0.7
0.0
0.0
0.0
0.0
0.0
0.0
v1 v2
1
2
3
4
5
6
7
8
9
10
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
0.0
1.0
1.0
1.0
1.0
v1 v2
1
2
3
4
5
6
7
8
9
10
0.7
0.7
0.1
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.1
0.7
0.7
0.0
0.0
0.0
0.0
0.0
0.0
v1 v2
1
2
3
4
5
6
7
8
9
10
0.6
0.6
0.2
0.3
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.3
0.6
0.6
0.0
0.0
0.0
0.0
0.0
0.0
v1 v2
1
2
3
4
5
6
7
8
9
10
0.6
0.6
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.3
0.3
0.6
0.6
0.0
0.0
0.0
0.0
0.0
0.0
v1 v2
1
2
3
4
5
6
7
8
9
10
0.7
0.7
0.2
0.2
0.0
0.0
0.0
0.0
0.0
0.0
0.2
0.2
0.7
0.7
0.0
0.0
0.0
0.0
0.0
0.0
(b) Mean canonical weights over 10 runs of first, second and third components.
Figure 4.2: The results of CCA variants on a data set with two linear mul-
tivariate relationships.
where x1, x2, y1, and y2 represent the variables of views X ∈ RN×p and
Y ∈ RN×p, respectively (p = 6, q = 6). In this case, the ground truth
vectors are ug1 = [1 1 0 0 0 0], vg1 = [1 1 0 0 0 0], and ug2 = [0 0 1 1 0 0],
vg2 = [0 0 1 1 0 0].
As Figure 4.2 shows, CCA has the highest F1 score 0.71 and the R pre-
cision is 1.0. CCA does not manage to separate the relationships in this
experiment as well as in Experiment 1. KCCA (linear kernel) has an F1
score of 0.69, gradKCCA (linear kernel) scores 0.65, and (S)CCA-HSIC 0.68.
None of the kernelized methods manage to separate the relationships, either.
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F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 0.95 (0.08) 1.00 (0.00) 0.92 (0.01) 0.91 (0.01) [1 0 0 0 0 0] [1 0 0 0 0 0]
KCCA (quad.) 0.48 (0.51) 0.50 (0.53) 0.91 (0.00) 0.88 (0.01) [0.5 0.2 0.2 0.1 0.3 0.1] [0.5 0.2 0.2 0.2 0.2 0.2]
gradKCCA (quad.) 0.70 (0.15) 1.00 (0.00) 0.90 (0.00) 0.89 (0.01) [1 0 0 0 0 0] [1 0 0.1 0.1 0 0]
gradKCCA (Gauss.) 0.51 (0.08) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) [1 0 0.1 0 0.1 0] [1 0.1 0 0.1 0 0.1]
(S)CCA-HSIC 0.88 (0.11) 1.00 (0.00) 0.87 (0.01) 0.87 (0.02) [1 0 0 0 0 0] [1 0 0 0 0 0]
Figure 4.3: F1 score, correlations over train and test sets and canonical
weights of CCA variants on a data set with a cubic relationship. Standard
deviation is marked in parenthesis.
Experiment 3. Next, we experiment how CCA variants find a cubic rela-
tionship, which is a monotonic, non-linear relationship. We define
y1 = x
3
1 + ξ1,
where x1 and y1 are the first variables of view X ∈ RN×p and Y ∈ RN×p
(p = 6, q = 6). The ground truth vectors are ug1 = [1 0 0 0 0 0], vg1 =
[1 0 0 0 0 0].
Figure 4.3 shows that CCA is able to discover a cubic relationship with the
highest F1 score 0.95. It is followed by (S)CCA-HSIC with F1 score 0.88.
GradKCCA (quadratic kernel) has an F1 score of 0.70, KCCA (quadratic
kernel) scores 0.48, and gradKCCA (Gaussian kernel) scores 0.51. In terms
of R precision, all methods score 1.0 except KCCA (quadratic kernel), which
scores 0.50.
4.1.2 Non-monotonic relationships
Experiment 4. In the following experiment, we explore how the compared
CCA variants manage to find a single quadratic relationship between views
X and Y . The relationship is defined as follows:
y1 = x
2
1 + ξ1,
where x1 and y1 are the first variables of views X ∈ RN×p and Y ∈ RN×p,
respectively (p = 6, q = 6). The ground truth vectors are ug = [1 0 0 0 0 0],
vg = [1 0 0 0 0 0].
As Figure 4.4 shows, CCA is expectedly unable to discover the quadratic
relationship having F1 value 0.29. KCCA (quadratic kernel) also has a low
F1 value (0.38), but the canonical weights are slightly closer to the ground
truth vectors compared to CCA. GradKCCA (Gaussian kernel) has an F1
score 0.32, but performs worse relative to gradKCCA with a quadratic kernel
(0.57). The best performance is given by (S)CCA-HSIC, which has an F1
score of 0.77 and has weights very close to the ground truth vectors. It is
also the only method with an R precision 1.0.
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F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 0.29 (0.06) 0.25 (0.35) 0.24 (0.03) 0.02 (0.02) [0.5 0.5 0.5 0.5 0.5 0.5] [0.7 0.5 0.4 0.5 0.3 0.6]
KCCA (quad.) 0.38 (0.28) 0.70 (0.48) 0.62 (0.04) 0.45 (0.07) [0.7 0.1 0.1 0.2 0.2 0.1] [0.7 0.1 0.1 0.2 0.2 0.2]
gradKCCA (quad.) 0.57 (0.14) 0.90 (0.32) 0.76 (0.05) 0.73 (0.11) [0.9 0.1 0 0 0.1] [0.9 0.1 0 0.1 0 0]
gradKCCA (Gauss.) 0.32 (0.08) 0.75 (0.35) 0.99 (0.00) 0.99 (0.00) [0.7 0.1 0.2 0.1 0.2 0.2] [0.7 0.2 0.2 0.3 0.1 0.2]
(S)CCA-HSIC 0.77 (0.23) 1.00 (0.00) 0.77 (0.02) 0.76 (0.02) [1 0 0 0 0 0] [1 0 0 0 0 0]
Figure 4.4: F1 score, correlations over train and test sets and canonical
weights of CCA variants on a data set with a single quadratic relationship.
Standard deviation is marked in parenthesis.
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(a) The plot of variable y1 as a function of x1 after changing the standard
deviation to 1 and mean to 0.
F1 R precision ρtr ρtt u˜ v˜
CCA 0.31 (0.06) 0.25 (0.26) 0.24 (0.03) 0.02 (0.03) [0.5 0.6 0.5 0.6 0.5 0.4] [0.6 0.5 0.4 0.6 0.3 0.6]
KCCA (quad.) 0.29 (0.07) 0.30 (0.26) 0.49 (0.03) 0.12 (0.10) [0.6 0.3 0.2 0.3 0.2 0.2] [0.1 0.2 0.4 0.3 0.5 0.3]
gradKCCA (quad.) 0.29 (0.15) 0.30 (0.26) 0.64 (0.03) 0.55 (0.06) [0.1 0.3 0.4 0.3 0.2 0.2] [0.6 0.3 0.1 0.1 0.1 0.2]
gradKCCA (Gauss.) 0.43 (0.09) 1.00 (0.00) 0.99 (0.00) 0.99 (0.00) [1 0 0.1 0.1 0 0.1] [1 0.1 0.1 0.1 0.1 0.1]
(S)CCA-HSIC 0.83 (0.16) 1.00 (0.00) 0.04 (0.03) 0.06 (0.04) [1 0 0 0 0 0] [1 0 0 0 0 0]
(b) F1 score, correlations over train and test sets and canonical weights of
CCA variants. Standard deviation is marked in parenthesis.
Figure 4.5: The results of CCA variants on a trigonometic relationship.
Experiment 5. In the next experiment, we create a single trigonometric
relationship between views X ∈ RN×p and Y ∈ RN×p (p = 6, q = 6). The
relationship is part of a sine wave and is defined as
y1 = sin(x1) + ξ1,
where x1 ∼ U(pi4 , 2.5pi4 ) and y1 are variables of views X and Y , respectively.
Figure 4.5a is the plot of variable y1 as a function of x1. There we can
see that the relationship is non-monotonic, in that it has two local maxima
and three local minima. It is rather similar in shape to the parabola-shaped
relationship in Experiment 4, where gradKCCA with a quadratic kernel and
(S)CCA-HSIC performed well.
Figure 4.5b shows that, unlike in Experiment 1, gradKCCA with a
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(a) The plot of variable y1 as a function of x1 after changing the standard
deviation to 1 and mean to 0.
F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 0.25 (0.07) 0.20 (0.35) 0.24 (0.03) 0.03 (0.02) [0.5 0.4 0.5 0.5 0.4 0.6] [0.5 0.5 0.4 0.6 0.4 0.7]
KCCA (quad.) 0.31 (0.02) 0.25 (0.35) 0.47 (0.04) 0.07 (0.05) [0.4 0.3 0.4 0.3 0.3 0.2] [0.3 0.3 0.3 0.3 0.4 0.3]
gradKCCA (quad.) 0.36 (0.17) 0.45 (0.37) 0.64 (0.01) 0.55 (0.06) [0.3 0.2 0.4 0.1 0.2 0.2] [0.6 0.1 0.1 0.3 0.2 0.1]
gradKCCA (Gauss.) 0.26 (0.09) 0.10 (0.21) 0.99 (0.00) 0.99 (0.00) [0.3 0.4 0.3 0.2 0.3 0.2] [0.2 0.4 0.4 0.3 0.3 0.4]
(S)CCA-HSIC 0.27 (0.08) 0.15 ( 0.34) 0.13 (0.05) 0.05 (0.04) [0.4 0.3 0.4 0.2 0.3 0.3] [0.2 0.4 0.4 0.4 0.3 0.3]
(b) F1 score, correlations over train and test sets and canonical weights of
CCA variants. Standard deviation is marked in parenthesis.
Figure 4.6: The results of CCA variants on a long trigonometric relationship.
quadratic kernel no longer yields canonical weights accurately, instead it
has a low F1 score (0.29). KCCA (quadratic kernel) scores 0.30 and is also
unable to discover the relationship. GradKCCA (Gaussian kernel), how-
ever, retrieves the relationship with a score 0.43 and a perfect R precision.
(S)CCA-HSIC performs the best with the highest F1 score 0.83 and an R
precision 1.0.
Experiment 6.1 Next, we experiment how the compared CCA variants
perform when the trigonometric relationship between views X and Y is more
complex. We define
y1 = sin(x1) + ξ1,
where x1 ∼ U(pi, 5pi) and y1 are the first variables of views X and Y , respec-
tively. Ground truth vectors are ug = [1 0 0 0 0 0], vg = [1 0 0 0 0 0]. Plot of
the relationship in Figure 4.6a shows how the relationship is non-monotonic,
having three local maxima and minima.
It can be seen from Figure 4.6b that none of the methods is capable of
retrieving the correct weight vectors. The highest F1 score is by gradKCCA
quadratic (0.36) and also it has the highest R precision 0.45. However, the
retrieved canonical weights are far from the ground truth values. Although
CHAPTER 4. RESULTS 38
  500  7000 14000 20000
Observations (N)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
R
 p
re
cis
io
n
Average R precision of gradKCCA as a function of observations over 15 runs
gradKCCA (quad.)
gradKCCA (Gauss.)
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  500  7000 14000 20000
Observations (N)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
F1
 s
co
re
Average F1 score of gradKCCA as a function of observations over 15 runs
gradKCCA (quad.)
gradKCCA (Gauss.)
(b) The plot of F1 of gradKCCA with polynomial and Gaussian kernels
on a long trigonometric relationship using 95% confidence interval.
Figure 4.7: The results of gradKCCA on a long trigonometric relationship
when the number of observations is increased.
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F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 0.27 (0.05) 0.15 (0.24) 0.24 (0.03) 0.02 (0.02) [0.4 0.6 0.4 0.5 0.4 0.5] [0.3 0.5 0.5 0.6 0.4 0.6]
KCCA (quad.) 0.50 (0.00) 0.50 (0.00) 0.96 (0.01) 0.95 (0.02) [0.5 0.2 0.3 0.2 0.2 0.1] [0.5 0.1 0.2 0.2 0.2 0.2]
gradKCCA (quad.) 0.30 (0.13) 0.45 (0.16) 0.70 (0.03) 0.62 (0.06) [0.1 0.2 0.5 0.2 0.3 0.1] [0.9 0.1 0.1 0.1 0.1 0.1]
gradKCCA (Gauss.) 0.26 (0.11) 0.15 (0.24) 0.99 (0.00) 0.99 (0.00) [0.4 0.4 0.1 0.1 0.3 0.3] [0.2 0.3 0.3 0.5 0.2 0.4]
(S)CCA-HSIC 0.29 (0.05) 0.20 (0.26) 0.15 (0.06) 0.04 (0.03) [0.4 0.4 0.4 0.2 0.3 0.3] [0.3 0.5 0.3 0.3 0.3 0.3]
Figure 4.8: F1 score, correlations over train and test sets and weight vectors
for CCA variants on a data set with a circle shaped relationship. Standard
deviation is marked in parenthesis.
(S)CCA-HSIC and gradKCCA (Gaussian kernel) were able to discover the
relationship in Experiment 5, here neither of the methods could find the
relationship.
Experiment 6.2 To investigate the situation further, we set up another
experiment. We define a data set with the same relationship, and run the ex-
periment with N = 500, 7000, 14000, 20000 observations and variable counts
p = 3, q = 3. Due to the high computational intensity of KCCA and (S)CCA-
HSIC, we only inspect gradKCCA with quadratic and Gaussian kernels.
Figure 4.7 shows that with 500 observations, the F1 score is 0.49
(quadratic kernel) and 0.34 (Gaussian kernel). As the number of observa-
tions increase to 14000, the F1 score of gradKCCA with a quadratic kernel
increases to 0.74 and gradKCCA with a Gaussian kernel increases to 0.61. In
this experiment, there are fewer noise variables compared to the original ex-
periment. The original experiment had p = 6 and q = 6 variables compared
to the p = 3 and p = 3 variables used in this experiment. For 500 obser-
vations, this experiment obtained F1 score 0.49, whereas with the original
setting F1 score 0.36 was obtained.
Experiment 7. Next, we define a relationship between first variables of
views X and Y so that the relation is shaped like a circle.
y1 = ±
√
1− x21 + ξ1,
where x1 and y1 are the first variables of views X and Y , respectively. Here,
plus and minus sign means that half of the samples have a plus sign and
the other half a minus sign. Ground truth vectors are ug = [1 0 0 0 0 0],
vg = [1 0 0 0 0 0].
Figure 4.8 shows that KCCA (quadratic kernel) has the highest F1 score
and R precision (both 0.50). However, the weight vector has a lot of weight
on incorrect variables. The F1 scores of (S)CCA-HSIC, gradKCCA and CCA
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F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 0.50 (0.07) 0.55 (0.11) 0.23 (0.03) 0.06 (0.04) [0.1 0.1 0.1 0.1 0.1 0.1] [0.9 1 0.1 0.1 0.1 0.1]
KCCA (quad.) 0.56 (0.10) 0.63 (0.18) 0.98 (0.02) 0.97 (0.02) [0.7 0.1 0.1 0.1 0.1 0] [0.5 0.6 0.3 0.2 0.2 0.3]
gradKCCA (quad.) 0.77 (0.19) 0.90 (0.21) 0.71 (0.04) 0.69 (0.05) [0.3 0.8 0.1 0 0 0] [0.6 0.7 0.1 0 0.1 0.1]
gradKCCA (Gauss.) 0.66 (0.09) 0.90 (0.13) 1.00 (0.00) 1.00 (0.00) [0.6 0.5 0.1 0 0.1 0] [0.7 0.7 0.1 0 0.1 0.1]
(S)CCA-HSIC 0.63 (0.15) 0.70 (0.26) 0.05 (0.04) 0.06 (0.05) [0.9 0.1 0.1 0.1 0.1 0.1] [0.6 0.6 0.1 0.1 0.1 0.1]
Figure 4.9: F1 score, correlations over train and test sets and weight vectors
for CCA variants on a data set with a multivariate trigonometric relationship.
Standard deviation is marked in parenthesis.
range from 0.26 to 0.30. The weight vectors indicate no success in discovering
the relationship.
Experiment 8. Next, we define a trigonometric relationship between two
first variables of each views as follows:
y1 + y2 = −x1 + 2 sin(x2) + 3 sin(x2) + 4 sin(x2) + ξ1,
where x1, x2 and y1 and y2 are variables of views X and Y . The ground
truth vectors are ug = [1 1 0 0 0 0], vg = [1 1 0 0 0 0].
The results in Figure 4.9 indicate that gradKCCA with a quadratic kernel
manages to discover the relationship with an F1 score 0.77. GradKCCA
with a Gaussian kernel also finds canonical weights close to the ground truth
vectors with an F1 score 0.64. (S)CCA-HSIC has an F1 score 0.63, but there
are incorrect weights on multiple variables and also the weight on x2 is low
(0.1).
Experiment 9. In this experiment, we create two non-monotonic relation-
ships as follows:
y1 = x
2
1 + x
2
2 + ξ1
y2 = x
4
3 + x
4
4 + ξ2,
where y1, y2, x1, x2, x3, and x4 are variables of views X and Y , respec-
tively. The ground truth vectors are ug1 = [1 1 0 0 0 0], vg1 = [1 0 0 0 0 0],
ug2 = [0 0 1 1 0 0], vg2 = [0 1 0 0 0 0].
As Figure 4.10 shows, CCA, KCCA (quadratic kernel), gradKCCA
(quadratic kernel), gradKCCA (Gaussian kernel) do not manage to discover
the relationships. Instead, the F1 scores of the methods range from 0.37 to
0.42 and the methods put weight on incorrect variables. However, (S)CCA-
HSIC is able to discover the relatioship with F1 score 0.52, R precision 0.73
and small incorrect weights.
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F1 R precision ρtr1 ρtr2 ρtt1 ρtt2
CCA 0.38 (0.05) 0.42 (0.12) 0.24 (0.03) 0.16 (0.03) 0.06 (0.05) 0.05 (0.04)
KCCA (quad.) 0.37 (0.10) 0.47 (0.24) 0.58 (0.04) 0.49 (0.03) 0.28 (0.12) 0.09 (0.06)
gradKCCA (quad.) 0.42 (0.10) 0.52 (0.15) 0.65 (0.03) 0.50 (0.06) 0.55 (0.06) 0.44 (0.06)
gradKCCA (Gauss.) 0.38 (0.04) 0.40 (0.12) 0.99 (0.00) 0.99 (0.00) 0.99 (0.00) 0.99 (0.00)
(S)CCA-HSIC 0.53 (0.07) 0.73 (0.09) 0.57 (0.02) 0.57 (0.04) 0.54 (0.05) 0.55 (0.05)
(a) F1 score and correlations over train and test sets for CCA variants. Standard
deviation is marked in parenthesis.
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(b) Mean weight vectors over 10 runs of first and second components.
Figure 4.10: The results of CCA variants on data with two non-monotonic
relationships.
CHAPTER 4. RESULTS 42
F1 R precision ρtr1 ρtt1 u˜ v˜
CCA 1.00 (0.00) 1.00 (0.00) 0.97 (0.00) 0.97 (0.00) [0.7 0.7 0 0 0 0] [1.0 0.2 0 0 0 0]
KCCA (quad.) 0.64 (0.26) 0.55 (0.48) 0.87 (0.02) 0.82 (0.03) [0.4 0.4 0.1 0.1 0.3 0.3] [0.5 0.2 0.2 0.3 0.1 0.2]
gradKCCA (quad.) 0.79 (0.06) 1.00 (0.00) 0.90 (0.01) 0.88 (0.01) [0.7 0.7 0 0 0 0] [1 0.2 0 0 0 0]
gradKCCA (Gauss.) 0.73 (0.06) 1.00 (0.00) 0.90 (0.01) 0.88 (0.01) [0.7 0.7 0 0 0 0.1] [1 0.2 0 0.1 0 0.1]
(S)CCA-HSIC 0.99 (0.03) 1.00 (0.00) 0.93 (0.01) 0.93 (0.01) [0.7 0.7 0 0 0 0] [1 0.2 0 0 0 0]
Figure 4.11: F1 score, correlations over train and test sets and weight vectors
for CCA variants on a data set with a multivariate exponential relationship.
Experiment 10. In this experiment, we test the capability of CCA variants
to retrieve a multivariate exponential relationship. We define the variables
as follows:
y1 + y2 = e
x1+x2 + ξ1,
where x1, x2 and y1 and y2 are respective variables of views X and Y . The
ground truth vectors are ug = [1 1 0 0 0 0], vg = [1 1 0 0 0 0].
As is seen from Figure 4.11 there exists correlation between the variables
which is the reason for CCA succeeding in finding the relationship with a
perfect F1 score and R precision. (S)CCA-HSIC retrieves the relationship as
well as CCA with F1 score 0.99. GradKCCA variants score 0.79 and 0.73,
with a slightly better score and mean canonical weights for gradKCCA with
a quadratic kernel. KCCA has a lot of misplaced weights, therefore the F1
score is 0.64.
4.1.3 Non-monotonic and monotonic relationships in
the same experiment
Experiment 11. In this part, our goal is to evaluate the capability of
compared CCA variants to retrieve relationships in a setting where there
are multiple relationships, some of which are non-monotonic. We define the
following relationships:
y1 = x1 + ξ1
y2 = x
3
2 + ξ2
y3 = x
2
3 + ξ3,
where x1 to x3 and y1 to y3 are corresponding variables of views X ∈ RN×p
and Y ∈ RN×p (p = 8, q = 9). The ground truth vectors are ug1 =
[1 0 0 0 0 0 0 0], vg1 = [1 0 0 0 0 0 0 0 0], ug2 = [0 1 0 0 0 0 0 0],
vg2 = [0 1 0 0 0 0 0 0 0], ug3 = [0 0 1 0 0 0 0 0], vg3 = [0 0 1 0 0 0 0 0 0].
Figure 4.12 shows that CCA discovers the monotonic relationships but
does not find the non-monotonic relationship, therefore scoring F1 of 0.68.
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F1 R precision ρtr1 ρtr2 ρtr3 ρtt1 ρtt2 ρtt3
CCA 0.68 (0.07) 0.75 (0.12) 0.99 (0.00) 0.92 (0.00) 0.24 (0.04) 0.98 (0.00) 0.92 (0.01) 0.05 (0.04)
KCCA (quad.) 0.39 (0.07) 0.58 (0.14) 0.95 (0.00) 0.93 (0.01) 0.93 (0.01) 0.91 (0.01) 0.85 (0.03) 0.87 (0.01)
gradKCCA (quad.) 0.50 (0.10) 0.95 (0.11) 0.96 (0.01) 0.83 (0.07) 0.64 (0.14) 0.95 (0.01) 0.81 (0.08) 0.63 (0.13)
gradKCCA (Gauss.) 0.31 (0.01) 0.33 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00) 1.00 (0.00)
(S)CCA-HSIC 0.74 (0.13) 1.00 (0.00) 0.93 (0.02) 0.87 (0.02) 0.08 (0.03) 0.94 (0.02) 0.86 (0.03) 0.08 (0.05)
(a) F1 score and correlations over train and test sets for CCA variants.
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(b) Mean weight vectors over 10 runs of first, second and third components.
Figure 4.12: The results of CCA variants on data with non-monotonic and
monotonic relationships.
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(S)CCA-HSIC has F1 score 0.74 and manages to discover all three rela-
tionships. GradKCCA (Gaussian kernel) puts weight on the first and second
variables in every canonical weight pair, scoring 0.31. GradKCCA (quadratic
kernel) does not discover the relationships separately like (S)CCA-HSIC does.
Therefore, gradKCCA (quadratic kernel) scores 0.50. KCCA (quadratic ker-
nel) scores 0.39 and is not capable of retrieving the third relationship.
4.2 Real-world data
In this chapter, we use four CCA variants, regular CCA, KCCA, grad-
KCCA and (S)CCA-HSIC on two real-world cases and compare the per-
formance of the methods. The first data set is the body fat data set
and the second data set is the Boston housing data set. The body fat
data set is available at http://www.statistics4u.com/fundstat_eng/data_
bodyfat.html and Boston data set is available at https://www.cs.toronto.
edu/~delve/data/boston/bostonDetail.html.
4.2.1 Body fat data set
The body fat data set used in this experiment consists of 252 observations
of American men, who were measured for the following 15 variables:
1. Density - Body density (g / cm3)
2. %Fat - Body fat percentage
3. Age - Age of the person (year)
4. Weight - Weight of the person (lb)
5. Height - Height of the person (inch)
6. Neck - Neck diameter (cm)
7. Chest - Chest diameter (cm)
8. Abdomen - Abdomen diameter (cm)
9. Hip - Hip diameter in diameter (cm)
10. Thigh - Thigh diameter (cm)
11. Knee - Knee diameter (cm)
12. Ankle - Ankle diameter (cm)
13. Biceps - Biceps diameter (cm)
14. F-arm - Forearm diameter (cm)
15. Wrist - Wrist diameter (cm)
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We divide the variables into two views. First view, X, consists of five vari-
ables: Density, %Fat, Age, Weight and Height. The second view, Y , consists
of the remaining ten variables, which indicate the diameters of various body
parts.
Figure 4.13 shows how all methods first find a relationship between
Weight in the first view and multiple other variables in the second view.
Regular CCA picks Chest, Abdomen and Hip as the variables with the most
explanatory power in the second view. Non-linear methods differ in this
sense. GradKCCA with a quadratic kernel puts weight on more variables
than CCA, and so does gradKCCA with a Gaussian kernel and (S)CCA-
HSIC. KCCA with a quadratic kernel puts weight on Hip, Neck and Forearm.
Looking at how the points in the plots are on straight lines in Figure 4.13a,
it can be concluded that all methods have found a linear relationship.
CCA finds two other relationships with rather weak correlations over test
set, 0.68 and 0.65. In the second and third relationship the weights are on
multiple variables, making it difficult to interpret without ignoring smaller
weights. The second relationship has the highest coefficients on Age and
Weight in the first view and Abdomen and Hip on the second view. The
third canonical weight pair has the highest coefficients on Density and Age
in the first view and Abdomen and Thigh in the second view.
The second and third relationships of gradKCCA with a quadratic kernel
are between multiple variables with varying signs and strengths. For the sec-
ond relationship, there is a positive weight on Weight and a negative weight
on Density in the first view, and in the second view the most dominant weight
is on Abdomen. In the third canonical weight pair, there are high weights on
all variables except Height, for which there is a negative weight. In the sec-
ond view, Hip and Thigh have high weights. Despite interpreting the result
being difficult, the plots of the first two relationships of gradKCCA in Figure
4.13a indicate that the relationships are linear and have high correlations.
The two other relationships that gradKCCA with a Gaussian kernel ex-
tracts are quite similar to each other. In both relationships, Weight, % body
fat and Density have positive weights in the first view and all variables have
similar weights in the second view, except Abdomen. For the second relation-
ship, Abdomen has a 0.0 weight compared to 0.6 of the third relationship.
Both relationships produce a linear relationship, as can be seen from Figure
4.13a.
The second relationship of (S)CCA-HSIC has weights of opposite signs
on Age and Density in the first view, and weights on Abdomen, Hip and
Tight in the second view. The third relationship mainly consists of positive
weights on Density and % body fat in the first view, and a positive weight
on Chest and Wrist and a negative weight on Ankle in the second view.
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(a) Xu, Y v representation of the three canonical weight pairs for each compared
method. In the upper right there is the corresponding canonical correlation over
test set in the feature space for kernelized methods. For CCA, the value is the
correlation over test set in the input space.
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(b) The three canonical weight pairs of each CCA variant displayed as a heatmap.
Figure 4.13: The results of CCA variants on body fat data set. Shows the
plots and canonical weights of the best run among 10 runs.
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As Figure 4.13a shows, all relationships seem monotonic and linear. This
could be due to the nature of the data set: there might not be any non-linear
relationships in the data.
It can be noted that there are many non-zero values in the canonical
weights. This may be due to the denseness of the compared methods. Having
fewer weighted variables could help interpret the results better.
4.2.2 Boston housing data set
The Boston housing data set is a publicly available data set, which contains
506 observations of housing deals in the Boston area. The data consists of
14 variables as follows:
1. TRACT - Tract ID
2. LON - Longitude
3. LAT - Latitude
4. CMEDV - Median value of owner-occupied homes in $1000’s
5. CRIM - Per capita crime rate by town
6. ZN - Proportion of residential land zoned for lots over 25,000 sq.ft.
7. INDUS - Proportion of non-retail business acres per town
8. NOX - Nitric oxides concentration (parts per 10 million)
9. RM - Average number of rooms per dwelling
10. AGE - Proportion of owner-occupied units built prior to 1940
11. DIS - Weighted distances to five Boston employment centres
12. RAD - Index of accessibility to radial highways
13. TAX - Full-value property-tax rate per $10,000
14. PTRATIO - Pupil-teacher ratio by town
15. B - 1000(Bk − 0.63)2 where Bk is the proportion of blacks by town
16. LSTAT - Percentage of lower status of the population
The first view, X, consists of variables LON, LAT, CMEDV, CRIM, ZN,
INDUS, NOX. The second view, Y , consists of variables RM, AGE, DIS,
RAD, TAX, PTRATIO, B, LSTAT. In this thesis, we leave variable TRACT
out, since it does not provide any useful information.
The results of the compared methods can be seen in Figure 4.14. The
first relationship that CCA finds can be most explained by INDUS, NOX
and CMED in the first view and DIS, TAX in the second view. The large
number of weighted variables makes it difficult to interpret the result. The
found relationship has a high correlation over test set, 0.94. The second
relationship mainly consists of CMEDV and NOX in the first view and DIS,
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(a) Xu, Y v representation of the three canonical weight pairs for each compared
method. In the upper right there is the corresponding canonical correlation over
test set in the feature space for kernelized methods. For CCA, the value is the
correlation over test set in input space.
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(b) The three canonical weight pairs of each CCA variant displayed as a heatmap.
Figure 4.14: The results of CCA variants on Boston housing data set. Shows
the plots and canonical weights of the best run among 10 runs.
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RAD and various other variables in the second view, again making it hard
to interpret. The third relationship is mostly explained by ZN in the first
view, but has weights on all variables in the second view. The correlation
over test set is rather low, 0.68.
KCCA with a quadratic kernel finds a relationship explained by CRIM,
ZN, INDUS, NOX and LON in the first view and DIS, TAX and B in the
second view. The second relationship has weights on LON, INDUS, CMEDV
and NOX in the first view and TAX, AGE, PTRATIO and LSTAT in the
second view. The third relationship can be mostly explained by LON in the
first view and DIS in the second view. The plots of the relationships retrieved
by KCCA do not seem to have high dependence, as is seen in Figure 4.14a.
The first canonical weight pair of GradKCCA with a quadratic kernel
represents a relationship between DIS and LON with a high correlation in the
feature space. Looking at the plot, it resembles a non-linear, non-monotonic
relationship, since the Xu value starts high, then drops and then becomes
high again. The plot of the second relationship looks linear, and it is mainly
between LON and INDUS in the first view and AGE, TAX and PTRATIO
in the second view. The canonical variables of the third relationship have a
rather low correlation over test set in the feature space, 0.62, and is mainly
produced by weights on variables LON and DIS.
GradKCCA with a Gaussian kernel finds three relationships with almost
the same weights on each canonical weight pair. The weighted variables
are LON, ZN, INDUS, NOX in the first view and AGE, RAD and LSTAT
in the second view. Some differences in weights are on variables CRIM in
the first view and RM and TAX in the second view. The high number of
variables makes the interpretation difficult. The plot of the first relationship
looks rather linear, whereas the second plot could possibly represent a weak,
non-linear relationship. All correlations over test set are 1.0.
The first relationship of (S)CCA-HSIC puts weights primarily on INDUS,
NOX and CRIM in the first view and TAX, DIS and AGE in the second view.
Again, the large number of variables on both views makes it hard to inter-
pret. The plot has two clusters and a space in between them, which could
indicate a non-linear relationship. The second relationship is the known
non-linear relationship between CMEDV and LSTAT [2]. The third canon-
ical weights represent a relationship primarily between LAT and RAD with
opposite signs. The plot has a peculiar shape and could have dependence.
Chapter 5
Discussion
In this thesis, our goal was to empirically evaluate the performances of the
four CCA methods, CCA, KCCA, gradKCCA and (S)CCA-HSIC in linear
and non-linear settings using simulated and real-world scenarios. We ran 12
experiments on simulated data, aiming to find out what sort of relationships
each method is capable of discovering and where the limits are for the com-
plexity of the relationships. In real-world experiments, we used two publicly
available data sets to learn what kind of relationships each method finds in
real-world settings.
The orthogonality of the canonical weights did not hold in all experi-
ments. In Experiment 11, we had one linear, one cubic and one quadratic
relationship. There, gradKCCA (Gaussian kernel) seems to find the same re-
lationship multiple times by returning three almost identical canonical weight
pairs. Also, with the Boston housing data, gradKCCA (Gaussian) appeared
to return three almost identical canonical weight pairs. With CCA for exam-
ple, returning three same canonical weight pairs should not be possible, since
the orthogonality of the solutions is guaranteed when solving the eigenvalues
in closed form. The part of solving gradKCCA that is responsible for or-
thogonality of the canonical weights is the matrix deflation in the numerical
gradient based algorithm (Algorithm 1, line 28). The experiment results in-
dicate that there might be problems with matrix deflation for gradKCCA. If
that is the case, the matrix deflation method needs to be improved to make
the non-linear methods retrieve multiple relationships as well as CCA.
The uncovering of the relationships could depend on the number of ob-
servations. In Experiment 6.1, we had a long trigonometric relationship, and
in Experiment 7, we had a circle shaped relationship. In both experiments,
none of the compared methods could discover the relationship. We continued
Experiment 6.1 in Experiment 6.2 by keeping the relationship the same but
increasing the number of observations. It turned out that when the number
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of observations was increased, the methods would slowly begin to recognize
the relationship. Therefore, it could be that the relationship was not inher-
ently too complex for the methods. The experiment might suggest that, if
recognizing the relationship is too difficult for the method, more observations
may be needed to counteract the difficulty. However, even if increasing the
number of observations improved the capability of CCA variants to recognize
non-linear relationships, that does not imply that all complex relationships
could be recognized that way. There could still exist inherently too complex
relationships for the used methods regardless of the number of observations.
For example, for CCA, any non-monotonic relationship is too complex, re-
gardless of the number of observations.
In Experiment 6.1, it is also interesting that none of the used methods
recognized the relationship with only 500 observations. If we take the plot in
Figure 4.6a and ask a person to answer the question “When x1 is 0.2, what
value will y1 likely be?”, the person would recognize the dependency between
x1 and y1 and easily tell only from the 500 observations that y1 will likely
get a value close to one. Therefore, in theory, the dependency should be
recognizable with only 500 observations. In machine learning, the need for a
large number of observations is a well-recognized problem for many machine
learning algorithms.
Experiment 3 showed that CCA could obtain better scores for a non-
linear, monotonic relationship than the non-linear CCA variants. In the
experiment, we had a single cubic relationship in the data set. The highest
possible multilinear correlation that can be found in the data should be given
by the ground truth vectors, in other words as a bivariate correlation between
x1 and y1. The theoretical correlation is roughly the correlation over test set
of CCA, 0.91. A perfect modeling could be expected to have a correlation of
1.0 over test set value of 1.0 (when the noise is low), like in Experiment 1 for
CCA. Since CCA is a linear method, it models the cubic relationship with
a linear model, which is an inaccurate model for an x3 shaped relationship.
Therefore, it is interesting that the non-linear variants, which should have the
potential to use more complicated modeling for the relationship than CCA,
seem to perform worse with regard to the F1 score and R precision than
CCA. Perhaps, the slight errors in the canonical weights that the non-linear
methods retrieve are due to some amount of overfitting, which is known to
be more likely for non-linear methods. Then, the metrics penalize the non-
linear methods for the overfitting, which outweighs the improvements of the
better modeling of the relationship.
In Experiment 1, CCA separated the three linear relationships as ex-
pected, but in Experiment 2 with two multilinear relationships CCA partly
mixed the two relationships. The lack of separation of relationships for CCA
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does not mean that the result is necessarily wrong. Either way, CCA has
found the best coefficients to maximize the correlation between the canon-
ical variables with the given the data set. There is no guarantee that the
highest correlation will be found when the relationships are fully separated.
For example, if we define x1 = y1 and x2 = y2 without any noise, the corre-
lation between x1 and y1 is 1.0 (also for x2 and y2). However, the correlation
between αx1 + βx2 and αy1 + βy2 is also 1.0 (−1 ≤ α ≤ 1, −1 ≤ β ≤ 1),
so either solution could be chosen as the solution for CCA. The intuition
becomes more complicated with noise added. The noise creates random-
ness, which perhaps causes one solution to have a higher correlation over
the other, therefore causing CCA to sometimes separate the relationships
(Experiment 1) and other times not (Experiment 2). Despite both answers
being technically acceptable, for a researcher studying an unknown data, it
is probably more beneficial to have the relationships separated as atomically
as possible.
In the experiments of this thesis, we used multiple different metrics for
evaluating the results. Many of the metrics have their shortcomings, but
having several metrics should help making the right conclusion. For the most
part, F1 score was used to evaluate the overall performance. One advantage
of F1 score is that it is a single value and easily comparable to the results of
other experiments. One disadvantage is that the threshold for determining
the incorrect weights needs to be set, and the choice is arbitrary. Also, the
general problem with step functions is that a small deviation in the input
can result in a completely different output. However, an advantage that F1
has over R precision, which has no parameters, is that F1 score seems to
create more difference between the compared methods. In Experiment 3 for
example, the R precisions of gradKCCA (both Gaussian and quadratic) and
(S)CCA-HSIC were 1.0, although there was a clear difference in the retrieved
canonical weights in favor of (S)CCA-HSIC. F1 score reflects this difference
with the highest F1 score for (S)CCA-HSIC.
The mean canonical weights are method-specific metrics used in the ex-
periments. They provide exact and essential low-level information about the
performances of the methods. However, one needs to be careful when us-
ing the mean. Taking the mean loses lots of information about the separate
runs, and some of the lost information could potentially be important. Using
mean might also result in a situation where none of the canonical weights of
the separate runs resemble the mean canonical weights, which could mislead
in their interpretation. Mean canonical weights do not work as an overall
scoring metric because the correct weights always require knowledge of the
experiment setup, whereas interpreting F1 score or R precision can be done
without knowledge of the experiment setup.
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Figure 5.1: Summary of F1 scores of all variants for 11 simulated experiments.
The results regarding CCA were mostly expected. In experiments with
linear and monotonic relationship, CCA found the relationships well. In Ex-
periment 2, CCA mixed together the two linear relationships, which was not
expected. CCA could not retrieve non-monotonic relationships in any experi-
ment, as expected. In both real-world experiments, CCA found relationships
with high correlation over the test set.
KCCA worked comparably well with a linear kernel, retrieving a result
similar to CCA in Experiment 1 and performing similarly to kernelized vari-
ants in Experiment 2 (see Figure 5.1). In Experiments 3, 4, 5, 8, 10 and 11,
KCCA with a quadratic kernel had trouble finding the relationship without
error in weights while some or all other kernelized methods could find the re-
lationship. KCCA with a quadratic kernel did not perform the best in any of
the experiments. The performance of KCCA might have been negatively af-
fected by using only quadratic kernels, instead of including Gaussian kernels
in the experiments. Also, using matrix decomposition approaches such as the
incomplete Cholesky decomposition could potentially improve the results for
KCCA.
GradKCCA was able to retrieve the relationship in Experiments 1, 2, 3, 4,
5, 6.1, 8, 10, 11 but lost to (S)CCA-HSIC in terms of quality of the canonical
weights in Experiments 3, 4, 10, 11 (see Figure 5.1). It performed better than
(S)CCA-HSIC in Experiment 8 using a quadratic kernel. GradKCCA with a
quadratic kernel performed better than gradKCCA with a Gaussian kernel in
Experiments 3, 4, 11. In Experiment 5, gradKCCA with a Gaussian kernel
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performed better than gradKCCA with a quadratic kernel. GradKCCA with
a Gaussian kernel had more noisy canonical weights than gradKCCA with
a quadratic kernel in Experiments 3 and 4 and retrieved incorrect canonical
weights in Experiment 11. While Experiment 6.2 does suggest that increas-
ing the amount of observations could improve the performance of gradKCCA
with a Gaussian kernel, it does not seem that more observations would make
it work better than gradKCCA with a quadratic kernel. Perhaps the perfor-
mance and the extent of possible overfitting of gradKCCA with a Gaussian
kernel could be improved by optimizing the bandwidth parameter used in
the kernel, instead of using the median trick.
As is seen in Figure 5.1, (S)CCA-HSIC yielded the best F1 score in Ex-
periments 4, 5, 9, 10. However, (S)CCA-HSIC did not manage to find the
relationship in Experiments 6.1, 7, 8. In real-world data, (S)CCA-HSIC
managed to find relationships well.
5.1 Conclusion
In this thesis, we studied CCA and three kernelized CCA variants, KCCA,
gradKCCA and (S)CCA-HSIC, in 12 simulated experiments and two ex-
periments with real-world data. In the simulated experiments, we found
out that (S)CCA-HSIC was able to retrieve the relationships with the most
consistency and highest resemblance to the ground truth vectors out of the
compared methods. GradKCCA and KCCA also showed capability to dis-
cover complex, non-linear relationships. Selection of the gradKCCA kernel
could have a significant effect on the performance of the method. However,
the results could potentially change by choosing the experiments differently.
For example, the number of observations in the experiments was relatively
low. Regarding KCCA, it could be represented with a Gaussian kernel, and
some sort of matrix decomposition could be used. Also, it would be inter-
esting to see how using sparse versions of gradKCCA and (S)CCA-HSIC
affects the amount of noise in the canonical weights and overall capability to
discover complex, non-linear relationships. In future work, more thorough
experimenting will be needed on the subject.
In the real-world experiments of this thesis, we compared the four meth-
ods with two real-world data sets. In the experiments, all compared methods
showcased capabilities to discover linear relationships in the data. Grad-
KCCA and (S)CCA-HSIC showed hints of capability to discover non-linear
relationships in real-world data, but no conclusive results were found regard-
ing dense KCCA, gradKCCA and (S)CCA-HSIC. The canonical weights had
too many variables with a non-zero weight for an easy and intuitive interpre-
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tation. Using sparse methods could uncover more easily interpretable canon-
ical weights, which could be investigated in future work. Also, different data
sets with more non-linear relationships may be needed to further experiment
the capabilities of the kernelized variants to find non-linear relationships in
real-world settings.
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