We define a new class of unital rings, calling them nil-good rings, and also systematically study their structure as well as the behavior with respect to subrings, matrix extensions and direct products.
Introduction and Terminology
Throughout the present paper, unless specified something else, let us assume that all rings R are associative unital, i.e., with identity element. As usual, suppose that P (R) is the prime radical of R
, J(R) is the Jacobson radical of R, N il(R) is the set of all nilpotent elements of R, Id(R) is the set of all idempotents of R, Z(R) is the center of R, and U (R) is the multiplicative group of units of R. If R is commutative, then N il(R) = N (R) is the nil-radical of R.
Moreover, the upper nil-radical N il * (R) of R is defined as the sum of all two-sided nil-ideals in R and so it is the largest nil-ideal of R. Furthermore, one follows that P (R) ⊆ N il * (R) ⊆ N il(R) ∩ J(R). An equality occurs provided R is either commutative or left (respectively, right) artinian.
We shall now recollect some basic sorts of rings:
• A ring R is said to be reduced if N il(R) = {0}.
• A ring R is said to be abelian if
Id(R) ⊆ Z(R).
Apparently, reduced rings are abelian, whereas the converse is wrong in general.
• A ring R is said to be indecomposable if Id(R) = {0, 1}.
Certainly, indecomposable rings are abelian, while the converse is generally false. If R/J(R) is indecomposable, it is undoubtedly true that R is indecomposable. The converse holds provided all idempotents of R are lifted modulo J(R) (in particular, if J(R) is nil).
• ([2]) A ring R is said to be J-reduced if N il(R) ⊆ J(R).
Clearly, if R is reduced or even if R/J(R) is reduced, then R is J-reduced. The converse does not hold in general. However, if J(R) is nil or R is exchange, R is J-reduced if and only if R/J(R) is reduced (see Lemma 2.13 or Theorem 4.1 in [2] , respectively). Besides, abelian exchange rings are J-reduced (see, for instance, [2, Theorem 3.5 
, Corollary 3.7]) as well as if R is J-reduced in which all idempotents lift modulo J(R), then R/J(R) is abelian (see, for example, [2, Proposition 2.6]). In addition to the facts above, one may extract the surprising fact that if R/J(R) is abelian exchange, then R/J(R) is reduced. In particular, if R is J-reduced clean, then R/J(R) is abelian ⇐⇒ R/J(R) is reduced.
Moreover, imitating [4] , a ring R is called a JU ring if U (R) = 1 + J(R). Apparently, JU rings are themselves J-reduced, because R/J(R) is reduced having trivial unit group.
• A ring R is said to be 2-primal if N il(R) ⊆ P (R).
Evidently, 2-primal rings are J-reduced, and the converse holds for left artinian rings (cf. [2, Proposition 2.7] ).
• ( [12] ) A ring R is said to be a NS ring if N il(R) is a subring of R.
Notice that NS rings need not be J-reduced. However, in [12] was pointed out that any exchange NS ring R is J-reduced exchange and hence R/J(R) is reduced exchange (see also [2, Theorem 4.1]).
It was also established in [12] that if R is a NS ring and J(R) is nil, then R/J(R) is abelian.
• ( [12] ) A ring R is said to be a NI ring provided N il(R) is an ideal of R.
It was noted in [12] that NI rings are J-reduced.
Standardly, a ring R is said to be local if the quotient R/J(R) is a division ring. This is tantamount to the condition that R \ J(R) ⊆ U (R), which inclusion will be used in the sequel. It is principally known that clean indecomposable rings are local, and vice versa.
All other notions and notations are standard and follow those from [10] . The non-classical terminology is stated explicitly below.
In [1] was defined the class of so-called fine rings that are rings for which each non-zero element can be written as the sum of a unit and a nilpotent. If these two elements commute the rings are said to be strongly fine, while if their presentation is unique the rings are called uniquely fine.
It is apparent that division rings are fine as well as reduced fine rings are division. Some principal results concerning these rings are the following: (1) Any fine ring is simple; (2) A local ring is fine if and only if it is a division ring; (3) A ring is strongly fine if and only if it is a division ring; (4) A ring is uniquely fine if and only if it is a division ring; (5) If R is a fine ring, then the full n × n matrix ring M n (R) is also fine; (6) A ring is simple artinian if and only if it is a semi-local fine ring.
We now consider a non-trivial generalization to that concept like this:
This is obviously tantamount to the requirement that each element can be expressed as b + u, where b is a unipotent (i.e., the sum of 1 and a nilpotent) and u is either a unit or zero, that is, every element is either a unipotent or a sum of a unipotent and a unit.
Note that despite of validity of the equality J(R) + U (R) = U (R), for non-commutative rings the equality N il(R) + U (R) = U (R) does not hold in general, so that Definition 1 makes sense.
Definition 2.
The ring R is called strongly nil-good if every element r ∈ R can be written as r = a + u, where a ∈ N il(R), u ∈ U (R) ∪ {0} and au = ua. Such an element r is called strongly nil-good as well.
Definition 3.
The element r of a ring R is called uniquely nil-good if it is either a nilpotent or there is a unique unit u such that r − u is nilpotent. We will say that the ring R is uniquely nil-good if each of its elements is uniquely nil-good.
The aim of the present paper is to promote a non-trivial extension of the listed above achievements from [1] by showing that nil-good rings have some more attractive properties that these of fine rings, demonstrated in [1] .
The work is structured thus: In this section we already stated the main instruments. The main ring-theoretic results and examples are presented in the second section. They are applied in the third section to group rings. We finished in the fourth section with several left-open queries of interest.
Examples and Results
First of all, to be our further exploration worthwhile, it is reasonably to ask whether the class of nil-good rings properly contains the class of fine rings. In fact, there is a nil-good ring which is not fine, that construction can be found in [1, Proposition 2.5]. On the other side, it is easily verified that Z 4 is a nil-good ring but not a fine ring. However, for reduced rings R these two classes obviously do coincide.
Next, by a direct inspection, we have:
The two element field Z 2 is uniquely nil-good.
Example 2. The matrix ring M 2 (Z 2 ) is nil-good.
This shows that, unfortunately, nil-good rings are not closed under formation of direct products.
Example 4.
Quotients of nil-good rings are nil-good. Even more, homomorphic (in particular, epimorphic) images of nil-good rings are nil-good.
Example 5.
If e is a central idempotent of the nil-good ring R, then eRe = eR is nil-good being isomorphic to a quotient of R. However, the converse fails; in fact, if R = Z 2 × Z 2 and e = (1, 0), then both eRe and (1 − e)R(1 − e) are nil-good rings but R is not according to Example 3 above.
Example 6. The triangular matrix ring T 2 (Z 2 ) is not nil-good, even being a subring of the nil-good by Example 2 ring M 2 (Z 2 ), since Z 2 ×Z 2 is its quotient.
We begin with a series of some plain but useful properties of nil-goodness.
Proposition 2.1 If R is nil-good, then the factor-ring
, then one may write a 0 = u + n, where u is a unit or zero and n is a nilpotent. Observe
, where the latter is a nilpotent, as required.
Proposition 2.2 No non-trivial central idempotents can be nil-good. In particular, abelian nil-good rings are indecomposable.
Proof. Suppose that e is a non-trivial central idempotent, and suppose that e = u + n where u is a unit or zero, and n is a nilpotent. Firstly, u cannot be zero, since e cannot be a nilpotent. Let f = 1 − e, and multiply both sides of e = u + n by f . Then f u + f n = 0, i.e., f u = −f n. If n k = 0 for some positive integer k, we obtain f u k = 0 because f is also a central idempotent. Thus f = 0, which means that e = 1, that is a contradiction. Therefore, since by Example 4 every quotient of a nil-good ring is nil-good, one sees that no ring can be nil-good if any its quotient is decomposable.
The second part is now immediate.
Proposition 2.3 If R is a nil-good ring with
Proof.
Hence, for each r ∈ R, either r = 0 or r = 1 which is tantamount to the fact that R is isomorphic to Z 2 .
As a consequence, we yield:
Corollary 2.4 If R is a nil-good ring with
Proof. Since U (R)/(1 + J(R)) ∼ = U (R/J(R)), we deduce that the latter group is identity. But R/J(R) is nil-good and so Proposition 2.3 applies to get the desired isomorphism.
Remark. Rings R for which U (R) = 1 + J(R), called JU rings or rings with
Jacobson units (cf. [4] ), are obviously J-reduced because 1 + N il(R) ⊆ U (R).
We are now starting with some other key properties which determine the nil-good structure of rings.
Proposition 2.5 If R is nil-good, then J(R) is nil.
Proof. Given a ∈ J(R), one can write a = u + n, where u is either a unit or zero and n is a nilpotent. But n = a − u = a + (−u) is a unit, provided u is a unit. This is a contradiction and thus u = 0 which forces that a = n, as wanted.
The next statement completely characterizes nil-good JU rings like this:
Theorem 2.6 A ring R is nil-good JU if and only if J(R) is nil and R/J(R)
Proof. The necessity follows immediately by a combination of Corollary 2.4 and Proposition 2.5.
As for the sufficiency, it follows either directly or by virtue of Corollary 2.9 below observing in both cases that U (R/J(R)) = {1}.
Proposition 2.7 A local ring is nil-good if and only if its Jacobson radical is nil.
Proof. The necessity follows directly from Proposition 2.5. To prove the sufficiency, given r ∈ R we have that r ∈ U (R) or r ∈ J(R) ⊆ N il(R). In the first case we write u = u + 0 with 0 ∈ N il(R), so we are finished. In the second one we write r = r + 0, as required.
Remark. An other confirmation of the "if" part is as follows: Since R being local is tantamount to R/J(R) is a division ring, whence a nil-good ring, we need just apply the next Proposition 2.8 to get the claim.
Proposition 2.8 Suppose that I is a nil-ideal of a ring R. Then R is nil-good if and only if R/I is nil-good.
Proof. The necessity being self-evident by virtue of Example 4 above, we concentrate on the sufficiency. So, supposing that r ∈ R, we write that r + I = (a + I) + (v + I) where a + I is a nilpotent, and v + I is either a unit or zero (all in R/I).
Firstly, assume that v + I is a unit. Thus, there is an element w ∈ R such that both v.w and w.v are in 1 + I, and hence in U (R) because 1 + I ⊆ U (R) (note that the sum of 1 and a nilpotent is always a unit called a unipotent). Consequently, v ∈ U (R). Furthermore, (r − v) + I is a nilpotent, whence (r − v) t ∈ I for some natural t. Finally, r − v is a nilpotent, as required. Assuming now that v + I = I, we obtain that r + I is a nilpotent, which means that r k ∈ I for some positive integer k. Consequently, r is a nilpotent writing that r = r + 0, as desired.
Remark. The same type assertion does not valid for fine rings; in fact, if R is fine, then R/J(R) is also fine but the converse is not true even provided that J(R) is nil.
As a direct valuable consequence, we quickly yield:
Corollary 2.9 The ring R is nil-good if and only if R/J(R) is nil-good and J(R) is nil.
Proof. Necessity follows by a simple combination of Example 4 and Proposition 2.5. As for the sufficiency, we just employ Proposition 2.8.
For commutative rings we can say even more:
Proposition 2.10 The commutative ring R is nil-good if and only if R/N (R) is a field.
Proof. For the necessity, assuming that R is nil-good, for any r ̸ ∈ N (R) we write that r = u + a where u is a unit and a is a nilpotent. It is readily checked that the non-zero element r + N (R) = u + N (R) inverts in R/N (R), as required.
As for the sufficiency, letting R/N (R) be a field, we detect that for all elements r ∈ R \ N (R) there exist elements f ∈ R such that both r · f, f · r ∈ 1 + N (R). But 1 + N (R) ⊆ U (R) and hence r ∈ U (R). If now r ∈ N (R), we write r = 0 + r, and so we are done.
Proposition 2.11 If R is a nil-good ring and L
Proof. Given a ∈ L, we write that a = n + u, where u ∈ U (R) ∪ {0} and n ∈ N il(R). If u = 0, then a = n where n ∈ N (L) and we are automatically set. If now u ∈ U (R), we first observe that
Therefore, a is a unit in L and so we may write a = 0 + a where 0 ∈ N (L), as required.
The final part follows from Proposition 2.10.
We now have the following pleasant results (compare with Corollary 2.9).
Theorem 2.12 Let R be a J-reduced ring. Then R is nil-good if and only if R/J(R) is fine with nil J(R) if and only if R/J(R) is division with nil J(R) if and only if R is local with nil J(R).
Proof. To treat the necessity, as observed above, the quotient R/J(R) has to be reduced nil-good whence reduced fine which amounts to a division ring. That J(R) is nil follows directly from Proposition 2.5.
Concerning the sufficiency, since fine rings are nil-good, we just apply Proposition 2.8.
Since left artinian rings are with nil Jacobson radical (but however need not be J-reduced), we obtain the following similar claim.
Proposition 2.13 Suppose R is a left artinian ring. Then R is nil-good if and only if R/J(R) is fine.
Proof. Since R is left artinian, one deduces that J(R) is nil. And since fine rings are themselves nil-good, to prove the sufficiency we just employ Proposition 2.8.
To show the necessity, it is well known that R/J(R) 
Proposition 2.14 Suppose R is a nil-good NS ring. Then R/J(R) is indecomposable.
Proof. Combining Propositions 2.2, 2.5 and [12] , the quotient R/J(R) must be abelian without central idempotents and so indecomposable, as claimed.
Proposition 2.15 If R is a nil-good NS exchange ring, then R is a local ring.
Proof. Appealing to Proposition 2.14 and [7] , the factor-ring R/J(R) is an indecomposable exchange ring. Hence it is a local ring, that is, R/J(R) is a division ring, i.e., R is a local ring, as promised.
Proposition 2.16 If R is nil-good, then either R = U (R) ∪ {0} or R = [U (R) + U (R)] ∪ {1}. In particular, R is not 2-good, even provided |R| ≥ 3.
Proof. Given r ∈ R, it must be that r −1 ∈ R whence either r −1 ∈ N il(R)
In addition, the second part is now obvious.
Remark. Notice that if n ∈ N il(R), then n = 1 + (n − 1) ∈ U (R) + U (R).
Also, if |R| = 2, then R ∼ = Z 2 need not be 2-good, as expected.
The next technicality is pivotal.
Lemma 2.17 For any ring R and e ∈ Id(R) the following formula is valid:
Proof. First, observe that if P is any prime ideal of R, then either eP e = eRe or eP e is a prime ideal of eRe. Hence, eP (R)e is an intersection of some of the prime ideals of eRe, so it is a semiprime ideal of eRe. This shows that P (eRe) ⊆ eP (R)e.
To obtain the reverse inclusion, it is enough to show that eP (R)e ⊆ Q for any prime ideal Q of eRe. We shall obtain this by showing that Q = eP e for some prime ideal P of R. To that goal, notice that the set X = eRe\Q is called in [11] an "m-system" of eRe: it is nonempty, and for any x, y ∈ X, there is some a ∈ eRe such that xay ∈ X. Note that X is also an m-system in R, and that X is disjoint from the ideal RQR. Let P ⊇ RQR be an ideal maximal with respect to being disjoint from X. In [11] was proved that any such ideal must be prime. Since P is disjoint from X, we must have P ∩ eRe = Q, and therefore eP e = Q, as desired.
A key consequence, which immediately deduces, is the one appeared in [10] .
Corollary 2.18 For any ring R the following equality is fulfilled:
P (M n (R)) = M n (P (R)).
Proof. One knows that
where E 1n is used to denote the matrix with (1, n)-entry 1 and the other entries 0. With no harm of generality, we may interpret these two isomorphisms as equalities. Furthermore, we just appeal to Lemma 2.17 and use a standard trick to get the wanted assertion.
Theorem 2.19 If R is a 2-primal (in particular, a commutative) nil-good ring, then the full matrix
Proof. In virtue of Theorem 2.12 the quotient ring R/J(R) is fine, hence we deduce by the Main Theorem of [1] that the matrix ring M n (R/J(R)) ∼ = M n (R)/J(M n (R)) is fine and thus nil-good. However, J(M n (R)) = M n (J(R)) is nil since in virtue of Proposition 2.
the ideal J(R) is nil. In fact, N il(R) = P (R) ⊆ J(R) ⊆ N il(R) implies that J(R) = P (R)
. So, referring to Corollary 2.18, one has that M n (J(R)) = M n (P (R)) = P (M n (R)) is nil, as asserted. Therefore, M n (R) is nil-good by using Proposition 2.8, as claimed.
We shall now completely characterize strongly nil-good and uniquely nilgood rings.
Proposition 2.20 The following are equivalent: (i) R is a strongly nil-good ring; (ii) R/J(R) is a division ring and J(R) is nil; (iii) R is a local ring and J(R) is nil.
Proof. (i) ⇐⇒ (ii). First, to treat the implication "⇒", with Proposition 2.5 at hand, we deduce that J(R) is nil, whence J(R) ⊆ N il(R). Further, for each r ∈ R with r ̸ ∈ N il(R), we have r ∈ U (R). Thus every element of R being either a unit or a nilpotent guarantees by [8] that J(R) = N il(R). Hence any non-zero element of the quotient R/J(R) must be a unit, as required. The converse relationship "⇐" is elementary.
The other equivalence (ii) ⇐⇒ (iii) is well-known.
As an immediate consequence, we derive the following statement:
Corollary 2.21 Suppose R is a J-reduced ring. Then R is nil-good if and only if R is strongly nil-good.
Proof. Follows by a direct combination of Theorem 2.12 and Proposition 2.20.
The following statement completely characterizes uniquely nil-good rings, thus extending the corresponding claim from [1] .
Theorem 2.22 A ring is uniquely nil-good if and only if it is a division ring.
Proof. Suppose 0 ̸ = n ∈ N (R). Then we can write 1 + n = (1 + n) + 0 in two ways as a sum of a unit and a nilpotent. Thus, a uniquely nil-good ring cannot have any nonzero nilpotent. Hence, it must be reduced. But a reduced nil-good ring has to be a division ring, as expected.
We end the work with one more statement pertaining to fine rings that seems not to appear in [1] , namely the following strengthens Corollary 3.11 from [1] related to left artinian rings, which was mentioned above as point (6) (see Proposition 2.13 too).
Lemma 2.23 A semi-simple ring is fine if and only if it is simple.
Proof. One direction being trivial and showed in [1] , we consider the other one. The classical Wedderburn's theorem asserts that any semi-simple ring R is isomorphic to the direct product of n × n matrix rings M n (D) over division rings D. Since R is simple, it must be that R ∼ = M n (D). Appealing to [1] , R has to be fine, as claimed.
As we have demonstrated above, nil-good rings are difficult to be characterized in general, so the following restricted subclass could be attacked more successful: A ring R is called invo-nil-good if, for each r ∈ R, there exists q ∈ N il(R) and v ∈ U (R) ∪ {0} with v 2 = 1 such that r = v + q. We will now give an attempt to classify invo-nil-good rings. Before doing that we need the following technicality (the second part can be seen in [13] as well).
Lemma 2.24
Suppose R is a ring with u ∈ U (R) and e ∈ Id(R) such that u 2 e = eu 2 = e and u = e + q, where q ∈ N il(R). Then e = 1. In particular, if R is a ring with u ∈ U (R) and u 2 = 1 such that u = e + q for e ∈ Id(R) and q ∈ N il(R), then e = 1.
Proof. Letting u = e + q for some e ∈ Id(R) and q ∈ N il(R) with q t = 0, t ∈ N say, we obtain that u 2 = e + eq + qe + q 2 and hence u 2 e = e = e + eqe + qe + q 2 e which forces that (q + q 2 )e = −eqe, Similarly, eu 2 = e insures that e(q + q 2 ) = −eqe. Thus e commutes with the nilpotent (q + q
n for all n ∈ N, and therefore the same is valid for u.
is a unit since u (2) commutes with (q + q 2 ) 2 and that u (3) = e + q 3 (2 + q). Repeating the same procedure t-times, we will find a unit u (t) such that u (t) = e + q t .a = e for some element a depending on q; if t = 2 we just set a = −1 = −q 0 . This yields that e = 1, which exhausts our claim.
The following assertion gives a somewhat complete characterization of such rings. 
Theorem 2.25 A ring R is invo-nil-good if and only if
, whence each element of R is either a nilpotent or a unit. Same as above, referring again to Proposition 2.5 combined with [8] , it must be that J(R) = N il(R) and hence R/J(R) = {0, 1, −1}, as stated.
If now 2 ∈ N il(R), then it follows that for any u ∈ U (R) with u 2 = 1 the relation 1 + u ∈ N il(R) holds. In fact, since 2 j = 0 for some j ∈ N, it follows by simple induction that (1 + u) j+1 = 2 j (1 + u) = 0, as asserted. Furthermore, for every r ∈ R with r ̸ ∈ 1 + N il(R), we derive that r − 1 = u + q for some u ∈ U (R) such that u 2 = 1 and some q ∈ N il(R). This guarantees
which is equivalent to an equality. In particular, the equality N il(R) = {0} obviously implies that either R = {0, 1, −1} or R = {0, 1}, which finally substantiates our assertion.
Nil-Good Group Rings
Referring to [9] for a more account, we let R[G] denote the group ring of an arbitrary group G over an arbitrary ring R with augmentation ideal A
(R[G]).
We start here with an assertion concerning semi-simple group rings.
Proposition 3.1 Suppose that F is an algebraic closed field and G is a finite abelian group such that |G| is not divided by char(F
Proof. Utilizing [9] , one can write that
However, by an appeal to Example 3, the finite direct product of nil-good rings need not be nil-good, and hence F [G] is not nil-good, as asserted.
Nevertheless, we can say much more in the modular case. Recall that a group G is called locally finite if every its finitely generated subgroup is finite.
Proposition 3.2 If R is a nil-good local ring such that p ∈ J(R) and G is a locally finite p-group, then R[G] is nil-good.
Proof. By virtue of (Theorem, [6] 
so that, with Example 4 at hand, R[G]/J(R[G]
) is nil-good as well. However, J(R [G] ) is also nil. In fact, since G is locally finite, with no harm of generality we may assume that G is finite. But then the desired claim follows fairly straightforward. We finally apply Corollary 2.9 to R[G] to get the promised assertion.
For finite groups of power p, we somewhat obtain a little converse.
Proposition 3.3 Suppose R is a local ring and G is a group of cardinality p. If R[G] is nil-good, then R is nil-good and p ∈ J(R).

Proof. Since R[G]
→ R is an epimorphism, Example 4 insures that R is nilgood. If p ∈ U (R), then we can find a non-trivial central idempotent in R [G] (see [9] ). But this cannot happen according to Proposition 2.2. Consequently, p ∈ J(R) because R is local.
Combining Propositions 3.2 and 3.3, one may immediately derive the following necessary and sufficient condition.
Corollary 3.4 Let R be a local ring and G a group of cardinality p. Then R[G] is nil-good if and only if R is nil-good and p ∈ J(R).
Open Problems
The following questions arise very naturally.
Recall that a ring R is said to be UU if U (R) = 1 + N il(R).
Problem 1. What we can say about nil-good UU rings?
Problem 2. If F is a field and e is an idempotent, is the corner ring eF e nil-good?
Problem 3. If R is a (J-reduced) nil-good ring, does it follow that M n (R) is also nil-good? Problem 4. Describe those rings R such that for each a ∈ R there are an idempotent e and a nilpotent q such that either a = e(1 + q) or a = eq.
These are a natural generalization of boolean rings (see, e.g., [3] ). For instance, easy calculations show that Z 4 is also such a ring, while Z 9 is not. Moreover, it is not difficult to check that these rings are UU rings, that is, every unit is a unipotent. In particular, 2 is a nilpotent.
Likewise, if R is indecomposable, i.e. Id(R) = {0, 1}, then a = 1 + q or a = q and hence R is a local UU ring, that is, a strongly nil-clean ring (for the corresponding definition, see [5] ). Even more, appealing to [8] , N il(R) has to be an ideal of R and because it is plainly seen that J(R) has to be nil, one deduces that R/J(R) = {0, 1}, that is, R/J(R) ∼ = Z 2 , as promised.
