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1. Abstract 
This work describes the temporal skew effects induced by 
undersampling the high-frequency signal patterns generated by a 
laser ablation-inductively coupled plasma-mass spectrometer 
equipped with a low-dispersion ablation cell and sequential mass 
analyzer. By characterizing the width of the signal peak generated 
from a single shot on the sample, critical experimental parameters, 
such as the laser repetition rate and detector cycle timings for the 
individual nuclides can be matched so as to avoid these imaging 
artifacts (aliasing) induced by an insufficient sampling rate. By 
increasing the laser repetition rate by a factor 2-3, masses at the end 
of the mass scan can be sampled at higher sensitivity. Furthermore, 
the dwell times can be redistributed over the nuclides of interest 
based on the signal-to-noise ratio to increase the image contrast. 
Keywords: ‘LA-ICP-MS’, ‘spectral skew’, ‘acquisition’, 
‘artifacts’, ‘contrast’ 
2. Introduction 
Mass analyzers which scan over the mass range – e.g., a quadrupole 
mass analyzer that at any given time only transmits ions within a 
narrow bandpass window (typically ~0.5 amu) to the detector, or a 
double-focusing sector field mass spectrometer of Nier-Johnson 
geometry that at any given time focuses only the ion beam for ions 
within a defined mass-to-charge ratio range onto the detector – are 
the most widely deployed type in ICP-mass spectrometry (ICP-
MS). This type of single-collector sequential scanning mass 
spectrometer may however not be very suitable for detecting fast 
transient signals, as encountered in laser ablation (LA)–ICP–MS or 
single-particle ICP-MS.[1] As the mass analyzer can only detect 
ions within a narrow m/q range at any given moment, real-time 
information on the transient signal shape at another m/q is lost, and 
spectral skew and aliasing are introduced as a result of the 
relatively low sampling rate, as previously described in 
literature.[2] Quasi-simultaneous mass spectrometers equipped 
with detectors with low signal rise times, e.g., time-of-flight mass 
spectrometers, suffer much less from these sampling artefacts.[3] 
Most currently available LA-systems are capable of producing a 
signal peak for a single laser shot with a full width at 1% of the 
maximum of < 200 ms.[4, 5] This means that the response for 
single shots at frequencies ≤  5 𝐻𝑧  can be resolved. Thus, a 
response for each individual pixel (laser shot) in a LA-ICP-MS 
map can be acquired separately, resulting in spatially resolved 
pixels.[6] In conventional continuous mode mapping (line 
scanning), the repetition rate of the laser is increased or a 
smoothing device is used to achieve a stable response, by 
overlapping of the fast subsequent signals, thus blurring the signal 
peaks.[7-10] For a homogeneous sample, a stable signal (for every 
m/q) can be sampled at any given moment, and will result in a 
stable number of integrated counts in each acquisition block, and 
thus, a stable count rate. Low-dispersion aerosol transport systems, 
first introduced in 2013, permit single-shot signal peaks with a full 
width at 1% of the maximum of < 10 ms, thus, frequencies of 0.3 
– 1 kHz are required to smooth the signal.[4, 5] Increasing the 
repetition rate to >0.3-1 kHz is however undesirably: i) the laser 
will sample more material, over an extended depth, worsening 
depth resolution and elemental fractionation[11], ii) the response 
from many sampling positions will be mixed in a single larger pixel 
value, deteriorating the resolution to more than twice the spot 
size[12, 13], iii) for ns-lasers, the increased frequency will lead to 
a higher laser gas consumption and reduce the lifetime of the laser 
components (e.g., flash lamp, high-voltage circuit), resulting in 
costly repairs. It should also be noted that not all lasers can operate 
at repetition rates >0.1 kHz. Femto-second lasers are more capable 
in this aspect.[14] This work aims to describe, in detail, the nature 
and origin of the aliasing artefacts in the response as a result of 
undersampling or oversampling the transient signal with sequential 
mass spectrometers. Furthermore, a strategy is outlined to 
overcome these temporal aliasing effects, and achieve an optimal 
balance between the sampling frequency, data acquisition settings, 
spot size, and lateral scan speed to create images with laterally 
resolved pixels of high contrast for every nuclide, and the best 
possible lateral resolution, at the highest possible throughput rate. 
3. Materials and methods 
3.1. Samples  
NIST (National Institute for Standards and Technology, 
Gaithersburg, MD, USA) standard reference material 612 (Trace 
elements in glass), a well-characterized silicate glass standard, was 
used as a target for all experiments.[15] Three nuclides, with 
different characteristics in terms of mass number, and level of 
spectral interference were selected in order to demonstrate the 
validity of the approach under various conditions.[16] 57Fe, a 
spectrally interfered (40Ar16O1H+, 40Ca16O1H+, 40Ar17O+ and 
38Ar18O1H+), minor (2.1%) isotope of Fe (51±2 µg/g), was selected 
as a low-mid mass range element with challenging spectral 
interference properties.[17] 115In (In concentration: 38.9±2.1 µg/g, 
isotopic abundance: 95.7%) was chosen as a mid-mass range 
element with a low level of spectral interference (if any). 238U (U 
concentration: 37.4±0.1 µg/g, isotopic abundance: 99.3%) was 
chosen as a high-mass element with a very low level of spectral 
interference (if any). The variety presented by these 3 nuclides 
should cover many situations. In the center region of NIST SRM 
612, these elements are distributed homogeneously on a 
microscopic scale; the variation observed in NIST SRM 610, a very 
similar reference material has been shown to be ≤ 1% by Hinton 
et al. on a 10 𝜇𝑚 scale.[18, 19] 
3.2. Instrumentation 
All experiments were performed using an Analyte G2 193 nm ArF* 
excimer-based laser ablation (LA) system (Teledyne Photon 
Machines, Bozeman, MT, USA), coupled to a quadrupole-based 
Agilent 7900 ICP-MS instrument (Agilent, Tokyo, Japan). The 
LA-system was equipped with a HelEx II 2-volume ablation cell. 
Helium was used as a carrier gas for aerosol transport from the 
sample surface to the ICP and was mixed downstream with Ar as a 
make-up gas flow in an ARIS (Aerosol Rapid Introduction System) 
mixing bulb before entering the plasma.[20] The ARIS was 
developed at Ghent University and is meanwhile commercially 
available from Teledyne Photon Machines. Operational parameters 
of the ICP-MS instrument and LA-unit were tuned for maximum 
sensitivity (for 7Li, 115In, and 238U), low oxide formation based on 
the 238U16O+/238U+ ratio and low laser-induced elemental 
fractionation based on the 238U+/232Th+ ratio using NIST SRM 612. 
The optimal conditions were achieved at a radiofrequency (RF) 
power of 1550 W and cool gas (Ar), auxiliary gas (Ar) and make 
up gas (Ar) flow rates of 13, 0.70 and 0.68 L min-1, respectively. 
The carrier gas (He) flow rate was optimized to 0.58 L min-1. 
3.3. Signal aliasing experiments 
In order to study the systematic aliasing effects, previously 
observed in a number of studies[2, 21-25], various scans were 
undertaken on NIST SRM 612 using multiple data acquisition 
settings, which are critically important to the occurrence of these 
sampling artifacts. In a first instance, the laser was run at a low 
repetition rate, for each nuclide of interest individually, at a high 
sampling (or data acquisition) rate (𝑓𝑠) , i.e. a short detector 
sampling cycle time (𝑓𝑠
−1). The most relevant LA and detector 
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acquisition settings used in this first part of the experiment are 
described in Table 1. 
Table 1 Lasing and detector parameters for individual (single-m/q) runs 
Energy density [𝐽 𝑐𝑚−2] 3.5 
Repetition rate [𝐻𝑧] 5 
Scan mode Fixed repetition rate, speed 
Scan length [𝑚𝑚] 2 
Scan speed [𝜇𝑚 𝑠−1] 100 
Number of shots per position 1 
Beam waist diameter [𝜇𝑚] 20 
Mask shape Square 
Acquired m/q 




Sampling cycle [ms] 3 
Dwell time per m/q [ms] 3 
 
This part of the experiment allowed to characterize the washout of 
each nuclide. Note that the dispersion characteristics can be 
nuclide-dependent, and vary with the distribution of the nuclide 
across the aerosol phases. Particulates with a narrow particle size 
distribution may be transported as dense aerosol clusters, as a result 
of their similar drag coefficients and small mean free path lengths, 
whilst gaseous phases may suffer from increased diffusion of the 
aerosol cloud as a result of the larger mean free path.[26] Once the 
washout characteristics of the nuclides are known, the acquisition 
cycle timing can be optimized. When a relatively slow detector 
samples a high-frequency signal, aliasing may occur. This type of 
temporal aliasing effect in the transient signal is not to be 
confounded with spatial aliasing as a result of undersampling an 
object in the image.[13] In this study, spectral skew and aliasing 
effects were deliberately generated in the second part of the 
experiment by varying the detector acquisition cycle times. The 
corresponding experimental parameters are described in Table 2. 
Table 2 Lasing and detector parameters for 
undersampling/oversampling – all other settings are kept as in Table 1. 
Repetition rate [𝐻𝑧] 80 
Scan length [𝑚𝑚] 2.4 
Scan speed [𝜇𝑚 𝑠−1] 800 
Number of shots per 
position 
1 
Beam waist diameter [𝜇𝑚] 20 
Acquired m/q 
 (within the same multi-
element runs) 
57 (57Fe+), 115 (115In+) and 238 
(238U+) 
Minor undersampling detector settings 
Sampling cycle [ms] 25.103 
Dwell time [ms] 4.7, 4.7 and 4.7, respectively 
Minor oversampling detector settings 
Sampling cycle [ms] 24.903 
Dwell time [ms] 4.7, 4.7 and 4.5, respectively 
Major undersampling detector settings 
Sampling cycle [ms] 70.003 
Dwell time [ms] 20.0, 19.0 and 20.0, respectively 
Major oversampling detector settings 
Sampling cycle [ms] 20.002 
Dwell time [ms] 3.0, 3.0 and 3.0, respectively 
In-sync detector settings 
Sampling cycle [ms] 25.003 
Dwell time [ms] 4.7, 4.7, and 4.6, respectively 
 
In Table 3, the optimized set of detector acquisition cycle settings 
used in the third part of this experiment are provided. These 
settings were calculated using the strategy outlined in the next 
section. 
Table 3 Optimized detector timings 
Dwell time for 57Fe [ms] 13.8 
Dwell time for 115In [ms] 0.1 
Dwell time for 238U [ms] 0.1 
Sampling cycle [ms] 25 
3.4.  Effect of undersampling on multi-nuclide bioimaging 
experiments 
The importance of the considerations highlighted in this work is 
demonstrated in a bioimaging experiment on liver tissue sections, in 
which P, Mn, and K were mapped. The sections were cut to a thickness 
of 15 µm as described by Costas-Rodriguez et al.[27]. Table 4 describes 
the LA-ICP-MS settings for mapping. 
Table 4 Lasing and detector parameters for the bioimaging experiment. 
Repetition rate [𝐻𝑧] 40 
Scan length [𝑚𝑚] 1000 
Scan speed [𝜇𝑚 𝑠−1] 100 
Number of shots per 
position 
2 
Beam waist diameter [𝜇𝑚] 5 
Acquired m/q 
 (within the same multi-
element runs) 
31 (31P +), 39 (39K+), and 55 
(55Mn+) 
FW0.01M 50.9 (31P +), 41.2 (39K+), and 48.9 
(55Mn+), 
4. Results and discussion 
4.1. Peak width and pixel acquisition rate 
The full peak width at 1% of the maximum intensity (FW0.01M) 
is an important characteristic of the dispersion (Table 4), as it 
describes how much time it takes for the response to drop down 
two orders of magnitude, i.e. it describes how fast pixels can be 
acquired whilst ensuring that differences in the response of up to 
two orders of magnitude in neighboring pixels can be 
distinguished. The threshold for the importance of this bleed-over 
effect is application-dependent. For the setup used in this study, the 
peak profile FW0.01M of the nuclides of interest are all below 25 
ms (Table 5).  
Table 5 Statistics on the washout of the three nuclides under 
investigation 
Nuclide RSD Area 
[%] 
FWHM [ms] FW0.01M [ms] 
57Fe 9 14±1 23±1 
115In 8 8±1 21±1 
238U 13 9±1 20±1 
 
The maximum laser repetition rate 𝑓𝑚𝑎𝑥  and pixel acquisition rate 
𝑅𝐴  (assuming a single shot per ablation position) at which the 
response is temporally, and thus also spatially, resolved, is equal to 
𝑅𝐴 = 𝑓𝑚𝑎𝑥 = 1/𝐹𝑊0.01𝑀. In this case, a temporally and spatially 
resolved response can be maintained up to an 𝑅𝐴 of 40𝐻𝑧 (𝑓 =
40𝐻𝑧). As such, the translation speed can thus be determined as 
𝑣 = 𝑅𝑠𝑝𝑜𝑡 × 𝑅𝐴 , with 𝑅𝑠𝑝𝑜𝑡  the width of the laser spot in the 
scanning direction. 
 
4.2. Spectral Skew/aliasing 
Sampling this ‘pulse-resolved’ transient signal may introduce 
under- and oversampling (upsampling) effects. By oversampling 
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the signal, i.e. by sampling the transient signal at a rate much higher 
than the laser ablation frequency, the peak shape of the response 
for every single laser shot can be described in detail; adequate 
integration of the single peaks in post-processing requires each 
peak to be sampled >7-10 times (Figure 1); any less, the peaks 
become non-resolved, and the accuracy of the peak area integration 
for each individual peak is severely deteriorated with a bias >10% 
(Figure 1) as it becomes increasingly difficult to attribute a single 
data point to a single peak. 
 
Figure 1 Graph of the relationship between the number of data 
points sampled per peak and the relative bias introduced within the 
peak area. This graph was constructed by artificially decreasing the 
sampling rate of an oversampled transient signal of baseline-
separated peaks (238U; repetition rate 40Hz), shown in the figure 
inset. The error bars are 2s uncertainty on the average bias. 
 
The relative standard deviation on the peak area of a set of 1000 
peaks is ~5 %, hence, an average bias in the integration of the peak 
area of 5-10 % would be acceptable for most imaging applications. 
The cut-off frequency for integrating individual peaks is thus ≳
10𝑓𝑚𝑎𝑥 . Fast sampling of the signal, e.g., at >100Hz (or a dwell 
time < 10 ms), however, results with most ICP-MS units in a 
dramatic decrease of the duty cycle, as the fraction of the time 
devoted to mass analyzer transition and settling is increasing with 
respect to the actual (dwell) time devoted to signal acquisition. For 
example, a settling time of 3 ms for a mass scan containing 2 m/q 
will result in a duty cycle of <40 % at a sampling frequency of 100 
Hz.  When, on the other hand, the detector sampling rate 𝑓𝑠  lies 
below the Nyquist frequency (2𝑓), the responses captured by each 
acquisition block (within the corresponding dwell time) reflect the 
counts from 𝑓/𝑓𝑠  peak profiles. When 𝑓 𝑓𝑠⁄ ∉ ℕ  (or in other 
words, is not a positive integer number >0), the position of the 
acquisition block will shift in time relative to the peak profile 
position, resulting in a change of the response or signal intensity, 
as demonstrated in Figure 2. 
 
 
Figure 2 Representation of the detector sampling 
desynchronization process resulting in the distortion of the signal 
into a waveform which does not reflect the stable peak area. Data 
points outside of the expected range are circled. Repetition rate set 
to 50 Hz. The mass filter floats onto a single m/q, but the detector 
is blind to incoming ions after each acquisition block due to a short 
delay introduced by resetting the digitizer. 
 
This desynchronization process is periodic, resulting in a low-
frequency wave pattern (Moiré pattern) in the detector response or 
signal intensity within the scan, despite the stable peak areas. It is 
important to realize that the wave pattern reflects the change in the 
position of the acquisition window relative to the peak profile, and 
not the actual response for the nuclide. When the laser repetition 
rate and the sampling rate are almost synchronized, the signal may 
show a soft gradient, which can be easily misinterpreted as an 
endogenous concentration gradient (Figure 3B-C). More 
information on this topic is present in the supplementary 
information. Spectral skew, i.e. the spatio-temporal shift between 
the different mass channels, is also clearly present as a phase shift 
in the response (this is clearly seen in Fig. 3B). 
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Figure 3 Raw detector response from scanning NIST SRM 612 
using various detector timings, demonstrating the difficulties in 
matching repetition rate and acquisition settings. All experiments 
conducted with a repetition rate of 80 Hz (Table 2). 
 
4.3. Avoiding aliasing 
To circumvent the occurrence of wave patterns, the laser repetition 
rate (or one of its harmonics) and the sampling cycle frequency 
need to be matched (𝑓 = 𝑁 ∙ 𝑓𝑠 , with 𝑁 ∈ ℕ) as this results in the 
integration of an integer number of peaks within a single 
acquisition block – translating the response into a single pixel 
value. When using this approach, mapping can be performed at 
high throughput, as the ion flux does not need to be stabilized to 
obtain a stable sensitivity. Anti-aliasing reconstruction approaches 
are not an attractive alternative here due to the high level of shot 
noise. For multi-nuclide scans however, another issue appears 
when 𝑓 = 𝑓𝑠 : for the 𝑚/𝑞 values scanned in the last part of the 
detector cycle, the signal intensity is probed on the slope of the 
(non-symmetrical) single-pulse response peak, thus resulting in a 
low sensitivity for these nuclides (Figure 4, red signal at 40 Hz). 
 
Figure 4 Graph demonstrating the effect of doubling the laser 
repetition rate with a synchronized detector, for a multi-nuclide 
scan. The response in the upper part was modeled based on an 
experimental ion flux as detected on the 238U+ channel. 
 
To address this problem, the laser repetition frequency can be 
doubled or tripled to achieve sampling near the maximum intensity 
for every nuclide, whilst maintaining a stable response (Figure 4). 
In this case, each single sampling cycle captures the signals 
generated in 2 subsequent laser shots (𝑓 = 2𝑓𝑠 = 80 𝐻𝑧), which 
cannot be distinguished spatially or temporally (the pixel 
acquisition rate 𝑅𝐴  remains the same as before: 𝑅𝐴 = 𝑓𝑠 = 1/
𝐹𝑊0.01𝑀 ). When N>1, there will invariably be non-negligible 
contribution of previous laser shots (which are at a different 
ablation position) to the value of the pixel representing the current 
shot effect as a result of signal carryover; this memory effect 
aggravates when N increases and will affect the lateral resolution 
and contrast ratio of 2 neighboring pixels in the scan direction. This 
is why N=2 is preferred over N=3 as a compromise situation. Even 
when the aliasing effects are modulated by synchronizing the laser 
repetition rate and the sampling cycle frequency, spectral skew will 
still be present for sequential mass analyzers. As a result, for 
continuous-mode line-based mapping approaches, the response for 
every line will be shifted in phase (and sensitivity) due to a delay 
introduced by the time required for the translation stage to travel to 
the start of each line and the time required by the laser ablation 
system to start firing the laser. When the laser system triggers the 
ICP-MS over TTL to start a new recording for every line, this 
problem persists, due to the inconsistent timing (jitter) of the laser 
trigger mechanism and the ICP-MS software-based solution for 
initiating a new recording. Increasing the laser repetition rate only 
partly mitigates this problem. 
 
4.4. Improving the image contrast 
Though the strategy outlaid in the previous section allows for a 
stable signal to be obtained, Poisson-type detector noise, which 
dominates the background at low count rates, is still the limiting 
factor in the detection of the spatial distribution of the nuclides in 
the absence of spectral interferences. In order to optimize the image 
contrast for all 𝑛 nuclides simultaneously, the following workflow 
is adopted: i) a single scan is performed across the image, using a 
spot size large enough for the response or signal intensity for each 
nuclide to be well above the background level (>1 order of 
magnitude higher), to determine the signal-to-noise ratio (SNR); ii) 
the dwell times for each nuclide 𝑁𝑖  is determined based on the 
SNR. This means that the total available dwell time within each 
acquisition cycle is distributed across the nuclides 𝑡𝑑𝑤𝑒𝑙𝑙,𝑡𝑜𝑡 =
∑ 𝑡𝑑𝑤𝑒𝑙𝑙, 𝑁𝑖  
1
𝑛 ; iii) the spot size is optimized to achieve the best 
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possible lateral resolution for an acceptable image contrast. A 
Bayesian signal detection theory (SDT) adaptation of the Rose 
model is employed as a decision criterion. As a measure of image 
fidelity of ergodic systems (the element distribution being imaged 
is presumed to be stable during the course of the analysis), an SDT-
definition of the Rose-defined 𝑆𝑁𝑅 which takes into account the 
shot noise and the size of the object, 𝑆𝑁𝑅𝑁𝑖 = (N
0.5|〈𝐼Ni〉 − 〈Ib〉|)/
𝑠𝑛  was preferred here over a measure of contrast, e.g., the Weber 
or modulation contrast, as it more directly reflects the ability of the 
system to discern objects from the noise.[28, 29] 〈𝐼𝑏〉 is here the 
time-averaged response for the sample substrate, and 𝑠𝑛  the 
standard deviation on the image noise for a single pixel, which 
includes the heterogeneity in the substrate, and the noise of the 
detection system. 𝑁 is the number of pixels in the feature to be 
identified, which can be predicted based on the dimensions of the 
features to be sampled and the spot size or scan interspacing. The 
Rose model is only valid in the limit of low-contrast signals, i.e. 
when the Poisson noise distribution approaches the Gaussian 
distribution. Hence, to fall within the range of validity of the model, 
the pre-imaging scan intensity must be well above background. 
SNR is however not an ideal metric for image quality evaluation as 
it is only valid for a statistically uncorrelated distribution of image 
quanta. It does not describe well the noise texture. Alternatively, 
the detective quantum efficiency (DQE), a measure for image 
quality in digital X-ray imaging devices, can be used to evaluate 
image quality (supplementary information). 
 
After the pre-imaging scan, the SNR is calculated for all m/q values 
monitored. The total available dwell time is redistributed based on 

















As such, the nuclides characterized by a low signal intensity and/or 
high noise levels, are attributed a longer dwell time relative to other 
nuclides (Table 3, Figure 5). This equalizes the SNR of all nuclides. 
 
Figure 5 Comparison of the signal intensities obtained using 
uniformly distributed dwell times and the optimally distributed 
dwell times, respectively. 
 
Determination of the standard deviation of the image noise may not 
be straightforward: the detector noise, the noise in the gas 
background, the (stochastic) shot noise, all underestimate the 
overall noise level in the image. The variation in the signal only 
partially reflects the overall noise level, as it also reflects the 
underlying variability of the (biological) sample. Owing to the 
destructive nature of LA-ICP-MS, it is also difficult to extract the 
𝑠𝑛  from two consecutive images on the same area. In order to 
estimate the 𝑠𝑛  from the pre-imaging scan, the underlying variation 
of the object could be modelled using a spline function. The 
residual high-frequency variation is then thought to be the noise in 
the image. More research is needed to determine the best method 
to estimate the image noise in LA-ICP-MS. It can be noted that 
LA-ICP-MS noise can be considered to be correlated across 
multiple pixels in some instances, as carry-over and memory 
effects may introduce prolonged washout effects over a number of 
neighboring pixels next to hot spots. 
 
As an initial approximation of the threshold SNR, k, the Rose 
Criterion indicates that the minimum acceptable contrast requires 
a 𝑆𝑁𝑅 ≥ 3 − 7, though, a 𝑆𝑁𝑅 ≥ 4.9 is preferred.[29] As a result, 
the spot size can be lowered to a point where SNR = 4.9. In post-
processing, the display contrast can be improved further by 
changing the response function, at the cost of a loss of linearity, 
which is often undesirable. The minimal (sensitivity-limited) spot 
radius for a 𝑆𝑁𝑅 = 𝑘 can be predicted:  
 
𝑅𝑚𝑖𝑛 = 𝑅𝑐𝑢𝑟 (
𝑘𝑠𝑛 + 〈𝐼𝑏〉




with 𝑅𝑐𝑢𝑟  the current spot radius and 𝑆𝑁𝑅𝑐𝑢𝑟  the current 𝑆𝑁𝑅 ((2 
is only valid for circular spots). For spot radii > 2 µm, 𝑛 ≈ 2, whilst 
for spot radii < 2 µm, 𝑛 ≈ 3, as not only the surface area, but also 
the ablation efficiency decreases due to Gaussian beam shape 
formed as a result of diffraction effects. Depending on the sample, 
it is not always the best practice to work at the sensitivity-limited 
spot radius, as the Nyquist rate, the sample area, the desired 
accuracy of the results, and the overall sample throughput should 
also be taken into account. Once a spot size is set, the stage 
translation speed 𝑣 can be recalculated using 𝑣 = 𝑅𝑠𝑝𝑜𝑡 × 𝑅𝐴. 
 
4.5. Effect of aliasing on multi-nuclide bioimaging experiments 
The practical implementation of the strategy proposed in this work 
is demonstrated here in a bioimaging application on liver tissue 
sections. The results from the single-m/q runs indicated that the 
FW0.01M of all targeted elements is ≲ 50 𝑚𝑠; a pixel acquisition 
rate of 20 Hz was hence adopted. The SNRs were calculated based 
on a single scan in close proximity to the ablated region, using the 
variation of the single scan as an estimation of the standard 
deviation of the image noise. The SNR of the sample scan was ≈
8 , hence, a 5 µm spot size was deemed to be appropriate for 
mapping, keeping in mind the considerations made above. Two 
images on the same region were produced, one image with non-
optimized and subsequently, another image using optimized data 
acquisition settings (Figure 6), following the guidelines set out in 
the previous sections. In Figure 6, (A) displays an image suffering 
from spectral skew and aliasing ( 𝑓 𝑓𝑠⁄ = 0.96 ), (B) has the 
sampling time synchronized to the repetition rate (𝑓 𝑓𝑠⁄ = 2). It is 
clearly evident from these images that aliasing can be highly 
detrimental to the image quality; the image affected by this artefact 
does not reflect the natural distribution of these (relatively 
homogenously distributed) elements. Thus, aliasing should be 
avoided at all costs. 
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Figure 6 Elemental images from the bioimaging experiment. (A) The image produced on a region of the sample with the acquisition 
cycle not synchronized to the repetition rate (𝑓𝑠 𝑓⁄ = 0.96). (B) The image produced on the same region of the sample, using identical 
experimental parameters, but with the acquisition cycle timing synchronized to the repetition rate  (𝑓𝑠 𝑓⁄ = 2). The right side of the 
figure shows a microscopy image of the ablated zone prior to ablation. In the table, the optimized set of acquisition settings in the 
bioimaging experiment are provided. The header of the table refers to the respective elemental images in this figure. 
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5. Conclusions 
Temporal aliasing is an important issue for low-dispersion laser 
ablation setups using single-collector mass spectrometers. By 
matching the acquisition rate to 2-3 times the repetition rate, the 
integration windows are positioned such that a stable response can 
be captured for each nuclide and aliasing can be evaded, despite 
the underlying transient signal being unstable (showing separated 
peak profiles). It should be noted that, although the response for 
the different nuclides cannot be traced back to a single pulse, the 
approach outlined here offers similar advantages as approaches 
where signal peaks are isolated and individually integrated, whilst 
providing higher sensitivity. From the peak profile width, the 
optimum acquisition rate, repetition rate, and scan speeds can be 
derived. Furthermore, a single sample scan permits to tailor the 
distribution of the available dwell time for each nuclide of interest 
as to achieve a higher image contrast. The Rose Criterion forms a 
guideline to the most appropriate spot size here, after which the 
scan speeds can be recalculated. 
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