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1. Introducción 
En el Tema 4, se ha descrito como poder correlacionar un conjunto de puntos discretos por 
medio de la regresión lineal múltiple, de forma que se obtienen unos parámetros característicos 
que los relacionan a todos ellos mediante una ecuación matemática. Así mismo, estos 
parámetros pueden utilizarse para calcular el valor de una variable dependiente en función de 
las independientes en intervalos interiores de valores en los cuales la regresión fue realizada. 
No obstante, en muchas ocasiones nos encontraremos en el caso de tener una serie de puntos 
experimentales sin conocer exactamente el tipo de ecuación o ajuste que represente a este 
proceso (y quizá tampoco sea el objetivo que se conozca), y sin embargo, haya que realizar una 
estimación del valor de la variable dependiente en función de otra, para valores intermedios a 
los conocidos, denominándose interpolación.  
 
Uno de los principales errores que se pueden cometer es ajustar a una ecuación y utilizar esta 
ecuación para interpolar otros puntos. Estos ajustes a líneas de tendencia en ocasiones nos 
proporcionaran aproximaciones adecuadas, pero en otros muchos casos, aun dando una buena 
estimación de la función en los puntos experimentales usados para su cálculo, proporcionaran 
valores erróneos y en otros casos imposibles de acuerdo con el proceso estudiado. Este error 
tiene su base en la sencillez del cálculo de los coeficientes de regresiones (lineales o de 
ordenes superiores) mediante el uso de programas ampliamente extendidos como son las hojas 
de calculo, y a que se cubre de esta forma un intervalo de valores demasiado amplio, cuando lo 
que se desea al interpolar es la relación con los puntos mas cercanos. 
 
 
 
2. Nomenclatura 
x1, x2, x3, 
… xk 
Valores tabulados de una variable, en 
orden numérico creciente 
y1, y2, y3, 
… yk 
Valores de las correspondientes 
ordenadas, tambien tabuladas, a los 
valores de x citados anteriormente 
X Valor de la variable, entre el intervalo 
tabulado anterior. 
Y Ordenada que se desea interpolar 
correspondiente al valor de x citado. 
fi(x) Función polinómica de orden 3 
(cúbica) a las que se ajustan grupos 
de tres valores de x tabulados y 
correlativos. Cada tres valores tiene 
su correspondiente ajuste. 
fi’(x), 
fi’’(x) 
Primera y segunda derivada  de las 
funciones cúbicas anteriores 
Ai, Bi, Ci, 
Di 
Parámetros que se obtienen a partir 
de los valores tabulados de xi e yi 
para la aplicación de la interpolación 
por splines cúbicos. 
 
3. Interpolación lineal 
 
Esta es la forma más sencilla de interpolación existente. Usa dos puntos con el fin de 
desarrollar una aproximación lineal de la función. Estos dos puntos usados en el proceso serán 
los más próximos al punto de interés, debiendo ser uno menor y otro mayor que este. Por tanto, 
entre cada pareja de valores de (xk, yk) y (xk+1, yk+1), se calcula la recta existente entre ambos 
para calcular y al valor de x dado. 
 
Si consideramos la formula de Taylor para aproximar el valor de función alrededor del punto x1: 
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Truncando esta serie por el término lineal y aproximando la función utilizando la técnica de 
incrementos finitos, encontramos que el valor estimado de la función vendrá dado por: 
 
( )k
k1k
k1k
k
k1k
k1k'
k
xx
xx
yyyy
xx
yyy
−
−
−
+=
−
−
≅
+
+
+
+
     ((IN.2) 
 
4. Interpolación cuadrática 
 
En este caso se usaran 3 puntos, (xk-1, yk-1), (xk, yk) y (xk+1, yk+1),  para el proceso de 
interpolación en lugar de dos, obteniendo una aproximación a la función de mayor orden. 
 
Si consideramos el caso de 3 puntos de x igualmente espaciados, xk-1, xk y xk+1 por este orden, 
la aproximación mediante la expansión de series de Taylor vendría dada por: 
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La aproximación mediante diferencias finitas de segundo orden centrada, nos proporciona la 
siguiente expresión para el valor de la función en el punto que buscamos: 
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Para el caso de puntos no igualmente espaciados, circunstancia habitual en valores tabulados a 
medida que va aumentando el orden de magnitud, es necesario aplicar una interpolación, 
basada tambien en ajustes a trios de puntos, pero donde el ajuste se hace a funciones cúbicas, 
como se presenta en el siguiente apartado. 
 
5. Interpolación por splines cúbicos 
 
Las aproximaciones polinómicas de alto orden, a intervalos de puntos amplios, no son 
adecuadas para correlacionar magnitudes que presenten cambios bruscos. En este caso, la 
interpolación por splines cúbicos ofrece ventajas significativas debido a que cada segmento 
(región entre dos puntos experimentales) se aproxima mediante una función (cúbica) fi(x) que 
pasa por 3 puntos. Así, por ejemplo, en el caso de tener 6 puntos experimentales, utilizaríamos 
5 funciones (cúbicas) para aproximar la función verdadera. 
 
Se deben cumplir los siguientes puntos para poder aplicar la técnica de división de funciones: 
 
1. Evidentemente, la aproximación debe pasar por todos los puntos. 
2. La primera y segunda derivada deben ser continuas de un segmento a otro. De esta 
forma se evitan discontinuidades en la curva resultante, ya que a cada punto le 
corresponden dos ecuaciones. 
 
La función y sus derivadas para un segmento vendrían dadas por: 
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En la siguiente figura se aclara la nomenclatura seguida. A los puntos se van a denominar con 
el subíndice ‘k’ y a las funciones entre cada dos puntos con el subíndice ‘i’. 
 xk
xk-1
xk+1
xk+2
fi fi+1
fi+2
 
 
La ecuación ((IN.5) demuestra que la derivada segunda varia linealmente con x. Puesto que la 
derivada segunda debe ser continua 
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Esta ecuación puede ser integrada dos veces, obteniendo una expresión que nos da el valor de 
la función en el segmento. Esta expresión contendrá dos constantes de integración que pueden 
ser evaluadas usando la primera de las condiciones: la aproximación debe pasar por los puntos 
conocidos: 
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donde yk representa el valor real tabulado en el punto xk. 
 
La ecuación resultante vendría dada por: 
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Pero en esta expresión los valores de la segunda derivadas siguen sin ser conocidos. Estos 
valores pueden conocerse haciendo uso de la condición que dice que la primera derivada debe 
ser continua de un segmento a otro. 
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Por lo que, al ser iguales las funciones colindantes en el mismo punto, puede eliminarse el 
subíndice ‘i’ para resaltar que la derivada es independiente de que se escoja una función u otra. 
Por tanto, lo mismo ocurrirá con las derivadas segundas. Aplicando esta condición de 
continuidad ((IN.9) a la ecuación 8, y reordenando términos: 
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ecuación que, como únicamente se desconocen las derivadas segundas, puede reagruparse de 
la forma: 
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 Aplicando esta ecuación a cada trío de valores, resulta un sistema de ecuaciones lineales 
donde las incógnitas son los valores de las derivadas segundas:  
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donde todas las constantes A, B, C y D son valores conocidos. Fíjese que la ecuación (11) no 
puede aplicarse a los tramos k=1 (necesitaríamos un punto anterior al primero) ni en k=n 
(número de puntos a ajustar), por lo que quedan dos derivadas segundas que se pueden elegir. 
Generalmente se toma como aproximación que la derivada segunda en los extremos inicial y 
final sean cero, es decir, ( ) ( ) 0"" 1 == nxfxf  
 
Queda pues un sistema en la forma: 
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donde las incógnitas son los valores de las derivadas segundas. 
 
Una vez que el sistema esta resuelto obtendremos todos los valores de las derivadas segundas, 
y ya se puede utilizar la ecuación (IN.8) para interpolar el valor de la función en cualquiera de 
los puntos estudiados. 
 
6. RESUMEN 
 
En este tema se revisan las formas de interpolación de datos más comunes, como son la 
interpolación lineal, cuadrática y la que supone splines cúbicos.  
 
Estos métodos serán de mucha utilidad en la labor del ingeniero al permitir la construcción de 
nuevos puntos partiendo del conocimiento de un conjunto discreto de puntos. 
 
En ingeniería y algunas ciencias es frecuente disponer de un cierto número de puntos obtenidos 
por muestreo o a partir de un experimento y pretender construir una función que los ajuste. 
 
Otro problema estrechamente ligado con el de la interpolación es la aproximación de una 
función complicada por una más simple. Si tenemos una función cuyo cálculo resulta costoso, 
podemos partir de un cierto número de sus valores e interpolar dichos datos construyendo una 
función más simple. En general, por supuesto, no obtendremos los mismos valores evaluando 
la función obtenida que si evaluásemos la función original, si bien dependiendo de las 
características del problema y del método de interpolación usado la ganancia en eficiencia 
puede compensar el error cometido. 
 
7. Programación en MATLAB 
Interpolación Lineal. 
 
function y=interplineal(x1,y1,x) 
 
% y = INTERPLINEAL(x1, y1, x) devuelve la interpolacion lineal de un valor 
% de y a un velor determinado de x enfuncion de los valores tabulados x1 e 
% y1, ambos vectores de iguales dimensiones 
 
% Primero, localizar la posicion donde interpolar 
i=0; valor=0; 
while valor ==0 
    i=i+1; 
    valor = x1(i) > x; 
end 
% Una vez localizada la posicion, se aplica la formula 
y=y1(i-1)+(y1(i)-y1(i-1))/(x1(i)-x1(i-1))*(x-x1(i-1)); 
 
Interpolación por splines cúbicos 
 
function y=interpsplines(x1,y1,x) 
 
% y = INTERPSPLINES(x1, y1, x) devuelve la interpolacion por splines cubicos 
%de un valor de y a un valor determinado de x enfuncion de los valores tabulados x1 e 
% y1, ambos vectores de iguales dimensiones. tiene los valores igualment e 
 
% Primero, calcular las derivadas segundas 
t=size(x1); 
f = max(t); 
 
% Armar matriz de coeficientes 
% comenzando por la segunda fila, que es la A3, B3 y C3 
COEF=zeros(f-2, f-2); 
b=zeros(f-2,1); 
for i=2:f-3 
    A=(x1(i+1)-x1(i)); COEF(i, i-1)=A; 
    B=2*(x1(i+2)-x1(i)); COEF(i,i)=B; 
    C = x1(i+2)-x1(i+1); COEF(i,i+1)=C; 
    D=6/(x1(i+2)-x1(i+1))*(y1(i+2)-y1(i+1))+6/(x1(i+1)-x1(i))*(y1(i)-y1(i+1)); 
    b(i)=D; 
end 
 
% Calculo de B2, C2 y D2, primera fila 
COEF(1,1)=2*(x1(3)-x1(1)); 
COEF(1,2)= x1(3)-x1(2); 
b(1,1)= 6/(x1(3)-x1(2))*(y1(3)-y1(2))+6/(x1(2)-x1(1))*(y1(1)-y1(2)); 
 
% Calculo de la ultima linea 
COEF(end,end-1)=x1(f-1)-x1(f-2); 
COEF(end,end)=2*(x1(f)-x1(f-2)); 
b(end,1)=6/(x1(f)-x1(f-1))*(y1(f)-y1(f-1))+6/(x1(f-1)-x1(f-2))*(y1(f-2)-y1(f-1)); 
% Derivadas segundas y luego poner la primera y la ultima ceros 
dersegun = inv(COEF)*b; 
dersegun = [0;dersegun;0]; 
 
% Por ultimo, calculo de la interpolacion 
% Primero, localizar la posicion donde interpolar 
i=0; valor=0; 
while valor ==0 
    i=i+1; 
    valor = x1(i) > x; 
end 
% Una vez localizada la posicion, se aplica la formula 
primery= dersegun(i-1)/6/(x1(i)-x1(i-1))*(x1(i)-x).^3; 
seguny = dersegun(i)/6/(x1(i)-x1(i-1))*(x-x1(i-1)).^3; 
tercery= (y1(i-1)/(x1(i)-x1(i-1))-dersegun(i-1)*(x1(i)-x1(i-1))/6)*(x1(i)-x); 
cuarty = (y1(i)/(x1(i)-x1(i-1))-dersegun(i)*(x1(i)-x1(i-1))/6)*(x- x1(i-1)); 
y=primery+seguny+tercery+cuarty; 
 
Asimismo, MATLAB tiene ya creado un archivo para realizar la interpolación, con la sintaxis: 
 
YI = INTERP1(X,Y,XI,'method') 
 
donde: 
 
YI es el vector que contiene los resultados interpolados, X e Y los vectores sobre los cuales 
queremos interpolan, XI el vector que queremos interpolar y ‘method’ el método de 
interpolación. Los posibles métodos se muestran en la tabla siguiente: 
 
‘linear’ Interpolación lineal 
‘spline’ Interpolación 
mediante splines 
 
