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Quantum time evolution exhibits rich physics, attributable to the interplay between the density
and phase of a wave function. However, unlike classical heat diffusion, the wave nature of quantum
mechanics has not yet been extensively explored in modern data analysis. We propose that the
Laplace transform of quantum transport (QT) can be used to construct an ensemble of maps from a
given complex network to a circle S1, such that closely-related nodes on the network are grouped into
sharply concentrated clusters on S1. The resulting QT clustering (QTC) algorithm is as powerful
as the state-of-the-art spectral clustering in discerning complex geometric patterns and more robust
when clusters show strong density variations or heterogeneity in size. The observed phenomenon of
QTC can be interpreted as a collective behavior of the microscopic nodes that evolve as macroscopic
cluster “orbitals” in an effective tight-binding model recapitulating the network. Python source code
implementing the algorithm and examples are available at https://github.com/jssong-lab/QTC.
Grouping similar objects into sets is a fundamental
task in modern data science. Many clustering algorithms
have thus been devised to automate the partitioning of
samples into clusters, or communities, based on some
similarity or dissimilarity measures between the samples
that form nodes on a graph [1, 2]. In particular, physics-
inspired approaches based on classical spin-spin inter-
action models [3, 4] and Schro¨dinger equation [5] have
been previously proposed; however, the former usually
requires computationally intensive Monte Carlo simula-
tions which may get trapped in local optima, while the
latter essentially amounts to Gaussian kernel density es-
timation. These intriguing physical ideas thus have been
under the shadow of popular contemporary approaches
that are simple and computationally efficient, such as the
dissimilarity-based KMeans [6–8] and hierarchical clus-
tering [9, 10], density-based DBSCAN [11], distribution-
based Gaussian mixture [12], and kernel-based spectral
clustering [13]. By contrast, we here use the physics of
quantum transport (QT) on data similarity networks to
devise a simple and efficient algorithm. The performance
of QT clustering (QTC) is comparable to the state-of-
the-art spectral clustering when the clusters exhibit non-
spherical, geometrically complex shapes; at the same
time, QTC is less sensitive to the choice of parameters
in the kernel. Moreover, unlike spectral clustering, the
QT representation of data on a circle does not jump in
dimension when the specified number of clusters changes.
Heat diffusion has been applied to rank web page pop-
ularity [14], probe geometric features of data distribu-
tion [15], and measure similarity in classification prob-
lems [16, 17]. By contrast, despite the formal resem-
blance between the heat equation and the Schro¨dinger
equation, the time evolution of a quantum wave func-
tion has been largely ignored in machine learning. Both
heat and Schro¨dinger equations have conserved currents;
however, while the heat current is proportional to the
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negative gradient of heat density itself, the velocity of
quantum probability current is set by the phase gradient
which satisfies the Navier-Stokes equation, making quan-
tum probability density an irrotational fluid (Supplemen-
tal Material (SM) [18], I). Thus, the Schro¨dinger equation
embodies richer physics than heat diffusion and can cap-
ture spatiotemporal oscillations and wave interference.
One promising observation has been that quantum time
evolution can be faster in reaching faraway nodes com-
pared with heat diffusion in ordered binary tree networks,
suggesting the possibility of finding practical applications
of quantum mechanics in network analysis [19–22]. How-
ever, there are several outstanding challenges: e.g., un-
like the heat kernel, the oscillatory quantum probability
density is monotonic in neither time nor spatial distance;
moreover, irregularities in either edge weights or network
structure can severely restrict the propagation of a wave
function through destructive interference, analogous to
Anderson localization in disordered media [23]. We cir-
cumvent these difficulties associated with using the prob-
ability density itself and demonstrate the utility of the
phase information for clustering network nodes.
A generic undirected weighted network, e.g. a data
similarity network of m samples in Rd represented as
nodes, is encoded by an m × m symmetric adjacency
matrix A. The row or column sum vector deg(i) =∑
k Aik =
∑
k Aki gives rise to the diagonal degree ma-
trix D = diag(deg). Replacing the continuous Lapla-
cian with the graph Laplacian L = D − A then dis-
cretizes the heat and Schro¨dinger equations on data sim-
ilarity networks. Enforcing the conservation of discrete
heat current introduces the normalized graph Laplacian
Q = LD−1. The original graph Laplacian L of an
undirected network is automatically Hermitian, but we
adopt the symmetrized version H = D−
1
2LD−
1
2 of Q
as our Hamiltonian, since it has the same spectrum as
Q. With this choice, H has a nontrivial ground state
ψ0(i) ∝
√
deg(i) [22].
For concreteness, we define the pairwise similarity or
adjacency between sample xi and sample xj by the Gaus-
sian function Aij = exp(−r2ij/r2ε), where rij = ‖xi − xj‖
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Figure 1. Comparison of (a-d) QTC and (e-h) spectral clus-
tering using synthetic data. We specified three clusters for
(a,b,e,f), five clusters for (c,g), and eight clusters of (d,h).
We chose intermediate values of proximity measure rε in the
Gaussian similarity function to demonstrate the robustness
of QTC; spectral clustering was able to produce the correct
clustering only when rε was tuned to be sufficiently small.
Figure 2. Comparison of (a) QTC and (b) spectral clustering
using the time series data of log-prices of aapl and googl
stocks from January 3, 2005 to November 7, 2017. Five clus-
ters were specified, and the 1%-quantile r1% was chosen as the
proximity measure. The time evolution trajectories of data
in (a) and (b) are displayed in (c) and (d), respectively, with
an extra temporal dimension.
is the Euclidean distance and rε is the ε-quantile among
rij > 0. Ideally, the proximity measure rε is chosen such
that for samples i and j belonging to distinct clusters, we
have rij  rε, but within any given cluster, a pair (i, j)
of nearest neighbors has rij ∼ O(rε).
Defining the Laplace transform of a wave function ini-
tially localized at node j and evaluated at node i as
Table I. Daily returns (%) at the identified jumps in Fig. 2
Date
2005 2010 2012 2013
5/23 10/21 4/16 4/20 4/21 2/8 1/24 10/18
googl +5.6 +11.4 −7.9 +0.9 −0.1 +0.5 +1.7 +13.0
aapl +5.7 −0.8 −0.6 −0.1 +5.8 +1.7 −13.2 +0.9
Q Q S S S S S Q Q S
[18, 23]
L[ψ(i|j)](s) =
∫ ∞
0
dt 〈i|e−iHt−st|j〉, (1)
our clustering algorithm stems from the observation that
the phase Θ(i|j) of this transformed function is essen-
tially constant as i varies within a cluster, but jumps
as i crosses clusters (see discussion below; [18]). The
phase information thus provides a one-dimensional rep-
resentation of data on S1, such that distinct clusters pop-
ulate separable regions on S1; intuitively, the phase dis-
tribution Θ(·|j) corresponds to a specific perspective on
community structure sensed by the wave packet initial-
ized at node j. In general, the phase distribution Θ(·|j)
changes with the initialization node j. Thus, if we ran-
domly choose m′ initialization nodes (m′ ≈ 100 for data
sets in Fig. 1 & 2), for 1 < m′ ≤ m, then we obtain
an ensemble of m′ phase distributions, in each of which
the phase is almost constant within clusters; this ensem-
ble ultimately provides a collection of perspectives on the
underlying community structure, as sensed by the wave
packets initialized at the chosen nodes.
In practice, we a priori specify the number q of clus-
ters, and use the phase distribution of each wave func-
tion to partition the nodes into q subsets [18]. We la-
bel each of the m′′ distinct partitions by an integer α,
where m′′ ≤ m′, and calculate the occurrence frequency
wα ∈ (0, 1] of each partition, such that the normalization
condition
∑
α wα = 1 holds (SM [18], I C). Typically,
we find that the frequencies are dominated by a single
partition; other m′′−1 less frequent partitions may arise
from wave functions initialized at nodes of a small sub-
network isolated from the rest of the network. Hence,
the minority predictions provide less holistic views of the
network community structure, and we choose the major-
ity prediction from the ensemble as our final clustering
decision.
We compared the performance of QTC to spectral clus-
tering [24] using four synthetic data sets having complex
geometry (Fig. 1): (1) uniform sticks, (2) non-uniform
sticks, (3) concentric annuli, and (4) the Chinese char-
acter for “thunder.” Both algorithms performed equally
well on the simple data set of uniformly sampled sticks
(Fig. 1(a,e)) or when rε was chosen to be sufficiently
small such that the clusters became almost disjoint sub-
networks; as rε increased, however, QTC remained ro-
bust (Fig. 1(b-d)), while spectral clustering made mis-
takes (Fig. 1(f-h)). We further tested QTC on time-series
stock price data (data preparation methods in SM [18],
II). The log-prices of a portfolio of stocks form a random
walk in time with occasional jumps which are often trig-
gered by important events such as the release of fiscal
reports and sales records. The jumps then separate the
fractal-like trajectory of historical log-prices into several
performance segments. Figure 2(a,b) shows the log-price
distribution of two stocks, aapl and googl, from Jan-
uary 3, 2005 to November 7, 2017, where we removed
the temporal information from the data set. When we
3specified five clusters, QTC cut the trajectory into five
consecutive segments in the temporal space (Fig. 2(a,c))
with heterogeneous lengths, whereas spectral clustering
partitioned the trajectory into clusters of similar sizes
and mixed the temporal ordering near the boundary of
blue and cyan clusters (Fig. 2(b,d)). The jumps iden-
tified by QTC (Q’s in Table I) coincided with major
news events for the two stocks, whereas spectral clus-
tering (S’s in Table I) failed to identify the large drop
of aapl on 1/24/2013 and instead included several less
significant stock movements. These results showed that
QTC was more robust than the conventional spectral em-
bedding method on non-spherical data distributions with
anisotropic density fluctuations (Fig. 1(b,f)) or complex
geometric patterns exhibiting a hierarchy of cluster sizes
(Fig. 1(c,g) and (d,h); Fig. 2).
Next, we provide a physical interpretation of the ag-
glomeration phenomena observed in QTC using an ef-
fective tight-binding model. For this purpose, we rewrite
the Laplace transform as L[ψ(i|j)](s) ≡ iG(i, j; is), where
G(i, j; z) ≡ 〈i|(z −H)−1|j〉 =
m−1∑
n=0
〈i|ψn〉〈ψn|j〉
z − En (2)
is the resolvent of H, and ψn and En are the eigenvectors
and eigenvalues of H, respectively, for n = 0, 1, . . . ,m−1.
We assume that En are ordered in a non-decreasing way.
As a result of our choice of short-proximity adjacency
measure, the largest contributions to iG(i, j; is) come
from the low energy collective modes in the case of well-
separated q clusters indexed by µ = 0, 1, . . . , q − 1. In
this case, the ground state density |ψ0(i)|2 ∝ deg(i) will
be accumulated around the hub nodes within each clus-
ter. Furthermore, H is essentially q-block diagonal upon
relabeling the nodes and exhibits a large energy gap sepa-
rating the low energy collective modes {|ψn〉}0≤n<q from
the high energy eigenstates {|ψn〉}q≤n<m capturing mi-
croscopic fluctuations within each cluster. Notice that
the major contribution to the resolvent in Eq. 2 comes
from terms with n < q, and that the number of low
energy states equals the number of well-separated clus-
ters (SM [18], I B and Fig. S1). These observations thus
motivate a q-dimensional coarse-grained Hamiltonian de-
scribing only the low energy collective modes.
Let {φµ}q−1µ=0 be the cluster wave functions, or “atomic
orbitals,” satisfying φµ(i) > 0 for i in cluster µ and zero
elsewhere, and 〈φµ|φν〉 = δµν . The effective tight-binding
Hamiltonian is
Hˆ ≡
q−1∑
µ,ν=0
hµν |φµ〉〈φν |, and hµν ≡ ξµδµν + vµν , (3)
where ξµ = 〈φµ|H|φµ〉 describes the ground state en-
ergy of each φµ, and the off-diagonal matrix vµν =
〈φµ|H|φν〉 for µ 6= ν, with vµµ = 0, couples the atomic
orbitals φµ and φν . Through the diagonalization of the
tight-binding Hamiltonian hµν , the q atomic orbitals are
then linearly combined into q molecular orbitals.
To illustrate the effects of off-diagonal coupling, we
split Hˆ into diagonal Hˆ0 and off-diagonal Vˆ , and study
the Born approximation of the Lippmann-Schwinger
equation
Gˆ(z) = Gˆ0(z) + Gˆ0(z)Vˆ Gˆ(z), (4)
where Gˆ(z) = (z − Hˆ)−1 and Gˆ0(z) = (z − Hˆ0)−1. The
effective resolvent matrix can thus be expanded as
gµν(z) =
δµν
z − ξµ +
vµν
(z − ξµ)(z − ξν) +O(v
2), (5)
which is a weighed sum over all tunneling paths from
cluster µ to ν, and converges quickly if |vαβ |  |z − ξβ |
for all α, β = 0, 1, . . . , q − 1 (SM [18], I D, Eq. S3). The
propagator from node j to i in the effective tight-binding
theory, approximating Eq. 2, is directly related to gµν(z)
as
g(i, j; z) =
q−1∑
µ,ν=0
φµ(i)gµν(z)φ
∗
ν(j). (6)
If the nodes i and j belong to two non-overlapping
clusters µ and ν, respectively, then the propagator re-
duces to g(i, j; z) = φµ(i)φν(j)gµν(z) and arg g(i, j; z) =
arg gµν(z), because of the disjoint support and the non-
negativity of cluster wave functions. In other words, the
propagator initiated at j has a constant phase at all nodes
i within each cluster, and the phase associated with each
cluster is completely determined by the phase of resolvent
matrix gµν , which in turn depends on the weak coupling
vµν via Eq. 5.
As an example, consider two sets of m samples drawn
from N ((±`, 0)>, σ212×2), respectively. The effective 2-
level Hamiltonian and resolvent matrices are
h =
ξ0 v
v ξ1
 , and g(z) =
z − ξ0 −v
−v z − ξ1
−1 . (7)
As we vary ` = 3σ, 2.7σ, and 2.4σ, with a fixed proxim-
ity length scale rε = σ, the cluster configuration ranges
from (a) well-separated, (b) in proximity, and (c) over-
lapping (Fig. 3; Fig. S2). For each case, Fig. 3(d-f)
show the phase distribution of all samples when quan-
tum transport is initialized at one of the nodes in the
left cluster; it is seen that our theoretical prediction
arg{igµν(is)} and its perturbative approximations calcu-
lated from Eq. 5 agree well. Furthermore, if the two clus-
ters are identical, i.e. ξ0 = ξ1, then the effective 2-level
model can be mapped to the classic double-well tunnel-
ing model (SM [18], I E); in this case, the phase distri-
bution of the Laplace transform of exact instanton so-
lution matches that of our simulated Gaussian clouds
(Fig. S3(a)). When the weak coupling assumption is
not satisfied, the low-energy theoretical predictions serve
only as asymptotic limits, and some ambiguous points
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Figure 3. Two Gaussian clouds from N ((±`, 0)>, σ212×2)
with variations in the center-to-center distance (a) ` = 3σ, (b)
` = 2.7σ, and (c) ` = 2.4σ. Adjacency matrices were calcu-
lated using rε = σ. The radius of the faint large circle around
each data point indicates rε/2. (d-f) The phase distributions
(red circles) of all sample points from (a-c), respectively; ex-
act theoretical predictions arg{igµν(is)} from the low-energy
effective model (solid line); the first, second, and third or-
der perturbative approximations (dashed lines). The Laplace
transform parameter was set to s = 1.2(E1 − E0). The ? in
(a), (b), and (c) mark the initialization nodes.
in a strongly mixed region may have a phase that inter-
polates between the theoretical predictions (Fig. 3(c,f);
Fig. S4 & S5).
When the clusters in data show strong mixing, no sin-
gle partition may be clearly dominant, so using the par-
tition corresponding to the highest occurrence frequency
wα may be unstable. In this scenario, we propose a
“fuzzy” summary of the ensemble. Across m′ different
initializations, we count the number of times where two
nodes, say i and k, are assigned to the same cluster, and
then divide the count by m′. We thereby arrive at a sym-
metric consensus matrix Cik with 1 along the diagonal
and other entries in [0, 1] (SM [18], I C). The consensus
matrix provides a useful visualization of processed clus-
tering structure and also serves as a new input similarity
measure suitable for many popular statistical learning
algorithms, such as spectral clustering, hierarchical clus-
tering, and SVM.
For instance, we used the somatic copy number al-
teration (SCNA) data in low-grade glioma (LGG) and
glioblastoma (GBM) patients from the Cancer Genome
Atlas to construct an adjacency matrix of genomic lo-
cations (SM [18]), and performed QTC with the chosen
number of clusters equal to 2, 3, 4, or 5. We summa-
rized the predicted similarity between genomic coordi-
nates by averaging the consensus matrices {C(q)}5q=2 for
LGG and GBM separately, yielding 〈CLGG〉 and 〈CGBM〉.
The block structures in SCNA captured by QTC closely
resembled the 3D chromatin interaction HiC contact ma-
trix (Fig. 4) [25]; the Pearson correlation coefficients
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Figure 4. Similarity maps of genomic locations on human
chromosome 2. (a) Averaged consensus matrix 〈CLGG〉 com-
puted from SCNA data in LGG. (b) HiC contact map in nor-
mal glial cells [25]. (c) Averaged consensus matrix 〈CGBM〉.
between 〈CLGG/GBM〉 and tanh((CHiC)ij/C¯HiC) ∈ [0, 1)
was 0.87, whereas the same correlation involving the raw
SCNA data was less than 0.50 (Fig. S6). Our QTC con-
sensus matrix thus denoises the SCNA data and helps
support the previously observed phenomenon linking ge-
nomic alterations in cancer with the 3D organization of
chromatin [26].
In summary, a quantum mechanical wave function is
dramatically different from a classical heat density; even
for an initial point source, the former demonstrates an
oscillatory wave behavior, while the latter is smooth and
monotonic in both space and time. Overcoming the pre-
vious difficulties in measuring data similarity using wave
functions, we here devised a stand-alone clustering algo-
rithm based on quantum transport on network graphs.
Realistic data usually consist of a large number of fea-
tures, and the large feature dimensions can often render
clustering algorithms inefficient [27]. Although we do not
directly address this issue here, our QTC algorithm may
be combined with known methods for ameliorating the
“curse of dimensionality” [28]. Another major challenge
in clustering arises when putative clusters are strongly
mixed; in such a case, supervised learning is usually the
most efficient solution by introducing manually labeled
training samples [2].
In addition to high dimensionality and strong mixing,
geometric complexity remains an outstanding challenge;
e.g., the cheese-stick distribution shown in Fig. 1(b)
with several visually separable pieces confuses almost
all clustering algorithms. But, we have demonstrated
that the coherent phase information encoded in the two-
point Green’s functions, or equivalently the Laplace-
transformed wave functions, are as powerful as the widely
applied spectral clustering. Furthermore, the QTC shows
more robustness when the data distribution contains den-
sity fluctuations or a hierarchy of cluster sizes (SM [18],
III A). Using multiple initialization sites, QTC generates
an ensemble of phase distributions, which in turn provide
a collection of discrete cluster labels (SM [18], I C). We
may either select the most popular partition from the en-
semble or encode the votes from the ensemble members
into a consensus matrix. If most members favor a par-
5ticular partition, it is an indication that the clusters are
easily separable; conversely, split votes between several
partitions may indicate suboptimal model parameters or
strongly mixed clusters. Thus, QTC provides a useful
self-consistency criterion absent in most clustering meth-
ods. Even in the case of spit votes, the consensus matrix
can still be used in other clustering or supervised learning
methods as an improved similarity measure. In addition
to the consensus matrix, we have explored other ways of
constructing a QT kernel that can be used as an input to
numerous (dis)similarity-based algorithms (SM [18], III,
Fig. S8 & S9). For example, we have tested the time-
average of squared transition amplitude as a similarity
measure in spectral clustering (Fig. S8 & S9); the per-
formance was slightly better than spectral clustering us-
ing Gaussian affinity, although some intrinsic weaknesses
of spectral embedding persisted (SM [18], III A). These
results provide evidence for potential benefits that may
arise from studying data science using quantum physics.
We thank Alan Luu, Mohith Manjunath, and Yi Zhang
for their help. This work was supported by the Sontag
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I. QUANTUM TRANSPORT CLUSTERING
(QTC)
The Schro¨dinger equation for a free particle is, up to
the Wick rotation t → it, formally similar to the heat
equation with heat conductance κ:
∂tu = κ∇2u.
Assuming that the heat conductance κ is constant in
space, the heat equation can be rewritten as
∂tu = κ∇2u = −∇ · (−κ∇u) .
Defining the heat current as
j = −κ∇u ,
the heat equation then becomes the conservation law
∂tu+∇ · j = 0.
The Schro¨dinger equation also embodies a conservation
law. For example, consider the Schro¨dinger equation
with a time-independent potential V (x):
i∂tψ = −∇
2ψ
2m
+ V (x)ψ,
in units where ~ = 1. Writing its solution as ψ(x, t) =√
ρ(x, t)eiθ(x,t), where ρ is the probability density and θ
6the phase, we see that the Schro¨dinger equation is not
one but two coupled equations for ρ and θ,
ρ˙ = −∇ ·
(
ρ
∇θ
m
)
≡ −∇ · (ρv) = −∇ · j,
where v = ∇θ/m is the group velocity of a quantum
mechanical particle, and j = ρv the current density; and
−θ˙ =m
2
(∇θ
m
)2
+ V − 1
2m
[∇2√ρ√
ρ
]
≡1
2
mv2 + V +Q
where Q = − 12m
[∇2√ρ√
ρ
]
is the “quantum potential.”
Notice that the quantum current is proportional to ∇θ
instead of∇ρ. Thus, the phase gradient drives the propa-
gation of the wave function, which encodes richer physics
than classical heat density. This observation suggests
that the phase information may be useful for devising
quantum algorithms.
A. Laplace transform of time evolution
The Laplace transform of a wave function |ψ(t)〉,
evolved from an initial state |ψ(0)〉 via a time-
independent Hamiltonian H, is given by
|ψ˜(s)〉 ≡ L[|ψ〉](s) =
∫ ∞
0
e−ste−iHt|ψ(0)〉 dt.
Since H is time-independent, we have
|ψ˜(s)〉 = 1
s+ iH
|ψ(0)〉 = iG(is)|ψ(0)〉,
whereG(z) ≡ (z−H)−1 is the resolvent operator ofH. In
the main text, we interpret G(z) using an effective tight-
binding model. Here, we study the Laplace-transformed
wave function explicitly. The inverse of the variable s sets
the time scale within which the Schro¨dinger time evolu-
tion is averaged; i.e., this scale sets the extent to which
oscillation in time is smoothed out and destructive inter-
ference that can potentially localize the transport gets
ameliorated. Motivated by this observation, this paper
demonstrates that taking the Laplace transform can re-
solve the issues of wave function oscillation and local-
ization that have hindered the application of quantum
mechanics to clustering problems.
Of note, recall that spectral clustering uses the j-th
entries of the first few lowest-eigenvalue eigenvectors of
the graph Laplacian to represent the j-th node. By con-
trast, one distinct advantage of QTC lies in utilizing the
eigenvectors ψn twice when computing the phase of
〈j|ψ˜(s)〉 =
∑
n
〈ψn|ψ(0)〉
s+ iEn
ψn(j);
namely, both the j-th entries ψn(j), just as in spectral
clustering, and the projections 〈ψn|ψ(0)〉 onto the ini-
tialization node are used. In this way, as the intialization
node varies during the random sampling step, the phase
representations of two nodes within a cluster will stay
close to each other, and this information is pooled to-
gether in the QTC algorithm.
B. Choosing the number of clusters
If q > 1 clusters are well-separated, the Hamiltonian
is approximately q-block diagonal. Fluctuations between
the q macroscopic modes have lower kinetic energy, which
mainly arises from inter-cluster tunneling, than micro-
scopic fluctuations within each cluster. In this case, there
exists an energy gap separating the low-energy macro-
scopic modes from the high-energy microscopic oscilla-
tions. Furthermore, the low-energy states can be approx-
imated as linear combinations of cluster wave functions;
thus, the number of low-energy states equals the num-
ber of putative clusters. For illustration, we generated
well-separated q = 2, 3, and 4 Gaussian clusters in three
dimensions (Fig. S1(a,b,c)); the adjacency matrix was
computed using the 10%-quantile of pairwise distance
distribution as the proximity scale in Gaussian kernel.
The first 6 eigenvalues of the Hamiltonian are plotted in
Fig. S1(d,e,f).
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Figure S1. (a,b,c) Gaussian distributions (σ = 0.1) in R3,
with the means located at the vertices of a regular tetrahedron
of length 1. The inter-cluster distance is thus 10σ. (d,e,f) The
spectrum of symmetric normalized graph Laplacian H corre-
sponding to the data distributions in (a,b,c), respectively.
C. Phase information
In applications, we numerically calculate the Laplace
transform of a wave function initialized at a given node
and then extract the phase distribution. As in the main
text, we will assume that the total number of nodes is m
7and the a priori determined number of clusters is q. The
phases of nodes belonging to different clusters are typ-
ically separated by gaps, allowing us to assign discrete
class labels to nodes. We propose two methods for con-
verting the phases to class labels 0, 1, . . . , q−1: (Method
1) direct difference, and (Method 2) clustering. The steps
in Method 1 are as follows:
Method 1
1. Sort the array (θ0, . . . , θm−1) of phases in ascending
order. Let pi(i) denote the rank of the phase of node
i in this sorted list.
2. Denote the j-th element in the sorted list as θ(j)
and compute nˆj = (cos θ(j), sin θ(j))
> ∈ R2, for j =
0, . . . ,m− 1.
3. Compute the local difference rj = ‖nˆj+1 − nˆj‖, for
j = 0, 1, . . . ,m− 2 [29].
4. Locate the q − 1 largest values in the array
(r0, . . . , rm−2) and return their indices {Ij}q−1j=1,
where Ij < Ij+1.
5. Assign the class label j to node i iff Ij < pi(i) ≤
Ij+1, where I0 = −1 and Iq = m− 1.
The steps in Method 2 are as follows:
Method 2
1. Map each node i to nˆi = (cos θi, sin θi)
> ∈ R2.
2. Apply a standard clustering algorithm in R2, e.g.
k-means or k-medoids.
3. Return the class label for each node
The first method is faster than the second method.
However, when the clusters are not clearly separable
it might recognize false cluster boundaries and produce
fragmented clustering. We find that the second method
is more robust.
Using either Method 1 or Method 2, we are thus able to
convert the phase distribution of a Laplace transformed
wave function initialized at a single node to a set of dis-
crete class labels. When we change the intialization node,
some of the cluster boundaries can change. To improve
clustering accuracy and reduce variation in clustering, we
thus iterate QTC at multiple nodes; let m′ denote this
number of initialization nodes. The clustering results
then form an ensemble of class labels, organized into a
matrix (Ωij), where i = 0, 1, . . . ,m − 1 runs through all
nodes and j = 0, 1, . . . ,m′ − 1 indexes the iteration of
initialization.
Notice that the class labels may get permuted across
different initialization. We introduce two methods to
handle this issue and summarize the Ω-matrix: (1) di-
rect extraction, and (2) consensus matrix.
1. Direct extraction
We want to count the multiplicity of the columns of
Ω, up to permutation of class labels; i.e. two columns are
considered equivalent if they are equal upon permuting
the class labels. We will then choose the most frequent
column vector as the desired partition of nodes. For this
purpose, we first devise a scheme for testing whether a
subset of columns are all equivalent.
Let {pi} = {2, 3, 5, 7, · · · } be the set of primes, then
{√pi} is a set of irrational numbers serving as linearly
independent vectors over the field Q of rational numbers.
Let A be an index set containing at least two column in-
dices of Ω. For each node i, we then compute the quantity
ξi =
∑
k∈A Ωik
√
pk. For any two nodes i and j,
ξi − ξj =
∑
k∈A
(Ωik − Ωjk)√pk ≡
∑
k∈A
bk
√
pk. (S1)
Suppose i and j are in the same cluster for all k ∈ A,
then bk = 0 for all k, and thus ξi = ξj ; the converse is
also true, because {√pi} are linearly independent over
Q. Thus, ξi = ξj iff node i and node j are assigned
to the same class by all columns indexed by A. The
minimum number of distinct ξi is q, since any column of
Ω partitions the nodes into q clusters. If the number of
distinct ξi exceeds q, then there thus exists at least two
columns that disagree on the partition, so the columns
indexed by A are not all equivalent.
Our algorithm including this scheme is as follows:
Ensemble Method 1
1. Let K = {0, 1, · · · ,m′ − 1} be the full index set
indexing the columns of Ω. Denote any non-empty
subset of K as K ′, and let k′0 denote the first col-
umn index appearing in K ′.
2. Define function IsEquiv({Ωik}k∈K′) to tell whether
the columns of Ω indexed by K ′ yield an equivalent
clustering :
For i = 0, 1, . . . ,m− 1:
ξi =
∑
k∈K′ Ωik
√
pk
Count the number q′ of distinct ξi
If q′ = q, then Return True
Else: Return False
3. Let H be a hash table with non-negative integer
keys α indexing the equivalence classes of columns
of Ω and values Hα equal to the corresponding in-
dex sets of equivalent columns. Each key α is cho-
sen from Hα to represent the class.
4. Define function Pigeonhole({Ωik}k∈K′ , H):
If IsEquiv({Ωik}k∈K′) = True, then:
IsExisting = False
For α in H:
8If IsEquiv({Ωik}k=α,k′0) = True:
IsExisting = True
Merge K ′ and Hα
break for-loop
If IsExisting = False:
Create a new key α′ and Hα′ = K ′
Else: Split K ′ in two halves, K ′1 and K
′
2
Call H = Pigeonhole({Ωik}k∈K′1 , H)
Call H = Pigeonhole({Ωik}k∈K′2 , H)
Return H
5. Call Pigeonhole({Ωik}k∈K , H0), where H0 is an
empty hash table
2. Consensus matrix
Even though the class labels may get randomly per-
muted for different initializations, whether two nodes
share the same class label within each initialization is
independent of the labeling convention. Therefore, we
define a consensus matrix C with elements
Cij =
∑m′
k=1 δ(Ωik − Ωjk)
m′
, (S2)
where δ is the Kroneker delta or indicator function, and
m′ ≤ m is the number of the chosen initialization nodes.
Notice that Cij = Cji ∈ [0, 1], and Cii = 1 for all nodes
i, j = 1, 2, . . . ,m. The algorithm is sketched as follows:
Ensemble Method 2
1. Initialize C as an m×m identity matrix
2. For i = 0, 1, . . . ,m− 1:
For j = i+ 1, . . . ,m− 1:
For k = 0, 1, . . . ,m′ − 1:
If Ωik = Ωjk: Cij + +
Cji = Cij
3. Cij = Cij/m
′ for i 6= j
The consensus matrix measures the similarity of node
pairs and facilitates the visualization of network struc-
ture, e.g. chromatin interaction information between dis-
tal genomic loci, as in Fig. 4. It can also be used as a
similarity measure or dissimilarity measure, e.g. δij−Cij ,
in (dis)similarity-based algorithms such as spectral clus-
tering and hierarchical clustering.
D. Effective tight-binding model
In the extreme case where the clusters are completely
separated from each other, the Hamiltonian H is strictly
in q diagonal blocks; each block governs the dynam-
ics within a cluster and has its own ground state wave
function φµ(i) = 〈i|φµ〉, which is positive for node i
belonging to the µ-th cluster and zero otherwise. We
have H|φµ〉 = ξµ|φµ〉 and 〈φµ|φν〉 = δµν for all µ, ν =
0, 1, . . . , q− 1. As we gradually turn on off-diagonal cou-
plings vµν = 〈φµ|H|φν〉 between clusters µ 6= ν, the wave
functions φµ are no longer eigenstates of H. The effec-
tive tight-binding model assumes that in the weak cou-
pling limit, we can project H onto the subspace spanned
by {φµ}q−1µ=0 and diagonalize the projected Hamiltonian
hµν = 〈φµ|H|φν〉 to approximate the first q lowest en-
ergy eigenstates.
The resolvent matrix gµν of hµν is defined through
g−1(z)µν = zδµν − hµν .
The resolvent matrix can be expanded if |vµν | < |z− ξν |,
for all µ, ν = 0, 1, . . . , q − 1, as
gµν(z) =
δµν
z − ξµ+
vµν
(z − ξµ)(z − ξν)+
∑
σ
vµσvσν
(z − ξµ)(z − ξσ)(z − ξν)+
∑
σ,ρ
vµσvσρvρν
(z − ξµ)(z − ξσ)(z − ξρ)(z − ξν)+O(v
4). (S3)
Note that the resolvent matrix is thus a weighted sum
over all possible tunneling paths between the q clusters.
E. Two-level toy model
Consider the case of two Gaussian clusters in R2 with
mean at (±`, 0)>, as shown in Fig. 3(a-c) and Fig. S2(a-
c). We expect two low energy states, i.e. the ground state
and the first excited state (Fig. S3(b)). Let φ0 and φ1
denote the cluster wave functions for the left and right
Gaussian clouds, respectively. Assuming that the two
clusters have the same ground state energy, the ground
state ψ0 and the first excited state ψ1 of the tight-binding
Hamiltonian are
|ψ0〉 = |φ0〉+ |φ1〉√
2
, |ψ1〉 = |φ0〉 − |φ1〉√
2
.
Setting the ground state energy E0 = 0, and defining
the first energy gap E ≡ E1 − E0, we have
|ψ˜(s)〉 = 1
s+ iH
|ψ(0)〉 ≈ c0|ψ0〉
s
+
c1|ψ1〉
s+ iE
, (S4)
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Figure S2. (a-c) Two-cloud distributions corresponding to
Fig. 3(a-c). (d-f) Cluster wave functions used to compute the
theoretical predictions in Fig. 3(d-f).
where cj = 〈ψj |ψ(0)〉. Thus,
|ψ(s)〉 =
(
c0
s +
c1
s+iE
)
|φ0〉+
(
c0
s − c1s+iE
)
|φ1〉√
2
,
from which we easily extract the phase in the left and
right clusters to be
Θ0 = arg
(
c0
s
+
c1
s+ iE
)
= arctan
Ec0
(c0 + c1)s
− arctan E
s
, and
Θ1 = arg
(
c0
s
− c1
s+ iE
)
= arctan
Ec0
(c0 − c1)s − arctan
E
s
.
If the initial state ψ(0) is a delta function located deep
in the (1) left or (2) right cluster, then (1) c0 = c1 or (2)
c0 = −c1, respectively. The phases of the left and right
clusters in case (1) are
Θ00 = arctan
E
2s
− arctan E
s
Θ01 =
pi
2
− arctan E
s
; (S5)
while in case (2), the phases are
Θ10 =
pi
2
− arctan E
s
Θ11 = arctan
E
2s
− arctan E
s
. (S6)
Notice that Θµν is a constant diagonal symmetric matrix
that preserves the left-right symmetry.
The two-cluster model can be mapped to the clas-
sic double-well instanton tunneling model which will be
briefly summarized below; detailed derivations can be
found in [30]. The model Hamiltonian is
H = −1
2
∂2x + λ(x
2 − `2)2,
where λ > 0. The potential V (x) = λ(x2 − `2)2 has two
minima at x = ±` for ` > 0 and one minimum at x = 0
for ` = 0. The barrier height is V (0) = λ`4 which grows
rapidly with the separation distance `. In the vicinity of
minima, V (±` + ε) = λ(±2ε` + ε2)2 = 4λ`2ε2 + O(ε3);
the local harmonic frequency is thus ω = 2`
√
2λ and
V (0) = ω4/64λ.
In the limit λ ↓ 0 while keeping ω constant, the barrier
is infinite, and the ground state is two-fold degenerate
with harmonic ground state energy E0 =
1
2ω and ex-
pected position 〈x〉 = ±`. For any finite barrier, however,
we should have 〈x〉 = 0, which is enforced by symmetry;
the symmetric solution cannot be obtained via perturba-
tion around either of the local minima.
Non-perturbative instanton solution splits the degen-
eracy:
E0 =
ω
2
(
1− 2
√
ω3
2piλ
e−ω
3/12λ
)
,
E1 =
ω
2
(
1 + 2
√
ω3
2piλ
e−ω
3/12λ
)
.
The transition amplitudes are
〈+`|e−iHt| − `〉 = i
√
ω
pi
e−iωt/2 sin(ωρinstt) and
〈−`|e−iHt| − `〉 =
√
ω
pi
e−iωt/2 cos(ωρinstt),
where the instanton density ρinst =
√
ω3
2piλe
−ω3/12λ. No-
tice that the energy gap is E = 2ωρinst; thus,
〈±`|e−iHt| − `〉 =
√
ω
pi
e−iωt/2
eiEt/2 ∓ e−iEt/2
2
=
√
ω
pi
e−iE0t ∓ e−iE1t
2
=
√
ω
pi
e−iE0t
1∓ e−iEt
2
. (S7)
If we reset the ground state energy to zero, the Laplace
transform of Eq. S7 yields the resolvent matrix elements
g00(is) =
1
2
√
ω
pi
(
1
s
+
1
s+ iE
)
and
g01(is) =
1
2
√
ω
pi
(
1
s
− 1
s+ iE
)
, (S8)
where 0 and 1 denote the states localized at x = −` and
x = +`, respectively. The phases are thus
Θ00(s) = arctan
E
2s
− arctan E
s
,
Θ01(s) =
pi
2
− arctan E
s
. (S9)
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Figure S3. (a) The phase distribution of the Laplace trans-
form of exact instanton solution (solid and dashed lines rep-
resent G00 and G01, respectively). Also plotted are the
phases calculated from our two simulated Gaussian clouds
N ((±`, 0)>, σ212×2), with ` = 0.25, σ = 0.1, and equal sam-
ple size m = 100 (× and +). (b) Plots of the ground state
ψ0 and the first excited state ψ1 wave functions derived from
the simulated data.
Note that the above phase distribution is exactly the
same as that from the low-energy two-cluster model
(Eq. S5) upon identifying the energy gaps.
The phase separation between the diagonal and off-
diagonal elements of the resolvent is pi/2−arctan E2s , and
this difference is thus controlled by the ratio s/E. In
other words, the Laplace transform parameter s controls
the separability between clusters in the QTC algorithm.
For s  E, s = E/2, or s  E, the phase differences
are 0, pi/4, or pi/2, respectively. Fig. S3(a) shows the
phases Θ00 and Θ01 for different values of s/E in the
range [10−2, 102], suggesting that s should be chosen to
be at least as large as the energy gap E.
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Figure S4. (a) Two Gaussian clusters were drawn from
N ((±`, 0)>, σ212×2) with σ = 0.1, sample size m = 100, and
` = 0.4 chosen to yield proximity r5% ≈ σ; the outlier was lo-
cated at (−`(1−αout) + `αout), 0)> between the two clusters.
(b) The quantum transport was initialized from a node in the
left cluster (marked with ?). The phases of the left and right
clusters, averaged over their respective nodes, and the phase
of the outlier are plotted against αout, with the left cluster
phases set to zero.
In practice, for an ambiguous point located between
two clusters, its phase interpolates smoothly between the
cluster phases. Figure S4(b) shows the phases of the out-
lier for QTC initialized from a point deep in the left clus-
ter. Moreover, Figure S5(b) shows the mean phases of the
left and right clusters for QTC initialized at an outlier lo-
cated at (−`(1−αout) + `αout), 0)>, and it demonstrates
that a wave function initialized from an ambiguous point
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Figure S5. (a) Two Gaussian clusters were drawn from
N ((±`, 0)>, σ212×2) with σ = 0.1, sample size m = 100, and
` = 0.4 chosen to yield proximity r5% ≈ σ; the outlier was lo-
cated at (−`(1−αout) + `αout), 0)> between the two clusters.
(b) The quantum transport was initialized from the outlier,
and the averaged phases of the left and right clusters are plot-
ted against αout.
loses contrast between the two clusters.
Similarly, for cases involving more than two clusters,
the full Θ-matrix for all nodes essentially amounts to the
effective tight-binding matrix arg(igµν(is)). Our expe-
rience shows that choosing s based on the average gap,
E = (Eq−1−E0)/(q−1), still provides a helpful guideline
and yields good multiclass clustering results.
II. DATA PREPARATION
A. Synthetic Data Sets
For a sufficiently small proximity measure rε in the
synthetic data in Fig. 1 (b-d & f-h), both QTC and spec-
tral clustering were able to produce the correct clustering
results. But, as rε increased, spectral clustering made
mistakes, while QTC remained robust. For sufficiently
large proximity values, both spectral clustering and QTC
failed to recognize the clusters. Thus, there was a finite
interval of ε for each data set in which QTC outper-
formed spectral clustering. For the data sets in Fig. 1 (b-
d & f-h), the intervals were approximately [3.1%, 3.9%],
[0.61%, 0.85%], and [0.39%, 0.46%], respectively.
B. Time Series Stock Price Data
The stock price data consisted of the “adjusted close”
prices of the AAPL and GOOGL stocks between Jan-
uary 3, 2005 and November 7, 2017, downloaded from
Yahoo Finance. We log transformed the data and sub-
tracted the two time series by the respective log-prices
on the first day (1-3-2005). We computed the pairwise
Euclidean distance in R2 and took 1%-quantile of the
distance distribution as the proximity length r1% = 0.05.
Next, we assembled the Gaussian similarity measure
Aij = exp[−(rij/r1%)2] and performed QTC and spec-
tral clustering; the number of clusters was chosen to be
five. Spectral clustering was able to produce the clus-
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tering obtained by QTC at 1%-quantile only for shorter
proximity lengths ε ∈ [0.2%, 0.5%]; for ε . 0.1%, the
clusters started to become disjoint subnetworks.
C. Genomic Data
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Figure S6. Pearson correlation coefficients between the tanh-
normalized HiC matrix and various similarity measures. For
(a) LGG and (b) GBM samples, respectively, correlations
were computed using the “unweighted” raw counts Nij of
SCNA labeled by genomic location pair (i, j), the weighted
adjacency (ALGG/GBM)ij = Nijwij with Gaussian weight
wij = exp(−(rij/rε)2), and the QTC consensus matrix
CLGG/GBM calculated assuming a different number of clus-
ters. Both weighted and unweighted similarity matrices were
tanh-normalized.
The TCGA somatic copy number alteration (SCNA)
data in low-grade glioma (LGG) and glioblastoma
(GBM) patient samples were downloaded from the GDC
Data Portal under the name “LGG/GBM somatic copy
number alterations.” To link these data to chromatin
contact information, we followed the analysis described
in [26]. We partitioned the genome into 1Mb bins and
defined N to be a null square matrix of dimension equal
to the total number of bins. For each amplified or deleted
genomic segment starting at the i-th bin and ending
at the j-th bin, we then incremented the (i, j)-th en-
try of N by 1. The main idea behind this analysis is
that genomic amplification and deletion events are me-
diated by the physical co-location of the segment junc-
tions. The raw count matrix N was thus to be compared
with the HiC chromatin contact matrix. In cancer sam-
ples, however, an entire arm of a chromosome or even
a whole chromosome can be duplicated or deleted, po-
tentially leading to fictitious long-range off-diagonal ele-
ments in N . Therefore, we weighted the counts Nij by
wij = exp[−(rij/rε)2] where rij is the genomic distance
between the bins and rε = 10Mb. Using this weighted
matrix as an adjacency matrix, we performed QTC with
s = 5(E1 − E0), assuming the number of clusters to
be q = 2, 3, 4, 5, and computed the respective consen-
sus matrices C(q). Finally, we took the arithmetic mean
〈C〉 = ∑5q=2 C(q)/4.
The HiC data in normal human astrocytes of the cere-
bellum (glial cells) were downloaded from ENCODE un-
der the name “ENCSR011GNI” [25]. We extracted the
3D interaction maps on chromosome 2 at 1Mb resolution.
The distribution of HiC contact matrix entries was highly
heavy-tailed. In order to compare CHiC with 〈Cij〉 ∈
[0, 1], we transformed CHiC using tanh(CHiC/C¯HiC) ∈
[0, 1), where C¯HiC was the mean of all CHiC entries. Next,
we computed the Pearson correlation coefficients between
the transformed CHiC and averaged 〈C(q)ij〉.
III. COMPARISON WITH OTHER METHODS
In this section, we first discuss spectral embedding
and then derive three additional (dis)similarity mea-
sures using quantum mechanics. These measures can
be combined with spectral clustering as well as other
(dis)similarity-based learning algorithms.
A. Spectral embedding
The state-of-the art spectral clustering can be decom-
posed into three major steps: (1) assemble an affinity
matrix A based on some similarity measure of sample
points, (2) compute the symmetric normalized graph
Laplacian H, and (3) map each sample point indexed
by i = 0, 1, . . . ,m− 1 to a Euclidean feature space using
the corresponding elements of eigenvectors of the graph
Laplacian; this mapping is called the spectral embedding.
The first two steps are essentially the same as those of
QTC; the key difference lies in the final usage of “spec-
tral properties” of the data set. A single iteration of
QTC succinctly represents the data on S1, which we have
shown is sufficient to separate distinct clusters.
By contrast, spectral embedding maps data samples
to Rq, where q is the number of putative clusters, or the
number of low energy states if all putative clusters are
clearly separable; then, the algorithm performs cluster-
ing, e.g. using k-means in the feature space Rq. The
feature vector vi associated with the i-th sample has el-
ements
(vi)n = ψn(i) = 〈i|ψn〉, n = 0, 1, . . . , q − 1,
where the ψn’s are the first q lowest-eigenvalue eigenvec-
tors of H. The L2 Euclidean distance between nodes
(i, j) is then
Dij =
√
‖vi − vj‖2
=
√√√√q−1∑
n=0
|ψn(i)− ψn(j)|2
=
√√√√q−1∑
n=0
(〈i| − 〈j|)|n〉〈n|(|i〉 − |j〉) . (S10)
Note that if we actually used all eigenvectors of H, then
Dij =
√
2(1− δij), i.e. each point is equally far away
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from any other node. Thus, the useful clustering in-
formation originates from the projection to low energy
states,
Dij =
√
(〈i| − 〈j|)Pn<q(|i〉 − |j〉) (S11)
≡√χii + χjj − χij − χji, (S12)
where χij = 〈i|Pn<q|j〉 ≡
∑
n<q ψn(i)ψ
∗
n(j).
In real data, the number of nodes as well as the dis-
tribution of node density could vary from one cluster to
another. If a network is embedded in Rd, then high den-
sity regions contain hub nodes, provided the adjacency
Aij is measured with a non-negative function that de-
creases with increasing distance rij , e.g. Gaussian func-
tion Aij = exp(−r2ij/r2ε). For networks not embedded
in Rd, the “density” distribution should be interpreted
as the degree distribution. We next illustrate how the
spectral embedding distance Dij responds to outliers in
the presence of density variations using the simple two-
cluster model.
Using the same notation as in the main text,
the ground state and first excited state, shown in
Fig. S7(a,b), are ψ0 = αφ0 + βφ1 and ψ1 = βφ0 − αφ1,
where α, β > 0, and α2 + β2 = 1. If we assume φ0
and φ1 are orthonormal, i.e. 〈φµ|φν〉 = δµν for µ, ν = 0,
and 1, then 〈ψn|ψn′〉 = δnn′ for n, n′ = 0, and 1. To
simplify calculations, we further assume that φ0 and φ1
have identical shapes with the maximum value h located
at node i and j, respectively; i.e. φ0(i) = h = φ1(j).
Then, ψ0(i) = αh = −ψ1(j) and ψ1(i) = βh = ψ0(j).
Let γ ∈ (0, 1] such that φ0(k) = γφ0(i) = γh. Then,
ψ0(k) = γαh, and ψ1(k) = γβh (Fig. S7(a,b)). Recall
that ψ0(i) =
√
deg(i) for a normalized symmetric Lapla-
cian; hence, the differences in ψ0 across nodes can be
viewed as capturing the density variations in a network.
Simple calculations show that
χii = χjj = h
2
(
α2 + β2
)
= h2
χij = χji = h
2 (αβ − βα) = 0
χkk = (γh)
2 (
α2 + β2
)
= γ2h2
χik = χki = γh
2
(
α2 + β2
)
= γh2
and
χjk = χkj = γh
2 (αβ − βα) = 0.
Hence, we find
Dij =
√
2h (S13)
Dik = (1− γ)h (S14)
Djk =
√
1 + γ2 h (S15)
with
Dij ≥ Djk > Dik for γ ∈ (0, 1].
In the limit k becomes an outlier of the left cluster φ1,
γ ↓ 0 and Dik ≈ Djk. Furthermore, although the in-
equalities Dij > Dik and Djk > Dik facilitate the task of
grouping similar points, the inequality Djk ≤ Dij could
potentially undermine the clustering accuracy. Notice
that node k can be either close or far from the right clus-
ter (Fig. S7(a,b), respectively), but yield the same Djk,
as long as φµ(k) = γφµ(i). In other words, an outlier
from the left cluster could be closer to the right cluster
in spectral distance, even when the outlier has a negligi-
ble connection to the right cluster (Fig. S7(b)). By sharp
contrast, in QTC, the phase at a node lying between two
clusters interpolates monotonically between the phases
of the two clusters (Fig. S5).
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Figure S7. (a,b) Schematic illustrations of the ground state
and the first excited state involving two clusters; i, j, and k
are node indices. Node k is an outlier (a) lying between the
two clusters or (b) far from both clusters. (c,d) The normal-
ized ground state and first excited state eigenfunctions using
Approach 1. (e,f) The modified ground state and first excited
state eigenfunctions using Approach 2.
This undesirable behavior of spectral clustering may be
avoided by renormalizing the eigenvectors. Two common
approaches are (Fig. S7(c,d) and (e,f), respectively):
Approach 1
1. Compute N(i) ≡ (∑q−1n=0 |ψn(i)|2) 12 .
2. Divide each ψn(i) by N(i), i.e. ψn → ψn/N .
Approach 2
1. Divide each ψn(i) by ψ0(i), i.e. ψn → ψn/ψ0.
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Similar to the phase plateaus in QTC, ψn/N and ψn/ψ0
are essentially flat within a cluster (Fig. S7(c,d) and (e,f),
respectively).
In the first approach (Fig. S7(c,d)), the spectral em-
bedding distances become
D(1)ij =
√
(α− β)2 + (α+ β)2 =
√
2 (S16)
D(1)ik = 0 (S17)
D(1)jk =
√
(α− β)2 + (α+ β)2 =
√
2. (S18)
In the second approach (Fig. S7(e,f)), the spectral em-
bedding distances become
D(2)ij =
√
(β/α+ α/β)2 = 1/αβ (S19)
D(2)ik = 0 (S20)
D(2)jk =
√
(β/α+ α/β)2 = 1/αβ. (S21)
In both cases, we have D(1,2)jk = D(1,2)ij ; thus, the outlier
node k is much more likely to be clustered with the left
cluster. (Scikit-Learn, a very popular machine learning
software package in Python, implements the second ap-
proach incorrectly as ψn → ψn×ψ0 and sometimes yields
counter-intuitive clustering results. In this paper, we use
our own implementation of Approach 1.)
Finally, we note that spectral embedding has an intrin-
sic weakness stemming from ignoring potentially useful
information from high-energy states. More precisely, re-
call that spectral embedding assumes that the most rel-
evant information for clustering is encoded in the first q
low-energy eigenstates of H. However, this assumption
could be invalid in some cases, e.g. our synthetic data
sets in Fig. 1, and time series data in Fig. 2, where the
information needed to separate some small clusters are
stored in higher energy modes. In such a case, spectral
clustering may not have the required information to sepa-
rate the small clusters, but instead chop the large clusters
into fragments at their weak edges in low density regions.
By contrast, QTC does not require a manual cut-off in
the spectrum and incorporates all eigenstates by natu-
rally weighing the contribution from each eigenfunction
ψn by |s+iEn|−1. This difference may explain why QTC
is more robust than spectral embedding when there exists
a hierarchy of cluster sizes.
B. Time-averaged transition amplitude
The time-dependent transition amplitude Gij(t) from
node j to i is complex-valued and oscillatory in time, i.e.
Gij(t) = 〈i|e−iHt|j〉
=
∑
m,n
〈i|ψm〉〈ψm|e−iHt|ψn〉〈ψn|j〉
=
∑
n
ψn(i)ψ
∗
n(j)e
−iEnt.
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Figure S8. Synthetic data distributions plotted in Fig. 1.
Spectral clustering was performed using as a similarity mea-
sure (a-d) the time-averaged squared transition amplitude,
(e-h) the consensus matrices C produced by QTC, and (i-k)
the similarity S of Laplace-transformed wave functions.
To obtain a real-valued matrix, we take the squared am-
plitude,
|Gij(t)|2 = Gji(−t)Gij(t)
=
∑
m,n
ψm(j)ψ
∗
m(i)ψn(i)ψ
∗
n(j)e
i(Em−En)t
=
∑
m,n
ρmn(i)ρnm(j)e
i(Em−En)t
where ρmn(i) = 〈ψm|i〉〈i|ψn〉. The oscillation in time can
be averaged as
Pij = lim
T↑∞
1
T
∫ T
0
dt |Gij(t)|2
=
∑
m,n
ρmn(i)ρnm(j)
[
lim
T↑∞
1
T
∫ T
0
dt ei(Em−En)t
]
=
∑
m,n
δEm,Enρmn(i)ρnm(j).
If there is no degeneracy in the spectrum of H, then the
time-averaged squared transition amplitude simplifies to
Pij =
∑
n
ρnn(i)ρnn(j) =
∑
n
|ψn(i)|2|ψn(j)|2,
which is a symmetric, non-negative matrix that can be
used as a similarity measure.
The performance of Pij as a spectral clustering affinity
matrix was tested in four synthetic data sets (Fig. S8(a-
d)) as well as the stock price time series data (Fig. S9(b)).
The performance was similar to spectral clustering using
Gaussian affinity.
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Figure S9. Time series data of the log-prices of AAPL and
GOOGL stocks from January 1, 2005 to November 7, 2017.
Spectral clustering was performed using as a similarity mea-
sure (a) the QTC consensus matrix C, (b) the time-averaged
squared transition amplitude P , and (c) the similarity S of
Laplace-transformed wave functions.
C. Density information of Laplace-transformed
wave functions
As in QTC, given a time-independent Hamiltonian, we
take the Laplace transform of two wave functions evolved
from the states initialized at nodes i and j. Then, we take
their inner product
〈ψ˜i(s)|ψ˜j(s)〉 = 〈i|(s− iH)−1(s+ iH)−1|j〉
=
∑
n
ψn(i)ψ
∗
n(j)
s2 + E2n
.
Next, we define a similarity measure using the inner prod-
uct
Sij =

∣∣∣〈ψ˜i(s)|ψ˜j(s)〉∣∣∣2∣∣∣〈ψ˜i(s)|ψ˜i(s)〉∣∣∣ ∣∣∣〈ψ˜j(s)|ψ˜j(s)〉∣∣∣

1
2
, (S22)
which is symmetric and non-negative. The performance
of Sij as a spectral clustering affinity matrix was also
tested on four synthetic data sets (Fig. S8(i-l)) and the
stock price time series data (Fig. S9(c)). The perfor-
mance was similar to that of spectral clustering using
Gaussian affinity (Fig. S8(i,j,l) and Fig. S9(c)), but gave
sup-optimal clustering results on the annulus data set
(Fig. S8(k)).
D. Jensen-Shannon divergence of density operators
The time evolution of the density operator ρ(j) =
|j〉〈j| describing a pure state localized at node j at time
t = 0 is
ρ(j; t) = e−iHt|j〉〈j|eiHt
=
∑
m,n
e−iHt|ψm〉 {〈ψm|j〉〈j|ψn〉} 〈ψn|eiHt
=
∑
m,n
e−i(Em−En)tρmn(j)|ψm〉〈ψn| ,
where ρmn(i) = 〈ψm|i〉〈i|ψn〉. If we again take the time
average, then
ρ¯(j) = lim
T↑∞
∫ T
0
dt ρ(j; t)
=
∑
m,n
δEm,Enρmn(j)|m〉〈n|;
and, in the absence of energy degeneracy, the time-
averaged density operator initiated at node j simplifies
to
ρ¯(j) =
∑
n
ρnn(j)|ψn〉〈ψn| =
∑
n
|ψn(j)|2|ψn〉〈ψn|.
For two time-averaged density operators corresponding
to pure states initialized at node i and j, respectively,
we may measure the information-theoretic divergence be-
tween ρ¯(i) and ρ¯(j) using the Jensen-Shannon divergence
(JSD),
DJS[ρ¯(i), ρ¯(j)] = S
[
ρ¯(i) + ρ¯(j)
2
]
− 1
2
S[ρ¯(i)]− 1
2
S[ρ¯(j)]
where S[ρ] = −Tr(ρ log ρ) is the von Neumann entropy
of ρ.
Using the eigenfunctions of H,
DJS[ρ¯(i), ρ¯(j)] =
∑
n
{
−|ψn(i)|
2 + |ψn(j)|2
2
log
|ψn(i)|2 + |ψn(j)|2
2
+
1
2
|ψn(i)|2 log |ψn(i)|2 + 1
2
|ψn(j)|2 log |ψn(j)|2
}
which is a non-linear function of |ψn|2. The time-
complexity for tabulating all elements in pairwise JSD
matrix scales as O(m3), where m is the total number of
nodes, and the computation is very slow compared with
the proposed QTC method. Using small synthetic data
sets, we nevertheless implemented the JSD method and
passed the JSD matrix to hierarchical clustering as a dis-
similarity measure. The JSD measure did not show a
significant performance improvement compared with the
simple Euclidean distance.
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