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Abstract. The theory of continuous phase transitions predicts the universal
collective properties of a physical system near a critical point, which for instance
manifest in characteristic power-law behaviours of physical observables. The well-
established concept at or near equilibrium, universality, can also characterize the
physics of systems out of equilibrium. The most fundamental instance of a genuine
non-equilibrium phase transition is the directed percolation universality class, where a
system switches from an absorbing inactive to a fluctuating active phase. Despite being
known for several decades it has been challenging to find experimental systems that
manifest this transition. Here we show theoretically that signatures of the directed
percolation universality class can be observed in an atomic system with long range
interactions. Moreover, we demonstrate that even mesoscopic ensembles — which
are currently studied experimentally — are sufficient to observe traces of this non-
equilibrium phase transition in one, two and three dimensions.
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1. Introduction
In strongly interacting systems, long range correlations can lead to the emergence of
collective behaviours which can be distinctively different from the single-body physics
governing the constituents. A remarkable example can be found within the theory
of continuous phase transitions [1, 2, 3], which indeed predicts characteristic singular
behaviours of macroscopic observables, in contrast to the usually smooth microscopic
description. At a so-called critical point, the correlation length of the system diverges
and the overall behaviour is fundamentally determined by certain properties — such
as dimensionality, range of interactions and symmetries — that do not depend on
the specific scale. All systems sharing these few coarse-grained features display the
same qualitative macroscopic physics [4] and form a universality class, which is in turn
characterized by the corresponding critical exponents and ratios [1, 2, 3, 5].
Phase transitions have been extensively studied in equilibrium — both in the
classical regime [6, 2, 3, 7] and in the quantum one [8, 9] — within the general framework
of statistical mechanics, based on the properties of a few macroscopic thermodynamic
potentials. Out of equilibrium, the lack of an equivalent unified picture has prevented
reaching a similar degree of insight. Despite this, critical phenomena are known to occur
out of equilibrium as well, e.g., in the statistics of the work [10, 11, 12], the temporal
evolution [13, 14, 15, 16] and the spectral properties [17] of quenched quantum systems.
In particular, phase transitions can take place in the properties of the steady state;
this typically leads to an enrichment of the stationary phase diagram which depends
upon the coarse-grained aspects of the dynamics, such as symmetries and conservation
laws (see, e.g., [18, 19]). Equilibrium conditions, for example, are specifically related
to the microreversibility symmetry [20, 21, 22, 23]. Systems in which the latter is
not recovered at large length and time scales undergo genuine non-equilibrium phase
transitions [24, 25, 26].
One of the most fundamental and well-studied universality classes of this kind is
directed percolation (DP). A DP-like transition is defined as a continuous transition
between a unique absorbing state and a fluctuating one observed for a positive, one-
component order parameter. An intuitive description can be provided in terms of the
“contact process”, i.e., a classical stochastic process on a chain of Ising spins in which an
up spin (or excitation) can always flip down (self-destruction), whereas a down spin can
only flip up if another up spin is present in its neighbourhood (offspring production),
see Fig. 2. Due to the fact that the latter of these processes require a nearby up
spin to take place, the “all-down” state constitutes not only a stationary state of the
dynamics, but an absorbing one as well (i.e. once the system is in this state it cannot
abandon it), being completely free of stochastic fluctuations. When the rate at which
self-destruction occurs is much larger than the rate of offspring production, the system
invariably ends up in the absorbing state, no matter what the initial conditions were. At
a critical ratio between the rates, the system switches continuously from the “all-down”
steady state to a fluctuating active one with a finite density of excitations. Despite its
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simplicity and robustness [25], it has been very difficult to identify clear signs of DP
universality in physical systems [27]. Only recently an experiment focussing on two
distinct topological phases of nematic liquid crystals provided the first clean realization
of DP in a two-dimensional physical system [28, 29].
In this work we show that strongly interacting ensembles of highly excited (so-called
Rydberg) atoms [30, 31, 32] feature a dynamics which — in a certain limit — is governed
by the elementary rules of a DP process [25]. Beyond revealing insights into the out-
of-equilibrium behaviour of this currently much studied system, our work highlights an
alternative approach for the experimental exploration of DP universal features not only
in two but in one and three dimensions as well. Remarkably, our results show that even
for relatively small (mesoscopic) system sizes which compare to those currently studied
in experiment [33, 34, 35, 36], clear signatures of DP are observable.
This paper is structured as follows. In Section 2 we briefly introduce the open
quantum many-body system under consideration and focus on a parameter regime where
its dynamics can be described via a classical rate equation. Section 3 shows how the
parameters of the system can be tuned appropriately so that this dynamics is very close
to that of a DP process, which is then further tested at the mean-field level in Section 4.
Numerical simulations of mesoscopic systems in one and two dimensions indicate that
indeed strong signatures of the DP universality class can be observed in this long range
interacting system (Section 5). Our concluding remarks can be found in Section 6.
2. The setup
The specific setup we consider (figure 1) is an ensemble of N atoms trapped in a lattice
with spacing a. Note that while we focus here on the one- and two-dimensional cases, the
arguments below can be analogously applied to three dimensions as well. We describe
the internal level structure of the atoms with two relevant levels: the ground state |↓〉
and a highly excited (Rydberg) state |↑〉 [31, 32], coupled by a laser with Rabi frequency
Ω and detuning ∆. When two atoms (at positions rk and rm) are in the Rydberg state
they experience a long range interaction of strength Vkm which is parameterized as
Vkm = Cα/ |rk − rm|α. We will focus here on Rydberg s-states that interact via van der
Waals (vdW) forces (α = 6). The corresponding Hamiltonian of this system, expressed
in a rotating frame and after discarding fast-oscillating terms (i.e. in the Rotating Wave
Approximation) yields
H = Ω
∑
k
σxk +∆
∑
k
nk +
1
2
∑
k 6=m
Vkmnknm, (1)
where nk = 1− pk = |↑k〉〈↑k|, σkx = σ+k + σ−k and σ−k =
(
σ+k
)†
= |↓k〉〈↑k|. Moreover, we
consider that the system is subject to two sources of Markovian noise (or dissipation),
one that leads to spontaneous radiative decay from the Rydberg state to the ground
state at a rate Γ and the other causing dephasing of atomic superposition states at a
rate γ (due to uncorrelated noise) [37, 38]. These two dissipation processes are described
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Figure 1. Setup. Two-level description of Rydberg atoms driven coherently by a
laser field with Rabi frequency Ω and detuning ∆. We also consider dephasing (at rate
γ) of coherent superpositions between |↑〉 and |↓〉 and decay from |↑〉 to |↓〉 with rate
Γ. Two atoms interact only when simultaneously excited to the Rydberg state |↑〉.
The laser detuning ∆ is chosen such that it exactly cancels out the nearest neighbour
interaction V (∆ = −V ). In the limit of strong dephasing the dynamics of this system
can be described in terms of a classical stochastic process in which each spin flips with
a rate Γk that depends on the state of all atoms but the k-th one.
via the Lindblad superoperators
LΓρ = Γ
∑
k
(
σ−k ρσ
+
k −
1
2
{nk, ρ}
)
(2)
and
Lγρ = γ
∑
k
(
nkρnk − 1
2
{nk, ρ}
)
, (3)
respectively.
In the limit of strong dephasing, i.e. γ ≫ Γ,Ω, a perturbative treatment of
the full dissipative quantum dynamics allows for the description of the dynamics
of this system by means of a classical rate equation for the probability vector v
whose components are the statistical weights of the classical spin configurations (e.g.,
|. . . ↑↑↓ . . .〉). The derivation of said equation is discussed in a more general framework
in Refs. [37, 38, 39, 40], to which we refer the interested reader. Here we report the one
corresponding to the setup outlined above:
v˙ =
∑
k
Γk
[
σ+k − pk
]
v +
∑
k
(Γ + Γk)
[
σ−k − nk
]
v. (4)
This depicts a classical stochastic process in which the k-th spin flips up with rate Γk
and down with rate Γ + Γk (see figure 1). Here, the rate
Γk =
Ω2γ(
γ
2
)2
+
(
∆+
∑
q 6=k Vkqnq
)2 , (5)
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which depends on the state of all spins but the k-th one, is analogous to those that
appear in dynamically-facilitated models of glasses [41, 42]. In Appendix A we compare
the full quantum dissipative dynamics and the one described by (4) for small systems,
thus providing further evidence of the validity of this approach in the current case.
3. Emergent DP process
It has been conjectured that the defining conditions for the emergence of DP universality
are: (i) a local dynamics with a unique absorbing state, (ii) a continuous phase
transition with a positive, one-component order parameter and (iii) absence of additional
symmetries [43, 25]. In a spin chain, the simplest setup that meets these conditions
consists of two fundamental processes: flipping down spins (self-destruction) and flipping
them up provided there is an up spin in the neighbourhood (offspring production) (see
two topmost rows in figure 2). On the other hand, processes that can create isolated
excitations (self-activation) destroy the absorbing property of the “all-down” state.
Hence, they constitute a relevant perturbation away from the DP critical behaviour
(fourth row in figure 2). The presence of other processes, such as the flipping down of
a spin provided there is another up spin in the neighbourhood (coagulation, third row
in figure 2) do not modify the critical properties of the system.
Let us now study the dynamical processes in our physical system and the
corresponding underlying rates in more detail. While the self-destruction of excitations
is simply provided by the radiative decay (rate Γ), the facilitated excitation and de-
excitation of the k-th spin (offspring production and coagulation) occur at rates Γk and
Γ + Γk, respectively (see equation (5)). These processes can be favoured by tuning
the laser parameters adequately. In particular, given an existent excitation, fixing the
detuning such that it cancels exactly the nearest neighbour interaction V = C6/a
6, i.e.
∆ = −V , effectively brings on resonance the excitation and de-excitation of the atoms
sitting next to it [44, 45], i.e., it maximizes the value of Γk.
Clearly, due to the long-distance tails of the potential Vkm, the presence of an
excitation not only affects its neighbours, but slightly modifies the rates of spins lying
far from it as well. As we argue in Appendix B, these changes are akin to introducing
the possibility of Le´vy flights in the offspring production. However, the van der Waals
potential decays fast enough for the resulting corrections not to affect the critical
properties of the DP dynamics [46, 47]. We also refer to Appendix B for the derivation
of the main dynamical processes of the Rydberg system. Here we report them in
figure 2 along with the corresponding rates, re-expressed for simplicity in terms of
the dimensionless parameters λ = 4Ω2/γΓ and ν = 2 |∆| /γ and measured in units
of the decay rate Γ. Focussing on the fourth row, we note that the parameter ν can be
increased (limit of large detuning |∆| = V ≫ γ) to reduce the impact of self-activation
on the system. By comparing the first two rows, instead, we note that within the same
regime λ measures the relative strength of the offspring production and self-destruction
processes and hence drives the DP phase transition. However, here the presence of
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Figure 2. Rates of the main dynamical processes. Rates (in units of Γ) of
the processes occurring in the Rydberg lattice (see main text). The self-destruction
and offspring production (first and second row, shaded in green) of an excitation
are fundamental processes of DP, while the creation of an isolated excitation or self-
activation (fourth row, shaded in red) is a relevant perturbation away from the DP
critical region. The remaining process (coagulation, third row) does not modify the
critical properties.
long range interactions imposes an additional constraint on the actual emergence of DP
universality, as it affects the growth of clusters of excitations. For illustration purposes,
let us consider only the presence of next-to-nearest neighbour interaction of strength
ηV with η < 1: While the offspring production rate (i.e. ↓↑↓↓↓→↓↑↑↓↓) is given by
λ, processes of the type ↑↑↓↓↓→↑↑↑↓↓ occur at a rate λ/ [1 + η2ν2]. This can be seen
calculating the corresponding energy difference ∆ +
∑
q 6=k Vkqnq = ∆ + V + ηV = ηV
appearing at the denominator of (5) for such a process. The latter rate, always smaller
than λ, becomes extremely small in the limit of large ν, eventually hindering the growth
of clusters. To prevent this one needs to impose the constraint γ & η |∆| (ην . 1).
In 1D and for a vdW potential we have η = 1/26 = 1/64 which allows one to make ν
reasonably large. In contrast, in higher dimensions we find the more restrictive η = 1/8,
as next-to-nearest neighbours lie at a distance
√
2a from one another. This restriction
can be softened, as we discuss in Appendix C, by modulating the interaction between
the atoms via external microwave fields.
4. Mean-field analysis
As a simple consistency check, our first step towards understanding the critical
properties of this non-equilibrium system is a mean-field analysis. The time evolution
of the average local density of excitations 〈nk〉, after factorizing all spatial correlations
〈nknp〉 = 〈nk〉 〈np〉 (k 6= p), is governed by the equation ∂t 〈nk〉 = −Γ 〈nk〉 +
〈1− 2nk〉 〈Γk〉. Employing the representation (B.1) and assuming the density to be
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uniform, i.e., 〈nk〉 = n ∀k, one finds the mean-field equation
∂τn = − n+ λ(1− 2n)
{
zn(1 − n)z−1 (6)
+
z∑
j=0,2
1
1 + ν2 |j − 1|2
(
z
z − j
)
nj(1− n)z−j
}
,
where for convenience we have defined τ = Γt, and z is the coordination number (i.e.,
number of nearest neighbours) of the lattice. Here, one can recognize in the first two
terms spontaneous decay (self-destruction) and processes occurring where there is a
single excitation around (offspring production and coagulation) (three first rows in figure
2). The j = 0 term, [λ/ (1 + ν2)] (1− 2n)(1−n)z , represents the self-activation process,
which is the one driving the system away from criticality. This can be understood by
noticing that it is the only surviving term when n = 0, hence allowing the system to
leave the “all-down” state.
The stationary mean-field solution as a function of λ and ν is shown in figure 3(a)
for a 1D chain (z = 2). For finite ν we observe a smooth crossover from a low-density
region to a high-density one. As we increase ν ≫ 1, λ [see figure 3(b)], criticality
emerges and one observes a sharp transition at λc = 1/2. In this regime, the last
terms of (6) affect the evolution only on long timescales — dictated for a single spin
by ν2/(λΓ) = ∆2/(Ω2γ). The dynamics at times shorter than those is thus effectively
captured by
∂τn = −n + λzn(1− 2n)(1− n)z−1, (7)
which is similar to the mean-field equations of other known DP processes [25]. In fact,
it features a DP-like phase transition: while for λz < 1 the only stationary state is the
absorbing one with density nss = 0, for λz > 1 the latter becomes unstable and a new,
stable one with a non-vanishing density appears, identifying λc = 1/z as a critical point.
The mean-field critical exponents can also be extracted: the approach to
stationarity can be studied at the critical point by introducing a small perturbation
from the all-down state and linearising (7), which yields ∂τn = −(z+1)n2 and therefore
agrees with the prediction for DP n ∼ t−δ with δ(MF) = 1. Focusing on the properties
of the steady state as a function of λ in the proximity of the critical point (λz = 1 + ǫ)
one finds, at leading order, nss ≈ ǫ/(z + 1), which is again compatible with the DP
prediction nss ∼ ǫβ with β(MF) = 1 [25].
5. Numerical results
We have performed Monte Carlo dynamic simulations of small 1D and 2D systems with
open boundary conditions for (4) (see figure 4). While (4) can be simulated for very
large lattices, we focus here in system sizes and boundary conditions relevant to current
Rydberg experiments. We have used ν = 128 and the initial state is a random classical
spin configuration with fixed global density 〈n(0)〉 =∑k 〈nk(0)〉 /N = 0.4.
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Figure 3. Mean-field phase diagram. (a) Mean-field stationary state density
nss as a function of λ and ν (see main text) with z = 2. The insets display typical
realizations of the time evolution of a one-dimensional chain of spins for three different
values of λ. Black dots stand for |↑〉, whereas white ones for |↓〉. (b) Corresponding
profile of nss as a function of λ at fixed ν = 100.
We first focus on the 1D case, where we have accounted for both vdW (η = 1/64)
and nearest neighbour (NN) interactions (η = 0) in a system of N = 50 atoms.
Signatures of the transition are most effectively highlighted in the dynamics. By
increasing λ (e.g., by acting on the Rabi frequency Ω), one encounters a qualitative
change of the curves from an exponential decay towards 0 (lower curves) to an
exponential relaxation to a finite value (upper curves) with a characteristic bending
down and up, respectively [see figures 4(a) and (d)]. The intermediate, critical regime
(λ = λc) displays instead an algebraic decay in reasonable agreement with the DP one
[25] (t−δ with δ(1D) = 0.159 is shown for comparison). We then analyze the behaviour of
the stationary density in figures 4(b) and (e). This yields again an algebraic law close
to λc which resembles the DP one [the expected value β
(1D) = 0.276 is again shown for
comparison in panels (c) and (f)]. As a further check, we have assumed scaling with
the DP critical exponents [25] and plotted tδ
(1D) 〈n(t)〉 as a function of t|λ−λc|β(1D)/δ(1D)
for different values of λ close to the critical point as an inset in panels (a) and (d).
This shows that the curves tend to collapse, as expected in the presence of a continuous
phase transition. This collapse is not present at short times, since we have not accounted
for initial slip effects, and at long times t ≫ ∆2/(Ω2γ), where the relevant processes
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Figure 4. Numerical simulations. (a) Time evolution of the density of excitations
for a 1D system with 50 spins with NN interactions and ν = 128. Each of the
five lines correspond to a different value of λ. Both the upper and the lower ones
show exponential relaxation towards the respective stationary values. The central one,
highlighted in red, features instead an approximate algebraic decay with a slope close
to the one expected for DP (dashed line, shown for comparison). The inset shows
the collapse of these curves after assuming validity of DP scaling (see main text). (b)
Profile of the stationary density (at t = 1.5 ·104γ−1) as a function of λ for NN, showing
a crossover from a low-density to a high-density phase. (c) Using the data in (a) to
estimate the position of the critical point λc we highlight an algebraic behaviour which
recalls the DP one (dotted line, shown for comparison). (d-e-f) Analogous plots for a
1D system of 50 spins with vdW interactions. The dynamical profiles of the excitation
density still collapse onto two distinct master curves, although the disrupting effects of
self-activation are effectively amplified due to the difficulty of growing large clusters,
as discussed in the main text. (g-h-i) Analogous plots for a 2D system of 20×20 spins
with NN interactions.
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perturbing DP become non-negligible. As discussed earlier, the main difference between
the dynamics resulting from the two interactions (NN and vdW) is the rate of growth
from a two- to a three-excitation cluster (↑↑↓↓↓→↑↑↑↓↓) which, with our choice of
ν = 128, is 5 times smaller in the vdW case. Correspondingly, we expect a shift in the
critical point by approximately the same factor, as can be indeed observed by comparing
figures 4(b) and 4(e). Note that the profiles of these curves are analogously stretched
by the same factor, making the nearest-neighbour crossover look sharper than the vdW
one. We have verified, however, that the two curves plotted as functions of the rescaled
parameter (λ−λc)/λc look reasonably similar. Moreover, as the value of λc is increased
in the vdW case, the time at which the self-activation mechanism becomes relevant
(proportional to ν2/(λΓ)) is shorter. Despite this, one can still observe a collapse of the
curves in the intermediate regime as discussed above.
The dynamics in 2D with vdW interactions is actually more complicated: at the
rather small sizes accessible in experiments and numerically investigated here, one
observes the emergence of a spurious one-dimensional, rather than two-dimensional
critical behaviour. This can be intuitively understood by analyzing once again the
growth from a two- to a three-excitation cluster: The two neighbouring excitations
identify a direction (say, along a row or a column of the square lattice). Further
growth along this direction occurs at a rate λ/ [1 + (ν/64)2]. In contrast, the rate
for growing in the orthogonal direction is λ/ [1 + (ν/8)2], since in this case the next-to-
nearest excitation lies at distance
√
2a from the first excitation (i.e., along the diagonal
of a square cell). Hence, it is much more likely to grow linear structures than it is to
percolate in both directions. At the same time, this anisotropy is not a geometrical
property of the system, but it is stochastically determined for a cluster by the first
excitation it forms. In small systems, clusters growing vertically and horizontally hinder
the respective growths, effectively reducing the available amount of space and thus, in a
sense, amplifying finite-size effects. In order to recover proper 2D directed percolation
behaviour in this setting one would have to increase the system size beyond the current
experimental possibilities. We remark that, although lowering the detuning reduces
the effective anisotropy, it also increases the self-activation rate and is therefore not a
valid strategy. A seemingly more viable approach is to shape the atomic interaction
potential. In Appendix C we discuss a way to modulate the potential and induce a
faster decay of the tail at large distances. This allows to employ the nearest-neighbour
case as an approximate description in higher dimensions. The 2D data shown in figures
4(g), (h) and (i) are therefore obtained for a system of N = 20× 20 atoms considering
NN interactions only. They show that the exponents δ(2D) = 0.451 and β(2D) = 0.584
fit again fairly well the data from the numerical simulations. Accordingly, the collapse
also displays the emergence of two distinct master curves.
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6. Conclusions
We have shown that interacting gases of Rydberg atoms feature a microscopic dynamics
that leads to an emergent out-of-equilibrium behaviour displaying specific features
characteristic of DP. Surprisingly this is the case already for rather small mesoscopic
system sizes which are currently studied experimentally. This renders these cold
atomic systems into a viable candidate for the experimental observation of the simple
— yet intriguingly hard to observe — DP non-equilibrium universality class. Such
experimental studies could furthermore become a platform for a systematic exploration
of the role of quantum effects on the dynamics (a very challenging task from the
theoretical point of view), and shed light on the role of the assumed ordered configuration
(lattice) by considering continuous gases.
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Appendix A. Effectively classical dynamics
Here, we provide evidence of the validity of the effectively classical equation of motion (4)
in the specific parameter regime considered in this work. A numerically exact solution
of the full quantum Master equation underlying this problem is only possible for small
systems sizes. Here we use N = 9 atoms in a 1D chain with NN interactions. Initially
there is a single excitation in the center of the lattice and the corresponding dissipative
quantum dynamics is simulated with Quantum Jump Monte Carlo. A comparison to
the dynamics obtained from (4) is displayed in figure A1(a) for ∆ = −V = −10γ,
Ω/γ = 0.1 and Γ/γ = 1/100, 1/200 and 1/300. Indeed an excellent agreement between
the full quantum and the approximate classical dynamics is found [38].
Appendix B. Adjusting the rates of dynamical processes in the Rydberg
lattice
We introduce the projectors P(j)k (j = 1 . . . z, with z being the coordination number of
the lattice) on the subspaces where exactly j nearest neighbours of the k-th atom are
excited. As these projectors commute with Γk, we can decompose Γk = Γk
∑
j P(j)k =
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Figure A1. Potential shaping and effectively classical dynamics. (a) Time
evolution of the density of excitations starting from a single excitation in the center
of a 1D chain. We compare the results obtained from the simulation of the full
quantum Master equation via Quantum Jump Monte Carlo (2× 103 trajectories) and
the effective classical equation (4) via Monte Carlo (104 trajectories) for N = 9 atoms.
The parameters used in the simulations shown are ∆ = −V = −10γ, Ω/γ = 0.1
and Γ/γ = 1/100, 1/200 and 1/300, i.e. λ = 4, 8 and 12. (b) Potential shaping via
microwave dressing of the state 52s state with state 57p (rubidium). The dashed lines
show the interactions between the bare states while the solid ones show the dressed
potential.
∑
j Γ
(j)
k with Γ
(j)
k = P(j)k ΓkP(j)k , which yields
Γ
(j)
k = P(j)k
Ω2γ(
γ
2
)2
+
[
∆(1− j) +∑q 6=k,{k¯} Vkqnq
]2P(j)k , (B.1)
where
{
k¯
}
denotes all sites included in the neighbourhood of site k. Consequently,
q 6= k,{k¯} restricts the sum on atoms lying further than nearest neighbours from site k.
Since the interaction is quickly decaying with the distance we have
∑
q 6=k,{k¯} Vqk ≪ γ
which allows us to approximate Γ
(1)
k ≈ (4Ω2/γ)P(1)k . This represents the rate at which a
spin flips up if it has a single excited neighbour (second row in figure 2). It is important
to remark that this approximation, made at the microscopic scale, is expected not to
influence the critical behaviour emerging on mesoscopic scales: in fact, the leading
correction can be expressed as
4Ω2
γ
− Ω
2γ(
γ
2
)2
+
(∑
q 6=k,{k¯} Vkqnq
)2 ≈ 4Ω
2
γ

4
γ
∑
q 6=k,{k¯}
Vkqnq


2
. (B.2)
Exploiting the fact that the operator inside the brackets is diagonal in the σz basis, we
see that for every possible classical state it can be bounded from above according to
4Ω2
γ

4
γ
∑
q 6=k,{k¯}
Vkqnq


2
.
64Ω2
γ3

 ∑
q 6=k,{k¯}
Vkq



 ∑
q 6=k,{k¯}
Vkqnq

 (B.3)
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which is reminiscent of a term causing offspring production at arbitrary distances from
the parent excitation with an algebraically-decreasing rate. Such corrections have been
investigated in the past [46, 47] and have been found to modify the scaling behaviour
only if the exponent of the aforementioned algebraic decay lies below a certain threshold.
The latter was estimated to be 2.077 in 1D and 4.2 in 2D (see, e.g., equation (42) in
[47]). For van der Waals interactions, the exponent appearing in equation (B.3) is 6 and
thus definitely higher than these thresholds and hence the dynamics is deep within the
“ordinary” DP regime.
Correspondingly, Γ
(0)
k provides an estimate of the rate at which spins flip up when
far away from excitations. These processes can create isolated excitations, thereby
destroying the absorbing property of the “all-down” state. They therefore constitute a
relevant perturbation away from the DP critical region (fourth row in figure 2). Using
the fact that the Rydberg interaction is quickly decaying, i.e.
∑
q 6=k,{k¯} Vqk ≪ V = |∆|,
the rate of these processes can be estimated as
Γ
(j 6=1)
k ≈
4Ω2
γ

 1
1 +
(
2∆
γ
)2
|j − 1|2

P(j 6=1)k . (B.4)
Hence, the magnitude of the “DP-breaking” processes is strongly suppressed at large
laser detuning: when |∆| ≫ γ one finds that ‖Γ(j 6=1)k ‖ ≤ ‖Γ(0)k ‖ ≈ Ω
2γ
∆2
≪ 4Ω2
γ
≈ ‖Γ(1)k ‖
where ‖A‖ denotes the largest eigenvalue of A in modulus and, in the simple case of
(B.4), it can be straightforwardly obtained by replacing the projectors P with 1.
Appendix C. Potential shaping
The Rydberg states we are considering here display long range interactions of the vdW
type. As we have discussed in the main text, in one dimension they allow for the
observation of DP in 1D. In 2D and 3D, however, the presence of long range interactions
induces critical properties different from the 2D and 3D DP ones due to the preference
of the clusters to grow linearly. In order to observe DP in Rydberg gases in dimensions
two and three, it is desirable to have a potential closer to a NN interaction.
This can be achieved through potential shaping via microwave dressing of Rydberg
states [48, 49, 50]. To illustrate this we consider a Rydberg s-state (orbital quantum
number l = 0) with principal quantum number n coupled to a n′p state via a
linearly polarized microwave field with Rabi frequency ΩMW and detuning ∆MW [see
figure A1(b)]. This results in a “hybridization” of the respective interactions, which
consequently modifies the bare ns − ns purely algebraic decay of vdW potential. For
example, in figure A1(b) we show the result of coupling the 52s and 57p states of
Rubidium with Rabi frequency ΩMW = 70 MHz and detuning ∆MW = −10 MHz.
Considering the lattice constant to be a = 2µm, the ratio between nearest (distance a)
and next-to-nearest neighbour (
√
2a in 2D and 3D) interaction increases from η−1 = 8
(in the vdW case) to η−1 ≈ 51.
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Note that for the coherent superposition between the two states (ns and n′p) to be
maintained throughout the experiment the Rabi frequency of the microwave field must
be the largest energy scale in the problem, i.e. ΩMW ≫ γ ≫ Γ,Ω.
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