In dynamic environments, data characteristics may drift over time. This leads to deteriorate dramatically the performance of incremental learning algorithms over time. This is because of the use of data which is no more consistent with the characteristics of new incoming one. In this paper, an approach for learning in dynamic environments is proposed. This approach integrates a mechanism to use only the recent and useful patterns to update the classifier without a "catastrophic forgetting". This approach is used for the acoustic leak detection in the steam generator unit of the nuclear power generator "Prototype Fast React".
Introduction
Evolving systems assume different functioning modes (normal/faulty) in the course of time. Several changes in system conditions, like a leak, the wear of a tool or a bad setting, can lead the system to a faulty mode. In statistical Pattern Recognition (PR) [15] , historical patterns or observations about system functioning modes are divided into groups of similar patterns, called classes, using an unsupervised learning method [7] or human experience. Each class is associated to a functioning mode (normal or faulty). These patterns, with their class assignments, constitute the learning set. They are represented by a set of d features, or attributes, so they can be viewed as vectors or points of d-dimensional features in the feature space. A supervised learning method [2] uses the learning set to build a classifier that best separates the different classes in order to minimize the misclassification error. The model of each class can be represented by a membership function which determines the membership value of a pattern to a class. Then, new incoming patterns are assigned to the class for which they have the maximum membership value. In supervised learning methods, the membership function can be generated by approximating the class conditional Probability Density Function (PDF) [3] , [16] [19] or by approximation of classification boundaries and discriminant functions [1] , [17] , [20] . Classes can be static or dynamic. Static classes are represented by restricted areas formed by similar patterns in the feature space. Hence, the way in which patterns occur is irrelevant to their membership values. Therefore, the classifier parameters remain unchanged with the time. However, data coming from evolving systems is nonstationary. In this case, classes become dynamic and their characteristics change in the course of time. Thus, classes' membership functions must be updated to take into account these temporal changes. Hence, a continuous learning over long period of time with the ability to forget data becoming obsolete and useless is needed. However, it is important that the classifier adjusts its parameters and structure without a "catastrophic forgetting". Therefore, a balance between continuous learning and "forgetting" is necessary to deal with evolving systems. The general principle of dynamic PR methods [4] , [9] [11], [12] , [14] , is to observe a change in some statistical properties of classes in order to decide in which state (stable, warning or action) the system is. These states correspond respectively to no change, gradual change and abrupt change. Thus, the classifier parameters, i.e. the membership functions, will be respectively unchanged, slightly adapted, or relearned from scratch. The misclassification rate is one of the most used statistical properties to observe a change. In this case, data are divided into batches and their true classes are known in advance; so that the misclassification error is easy to calculate. If this rate decreases significantly after receiving a batch of patterns, then the system is in the action state and the classifier parameters must be completely relearned. In this paper, an approach to learn a classifier and to update its parameters and structure according to the changes in its environment conditions is proposed. This approach detects the changes in the classifier environments by observing the changes in their conditional PDF. When a significant change is detected, this approach updates the classifier using an incremental learning rule. The paper is structured as follows. In section 2, we present the proposed approach. In section 3, this approach is evaluated using a real example. The last section concludes the paper.
Proposed approach
In this section, we present an approach to learn an adaptive classifier able to adjust its parameters and structure according to new environment conditions. This approach detects a change and reacts to the detected change using four steps: membership function generation, monitoring, updating and diagnostics ones.
Membership function generation
This step aims at building a classifier using the learning set. For each class, a membership function is learned in order to be used later to assign new incoming patterns to the known classes. There are several methods to build a classifier. In this approach, the membership function of each class according to each attribute is considered as the marginal conditional PDF. The latter is estimated based on the use of histograms. In [13] , an algorithm is proposed to update recursively the conditional PDF after the classification of each point.
In the next, the membership generation and the classification of new patterns are detailed.
Membership generation
Let C 1 , C 2 , .., C c denote the classes described by d attributes. The membership generation is achieved based on the estimation of the probability histograms for each class according to each attribute. The number of bins h for a histogram is experimentally determined. This number has an important influence on the performances of estimation as well as classification. The histogram upper and lower borders can be determined either as the maximal and minimal learning data coordinates or by experts. The height of each bin 
, according to the attribute j is obtained by dividing the height of each bin by the total number N i of learning patterns belonging to the same class C i . These probabilities are assigned to the bins' centres
The PDF is obtained by a linear linking between bins heights centers. Finally, the density of probability j i P of the class C i according to the attribute j is obtained by a linear interpolation of the bins centers of the probability histogram. 
Classification Phase
The classification of a new pattern x, whose values of the different attributes are x 1 , .., x j , .., x d , is made in two stages:
-Determination of the probability membership value ( ) j j i p x of j x to each class C i according to the attribute j by a projection on the corresponding probability density
-Merging all the probability membership values
a single one by an aggregation operator belonging to the t-norm family such as "minimum":
The result p i of this fusion corresponds to the global probability membership value that x belongs to the class C i . The aggregation operator "minimum" was selected because it is simple and gives good results. Finally, x is assigned to the class for which it has the maximum membership value.
Updating phase
The information related to changes in the classifier environment is carried by the new incoming patterns. Thus, this information must be extracted every time a new pattern is available. This extraction is achieved in the third phase. In this phase, the probability histograms will be updated as well as the histograms parameters (number of bins and the borders).
A) Updating of probability histograms
When a new pattern is classified in the class C i , the number of patterns belonging to this class becomes N i + 1; so the probability of each bin changes. If this pattern is located in the bin j k b , the new probability
of this bin can be incrementally calculated as follows [13] :
For the other bins, the new probability is:
Using (3) and (4), the probability histograms can be updated after the classification of a new point without the need to calculate them from scratch. We just need to know in which bin this new pattern is located.
B) Updating of histogram parameters
In order to take into account the change in features range, the parameters of each histogram is updated online after the classification of each new pattern. Let h is incremented and the histograms' borders are updated as follows:
Monitoring step
The purpose of the monitoring step is to detect gradual and abrupt changes in the classifier environments. A gradual change represents a drift of a class of interest. This drift can be a departure of a device from normal function to a failure. During this departure, the device begins to malfunction until the failure takes over completely. An abrupt change can concern the occurrence of a new class. Anomaly in a process function or a human error is an example of abrupt changes.
The key problem of the monitoring process is to distinguish between variations due to stochastic perturbations and variations caused by unexpected changes in a system state. If the sequence of observations is noisy, it may contain some inconsistent observations or measurements errors (outliers) that are random and may never appear again. Therefore, it is reasonable to monitor a system and to process observations within time windows in order to average and reduce the noise influence. Moreover, the information about possible structural changes within time windows can be interpreted and processed more easily. As a result, a more reliable classifier update can be achieved by monitoring within time windows.
Changes can lead to a change in: classes regions (boundaries) in the feature space, the number of classes, the feature relevance of a class, the prevalence of a class, its conditional PDF, etc. Thus to monitor these changes, several statistical measures can be used. They are generally divided into two categories. In the first category, the true class label of the new incoming patterns must be known in advance. This information is often unavailable in particular in the case of streaming data. The second category detects a change by analyzing the membership values of new incoming patterns or their distribution in the feature space. Thus, no need to their true class labels to be known a priori. For this reason, we have selected a statistical measure belonging to the second category. This measure is the change in the class conditional PDF.
The conditional PDF of each class represents patterns distribution in this class. Thus, conditional PDF describes a certain structure of the data in a class. If the class distribution, obtained after classification of new patterns in the current time window, differs from the one of previous time windows, this may indicate a change in the underlying class structure.
Let iOld P be the conditional PDF of a class C i learned using the patterns of the previous time window. Let iNew P be the conditional PDF of the class Ci using only the new assigned patterns in C i . There are various measures that are used to compare two PDFs [17] . They measure the geometric distance between two PDFs. We have selected the following distance measure, based on the use of SØrensen distance to measure the change in conditional PDF of the class C i :
The reason of this choice is to take into account with equal weights all the differences between the bins of the tow PDFs. If I is equal to zero, then the new patterns do not carry any change to the class to which they are assigned. While I equal to 1 indicates a complete change (class shift) in the class PDF carried by the new assigned patterns. Indeed in this case, a shift in the feature values, i.e. shift in the feature range, took place because of the new assigned patterns. Thus, their conditional PDF is defined using new histogram bins.
Updating step
The updating step aims at reacting to the changes detected by the monitoring step. It uses a mechanism to update the existing classifier according to the detected changes in order to preserve its validity and performance over time.
Two types of changes exist: slight and abrupt changes. The slight change may represent a drift. However, in order to distinguish between a drift and a natural variation, because of noises or other stochastic perturbations, the slight changes are accumulated until they reach a predefined threshold. All the patterns contributing to theses accumulated changes are used to update the classifier parameters (membership functions). The case of abrupt change corresponds to the occurrence of new class (new state). In this case, new patterns are not assigned to any of the known classes because they have zero membership values (membership rejection). However, this new class is not yet validated. A sufficient number of new patterns must be absorbed by this new class. The goal is to distinguish between the outliers and the patterns carrying the information about the occurrence of a new class.
The time window length s t ∆ is determined by two parameters: th 1 and th 2. th 1 is the smallest membership value used in the previous time window to assign a pat-tern to the class C i . If a new pattern is assigned to this class with a membership value less than th 1 , then this pattern will be assigned to a temporary set called evolving set. th 2 determines the end of the drift. This drift ends when the new patterns do not carry any new information, i.e., they have the same characteristics as the ones of the evolving set. Thus, when the new incoming patterns do not any more change one of the two monitoring measures, this means that the drift is ended. When a pattern is rejected, i.e. it has a zero membership value to all known classes, it is considered as the prototype of a new class and not as a drift of one of the known classes.
At the end of the drift, only the patterns of the evolving set will be used to learn the evolved, or new, class membership function. This learning is achieved online as follows. Let x = 1 2 ( , ,.., )
d d
x x x ∈ ℝ be a given pattern vector in a feature space constituted of d parameters or attributes. The time window starts when this pattern is rejected or assigned to a class with a membership value less than th 1 . In this case, this pattern is considered as a prototype of a temporary new class C temp . If x is located in the bin
, then the probability histogram of C temp according to the attribute j is:
The possibility histogram will then be computed using (2) . Let C = {C 1 , C 2 , .., C c } be the set of learned classes at present. Let x′ be a new incoming pattern which is assigned to C temp . The probability histograms of C temp after the assignment of this new pattern will be updated in an incremental manner using (2) . At the end of the drift, the classifier structure will be adjusted as follows:
Diagnostics step
This step aims at interpreting the detected changes in a classifier parameters and structure. This interpretation is then used as a short-term prognosis about the tendency of the future development of the current situation. This prognosis is useful to formulate a control action to modify the dynamics of a system. For instance, let suppose that we have two classes A and B. Let suppose that class A represents the normal function state of a system while class B is a fault state. When the diagnostics step provides the result 'The system state has been moved away from class A and is approaching class B'. This means that the system needs to be repaired, adjusted or reconfigured. The goal is to inverse its tendency, to move towards a fault state, by forcing it to return to the normal function state. In addition, this step may provide the Remaining Useful Life (RUL) of a system before the failure. RUL is used in Conditionbased Maintenance (CBM) to schedule required repair and maintenance actions prior to breakdown (failure state). Let us take the example of Fig 1 showing a fault propagation case. If one catches the fault at 4 percent severity, one needs replace only the component. If the fault is not caught until 10 percent severity, the subsystem must be replaced, and at failure, the entire system must be replaced [6] . Thus, predictions about fault severity and impending failures are essential. Fig. 1 : Propagation of a fault and its required maintenance actions [6] .
Experimental results

Presentation of the application
We apply the proposed approach on the acoustic signals recorded by a sensor in response to an injection command (Fig 2) . The sensor records background noises resulting of the injection of argon in the steam generator of the nuclear power generator Prototype Fast Reactor (PFR). This injection simulates a fault occurred by a leakage in the steam generator. The latter switches between the two functioning modes (normal: noninjection and faulty: argon-injection) in several time instants as it is shown in Fig. 2 . The signal is sampled at the frequency 2048 Hz.
The available acoustic signals were recorded on the steam generator from the end-of-life of PFR at United Kingdom. In these experiments, argon was injected into sodium and acoustic noises were measured. Indeed, experimental results have shown that steam and argon injections give similar acoustic noise output at a given mass flow rate [5] . 
Feature space construction
In order to construct the dynamic classifier, the characteristic features, or mode conditions indicators, must be extracted and selected. The goal is to detect as soon as possible a change in the conditions of a func-tioning mode and to properly estimate its parameters. The acoustic signal is considered as the output of a switched AutoRegressive (AR) system. In statistics and signal processing, an AR (p) model is a type of random process which is often used to model and predict various types of systems [8] . In order to capture this change, these features are calculated during a sliding time window (Fig. 3) . The sliding window size must include a sufficient number of data points in order to properly estimate the parameters of each mode. We have tested several sizes of time window. We have selected the one which maximizes the discrimination power between the different modes in the feature space, i.e. obtaining compact and separated classes. This experimentation leads to select a sliding window with an initial length = 8192 data points and a shift length equal to 2048 data points. Therefore, to define a pattern in the feature space, a time window containing 8192 data points is required. Consequently, to determine the functioning mode (injection or non-injection), a delay time of 4 seconds is needed since the sampling frequency is equal to 2048 Hz.
It is useful to reduce the feature space defined by the coefficients of the dynamic parametric model AR (p). The reduction operation aims at keeping the distinguishing features leading to separate as well as possible the different classes. Thus, the reduction operation improves the modes estimation and the classification accuracy and reduces the time decision (classification) of new patterns. The feature space reduction can be performed using feature extraction and selection methods. We used the Principal Component Analysis (PCA) to extract from the set of features the ones which are uncorrelated. Then, we selected from this set of independent features the ones which have a combination leading to obtain the lowest error of classification. Two independent and discriminative AR model coefficients were conserved to define the feature space.
Non-injection Mode
Injection Mode t12 t21
Non Injection Mode   Fig 3: Estimation of the feature space parameters using a sliding time window. We can observe that the both classes drift. This drift leads to decrease the separability between the both classes and thus to decrease the classifier performance (misclassification error). Fig. 4 : Classes, corresponding to non-injection and injection modes, for the first argon injection (grey points) and the last argon injection (in black) in the feature space constituted of the two conserved AR model coefficients. Table 1 shows the PDF change measure, calculated using (7), for both classes (non-injection and injection) in response to the successive argon injections of Fig. 2 . We can observe that this measure justifies the classifier update after each new injection. Table 2 shows the misclassification rate in the case of using an incremental classifier (without forgetting and updating) and the proposed dynamic classifier. We can observe that the performance (quantified by the number of misclassified patterns) of the incremental classifier continue to decrease after each new drift. While the performance of dynamic classifier is improved after each drift thanks to its parameters updating in response to a drift. This classifier updating leads to forget the patterns becoming useless and thus to increase the separability between classes. 
Obtained results
Conclusion
In this paper, an approach to learn a classifier and to update its parameters and structure according to the changes in its environment conditions is proposed. This approach detects the changes in the classifier environment by observing the changes in its conditional probability density function during a sliding time window. When a significant change is detected, this approach updates the classifier using an incremental learning rule.
We are looking to develop an ensemble classifier approach for the learning in dynamic environments. This approach uses different classification methods to build an ensemble of classifiers. Each classifier is an expert for the classification of patterns in a particular region of the feature space. In addition, each classifier will be adapted for the monitoring of a particular type of changes (gradual, abrupt and recurring).
