We present an algorithm that incorporates a tabu search procedure into the framework of path relinking to tackle the job shop scheduling problem (JSP).
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Introduction
The job shop scheduling problem (JSP) is not only one of the most notorious and intractable NP-hard problems, but also one of the most important scheduling problems that arise in situations where a set of activities that follow irregular flow patterns have to be performed by a set of scarce resources.
In job shop scheduling, we have a set M = {1, . . . , m} of m machines and a set J = {1, . . . , n} of n jobs. JSP seeks to find a feasible schedule for the operations on the machines that minimizes the makespan (the maximum job completion time), i.e., C max , which means the completion time of the last completed operation in the schedule. Each job j ∈ J consists of n j ordered operations O j,1 , . . . , O j,n j , each of which must be processed on one of the m machines. Let O = {0, 1, . . . , o, o + 1} denote the set of all the operations to be scheduled, where operations 0 and o + 1 are dummies, have no duration, and represent the initial and final operations, respectively. Each operation k ∈ O is associated with a fixed processing duration P k . Each machine can process at most one operation at a time and once an operation begins processing on a given machine, it must complete processing on that machine without preemption. In addition, let p k be the predecessor operation of operation k ∈ O. Note that the first operation has no predecessor.
The operations are interrelated by two kinds of constraints. First, operation k ∈ O can only be scheduled if the machine on which it is processed is idle.
Second, precedence constraints require that before each operation k ∈ O is processed, its predecessor operation p k must have been completed. Furthermore, let S o be the start time of operation o (S 0 = 0). JSP is to find a starting time for each operation o ∈ O. Denoting E h as the set of operations being processed on machine h ∈ M, we can formulate JSP as follows:
subject to
In the above problem, the objective function (1) is to minimize the makespan. Constraints (2) require that the completion times of all the operations are non-negative. Constraints (3) stipulate the precedence relations among the operations of the same job. Constraints (4) guarantee that each machine can process no more than one single operation at a time.
Over the past few decades, JSP has attracted much attention from a significant number of researchers, who have proposed a large number of heuristic and metaheuristic algorithms to find optimal or near-optimal solutions for the problem. One of the most famous algorithms is the tabu search (TS) algorithm TSAB proposed by Nowicki and Smutnicki (1996) . Nowicki and Smutnicki (2005) later extend algorithm TSAB to algorithm i-TSAB, which Beck et al. (2011) combine with a constraint programming based constructive search procedure to create algorithm CP/LS. Pardalos and Shylo (2006) propose algorithm GES, which is based on global equilibrium search techniques. Zhang et al. (2007) extend the N6 neighbourhood proposed by Balas and Vazacopoulos (1998) to the N7 neighbourhood and Zhang et al. (2008) combine TS with SA to create algorithm TS/SA, which outperforms almost all the algorithms. Nagata and Tojo (2009) present a local search framework termed guided ejection search, which always searches for an incomplete solution for JSP. Recently, Gonçalves and Resende (2013) present the biased random-key genetic algorithm BRKGA, which is able to improve the best known results for 57 instances and outperforms all the reference algorithms considered in their paper. From all these algorithms, it is apparent that the recent state-of-the-art algorithms either hybridize several strategies instead of using a single algorithm or employ a population-based algorithm instead of a single-solution based one.
Among the metaheuristic approaches used to tackle JSP, especially most of the state-of-the-art algorithms for JSP, a powerful local search procedure is always necessary. As one of the most popular local search algorithms, TS has been widely used by researchers to tackle JSP, e.g., Nowicki and Smutnicki (2005) , Zhang et al. (2007) , Nasiri and Kianfar (2012a) , Shen and Buscher (2012) , and Gonçalves and Resende (2013) , among others.
On the other hand, Aiex et al. (2003) apply path relinking within a GRASP procedure as an intensification strategy to tackle JSP. Furthermore, Nowicki and Smutnicki (2005) improve their famous algorithm TSAB by introducing a new initial solution generator based on path relinking. Recently, Nasiri and Kianfar (2012b) apply i-TSAB to tackle JSP using the N1 neighbourhood as the path relinking procedure.
The above observations and considerations motivate us to develop a more robust algorithm for JSP via combining the more global relinking approach and the more intensive TS, which consists of several distinguishing features.
In this vein, we design the tabu search and path relinking (TS/PR) algorithm, which is able to strike a better balance between the exploration and exploitation of the search space in a flexible manner. We summarize the main contributions of TS/PR as follows:
• Compared with the state-of-the-art algorithms for tackling JSP, TS/PR consists of several distinguishing features. In particular, it uses a specific mechanism to adaptively construct the path linking the initiating solution and the guiding solution, as well as using two kinds of improvement method to determine the reference solution.
• We test the performance of TS/PR by applying it to solve 205 benchmark JSP instances widely used in the literature. The test results show the efficacy TS/PR in terms of both solution quality and computational efficiency. In particular, TS/PR is able to improve the upper bounds for 49 out of the 205 tested instances in a reasonable time and it finds the optimal solution for the challenging instance SWV15, which has remained unsolved for over 20 years.
The remaining part of the paper is organized as follows: Section 2 describes in detail the components of TS/PR. Section 3 presents the detailed computational results and comparisons between TS/PR and some best performing algorithms in the literature for tackling six sets of a total of 205 challenging benchmark JSP instances. Finally, we conclude the paper and suggest future research topics in Section 4.
The TS/PR Algorithm

Main Framework
In principle, TS/PR repeatedly operates between a path relinking method that is used to generate promising solutions on the trajectory set up from an initiating solution to a guiding solution, and a TS procedure that improves the generated promising solution to a local optimum. Algorithm 1 presents the main procedure of TS/PR.
Algorithm 1 Outline of algorithm TS/PR for JSP 1: Input: J, M , and P k 2: Output: Cmax and the best solution S * found so far 3:
4: for i = {1, . . . , p} do 5:
repeat 10:
Randomly select one solution pair {S i ,S j } from PairSet
11:
S p+1 ← Path Relinking(S i , S j ) , S p+2 ← Path Relinking(S j , S i ) / * Section2.4 * / 12:
if S p+1 (or S p+2 ) is better than S * then 14:
15:
end if
16:
Tentatively add S p+1 and S p+2 to population P : P ′ = P ∪ {S p+1 , S p+2 } 17:
19:
Identify the two worst solutions S u and S v in the temporary population P ′
20:
Generate new population by removing the two worst solutions S u and S v :
21:
Update PairSet:
Initial Population
In TS/PR, the initial population is constructed as follows: Starting from scratch, we randomly generate a feasible solution and then optimize the solution to become a local optimum using our improvement method (see Section 2.3). The resulting improved solution is added to the population if it does not duplicate any solution currently in the population. This procedure is repeated until the size of the population reaches the cardinality p.
Tabu Search Procedure
Our TS procedure uses the N7 neighbourhood proposed by Zhang et al. (2007) . It stops if the optimal solution is found or the best objective value has not been improved for a given number of TS iterations, called the tabu search cutoff. The interested reader may refer to the hybrid evolutionary algorithm HEA presented in Cheng et al. (2013) for more details.
Path Relinking Procedure
The relinking procedure is used to generate new solutions by exploring trajectories (confined to the neighbourhood space) that connect high-quality solutions. The solution that begins the path is called the initiating solution while the solution that the path leads to is called the guiding solution. The P athSet is a list of candidate solutions that stores all the solutions generated during the path relinking procedure. After the relinking procedure, a socalled reference solution is chosen from the P athSet that serves to update the population. In order to better describe the relinking procedure, we give some definitions in Table 1 . 
The ith operation executed on machine k.
S
A schedule for JSP is represented by permutations of operations on the machines:
{(j1,1, j1,2, . . . , j1,n), (j2,1, j2,2, . . . , j2,n), . . . , (jm,1, jm,2, . . . , jm,n)}.
S I
The initiating solution for the relinking procedure.
S G
The guiding solution in the relinking procedure.
S C
The current solution during the relinking procedure.
CS(S
The common sequence between S I and S G :
The set of elements not in the common sequence between S I and S G :
The distance between S I and S G : |N CS(S I , S G )|.
PairSet
A set that stores the candidate solution pairs for path building.
PathSet
A set that stores the candidate solutions on a single path that will be optimized by the improvement method. Contrary to previous studies, our proposed path relinking process mainly integrates two complementary key components to ensure search efficiency.
The first one is the constructing approach used for establishing the path between the initiating and the guiding solutions. In the related literature, goes from the initiating solution, then stops at a specific iteration and returns the current solution as the reference solution. In contrast, we devise a dedicated strategy based on the adaptive distance-control mechanism to obtain the most promising solution. Therefore, the path relinking approach plays the important role of diversification in coordinating with the efficient TS procedure.
The relinking procedure:
Algorithm 2 presents the relinking procedure in detail. Section 2.4.2 presents how we construct a path from the initiating solution S I to the guiding solution S G . Section 2.4.3 explains how we choose a subset of candidate solutions, denoted by the P athSet, possibly as the reference solution. In Section 2.4.4 the reference solution is determined by applying both slight and strong TS procedures to the candidate solutions in the P athSet.
Path construction:
Figure 1: Path construction procedure
We employ the swap operation, which swaps two elements on the same machine, to build a path from the initiating solution S I to the guiding solution S G . At the beginning, the current solution S C is assigned as S I . In each iteration, S C is changed by a swap operation towards the guiding solution Algorithm 2 Pseudo-code of the relinking procedure 1: Input: Initiating solution S I and guiding solution S G 2: Output: A reference solution S R 3: Identify the elements not in common sequence between S I and S G , denoted as N CS(S I , S G ) 4: S C = S I , P athSet = Ø 5: //Lines 6-10: Change S C to S G by α consecutive swap moves / * Section 2.4.2 * / 6: for k = {1, . . . , α} do 7:
Swap element S G i and another one in S C such that S G i 's position in S C is the same as that in S G 9:
10: end for 11: P athSet ← P athSet ∪ S C 12: //Lines 13-20: Construct the path with an interval β until its distance to S G is less than α / * Section 2.4.2 * / 13: while Dis(S C , S G ) > α do 14:
15:
Randomly select an element
16:
Swap element S G i and another one in S C such that S G i 's position in S C is the same as in S G 17:
end for
19:
P athSet ← P athSet ∪ S C 20: end while 21: //Lines 22-30: Choose the reference solution from P athSet / * Section 2.4.3 * / 22: let q be the cardinality of P athSet: q = |P athSet| 23: for S k ∈ P athSet, k = {1, . . . , q} do 24:
if solution S k is an infeasible solution then 25:
27:
S k ← Tabu Search(S k ) with a small number of iteration si 28: end for 29: Record the best solution in P athSet as the reference solution S R :
with a large number of iteration li 31: return S R S G . Specifically, in S C we iteratively swap two (random) elements that are in different order in S C and S G . Figure 1 gives an example of executing the path construction procedure on two machines. In this example, the initiating solution S I is transformed into the guiding solution S G in five swap moves. It should be noted that Aiex et al. (2003) 's GRASP/PR only swaps the operations on one machine in each iteration. In other words, only if the operations on one machine are the same will the next machine be taken into consideration, whereas in our study both the operations and machines are randomly chosen. Despite this subtle difference, our approach enhances the possibility of constructing a diversified path.
Path solution selection:
Since two consecutive solutions on a relinking path differ only by swapping two elements on a machine, it is not productive to apply an improvement method to each solution on the path since many of these solutions would lead to the same local optimum. More importantly, the improvement method is very time consuming, so we should restrict its use to only a subset of promising solutions, denoted as the P athSet.
We construct the P athSet as follows: First, we choose the first solution at a distance of at least α from the initiating solution in the P athSet. Then, for each interval of β swap moves, we add a solution to the P athSet until the distance between the current solution and the guiding solution is less than α. In such a way, the candidate solution list P athSet is constructed. Figure   2 gives an illustration of the path solution selection procedure.
Reference solution determination:
As soon as the P athSet is built, we need to determine the reference solution to update the population. For this purpose, we first employ a TS Figure 2 : Illustration of the path solution selection procedure with short iterations (we label it as a slight TS) to optimize each solution in the P athSet to become a local optimum. Then, the best optimized solution is selected and further optimized using a TS with long iterations (we label it as a strong TS). This optimized solution is chosen as the reference solution.
The reason is that a slight TS is not too time consuming but can optimize a solution to some extent, from which we can judge which solution is more promising than the others. As long as a reference solution is chosen, it is necessary to optimize it as far as possible, so we utilize a strong TS to optimize it.
It should be noted that it is possible that the solutions in the P athSet are infeasible solutions because of the random swap operations during the path construction procedure, which may violate the precedence constraints. In this case, the previous literature is often inclined to abandon or delete them, e.g., GRASP/PR from Aiex et al. (2003) . However, we utilize a special technique proposed by Qing-dao-er ji and Wang (2012) to repair the infeasible solutions to feasible ones (lines 24-26 in Algorithm 2).
Computational Results
In this section we report extensive experimental results of applying TS/PR to tackle six sets of a total of 205 benchmark JSP instances widely used in the literature. We coded TS/PR in C++ and ran it on a PC with a Quad-Core AMD Athlon 3.0GHz CPU and 2Gb RAM under the Windows 7 operating system. Table 2 gives the descriptions and settings of the parameters used in TS/PR, in which the last column denotes the settings for the set of all the instances. Given the stochastic nature of TS/PR, we solved each problem instance ten times independently. For each run, in view of the different levels of difficulty of the benchmark instances, we set different total time limits for applying TS/PR to tackle them. Table 3 gives the set time limits. To test the performance of TS/PR, we consider the following well-known JSP instance classes:
• The first set of benchmark instances consists of 13 basic instances, including the three instances FT6, FT10, and FT20 due to Fisher and Thompson (1963) , and the ten instances ORB01-10 due to Applegate and Cook (1991);
• The second set of benchmark instances consists of the 40 classic instances LA01-40 due to Lawrence (1984) .
• The third set of benchmark instances consists of the three difficult instances ABZ07-09 due to Adams et al. (1988) , and the four instances YN01-04 due to Yamada and Nakano (1992) . Although this instance set is not large, the optimal values of these instances are still unknown.
• The fourth set of benchmark instances consists of the 15 instances SWV01-15 due to Storer et al. (1992) .
• The fifth set of benchmark instances consists of 50 of the most difficult instances TA01-50 due to Taillard (1994) .
• The sixth set of benchmark instances consist of 80 of the most difficult instances DMU01-80 due to Demirkol et al. (1997) .
To measure the performance of TS/PR, we calculate the relative error (RE) using the relative deviation formula: RE = 100 × (UB solve -LB best )/ LB best , for each instance, where LB best is the best known lower bound and UB solve is the best makespan found by all of the tested algorithms. Subsequently, we calculate the mean relative error (MRE) for a given algorithm as the mean RE over all the tested instances.
In our experiments, the best known LB and UB were obtained from the following papers and website pages. Note that these algorithms can generate 
Computational results on the first two sets of instances
We conducted the first experiment to evaluate the performance of TS/PR in tackling the sets of 53 benchmark JSP instances: FT06, 10, 20, ORB01-10, and LA01-40. The number of operations for these instances ranges from 36 to 300. Tables 4 and 5 provide a summary of the performance comparisons between TS/PR and BRKGA, TS/SA, GES, and TS for instances of the FT, ORB01-10, and LA classes. In both tables, the column OP T lists the optimal solution for each instance. The following three columns Best, M av , and T av show the best makespan, average makespan, and average computing time in seconds to obtain the best value, respectively, by TS/PR over ten runs.
The next two column presents the best makespan and average makespan in BRKGA, and the last three columns give the best results of the reference algorithms TS/SA, GES, and TS. The last row presents the MRE value averaged over one set of instances. In addition, the row TS/PR reports the MRE value for part of the instances since some reference algorithms only
give results for part of the instances. For each class of instances, the best MRE (Best), the average MRE (M av ), and the average running time (T av ) are listed for each algorithm. Due to their relatively small sizes, most of these instances, except for LA29, are very easy to solve by TS/PR and the reference algorithms.
From Table 4 , we see that TS/PR can easily reach the optima within 2.01 seconds on average for the 13 FT and ORB instances. From Table 5 , we see that TS/PR can easily reach the optima for all the 40 LA instances, except for LA29, within 13.9 seconds on average. TS/PR is only slightly worse than algorithm GES but is better than the other three algorithms TS/SA, TS, and HGA in terms of solution quality.
Computational results on the third set of instances
In order to further evaluate the performance of TS/PR, we tested it on the third set of benchmark JSP instances ABZ07-09 and YN01-04 Table 6 summarizes the results of this experiment. In this table, the column UB(LB) lists the best known upper bound (lower bound) and the next three columns Best, M av , and T av show the best makespan, average makespan, and average computing time in seconds to obtain the best value, respectively, by TS/PR over ten independent runs. The next two columns present the best makespan and average makespan of BRKGA. The last three columns show the best results of GES/TS, TS/SA, and TS, respectively.
From Table 6 , we see that TS/PR outperforms GES/TS, TS/SA, and TS, while it is only slightly worse than BRKGA in terms of solution quality.
Computational results on the fourth set of instances
The set of benchmark JSP instances SWV01-15 was first reported by Storer et al. (1992) . As this set contains some of the most difficult JSP Newly found upper bounds by TS/PR are indicated in bold. * : the best solution found by the TS/PR is equal to the lower bound.
instances, many powerful algorithms have been proposed for solving them.
However, 60% of these instances have not been solved until now.
From Table 7 , it is easy to see that TS/PR outperforms all of the five ref-
erence algorithms in terms of the MRE value. Specifically, TS/PR matches nine best known solutions and improves the upper bounds for the four instances SWV06, SWV09, SWV12, and SWV15. Even if TS/PR cannot reach the best upper bound for the two instances SWV05 and SWV07, the gaps between our solutions and the best upper bounds are only one unit. In comparison, BRKGA, which is one of the best performing algorithms in the literature, reaches the upper bounds for 11 out of 15 instances. It is worth noting that the best makespan obtained by TS/PR is better than that of BRKGA in four cases, while TS/PR is worse than BRKGA for one instance.
In particular, TS/PR is able to find better upper bounds for the instances SWV06-1671, SWV09-1655, SWV12-2977, and SWV15-2885, while the previous best upper bounds were for the instances SWV06-1672, SWV09-1656, SWV12-2979, and SWV15-2886. More strikingly, TS/PR is able to reach the best lower bound for the instance SWV15, meaning that TS/PR solves this instance, which has remained unsolved for over 20 years.
Computational results on the fifth set of instances
The fifth set of 50 benchmark JSP instances TA is one of the most widely used set of instances and is also part of the most difficult JSP instances over the last 20 years. Table 8 presents the results of applying TS/PR to tackle the set of TA instances and comparisons with the reference algorithms. As can be seen, TS/PR is able to find the current best known solutions for 34 of the Specifically, TS/PR finds better upper bounds for the instances TA43-1846, TA44-1982 , TA47-1889 , TA49-1963 , and TA50-1923 , while the previous best upper bounds were for the instances TA43-1848, TA44-1983 , TA47-1894 , TA49-1964 , and TA50-1924 . Although TS/PR performs slightly worse than BRKGA in terms of the MRE value, it outperforms all the other reference algorithms in the literature.
Computational results on the sixth set of instances
Our last experiment was based on the DMU set of instances, which are considered to be one of the hardest JSP instances. In particular, the instances DMU41-80 are considered to be extremely challenging (Demirkol et al., 1997) . However, our computational experiments show that TS/PR yields high-quality solutions for these instances and can even improve many of the best upper bounds. The detailed results for these instances are presented in Tables 9 and 10. In general, TS/PR performs well on these DMU instances in comparison with the reference algorithms BRKGA, TS, GES, i-TSAB, and AlgFix.
The results reveal that TS/PR outperforms all of these algorithms for the majority of these instances. In particular, for the first 40 DMU instances, TS/PR is able to improve the best upper bounds for five instances and solve the problem in less CPU time than BRKGA, one of the best performing algorithms for these instances.
On the other hand, TS/PR is able to obtain better solutions for the difficult instances DMU41-80. For example, TS/PR is able to improve 35 upper bounds and hit two best upper bounds for these instances. Newly found upper bounds by TS/PR are indicated in bold.
In sum, TS/PR finds improved upper bounds for 40 out of the 80 DMU instances, i.e., 50% of this set of the hardest JSP instances. This experiment demonstrates the competitiveness of TS/PR in terms of both solution quality and computational efficiency.
Performance summary of TS/PR
Finally, we summarize in Figure 3 instances. It is worthwhile to note that TS/PR improves the UB by more than ten units for two thirds of the 205 instances, whereas there are only two instances for which TS/PR underperforms the UB by more than ten units.
Therefore, we conclude that TS/PR not only possesses a strong improvement capability, but it also has great improvement strength.
From Table 11 , we observe that the average computing time of TS/PR is an order of magnitude less than BRKGA for the instances DMU21-40
for which the optimal solutions are known. In particular, for the instances DMU31-35, the computing time of TS/PR is 2,000 times less than that of Newly found upper bounds by TS/PR are indicated in bold. 
Conclusion
In this paper we present a hybrid tabu search/path relinking algorithm for tackling the notorious job shop scheduling problem, in which we incorporate a number of distinguishing features, such as a path solution construction procedure based on the distances of the solutions and a special mechanism to determine the reference solution. Based on extensive computational results of applying TS/PR to tackle six sets of a total of 205 well-known and challenging benchmark JSP instances, we demonstrate the efficacy of TS/PR in comparison with the best known results in the literature. Specifically, TS/PR is able to improve the upper bounds for 49 instances. In addition, TS/PR solves the challenging SWV15, which has remained unsolved for over lent Talents in University (NCET 2013).
