Flow visualization and characterization of multiphase flows have been the quest of many fluid mechanicians. The process is fairly straight forward only when there is good optical access (i.e., the vessel is not opaque or there are appropriate viewing ports) and the flow is transparent, implying a very low volume fraction of the dispersed phase; however, when optical access is not good or the fluid is opaque, alternative methods must be developed. Several different noninvasive visualization tools have been developed to provide high-quality qualitative and quantitative data of various multiphase flow characteristics, and overviews of these methods have appeared in the literature. X-ray imaging is one family of noninvasive measurement techniques used extensively for product testing and evaluation of static objects with complex structures. X-rays can also be used to visualize and characterize multiphase flows. This paper provides a review of the current status of X-ray flow visualization and details various X-ray flow visualization methods that can provide qualitative and quantitative information about the characteristics of complex multiphase flows. Flow visualization and characterization of multiphase flows have been the quest of many fluid mechanicians. The process is fairly straight forward only when there is good optical access (i.e., the vessel is not opaque or there are appropriate viewing ports) and the flow is transparent, implying a very low volume fraction of the dispersed phase; however, when optical access is not good or the fluid is opaque, alternative methods must be developed. Several different noninvasive visualization tools have been developed to provide high-quality qualitative and quantitative data of various multiphase flow characteristics, and overviews of these methods have appeared in the literature. X-ray imaging is one family of noninvasive measurement techniques used extensively for product testing and evaluation of static objects with complex structures. X-rays can also be used to visualize and characterize multiphase flows. This paper provides a review of the current status of X-ray flow visualization and details various X-ray flow visualization methods that can provide qualitative and quantitative information about the characteristics of complex multiphase flows.
Introduction
Multiphase flows, composed of gas-liquid, gas-solid, liquid-solid, or gas-liquid-solid mixtures, are commonly found in many process industries such as petroleum-based fuel production, energy generation, commodity and specialty chemical production, mineral processing, textile processing, pulp and paper processing, wastewater treatment, food processing, and biological organism and pharmaceutical production. Dudukovic [1] states that "the heart of chemical transformations in all process and energy industries is multiphase reactor technology, as over 99% of reactor systems require the presence of more than one phase for proper operation." These flow systems are used to promote solid and/or liquid separation and enhance heat and/or mass transfer. Although the uses of these systems are extensive [2, 3] , their operation is very complex and an improved understanding of the fundamental hydrodynamic and transport processes is necessary to develop process improvements and optimization, as well as to develop and validate fundamental models of their operation [4, 5] . It has been repeatedly stressed that data obtained using a variety of techniques, including noninvasive measurement techniques, are necessary to improve and validate multiphase flow models [2, 4, 6, 7] . With this information, more economical operations can be achieved.
The principal difficulty in characterizing and quantifying multiphase flows is the fact that the systems are typically opaque; even an air-water system becomes opaque at fairly low volumetric gas fractions. This necessitates either the use of invasive measurement probes when determining internal flow and transport characteristics or noninvasive (nondestructive) methods. The challenge with invasive probes is that they can alter the internal flow of the multiphase system interfering with realistic process measurements. Noninvasive measurement techniques for multiphase flows are being developed by several research groups in an attempt to provide high-quality quantitative data of various flow characteristics. As a matter of fact, X-ray imaging was one of the first noninvasive measurement techniques used in the 1950s and 1960s to visualize air bubbles in gas-solid fluidized beds [8] [9] [10] and gas-liquid reactors [11, 12] .
As summarized by Dudukovic [13] , many multiphase flows are opaque, which limits optical access, as well as accessibility to probing with instrumentation, but experiments are necessary to develop deeper understanding of the flow physics. Dudukovic goes on to state that a multiphase flow experimental system should have: (i) high spatial and temporal resolution for local phase fraction measurements, as well as velocity field measurements of all phases, and (ii) the capability to provide instantaneous and time history snapshots of the flow. Note, however, that a single experimental system that can satisfy all these needs does not currently exist.
Multiple noninvasive flow visualization techniques have been reviewed in the literature [13] [14] [15] [16] [17] [18] [19] [20] [21] . A variety of tomographic techniques have been developed, where tomography refers to the crosssectional imaging of a system from either transmission or reflection data collected by illuminating the systems from many different directions [22] . As summarized by Marashdeh et al., [23] , tomographic systems are generally classified into soft field or hard field measurement systems. In soft field methods like electrical capacitance tomography, a change in the measured property (e.g., capacitance) in one location changes the recorded field throughout the entire domain, resulting in a very complex reconstruction process that could produce multiple solutions. Typically for soft field methods, iterative and optimization techniques are utilized to find the most likely reconstruction. In hard field methods like X-ray tomography, the field lines of the measured property (e.g., X-ray attenuation) remain straight and they are not influenced by property changes outside the line-of-sight. This makes the reconstruction easier, but, because of the detection systems and source strength, data acquisition is typically slow. Of the ionizing radiation (hard field) techniques, X-ray imaging is safest because the sources only emit X-rays when they are powered and their energy can be controlled by varying the input voltage [18, 24] . Toye et al. [24] also note that X-rays are preferred over c-rays because the X-rays provide better spatial resolution due to improvements in X-ray detector technology in recent years. X-ray tubes also provide a smaller spot size when compared to c-ray sources of equivalent strength, which also provides improved spatial resolution.
Current tomographic techniques for flow visualization and characterization include electrical impedance tomography [25] [26] [27] , electrical resistance tomography [28, 29] , electrical capacitance tomography [23, [30] [31] [32] [33] [34] [35] [36] [37] [38] , ultrasonic computed tomography [39] [40] [41] , c densitometry tomography [13, 27, [42] [43] [44] [45] [46] [47] [48] [49] , X-ray computed tomography [50] [51] [52] [53] [54] [55] [56] [57] [58] , positron emission tomography [59] , neutron transmission tomography [60, 61] and magnetic resonance imaging [62] [63] [64] . Nontomographic noninvasive flow visualization techniques for opaque systems include individual particle tracking methods using radioactive emitting tracer particles [13, [65] [66] [67] [68] [69] , X-ray absorbing particles [70] [71] [72] [73] , or neutron absorbing particles [74] . Yet others have used radiographic (single or consecutive pictures) [75] [76] [77] or fluoroscopic (real-time) [78] imaging to view internal flow characteristics of multiphase and/or opaque flows.
Many of the techniques listed above offer trade-offs when implemented [16, 18, 19, 21, 23, 29, 34] . For example, electrical capacitance tomography is very fast but the spatial resolution is generally coarse and the results are sensitive to the reconstruction algorithm [19, 21, 79, 80] . The coarseness and sensitivity are due to the soft fields of the electrical capacitance tomography measurements making the reconstruction process difficult and the resolution, particularly in the center of the object, usually poor [81] . X-ray computed tomography has excellent spatial resolution but poor temporal resolution -it is best for time-averaged phase distributions. For example, Schmit and Eldridge [52] state that the spatial resolution and material compatibility of X-ray computed tomography makes this technique ideally suited for imaging vapor-liquid fixed-bed contactors. Another advantage of X-ray imaging specific to gas-solid flows, as pointed out by Grassler and Wirth [79] , is that X-ray tomography is insensitive to electrostatic charge build-up common in fluidized beds, which may be problematic for electrical capacitance systems.
In general, X-ray imaging is one family of noninvasive measurement techniques used extensively for product testing and evaluation of static objects with complex internal structures. As stated above, X-rays can also be used to visualize and characterize multiphase flows. This review provides a summary of the current status of X-ray flow visualization and details various X-ray visualization methods that can provide qualitative and quantitative information about the characteristics of complex multiphase flows. The fundamentals of X-ray radiation will first be described, followed by three imaging categories -radiography, stereography, and computed tomography. New opportunities in X-ray imaging will then be briefly described followed by the conclusions of this review.
X-Ray Fundamentals
X-rays are produced by ionizing a target source, such as tungsten, with an electron beam. The electrons are emitted from a cathode and accelerated toward an anode by a high voltage potential between the cathode and anode. When the electrons hit the anode, they are decelerated which is accompanied by the emission of electromagnetic radiation [79, 82] . In general, the energy spectrum that is emitted from the X-ray tube is a function of the voltage potential, target material, the angle at which the electron beam hits the target, the angle at which the X-rays are observed, and the material used for the X-ray tube window. X-rays can range in energy from less than 0.1 keV to more than 100 MeV [83] . High energy X-rays are referred to as "hard" X-rays and low energy X-rays are described as "soft" X-rays (this is not to be confused with soft field techniques as described above). Hard X-rays contain the short wavelength X-ray component which can enhance the penetration into thick objects or those with large object densities. The soft X-ray component comprises the longer-wavelength X-rays which enhance the image contrast. Most X-ray sources produce a spectrum of energies and are composed of both hard and soft X-ray components.
A polychromatic X-ray beam contains both hard and soft X-rays. The soft (lower energy) X-rays are attenuated more readily than hard (higher energy) X-rays, producing an artifact called beam hardening [84, 85] . Beam hardening increases the average energy of the beam as it exits the object because the lower energy spectrum is preferentially absorbed. Beam hardening corrections can be applied to reduce their effects on the resulting X-ray image. X-rays generally penetrate an object of interest in straight lines, and their absorption depends on the material through which they pass. X-rays are scattered, at a very small rate through very small angles, but in most imaging situations, this can be ignored. However, there are applications where scattering is actually utilized. Compton scattering is caused by a photon change in direction and wavelength due to interaction with a loosely bound electron [82] . Compton scattering at larger angles produces a background radiation field that reduces image contrast.
If a mono-energetic X-ray beam from a source of intensity I 0 traverses through a single phase medium, the X-ray energy will be attenuated following the Beer-Lambert law [86] :
where I is the X-ray energy recorded by a detector, l/q is the mass absorption coefficient for the material, q is the material density, and ' is the X-ray path length through the medium. The mass absorption coefficient is a function of the X-ray energy and the atomic number of the absorbing material. The influence of atomic number has been exploited in medical imaging where solutions containing heavy atoms such as iodine, barium, and bromine, are used to enhance X-ray visualization. For a two-phase system composed of phase 1 and 2, Eq. (1) can be rewritten as:
where l 1 and l 2 are the linear absorption coefficients of phases 1 and 2, respectively, e is the volume fraction of phase 2, and ' is the path length of the X-ray beam through the two-phase flow. Mennell et al. [87] . state that in particulate systems, the linear attenuation of X-rays is well defined in terms of medium composition with little moisture-specific dependence. Parameters important to X-ray flow visualization include spatial, temporal, and density resolution [18] . Spatial resolution represents the minimum distance that two high-contrasting points can be separated. Temporal resolution identifies the frequency of successive images at which dynamic objects can be resolved. Density resolution defines the smallest difference in mass attenuation coefficients the system can distinguish. Cartz [83] provides a summary of the factors that affect X-ray image quality and influence resolution.
X-rays can be detected through a variety of means. Since X-rays expose photographic film, many of the initial detection techniques were film-based. For newer systems, digital detection through one of two types of electronic detector is preferred [88] . Direct conversion detectors utilize an X-ray photoconductor (e.g., amorphous selenium) to directly convert X-ray photons to an electrical charge. Indirect conversion detectors employ a two-step process where a scintillator converts incident X-rays to visible light, and then the light is converted to an electrical signal through a photodetector. In both cases, the output from these devices is sensed by an electronic readout mechanism with an analog-to-digital converter to produce a digital image.
In many X-ray imaging systems, particularly for older types of computed tomography systems, scintillators are used to convert incident X-rays to visible light, where the greater the X-ray energy, the brighter the light. With a linear array of scintillator detectors, the individual signals are electronically captured to quantify the X-ray intensity of a fan beam through a horizontal plane. If the scintillator is a 2D detector and the X-ray source produces a cone beam, a photograph of the screen can be taken to record the X-ray intensity, generating a 2D "shadow" image of a 3D object, which is commonly encountered in simple medical X-rays.
Image intensifiers can also be used to capture 2D radiographic images. These imaging devices use electrostatic focusing and acceleration of electrons to produce an output image, and, due to this design, the collected images have a slight bow on the edges. This bow is not part of the object projection and will distort the image unless corrected through calibrations. The accelerated electrons are also susceptible to distortions due to magnetic fields (similar to a CRT screen), which can also be corrected through proper calibrations [71, 89] .
X-Ray Radiography
Radiography is the act of obtaining a shadow image of an object using penetrating radiation such as X-rays or c-rays [83] . As shown in Fig. 1 , an X-ray imaging device can record a 2D projection of a 3D object when the object is placed between an X-ray source emitting a cone beam and a 2D detector. Therefore, a radiograph is a photographic record of the X-ray attenuation map of an object. Prior to digital photography, X-ray images were processed in much the same way as traditional photographic film because X-rays affect photographic emulsions in a similar manner as visible light. Digital detectors are now much more common than film and use an electronic capture of the X-ray intensity to produce images that compare very favorably with film. As such, digital radiography has seen a tremendous increase in popularity in the last two decades due largely to improved performance of 2D sensor arrays and enhanced 074001-2 / Vol. 133, JULY 2011
Transactions of the ASME computer power capable of acquiring, processing, and displaying the large data sets. Major advantages of digital radiography over more traditional film radiography are the speed with which images can be acquired and the flexibility in manipulating and storing the images. Traditional film radiography can be likened to a shadow picture of an object, with lighter images associated with object areas of greatest density. The image quality depends on the contrast developed in the radiograph, which is a function of the X-ray attenuation characteristics of the materials in the system of interest. Contrast can be reduced by several mechanisms; some are the result of X-ray absorption, which is highly dependent on X-ray energy level, while others are the result of X-ray scattering. X-ray scatter, resulting in secondary X-rays, cause a general fogging of the image, which reduces the image sharpness, clarity, contrast, and resolution. Scattering can be reduced by passing the X-ray beam through a metal filter prior to reaching the object of interest to reduce the amount of soft X-rays reaching the object. An antiscatter grid can also be placed directly in front of the detector to minimize the effects of scatter. A blurring of the object edges can also be caused by a penumbra effect if the X-ray source (spot) size is too large or the object is too close to the source [83] .
If the object in the imaging region is dynamic, such as a fluid flow process, the radiographic image will be blurry unless the detector has a fast enough response, and the imaging device connected to the detector has a fast enough shutter speed to freeze the desired motion, where "fast enough" depends on the motion of interest. With a fast enough system and successive imaging, a digital 2D radiographic movie of a 3D dynamic process can be created [89] [90] [91] . Radiographic imaging of dynamic processes has also been referred to as fluoroscopic imaging, where the original definition of fluoroscopy was to observe an X-ray image on a fluorescent screen in real time [83] . The term "fluoroscopic imaging" has also been used when X-ray imaging is completed in real time using image intensifiers [92] .
Examples of X-Ray Radiography for Flow
Visualization. Fluidized beds are found in many industrial applications, including chemical and fuel production, power generation, mineral and powder processing, and pharmaceutical production. Their operation is based on a gas or liquid moving through a granular bed at a sufficient velocity to suspend the particles, and these beds are useful because they have good mixing, low pressure drop, and high heat and mass transfer rates. Gassolid fluidized beds have been studied extensively, but they are difficult to visualize because the systems are opaque due to the dense particle-laden flow, limiting the choice of experimental techniques. X-ray imaging provides a good option for flow visualization.
In 1955, Grohse [8] was one of the first researchers to use X-rays to visualize and characterize gas-solid fluidized beds. He used a commercially available X-ray unit to qualitatively assess density variations in silicon powder fluidized beds as gas flow rate increased. Three different aeration methods were used and he was able to visualize local bed density variations through X-ray imaging.
Radiographic images, coupled to ciné photography, were used by Rowe and Yacono [93] in 1976 to characterize bubble size, shape, and rise velocity in a fluidized bed with a rectangular cross-section. They used a 22.9 cm diameter image intensifier coupled to a 0-50 frame/sec ciné camera. The image intensifier was slightly smaller than the extent of the fluidized bed. Typically, 200 frames were used to measure their desired characteristics for each test condition. One drawback at the time of this study was that much of the image analysis was done by hand. Rowe et al. [94] used the same equipment and a calibration wedge to quantify bed voidage (density) variations along the X-ray beam path from the radiographic images.
Yates et al. [95] used a similar system to compare the bubble dynamics in a fluidized bed filled with two different particle types. They maintained the gas flow rate at the minimum fluidization velocity and then injected a second gas stream through a single nozzle to produce a stream of bubbles within the fluidized bed. Using a 25 frame/sec video recorder coupled to an image intensifier, they were able to record bubble coalescence of the rising bubble stream. They also concluded that bubbles within a fluidized bed have no defined boundary between the bubble shell and surrounding emulsion phase.
The use of a single projection X-ray fan beam to quantify solids loading in a dilute suspension was described by Mennell et al. [87] . They described using soft X-rays to measure solids concentration and the challenges in interpreting the signal, such as the nonlinear nature of the attenuation and beam hardening effects. They concluded that to minimize uncertainties in the solid fraction measurements, (i) the fan beam detecting elements should be as close as possible to each other or arranged in an offset array to minimize dead space effects, (ii) the lowest possible X-ray voltage should be used or the object should be as far as possible from the source to minimize scattering effects, (iii) fast sampling detectors should be used to minimize dynamic bias effects, (iv) a point source of X-rays should be used and the source should be as far as possible from the object of interest to minimize X-ray field divergence, and (v) beam hardening effects must be considered to account for the nonlinear nature of X-ray attenuation.
Hulme and Kantzas [78] used an image intensifier to characterize bubbles in a 10 cm diameter cold flow fluidized bed. X-ray images were acquired at 30 frames/s over a period of approximately 2 mins for several different flow conditions. They developed image processing tools to identify bubbles in individual frames and then tracked them from frame to frame. They were able to estimate mean bubble diameter, average vertical bubble velocity, and bubble number density at various locations within their fluidized bed from the X-ray images. He et al. [96] extended this work to record the bubble characteristics in a pseudo-2D fluidized bed with inner width of 22.5 cm and thickness of 5 cm. The effective image diameter was about 17 cm, which was less than the column width. To overcome this limitation, six locations were visualized for each test condition.
Using an image intensifier and digital camera with a temporal resolution of 40 ms, Jenneson and Gundogdu [97] visualized nanoparticle agglomeration and breakup in a small fluidized bed filled with 50 nm zinc oxide particles. Different gas flow rates revealed different flow conditions, including the observation of channeling.
In addition to fluidized beds, X-ray radiographic imaging has been used to visualize other multiphase flow systems. Gupta et al. [92] used X-rays to visualize the fluid flows in packed beds. They used barium chloride dissolved in water to enhance the contrast of water flowing through a packed bed of polyethylene beads in which air was flowing. In the resulting images, only the flowing water was observed. They also completed a few imaging trials, in which mercury was the liquid. Single radiographs showed liquid percolating through the porous media with the flowing gas modifying the flow direction. Basavaraj et al. [77] extended this study and obtained radiographic images to quantify liquid holdup in a 2D packed bed of expanded polystyrene beads in which an aqueous barium chloride solution trickled through it. They were able to quantify liquid holdup and hysteresis through image analysis of the radiographs.
Roels and Carmeliet [98] used radiographic projections to investigate porous media; in this case the determination of 2D moisture profiles in porous materials. The moisture profile was determined as a function of time, showing the water absorption characteristics in various 2D material sections. The authors concluded that 2D X-ray radiographic techniques provide "good resolution in space, time, and moisture content" and the method is extremely useful to study transient moisture flow in various materials.
Trickle bed reactors are gas-liquid-solid reactors in which a fluid flows over a packed bed of stationary particles and gas may flow in the same or opposite direction of the liquid. Van der Merwe et al. [99] used X-ray radiography to visualize the trickle flow liquid saturation and distribution as a function of time, prewetting procedure, and liquid and gas velocities. In this study, the trickle bed was composed of a 40 mm ID column filled with 2.5 mm diameter alumina particles. The radiographic images produced a 2D projection image of the 3D flow through the bed of stationary particles. Although the 3D nature of the fluid flow was lost, the 2D projections provided new insights into trickle bed hydrodynamics.
Sun et al. [76] used X-ray radiography to visualize the 2D liquid metal front in lost foam casting. They compared maps of the liquid metal front as a function of time with local density variations in the solidified casting, as well as to any material defects. They concluded that faster liquid metal filling produced more material defects. Caulk [100] claims the X-ray images of Sun et al. [76] , especially when viewed in full motion video, provide the best available examples of mold filling defects in the lost foam casting process.
Single projection images using cone beam X-ray systems and 2D imaging devices were used by Uchida and Okamoto [101] to develop an X-ray imaging method to track powder flows in a screw feeder. They injected small amounts of tracer powder with high X-ray absorption characteristics (i.e., tungsten powder) and then tracked the "tracer crowd" as it moved downstream with the bulk material. They also described the required image processing steps to interpret the X-ray images. They operated two different X-ray systems during different tests, one producing a vertical projection and one producing a horizontal projection, to provide qualitative information of powder movement in the screw feeder. This imaging system was used by Uchida and Okamoto [102] to measure the diffusion coefficient in powder-filled screw feeders, which is a measure of powder mixing effectiveness.
3.2 Flash X-Ray Radiography. Similar to high-speed stopmotion photography, flash X-ray radiography (FXR) is an X-ray radiographic imaging process where an intense burst of radiation is produced for a fraction of a second to record high-speed events that are obscured by dust, smoke, or light. FXR can also capture images of inclusions or voids inside opaque objects that are part of these dynamic events. Areas where FXR are commonly found include high-velocity ballistics, explosives, weapons development (e.g., imaging projectile penetration), nondestructive testing, and medical and biological studies [103] [104] [105] .
As cited by Charbonnier [106] , FXR has been used since the late 1950s to study dynamic events such as metals casting and flow through rocket motors. It has also been extensively used to visualize projectiles penetrating solid objects. The early systems used film radiography and elaborate setups to capture the dynamic event of interest on a series of films, which were typically mounted on large rotating drums.
Triantafillopoulos and Farrington [107] state there are several challenges associated with FXR imaging. First, a relatively high voltage is required to obtain the required X-ray intensity during the short duration pulse. Second, a fast detector system is needed since the intensity per pulse is limited. Third, relatively large X-ray spot sizes are needed because it is not possible to provide adequate cooling for small spot sizes during the high intensity, short duration pulse; this will adversely affect the spatial resolution and image sharpness. Finally, the system parameters cannot be adjusted during the short duration pulse; this implies optimal imaging parameters require significant trial-and-error and experience.
Relative to fluid mechanics, FXR was first used in 1965 to visualize vapor development from boiling in metal tubes under high pressures [11] . A specially designed thin-walled titanium test section was utilized, and FXR provided a visual record of the flow conditions within the opaque structure. This study was expanded to compare high-speed flash photography and FXR of air-water flows at high liquid flow rates [12] . The FXR system provided a 100 keV energy pulse over a duration of approximately 10 À7 seconds, providing stop-motion X-ray images of their flows of interest. Good qualitative agreement was obtained between both image-recording techniques. Additionally, the images taken with FXR were superior to those of conventional flash photography at very high liquid flow rates because the X-rays penetrated the regions made opaque by the multiphase flow.
Rowe and Partridge [10] also used FXR in 1965 to visualize gas bubbles in a gas-solid system. They investigated the effect of fluidized particle diameter on bubble size and velocity in fluidized beds composed of glass beads or natural silver sand. They used various cylindrical beds and provided fluidization air such that no bubbles would form. They then injected supplemental air to follow individual bubbles as they rose through the bed using an image intensifier and camera setup. Romero and Smith [9] used two flash X-ray radiographic systems and image sequencing to estimate bubble rise velocity in a fluidized bed. Smith et al. [108] utilized this X-ray imaging system to determine bubble size and rise velocity in gas-liquid-solid slurry bubble columns.
Several researchers have used FXR to image flow systems that are commonly found in the pulp and paper industry. For example, Farrington [109] used FXR to image 25 lm diameter tungsten tracer fibers suspended in 2% by weight hardwood fibers. The short pulse duration of FXR was needed to provide stop-motion imaging of the suspended tungsten fibers in suspensions flowing at speeds of up to 10 m/s. Farrington was able to demonstrate that FXR is a potentially powerful technique for investigating high speed multiphase flows in general and concentrated fiber flows in particular. He extended this technique to investigate fiber sheet formation and quality [110] and black liquor spray formation [111] . Triantafillopoulos and Farrington [107] further extended this technique to visualize flow phenomena in opaque coating flows. Zavaglia and Lindsay [112] used FXR and an X-ray tracer fluid (a silver nitrate solution) to visualize fluid motion during impulse drying. Finally, in a series of studies by Heindel and co-workers [75, [113] [114] [115] [116] [117] [118] [119] , FXR was used with quasi-2D flow systems to characterize and quantify gas flows in various fiber suspensions. An example of these results is shown in Fig. 2 where FXR was used to freeze the bubble dynamics in an air-water system ( Fig. 2(a) ) and then the results were compared to air-water-Rayon fiber systems with 1% by mass fiber (Figs. 2(b)-2(f) ). In all cases of this study, a 20 cm Â 2 cm bubble column was used with a superficial gas velocity of 0.8 cm/s [119] . Image analysis was then completed to determine effective bubble size distributions. Note the bubbles in Fig. 2 appear as dark objects because the images are from the actual 25.2 cm Â 20 cm negatives (i.e., the color is inverted).
3.3 Other X-Ray Radiographic Imaging Methods. A variation of X-ray radiography, called digital speckle radiography (DSR), was used by Grantham and Forsberg [120] to characterize granular flows in opaque hoppers. In this method, a thin vertical layer of X-ray absorbing granular material (tungsten) was sandwiched between aluminum powder of the same size distribution.
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Transactions of the ASME Continuous X-rays were transmitted through the thin layer and recorded with an image intensifier and digital camera. Using methods developed for speckle metrology, cross-correlations of successive images were applied to quantify particle displacement from image to image. With this method, localized particle movement was determined from which strain rates were calculated. They observed clear differences in particle motion when two different hopper outlet sizes were imaged. Most X-ray flow visualization studies use a polychromatic X-ray source in which the X-ray energy spectrum is a broad function; in these systems, X-ray attenuation is a function of X-ray wavelength and leads to beam hardening effects. The advanced photon source (APS) at Argonne National Lab (Argonne, IL) produces a monochromatic highly focused X-ray beam and was used to characterize a spray's projected density map along the beam path [121] . By scanning the spray region, a two-dimensional projection map of the spray's mass distribution was developed. The penetrating effects of the X-rays allowed dense sprays to be quantified, which is not possible using traditional laser-based techniques.
The APS at Argonne was also used by Coutier-Delgosha et al. [122] to develop an ultra-fast X-ray imaging procedure to simultaneously acquire vapor volume fraction, vapor velocity field, and liquid velocity field in a high speed cavitating flow. To track fastmoving X-ray-absorbing small particles, the X-ray source must have a very high intensity like that produced at the APS. The high intensity X-ray beam was directed through the imaging region and then recorded at 10,000 frames/sec with a high speed APX-RS Photron camera. Silver coated hollow glass spheres (6-25 lm in diameter) were used as seed particles. Vapor volume and velocity were determined using phase contrast enhancement to track the interface because of the large difference in density between the vapor and liquid. Liquid velocity was determined by identifying tracer particles due to absorption differences and phase contrast enhancement. The authors were able to show representative velocity fields for the cavitating flow.
Synchrotron X-ray imaging was also used by Kim et al. [123] to visualize water diffusion in a simulated fuel cell. They produced both 2D radiographs and 3D tomographs (see Sec. 5). Although the 3D tomographs produced more quantitative results of time-averaged data, the 2D radiographs provided qualitative results of transient behavior.
X-Ray Stereography
Stereographic measurement methods use information from two 2D projections to calculate the 3D location of features in an object [124] . This can be accomplished by analyzing two images of an object which are taken at different positions either due to a rotation or translation of the sample. Alternatively, with two identical source/detector pairs like those found in [89] , and using appropriate software controls for the two CCD cameras, two image projections can be acquired simultaneously. For example, Fig. 3 shows a schematic representation of this process where one source/detector pair provides a radiographic projection of the x-z coordinate information as a function of time, while the other source/detector pair provides a radiographic projection of the y-z coordinate information as a function of time. As long as the point of interest is identifiable in both images, its corresponding 3D coordinate as a function of time can be determined.
Hence, with proper software, stereographic imaging can produce a 3D map of a feature of interest. With successive continuous images, the 3D location of a flow feature, such as a particle, bubble, or phase front, can be determined as a function of time. Characteristics such as object rise and settling velocity or breakup and coalescence rate, could then be determined from these data. Thus, X-ray stereography provides a means for 3D flow visualization of dynamic characteristics in opaque systems at a temporal resolution comparable to either the frame rate of the digital cameras or the response time of the detector systems, whichever is slower. Although not required, accuracy of the coordinate determination can be increased through the use of markers at known locations in the object of interest. For example, Doering [124] used markers and was able to measure points in several small static samples with an accuracy of 0.1 mm. Jensen and Gray [125] also used markers to visualize molten aluminum flow in lost foam castings.
Lee et al. [126] [127] [128] utilized stereographic imaging technology to develop stereoscopic tracking velocimetry (STV) for systems with optical access (like 3D PIV) to simultaneously track several particles dispersed in a carrier fluid. STV consists of two imaging devices, which are oriented at some separation angle relative to each other, that simultaneously acquire time-sequenced images of the tracking particles from their respective location, and then particle position as a function of time is identified in each frame so 3D motion can be determined. The challenge with STV is in the efficient identification and tracking of multiple particles. Lee and Cha [126] utilized artificial neural networks to improve their STV tracking.
An extension of STV to X-ray imaging is called X-ray particle tracking velocimetry (XPTV) [129] ; this method tracks several X-ray absorbing objects (particles) simultaneously as a function of time. As stated by Seeger et al. [129] , the advantages of XPTV are many and include: (i) can track velocities in opaque flows or in flows with high gas fractions, (ii) can measure many points simultaneously, (iii) can record 3D velocity components, and (iv) is noninvasive. The disadvantages include (i) low image frequency, (ii) large tracer particles are typically required, and (iii) the method utilizes X-rays. A significant challenge with XPTV is identifying tracer particles with the desired fluid flow characteristics (e.g., neutrally buoyant) but yet differentially attenuate X-rays, which is based primarily on density differences.
Lee et al. [127] mentioned the STV algorithms of Lee and Cha [126] could be extended to X-ray imaging and XPTV advancement, and provided directions for development. This method is similar to that used by Schober and Kantzas [130] who tracked radioisotopetagged polyethylene particles in a 10 cm diameter fluidized bed. They tracked the specially-tagged particles with 2D c-ray cameras. XPTV is safer than this method because the particles to be tracked are not radioactive. However, the effective density and X-ray attenuation requirements of XPTV tracer particles may limit the type of material and the tracer particle effective diameter that is ultimately used for XPTV.
By tracking neutrally buoyant X-ray absorbing particles, Seeger and co-workers [70, 71, 131] were able to record the threedimensional liquid velocity field in a slurry bubble column. Seeger et al. [71] used X-ray stereographic imaging to track multiple solid particles in a gas-liquid-solid three-phase system. The solid particles were polymethylmethacrylate cubes with dimensions of 2 mm on a side. Similar cubic X-ray tracer particles were fabricated from polyurethane foam with tin alloy cylindrical inserts. In this case, the tin alloy absorbed the X-ray energy and the foam provided buoyancy to produce manufactured particles with an effective density and dimensions similar to the bulk solid material. Sixty-five manufactured particles were added to 100 g of particles and then mixed in 1 L of glycerin. They used highly viscous glycerin as the liquid to provide slow particle velocities to make particle tracking easier (their system was limited to 25 images/s). Air was then injected at a superficial gas velocity of 1.6 mm/s through 91 hypodermic needles. Four hundred and sixty image pairs were acquired over a 18.4 s period to determine 3D solid particle velocity fields. Assuming the distribution of the Xray absorbing particles was similar to the solid phase, the local solid holdup could also be estimated. Seeger et al. [71] concluded this method can simultaneously provide 3D velocity fields and solid holdup but, as designed, was limited in the results that could be obtained. They further concluded that improvements could be made with smaller X-ray absorbing seeding particles and faster camera and image intensifier pairs. Kertzscher et al. [131] improved this system to track intruder particles in a gas-liquid system. Improvements included better mapping between the two image intensifiers in terms of an isocenter correction and matching of whole particle trajectories.
Owens et al. [132] also manufactured neutrally buoyant, X-ray absorbing particles to track fluid flow with a focus on packed columns. In this case, they used a 2.88 mm diameter high-density polyurethane foam cylinder 2.88 mm in height with a 0.81 mm diameter lead solder core as tracking particles. They then used a single X-ray source-detector pair to track injected particles as they traveled through a packed bed. Images were acquired at 30 frames/s. Their biggest challenge was identifying the particles in the packed bed because the particles were moving too fast relative to the frame rate of the recording device. However, several trajectories were recorded.
Shimada et al. [133] followed the techniques of Seeger and coworkers [70, 71, 131] to develop an XPTV technique for the visualization and characterization of highly viscous ($500 Pa-s) opaque slurry flows. The application Shimada et al. [133] was addressing was the casting of solid propellants. By using 1 mm diameter lead balls as tracers, they were able to develop velocity maps in the highly viscous slurry flows.
Lee and Kim [72] utilized a coherent X-ray source from the synchrotron radiation source at the Pohang Accelerator Laboratory (PAL; Pohang, Korea) to develop X-ray particle image velocimetry (PIV) for opaque fluids that exploit phase contrast imaging. They focused on refraction-based edge enhancement and identification because the monochromaticity of the X-ray beam is not required. With this technique, they were able to track 3 lm alumina microspheres in a 750 lm diameter opaque Teflon tube and reproduce the expected velocity profile. Kim and Lee [134] extended this technique to produce a highly coherent X-ray beam; the resulting beam induced a classic Fresnel edge diffraction in the radiographs which was used to identify the edge of particles in the opaque fluid. As stated by the authors, the diffraction-based edge detection techniques are influenced by several parameters including the X-ray beam monochromaticity, the source size, and the detector resolution. They used this diffraction-based edge detection method to determine red blood cell location as a function of time and the resulting velocity profile in a 490 lm wide by 1390 lm deep microchannel through which a sample of blood was pumped.
X-ray phase-contrast imaging was also used by Im et al. [135] for particle tracking in polydispersed particle-laden flows in optically opaque systems. The authors used a monochromatic X-ray beam from the APS at Argonne National Laboratory to probe a glycerin flow in a 860 lm ID Teflon tube seeded with 10 lm diameter silver- Transactions of the ASME coated hollow glass spheres. They were able to measure the velocity profile in the opaque tube using this technique. Kakimoto et al. [136] used a single X-ray source and image intensifier to visualize tracer particle movement in molten silicon. Their challenge was in creating a tracer particle that was thermally and chemically stable and allowed the observation of convection patterns in the molten silicon. They determined that a tungsten particle encased in silica (SiO 2 ) and then coated with carbon was the best tracer particle. The effective tracer particle density was close to that of molten silicon and the carbon coating provided good wettability in the molten silicon. A similar process was used by Munakata and Tanasawa [137] to visualize silicon melt convection under radio frequency heating. In this case, stereography was used to identify the 3D structure of the melt convection currents by tracking several tracer particles. The authors used 0.5 mm diameter zirconia particles covered with a 0.25 mm layer of quartz glass, and then coated with carbon to avoid wettability problems of the quartz and molten silicon.
Tracking intruder particles in a fluidized bed using X-ray stereographic imaging has been completed by Drake et al. [73, 138] . They showed that they can successfully track large intruder particles ($9 mm in diameter) in a fluidized bed composed of 500-600 lm glass beads. Drake and Heindel [73] summarized system improvements to enhance the tracking abilities, including enhanced image analysis techniques, better intruder particle manufacturing capabilities, and faster camera systems. Intruder particle manufacturing capabilities, for particles specific to X-ray flow visualization, have been recently addressed by Drake et al. [139] . They describe a manufacturing process for XPTV tracer particles that satisfy specific particle characteristics including high X-ray attenuation, uniform shape, specified effective density, and desired diameter.
Finally, X-ray stereography imaging was also used by Morgan and Heindel [140, 141] to visualize the Brazil nut effect, where a dense object migrates to the top of a bed of granular media when exposed to vibration. They used a normalized cross correlation method of template matching to track the location of a large intruder particle in a vibration-induced fluidized bed. By tracking the large intruder particle, the X-ray visualization revealed strong convection currents within the vibrating bed over a range of operating conditions. Figure 4 shows a sample sequence of images of this effect where a large intruder particle is shown in a bed of almonds [141] . In Fig. 4 , the left and right images are perpendicular X-ray radiographic projections taken at the same instant in time, and each successive frame is separated by about 55 ms. In this application, X-ray imaging is one of the few experimental techniques that can be used to gather quantitative information of this effect.
X-Ray Computed Tomography
As stated by Wellington and Vinegar [142] , X-ray computed tomography (CT) imaging was first developed by G. N. Hounsfield in 1972, for which he shared a Nobel prize in medicine for this contribution. It is based on the mathematical process of reconstructing a function based on multiple projections, which was originally proposed by Radon in 1917 [22] . The reconstruction produces a two-dimensional cross-sectional image of an object showing internal details. Tomography literally means "the picture of a slice" [83] .
The process of CT imaging includes an X-ray source illuminating the object of interest and projecting the transmitted X-ray intensity onto an imaging device (Fig. 5) . Projections from several hundred orientations are collected into so-called sinograms and reconstructed with standard algorithms, such as filtered back projection [85, 143] , generating an image of the object cross-section. If the X-ray source is a fan beam, a single slice is reconstructed. The object or source/detector pair are then moved a small amount perpendicular to the fan beam to generate another slice. By acquiring enough slices, a 3D reconstruction can be generated by stacking the individual slices. Alternatively, as shown in Fig. 5 , an X-ray cone beam can produce several slices in a single scan, producing a 3D reconstructed image [89] .
To reconstruct a reliable image, it is essential that each projection be of the same object. This is not possible in a dynamic setting like a multiphase flow, so each projection is acquired over a time scale that averages any signal fluctuation. Hence, it takes time to acquire several hundred projections, and X-ray CTs produce time-averaged details of the object's internal features, similar to a medical CAT scan. Using a 2D detector array, multiple slices can be collected during a single exposure; each slice is from one horizontal row of pixels. Two methods can be applied in reconstructing these data. The first is to reconstruct each row of pixels as a slice and stack the slices into a 3D volume, as shown in Fig. 5 . The second method is to use a cone beam reconstruction algorithm to limit the distortions introduced in rows farthest away from the central fan beam of the CT system [22] . Fig. 4 Five sequential frames of an intruder particle in a granular bed of almonds vibrated at 10 Hz [141] . The left and right images are perpendicular X-ray radiographic projections taken at the same instant in time, and each successive frame is separated by about 55 ms.
There are many mathematical algorithms that can be used in CT reconstruction [22] . One of the most common methods is filtered back projection, which was originally developed for stationary objects. Ikeda et al. [144] have shown that when applied to reconstructing dynamic flows, the result is a time-average of the varying quantities as long as the image acquisition time is much larger than the characteristic time scale of the variations. Behling and Mewes [145] provide a good description of the reconstruction process. First, the measurement plane is divided into a rectangular grid of small imaging pixels. The reconstruction process calculates the amount of attenuation that took place in each pixel. The resulting bitmapped image of gray scale values represents the local time-averaged attenuation coefficient at each pixel. Since the attenuation coefficients are material properties that can be related to local density variations, the gray scale maps can be interpreted as material distributions, and with proper calibrations, can quantify time-averaged phase distributions. Wu et al. [146] describes the filtered back projection reconstruction technique that is used in most medical imaging CT scanners as well as the algebraic reconstruction techniques (ART), which are iterative. Reconstruction using ART methods is generally an error minimization process and [146] used a genetic algorithm for reconstruction optimization.
During the filtered back projection reconstruction process, the intensity data in the sinogram files are converted to CT numbers or CT values that have a range based on the computer system, with 12-bit most common (i.e., 4096 possible values) [84] . The CT values correspond to the gray scale value in the resulting reconstructed image. An important feature of the CT reconstruction is that the CT values usually map linearly to the effective attenuation coefficient of the material in each voxel (3D pixel) [84] . Hence, the variation in X-ray local attenuation is closely related to variations in local density [147] . The information is then used to determine local timeaveraged phase fractions in a two-phase system. Using Eq. (1), the local time-averaged phase fraction is determined by first determining the intensity values for each phase, I 1 and I 2 . The local time-averaged void fraction is then related to the intensity recorded during the two-phase operation (I) and the pure systems (I 1 and I 2 ):
where e is the local time-averaged void fraction of phase 2. Equation (3) assumes the incident radiation, I 0 , is constant [148] .
As summarized by Kak and Slaney [22] , commercial (medical) CT systems typically calculate the linear attenuation coefficient, and the numbers that are recorded by the system are integers that range from À 1000 to 3000. This range is an international standard scale called the Hounsfield Scale, with a Hounsfield unit defined as
where l water is the attenuation coefficient of water. The value of H ¼ 0 corresponds to water and H ¼À 1000 is assumed to correspond to air (assuming l air ¼ 0). Within each pixel from a reconstructed fan beam, or voxel from a reconstructed cone beam, the associated CT number is proportional to the effective attenuation coefficient. Using Eq. (4) and redefining the reference linear attenuation coefficient (l water ), Ikeda et al. [144] define the CT value of a reconstructed element (i, j), CT ij , as
where a and b are constants. In a two phase system, the attenuation coefficient of element (i, j), l ij , can be expressed in terms of void fraction of phase 2:
where q 1 and q 2 are the phase 1 and 2 densities, respectively, and l 
where e ij is the time-averaged phase fraction of phase 2 in element (i, j), CT ij is the time-averaged CT value at location (i, j) of the flowing system, and CT ij,1 and CT ij,2 are the time-averaged CT values of 100% phase 1 and 100% phase 2 at location (i,j), respectively, which are acquired through calibration. By comparing Eq. (3) to Eq. (7), the CT value is proportional to ln(I) which, through Eq. (1), is proportional to the linear attenuation coefficient. Equation (7) can be used to determine the local time-averaged phase fraction in a gas-liquid system, where phase 1 and 2 correspond to liquid and gas, respectively. However, Eq. (7) is not Transactions of the ASME directly applicable to a gas-solid system unless a system of 100% solid can be produced for the CT ij,1 calibration. This is generally not possible for most granular systems commonly found in fluidized beds because the solid is in powder form with air filling the voids between the particles. In this case, a CT calibration of a homogeneous static granular bed is used in the calibration [56, 149] :
where e ij,b is the local void fraction of the static (bulk) granular system, CT ij,b is the local CT value of the bulk system, and CT ij,s and CT ij,g are the local CT values of the solid and gas, respectively. The CT value of the 100% solid (CT ij,s ) is not known but can be calculated by measuring the void fraction of the bulk system, e b ,
where q b is the bulk density and q p is the particle density provided by the manufacturer. The bulk density is measured for the granular system by recording the bed mass and volume (i.e., q p ¼ m bed /V bed , where m bed is the bed mass and V bed is the bed volume). Assuming the bulk granular system is homogenous, e b ¼ e ij,b , Eqs. (7)- (9) can be combined to yield:
Therefore, finding the local time-averaged gas holdup from a single dynamic gas-solid experiment requires three different X-ray CT files: (1) the X-ray CT of the dynamic bed (flow, CT ij ), (2) the X-ray CT of a static bed of the same material (bulk, CT ij,b ), and (3) the X-ray CT of an empty bed (gas, CT ij,g ). Equation (7) can be used for gas-liquid systems and Eq. (10) for gas-solid systems to produce a 3D matrix of local time-averaged gas holdup (void fraction) values. Software has been developed by many groups to visualize these 3D gas holdup maps at any location within the imaging volume. Additionally, the programs can generate "slices" of the 3D image to produce 2D images of any plane within the imaging region. For example, Fig. 6 show a representation of a 3D volume where y-slices pass through the center of the volume in the x-z plane, x-slices pass through the center of the volume in the y-z plane, and z-slices show x-y planes at any height within the imaging volume. Software can also apply a color map to the slice images to enhance visualization. The colorizing scales can be independently adjusted for each material to improve image contrast. A sample CT image is shown in Fig. 7 to highlight these capabilities. This figure shows the local time-averaged gas holdup in a 10.2 cm fluidized bed filled with 500-600 lm glass beads and operated at a superficial gas velocity of U g ¼ 3U mf , where U mf is the minimum fluidization velocity. As shown in Fig. 7 , local gas holdup values can be extracted from the qualitative gas holdup maps to produce quantitative graphs of the local time-averaged gas holdup along individual rays through the system of interest.
When reconstructing X-ray CT images, artifacts within the image can cause large sources of error. Artifacts come from three primary sources: beam hardening, ring artifacts, and abrupt changes in density [84] . Beam hardening is the most common artifact found in X-ray CT reconstructions and causes the edges of the object to appear brighter than the center, even when the material is homogeneous [84] . It can be reduced by filtering low energy "soft" X-rays with metal filters. It can also be corrected through a wedge calibration [84] . Ring artifacts are caused by nonuniform response of adjacent detector elements to changes in X-ray energy. These artifacts can be minimized through proper calibration [84, 89] . Finally, abrupt changes in system density result in sharp changes in intensity signals that leads to streaks in the reconstructed image due to mathematical relationships in the reconstruction algorithms. The best way to minimize streaking in the reconstructed image is through system design to minimize sharp density differences in the imaging region (e.g., replace metallic bolts in an acrylic containment system with nylon bolts). For example, Heindel et al. [150] filled air voids in a control valve housing with wax and modified the handle and flange to minimize reconstruction artifacts when imaging cavitation from a butterfly valve.
Many studies involved with CT imaging also use phantoms to quantify spatial or density resolution. Phantoms are defined as static test objects containing features of known size, spacing, and contrast that are used to quantify spatial and density resolution [151] , and are useful to characterize a CT system.
Examples of X-Ray CT Imaging of Fluid Flows.
A medical computer-assisted tomography (CAT) scanner was used by Lutran et al. [152] in the early 1990s to visualize liquid flow through a small packed bed of glass beads. In this case, the 30.5 cm high packed bed was located on a horizontal conveying table that translated the bed through the CT scanning region in 3 mm steps. Vertical CT images were acquired in 3 mm increments through the 6 cm square bed. The water was doped with barium bromide to enhance the difference in X-ray absorption between the glass beads and water. The authors showed many qualitative images in different vertical planes to assess differences between liquid flow rate, particle size, and liquid surface tension, as well as the influence of system prewetting, flow history, and water inlet configuration.
An X-ray CT system was developed by Toye et al. [24] specifically for X-ray CT flow visualization of liquid holdup and maldistribution in packed beds. The X-ray system produced a fan beam that was captured with a linear array of 1024 photodiodes, each 1.66 mm wide. The source-detector pair rotated around a 0.6 m ID fixed packed bed. This facility was used by Toye and co-workers [51, 153] to characterize the fluid flow patterns and liquid holdup in packed beds.
A fixed X-ray CT system with a 450 keV fan beam, a linear detector array, and a 15.2 cm diameter object turntable was used by Schmit et al. [154] to study liquid flow patterns and liquid holdup in trickle bed reactors. This study was extended by Schmit et al. [52, 53] to examine the hydrodynamics in a 15.2 cm diameter trickle bed reactor containing structured packing material. Many of the images in Ref. [53] suffered from ring artifacts, which were attributed to the dynamics of the flow and liquid droplets moving into and out of the image during the data acquisition cycle.
Trickle bed hydrodynamics were also the focus of van der Merwe et al. [155] who used a cone beam X-ray CT system. In this system, a 40 mm ID trickle bed reactor was placed on a turntable to allow radiographs to be acquired through a full 360 rotation. The rotational acceleration was set very low to minimize centrifugal forces on the fluid flow. After CT reconstruction, extensive image processing procedures were developed to allow for the identification of the solid packing, liquid regions, and gas regions. This allowed the calculation of gas-liquid, gas-solid, and liquid-solid interfacial areas.
A medical CAT scanner was modified by Kantzas [50] to allow for both horizontal or vertical flow systems. They showed that their system could be used to measure local holdup in a 10 cm ID fluidized bed and a 4.5 cm ID trickle bed reactor. Kantzas and co-workers extended this study to quantify local and planar-average void fractions in various polyolefin resin fluidized beds [156] and void fraction and channeling in polyethylene resin filled fluidized beds [157] . The same CT system was used by Wu et al. [158] to study the hydrodynamics in three different diameter fluidized beds. X-ray CT imaging has also been used to study fluid flow in porous media, with applications to air sparging for in situ groundwater cleanup when contaminated with hydrocarbons [159] , two-fluid coreflood experiments for enhanced oil recovery [142] , and fluid flow through soil samples [160, 161] . For example, Chen et al. [159] used a modified medical CT scanner to visualize air sparged through water-saturated packed sands. The reconstructed images provided high-resolution visualizations of the air distribution patterns and showed that operating conditions had a significant impact on local air flow patterns.
Du et al. [147] utilized CT imaging to study CO 2 and N 2 foam flow in a sandstone sample initially saturated with surfactant solution; the application was to improve the understanding of enhanced oil recovery when CO 2 is injected into sandstone. The CT images were helpful in understanding the CO 2 foam formation and how it propagated in the axial direction.
A medical X-ray CT system was used by Morooka et al. [162] and Mitsutake et al. [163] to quantify void fraction within rod bundles that are common in nuclear reactors. Their focus was to improve the understanding of steam-water two-phase flow in rod bundles [162] , and then develop a void fraction model and compare the predictions to experimental measurements [163] .
Boden et al. [164] utilized an unbaffled stirred tank reactor (STR) with a gas-inducing impeller to test a method of single projection X-ray computed tomography. This method is based on the assumption of rotationally symmetric phase distributions, which produces a rather fast CT image relative to typical X-ray CT data acquisition cycles. They also implemented beam hardening and radiation scattering corrections in their reconstruction algorithms. They validated this technique using a rotating phantom object.
With this method, they were able to calculate time-averaged void fraction with a systematic error below 3.5% of the measured value. Note, however, that the assumption of a rotationally symmetric phase distribution limits how this technique can be utilized.
Ford et al. [165] used X-ray CT imaging to show that the assumption of axisymmetry was not valid in baffled stirred tank reactors, which are common reactors found in the process industries. They showed that the gas holdup distribution varied depending on the flow regime. Within a given flow regime, the general gas holdup patterns were similar, even when the STR was operated at different conditions within the respective flow regime.
Grassler and Wirth [79] used a fan beam X-ray CT system and a linear detector array to quantify solids holdup in a circulating fluidized bed. Their focus was on technique development, so limited solid holdup data were provided.
Heindel and co-workers have used the X-ray CT system described in Ref. [89] to produce detailed local time-averaged phase distribution maps within bubble columns [55] and stirredtank reactors [165] . They have extended this work to fluidized beds, including a 9.5 cm ID [166] [167] [168] , a 10.2 cm ID [56, 169] , and a 15.2 cm ID [169, 170] cold-flow fluidized bed. The fluidized bed data have been used to validate computational fluid dynamics (CFD) models of this complex gas-solid flow [168, [171] [172] [173] [174] . CT imaging was also completed of an impinging water jet to measure the hydraulic jump at any angular location [175] , as well as the cavitation field from a butterfly control valve [150] . Table- top X-ray CT systems have been developed in recent years to analyze small material samples, typically on the order of 1 cm in size. These systems produce microtomography images where the voxel size can be as small as 1 lm or less. Micro-CT systems are ideal for studying flow through porous media where there may be a need to image individual pores. Moreno-Atanasio et al. [176] have recently reviewed X-ray microtomography and how detailed micro-CT data can be coupled to computer simulations of the fluid flow in porous and granular material. One drawback of these table-top CT systems is that the flow system is typically mounted on a turntable Transactions of the ASME because the X-ray source and detector are fixed in the micro-CT device.
5.2 Fast X-Ray CT Systems. One of the limitations of X-ray CT imaging of fluid flows is the poor temporal resolution (e.g., it may take several minutes to acquire the needed data for an X-ray CT reconstruction) and most data are local time-averaged values. Many research groups are developing X-ray CT techniques to improve the temporal resolution.
Prasser et al. [54] have developed a fast X-ray CT system that provides a spatial resolution of 2.6 mm with a scanning rate of 263 complete CTs per second. They visualized gas-liquid flow in a 50 mm vertical pipe and compared their measurements to those obtained with a wire mesh sensor. The spatial and temporal resolution of the wire mesh sensor were better than the X-ray CT system, but the wire mesh was completely intrusive. Although individual small bubbles were not captured in the CT images, the void fraction measurements between the two methods were still in good agreement.
As cited by Harvel et al. [177] , Hori et al. [178] used 122 cadmium tungstenate (CdWO 4 ) detectors and 18 X-ray sources mounted in a circular array to develop a high-speed X-ray CT system to measure void fractions in gas-liquid vertical flows. The detector plane was slightly above the X-ray source plane and the X-ray fan beam was directed at a slight incline. This allowed the X-ray beam to pass underneath the detector before the flow region but be recorded by the detector after the flow regions. The system was considered high speed because it could acquire a void fraction distribution slice image every 4 ms. Harvel et al. [60, 177] used this system to determine average and instantaneous void fractions in a vertical annulus. Hori et al. [179, 180] further enhanced the CT imaging system to produce CT slice images in a scanning time of under 0.5 ms. To do this, they distributed 60 stationary X-ray tubes and 584 stationary X-ray detectors in separate concentric circles (Fig. 8) , and then activated each source independently in quick succession to prevent scattering from adjacent sources. As shown in Fig. 8 , the X-ray sources are located in a plane slightly above the detector system and then directed at a slight decline toward the detectors.
A fast X-ray CT system was also developed by Kai et al. [181] to visualize gas bubbles in a fluidized bed. The fast CT system used in this study consisted of 18 electron guns arranged in a semicircular arc and housed in a single vacuum chamber. Each electron gun was focused on a tungsten target to produce a 24 3 mm thick Xray fan beam. Each fan beam was recorded by a linear array of 32 detectors. Because some detectors recorded the signal from multiple X-ray beams, a total of 122 detectors were used in the system. A switching mechanism was used to sequence the electron guns, producing 18 individual X-rays over a 4 ms period resulting in 250 CT slices per second. This system allowed for 3D reconstruction of large bubbles in a 4.6 cm ID fluidized bed. A significant drawback of the imaging system used by Kai et al. [181] was that only multiphase flows contained in vessels with an OD smaller than 5 cm can be imaged; this limitation is a result of their physical configuration. A redesigned system could accommodate larger diameter flow systems.
A fast X-ray CT system was theoretically described by Wu et al. [146] . Their system acquired limited projection data and then used a genetic algorithm to optimize the reconstruction. In general, they showed that the reconstructed CT simulations produce better results when there are more radiographic projections, and there were tradeoffs between temporal and spatial resolution and system cost.
Bieberle et al. [182] [183] [184] [185] have developed electron beam X-ray tomography that can provide cross-sectional images of multiphase flows with a spatial resolution of about 1 mm and a frame rate approaching 10 kHz. This method directs a high frequency electron beam to a tungsten target to produce a fast moving X-ray fan beam, Fig. 8 Fast X-ray CT system of Hori et al. [180] . The diameter of the measured object is 300 mm.
resulting in multiple angular linear projections through the object. Although multiple angular views are gathered, they do not encompass 360 which provides incomplete data sets that result in image artifacts, such as shape distortions and streaks; these artifacts can be reduced using iterative reconstruction methods. A binary algebraic reconstruction technique (ART) with an additional smoothing operation derived from level-set theory was implemented by Bieberle and Hampel [182] for use in this system. The equipment needed for this imaging method was housed in an evacuated commercial electron beam welded box, which limited the scale of the multiphase flow that could be imaged (i.e., 50 mm). This research group has used this system to visualize gas flows in gas-liquid systems [185] and gas-solid systems [184] . Although this method was extremely fast, only a single plane was imaged at one time and limited angle CT data were obtained which relied on algebraic reconstruction techniques. Bieberle and Hampel [182] also state that this X-ray CT method was rather expensive to implement, but the data it can produce may justify the expense for certain problems of interest.
Mudde [57] has also developed a fast CT system consisting of three X-ray sources arranged symmetrically around the flow of interest. Each source produced a fan beam that was directed toward 30 scintillation detectors. This allowed the entire flow region to be imaged simultaneously from three different directions. The resulting data were acquired at a rate of about 100 frames/s and then reconstructed to form a cross-sectional image of the phase distribution. Mudde [58, 81] extended this system to include a second plane of 30 scintillation detectors associated with each source (Fig. 9) . In this configuration, CTs were used to estimate the bubble rise velocity in a 23 cm ID fluidized bed. Although the frame rate for this system is fast for X-ray tomographic imaging, image threshholding techniques were needed to remove noise and resulted in visualizing bubbles that were at least 3 cm in diameter ($13% of the column diameter). Smaller bubbles were not resolved due to signal noise. Nevertheless, this X-ray CT can record bubble properties, like volume and velocity, with reasonable accuracy.
5.3
Other X-Ray CT Flow Visualization Developments. It is fairly straight forward to determine time-averaged phase fractions in two component systems, like gas-liquid or gas-solid two-phase flows. Incorporating a third phase requires an additional measurement. Behling and Mewes [145] developed a dual-energy X-ray CT technique to measure time-averaged local void fraction in a gas-liquid-solid three-phase flow. They generated an X-ray fan beam at two sufficiently different X-ray energies (70 Kv and 200 kV) and obtained calibration intensities for pure systems of air, water, and PVC particles at both energies. They then operated a three-phase slurry column by bubbling gas through the PVC-water mixture. X-ray intensities were then determined for the operating systems at each X-ray energy. These measurements were sufficient to determine time-averaged local phase fractions of each phase.
Hu et al. [186] , developed a new CT reconstruction technique that allowed CT reconstructions from only two independent projections. They incorporated "smoothing equations" to compensate for the lack of projection data found in typical CT imaging. They further utilized a rotating filter wheel composed of lead, copper, and air filter sections to take advantage of the X-ray beam hardening effects. This allowed them to discriminate between "hardened" X-rays that passed through the copper filter and "softened" X-rays that passed through the air region. The lead section, which made up half the filter wheel, blocked the X-ray beam completely. By operating the wheels 180 degrees out of phase, the two X-ray sources could be operated simultaneously while eliminating any scattering effects. With this system, Hu et al. [186] were able to image an airwater-oil three-phase system. Note that sodium iodide was added to the aqueous phase to enhance the signal difference between the oil and water. The authors concluded that the main application of this system would likely be for stratified-type or slug-type flow regimes where large interfaces separate the flow materials.
X-ray tomographic microscopy was used by Waelchi et al. [187] to produce 3D images of stationary gas-liquid flows (i.e., annular flow) in a 250 lm wide by 100 lm deep microchannel. They used a synchrotron X-ray source and edge-enhancement radiographic projections to determine the 3D images because absorption-based methods do not provide a sufficient difference in absorption rates between the two fluids for the given path lengths. The edge-enhancement technique uses Fresnel diffraction in this case [86] . By selecting the appropriate energy level and sampleto-detector distance, the edge-enhanced projections produced a spatial resolution of approximately 4 lm.
A new CT technique for axisymmetric multiphase flows was proposed by Wu et al. [188] . They used a flash X-ray system to produce single projection data with a pulse width of $100 ns to freeze the motion, and they acquired several images in sequence. They then assumed axisymmetry and used a Tikhonov Regularization method to reconstruct the time-averaged gas holdup in a 100 mm diameter airlift reactor. The authors completed a detailed analysis to show that their method was adequate, subject to the assumption of axisymmetric flow conditions. Finally, Charvet et al. [189] recently described an X-ray holotomographic technique to quantify the 3D liquid distribution in a fibrous filter. They utilized the European Synchrotron Radiation Facility (ESRF) to provide a parallel monochromatic X-ray beam. By rotating the filter sample, they produced 1500 independent image projections and then reconstructed them using filtered back projection to produce a voxel size of 0.7 lm. A single scan Transactions of the ASME produced a traditional CT image providing a 3D mapping of the linear attenuation coefficient. For X-ray holotomography, multiple (two to four) CT scans were completed with different distances between the sample and detector for each scan. By combining the CT images obtained with different object-detector separation distances, they produced a 3D mapping of the electron density. This technique allowed Charvet et al. [189] to differentiate between fiber, liquid, and gas in the 3D image and to quantify the various volume fractions within their fibrous filter.
Current X-Ray Flow Visualization Challenges and Opportunities
Typical noninvasive measurement techniques can either capture time-averaged 3D or time-varying 2D phase characteristics; however, most industrial multiphase applications involve locally unsteady or chaotic 3D flows. Hence, additional noninvasive measurement techniques must be developed to completely characterize and quantify various multiphase processes.
Fast X-ray CT imaging will be further developed, although there are trade-offs between number of projections that influence spatial resolution and the speed of projection acquisition. Assumptions in the reconstruction symmetry will also affect resolution and accuracy of the reconstructed object.
A key issue in quantifying the voids in a gas-liquid or gas-solid system is determining the boundary of the interface. In the case of a large void with good contrast, simple image manipulation methods are sufficient. However, as the signal to noise ratio in the image is reduced, interface detection becomes a challenge because of quantum mottle effects in the image processing. Further developments in image processing methods are to be expected.
Medical imaging has used tracers that preferentially absorb X-rays to visualize dynamic biological processes, whereby the tracer is either ingested by or injected into a patient. These techniques could be extended to fluid flow studies where one fluid is tagged with an X-ray absorbing salt like potassium iodide. Preliminary trials have been completed in our laboratory to show it is possible to visualize water with dissolved potassium iodide mixing with plain water, but further development is needed before this technique produces useful data.
XPTV will become a powerful tool to measure local velocities in a multiphase system, but additional development in tracer particle manufacturing is needed [139] . Tracers must be developed for specific system conditions and be small enough to follow the fluid flow. Additionally, multiple high speed detector/camera systems are required for this technique, which will increase the cost of developing XPTV.
Finally, data storage, manipulation, and processing could become an issue with X-ray flow visualization. Depending on the imaging method, systems can easily produce gigabytes of data when studying a "simple" multiphase flow. Terabytes of data could be produced when imaging 3D time-resolved systems over long time periods. The process of analyzing and visualizing such large data sets will remain a challenge.
Conclusions
X-rays have been used for over 50 years to visualize the fluid flow in multiphase systems. Initially, simple radiographic imaging was done using traditional X-ray film processing. With the introduction of digital X-ray detection and CT imaging, stereoscopic and computed tomographic imaging have been used to characterize and quantify multiphase flow characteristics. X-ray visualization techniques have provided useful tools for multiphase flow characterization. Many research groups now have access to the required X-ray hardware and further technique development is expected.
