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ABSTRACT
In many fields of social and industrial sciences, simulation is crucial
in comprehending a target system. A major task in simulation is
the estimation of optimal parameters to express the observed data
need to directly elucidate the properties of the target system as
a modeling based on the expert’s domain knowledge. However,
skilled human experts struggle to obtain the desired parameters.
Data assimilation therefore becomes an unavoidable task to re-
duce the cost of simulator optimization. Another necessary task is
extrapolation; in many practical cases, predictions based on sim-
ulation results will be often outside of the dominant range of a
given data area, and this is referred to as the covariate shift. This
paper focuses on a regression problem with covariate shift. While
the parameter estimation for the covariate shift has been studied
thoroughly in parametric and nonparametric settings, conventional
statistical methods of parameter searching are not applicable in
the data assimilation of the simulation owing to the properties of
the likelihood function: intractable or nondifferentiable. Hence, we
propose a novel framework of Bayesian inference based on ker-
nel mean embedding. This framework allows for predictions in
covariate shift situations, and its effectiveness is evaluated in both
synthetic numerical experiments and a widely used production
simulator reproducing real-world manufacturing factories.
KEYWORDS
kernel mean embedding, approximate Bayesian computation, data
assimilation, covariate shift, product simulation
1 INTRODUCTION
Simulation is crucial in comprehending a target system in not only
natural science but also in social and industrial sciences. Multia-
gent simulation is a representative method in social science and is
used for analyses of traffic flow and crowd dynamics. In industrial
applications, production simulation is, for example, employed to in-
vestigate production efficiency. Figure 1-(A) shows a typical part of
a production simulator to model a procedure for assembling a prod-
uct; items consisting of “TOPS,” “BOTTOMS,” and “SCREWS” are
necessary to assemble a product in an “ASSEMBLY” machine and
four products are inspected at once in an “INSPECTION” machine.
The simulator provides a function between the number of products
(shipment) in a day and the production time (see the brown solid
line in Fig. 1-(B)).
A primary task in simulation is the estimation of parameters.
Because the simulator is designed based on an expert’s domain
knowledge, each parameter is interpretable by human experts and
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Figure 1: (A) Illustration of production simulationmodeling
a procedure for product assembly. (B) Results of ordinary
regression: brown solid line is the line of posterior mean,
and orange scatter indicates samples from predictive distri-
bution. (C) Result of covariate shift: green solid dashed line
is the line of posterior mean, and yellow–green scatter indi-
cates samples from predictive distribution. Detailed descrip-
tion is in Section 6.1.
the optimal parameter to express the observed data must directly
elucidate the properties of the target system. In a multiagent simula-
tion, the action principles of the agents are determined by some pa-
rameters, and parameter tuning is crucial to reproduce the observed
phenomena. In the production simulator shown in Fig. 1-(A), the
elapsed times of the twomachines are the parameters: the unknown
elapsed time of each process. Despite the increasing importance
of parameter estimation, even skilled human experts still struggle
to obtain the desired parameters. Data assimilation is therefore an
unavoidable task to reduce the cost of simulator optimization.
Another task necessary in simulator optimization is extrapo-
lation. Because the opportunity of data sampling in social and
industrial sciences is sometimes restricted, the prediction will be
outside of the dominant range of a given data area. For example, the
target setting of simulation is on mass production, while the data
are obtained during its trial production, in which the number of
products is smaller. Production efficiency is often different between
mass production and trial production owing to the difference in load
of the machine and workers. It is paramount to predict production
efficiency for mass production precisely using only data in a trial
production. Figs. 1-(B) and (C) describe this situation. In this system,
the total production time changes significantly around X = 110
owing to the overload of workers. The obtained data are primarily
ar
X
iv
:1
80
9.
08
15
9v
2 
 [s
tat
.M
L]
  2
2 J
un
 20
19
located in the range X < 110 (the red circles in panels (B) and (C)).
When prediction is required in the mass production range X > 110,
the estimation of the extrapolation must be considered (the green
line in panel (C)); this is referred as the covariate shift [12]. This
paper focuses on a regression problem with covariate shift, which
has been studied in conventional parametric and nonparametric
settings [5, 12, 13, 15].
However, the conventional statistical methods of parameter
searching such as the least-squares and gradient methods are not
applicable in data assimilation because of the nondifferentiability
of the simulation. Herein, we assume a Gaussian noise for the re-
gression function. Let us consider the input x ∈ RdX , the output
y ∈ R, and the conditional probability given by
p(y |x ,θ ) = 1√
2πρ2dX
exp
{
− ||y − r (x ,θ )| |
2
2ρ2
}
, (1)
where ρ is the given standard deviation, θ is the parameter of the
simulator, and r (x ,θ ) is the simulation result. The likelihood is
expressed as the product of this probability. Because the given
information on r (x ,θ ) is not the expression with respect to θ but its
value from the simulation result, the likelihood is neither tractable
nor differentiable. Data assimilation techniques such as ABC [3, 8,
10] and kernel ABC [10] have been developed to estimate simulation
parameters with intractable likelihood although they do not address
the covariate shift.
Hence, we propose a novel framework of Bayesian inference in
which a series of methods based on kernel mean embedding [4, 9] is
employed. More precisely, the proposed framework consists of an
extended kernel ABC to the importance-weighted regression, the
kernel sum rule [4], and kernel herding [2]. Numerical experiments
indicate that our method can address the covariate shift in synthetic
and realistic production-simulator data. The computational cost is
superior over that of other alternatives such as the ABC and the
Markov chain Monte Carlo (MCMC) methods; the kernel ABC is
significantly more efficient than ABC in a high-dimensional param-
eter space [7, 10], and the MCMC method involves, in principle, a
larger cost, which will be discussed in Section 7.2. It is noteworthy
that even if the kernel method is used for the regression problem,
our method is completely different from nonparametric regressions
such as kernel ridge regression [6], assuming an analytical function
as a regression function (see Section 7.3).
The contributions of this study are as follows:
• We propose a framework of “intractable likelihood regres-
sion (ILR)” by combining and extending methods based on
kernel mean embedding, assuming that a simulation model is
treated as a nondifferentiable blackbox function of regression
with Gaussian noise.
• We extend the intractable likelihood regression to a covari-
ate shift situation with the proposed importance-weighted
kernel.
• We apply and confirm the effectiveness of these method to a
production simulation reproducing a real factory.
This paper is organized as follows. We briefly review the
Bayesian inference for regression under covariate shift and appli-
cations of kernel mean embedding. Subsequently, we propose the
novel framework named “intractable likelihood regression” and its
covariate shift extension. We demonstrate that the proposed frame-
work allows for predictions in covariate shift situations, and its
effectiveness is evaluated in both synthetic numerical experiments
and a widely used production simulator.
2 BACKGROUND AND RELATEDWORK
As a series of building blocks for the proposed method, we briefly
review the Bayesian inference under covariate shift situations and
three applications of kernel mean embedding: kernel ABC, kernel
sum rule, and kernel herding.
2.1 Bayesian Inference for Covariate Shift
Let {Xn ,Yn } = {X1,Y1, ...,Xn ,Yn } be a set of observed samples
that are independently and identically generated following the true
distribution q(x ,y) = q(x)q(y |x). Let p(y |x ,θ ) be a learning model
to infer the true q(y |x) model. As the regression formulation, the
true joint distribution q(x ,y) is written as
q(x ,y) = q(x)√
2πρ2dX
exp
{
− ∥y − R(x)∥
2
2ρ2
}
,
where R(x) is the true regression function. Subsequently, the learn-
ing model p(y |x ,θ ) is written in the regression problem as Eq.(1)
where r (x ,θ ) is a model of the regression function. The posterior
distribution is
p(θ |Xn ,Yn ) = 1
Z (Xn ,Yn )
n∏
i=1
p(Yi |Xi ,θ )π (θ ), (2)
whereZ (Xn ,Yn ) =
∫ ∏n
i=1 p(Yi |Xi ,θ )π (θ )dθ . Here,p(Yn |Xn ,θ ) =∏n
i=1 p(Yi |Yi ,θ ) is the likelihood and π (θ ) is the prior as a func-
tion of θ . If the predictive distribution p(y |x ,Xn ,Yn ) is a mean of
p(y |x ,θ ) for posterior θ , then
p(y |x ,Xn ,Yn ) =
∫
p(θ |Xn ,Yn )p(y |x ,θ )dθ . (3)
In a covariate shift setting, the distribution q0(x) for generating
the training dataset {Xn ,Yn } varies from distribution q1(x) for the
prediction or test dataset, but the functional relation q(y |x) remains
unchanged. An additional assumption under the covariate shift
setting is model misspecification, where the learning model cannot
attain the true distribution. In practice, the learning model with
optimal parameters p(y |x ,θ∗) deviates more or less q(y |x).
We define the importance weight function of Xn as
βn = (β1, ..., βn )T ∈ Rn ,
βi = β(Xi ) = q1(Xi )
q0(Xi ) . (4)
Here, we assume that q0(x) and q1(x) or its ratio is known or es-
timated reasonably in advance. In many practical applications, es-
timating the density from observed data might be necessary. We
can refer to a series of previous studies to estimate the density or
density ratio [11, 14].
To provide a good inference under a covariate shift and model
misspecification settings, the log-likelihood function is improved
with the importance weight function β(x) as follows:
lnpβ (Yn |Xn ,θ ) =
n∑
i=1
β(Xi ) lnp(Yi |Xi ,θ ). (5)
2
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Figure 2: Schematics of kernel mean embedding.
Asymptotically, the parameter θ becomes a consistent parameter
for the sample from the q1(x) distribution because the importance
weight β(x) = q1(x)/q0(x) effectively cancels q0(x). By the law of
large numbers, we can obtain the following:
lim
n→∞
[
1
n
n∑
i=1
β(Xi ) lnp(Yi |Xi ,θ )
]
=
∬
q1(x)
q0(x)q0(x)q(y |x) lnp(y |x ,θ )dxdy
= EX,Y [lnp(Y|X,θ )] ,
where {X,Y} is the sample from the q1(x) distribution. Except
for the weighted log-likelihood function corresponding to the like-
lihood in Eq.(2), the formulation of the inference and predictive
distribution is the same as the description above.
A series of studies exist for covariate shift assuming that a regres-
sion function is an analytical function [12, 13, 15], such as kernel
ridge regression [5]. In our problem, however, we assume that the
functional relation of the regression model y = r (x ,θ ) is only given
as a nonanalytical function: a simulation. The difference between
kernel ridge regression and the proposed method with formulation
is presented in Section 7.3.
2.2 Application of Kernel Mean Embedding
Kernel mean embedding is a framework to map distributions into a
reproducing kernel Hilbert space (RKHS)H as a feature space [9].
Figure 2 shows a schematic illustration of the kernel mean em-
bedding. In this section, we briefly review three applications of
kernel mean embedding: kernel ABC, kernel sum rule, and kernel
herding. The detailed formulations of these methods are described
in Section 3.2 with the proposed method.
2.2.1 Kernel ABC. Kernel ABC [10] is a method to compute the
kernel mean of the posterior distribution from a sample of parame-
ter θ generated by the prior distribution. The assumption is that
the explicit form of the likelihood function is unavailable, while the
sample from likelihood is available. In this section, we introduce
kernel ABC for density estimation. In general, density estimation is
formulated as a problem to obtain the optimal parameter θ∗ by cal-
culating the posterior distribution p(θ |Yn ) = p(Yn |θ )π (θ )/Z (Yn ),
where π (θ ) is the prior distribution, p(Yn |θ ) is the likelihood, and
Z (Yn ) is the normalized constant. Kernel ABC allows us to calcu-
late the kernel mean of the posterior distribution as follows: First,
one generates sample {θ1, ...,θm } from prior distribution π (θ ) and
generates pseudo data {Yn1 , ...,Ynm } as a sample from p(y |θ j ) for
j = 1, ...,m. Next, the empirical kernel mean of the posterior dis-
tribution µˆθ |Y is calculated by a weighted sum of sample θ j with
the weight calculated by a kernel of y. The kernel of y indicates the
“similarity” between real data Yn and pseudo data Ynj . The calcu-
lation of kernel mean corresponds to the estimation of posterior
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where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθˇθw
T . (27)
The Gramm matrices Gθˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Related Works
As the method to solve the inverse problem of the domain
uses the finite element method, e.g., structural mechanics,
the differential equation is solved inversely by the adjoint
method [16]. Our proposed method does not rely on the
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
We propose a novel framework to solve the regression
problem with intractable likelihood using kernel mean em-
bedding. We formulate the probabilistic model by assuming
that the observation data Yi is expressed as the simulation
output conditioned by Xi with Gaussian noise. This for-
mulation corresponds to Eq.(2) in the Bayesian inference
for regression. As the regression problem, we formulate the
framework to represent the relation between the pair Yi and
Xi for i = 1, ..., n in the kernel mean representation. This
formulation has mathematical characteristics in that the order
of datasets cannot be permuted. The order of elements in
vector Y n is fixed owing to the order of {X1, ..., Xn}. On the
other hand, target samples Yi for i = 1, ..., n are independent
and identically distributed in the previous density estimation
problem.
As an extension of this regression framework for the covari-
ate shift situation, we propose the weighted kernel function
that has a relation between input Xi and output Yi for
i = 1, ..., n to express the weight βi in the kernel function
for individual data {Xi, Yi} (i = 1, ..., n). Our proposed
formulation of the regression, which implicitly contains the
relation between {Xi, Yi} (i = 1, ..., n), enables us to extend
to the covariate shift situation easily.
A. Intractable Lik lihood Regr ssion
In this section, we resent an extension of kernel ABC for a
class of egre sion problems from a class of density estimation
problems. This is also the kernel mean representation of the
Bayesian inference for regression. The idea is that kernel
mean embedding (kernel ABC) and kernel herding are the
pairwi e ethod of embedding for RKHS and sampling from
RKHS, to avoid the issue of the assumed intractable likelihood.
The proposed framework is summarized as Alg. 1. We first
calculate the kernel mean of the posterior distribution, and
then generate samples from the kernel mean by kernel herding
as 1 ) and 2 ) in Alg. 1. Second, we calculate the kernel mean
of the predictive distribution, and generate samples by kernel
herding as 3 ) and 4 ). Each component of 1 )–4 ) corresponds
to Sec. III-A1–III-A4.
Algorithm 1: Intractable Likelihood Regression
Input: Simulator r(x, θ), observed dataset {Xn, Y n},
and prior π(θ).
Output: Samples {Y´ n1 , ..., Y´ nm} from the predictive
distribution.
1) Kernel ABC for regression: obtain the kernel mean of
the posterior distribution µˆθ|Y X from Eq.(31).
2) Kernel herding for the posterior distribution: obtain
samples {θˇ1, ..., θˇm} from µˆθ|Y X .
3) Kernel sum rule: obtain the kernel mean of the
predictive distribution νˆy|Y X from Eq.(38).
4) Kernel herding for the predictive distribution: obtain
samples {Y´ n1 , ..., Y´ nm} from νˆy|Y X .
1) Kernel ABC for regression: The purpose here is to solve
the regression problem if we observe the dataset {Xn, Y n},
with the assumption that the learning model p(y|x, θ) can only
be written in a simulator, which allows us to calculate Y¯ n only
if we input Xn and θ. The simulator can be seen as a “black
box function,” which is not able to deviate, i.e., a nonanalytical
function.
Note that in the following algorithm of the proposed ker-
nel ABC for regression, the formulation of conditioning by
observed data Xn and its relation Y n are different from the
existing kernel ABC represented in Sec. II-B1, while other
parts of the formulation are almost similar.
The algorithm implemented to obtain the kernel mean of
the posterior distribution p(θ|Xn, Y n) is as follows:
• Generate sample θ¯j ∈ Rdθ ∼ π(θ) for j = 1, ...,m
• Generate pseudo-data Y¯ nj ∈ Rn ∼ p(y|Xn, θ¯j) by
simulator for j = 1, ...,m
• Calculate kernel mean µˆθ|Y X
Here,m is the number of parameter θ samples from prior π(θ)
and dθ is the dimension of parameter θ.
The formulation from Eq.(31) to (36) is exactly the same as
the above normal kernel ABC for density estimation problems;
however, the essence to produce Y¯ nj is different because Y¯
n
j is
a sample conditioned by Xn. An explicit form of calculation
of elements of vector Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
This relation between Xi and Y¯i,j is the reason why the order
of components for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other hand, in density estimation problems, the
order can be permuted because components are independent
and identically distributed for i = 1, ..., n. Eq.(30) is the
key formulation to apply the kernel ABC to the regression
problem.
The kernel mean µˆθ|Y X is written as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθˇθw
T . (27)
The Gramm matrices Gθˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Related Works
As the method to solve the inverse problem of the domain
uses the finite element method, e.g., structural mechanics,
the differential equation is solved inversely by the adjoint
method [16]. Our proposed method does not rely on the
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
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other hand, target samples Yi for i = 1, ..., n are independent
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As an extension of this regression framework for the covari-
ate shift situation, we propose the weighted kernel function
that has a relation between input Xi and output Yi for
i = 1, ..., n to express the weight βi in the kernel function
for individual data {Xi, Yi} (i = 1, ..., n). Our proposed
formulation of the regression, which implicitly contains the
relation between {Xi, Yi} (i = 1, ..., n), enables us to extend
to the covariate shift situation easily.
A. Intractable Likelihood Regression
In this section, we present an extension of kernel ABC for a
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Bayesian inference for regression. The idea is that kernel
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a sample conditioned by Xn. An explicit form of calculation
of elements of vector Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
This relation between Xi and Y¯i,j is the reason why the order
of components for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other hand, in density estimation problems, the
order can be permuted because components are independent
and identically distributed for i = 1, ..., n. Eq.(30) is the
key formulation to apply the kern l ABC o the reg ession
problem.
The kern l mean µˆθ|Y X is written as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθˇθw
T . (27)
The Gramm matrices Gθˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Related Works
As the method to solv the inv rse proble of the domain
uses the finite element method, e.g., structural mechanics,
the differential equation is solved inversely by the adjoint
method [16]. Our proposed method does not rely on the
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
We propose a novel framework to solve the regression
problem with intractable likelihood using kernel mean em-
bedding. We formulate the probabilistic model by assuming
that the observation data Yi is expressed as the simulation
output conditioned by Xi with Gaussian noise. This for-
mulation corresponds to Eq.(2) in the Bayesian inference
for reg ession. As the r gressio problem, we formulate the
framework to represen the relation between the pair Yi and
Xi for i = 1, ..., n in the kernel mean representation. This
formulation has mathematical characteristics in that the order
of datasets cannot be permuted. The order of elements in
vector Y n is fixed owing to the order of {X1, ..., Xn}. On the
other hand, target samples Yi for i = 1, ..., n ar independent
and identically distribute in the previous density estim tion
problem.
As an extension of this regression framework for th covari-
ate shift situation, we propose he weighted kernel function
that has a r lation between input X a d output Yi for
i = 1, ..., n to express the weight βi in the kernel function
for individual data {Xi, Y } (i = 1, ..., n). Our proposed
formulation of the regression, which implicitly contains the
relation between {Xi, Yi} (i = 1, ..., n), enables us to extend
to the covariate shift situation easily.
A. Intractable Likelihood R i
In this section, we present an extension of kernel ABC for a
class of regression proble s from a class of density estimation
problems. This is lso the k rnel mean representation of the
Bayesian inference for regression. The idea is that kernel
mean embedding (kernel ABC) nd kernel herding are the
pairwise method of embedding fo RKHS and sampling from
RKHS, to avoid the issu of th assum d intrac able lik lihood.
The proposed framework is summarized as Alg. 1. We first
calculate the kernel mean of th posterior distributio , nd
then generate s mples from the kernel m an by kernel herding
as 1 ) and 2 ) in Alg. 1. Second, we calculate the kernel mean
of the predictive distribution, and generate samples by kernel
herding as 3 ) and 4 ). Each component of 1 )–4 ) corresponds
to Sec. III-A1–III-A4.
Algorithm 1: Intractable Likelihood Regression
Input: Simulator r(x, θ), observed dataset {Xn, Y n},
and prior π(θ).
Output: Samples {Y´ n1 , ..., Y´ nm} from the predictive
distribution.
1) Kernel ABC for r gr ssion: obtain the kernel mean o
the posterior distribution µˆθ|Y X from Eq.(31).
2) Kernel herding for th posterior distri ution: obtain
samples {θˇ1, ..., θˇm} from µˆθ|Y X .
3) Kernel sum rule: obtai the kernel mean of the
predictive distribution νˆy|Y X from Eq.(38).
4) Kernel herding for the predictive distribution: obtain
samples {Y´1 , ..., Y´ nm} from νˆy|Y X .
1) Kernel ABC for regression: The purpose here is to solve
the regr ssion problem if we observe the dataset {Xn, Y n},
with th assumption that the learning model p(y|x, θ) can only
be written in a simulator, which allows us to calculate Y¯ n only
if we input Xn and θ. The simulator can be seen as a “black
box function,” which is not able to deviate, i.e., a nonanalytical
function.
Note that in the following algorithm of the proposed ker-
el ABC f r regression, the formulation of conditioning by
bs rved data Xn and its relation Y n are different from the
existing kernel ABC represented in Sec. II-B1, while other
parts of the formulation are almost similar.
Th algorithm implemented to obtain the kernel mean of
the posterior distribution p(θ|Xn, Y n) is as f llows:
• Genera e s mple θ¯j ∈ Rdθ ∼ π(θ) for j = 1, ...,m
• Genera e pseudo-data Y¯ nj ∈ Rn ∼ p(y|Xn, θ¯j) by
simulator for j = 1, ...,m
• Calcu ate kernel mean µˆθ|Y X
Here,m s the number of pa a eter θ sampl s from prior π( )
and dθ is th dimension f para eter θ.
The formulation from Eq.(31) to (36) is exactly the same as
the above normal kernel ABC for density estimation problems;
however, the essence to produce Y¯ nj is different because Y¯
n
j is
a sample conditioned by Xn. An explicit form of calculation
of elements of vector Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
This relation between Xi and Y¯i,j is the reason why the order
of components for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other hand, in density estimation problems, the
order can be permuted because components are independent
and identical y distribut d for i = 1, ..., n. Eq.(30) is the
key formulation to apply the kernel ABC to the regression
problem.
The kernel mea µˆθ|Y X is written as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
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where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθˇθw
T . (27)
The Gramm matrices Gθˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Related Works
As the method to solve the inverse problem of the domain
uses the finite element method, e.g., struct ral mechanics,
the differential equation is solved inversely by the adjoint
method [16]. Our proposed method does not rely on the
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
We propose a novel framework to solve the regression
problem with intractable likelihood using kernel mean em-
bedding. We formulate t e probabilistic model by assuming
that the obs rvation data Yi is expressed as the imulation
output conditioned by Xi with Gaussian noise. This for-
mulation c rresponds to Eq.(2) in the Bayesian inference
for regression. As the regression problem, we formulate t
framework to represent the relation between the pair Yi and
Xi for i = 1, ..., n in the kernel mean representation. This
formulation has mathematical characteristics in that the order
of datasets cannot be permuted. The order of elemen s in
vector Y n is fixed owing to the order of {X1, ..., Xn}. On the
other hand, target samples Yi for i = 1, ..., n are indepen ent
and iden cally distributed in the previous density estimation
problem.
As an extension of this regression framework for th covari-
ate shift situation, we propose the weighted kernel function
that has a relation between input Xi and output Yi for
i = 1, ..., n to express the weight βi in the kernel function
for individual data {Xi, Yi} (i = 1, ..., n). Our proposed
formulation of the regression, which implicitly c ntains the
relation between {Xi, Yi} (i = 1, ..., n), enables us to extend
to the covariate shift situation easily.
A. Intractable Likelihood Regression
In this section, we present an extension of kernel ABC for a
class of regression problems from a class of density estimation
problems. This is also the kernel mean representation of the
Bayesian inference for regression. The idea is that kernel
mean embedding (kernel ABC) and kernel herding are the
pairwise method of embedding for RKHS and sampling from
RKHS, to avoid the issue of the assumed intractable likeliho d.
The proposed framework is summarized a Alg. 1. We first
calculate the kernel mean of the posterior distribution, d
then generate samples from the kernel mean by kernel ding
as 1 ) and 2 ) in Alg. 1. Second, we calculate the kernel mean
of the predictive distribution, and generat samples by kernel
herding as 3 ) and 4 ). Each compone t of 1 )–4 ) corresponds
to Sec. III-A1–III-A4.
Algorithm 1: Intractable Likelihood Regression
Input: Simulator r(x, θ), observed dataset {Xn, Y n},
and prior π(θ).
Output: Samples {Y´ n1 , ..., Y´ n} from the predictive
distribution.
1) Kernel ABC for regression: obtain the kernel mean of
the posterior distribution µˆθ|Y X from Eq.(31).
2) Kernel herding for the posterior distribution: obtain
samples {θˇ1, ..., θˇm} from µˆθ|Y X .
3) Kernel sum rule: ob ain the kernel mean of the
pre ictive dist ibution νˆy|Y X from Eq.(38).
4) K rnel h ding for the pre ictive distribution: obtain
sa ples {Y´ n1 , ..., Y´ nm} from νˆy|Y X .
1) Kernel ABC for ression: The purpose here is to solve
the regressi n proble if we bserve the dataset {Xn, Y n},
with the assumption that the l arning model p(y|x, θ) can only
be written in a simulator, which allows us to calculate Y¯ only
if we input Xn and θ. The simulator can be seen as a “black
box function,” which is ot able to deviate, i. ., a nonanalytical
function.
Note that in the following algorithm of the proposed ker-
nel ABC for regr ssion, the formulation of conditioning by
observed data Xn and its relation Y n are different from the
existing kernel ABC represented in Sec. II-B1, while other
parts of the fo mulation are almost similar.
The algorithm implemented to obtain the kernel mean of
th posterior distribution p(θ|Xn, Y n) is as follows:
• Generate sample θ¯j ∈ Rdθ ∼ π(θ) for j = 1, ...,m
• Generate pseudo-data Y¯ nj ∈ Rn ∼ p(y|Xn, θ¯j) by
simula or for j = 1, ...,m
• Calcul te kernel mean µˆθ|Y X
Here,m is the number of parameter θ samples from prior π(θ)
and dθ is the dimension of parameter θ.
The formulation from Eq.(31) to (36) is exactly the same as
the above normal kernel ABC for density estimation proble s;
however, the essence to prod ce Y¯ nj is different because Y¯
n
j is
a sample conditioned by Xn. An explicit form of calculation
of elements of vector Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
This r lation between Xi and Y¯i,j is the reason why the order
of c ponent for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other ha d, in density estimation problems, the
order can be permuted because components are indepe dent
and identically distributed for i = 1, ..., n. Eq.(30) is the
key formulation to apply the kernel ABC o the regression
problem.
The kernel mean µˆθ|Y X is written as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθ w
T . (27)
The Gramm matrices θˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Relat d Works
As the method to solve the inverse problem of the domain
uses the finite elem nt method, e.g., structural me hanics,
the differential equation is solved inversely by the adjoint
method [16]. Our prop ed me hod does not rely on th
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
We propose a novel framework to solve the regression
problem with intractable like ihood using kernel mean em-
bedding. We formulate th probabilistic model by assuming
that the observation data Yi is expressed as the simulation
utput conditioned by Xi with Gau sian noise. This for-
mulatio corresponds to Eq.(2) in the Bay ian inference
for regre sion. As the regression problem, we fo mulate the
framework to represent the relation between the pair Yi and
Xi for i = 1, ..., n in the kernel mean resentation. This
formulation has mathematical characteristics in that the order
of d tasets cann t b permuted. The order of elements in
vector Y n is fixed owing to the orde of {X1, ..., Xn}. On the
other hand, target samples Yi for i = 1, ..., n are i dependent
and identically distributed in the previous density estimation
problem.
As an extens on of this regressi n framework or the covari-
ate shift situation, we propose the weighted k rnel function
th t has a relation between input Xi and output Yi for
i = 1, ..., n to express the weight βi in the k rnel function
for individual data {Xi, Yi} (i = 1, ..., n). O r pr posed
formulatio of the regression, which implicitly contains the
rel tion between {Xi, Yi} (i = 1, ..., n), enabl s u to xtend
to the covariate shift situation easily.
A. Intractable Likelihood Regression
In this section, we present an extension of kernel ABC for a
class of regression problems from a class of density estimation
problems. This is also the kernel mean representation of the
Bay sian inference for regression. The idea is that kernel
mean embedding (kernel ABC) and kernel herding are the
pairwise method of embedding for RKHS and sampling fr
RKHS, to avoid the issue of the assumed intractable likelihood.
The proposed framework is summariz d as Alg. 1. W first
calculate the kern l mean of t posterior distribution, and
then generate samples fro the kernel mea by el herding
as 1 ) and 2 ) in Alg. 1. Second, we calculate the kernel mean
of the predictive istribution, and generate samples by kernel
herding as 3 ) and 4 ). Each comp n nt of 1 )–4 ) corre pon s
to Sec. III-A1–III-A4.
Algorithm 1: Intractable Likelihood Regression
Input: Simulator r(x, θ), observed dataset {X ,Y n},
and prior π(θ).
Output: Samples {Y´ n1 , ..., Y´ nm} from the predictive
distribution.
1) Kernel ABC for regression: obtain th kernel mea of
the posterior distribution µˆθ|Y X from Eq.(31).
2) Kernel herding for the posterior distribution: obtain
samples {θˇ1, ..., θˇm} from µˆθ|Y X .
3) Kernel sum rul : obtain the kernel mean of the
predictive distribution νˆy|Y X from Eq.(38 .
4) Kernel herding for the pre ctive distribution: obtai
samples {Y´ n1 , ..., Y´ nm} from νˆy|Y X .
1) Kernel ABC for regression: The purpose here is to solve
the regression problem if we observe the dataset {Xn, Y n},
with the assumption that the learning model p(y|x, θ) can only
be written in a simulator, which allows us to calcul te Y¯ n only
if we input Xn and θ. The simulator can be seen as a “black
box functio ,” which is not able to deviate, i.e., a onanalytical
f nction.
Not that in the following algorithm of the proposed ker-
nel ABC for regression, the formulation of c ditioning by
observed data Xn and its relation Y n are dif erent from the
existing kernel ABC represented in Sec. II-B1, while other
p rts of the formulation re almost similar.
The algorithm implemented to obtain the kernel mean of
the posterior distribution p(θ|Xn, Y n) is as follows:
• Generate sample θ¯j ∈ Rdθ ∼ π(θ) for j = 1, ...,m
• Generate pseu o-data Y¯j ∈ Rn ∼ p(y|Xn, θ¯j) by
simulator for j = 1, ...,m
• Calculate kernel mean µˆθ|Y X
H re, is the number of parameter θ samples from prior π(θ)
and dθ is the dimension of parameter θ.
The formulation from Eq.(31) to (36) is exactly the sa e as
the above normal kernel ABC for density estimation problems;
however, the essence to pr duce Y¯j is differen b cause Y¯
n
j is
a sample conditioned by Xn. An explicit form of calculation
of ele ents of vector Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
This relation between Xi and Y¯i,j is the reason why the order
of c mponents for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other hand, in density estimation problems, the
order can b permuted because components are independent
and identically distributed for i = 1, ..., n. Eq.(30) is the
key formulati n to apply the kernel ABC to the regression
probl m.
The ker el mean µˆθ|Y X is written as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
where
v = (v1, ..., vm)
T ∈ Rm (26)
= (Gθˇ +mδI)
−1Gθˇθw
T . (27)
The Gramm matrices Gθˇ and Gθˇθ are given by
Gθˇ = (kθ(θˇj , θˇj′))
m
j,j′=1 (28)
Gθˇθ = (kθ(θˇj , θj′))
m
j,j′=1. (29)
C. Other Relate Works
As the method to solve the inverse problem of the d main
uses the finite element method, e.g., structural mechanics,
the differential equation is s lved inversely by the adjoint
method [16]. Our proposed method does ot rely on the
assumption that the functional relation is given as a differential
equation.
III. PROPOSED METHOD
We propose a nov framework to solve the regression
problem with intractable likelihood using kernel mean em-
bedding. We formulate th probabilistic model by ssuming
that the observati data Yi is express d as the simulation
output condition d by Xi w th Gauss an noise. This for-
mulation corresponds o Eq.(2) i the Bay ian inference
for regression. As the reg essio problem, w formulate t e
framework to represent the relation b tween the pair Yi and
Xi for i = 1, ..., n in the kernel mean representation. This
formulation has mathematical c aracteristics in that the order
of datasets cannot be permuted. The rder of elem nts in
vector Y n is fixed wing to the r er of {X1, ..., Xn}. On the
other hand, target amples Yi for = 1, ..., n ar indepe dent
and iden ically distributed in th previous density estimat on
problem.
As an extension of this regression framew rk for the covari-
ate shift situation, we propose the weighted kernel function
that has a relation between input Xi a d output Yi f r
i = 1, ..., n to express the weight βi in the kernel function
for individual data {Xi, Y } (i = 1, ..., n). Our proposed
formulation of the regression, which implicitly contains the
relation between {Xi, Yi} ( = 1, ..., n), enables us to extend
to th covariate shift situation easily.
A. Intractable Likelih od Regression
In this s ction, we present an extension of kernel ABC for a
class of regression problems fr m a class f density estimation
problems. This is also the kernel mean representation of the
Bayesian inference for regression. The idea is that ke nel
mean embedding (kernel ABC) and kernel herding are the
pairwise method of embedding for RKHS and sampling from
RKHS, to avoid t e issue of the assumed intract ble likelihood.
The proposed framework is summarized as Alg. 1. We first
calculate the kernel me n of the posterior distribution, and
then generat samples fro the k r el ean by kernel herding
as 1 ) and 2 ) in Alg. 1. Second, w calculate the kernel mean
of the predictive distribution, and generate samples by kernel
herding as 3 ) and 4 ). Each component of 1 )–4 ) corresponds
to Sec. III-A1–III-A4.
Algorithm 1: Intractable Likelihood Regression
Input: Simulator r(x, θ), observed dataset {X ,Y n},
and prior π(θ).
Output: Samples {Y´1 , ..., Y´ nm} from the predictive
distribution.
1) Kernel ABC fo regression: obtain the kernel mean of
the post rior distribution ˆθ|Y X from Eq.(31).
2) K rnel he ding for the p sterior distributi n: obtain
sa pl s {θˇ1, ..., θˇm} from µˆθ|Y X .
3) Kernel sum u e: obtain the kernel mean of the
pre ictive distribution νˆy|Y X from Eq.(38).
4) Kernel herding for the predictive distribution: obtain
samples {Y´ n1 , ..., Y´ nm} from νˆy|Y X .
1) Kernel ABC for regression: The purpose he i to solve
the regression problem if we observe the dataset {Xn, Y n},
ith the assumption that t e learning model p(y|x, θ) can only
be writt n n a simula or, wh ch all ws us to cal ulate Y¯ n only
if we input Xn and θ. The simulator can b seen as a “black
box function,” which is not able to deviate, i.e., a nonanalytical
function.
Note that in the following lgorithm of the proposed ker-
nel ABC for regression, the formulation of conditioning by
observed data Xn and its relation Y n are different from the
existing k nel ABC repre ented in Sec. II-B1, while othe
parts of the formulation are almost si ilar.
The algorithm implemented to obtai t rnel mean of
the poste ior distribution p(θ|Xn, Y n) is ll s:
• Generate sample θ¯j ∈ Rdθ ∼ π(θ) f r j 1, ...,m
• Generate pseudo-data Y¯ nj ∈ Rn ∼ p(y|Xn, θ¯j) by
simulator for j = 1, ...,
• Calculate ker m an µˆθ|Y X
Here,m is the number of parameter θ samples from prior π(θ)
and dθ is th dimensio of paramet r θ.
The mulation from Eq.(31) to (36) is exactly the same as
the abov normal ker el ABC for density estimati n problems;
however, the essence to produce Y¯ nj is different b cause Y¯
n
j is
a sample conditioned by Xn. An explicit form of c lcul
of el ments of v ctor Y¯ nj is
Y¯i,j = r(Xi, θ¯j). (30)
Thi relation between Xi and Y¯i,j is the reason why the ord r
of components for i = 1, ..., n in Y¯ nj vector cannot be per-
muted. On the other hand, in density estimation problems, the
or er can be p muted becaus co ponents are independent
a d identically distributed for i = 1, ..., n. Eq.(30) is the
key formulation to apply the kern l ABC to the regression
problem.
The kernel mean µˆθ|Y X is writt n as
µˆθ|Y X =
m∑
j=1
wjk(·, θ¯j), (31)
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Figure 3: Schematics of the pro sed regr ssion method
with ke el m an embedding.
distribution as n em nt in the functi n sp c H from the s mple
data of {θ1, .. ,θm } ∼ π (θ ) and {Yn1 , ...,Ynm } ∼ p(y |θ ).
2.2.2 Kernel Sum Rule. The ker el sum rule [4] is a method to
compute the ke nel ean f marginalized probability as an element
of th RKHS, wh the k rnel mean of th prior distribution and
sample data from the joint distribution is provided. C rresponding
to the marginalized d stribution
∫
p(y |θ )π (θ )dθ , the kernel sum
r e is as follows: If one obtains the sample of {θ1,Y1}, ..., {θm ,Ym }
from the joint distributio p(y,θ ) and obtains the kernel mean of
the p i , subsequently the e pirical kernel ean of the marginal
distribution is calculated by the weighted sum of data Yj and the
weight calculated by the kernel of θ .
2.2.3 K r el Herdi g. K rn l herding [2] is a method used to sam-
ple d ta from the ker el mean repr sentation of a istribution,
which is an ele en f the RKHS. Kernel herding can b considered
as an opposite operati n of k rnel ABC nd th kernel su rule.
Kernel herding greedily obtains samples {θ1, ...,θm } by updating
Eqs.(1) and (2) in Ref. [2]. The sampli g error decreases at a rate
O(1/m) in the finit dimension of the RKHS [1].
3 PROPOSED METH D
We propose a novel framework to solve the regression problem
under covariat shift with intractable likelihood using kernel mean
embeddi g. We first expl in the proposed framework to sample the
posterior and predictive distributions of regression using kernel
mean embedding, s shown i Fig. 3 in Section 3.1. Next, we describe
the proposed “weighte kernel” that enables us to represent the
importance weig t βi in the RKHS, with detailed formulation in
Section 3.2.
3.1 Framework of Intractable Likelihood
Regression
The idea of the proposed framework is that kernel mean embed-
ding (kernel ABC and kernel sum rule) and kernel herding are the
pairwise methods of embedding data for the RKHS and sampling
data from the RKHS, to avoid the issue of the assumed intractable
likelihood. This pairwise procedure for sampling is illustrated in
Fig. 3. The proposed framework is summarized as Alg. 1. We first
3
Algorithm 1: Intractable likelihood regression
Input: Simulator r (x ,θ ), observed dataset {Xn ,Yn }, and prior
π (θ ).
Output: Samples {Y´n1 , ..., Y´nm } from the predictive distribution.
1) Kernel ABC for regression: obtain the empirical kernel mean
of the posterior distribution µˆθ |YX from Eq.(6).
2) Kernel herding for the posterior distribution: obtain samples
{θˇ1, ..., θˇm } from µˆθ |YX .
3) Kernel sum rule: obtain the empirical kernel mean of the
predictive distribution νˆy |YX from Eq.(14).
4) Kernel herding for the predictive distribution: obtain samples
{Y´n1 , ..., Y´nm } from νˆy |YX .
calculate the kernel mean of the posterior distribution from the
prior samples, and subsequently generate samples from the kernel
mean by kernel herding as 1) and 2) in Alg. 1. Next, we calculate
the kernel mean of the predictive distribution from the posterior
samples, and generate samples by kernel herding as 3) and 4).
We present an extension of kernel ABC for a class of regression
problems from a class of density estimation problems. This is the
kernel mean representation of the Bayesian inference for regression.
We formulate the probabilistic model by assuming that the obser-
vation data Yi are expressed as the simulation output conditioned
by Xi with Gaussian noise (Eq.(1)). As the regression problem, we
formulate the framework to represent the relation between the pair
Yi and Xi for i = 1, ...,n in the kernel mean representation. This
formulation exhibits mathematical characteristics in that the order
of datasets cannot be permuted. The order of elements in the vector
Yi is fixed for i = 1, ...,n owing to the order of Xi for i = 1, ...,n.
Meanwhile, the target samples Yi for i = 1, ...,n are independent
and distributed identically in the density estimation problem.
3.2 Intractable Likelihood Regression for
Covariate Shift
As an extension of this regression framework for the covariate
shift situation, our idea is to represent the weight βi in the kernel
mean of the posterior distribution. We propose an extended kernel
function that contains weight βi for the relation between input Xi
and output Yi . Here, we assume that the probabilistic density q0(x)
and q1(x) or its ratio β(x) = q1(x)/q0(x) is known.
3.2.1 Kernel ABC for Regression and Kernel Herding: Procedure of
1) and 2) in Alg. 1. Our aim is to solve the regression problem if the
dataset {Xn ,Yn } is observed, with the assumption that the learning
model p(y |x ,θ ) is intractable, thus allowing us to calculate Y¯nj only
if we inputXn and θ¯ j . The simulator can be regarded as a “blackbox
function,” which is not differentiable, i.e., a nonanalytical function.
The algorithm implemented to obtain the kernel mean of the
posterior distribution p(θ |Xn ,Yn ) is as follows:
• Generate sample θ¯ j ∈ Rdθ ∼ π (θ ) for j = 1, ...,m.
• Generate pseudo data Y¯nj ∈ Rn ∼ p(y |Xn , θ¯ j ) by simulator
for j = 1, ...,m.
• Calculate empirical kernel mean µˆθ |YX .
Here,m is the number of parameter θ samples from prior π (θ ) and
dθ is the dimension of parameter θ .
The empirical kernel mean µˆθ |YX is written as
µˆθ |YX =
m∑
j=1
w jk(·, θ¯ j ) ∈ H , (6)
w = (w1, ...,wm )T ∈ Rm
= (G +mδaI )−1ky (Yn ). (7)
I is an identity matrix, and δa > 0 is a regularization constant. The
vector ky (Yn ) and the Gram matrix G can be written by a kernel
ky for the data vector of Yn (∈ Rn ) as follows:
ky (Yn ) = (ky (Y¯n1 ,Yn ), ...,ky (Y¯nm ,Yn ))T ∈ Rm (8)
G = (ky (Y¯nj , Y¯nj′ ))mj, j′=1 ∈ Rm×m . (9)
Definition of the proposed weighted kernel is
ky (A,B) = exp
{
− 1
2σ 2
n∑
i=1
βi (Ai − Bi )2
}
, (10)
where A = (A1, ...,An ) ∈ Rn and B = (B1, ...,Bn ) ∈ Rn . It is
noteworthy that when βi = 1 for i = 1, ...,n corresponds to an
ordinary regression. Thus, this formulation for covariate shift is a
general formulation including an ordinary regression.
The proposed weighted kernel function is related to input Xi
and output Yi for i = 1, ...,n to express the weight βi in the kernel
function for individual data {Xi ,Yi } (i = 1, ...,n). Our proposed
formulation of the regression, which implicitly contains the relation
between Xi and Yi , enables us to extend to the covariate shift situa-
tion easily. The formulation from Eq.(7) to (9) is exactly the same as
the normal kernel ABC for density estimation problems; however,
Y¯nj is produced differently because Y¯
n
j is a sample conditioned by
Xn . An explicit form of calculation of elements of vector Y¯nj is as
follows:
Y¯i, j = r (Xi , θ¯ j ). (11)
Equation (11) is the key formulation to apply the kernel ABC to the
regression problem.
After obtaining the kernel mean of the posterior distribution in
Eq.(6), we obtain posterior sample {θˇ1, ..., θˇm }where θˇ j ∈ Rdθ from
µˆθ |YX using kernel herding, as reviewed in Section 2.2.3, which
is the sampling technique from the kernel mean. Kernel herding
greedily obtains samples {θˇ1, ..., θˇm } by using the following update
equations:
θ j+1 = argmax
θ
hj (θ ) (12)
hj+1 = hj + µˆθ |YX − k(·,θ j+1) ∈ H , (13)
where j = 0, ...,m − 1 and the initial element of h0 is defined by the
empirical kernel mean µˆθ |YX .
3.2.2 Kernel Sum Rule and Kernel Herding for Prediction: Procedure
of 3) and 4) in Alg. 1. To calculate the kernel mean of the predictive
distribution from samples of the posterior distribution, we use the
kernel sum rule. We generate the set of samples {Yˇn1 , ..., Yˇnm } by
simulation to follow p(y |Xn , θˇ j ) with obtained {θˇ1, ..., θˇm }. Using
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the kernel sum rule, the kernel mean of the predictive distribution
p(y |x ,Xn ,Yn ) in Eq.(3) is obtained as follows:
νˆy |YX =
m∑
j=1
vjky (·, Yˇj ) ∈ H , (14)
v = (v1, ...,vm )T ∈ Rm
= (Gθˇ +mδsI )−1Gθˇ θ¯wT , (15)
where δs > 0 is a regularization constant. The Gram matricesGθˇ
and Gθˇ θ¯ are given by
Gθˇ = (kθ (θˇ j , θˇ j′))mj, j′=1 ∈ Rm×m (16)
Gθˇ θ¯ = (kθ (θˇ j , θ¯ j′))mj, j′=1 ∈ Rm×m . (17)
After obtaining the kernel mean of the predictive distribution
in Eq.(14), we sample {Y´n1 , ..., Y´nm } where Y´nj ∈ Rn using kernel
herding. Update equations of kernel herding are Eq.(12) and (13),
where variables are replaced from θ to Y and from µˆθ |YX to νˆy |YX .
3.2.3 Validity of the Weighted Kernel. The formulation of the
weighted Gaussian kernel (Eq. (10)) allows us to multiply a different
weight βi for the individual components Yi of Yn . This kernel is
interpreted as a weighted version of a “similarity” between data
vectors Yn and pseudo data Y¯nj , if the normal Gaussian kernel is
interpreted as the “similarity.”
The intuitive understanding is that the Gaussian kernel cor-
responds to the likelihood modeled as Gaussian noise with the
regression function. Accordingly, the weighted likelihood in Eq.(4)
is expected to correspond to the weighted Gaussian kernel. The ex-
plicit form of kernel Eq.(9) with βi = 1 (i = 1, ...,n) for the observed
and simulated data is written as follows:
k˜y (Y¯nj ,Yn ) = exp
{
− 1
2σ 2
∥Yn − Y¯nj ∥2
}
=
n∏
i=1
exp
{
− 1
2σ 2
∥Yi − r (Xi , θ¯ j )∥2
}
. (18)
If we define the likelihood function as the model of Gaussian noise
with the regression function as Eq.(1), subsequently the kernel of y
can be written as
k˜y (Y¯nj ,Yn ) = Cp(Yn |Xn ,θ j ), (19)
where constant C =
√
2πσ 2
ndX . This formulation means that ker-
nel k˜y is expressed as the likelihood function. If we can use this
interpretation, the weight function of β(x) is used as the weighted
log-likelihood in Eq.(5). The formulation of the weighted kernel in
Eq.(10) is written as follows:
ky (Y¯nj ,Yn ) = Cpβ (Yn |Xn ,θ j )
= C
n∏
i=1
p(Yi |Xi ,θ j )βi . (20)
A more detailed description is presented in the supplemental
material.
4 PRACTICAL SETTING OF NUMERICAL
EXPERIMENT AND HYPERPARAMETERS
In this section, we introduce common setting for practical use of
the proposed method in numerical experiments.
For all numerical experiments, we used the proposed framework
presented in Alg. 1 for the ordinary regression with constant βi =
1 (i = 1, ...,n) and for the covariate shift situations with βi =
β(Xi ) (i = 1, ...,n).
In practice, the effective hyperparameters to be tuned is only two
regularization constants δa for kernel ABC and δs for kernel sum
rule, while the hyperparameters σ are used for kernel of y and θ .
Hyperparameter δ can stabilize the calculation of the inverse Gram
matrix. In practice, these two hyperparameters should be decided
by cross-validation. Meanwhile, as a common hyperparameter of
the kernel method, the parameter of kernel σ must be tuned to
measure the similarity between data. The typical setting of σ in
practice is the Euclid distance median of the input data of a kernel.
In the proposed method, we confirmed that this typical setting of σ
performed well in all experiments including synthetic and realistic
experiments.
We used a PC equipped with a 3.4-GHz, Intel Core i7, four-core
processor, and a 16-GB memory.
5 SYNTHETIC EXPERIMENT
In this section, we demonstrate that proposed method allows for
predictions in a covariate shift situation in a synthetic experiment.
We also confirm that proposed method can obtain comparable result
of the accuracy of the parameter estimation and the generalization
error in comparison with normal tractable likelihood methods, i.e.,
ordinary maximum likelihood (ML) estimation and Bayesian in-
ference (Bayes) using the MCMC method. We assume a simple
synthetic experiment to predict response y ∈ R1 using polynomial
function x ∈ R1, which is the same setting of Ref. [12]. It is note-
worthy that, again, we treat the regression function as a blackbox
and nonanalytical function for our proposed method.
5.1 Setting of Synthetic Experiment
The regression function is assumed to be linear and is expressed as
y = r (x ,θ ) = θ0 + θ1x ,
while the true q(y |x) is given by
y = R(x) = −x + x3 + ϵ, ϵ ∼ N(0, 2).
The density q0(x) of the observed data X is x ∼ N(0.5, 0.5), and
N(µ,σ ) denotes a normal distribution with mean µ and variance σ .
Meanwhile, the density q1(x) for the imaginary feature observation
or desired prediction is specified in advance by x ∼ N(0, 0.3). A
dataset {Xn ,Yn } of size n = 100 is generated. The number of
parameter samples is m = 2000 in the Bayesian inference and
proposed method. We treat the model of the regression function
r (x ,θ ) as intractable for this synthetic experiment.
In this experiment, the hyperparameter σ of each kernel is the
median of the Euclid distance of the input data. The regularization
constants are δa = 1.0 and δs = 0.1.
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Figure 4: Mean squared error of each parameter for max-
imum likelihood (ML), Bayes (Bayes), and proposed in-
tractable likelihood regression (ILR).
Figure 5: Generalization error for ML (blue solid line), Bayes
(orange dashed line), and proposed ILR (green dotted line)
with respect to the number of observed data. (A): Ordinary
regression. (B): Covariate shift.
5.2 Result of Synthetic Experiment
To discuss the accuracy of parameter estimation under the mis-
specification setting, we define the true parameters as the best-fit
parameters without noise and with sufficiently large number of
observed data because the true parameter is not obvious under
model misspecification. The true parameters of the normal regres-
sion are defined as the ML fitting result of n = 10000 data from
q0(x) and ϵ = 0 in true R(x). Similar to a normal regression, the
true parameters for covariate shift are defined as the fitting result
of samples from q1(x) and ϵ = 0.
Figure 4 shows the results of the mean-squared error of the
estimated parameter and true parameter in comparison among the
ML estimation, Bayes estimation , and the proposed ILR. The results
in this figure were obtained from the mean and standard deviation
of 100 trials for each estimation method. Comparable results are
shown between the proposed ILR and ML and Bayes estimation
within the standard deviation.
In practice, obtaining the generalization error to predict the
desired distribution is important. To test our proposed method, we
compared the generalization error by assuming that we can obtain
the observation data from the test distribution following the true
R(x) regression function. Ordinary regression for the test dataset
{Xn ,Yn } is from the q0(x) distribution, while the test dataset is
from theq1(x) distribution under covariate shift. The generalization
error is 1n
∑n
i=1 (Yi − Eθ [r (Xi ,θ )])2. Figure 5 shows the result of
the generalization error for the ML (blue solid line), Bayes (orange
dashed line), and proposed ILR (green dotted line) for ordinary
regression and covariate shift, respectively. The result of this figure
was obtained from the mean and standard deviation of 100 trials
for each number of observed data and each estimation method.
Comparable results are observed among the proposed ILR, ML, and
Bayes estimation within the standard deviation.
6 EXPERIMENT FOR PRODUCT SIMULATOR
In this section, we demonstrate the effectiveness of the proposed
method as an application for production simulation used in the
manufacturing industry. We examine the regression problem with
a production simulator that has a simple four-dimensional param-
eter space (Fig. 1 (A)) and a realist twelve-dimensional parameter
space (Fig. 7). A production simulator is a general-purpose simu-
lation software package for discrete and interconnection systems
for modeling various processes such as production processes, lo-
gistics, transportation, and office work. We used a simulator called
WITNESS that is a commercially available and standard software
package used in production simulation.
The purpose of production simulation is to predict the total
production time when the number of products to be manufactured
is set. We define simulation input x = Xi as the number of products
to be manufactured in one day, outputYi = r (Xi ,θ ) as the total time
to manufacture all Xi -th products, and parameter θ as the time for
each procedure of the production line. In this experiment, we aim to
estimate parameter θ by assuming that the observed data {Xn ,Yn }
are given. Apparently, we cannot assume an analytical regression
function r (x ,θ ) in such a simulation for a discrete system.
6.1 Simple Experiment for Production
Simulation
6.1.1 Setting of Simple Experiment for Production Simulation. A
typical assembly process for one product with four parts was used
in this experiment, as shown in Fig. 1. Items with four parts consist
of one “TOPS” part, one “BOTTOMS” part, and two “SCREWS.” The
products assembled in the “ASSEMBLY” machine are inspected by
the “INSPECTION” machine before shipping. The “INSPECTION”
machine starts when four assembled products arrive and is capable
of inspecting four assembled products simultaneously. Parameters
θ1 and θ2 represent the mean and standard deviation in a normal dis-
tribution of elapsed time at the “ASSEMBLY” machine, respectively.
Parametersθ3 andθ4 represent themean and standard deviation in a
normal distribution of elapsed time at the “INSPECTION” machine,
respectively.
Under a covariate shift situation in application, we assume a situ-
ation where we can only obtain the dataset from the trial production
lines in the factory while the desired distribution to be known is
the mass production line. We assumed that the elapsed time of each
process will become much longer owing to an increasing load, if
the number of products to be manufactured also increase. To create
this situation artificially, we set different true parameters between
the observed data region θ (0) and the predictive region θ (1). We set
θ (0) = {2, 0.5, 5, 1} if x < 110 and θ (1) = {3.5, 0.5, 7, 1} if x > 110. A
shift in parameters θ1 and θ3 between θ (0) and θ (1) is sigmoidal. The
observed data of size n = 50 were generated by q0(x) = N(100, 10).
We set the desired distribution as q1(x) = N(120, 10). The red
circles in Fig. 1 (A)(B) indicate the generated observed data. The
number of parameter samples ism = 200.
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Figure 6: (A)(B) Posterior distribution in parameter space.
The hyperparameter σ of the kernel is the median of the Euclid
distance of the simulation data and the regularization constant
δa = 0.1 and δs = 0.1 in this experiment.
6.1.2 Result of Simple Experiment for Production Simulation. We
first explain the ordinary regression with constant βi = 1 for i =
1, ...,n. The red square, brown circle, and orange scattered plot in
Fig. 6 (A) represent the true parameter, estimated posterior mean
of θ (0), and samples from the posterior distribution, respectively. A
reasonable estimation is observed that the posterior samples and
mean are located near the true parameter. We also successfully
obtained the predictive distribution as shown in Fig. 1 (B) for the
q0(x) distribution. The stepwise shape of the regression function
reflects the simulation model, in that the four products are to be
sent to the inspection machine in one shipment. The predictive
distribution reflects a characteristic of the system, in that the total
production time tend to be delayed if one process in the procedure
is delayed.
We now explain the covariate shift situation using βi = β(Xi )
for i = 1, ...,n. The blue square, green circle, and yellow–green
scattered plot in Fig. 6 (B) represent the true parameter θ (1) at mean
of q1(x), estimated posterior mean, and samples from the posterior
distribution, respectively. We observed a reasonable estimation that
the posterior samples and mean are located near true parameter for
covariate shift, not for ordinary regression. We also successfully
obtained the predictive distribution as shown in Fig. 1 (C) for the
q1(x) distribution.
In this experiment, approximately 2 [s] is required for one sim-
ulation trial. In total, approximately 11 [h] was required for the
posterior and predictive distributions. The dominant factor in the
computational time is the execution of the simulation.
6.2 Realistic Experiment for Production
Simulation
6.2.1 Setting of Realistic Experiment for Production Simulation. We
used a model to reproduce a real metal processing factory for mak-
ing valves from metal pipes, with six primary processes: “saw”,
“coat”, “inspection”, “harden”, “grind”, and “clean,” in the order as
shown in Fig. 7. Each process is composed of a complicated pro-
cedure such as the preparation rule, waiting, and machine repair
for trouble. The detailed setting of each process of the simulation
models is described in the supplemental material.
The purpose of this production simulation is also to predict the
total production time Yi when the number of products Xi to be
manufactured is set. As the parameters of the simulation model, we
defined the twelve-dimensional parameter space as θ = {θ1, ...,θ12}
(see Table 1). Each six process contains two parameters of machine
downtime due to failure: mean time between failures (TBF) and
mode time required for repair (TR). The distribution of time between
failures is represented as a negative exponential distribution with
the mean time. The distribution of the time required for repair is
represented as an Erlang distribution with the mode time and shape
parameter set at three.
Similar to the simple experiment in Section 6.1, we set the true
parameter as θ (0) if x < 140 and θ (1) if x > 140. The summary of
the true parameter is shown in Table 1. The shift in parameter θ5
between θ (0) and θ (1) is sigmoidal. The observed data of size n = 50
was generated by q0(x) = N(130, 15). We set the desired distribu-
tion as q1(x) = N(160, 12). The number of parameter samples is
m = 400.
The hyperparameter σ of kernel is the median of the Euclid
distance of the simulation data and regularization constant δa = 0.1
and δs = 0.1 in this experiment.
6.2.2 Result of Realistic Experiment for Production Simulation. The
results of mean and standard deviation of the estimated parameters
for 10 independent trials are shown in the bottom row in Table 1.
Almost all parameters of estimation for ordinary regression and
covariate shift are accurate within standard deviation for θ (0) and
θ (1), respectively.
We successfully obtained the predictive distribution as shown
in Fig. 8 (A) for the q0(x) distribution and Fig. 8 (B) for the q1(x)
distribution. The marks and its colors in Fig. 8 are the same as
those in Figs. 1(B)(C). The generalization error for covariate shift
calculated by the generated test data from the q1(x) distribution
is 2.2 × 104. Meanwhile, the generalization error for the ordinary
regression by the same test data is 2.7 × 106. This indicates a sig-
nificant improvement for the covariate shift setting in comparison
with ordinary regression.
Approximately 3 [s] was required for one simulation trial. In total,
approximately 32 [h] was required for the posterior and predictive
distributions. The dominant factor in the computational time is the
execution of the simulation.
7 DISCUSSION
7.1 Another Useful Application
Another useful application of our proposed method is to find the
“bottleneck” process of a production line by analyzing the posterior
distribution. The confidence interval of the posterior distribution
expresses the “effectiveness” of the parameters for the observed
data. For example, as the simple production model in Fig. 6, the
distribution in the vertical oval shape implies that the manufac-
turing time of the product is strongly dependent on the upstream
assembly time θ1, rather than the downstream inspection time θ3.
This insight from the posterior distribution can contribute to the
experimental design and a type of causal analysis called “bottleneck
analysis” for this application domain by combining, for example,
principal component analysis. Our proposed Bayesian framework
7
.! 
 24
)1241
	
52
Figure 7: Illustration of metal processing factory for making valves.
Table 1: Summary of true and estimated parameters for the experiment of the realistic production simulation. TBF represents
the mean time between failures, and TR represents the mode time of repair for each process. Estimated parameters are mean
and standard deviation (in bracket) of posterior mean for 10 independent trials.
Process Saw Coat Inspection Harden Grind Clean
TBF TR TBF TR TBF TR TBF TR TBF TR TBF TR
Parameters θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8 θ9 θ10 θ11 θ12
true θ (0) (x < 140) 100 25 200 10 70 20 200 20 75 15 120 20
true θ (1) (x > 140) 100 25 200 10 50 20 200 20 75 15 120 20
posterior mean 104.6 25.3 181.2 7.1 70.9 18.9 180.1 18.9 72.5 15.2 121.7 20.2
for ordinary reg. (4.4) (1.2) (7.9) (0.3) (7.6) (0.8) (8.4) (0.3) (3.9) (0.9) (5.1) (1.2)
posterior mean 99.4 25.4 181.2 7.9 54.5 22.1 176.4 17.9 75.6 14.9 120.6 20.4
for covariate shift (6.1) (0.9) (7.5) (0.1) (6.2) (2.2) (4.4) (0.1) (3.6) (0.5) (5.1) 0.7
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Figure 8: Result of ordinary regression and covariate shift
for realistic experiment. Marks and its colors are the same
as in Fig. 1(B)(C).
with the domain-interpretable simulation enabled us to obtain this
useful result in simulation application.
7.2 Computational Time and Possible
Alternative
The dominant factor in the computational cost is the execution of
simulation because the order of the elapsed time of simulation for
one parameter and the input setting is assumed to be more than
1 [s]. Meanwhile, the primary computational cost in the calculation
of the algorithm is the calculation of the inverse matrix in kernel
ABC and the kernel sum rule. This computational cost could be
negligible if we assume that the number of data and number of
parameter samples is of the order of 103. Accordingly, the cost of
regression is approximately Tsim × n ×m, where Tsim is the CPU
time for one simulation for a set of θ¯ j and Xi ; the calculation of the
prediction distribution also costs Tsim × n ×m.
Monte Carlo methods such as MCMC are potential alternatives
to our proposed method if one adapts the formulation that the
likelihood is modeled with Gaussian noise with the regression func-
tion. However, for example, the Metropolis–Hasting algorithm is
more computationally expensive compared with our method be-
cause executing simulations for rejected trials and burn-in trials
are necessary. Considering that a typical acceptance ratio is ap-
proximately 0.2, the total number of simulation trials becomes five
times greater than that in the proposed method. Table 2 shows
the comparison of the total elapsed time between the proposed
method (ILR) and the Metropolis–Hasting algorithm (MCMC) for
the setting of synthetic experiment in Section 5 with respect to
various Tsim. The computing environment is also the same as that
in Section 5. Even for a low-dimensional (dθ = 2) parameter and
a small Tsim, the proposed method is more than five times faster
than the Metropolis–Hasting method. Thus, MCMC-based meth-
ods are not suitable for an assumed computational environment
that uses a regular PC. We assume that simulations are general
purpose and easily available, and not application-specific requiring
a high-performance computer or a supercomputer.
Furthermore, our proposed method is easily scalable if we obtain
the environment of parallelization of simulation because no inter-
action exists between each simulation Yi = r (Xi , θ¯ j ) for parameter
θ¯ j (j = 1, ...,m). Meanwhile, MCMC-based methods are difficult to
parallelize for parameter θ¯ j owing to the assumption of the Markov
process.
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Table 2: Total elapsed time for setting of synthetic experi-
ment in Section 5 for various Tsim. Units are seconds.
Tsim 1.0 × 10−4 1.0 × 10−3 1.0 × 10−2 1.0 × 10−1
ILR 2.05 × 101 2.01 × 102 1.99 × 103 2.00 × 104
MCMC 1.32 × 102 1.14 × 103 1.32 × 104 1.25 × 105
7.3 Difference from Other Kernel-Based
Method
In this section, to avoid confusion, we explain the difference be-
tween the proposed method and the weighted kernel ridge regres-
sion for covariate shift [5]. The weighted kernel ridge regression is
formulated to solve
min
ξ
n∑
i=1
βi (Yi − ⟨Φ(Xi ), ξ ⟩)2 + λ∥ξ ∥2,
where Φ(Xi ) is a feature vector and λ is a regularization constant.
A clear difference from the proposed method is a nonparametric
regression function ⟨Φ(Xi ), ξ ⟩ that has no parameter ξ to express
simulation parameters such asTBF andTR in production simulation.
Meanwhile, the proposed method assumes that the regression func-
tion r (x ,θ ) is given by the simulator, such that θ is represented as a
simulation parameter. This interpretable parameter θ described in
the simulation model helps us to understand and analyze the target
system.
8 CONCLUSION
We proposed a novel “intractable likelihood regression” framework
with the simulation model treated as a blackbox regression function
by combining a series of kernel mean embedding methods. We
extended the formulation of kernel ABC to the regression problems
from density estimation problems. Furthermore, we extended for
the covariate shift situation by expressing the importance weight
βi in the kernel mean representation of the posterior distribution.
We successfully estimated the parameters in an artificial experi-
ment and a realistic experiment with a production simulator for a
twelve-dimensional parameter space. In addition to obtaining the
predictive distribution, our proposed Bayesian framework could be
potentially used with the domain-interpretable simulation model.
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A VALIDITY OF THEWEIGHTED KERNEL
We first clarify the correspondence between the likelihood function
in the ordinary Bayesian inference for regression and the kernel
function in kernel ABC. After obtaining the correspondence, we
clarify the validity of the weighted kernel in Eq.(10).
In this section, for simplicity, we use the notation of likelihood
as p(Yn |θ ) and posterior as p(θ |Yn ). We also use the notation
Ynθ = r (Xn ,θ ). If we assume that the likelihood is modeled with
Gaussian noise with the regression function as Eq.(5), the likelihood
is subsequently expressed as
p(Yn |θ ) = 1
C
exp
{
− 1
2σ 2
∥Yn − r (Xn ,θ )∥2
}
=
1
C
exp
{
− 1
2σ 2
∥Yn − Ynθ ∥2
}
. (21)
Here, we define the expression p(Yn |Ynθ ) := p(Yn |θ ). From Eq.(21),
the following relation holds:
p(Yn |Ynθ ) = p(Ynθ |Yn )
p(Ynθ |Ynθ ) = p(θ |Ynθ ) = p(Ynθ |θ ) = 1.
The posterior is expressed as follows:
p(θ |Yn ) =
∫
δ (θ − θ ′)p(θ ′ |Yn )dθ ′
=
∫
δ (θ − θ ′)p(θ ′ |Ynθ ′)p(θ ′ |Yn )dθ ′
=
∫
δ (θ − θ ′)
p(Ynθ ′ |θ ′)π (θ ′)∫
p(Ynθ ′ |θ ′)π (θ ′)dθ ′
p(θ ′ |Yn )dθ ′.
The empirical estimator of the posterior above is
pˆ(θ |Yn ) = 1
m
m∑
j=1
δ (θ − θ j )
p(Ynθ j |Y
n )
1
m
∑m
j=1 p(Ynθ j |Y
n
θ j
) . (22)
Here, if the samples {θ1, ...,θm } ∼ π (θ ) are given, subsequently
the kernel mean of this empirical estimator is
µˆθ |Y =
1
m
m∑
j=1
Φθ (θ )TΦθ (θ j )
(
Φy (Ynθ j )
TΦy (Ynθ j )
)−1
×Φy (Ynθ j )
TΦy (Yn ), (23)
where Φθ (·) and Φy (·) are feature vectors for the RKHS, where
the inner product is a kernel function Φθ (θ )TΦθ (θ ′) = k(θ ,θ ′)
and Φy (Yn )TΦy (Yn′) = ky (Yn ,Yn′) for θ and y, respectively. In
this formulation, we observed the correspondence between the
likelihood function modeled by Gaussian noise and Gaussian kernel
in kernel ABC.
The importance-weighted likelihood in Eq.(5) represents
pβ (θ |Yn ) =
∫
δ (θ − θ ′)
p(Ynθ ′ |θ ′)βπ (θ ′)∫
p(Ynθ ′ |θ ′)βπ (θ ′)dθ ′
p(θ ′ |Yn )βdθ ′,
(24)
if we express the weighted likelihood p(Ynθ |θ )β =∏n
i=1 p(Yi |Xi ,θ )βi in Eq.(5). Subsequently, the empirical kernel
mean is
µˆθ |Y =
1
m
m∑
j=1
Φθ (θ )TΦθ (θ j )
(
Φ˜y (Ynθ j )
T Φ˜y (Ynθ j )
)−1
×Φ˜y (Ynθ j )
T Φ˜y (Yn ), (25)
where Φ˜y (·) is a feature vector for the RKHS, and the inner product
is a kernel function Φ˜y (Yn )T Φ˜y (Yn′) = k˜y (Yn ,Yn′). Accordingly,
we can clarify that the corresponding importance weighted kernel
in Eq.(10) is expressed as the weighted likelihood in Eq.(5).
B DETAILS OF THE REALISTIC EXPERIMENT
Figure 9: Illustration of model for realistic production sim-
ulation (Two-dimensional version of Fig. 7).
As a realistic experiment setting of a factory for making valves,
the process details are described below. All processes are imple-
mented in WITNESS, which is a general-purpose simulation soft-
ware package for discrete and interconnection systems. Figure 9
is an illustration of the two-dimensional version of the simulation
model for the realistic experiment described in Section 6.2.
Cutting process: The first phase of the manufacturing process
begins with the arrival of a pipe of the same diameter and length 30
cm. Each pipe arrives at a fixed time interval based on the vendor’s
supply schedule. Subsequently, the pipe will be cut to 10 cm. Three
parts can be obtained from one pipe. For the cutting process, a
worker who performs changeover, repair, and disconnection is
attached. The worker goes to a lunch break once every eight hours.
Thereafter, parts are carried from the cutting process to the coating
process on a belt conveyor.
Coating process: The cut parts are coated for protection. In
the coating machine, six parts are batch processed at once. The
coating material must be prepared in the coating machine prior to
the part. Otherwise, the parts will be degraded by heat. When the
parts ride on the belt conveyor, the sensor detects parts and the
coating material is prepared.
Inspection process:After being coated, the part is placed in the
inspection waiting buffer before the inspection step. The inspector
will remove the parts individually from the inspection waiting
buffer and inspect the coating quality. If the part fails the quality
inspection, the inspector places the part in the recoating waiting
buffer. The coating machine must process the parts of the recoating
buffer preferentially. When the part passes the quality inspection,
the inspector sends the part to the curing step.
Harden process: In the harden (quenching) process, up to 10
parts are processed simultaneously in a first-come first-out basis,
and each part is quenched for at least one hour.
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Grind process: The quenched parts are polished to satisfy the
customer’s specifications. Two polishing machines with the same
priority exist. The polishing machine uses special jigs to process
four parts simultaneously. Each of the two polishing machines
produces two different types of valves. Further, 10 jigs exist in the
system, and when not in use, it is placed in the jig storage buffer. A
loader fixes the four parts with a jig and sends it to the polishing
machine. The polishing machine sends the jig and four parts to
the unloader after polishing is finished. The unloader sends the
finished parts to the valve storage area and the jig to the jig return
area. The two types of valves are divided into different types and
placed in a dedicated valve storage buffer. Because the jig is used
again, it is returned from the jig return conveyor to the jig storage
buffer.
Cleaning process: Valves removed from the valve storage area
are cleaned before shipment. In the washing machine, five stations
are available where valves can be placed one at a time and the
valves are cleaned in those stations. Up to 10 valves can be washed
simultaneously for each type of valve. When the valve type is
changed, the cleaning head must be replaced.
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