In this paper, we propose a method for the estimation of the fundamental frequency of a periodic waveform based on the shift-invariance property of the sinusoidal signal model known from ESPRIT. An advantage ofthe proposed method is that the model order and the fundamental frequency can be found jointly and that the method does not depend on the density of the observation noise but rather on it being approximately white. Also, the cost function is observed to very smooth as compared to that of MUSIC. The method is shown in simulations to have good performance with the root mean square estimation error approaching the CramerRao lower bound.
INTRODUCTION
In subspace methods, the full space is divided into a subspace known as the signal subspace that spans the space of the signal of interest, and its orthogonal complement the noise subspace. The properties of these subspaces are then exploited for various estimation and identification tasks. Subspace methods have a rich history in sinusoidal parameter estimation and are among the most eloquent estimators available today. Especially for the estimation of sinusoidal frequencies, a problem occurring in spectral estimation and direction-of-arrival problems in array processing, these methods have proven successful during the past three decades. Perhaps the most prominent subspace methods for frequency estimation are the MUSIC (MUltiple SIgnal Classification) method [1, 2] and the ESPRIT (Estimation of Signal Parameters by Rotational Invariance Techniques) method of [3] while the earliest example of such methods is perhaps [4] . Fundamental frequency estimation, i.e., the problem of estimating the fundamental frequency of a set of harmonically related sinusoids, is an important component in many speech and audio processing systems. Until recently, however, this problem has not received much attention in the Dept. of Electrical Engineering Karlstad University, Sweden andreas.jakobsson@ieee.org literature on subspace-based estimation. In [5] , a fundamental frequency estimator based on the subspace orthogonality property of MUSIC was proposed and its application to analysis of speech and audio signals was demonstrated. In later publications, this method was extended to the multi-pitch case [6, 7] . The fundamental frequency estimation problem can be defined as follows. A signal consisting of a set of harmonically related complex sinusoids in additive white complex circularly symmetric noise, w(n),
where Al > 0 and /1 are the amplitude and the phase of the l'th harmonic, respectively. The task at hand is then to estimate the fundamental frequency w0, or, equivalently, the pitch period, from a set of N measured samples, x(n). We propose a new method for fundamental frequency estimation. It is a subspace method that exploits the structure of the signal subspace to obtain the fundamental frequency estimate. More specifically, the shift-invariance property known from the ESPRIT algorithm [3] is used. The proposed method is computationally simpler than that of [5] and the associated cost function is very simple and much smoother. The performance of the method is assessed in Monte Carlo simulations comparing the root mean square estimation error (RMSE) to those of MUSIC [5] , the related WLS fitting method [8] , and the Cramer-Rao lower bound for the fundamental frequency estimation, found in [9] for the real case and in [5] for the complex case. We remark that while we have assumed that the model order L is known, the method presented in this paper can be extended to include joint fundamental frequency and order estimation in a straight-forward manner as described in [5] using the principles of [10] .
The remaining part of this paper is organized as follows. In Section 2, the covariance matrix model that forms the basis of this paper is briefly described. Then, the proposed estimator is presented in Section 3. In Section 4, numerical results are presented before the conclusions in Section 5.
COVARIANCE MATRIX MODEL
We start out by defining x(n) as a signal sub-vector containing M samples of the observed signal, i.e., (2) with (.)T denoting the transpose. Assuming that the phases {01 } are independent and uniformly distributed, the covariance matrix R C CMXM of the signal in (1) can be written 
The subspace that is spanned by the columns of S we denote R. (S) and is henceforth referred to as the signal subspace. Similarly, let G be formed from the eigenvectors corresponding to the M -L least significant eigenvalues, i.e., (9), the matrices S1 and A1 can be related through the matrix C as S, = A1C. Then, due to the particular structure of A known as the shift-invariance property, the following can be seen to hold:
A2= A1D and S2 = SI',
with D = diag ([eJWo ... ejwoL ]). Then, the matrix relating SI to S2 can be written as follows:
( 1 1) Thus, F and D are related through a similarity transform.
The ESPRIT algorithm [3] is based on lZ (S) = Z (A) andthe so-called shift-invariance property in (10) ofthe matrix A. In practice, the expectation operator in (3) is replaced by a finite sum and the right relation in (10) holds only approximately and the underlying assumptions may only be approximations of the observed phenomenon. Consequently, the sinusoidal parameters are found by constructing the matrices SI and S2 and then solving for F in S2 S1F in some sense. For instance, where {1 }o I1 is a set of unconstrained frequencies. It is not clear how to estimate the fundamental frequency from these equations since the eigenvalues are not constrained to be equally spaced on the unit circle. We proceed as follows. We here assume that the eigenvalues and eigenvectors in (13) are ordered by increasing arguments, i.e., w1 < ... < WL. Using the shift-invariance property in (10) and (11), we can write S2 = S1C-1DC, and thus S2 S1QDQ l.
Defining the diagonal matrix containing the unknown fundamental frequency as
we define a cost function
from which the fundamental frequency can be estimated as wo = arg min J, 28) which is different from the cost function in (24). The WLS method of [8] is essentially a closed-form fit of the fundamental frequency to the unconstrained frequencies in a weighted least-squares sense. However, unlike the proposed method and the MUSIC method, it requires that the amplitudes are known or are estimated. The algorithm can be summarised as follows. First the covariance matrix is estimated from the observed signal and the EVD is calculated and partitioned into signal and noise subspaces. The first and last row ofthe eigenvectors belonging to the signal subspace are removed and r is found using least-squares or total least-squares. The EVD of F is calculated and subsequently the matrix Z. Finally, the cost function (23) is evaluated on a coarse grid. As we shall see, the cost function is very smooth and thus only a few points are needed on this grid. A refined estimate can then easily be obtained using standard numerical optimization techniques.
EXPERIMENTAL RESULTS
We will now give a short example showing that the algorithm can indeed estimate the fundamental frequency. In Figure 1 , the spectrum of the generated test signal in white Gaussian noise is shown with w0 = 0.2501 for an SNR of 20 dB with the SNR being defined as in [5] with N = 200. In all of the experiments reported here, we use M = N/2. The cost functions that are obtained using the proposed method is shown in Figure 2 along with that of the MUSIC method of [5] . Specifically, the cost function in (20) is shown. As can be seen, the cost function has a global minimum near the true fundamental frequency. One noticeable possible advantage, compared to the MUSIC method, is that the ESPRIT cost function appears to be very simple and smooth. Also shown in the figure is the cost function for a direct fit of D to D with D) -D 112 being shown for various fundamental frequencies. This last curve may help in understanding the differences between minimizing (17) or (20) and a direct fit.
We will now proceed to evaluate the RMSE of the estimators under various conditions. In all these experiments, we use 200 Monte-Carlo runs for each combination of parameters. The results are depicted in Figure 3 Figure 5 . The three methods seem to exhibit similar thresholding behaviour for low fundamental frequencies. This thresholding effect is due to frequencies of the individual sinusoids coming increasingly closer as the fundamental frequency is lowered. Though, it appears that MUSIC is somewhat more robust to this than the other methods. Despite these drawbacks, the method may still be preferable to the MUSIC method in some cases since the proposed method is computationally simpler than the MUSIC-based method. 
