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We develop a formalism to describe the formation of bound states in quantum field theory
using an exact renormalization group flow equation. As a concrete example we investigate a
nonrelativistic field theory with instantaneous interaction where the flow equations can be
solved exactly. However, the formalism is more general and can be applied to relativistic field
theories, as well. We also discuss expansion schemes that can be used to find approximate
solutions of the flow equations including the essential momentum dependence.
I. INTRODUCTION
The formation of bound states was one of the first problems discussed in quantum mechanics.
Although the quantum mechanical formalism for nonrelativistic particles with instantaneous in-
teraction is simple and easy to apply, it is much more difficult to treat the problem in quantum
field theory as needed for example for relativistic particles. The Bethe-Salpeter [1] equation can
be used to sum Ladder diagrams but it is difficult to go beyond [2]. For that reason it is sensible
to look for alternative approaches.
In this paper we show how a recently derived exact renormalization group flow equation [3] can
be used to treat the formation of bound states. As a simple example and to develop the formalism,
we consider well known problem of nonrelativistic particles with instantaneous interaction. In this
case we can solve the flow equations exactly and we show that our formalism is equivalent to the
standard quantum mechanical description although it is based on a field theoretic approach.
In principle, since the flow equation is exact, it can describe also more complicated situations
for example with relativistic particles, retarded interactions or at nonzero density. However, one
cannot expect to find exact solutions to the flow equations, there. The merit of our formalism is to
provide a convenient starting point for approximations. These do not have to rely on the existence
of a small coupling constant as in usual perturbation theory and have the potential to capture
nonperturbative effects. We discuss a generic scheme for the construction of such approximations.
The resulting formalism is quite general and can be seen as a method to resolve the momentum
dependence of vertices in renormalization group flow equations.
We mention that flow equations for bound states have been investigated previously. A setup
based on Wegner’s flow equation for Hamiltonians [4] and the similarity renormalization group [5]
has been employed to investigate for example a two-dimensional particle with contact potential [6].
Note that the flow equation of Wegner and the similarity renormalization group break space-time
symmetry explicitly. This is in contrast to Wetterich’s formulation of renormalization in terms of
the effective average action or flowing action Γk [7]. Ellwanger demonstrated that this formulation
can be used to investigate bound state formation for relativistic theories [8]. By tracing the flow
of the four-point vertex, Ellwanger calculates for example binding energies for the Wick-Cutkosky
model and finds good agreement with known results in various limits. As a drawback of his
approach one might see that properties of the bound states are somewhat hidden in the analytic
structure of the four-point vertex. This makes is it hard to refine approximations or to investigate
interactions between bound states or spontaneous symmetry breaking.
These difficulties can be overcome by introducing auxiliary fields for composite operators as
will be discussed in more detail below. It is important to adapt the composite fields while solving
2the flow equation. The reason is that one wants to absorb the essential parts of the four-point
vertex by means of an Hubbard-Stratonovich transformation at each step in the flow. A first
proposal, how this can be realized with help of a scale-dependent nonlinear field transformation
was formulated in ref. [9] and used to study bound state formation in the NJL model. The analysis
in the present paper is based on a recently derived, simple, but nevertheless exact flow equation
[3]. Although the spirit is similar to the formalism proposed in ref. [9], there are some differences
in the implementation.
This paper is organized as follows. In chapter II we introduce our notation and the microscopic
model for nonrelativistic particles with an instantaneous interaction. In the subsequent section III
we show how this model can be treated using partial bosonization and an exact flow equation where
the Hubbard-Stratonovich transformation is kept fixed, i.e. independent of the renormalization
scale k. In this approach we can integrate the flow equation exactly. However, this solution
relies on some particular features of the nonrelativistic theory and is difficult to generalize to
more complicated cases. Therefore we discuss an alternative approach to the problem in section
IV. Here we work with a scale-dependent Hubbard-Stratonovich transformation. Again, it is
possible to integrate the resulting flow equations exactly in the nonrelativistic case. We argue
at the end of the section that this formalism is suited much better for the generalization away
from the nonrelativistic and instantaneous approximation. In section V we suggest approximation
schemes and apply our formalism to a nonrelativistic Yukawa potential. Finally, section VI gives
a discussion of a somewhat generalized formalism that can be applied for example in relativistic
quantum field theory or at nonzero density and we draw some conclusions in section VII.
II. MICROSCOPIC MODEL FOR NONRELATIVISTIC PARTICLES
Let us consider the problem of two nonrelativistic particles interacting via a potential V (~x−~y).
We will use a quantum field theoretic description using the functional integral. The microscopic
action we employ is
Sψ =
∫
x
ψ∗1(x)
(
i∂t +
1
2M1
~∇2
)
ψ1(x)
+
∫
x
ψ∗2(x)
(
i∂t +
1
2M2
~∇2
)
ψ2(x)
−
∫
x1,x2
ψ∗2(x2)ψ
∗
1(x1) V (~x1 − ~x2)
× δ((x1)0 − (x2)0) ψ1(x1)ψ2(x2). (1)
We use here
∫
x
=
∫
x0
∫
~x
=
∫
dx0
∫
d3x. For the Coulomb problem the interaction is of the form
V (~x1 − ~x2) = −e
2
4π|~x1 − ~x2| . (2)
It is useful to change variables of integration according to x = η1x1 + η2x2, y = x1 − x2 with
η1 =M1/(M1 +M2), η2 =M2/(M1 +M2). The interaction term becomes then
−
∫
x,y
ψ∗2(x− η1y)ψ∗1(x+ η2y)V (~y)
δ((x1)0 − (x2)0)ψ1(x+ η2y)ψ2(x− η1y). (3)
It is also useful to introduce the Fourier transformed fields
ψi(x) =
∫
p
ψi(p) e
−ipx, i = 1, 2, px = p0x0 − ~p~x,
3with ∫
p
=
∫
p0
∫
~p
,
∫
p0
=
∫ ∞
−∞
dp0
2π
,
∫
~p
=
∫
d3p
(2π)3
. (4)
We also introduce an abbreviation for a composition of fields (ψ1ψ2). Its position and momentum
space representation reads
(ψ1ψ2)(x, ~y) = ψ1(x0, ~x+ η2~y)ψ2(x0, ~x− η1~y)
=
∫
p,q
e−ipxei~q~y(ψ1ψ2)(p, ~q), (5)
with (ψ1ψ2)(p, ~q) =
∫
q0
ψ1(η1p+ q)ψ2(η2p− q). The conjugate field is
(ψ1ψ2)
∗(p, ~q) =
∫
q0
ψ∗2(η2p− q)ψ∗(η1p+ q), (6)
where the reversed order of ψ1 and ψ2 is convenient when these are fermionic fields. Obviously,
the first variable (x = (x0, ~x) or p = (p0, ~p)) describes the center of mass motion, while the second
variable (~y or ~q) describes the relative motion of the two particles. The fact that no relative time
or energy appears is due to the instantaneous approximation for the interaction. For relativistic
systems this point may be different and the generalization of the formalism to that case will be
discussed in section VI.
Using the momentum representation, the interaction term in the microscopic action becomes
−
∫
x,~y
(ψ1ψ2)
∗(x, ~y)V (~y) (ψ1ψ2)(x, ~y)
= −
∫
p,~q,~q′
(ψ1ψ2)
∗(p, ~q)V (~q − ~q′) (ψ1ψ2)(p, ~q′). (7)
In the last line we used
V (~q − ~q′) =
∫
~y
ei(~q−~q
′)~y V (~y). (8)
In this work we investigate the microscopic action in Eq. (1) using the functional integral
formalism. The partition function as a functional of the source field j is given by
Z[j] =
∫
Dψ eiSψ [ψ]−i
∫
p
∑
i=1,2{j
∗
i (p)ψi(p)+c.c.}. (9)
In order to derive an exact flow equation we modify this expression by introducing an infrared
cutoff term
Zk[j] = e
−iWk[j] =
∫
Dψ eiSψ [ψ]+i∆Sk[ψ]−i
∫
{j∗ψ+c.c.}, (10)
where we choose
∆Sk =
∫
p
ψ∗1(p)
[
− 1
2M1
Rk(~p
2)
]
ψ1(p)
+ψ∗2(p)
[
− 1
2M2
Rk(~p
2)
]
ψ2(p), (11)
4with Rk →∞ for k → 0 and Rk → 0 for k → 0. The flowing action is now defined as the modified
Legendre transform
Γk[ψ] =
∫
p
∑
i=1,2
{j∗i (p)ψi(p) + c.c.} −Wk[j]−∆Sk[ψ], (12)
where ψ(p) = δWk
δj∗(p) is now the expectation value. The flowing action satisfies the exact flow
equation [7]
∂kΓk[ψ] =
1
2
STr(Γ(2)[ψ] +Rk)−1∂kRk. (13)
The operation STr is a trace over both continuous and discrete degrees of freedom such as mo-
mentum or spin. It also includes a minus sign for fermions. In addition we use in Eq. (13) the
matrix of second functional derivatives
Γ
(2)
k (p, q) = (14)
⇀
δ ψ∗
1
(p)
⇀
δ ψ∗2 (p)
⇀
δ ψ1(−p)
⇀
δ ψ2(−p)
Γk[ψ]
(
↼
δ ψ1(q)
↼
δ ψ2(q)
↼
δ ψ∗1(−q)
↼
δ ψ∗2 (−q)
)
and the cutoff matrix
Rk(p, q) =

−Rk(~p
2)
2M1
0 0 0
0 −Rk(~p
2)
2M2
0 0
0 0 Rk(~p
2)
2M1
0
0 0 0 Rk(~p
2)
2M2
 δ(p − q), (15)
with
δ(p) = (2π)4δ(p0)δ
(3)(~p). (16)
For large values of k the flowing action approaches the microscopic action
lim
k→∞
Γk[ψ] = S[ψ], (17)
while for k → 0 the flowing action equals the quantum effective action Γ which is the generating
functional of one-particle irreducible Feynman diagrams
lim
k→0
Γk[ψ] = Γ[ψ]. (18)
We note that the flow equation (13) can be written as
∂kΓk[ψ] = ∂˜k
1
2
STr ln(Γ(2)[ψ] +Rk) (19)
with the formal derivative ∂˜k that applies to the cutoff term Rk, only. For reviews of the flow
equation method see [10–13].
5III. FIXED HUBBARD-STRATONOVICH TRANSFORMATION
In this section we use a Hubbard-Stratonovich transformation [14] to calculate the effective
bound state propagator. We modify the functional integral over the field ψ in Eq. (9) by including
another integral over the (composite) field Φ
Z[j, J ] =
∫
Dψ eiSψ [ψ]+i
∫
p
∑
i{j
∗
i (p)ψi(p)+c.c.}
×
∫
DΦ eiSpb[ψ,Φ]+i
∫
p,~q
{J∗(p,~q)Φ(p,~q)+c.c.} (20)
with
Spb[ψ,Φ] =
∫
p,~q,~q′
[Φ∗(p, ~q)− (ψ1ψ2)∗(p, ~q)]
V (~q − ~q′) [Φ(p, ~q′)− (ψ1ψ2)(p, ~q′)] . (21)
For J = 0 the functional integral over Φ contributes only a multiplicative constant to Z which is
irrelevant for most purposes. In the combined action S = Sψ+Spb the term quadratic in ψ cancels
and we arrive at
S =
∫
p
ψ∗1(p0 −
1
2M1
~p2)ψ1 + ψ
∗
2(p0 −
1
2M2
~p2)ψ2
−
∫
p,~q,~q′
{
Φ∗(p, ~q)V (~q − ~q′)(ψ1ψ2)(p, ~q) + c.c.
}
+
∫
p,~q,~q′
Φ∗(p, ~q)V (~q − ~q′)Φ(p, ~q′). (22)
Note that there is a certain ambiguity in the precise from of the Hubbard-Stratonovich transfor-
mation. Linear transformations of the field Φ are always possible. For the Hubbard-Stratonovich
transformed action in Eq. (22) it is now possible to solve some parts of the functional integral.
Let us consider the functional renormalization group equations for this theory when an infrared
cutoff of the form in Eq. (11) is added for the field ψ. For the truncation of the effective action
we use a vertex expansion. Due to the nonrelativistic dispersion relation and the instantaneous
interaction, the propagator of the field ψ and the Yukawa-like coupling ∼ Φ∗ψ1ψ2 + c.c. are inde-
pendent of the scale k. Also, no additional interaction vertex involving the field ψ is generated
by the renormalization group flow. Indeed, all one-loop Feynman diagrams that contribute to
the flow equations of the above quantities consist of a closed tour of particles and vanish in the
nonrelativistic few-body limit. This feature is a manifestation of the fact that the nonrelativistic
few-body problems decouple in the sence that for example the three-body problem can be solved
independent of the four-body problem. More general, the flow equations for correlation functions
that determine the n-body problem are independent of the correlation functions determining the
n + 1-body problem. For a more detailed discussion of these matters we refer to ref. [15]. As
another consequence of the decoupling feature, the flow equation for the propagator of the field Φ
depends only on the propagator of the field ψ and the Yukawa-like vertex but is independent of
the higher vertex functions. This implies that the flow equation for the propagator of Φ can be
solved exactly. More concrete, we write the term of Γk that is quadratic in Φ as
Γ
(Φ,2)
k =
∫
p,~q,~q′
Φ∗(p, ~q)PΦ(p, ~q, ~q
′)Φ(p, ~q′) (23)
6with a k-dependent function PΦ(p, ~q, ~q
′) denoting the inverse propagator. Its flow equation reads
∂kPΦ(p, ~q
′, ~q′′) = ∂˜k(−i)
∫
q
V (~q′, ~q)V (~q, ~q′′)
× 1
(η1p+ q)0 − 12M1 [(η1~p+ ~q)2 +Rk((η1~p+ ~q)2)] + iǫ
× 1
(η2p− q)0 − 12M2 [(η1~p− ~q)2 +Rk((η1~p− ~q)2)] + iǫ
.
(24)
We can write this in a symbolic notation as
∂kPΦ(p) = −∂˜k(V A−1k (p)V ) (25)
where the “matrix indices” ~q etc. and the corresponding integrations are implicit. We use the
abbreviation
A−1k (p, ~q, ~q
′) = i
∫
q0
δ(3)(~q − ~q′)
× 1
(η1p+ q)0 − 12M1 [(η1~p+ ~q)2 +Rk((η1~p+ ~q)2)] + iǫ
× 1
(η2p− q)0 − 12M2 [(η1~p− ~q)2 +Rk((η1~p− ~q)2)] + iǫ
= δ(3)(~q − ~q′)
(
p0 − 1
2M1
[(η1~p+ ~q)
2 +Rk((η1~p+ ~q)
2)]
− 1
2M2
[(η1~p− ~q)2 +Rk((η1~p− ~q)2)] + iǫ
)−1
.
(26)
Since the only k-dependence in this expression comes from Rk, the flow equation for PΦ can be
integrated directly. For Λ→∞ we obtain
PΦ,k(p)− PΦ,Λ(p) = −V A−1k V. (27)
For PΦ,Λ we can use
PΦ,Λ(p) = V. (28)
The propagator
Gk(p) = P
−1
Φ,k(p) =
(−V A−1k V + V )−1 (29)
describes correlations of two particles with relative momentum ~q′ to two particles with relative
momentum ~q. We use here a matrix notation where ~q and ~q′ are indices and PΦ,k(p, ~q, ~q
′) is
inverted as a matrix for fixed value of the center of mass momentum p which is conserved.
To understand the physical meaning of Gk(p) we consider field configurations Φ for which Gk
has a pole, or for which ∫
~q′
PΦ,k(p, ~q, ~q
′)Φ(~q′) = 0 (30)
holds. In the center of mass frame where p = (p0, 0, 0, 0) and using the reduced mass µ =
M1M2/(M1 +M2), this condition can be written as∫
~q′
V (~q, ~q′)Φ(~q′) =
[
p0 − 1
2µ
(~q2 +Rk(~q
2))
]
Φ(~q). (31)
7For Rk = 0 this is, of course, just the Schro¨dinger equation for the two-body problem. This
becomes clear in position space where one obtains[
p0 − 1
2µ
(−~∇2 +Rk(−~∇2))− V (~x)
]
Φ(~x) = 0. (32)
In principle, one could obtain the bound state propagator Gk for arbitrary values of the center
of mass momentum p by inverting the expression for PΦ,k according to Eq. (29). To do that one
would first diagonalize the matrix PΦ,k by finding its eigenvalues λi(p) and eigenfunctions ϕi(p, ~q).
This is a problem of similar complexity as solving the Schro¨dinger equation for the two-particle
problem. It is clear that for p = (E, 0, 0, 0) and k = 0 the spectrum of eigenvalues of PΦ contains
as many vanishing eigenvalues as bound states exist with energy E.
Note, that the on-shell information obtained from solving Schro¨dingers equation (i.e. the binding
energies and corresponding eigenfunctions) is not sufficient to determine the bound state propagator
Gk uniquely. In particular one can add to Gk a term that is regular as a function of the center
of mass momentum p without changing the poles and therefore the on-shell information. It is
especially useful to consider the combination
G˜k(p) = Gk(p)−GΛ(p) = Gk(p)− V −1. (33)
This is just the part of Gk that is generated from the flow equation with the “classical” part
subtracted. Using Eq. (29) this can be written as
G˜k(p) = (A(p)− V )−1. (34)
In this representation it is particularly clear that the poles of G˜k correspond to the solutions of
Schro¨dingers equation for two particles.
Moreover, it is clear how to diagonalize this propagator, at least for Rk = 0. To that end we
note that the inverse propagator has the position space representation
G˜−1k=0(p) = p0 −
1
2(M1 +M2)
~p2 − 1
2µ
(−~∇2y)− V (~y) (35)
which is diagonalized, of course, by the solutions of the stationary Schro¨dinger equation
G˜−1k=0(p)gn(~y) = (p0 −
1
2(M1 +M2)
~p2 − En)gn(~y). (36)
Here, n is a combined index that labels all quantum numbers. For a spherical symmetric potential
this includes the radial quantum number as well as those for angular momentum. In the basis
Φ(p, ~y) =
∑
n
φn(p)gn(~y) (37)
we can write
(G˜k=0(p))nm = (p0 − 1
2(M1 +M2)
~p2 − En)δnm. (38)
For completeness we note the explicit form of the Yukawa coupling term in the effective action in
this basis
ΓΦψψk =
∑
n
∫
p,~y
{φ∗n(p)g∗n(~y)V (~y)(ψ1ψ2)(p, ~y) + c.c.} . (39)
8For a constant cutoff function Rk = k
2 the basis of functions gn diagonalizes also G˜k for nonzero
k. However, the situation becomes more complicated for other choices of Rk where the basis would
depend on the center of mass momentum p and the flow parameter k.
At this point we could in principle undo the Hubbard-Stratonovich transformation and thus go
back to our original formulation of the theory in terms of the fields ψ. This can be done by solving
the field equation
δΓk
δΦ
= 0 (40)
for the field Φ as a functional of ψ. Plugging this solution Φ[ψ] into the action leads to
Γ
(ψ)
k = Γk[ψ,Φ[ψ]]. (41)
In general, the dependence of Γk on Φ is complicated and undoing the Hubbard-Stratonovich
transformation leads to complicated interaction vertices for the field ψ. However, it is quite easy
to calculate the effective vertex with two incoming and two outgoing ψ-particles. We note that the
only contribution to this interaction is given by a tree level diagram involving the propagator Gk.
The corresponding term in Γ
(ψ)
k=0 is
Γ
(ψ,4)
k=0 = −
∫
p,~y1,~y2
(ψ1ψ2)(p, ~y1)
∗gn(~y1)V (~y1)
× 1
p0 − 12(M1+M2)~p2 −En
V (~y2)g
∗
n(~y2)(ψ1ψ2)(p, ~y2)
−
∫
p,~y
(ψ1ψ2)
∗(p, ~y)V (~y)(ψ1ψ2)(p, ~y).
(42)
This expression has a simple interpretation. The first term is the contribution from bound state ex-
change processes, while the second term is just the classical term. For an electromagnetic Coulomb
interaction, the second term can be seen as a contribution from photon exchange processes.
Let us summarize what we have done in this section. Starting from the microscopic model in
Eq. (1) we performed a Hubbard-Stratonovich transformation and introduced the bilocal field Φ.
In this “partially bosonized” language it was possible to find a solution of the flow equation for the
propagator of the field Φ in a closed form. Note however, that this solution relies on some features
particular to the nonrelativistic few-body problem. First, the description of the interaction between
particles in terms of a instantaneous interaction potential V (~x1 − ~x2) is usually not possible for
relativistic problems. In relativistic quantum field theory, interactions are mediated by exchange
particles such as the photon. In momentum space the resulting interaction term has nontrivial
frequency- and momentum dependence and is subject to renormalization group modifications for
example due to a “running” fine-structure constant α or charge e. These features make it difficult
to absorb the interaction term by an appropriate Hubbard-Stratonovich transformation. Even if
this was possible, solving the flow equations would be more difficult than in the nonrelativistic case
presented above. Both the propagator for the field ψ and the Yukawa interaction ∼ Φ∗ψ1ψ2 + c.c.
might have non-vanishing flow equations. These equations as well as the flow equations for the
propagator of Φ would depend on higher-order vertex functions such that no solution in a closed
form can be expected.
Although one cannot expect to find analytic solutions by transferring the above calculation
to a relativistic field theory, one might ask whether it can be helpful for finding approximate
solutions. One could make a truncation of the flowing action Γk for example in terms of a derivative
expansion and consider the flow equations in the theory-subspace spanned by the finite number
9of operators included in this truncation. Indeed, we will argue below that such truncations can
lead to good approximate solutions. The formulation in the present section has one drawback
for approximate solutions, however. As already discussed above, interactions in relatvistic field
theories are usually mediated by exchange fields such as the photon. The renormalization of
the corresponding couplings and propagators can be calculated most efficient in a formulation
of the theory which directly takes the exchange fields as propagating fields into account. Other
formulations where these fields (as for example the photon) are “integrated out” might be equivalent
in principle, but are usually much harder to treat by approximate methods. The reason is that the
essential momentum- and frequency dependence is often hidden in such formulations.
Transfered to the example of a nonrelativistic theory it would be useful to have a formulation
where the two terms in Eq. (42) are treated in different ways. While the term in the first line
(the contribution from bound state exchange processes) is treated most efficient in terms of the
Hubbard-Stratonovich field Φ, this is different for the second term. For a relativistic field theory
this corresponds to the contribution from photon or other exchange processes and it is therefore
most efficient to write it in terms of this exchange field. In other words, for the nonrelativistic
theory, the Hubbard-Stratonovich transformation should be constructed such that the effective
action Γk=0 contains as an explicit contribution only the classical term (the second term in Eq.
(42)). All additional terms should be described by bound state exchange processes. For the flowing
action one can use the same prescription. To that end it is necessary to work with a scale-dependent
Hubbard-Stratonovich transformation, however. An exact flow equation that can be used for this
purpose was derived in [3] and will be discussed in the next section.
IV. SCALE DEPENDENT HUBBARD-STRATONOVICH TRANSFORMATION
In this section we investigate the bound state problem using a k-dependent version of the
Hubbard Stratonovich transformation. Instead of Spb in Eq. (21) we employ
Spb =
∫
p
[
Φ∗(p)− (ψ1ψ2)∗(p)V Q−1Λ (p)
]
Q(p)[
Φ(p)−Q−1Λ (p)V (ψ1ψ2)(p)
]
.
(43)
Again we use a matrix notation where the summation over the index ~q etc. is left implicit. In Eq.
(43) the matrix Q(p) is k-dependent, while QΛ(p) equals Q(p) for k = Λ but is independent of k.
We choose
lim
Λ→∞
QΛ(p, ~q, ~q
′) =∞ δ(3)(~q − ~q′),
lim
Λ→∞
Q−1Λ (p, ~q, ~q
′) = 0.
(44)
In this limit the combined action S = Sψ + Spb becomes
S =
∫
p
ψ∗1
(
p0 − 1
2M1
~p2
)
ψ1 + ψ
∗
2
(
p0 − 1
2M2
~p2
)
ψ2
−
∫
p,~q,~q′
(ψ1ψ2)
∗(p, ~q)V (~q − ~q′)(ψ1ψ2)(p, ~q′)
−
∫
p,~q,~q′
{
Φ∗(p, ~q)V (~q − ~q′)(ψ1ψ2)(p, ~q′) + c.c.
}
+
∫
p,~q,~q′
Φ∗(p, ~q)Q(p, ~q, ~q′)Φ(p, ~q′). (45)
10
The field Φ is very “massive” for large Λ. The action in Eq. (45) is the starting point for the
flow of the functional Γk[ψ,Φ] for k = Λ. In ref. [3] we showed that the flowing action for a scale
dependent Hubbard-Stratonovich transformation of the form in Eq. (43) satisfies the exact flow
equation
∂kΓk =
1
2
STr(Γ
(2)
k +Rk)−1(∂kRk −Rk(∂kQ−1)Rk)
−1
2
Γ
(1)
k (∂kQ
−1)Γ
(1)
k + γk (46)
where γk is a field independent constant that is irrelevant for most purposes and will be dropped
from here on. The flow equation (46) holds for fixed (k-independent) field Φ. For our purpose it is
useful to perform a k-dependent linear transformation on the field
Φˆ(p, ~q) =
∫
~q′
(
eMk(p)
)
(~q, ~q′)Φ(p, ~q′),
Φˆ∗(p, ~q) =
∫
~q′
Φ∗(p, ~q′)
(
eM
†
k(p)
)
(~q′, ~q), (47)
with an exponentiated matrix eMk(p) with “indices” ~q, ~q′. This gives the flow equation
∂kΓk
∣∣
Φˆ
= ∂kΓk
∣∣
Φ
−
∫
p,~q
δΓk
δΦˆ(p, ~q)
∂kΦˆ(p, ~q)
∣∣
Φ
−
∫
p,~q
(∂kΦˆ
∗(p, ~q))
∣∣
Φ
δΓk
δΦˆ∗(p, ~q)
=
1
2
STr(Γ
(2)
k + Rˆk)−1(∂̂kRk − Rˆk(∂̂kQ−1)Rˆk)
−1
2
Γ
(1)
k (∂̂kQ
−1)Γ
(1)
k
−δΓk
δΦˆ
(∂kMk)Φˆ− Φˆ∗(∂kM †k)
δΓk
δΦˆ∗
. (48)
In the last equation we used an obvious matrix notation and the abbreviations
∂̂kQ−1 = e
M
†
k (∂kQ
−1)eMk , Rˆk = e−M
†
kRke−Mk ,
∂̂kRk = e−M
†
k∂kRke−Mk
(49)
and functional derivatives are now taken with respect to Φˆ. It is important to note that the
matrices ∂kQ, ∂̂kQ and Mk have entries only in the Φ-Φ-block. For example, Eq. (49) implies
a transformation of the cutoff term for the composite bosons but not for the fundamental fields
ψ1, ψ2. For simplicity we drop the hats at most places below.
To investigate the implications of the flow equation (48) we use again a truncation of the
flowing action in terms of a vertex expansion. Due to the nonrelativistic dispersion relation and
the instantaneous interaction, this leads to exact flow equations for the considered n-point functions
since their flow equations decouple from higher vertex functions. More concrete, we choose as our
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truncation
Γk =
∫
p
{
ψ∗1
(
p0 − 1
2M1
~p2
)
ψ1 + ψ
∗
2
(
p0 − 1
2M2
~p2
)
ψ2
}
−
∫
p,~q,~q′
(ψ1ψ2)
∗(p, ~q)V (~q − ~q′)(ψ1ψ2)(p, ~q′)
−
∫
p,~q,~q′
(ψ1ψ2)
∗(p, ~q)λψ(p, ~q, ~q
′)(ψ1ψ2)(p, ~q
′)
−
∫
p,~q,~q′
{
Φ∗(p, ~q)hΦ(p, ~q, ~q
′)(ψ1ψ2)(p, ~q
′) + c.c.
}
+
∫
p,~q,~q′
Φ∗(p, ~q)PΦ(p, ~q, ~q
′)Φ(p, ~q′). (50)
Once again, the propagators for the fields ψ1, ψ2 remain unmodified by the renormalization flow,
while the functions λψ, hΦ and PΦ are k-dependent objects. For k = Λ they have the initial values
λψ,Λ(p, ~q, ~q
′) = 0,
hΦ,Λ(p, ~q, ~q
′) = V (~q − ~q′),
PΦ,Λ(p, ~q, ~q
′) = QΛ(~q, ~q
′) =∞ δ(3)(~q − ~q′). (51)
Projecting the flow equation (48) onto the truncation in Eq. (50) we find for λψ = 0 the flow
equations (again in matrix notation and suppressing the argument p at several places)
∂kλψ = ∂˜k(V A
−1
k V ) + hΦ(∂kQ
−1)hΦ,
∂khΦ = ∂˜k(hΦA
−1
k V )− PΦ(∂kQ−1)hΦ
−(∂kM †k)hΦ,
∂kPΦ = −∂˜k(hΦA−1k hΦ)− PΦ(∂kQ−1)PΦ
−(∂kM †k)PΦ − PΦ(∂kMk). (52)
As discussed in ref. [3] we can now use our freedom in the choice of ∂kQ
−1to enforce ∂kλψ = 0, i.e.
λψ(p, ~q, ~q
′) = 0 for all k. (53)
This fixes ∂kQ
−1 = −h−1Φ V (∂kA−1k )V h−1Φ . In addition, the k-dependent field rescaling determined
by the matrixMk(p) can be chosen arbitrary as well such that we can use it to enforce ∂khΦ(p) = 0,
i.e.
hΦ(p, ~q, ~q
′) = V (~q − ~q′) for all k. (54)
In summary, we use
∂kQ
−1 = −∂kA−1k ,
∂kMk = (∂kA
−1
k )
†(PΦ + V )
†,
∂kM
†
k = (PΦ + V )(∂kA
−1
k ). (55)
For PΦ this leads to the flow equation
∂kPΦ = −V (∂kA−1k )V + PΦ(∂kA−1k )PΦ
−(PΦ + V )(∂kA−1k )PΦ − PΦ(∂kA−1k )(PΦ + V )
= −(PΦ + V )(∂kA−1k )(PΦ + V ) (56)
12
which is solved by
PΦ = Ak − V. (57)
Using the definition of Ak in Eq. (26), we see that, as expected, the zero crossings of PΦ at k = 0
correspond to the solution of Schro¨dingers equation for the two particle problem. Note that we can
now also determine via Eqs. (55) and (49) the k-dependent matrix Q in the Hubbard-Stratonovich
transformation (43).
To summarize, we found the solution to the flow equation by first adjusting the scale-dependent
Hubbard-Stratonovich transformation ∂kQ
−1 such that no additional term λψ is generated by the
flow. All contributions to an interaction of this form are dynamically expressed by bound state
exchange processes. As a second step we choose a k-dependent linear field redefinition (encoded by
the matrix Mk) such that also the Yukawa interaction hΦ remains k-independent. While the first
step (to enforce vanishing λψ) is rather natural, the second is more arbitrary. In our case the choice
of Mk was guided by the insight we obtained in section III. More general it is useful to redefine
the composite fields such that the Yukawa-like interaction hΦ remains independent of the center
of mass momentum p, which is always possible. For some problems and for suitable choices of the
cutoff function Rk it may also be possible to choose the basis for the composite fields Φ such that
the inverse propagator PΦ is a diagonal matrix. As discussed in section III this is possible for the
problem considered here for very simple cutoff functions such as Rk = k
2. For more complicated
Rk one can still diagonalize PΦ but the drawback is then that hΦ might depend on p.
V. APPROXIMATIVE SOLUTIONS
Up to this point we discussed the application of the functional RG to the nonrelativistic two-
body problem in a rather formal way. No approximations were needed, but we had to introduce
an additional functional integral over a bilocal composite fields Φ(x, ~y) where ~y labels the relative
coordinate of the two particles. For more complicated problems it is difficult to follow the RG flow
for bilocal fields. It is therefore necessary to find useful approximation schemes. One possibility is
to expand the field in terms of an complete orthonormal set of functions fn(~y) like
Φ(x, ~y) =
∑
n∈I
φn(x)fn(~y). (58)
One can then consider the flow of the propagator and coupling constants in that basis. A sensible
approximation would now be to take only a finite subset J of the infinite index set I into account
and to neglect all couplings between the fields φn, n ∈ J and the fields φn, n /∈ J . The approx-
imation becomes good if the influence of the neglected couplings onto the flow of the considered
quantities is small. This will, of course, only work for some particular choices of the set fn(~y).
In the following we will consider as an example a Yukawa potential of the form
V (~x− ~y) = −e
2
4π|~x1 − ~x2|e
−m|~x1−~x2|. (59)
Note that for m→∞ this potential approaches a contact interaction
V (~x− ~y)→ − e
2
m2
δ(3)(~x− ~y). (60)
We choose a particular simple set of orthonormal functions
Φ(x, ~y) =
∑
n,l,m
φnlm(x) Ylm(Ω~y) Rnl(|~y|). (61)
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Here we use the spherical harmonics Ylm and some functions Rnl for the radial direction. A
possible choice would be the associate Laguerre Polynomials or any other suitable normalized set
of orthogonal functions. Depending on the cutoff function, it may be possible to find analytic
solutions for the flow equations in a particular basis.
As a test of the robustness of our formalism, we will try a very crude approximation in the
following and include only the term with l = m = 0 in Eq. (61). Also the radial dependence is
truncated to a single function R(|~y|) with support only for |~y| = 0. In other words, we use
Φ(x, ~y) = φ(x)δ(3)(~y). (62)
The microscopic action corresponding to Eq. (59) reads in momentum space
Sψ =
∫
p
{
ψ∗1(p)
(
p0 − 1
2M1
~p2
)
ψ1(p)
+ψ∗2(p)
(
p0 − 1
2M2
~p2
)
ψ2(p)
}
+
∫
q1..q4
ψ∗2(q4)ψ
∗
1(q3)
e2
m2 + (~q1 − ~q3)2
×ψ1(q1)ψ2(q2)δ(q1 + q2 − q3 − q4). (63)
It is useful to introduce the real auxiliary field σ which can be seen as the remnant of a massive
photon in the nonrelativistic limit. Similar to the Hubbard-Stratonovich transformation performed
in section III, we multiply to the partition function a functional integral over the fields σ1 and σ2
weighted by the quadratic action
Sσ =−
∫
p
(
σ1(−p)− e
~p2
(ψ∗1ψ1)(−p)
)
(m2 + ~p2)(
σ2(p)− e
~p2
(ψ∗2ψ2)(p)
) (64)
with
(ψ∗1ψ1)(p) =
∫
q
ψ∗1(q)ψ1(q + p) (65)
and similar for (ψ∗2ψ2). Adding this to Eq. (63) we arrive at
Sψσ =
∫
p
{
ψ∗1(p)
(
p0 − 1
2M1
~p2
)
ψ1(p)
+ψ∗2(p)
(
p0 − 1
2M2
~p2
)
ψ2(p)
+σ1(−p)(−m2 − ~p2)σ2(p)
}
+e
∫
p1,p2
{
σ1(p1 − p2)ψ∗2(p1)ψ2(p2) (66)
+σ2(p1 − p2)ψ∗1(p1)ψ1(p2)
}
. (67)
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For the flowing action Γk we make the following truncation
Γk[ψ, φ, σ] = Sψσ +
∫
p
φ∗(p)Pφ(p)φ(p)
−
∫
p,q
{φ∗(p)hφ(p)ψ1(η1p+ q)ψ2(η2p− q) + c.c.}
−
∫
p,q1,q2
ψ∗2(η2p− q1)ψ∗1(η1p+ q1)
× λψ(p)ψ1(η1p+ q2)ψ2(η2p− q2).
(68)
We will use our freedom in the choice of the scale-dependent Hubbard-Stratonovich transformation
to ensure that λψ(p) = 0 at all scales. It is a consequence of the nonrelativistic dispersion relation
that the couplings in the σ-sector of the theory (the charge e and the propagator of the σ-boson)
do not receive any modifications from the renormalization group flow. This can also be checked
explicitly by looking at the flow equations for these quantities. One advantage of introducing the
field σ instead of working with V (~q − ~q′) as before is that one can also introduce a cutoff function
for σ. In principle, one could do this also for the composite boson φ, but we will not do this for
simplicity, here. We use
∆Sk =
∫
p
{
ψ∗1(p)
[
− 1
2M1
Rk(~p
2)
]
ψ1(p)
+ψ∗2(p)
[
− 1
2M1
Rk(~p
2)
]
ψ2(p)
}
+σ1(−p)[−Rk(~p2)]σ2(p) (69)
with Rk(z) = (k
2 − z)θ(k2 − z).
Now that we have fixed the truncation and the cutoff function, we can determine the flow
equations. By setting the ansatz in Eq. (68) into the flow equation (48) we find in the center of
mass frame (~p = 0)
∂kλψ(p) = ∂˜k
∫
~q
e4
(m2 + ~q2 +Rk(~p2))2
× 1
p0 − 12µ(~q2 +Rk(~q2))
(70)
+hφ(p)
2∂kQ
−1(p),
∂khφ(p) = −∂˜k
∫
~q
hφ(p)
e2
m2 + ~q2 +Rk(~p2)
× 1
p0 − 12µ(~q2 +Rk(~q2))
(71)
−Pφ(p)hφ(p)∂kQ−1(p)− hφ(p)∂kM(p),
∂kPφ(p) = −∂˜k
∫
~q
hφ(p)
1
p0 − 12µ(~q2 +Rk(~q2))
hφ(p)
−Pφ(p)2∂kQ−1(p)− 2hφ(p)∂kM(p). (72)
Here, the derivative ∂˜k hits only the explicit k-dependence of the cutoff function Rk. Before we
solve the flow equations it remains to perform the integration over the spatial momentum ~q. For
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the cutoff function in Eq. (69) the integration is very simple and gives
∂kλψ(p) =
e4k3
6π2
∂k
1
(m2 + k2)2(p0 − 12µk2)
+hφ(p)
2∂kQ
−1(p), (73)
∂khφ(p) = −e
2hφ(p)k
3
6π2
∂k
1
(m2 + k2)(p0 − 12µk2)
−Pφ(p)hφ(p)∂kQ−1(p)− hφ(p)∂kM(p), (74)
∂kPφ(p) = −hφ(p)
2k3
6π2
∂k
1
p0 − 12µk2
−Pφ(p)2∂kQ−1(p)− 2Pφ(p)∂kM(p). (75)
We choose now the scale-dependent Hubbard-Stratonovich transformation ∂kQ
−1(p) such that
∂kλψ(p) = 0. This gives
∂kQ
−1(p) = − e
4k3
6π2hφ(p)2
∂k
1
(m2 + k2)2(p0 − 12µk2)
. (76)
In addition, we choose the rescaling of the field φ(p) encoded by ∂kM(p) such that ∂khφ(p) =
∂khφ(0). What remains then is the freedom to choose ∂kM(0). This is just the freedom to make
a p-independent rescaling of the field φ. Usually, one chooses this wavefunction renormalization
such that the propagator for the field φ has a residue of value unity at a pole that corresponds to
a propagating particle. However, since ∂kM(0) can be chosen arbitrary in principle, we choose it
here for simplicity such that ∂khφ(0) = 0. This results in
∂kM(p) = −e
2k3
6π2
∂k
1
(m2 + k2)(p0 − 12µk2)
(77)
+
e4k3
h2φ6π
2
Pφ(p)∂k
1
(m2 + k2)2(p0 − 12µk2)
.
We keep in mind, that with this choice the poles in the propagator for the field φ may have residues
with values different from one. To summarize, we have obtained the flow equations
∂kλψ(p) = 0, (78)
∂khφ(p) = 0, (79)
∂kPφ(p) = −
h2φk
3
6π2
∂k
1
p0 − 12µk2
+ 2Pφ(p)
e2k3
6π2
∂k
1
(m2 + k2)(p0 − 12µk2)
− Pφ(p)2 e
4k3
h2φ6π
2
∂k
1
(m2 + k2)2(p0 − 12µk2)
. (80)
Before we proceed with the solution of the flow equation let us discuss the initial conditions
for large values of the scale k → Λ. In the limit k → Λ → ∞ the contribution of the φ-particle
exchange to the effective interaction between the ψ-particles should vanish which implies
lim
Λ→∞
h2φ,Λ
Pφ,Λ
= 0. (81)
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For large but finite Λ this value gets modified by one-loop contributions which can be obtained
from the flow equation for λψ
h2φ,Λ
Pφ,Λ
=
∫
~q
e4
(m2 + ~q2 +Rk(~q2))2
1
p0 − 12µ(~q2 +RΛ(~q2))
→ − 2µe
4
3π2Λ3
. (82)
In the last line we assumed Λ2 ≫ m2, Λ2 ≫ 2µp0. Indeed we find that this vanishes in the limit
Λ→∞. Since only the above ratio is fixed, there is still some ambiguity in the choice of the initial
conditions. Indeed it is always possible to rescale the field φ which changes h2φ,Λ and Pφ,Λ but keeps
the ratio fixed. Physical observables are of course not affected by such a rescaling. For simplicity
we choose
hφ,Λ = hφ = e,
Pφ,Λ = − 3π
2
2µe2
Λ3 = −Λ3/c. (83)
The last equation defines the abbreviation c. We have now all ingredients to solve the flow equation.
From Eq. (80) we obtain
∂kPφ =− c 1
(1− 2µp0/k2)2
+
2cPφ
k2
[
1
(1− 2µp0/k2)2(1 +m2/k2)
+
1
(1− 2µp0/k2)(1 +m2/k2)2
]
− cP
2
φ
k4
[
1
(1− 2µp0/k2)2(1 +m2/k2)2
+
2
(1− 2µp0/k2)(1 +m2/k2)3
]
.
(84)
We start our investigation with p0 = 0 and m
2 = 0. The flow equation (84) simplifies to
∂kPφ = −c+ 4cPφ
k2
− 3cPφ
k4
. (85)
The solution of this flow equation with the initial condition in Eq. (83) is quite simple. It is given
for Λ→∞ by
Pφ = −k3/c+ k2. (86)
We note that the propagator for the composite field φ changes its sign at the scale k = c. The zero
crossing of the iinverse propagator corresponds to a bound state. Would we solve the flow equation
for a negative frequency p0 < 0, would the terms involving p0 in Eq. (84) act as an infrared cutoff
and effectively stop the flow at the scale where k2 ≈ 2µ|p0|. Choosing |p0| ≈ c2/(2µ) leads to Pφ = 0
at the macroscopic scale k = 0 which corresponds to a pole in the propagator for the composite
field φ. We note that c2/(2µ) is proportional to the Rydberg energy ∼ e4µ and the bound state can
therefore be interpreted as the lowest bound state of the Coulomb potential. That this comes out
qualitatively correct is encouraging, although quantitative agreement with the expectations from
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quantum mechanics can not be expected in this case due to the simple approximation made in Eq.
(62).
Let us now come to the limit of very large m2. The potential becomes now of the singular form
in Eq. (60). For that reason, the theory must be regularized by introducing a finite UV cutoff
ΛUV. However, we will see that many results do not depend on the precise choice of ΛUV. The
initial values of couplings are fixed by imposing h2φ,Λ/Pφ,Λ = 0 at Λ = ΛUV. In addition we choose
hφ = e as before. The flow equation (84) becomes for large m
2
∂kPφ =
(
−c+ 2cPφ
m2
− cP
2
φ
m4
)
1
(1 + w/k2)2
(87)
with the abbreviation w = −2µp0. It has the solution
Pφ = m
2
− 2m4(k2 + w)
(
− ck(2k2 + 3w)
+ (k2 + w)
[
3c
√
w arctan(k/
√
w) +D
])−1
,
(88)
with an arbitrary constant D. The condition that e2/Pφ,Λ = 0 fixes
D =
cΛ(2Λ2 + 3w)
Λ2 + w
− 3c√w arctan(Λ/√w). (89)
We note that for large k but k < Λ the inverse propagator Pφ is negative. Depending on the choice
of the parameters m2 and e2 (or c) Pφ may change its sign during the flow towards small values
of k. This corresponds then again to a bound state. To see this we consider Pφ for k = 0 which
becomes for Λ2 ≫ w
Pφ(k = 0) = m
2 − m
4
c
(
Λ− 3π4
√
w
) . (90)
To interpret this expression let us assume in the following that the fields ψ1 and ψ2 describe
fermions with equal mass M1 = M2 = M , µ = M/2. We can obtain the scattering length a from
Eq. (90) as
a =
M
4π
λψ,eff, (91)
with
λψ,eff = − e
2
m2
+
e2
Pφ(k = 0, w = 0)
=
e2
cΛ−m2 . (92)
For a more detailed explanation of Eq. (91) we refer to refs. [18, 19]. Inserting the abbreviation
c = 2µe2/(3π2) this gives
a =
1
4Λ
3π − 4πm
2
e2M
. (93)
Depending on the choice of the initial parameters e2 and m2 for a given value of Λ, the scattering
length can be both negative and positive. For large positive scattering length one expects the
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presence of a shallow dimer state in the spectrum [16]. Its binding energy can be calculated from
the on-shell condition of the φ-particle which implies Pφ(k = 0) = 0. From this we find
c
(
Λ− 3π
4
√
w
)
= m2 (94)
or after reinserting w = −2µp0 = 2µE
E =
1
M
1
a2
. (95)
This is precisely the well known relation between the scattering length a and the binding energy
E of the shallow dimer that exists for a > 0 [16].
It is interesting that our treatment yields exact results in the limit of large m. On the other side
this could have been expected, since a quite similar formalism using a k-independent bosonization
yields exact results for the contact potential, as well [17–19]. In any case it is interesting that
the relatively simple approximation including only one boson already yields qualitatively correct
results for the Coulomb potential and quantitatively precise results for the contact potential. More
elaborate approximations will allow quantitative investigations for a large class of nonrelativistic
and instantaneous interactions. Since this is not the purpose of the present paper we will discuss
in the last chapter some generalizations of the formalism to problems that are in a certain sense
more complicated than the nonrelativistic few-body problem.
VI. GENERALIZED FORMALISM
While most parts of this paper where devoted to the treatment of nonrelativistic particles with
instantaneous interactions, we will use the present section to present some generalizations of the
formalism to a wider class of problems. For this purpose we first somewhat generalize the notion
of a composite field. For some set of functions fn(y) where y = (y0, ~y) is a space-time coordinate
and for two real numbers η1, η2 ∈ (0, 1) with η1 + η2 = 1 we define
(ψ1ψ2)(x, y) = ψ1(x+ η2y)ψ2(x− η1y),
(ψ1ψ2)n(x) =
∫
y
f∗n(y)(ψ1ψ2)(x, y). (96)
We assume that the functions fn(y), n ∈ N constitute a complete orthonormal set such that the
following relations hold ∫
y
f∗n(y)fm(y) = δnm,∑
n∈N
f∗n(x)fn(y) = δ(x− y). (97)
In momentum space with fn(y) =
∫
p
e−ipxf˜n(p), f
∗
n(y) =
∫
p
eipxf˜∗n(p) these relations become∫
p
f∗n(p)fm(p) = δnm,∑
n∈N
f∗n(p)fn(q) = δ(p − q), (98)
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and the composite field reads in momentum space
(ψ1ψ2)n(p) =
∫
q
f˜∗n(q)ψ1(η1p+ q)η2(η2p− q),
(ψ1ψ2)
∗
n(p) =
∫
q
fn(q)ψ
∗
2(η2p− q)ψ∗1(η1p+ q). (99)
The index n we use to label the functions fn is an abstract index that can be either continuous
or discrete. Note that the bilocal fields used for the investigation of nonrelativistic particles with
instantaneous interactions can be embedded into the above description by choosing fn(y) to have
support only for y0 = 0, i.e.
fn(y) = δ(y0) gn(~y). (100)
Similar to previous chapters we introduce bosonic fields for every composite combination. For
example, the term in the action corresponding to the Yukawa-type coupling is
Γ
(φψψ)
k = −
∑
n,m
∫
p
{φ∗n(p)hφ(p)nm(ψ1ψ2)m(p) + c.c.} . (101)
It will often be possible and convenient to work with a Yukawa coupling that is independent of p
and diagonal with respect to the indices n,m. The action involves also a term quadratic in the
fields φ∗n, φn. We write it as
Γ
(φ,2)
k =
∑
n,m
∫
p
φ∗m(p)Pφ(p)nmφm(p). (102)
Similarly, we formally introduce also a quartic interaction term for the fields ψ
Γ
(ψ,4)
k = −
∑
n,m
(ψ1ψ2)
∗
n(p)λψ(p)nm(ψ1ψ2)m(p). (103)
As an important side remark, we note that a very large class of quartic interactions can be
writte in the form (103). A completely general interaction between the fields ψ1 and ψ2 can be
written in a homogeneous situation as
Γ
(ψ,4)
k = −
∫
k1...k4
ψ∗2(k2)ψ
∗
1(k1) λψ(k1, k2, k3, k4)
ψ1(k3)ψ2(k4) δ(k1 + k2 − k3 − k4).
(104)
Due to momentum conservation, the vertex function λψ depends actually only on three independent
variables. One possibility to choose them is
p = k1 + k2 = k3 + k4,
q1 = η2k1 − η1k2,
q2 = η2k3 − η1k4. (105)
Eq. (104) can then be written as
Γ
(ψ,4)
k = −
∫
p,q1,q2
(ψ1ψ2)
∗(p, q1) λψ(p, q1, q2) (ψ1ψ2)(p, q2), (106)
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with
(ψ1ψ2)(p, q) = ψ1(η1p+ q)ψ2(η2p− q)
(ψ1ψ2)
∗(p, q) = ψ∗2(η2p− q)ψ∗1(η1p+ q). (107)
Assuming now that λψ(p, q1, q2) is regular with respect to the arguments q1 and q2 we can expand
λψ(p, q1, q2) =
∑
n,m
f˜n(q1) λψ(p)nmf˜
∗
m(q2), (108)
with coefficients
λψ(p)nm =
∫
q1,q2
f˜∗n(q1) λψ(p, q1, q2) fm(q2). (109)
Plugging Eq. (108) into Eq. (106) and using (99) we find that this is precisely of the form in Eq.
(103). Note that we did not assume that λψ(p, q1, q2) is regular with respect to the argument
p. Possible singularities are transfered to the coefficients λψ(p)nm. In fact, it is a big advan-
tage of our formalism that poles or branch cuts in λψ(p)nm can be described by relatively simple
parameterizations of the inverse propagator Pφ(p)nm for a composite particle.
Let us assume that for a fixed Hubbard-Stratonovich transformation a term of the form in Eq.
(103) is generated by the renormalization group flow, i.e. ∂kλψ(p)nm
∣∣
HS
6= 0. We can then follow
the calculation in Sect. IV and use a scale-dependent Hubbard-Stratonovich transformation to
realize ∂kλψ(p)nm = 0. This will lead to additional contributions in the flow equations for hφ(p)nm
and Pφ(p)nm. In addition, a k-dependent linear transformation of the fields φn(p) can be employed,
for example to keep hφ(p)nm independent of p. More concrete, the flow equations can be derived
similar to Eq. (52) and read in symbolic notation
∂kλψ(p)nm = ∂kλψ(p)nm
∣∣
HS
+
∑
r,s
hφ(p)nr∂kQ
−1(p)rshφ(p)sm,
∂khφ(p)nm = ∂khφ(p)nm
∣∣
HS
−
∑
r,s
Pφ(p)nr∂kQ
−1(p)rshφ(p)sm
−
∑
r
(∂kM
†
k)(p)nrhφ(p)rm,
∂kPφ(p)nm = ∂kPφ(p)nm
∣∣
HS
−
∑
r,s
Pφ(p)nr∂kQ
−1(p)rsPφ(p)rm
−
∑
r
(∂kM
†
k)(p)nrPφ(p)rm
−
∑
r
Pφ(p)nr(∂kMk)(p)rm. (110)
We see that by choosing ∂kQ
−1(p)nm conveniently, we can absorb a quartic interaction term λψ
as in Eq. (104) that is regular with respect to the relative momenta q1 and q2 into the exchange
of a composite boson of the type ψ1ψ2. Besides this particle-particle pair also other combina-
tions are possible, such as the combination ψ∗1ψ1 or ψ
∗
2ψ2 corresponding to particle-hole pairs in
nonrelativistic physics or a particle-antiparticle pair in relativistic quantum field theory. With a
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construction similar to the one presented above, one can show that a contribution to the general
interaction term λψ in Eq. (104) that is regular as a function of k1 + k3 and k2 + k4 (but might
have singularities with respect to k1 − k3 = k4 − k2) can be absorbed into the exchange of a ψ∗1ψ1
pair. The construction would be similar to introducing the σ-field in Eq. (64) but now with a
k-dependent Hubbard-Stratonovich transformation. In a relativistic field theory (or in a nonrela-
tivistic field theory at nonzero density) the propagator of this field might get a nontrivial frequency
dependence and thus become a dynamical field. Finally, the exchange of a ψ∗1ψ2-pair can describe
contributions that are regular as functions of the combinations k1+ k4 and k2+ k3 but might have
singularities with respect to k1 − k4 = k3 − k2.
VII. CONCLUSIONS
We have shown in this paper how a recently derived exact flow equation can be employed for the
treatment of bound state formation in quantum field theory. For a nonrelativistic field theory, the
relevant flow equations can be integrated exactly and our approach is equivalent to the standard
quantum mechanical treatment. The presented formalism can also be employed to find approximate
solutions to bound state problems. This can be useful under circumstances where no exact solution
from quantum mechanics is available. Examples for such situations arise in relativistic quantum
field theory, due to non-instantaneous interactions or in nonrelativistic quantum field theory at
nonzero density and temperature.
One big advantage of our formalism is that fundamental and composite particles are described
in a very similar way by fluctuating quantum fields. A scale dependent Hubbard-Stratonovich
transformation allows to absorb complicated interaction vertices into relatively simple tree diagrams
of a Yukawa-type theory. Depending on the situation, a particular composite field might become
a propagating degree of freedom, end as a gapped excitation or remain an auxiliary field without
own dynamics when the infrared cutoff scale is lowered. The formalism is particularly useful in
situations where the relevant degrees of freedom change during the renormalization group flow.
This is often the case when interaction effects are strong. Prominent examples are QCD where
the ultraviolet physics is dominated by quarks and gluons while mesons and baryons dominate the
physics in the infrared or the Hubbard model, where fermionic degrees of freedom dominate the
UV, while various competing pairing instabilities dominate the infrared physics. For the example
of QCD the flow from UV to IR degrees of freedom was discussed in a setup closely related to the
one discussed here [9, 20, 21].
Functional renormalization group equations have been applied with quite some success to many
problems in quantum field theory. For reviews see ref. [10–13]. It is a general feature that
attempts to increase the precision of these calculations face the difficult problem to find an efficient
parameterization for the momentum dependence of vertex functions. The formalism presented in
this paper does not only provide a general framework for such parameterizations (similar to the
one proposed in ref. [22]) but also allows to take the essential composite degrees of freedom as
dynamical fields into account. This includes also possible interactions between composite particles
which typically correspond to complicated and nonlocal higher-order interactions in terms of the
fundamental fields. Another advantage of the description involving the composite fields is that
spontaneous symmetry breaking, for example in a superconducting phase, is straight-forward to
describe.
Many of the phenomena discussed above – including the formation of bound states – can also
be described with other functional methods of QFT such as Schwinger-Dyson and Bethe-Salpeter
equations. Renormalization group equations have the advantage that they allow a straightforward
discussion of interesting features such as fixed point behavior and universality. Close to renor-
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malization group fixed points one can distinguish between relevant and irrelevant (and marginal)
operators. This implies that the flow equations determine which terms in a given expansion become
important and which can be neglected! Often, a large class of microscopic theories are attracted
towards the same fixed point and the system shows universal features that are independent of the
concrete microscopical realization. Using a scale-dependent Hubbard-Stratonovich transformation,
one can study for a theory with bound states the different fixed points as well as the crossovers
between them [20].
In summary, we have developed a formalism to describe bound states in quantum field theory
using an exact flow equation and look forward to applications to many interesting problems in the
future.
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