Optimal feedback control is classically based on linear approximations, whose accuracy drops off rapidly in highly nonlinear dynamics. Several nonlinear optimal feedback control strategies have appeared in recent years. Among them, differential algebraic techniques have been used to tackle nonlinearities by expanding the solution of the optimal control problem about a reference trajectory and reducing the computation of optimal feedback control laws to the evaluation of high order polynomials. However, the resulting high order method could not handle control saturation constraints, which remain a critical facet of nonlinear optimal feedback control. This work introduces the management of saturating actuators in the differential algebraic method.
Introduction
Continuous-thrust orbit transfers are designed by solving an optimal control problem that minimizes fuel consumption while satisfying mission constraints. The optimal control problem is solved in nominal conditions: at the design stage, the dynamics modeling is supposed to exactly represent the reality. Unfortunately, the accuracy of the dynamical models is affected by the representation of all possible perturbations, which is difficult to produce.
Uncertainty does not owe to dynamics perturbations only. Several spacerelated applications involve the solution of optimal control problems with uncertain constraints or terminal conditions [1] . A typical example is the problem of targeting an asteroid [2] (e.g., during a deflection mission). The orbital parameters of the target asteroid are known only to a given precision and, thus, its position and velocity are accurately identified quite late in real scenarios. This draws the designer towards the development of optimal feedback control strategies to achieve constraint satisfaction and optimality in presence of errors on both the initial spacecraft and the final target states.
Classical optimal feedback control strategies are based on linear approximations, whose main advantage is the simplification of the problem. However, their accuracy drops off rapidly for increasing errors and decreasing control frequencies in highly nonlinear dynamics. Thus, nonlinear optimal feedback control has gained particular interest in recent years, and several strategies have appeared to tackle nonlinearities. Nonlinear optimal feedback control laws can be rigorously obtained from the solution to the HamiltonJacobi-Bellman (HJB) equation [3] . Unfortunately, solving the HJB equation is very intricate in practical problems. This motivated research for approximated methods that are able to supply suboptimal laws for the closed-loop control of nonlinear systems.
In the infinite horizon regulator problem, the time variable does not explicitly appear in the optimal feedback control. Several approaches have appeared to take advantage of this simplification and to obtain numerical approximations of the exact solution. Durbeck [4] provided a first method to generate an approximation to the minimum performance functional of the optimal feedback control problem, showing its convergence properties and its application to design near optimal control laws, determining regions of stability, and defining bounds associated with the system performance. More recently, Beard et al. [5] tried to reduce the computational burden of finiteelements and finite-difference methods applied to solving HJB equation by using a Galerkin's spectral method. One of the highly promising and rapidly emerging methodologies for designing nonlinear optimal controllers in the infinite horizon formulation is the state-dependent Riccati equation (SDRE) approach, which was originally proposed by Pearson [6] and Burghart [7] and then described in details by Cloutier, Hammett and Beeler [8] . This approach involves manipulating the governing dynamic equations into a pseudo-linear non-unique form in which system matrices are given as a function of the current state and minimizing a quadratic-like performance index. An algebraic Riccati equation using the system matrices is then solved repetitively online to give the optimal control law. Thus, the SDRE approach might turn out to be computationally expensive when the solution of the Riccati equation is not properly managed. This might prevent its use for real-time optimal control.
Due to the explicit dependence of the HJB equation on time, the finite horizon targeting problem tends to be more difficult to solve than the infinite horizon problem [9] . Thus, relatively few results exist in the literature.
Remarkable results were obtained by Fax et al. [10] in the framework of the optimal control of time-scalable systems. The time-scaling property allows to convert the HJB equation to a purely spatial PDE. The PDE is then solved to compute the value function at a fixed time, which can be properly scaled to find the value function at any point in time. Following the "pseudo-linear" approach of SDRE, Cimen and Banks [11] introduced a sub-optimal method to find time-varying feedback controllers for nonlinear systems, which is based on the recursive solution of an approximating sequence of Riccati equations.
An alternative approach was recently proposed by Park and Scheeres [12] , which relies on the theory of canonical transformations and their generating functions for Hamiltonian systems. More specifically, canonical transformations are able to solve boundary value problems between Hamiltonian coordinates and momenta for a single flow field. Thus, based on the reduction of the optimal control problem to an equivalent boundary value problem, they can be effectively used to solve the optimal control problem analytically as a function of the boundary conditions, which is instrumental to optimal feedback control. The main difficulty of this approach is finding the generating functions via the solution of the Hamilton-Jacobi equation. This problem was solved in [12] by expanding the generating function in power series of its arguments.
Unfortunately, limited research has been devoted to develop efficient nonlinear techniques handling control saturation. The introduction of control bounds in the SDRE approach was addressed by Mracek and Cloutier [13, 14] .
More specifically, they transformed the nonlinear regulator problem with bounded control into a near-equivalent problem with the form of a nonlinear regulator problem to avoid singularities. A solution procedure was introduced by Park and Scheeres [15] for the generating function method to accommodate control constraints, which is based on the fact that the optimal cost function can be related to the generating functions even in presence of control bounds.
A high order method based on the use of differential algebraic techniques is proposed in this work. Differential algebra (DA) serves the purpose of computing the derivatives of functions in a computer environment. More specifically, by substituting the classical implementation of real algebra with the implementation of a new algebra of Taylor polynomials, it expands any function f of v variables into its Taylor series up to an arbitrary order n [16, 17] . Following the reduction of the optimal control problem (OCP) to a two-point boundary value problem, DA techniques have been shown to enable the expansion of the OCP solution about a reference trajectory with respect to either initial or terminal conditions [18] . The computation of feedback control laws in relatively large neighborhoods of the reference trajectory is then reduced to the mere evaluation of high order polynomials.
This work introduces the management of saturation constraints in the DA framework to define an high order optimal feedback control algorithm with saturating actuators. The control constraints are included in the OCP formulation and a minimum fuel mass low-thrust transfer problem is solved.
A DA-based algorithm to compute arbitrary order expansions of the associated optimal bang-bang solution about reference trajectories with respect to initial and terminal conditions is presented. The computation of both optimal thrust direction and switching times for perturbed initial spacecraft and final target states is again reduced to the mere evaluation of high order polynomials.
The paper is organized as follows. After a brief introduction to DA techniques, the basic tool to compute high order expansions of the flow of ODEs is presented. Then, the optimal control problem and the numerical approach adopted to compute the reference trajectory are introduced. The description of the algorithm for the high order expansion of the OCP follows. The performances of the methods are assessed in the frame of an optimal low-thrust transfer to asteroid 1996 FG 3 .
Differential Algebra
DA techniques find their origin in the attempt to solve analytical problems by an algebraic approach [16] . Historically, the treatment of functions in numerics has been based on the treatment of numbers, and the classical numerical algorithms are based on the mere evaluation of functions at specific points. DA techniques are based on the observation that it is possible to extract more information on a function rather than its mere values. The ba-sic idea is to bring the treatment of functions and the operations on them to the computer environment in a similar way as the treatment of real numbers.
Referring to Figure The straightforward implementation of differential algebra in a computer enables the computation of the Taylor coefficients of a function up to a specified order n, along with the function evaluation, with a fixed amount of effort. The Taylor coefficients of order n for sums and product of functions, as well as scalar products with reals, can be computed from those of summands and factors; therefore, the set of equivalence classes of functions can be endowed with well-defined operations, leading to a truncated power series algebra. Similarly to the algorithms for floating point arithmetic, the algorithm for functions followed, including methods to perform composition of functions, to invert them, to solve nonlinear systems explicitly, and to treat common elementary functions [16] . In addition to these algebraic operations, also the analytic operations of differentiation and integration are introduced, so finalizing the definition of the DA structure. The differential algebra sketched in this section was implemented by Berz and Makino in the software COSY-Infinity [17] .
High Order Expansion of ODE Flow
The differential algebra introduced in the previous section allows to compute the derivatives of any function f of v variables up to an arbitrary order n, along with the function evaluation. This has an important consequence when the numerical integration of an ODE is performed by means of an arbitrary integration scheme. Without loss of generality, consider the scalar
Any explicit numerical integration scheme to solve the problem in Eq. 1 is based on algebraic operations, involving the evaluation of the ODE right hand side, f (x), at several integration points.
Consider a perturbed initial condition x 0 + δx 0 , which is obtained by substituting the point initial condition, x 0 , with the Taylor expansion of its
If all the operations of the numerical integration scheme are now carried out in the framework of differential algebra by operating on Taylor polynomials, the Taylor expansion of the solution with respect to the initial condition is obtained at each integration step. This can be better illustrated using the simple forward Euler scheme
where ∆t is the step size. The first integration step reads
Substituting x 0 with [x 0 ] = x 0 + δx 0 in Eq. 3 yields
The evaluation of f ([x 0 ]) in the DA framework delivers its Taylor expansion M f (δx 0 ) with respect to the initial condition about the reference point x 0 .
Then, by carrying out all the algebraic operations remaining in the right hand side of Eq. 4 in the same framework, the output of the first step is the Taylor expansion of the solution of the initial value problem with respect to the initial condition, [
. Similarly to Eq. 3, the second step reads
Taking advantage of the first step, x 1 can be substituted with its Taylor expansion with respect to the initial condition, [
Once again, if all the operations in the right hand side of Eq. 6 are carried out in the DA framework, the output of the second step will be the Taylor expansion of the solution of the initial value problem at t 2 with respect to the
. The previous procedure can be repeated throughout the subsequent steps. The result at the final step is the n-th order Taylor expansion of the flow of the initial value problem at the final time t f .
Thus, the expansion of the flow of a dynamical system can be computed up to order n with a fixed amount of effort.
Optimal Control Problem
The optimal transfer problem and the numerical approach adopted to compute its reference solution are now introduced. It is assumed that the spacecraft is subject to Sun's gravity and its own thrust T , only. Two control variables associated to spacecraft thrust are considered: the thrust ratio u ∈ [0, 1] and its direction α. The equation of the dynamics for the spacecraft position r, velocity v, and mass m, are
The two constants c 1 and c 2 in Eq. (7) are defined as
and µ is the gravitational constant of the Sun. The dynamics are normalized choosing the astronomical unit (AU), the initial mass of the spacecraft, and the velocity on a circular orbit of radius 1 AU as reference units.
The goal is to minimize the propellant necessary to transfer the spacecraft between two fixed states in a given time of flight. This is achieved by defining an optimal control problem in which the objective function to be minimized
subject to the set of nonlinear constraints
In an interplanetary transfer, the constraints on the initial and final positions 
The optimal thrust direction and magnitude, which minimize the Hamiltonian in Eq. (10), are
where the switching function ρ is
The dynamics of the costate is given by
According to the transversality condition, the only constraint for the costate is
since the final mass is free.
The optimal control problem is reduced to a TPBVP defined by the dynamics of the state and costate (7) and (14), the optimality conditions (11) and (12), and the constraints (9) and (15). This problem will be referred to as fuel-optimal problem (FOP) in the remainder of the paper. For details on the optimal control problem formulation the reader may refer to Reference 19.
Numerical solution of the optimal control problem
The numerical solution of the TPBV is difficult to obtain because of the small convergence radius, the sensitivity of the initial guesses, the discontinuous integrated functions, and the singular Jacobian matrix. A common practice is to use an homotopic approach by perturbing the performance index with the introduction of a parameter in the range [0, 1]. The procedure starts with a unitary value of the parameter, for which the numerical solution is easily computed. The FOP is solved by continuously decreasing the perturbation parameter from one to zero and taking the obtained solution as an initial guess for the next iteration [20] .
An alternative approach, based on a C ∞ approximation of the discontinuous optimal control law, is here proposed. The method is based on a three-step procedure and it exhibits high numerical robustness, as C ∞ TP-BVP are solved in the first two steps. Furthermore, the second step delivers a solution that is so close to the one of the FOP that numerical convergence is guaranteed.
As a first step, an energy-optimal problem (EOP) is formulated. The constraint on the maximum thrust is removed and the objective function is redefined as
where a is the acceleration vector given by the thruster. The equations of motion for the spacecraft reduce to
and the optimality condition to
The mass multiplier is identically zero during the transfer, whereas the dynamics for the position and velocity multipliers read
The set of constraints on the position and the velocity (9) remains unchanged.
The TPBVP for the EOP is continuous and its solution can be easily obtained by standard nonlinear equations solvers, starting from the initial guess λ r = 0 and λ v = 0. The solution of the TPBVP is embedded in a parametric optimization problem, in which t 0 , t T oF , and ∆v are also optimized. (Note that this aspect can be included in the formulation of the optimal control problem, but this approach has been avoided to keep the TPBVP as simple as possible). A vector of optimization variables is defined as
and the search space is limited by upper and lower bounds (the initial Lagrangian multipliers are left unbounded). The objective function to be minimized is
and the set of constrains are
where ∆v max is the maximum value for launcher's contribution. For given arrival body, starting from an initial guess x 0 (where the initial value for the Lagrangian multipliers is set to zero), the optimization process 1. Computes r 0 and v 0 = v E (t 0 )+∆v at t 0 , and r f and v f at t f = t 0 +t T 0F
by ephemeris evaluation 2. Integrates the dynamics (17) and (19) from t 0 to t f , with the optimal acceleration profile defined by a = −λ v 3. Evaluates the objective function (21) and the constraints (22) 4. Iterates until the constraints are satisfied to a given accuracy and objective function is minimized A nonlinear quadratic programming method is used for the optimization.
The optimal values found for x are used to initiate the second step of the numerical procedure. In this stage the values of t 0 , t T oF , and ∆v are frozen, whereas those of the initial Lagrangian multipliers are used as initial guesses of a new optimal control problem. This problem is the same as the FOP, but the discontinuous law for the thrust ratio is approximated by a C ∞ function.
In particular, an exponential representation is chosen
where ρ is the switching function, and p a continuation parameter. In the EOP, the guesses for t 0 and t T oF are 5200 MJD2000 and 480 days, Note that the maximum thrust exceeds the thrust available on board, but this is compatible with the EOP formulation.
The solution of the EOP is taken as first guess for the second step. Here both t 0 and t T oF are fixed, and a sequence of ten TPBVP is solved for increasing values of the continuation parameter. These solutions are plotted with dashed lines in Figure 2(a) , where the emergence of the bang-bang structure is clearly visible. The final mass associated to p = 19 is 1313.26 kg.
In the third step the FOP is addressed. With few iterations, the TPBVP solver computes the optimal discontinuous control law (plotted in Figure   2 
DA-based Optimal Feedback Control Algorithm
Assume a reference solution of the FOP (7)- (9) Step 1. Initialize the initial spacecraft state, the initial costates, and the first control switching time as DA variables. This means the following perturbations with respect to their reference values are considered:
Step 2. Using the DA techniques introduced in Section 3, the ODEs (7) and (14) 
where M x 1 , M m 1 , M λx 1 , and M λm 1 denote high order polynomials in δx 0 , δλ x 0 , δλ m 0 , and δt s 1 .
Step 3. Compute the switching function (13) in the DA framework, which yields the Taylor polynomial
It is worth observing that the constant part of map (26) is the value of the switching function at t s 1 for the reference solution, which equals zero. Thus,
Step 4. Consider the map
which is built by concatenating map (26) with the identity maps for δx 0 , δλ x 0 , and δλ m 0 .
Step 5. Using polynomial inversion techniques [16] , invert map (27) to
The fourth component of map (28) relates the first control switching time to the deviation δρ 1 of the switching function from its reference value ρ 1 = 0 and the perturbations δx 0 , δλ x 0 , and δλ m 0 .
Step 6. Given any δx 0 , δλ x 0 , and δλ m 0 , we can compute the corresponding switching time by imposing δρ 1 = 0 in Eq. (28),
Let us extract the fourth component of map (29), which will be indicated as
The map (30) can be added to the reference t s 1 to obtain the Taylor polyno-
which is the Taylor expansion of the constraint manifold ρ 1 = 0; i.e., the Taylor expansion of the first switching time with respect to the perturbations on the initial conditions.
Step 7. Compose map (25) with (29) to obtain the Taylor expansion of the spacecraft state and costate at the first control switch with respect to the initial conditions, 
and
where ρ = [ρ 1 , . . . , ρ q ].
Step 8. A DA-based integration is now performed from [t sq ] ρ=0 to t f .
The resulting polynomial map
is the Taylor approximation of the deviation of the final conditions from their reference values caused by the perturbed initial conditions and embedding the satisfaction of δρ i = 0, for i = 1, . . . , q.
Step 9. Extract the first and last components of map (35), subtract their constant parts, and built the following map
which includes the identity map on δx 0 .
Step 10. Invert map (36) and impose the transversality condition by setting δλ m f = 0. This yields
Step 11. Add the reference initial costates to the last two components of (37),
and compose map (31) and its counterparts for the subsequent switching times with (37) to obtain
for i = 1, . . . , q. Together, maps (38) and (39) identify the high order Taylor expansion of the solution of the optimal control problem with respect to the initial spacecraft state and the final target state. More specifically, for any δx 0 and δx f , the mere evaluation of the polynomial map (38) delivers the associated optimal costates. In addition, the polynomials (39) can be evaluated to identify the corresponding optimal control switching times. It is worth observing that the polynomial maps (38) and (39) supply high order
Taylor approximations of the solution of the optimal control problem for perturbed initial and final conditions, which are accurate up to the order used for the DA-based computation. computed and the map (38) is evaluated to obtain the new optimal transfer trajectory. For each sample, the maximum norm of the difference between the resulting trajectoryr(t) and the reference trajectory r(t) is reported in Figure 3 (a). Starting from the reference initial position, the new trajectories tend to move away from the reference along the transfer and reach the final imposed displacement of 1E-3 AU. A detail of all trajectories at arrival is reported in Figure 3(b) . Thanks to the high order feedback, each new optimal trajectory hits the corresponding perturbed target.
For each sample, map (39) is evaluated to obtain the corresponding optimal control switching times. Figure 4 (a) plots the resulting optimal control magnitude profiles, whereas a detail on the last control switch is reported in Figure 4 (b). The optimal switching time for the sampled trajectories varies within a range of about 2 days. Once again, it is worth highlighting that the computation of each optimal switching time is reduced to the mere evaluation of a polynomial. The accuracy of the fourth order maps (38) and (39) is investigated in Figure 6 (a). More specifically, the difference δr f between the final position and the desired perturbed final target position is computed (refer to Figure   5 for an illustration of the defined quantities). The maximum norm for all samples is then reported. The same process is repeated for different error box amplitudes. As expected, the error increases with box amplitude.
Considering 0.1 % as an adequate maximum relative error in the fulfillment of the boundary constraints, Figure 6 (a) shows that the fourth order maps are not adequate to compute control corrections for error boxes of amplitude larger than 1E-3 AU. However, this value is well above the errors to be managed in practical applications, as an adequate autonomous navigation systems can guarantee a maximum position error of the order of 100 km [21] .
It is worth observing that the oscillation of the error in Figure 6 (a) for box amplitudes smaller than about 1E-4 AU is due to the tolerance of the eight order Runge-Kutta-Fehlberg integration scheme used to integrate equations (7) and (14) and to obtain the fourth order Taylor expansion of their flow. Thus, the integration error and, consequently, δr f tend to have an irregular behavior below 10 −12 AU.
The effects of the order on the accuracy of the Taylor expansions is studied in Figure 6 The rationale behind the lack of convergence of the Taylor expansions for error boxes of amplitude larger than 1E-3 AU is investigated in Figure   7 (a) and Figure 7 (b). More specifically, the two figures report the switching function profiles computed for each corner of the error box, considering box amplitudes of 1E-3 AU and 1E-2 AU, respectively. As can be seen from Figure   7 (a), the variation of the switching function for a box amplitude of 1E-3 AU is relatively small: the slight change of the optimal control switching times is well described by the fourth order maps and the overall structure of the bang-bang control profile (e.g., number of bangs and control switch location)
does not break. This is not the case for a box amplitude of 1E-2 AU. Figure   7 (b) shows that the switching function reaches zero at the end of the transfer for some samples, which warns of the appearance of a new switch. However, the algorithm presented in Section 6 works only for a given structure of the bang-bang control profile: the appearance of additional control switches is a discontinuity that can not be handled by the Taylor expansion. been expanded with respect to both the initial and final boundary conditions, allowing the method to manage 1E-3 AU error boxes on the initial spacecraft and final target positions: using fourth order Taylor expansions, the method is able to meet boundary constraints with a maximum absolute error of 1E-6 AU, i.e., a maximum relative error of 0.1 %. For larger error boxes, the accuracy of the Taylor expansions drops off rapidly. This was shown to be related to the appearance of additional switches in the control law.
The paper presented high order feedback control laws for uncertain initial and final conditions. The same approach can be applied to manage errors at any time along the transfer and, thus, it is suitable for the design of mid-course maneuvers. To this aim, suppose t M C is the time of the midcourse maneuver required to reach the desired target at time t f . Suppose that the nominal reference trajectory from t M C to t f is available. The algorithm introduced can be applied to Taylor expand the solution of the optimal control problem from t M C to t f about the reference trajectory. Thus, given the propagated or measured error at t M C , the Taylor polynomials can be readily evaluated to compute the new optimal control law and to design the associated trajectory from t M C to t f . This work focused on the problem of transferring a spacecraft from an initial fixed state to a final fixed state. Further developments will investigate the imposition of soft constraints, as well as the minimization of alternative performance criteria. In addition, the performances of the method will be assessed on transfers involving an increasing number of control switches. 
