We propose a novel model named Multi-Channel Attention Selection Generative Adversarial Network (SelectionGAN) for guided image-to-image translation, where we translate an input image into another while respecting an external semantic guidance. The proposed SelectionGAN explicitly utilizes the semantic guidance information and consists of two stages. In the first stage, the input image and the conditional semantic guidance are fed into a cycled semantic-guided generation network to produce initial coarse results. In the second stage, we refine the initial results by using the proposed multi-scale spatial pooling & channel selection module and the multi-channel attention selection module. Moreover, uncertainty maps automatically learned from attention maps are used to guide the pixel loss for better network optimization. Exhaustive experiments on four challenging guided image-to-image translation tasks (face, hand, body and street view) demonstrate that our SelectionGAN is able to generate significantly better results than the state-of-the-art methods. Meanwhile, the proposed framework and modules are unified solutions and can be applied to solve other generation tasks, such as semantic image synthesis. The code is available at https://github.com/Ha0Tang/SelectionGAN.
INTRODUCTION
G UIDED image-to-image translation is a task aiming at synthesizing new images from an input image and several external semantic guidance, as shown in Fig. 1 . This task has been gaining a lot interest especially from the computer vision community, and has been widely investigated in recent years. Due to different forms of semantic guidance, e.g., segmentation maps, hand skeletons, facial landmarks and pose skeleton, most of the existing methods for this class of tasks are tailored toward specific applications, i.e., they need to specifically design the network architectures and training objectives according to different generation tasks. For example, Ma et al. propose PG2 [1] , which is a twostage framework and uses the pose mask loss for generating person images based on an image of that person and human pose keypoints. Tang et al. propose GestureGAN [2] , which is a forward-backward consistency architecture and adopt the proposed color loss to generate novel hand gesture images based on the input image and conditional hand skeletons. Wang et al. propose the few-shot Vid2Vid framework [3] , which uses the carefully designed weight generation module to synthesize videos that realistically reflect the style of the input image and the layout of conditional segmentation maps.
Different from previous works in guided image-toimage translation, in this paper, we focus on developing a framework that is application-independent. This makes our framework and modules more widely applicable to many generation tasks with different forms of semantic guidance.
To tackle this challenging problem, AlBahar and Huang [4] recently proposed a bi-directional feature transformation to better utilize the constraints of the semantic guidance. Although this approach performed an interesting exploration, we observe unsatisfactory aspects mainly in the generated image layout and content details, which are due to three different reasons. First, since it is always costly to obtain manually annotated semantic guidance, the semantic guidance is usually produced from pre-trained models trained on other large-scale datasets, e.g., pose skeletons are extracted using OpenPose [5] and segmentation maps are extracted using [6] , [7] , leading to insufficiently accurate predictions for all the pixels, and thus misguiding the image generation process. Second, we argue that the translation with a single phase generation network is not able to capture the complex image structural relationships between the source and target domains, especially when source and target domains only have little or even no overlap, e.g, person image generation and cross-view image translation. Third, a three-channel generation space may not be suitable enough for learning a good mapping for this complex synthesis problem. Given these problems, could we enlarge the generation space and learn an automatic selection mechanism to synthesize more fine-grained generation results? Based on these observations, in this paper, we propose a novel Multi-Channel Attention Selection Generative Adversarial Network (SelectionGAN), which contains two generation stages. The overall framework of the proposed SelectionGAN is shown in Fig. 2 . In the first stage, we learn a cycled image-guidance generation sub-network, which accepts a pair consisting of an image and the conditional semantic guidance, and generates target images, which are further fed into a semantic guidance generation network to reconstruct the input semantic guidance. This cycled arXiv:2002.01048v1 [cs.CV] 3 Feb 2020 guidance generation adds stronger supervision between the image and guidance domains, facilitating the optimization of the network.
The coarse outputs from the first generation network, including the input image, together with the deep feature maps from the last layer, are input into the second stage networks. We first employ the proposed multi-scale spatial pooling & channel selection module to enhance the multiscale features in both spatial and channel dimensions. Next, several intermediate outputs are produced, and simultaneously we learn a set of multi-channel attention maps with the same number as the intermediate generations.
These attention maps are used to spatially select from the intermediate generations, and are combined to synthesize a final output. Finally, to overcome the inaccurate semantic guidance issue, the multi-channel attention maps are further used to generate uncertainty maps to guide the reconstruction loss. Through extensive experimental evaluations, we demonstrate that SelectionGAN produces remarkably better results than the existing baselines on four different guided image-to-image translation tasks, i.e., segmentation map guided cross-view image translation, hand skeleton guided gesture-to-gesture translation, facial landmark guided expression-to-expression translation and pose guided person image generation. Moreover, the proposed framework and modules can be applied to other generation tasks such as semantic image synthesis.
Overall, the contributions of this paper are as follows: • A novel multi-channel attention selection GAN framework (SelectionGAN) for guided image-to-image translation task is presented. It explores cascaded semantic guidance with a coarse-to-fine inference, and aims at producing a more detailed synthesis from richer and more diverse multiple intermediate generations. • A novel multi-scale spatial pooling & channel selection module is proposed, which is utilized to automatically enhance the multi-scale feature representation in both spatial and channel dimensions. • A novel multi-channel attention selection module is proposed, which is utilized to attentively select interested intermediate generations and is able to significantly boost the quality of the final output. The multi-channel attention module also effectively learns uncertainty maps to guide the pixel loss for more robust optimization. • Extensive experiments clearly demonstrate the effectiveness of the proposed SelectionGAN, and show state-ofthe-art results on four guided image-to-image translation (including face, hand, body and street view) tasks. Moreover, we show the proposed SelectionGAN is effective on other generation tasks such as semantic image synthesis. Part of the material presented here appeared in [8] . The current paper extends [8] in several ways. (1) We present a more detailed analysis of related works by including recently published works dealing with guided image-toimage translation. (2) We propose a novel module, i.e., multi-scale spatial pooling & channel selection, to automatically enhance the multi-scale feature representation in both spatial and channel dimensions. Equipped with this new module, our SelectionGAN proposed in [8] is upgraded to SelectionGAN++. (3) We extent the proposed framework to a more robust and general framework for handling different guided image-to-image translation tasks. (4) We extend the quantitative and qualitative experiments by comparing our SelectionGAN and SelectionGAN++ with the very recent works on four guided image-to-image translation tasks and one semantic image synthesis task with 11 public datasets.
RELATED WORK
Generative Adversarial Networks (GANs) [9] have shown the capability of generating high-quality images [10] . A vanilla GAN model [9] has two important components: a generator G and a discriminator D. The goal of G is to generate photo-realistic images from a noise vector, while D is trying to distinguish between a real image and the image generated by G. Although it is successfully used in generating images of high visual fidelity, there are still some challenges, i.e., how to generate images in a conditional setting. To generate domain-specific images, Conditional GANs (CGANs) [11] have been proposed. One specific application of CGANs is image-to-image translation [12] . Image-to-Image Translation frameworks learn a parametric mapping between inputs and outputs. For example, Isola et al. [12] propose Pix2pix, which is a supervised model and uses a CGAN to learn a translation function from input to output image domains. Based on Pix2pix, Wang et al. [13] propose Pix2pixHD, which can turn semantic maps into photo-realistic images.
Our work builds upon the recent advances in image-toimage translation, i.e., Pix2pix, and aims to extend it to a broader set of guided image-to-image translation problem, which provides users with more input. Moreover, the proposed multi-scale spatial pooling & channel selection and the multi-channel attention selection modules are networkagnostic and can be plugged into any existing CNN-based generation architectures. Guided Image-to-Image Translation is a variant of imageto-image translation problem aimed at translating an input image to a target image while respecting certain constrains specified by some external guidance, such as class labels [14] , [15] , text descriptions [16] , [17] , human keypoint/skeleton [1] , [2] , [18] , segmentation maps [3] , [8] , [19] , [20] and reference images [4] , [21] . Given that different generation tasks need different guidance information, existing works are tailored to a specific application, i.e., with specifically designed network architectures and training objectives. For example, Ma et al. propose PG2 [1] , which is a two-stage framework and uses the pose mask loss for generating person images based on an image of that person and human pose keypoints. Tang et al. propose GestureGAN [2] , which is a forward-backward consistency architecture and adopt the proposed color loss to generate novel hand gesture images based on the input image and conditional hand skeletons. Wang et al. propose the few-shot Vid2Vid framework [3] , which uses a carefully designed weight generation module to synthesize videos that realistically reflect the style of the input image and the layout of conditional segmentation maps.
Compared to existing works in guided image-to-image translation, we develop a unified and robust framework that is application-independent. In this way, the proposed framework can be widely applied to many generation tasks with different forms of guidance, such as scene segmentation maps, hand skeletons, facial landmarks and human body skeleton, as shown in Fig. 1 . Attention Learning in Image-to-Image Translation. Attention learning have been extensively exploited in computer vision and natural language processing, e.g., [22] , [23] . To improve the image generation performance, the attention mechanism has also been recently investigated in the imageto-image translation tasks [24] , [25] , [26] .
Unlike existing attention methods, we aim at a more effective network design and propose a novel multi-channel attention selection GAN, which allows to automatically select from multiple diverse and rich intermediate generations, and thus significantly improving the generation quality. To the best of our knowledge, our model is the first attempt to incorporate a multi-channel attention selection module within a GAN framework for image-to-image translation.
SELECTIONGAN
In this section we present the details of the proposed multichannel attention selection GAN. An illustration of the overall network structure is depicted in Fig. 2 . In the first stage, we present a cascaded semantic-guided generation subnetwork, which utilizes the input image and the conditional semantic guidance as inputs, and generate the target images while respecting the semantic guidance.
These generated images are further input into a semantic guidance generator to recover the input semantic guidance forming a generation cycle. In the second stage, the coarse synthesis and the deep features from the first stage are combined, and then are passed to the proposed multi-scale spatial pooling & channel selection module to model the long-range multi-scale dependencies between each channel of feature representations. Thus the enhanced feature maps are fed to the proposed multi-channel attention selection module, which aims at producing more fine-grained synthesis from a larger generation space and also at generating uncertainty maps to jointly guide multiple optimization losses.
Cascade Semantic-Guided Generation
Semantic-Guided Generation. We target to translate an input image to another while respecting the semantic guidance. There are many strategies to incorporate the additional semantic guidance into the image-to-image translation model [4] and the most straight forward scheme is input concatenation. Specifically, as shown in Fig. 2 , we concatenate the input image I a and the semantic guidance S g , and feed them into the image generator G i and synthesize the target image I g as I g =G i (I a , S g ). In this way, the semantic guidance provides stronger supervision to guide the imageto-image translation in the deep network. Semantic-Guided Cycle. Existing guided image-to-image translation methods [1] , [4] , [27] only use semantic guidance as input to guide the image generation process, which actually provide a weak guidance. Different from theirs, we apply the semantic guidance not only as input but also as part of the network's output. Specifically, as shown in Fig. 2 , we propose a cycled semantic guidance generation network to benefit more the semantic guidance information in learning jointly. The conditional semantic guidance S g together with the input image I a are input into the image generator G i , and produce the synthesized image I g . Then I g is further fed into the semantic guidance generator G s which reconstructs a new semantic guidance S g . We can formalize the process as S g =G s (I g )=G s (G i (I a , S g )). Then the optimization objective is to make S g as close as possible to S g , which naturally forms a semantic guidance generation cycle, i.e., [I a , S g ] Gi → I g Gs → S g ≈S g . The two generators are explicitly connected by the ground-truth semantic guidance, which in this way provides extra constraints on the generators to better learn the semantic structure consistency. We observe that the simultaneous generation of both the images and the semantic guidance improves the generation performance in our experiments section. Cascade Generation. Due to the complexity of the tasks such as in pose guided person image generation, input and output domains usually have little overlap, which apparently leads to ambiguity issues in the generation process. Moreover, we observe that the image generator G i outputs a coarse synthesis after the first stage, which yields blurred image details and high pixel-level dissimilarity with the target images. Both inspire us to explore a coarse-to-fine generation strategy in order to boost the synthesis performance based on the coarse predictions. Cascade models have been used in several other computer vision tasks such as object detection [28] and semantic segmentation [29] , and have shown great effectiveness. In this paper, we introduce the cascade strategy to deal with the guided image-toimage translation problems. In both stages we have a basic cycled semantic guidance generation sub-network, while in the second stage, we propose two novel multi-scale spatial pooling & channel selection and multi-channel attention selection modules to better utilize the coarse outputs from the first stage and to produce fine-grained final outputs. We observed significant improvement by using the proposed cascade strategy, illustrated in the experimental part.
Multi-Scale Spatial Pooling & Channel Selection
An overview of the proposed multi-scale spatial pooling & channel selection module is shown in Fig. 3 . The module consists of a multi-scale spatial pooling and a multi-scale channel selection components. In this way, the proposed module can learn multi-scale deep feature interdependencies in both spatial and channel dimensions. Multi-Scale Spatial Pooling. Since there exists a large object/scene deformation between the source domain and the target domain, a single-scale feature may not be able to capture all the necessary spatial information for a finegrained generation. Thus, we propose a multi-scale spatial pooling scheme, which uses a set of different kernel sizes and strides to perform a global average pooling on the same input features. By so doing, we obtain multi-scale features with different receptive fields to perceive different spatial contexts. More specifically, given the coarse inputs and the deep features produced from the stage I, we first concatenate all of them as new features denoted as F c ∈R C×H×W for the stage II as:
where concat(·) is a function for channel-wise concatenation operation; F i and F s are features from the last convolution layers of the generators G i and G s , respectively. H and W are width and height of the features, and C is the number of channels. We apply a set of M spatial scales {s i } M i=1 in pooling, resulting in pooled features with different spatial resolution. Different from the pooling scheme used in [30] which directly combines all the features after pooling, we first select each pooled feature via an elementwise multiplication with the input feature. Since in our task the input features are from different sources, highly correlated features would preserve more useful information for the generation. Let us denote pl up s (·) as pooling at a scale s followed by an up-sampling operation to rescale the pooled feature at the same resolution, and ⊗ as elementwise multiplication, we can formalize the whole process as follows:
(2) which produces new multi-scale features F m ∈R 4C×H×W (in our experiments, we set M =3.) for the use in the next multi-scale channel selection module. By doing so, the "level" of features can be enriched by combining multiple scale feature maps. Multi-Scale Channel Selection. Each channel map of F m can be now regarded as a scale-specific response, and different scale feature maps should be associated with each other. To exploit the interdependencies between each scale features of F m , we propose a multi-scale channel selection module to explicitly model interdependencies between channels of multi-scale feature F m . The structure of multi-scale channel selection module is illustrated in Fig. 3 . The channel attention map A can be obtained from the multi-scale feature F m . More specific, F m is first reshaped to R 4C×HW , and then a matrix multiplication is preformed between F m and the transpose of F m . Next, we employ a Softmax activation function to obtain the channel attention map A∈R 4C×4C . Each pixel A ji in A measures the i th channel's impact on the j th channel. In this way, the correlation can be built between features from different scales. Moreover, to reshape back to R 4C×H×W , we perform a matrix multiplication between A and the transpose of F m . Then, the result is multiplied by a parameter α and added to the original feature F m to obtain the channel-wise enhanced feature F m ∈R 4C×H×W ,
By doing so, each channel in the final feature F m is a weighted sum of all channels and it models the long-range dependencies between multi-scale feature maps. Finally, the enhanced feature F m is fed into a convolutional layer to obtain F c ∈R C×H×W , which has the same size as the original one F c . This design ensures that the proposed multi-scale spatial pooling & channel selection module can be plugged into existing computer vision architectures.
Multi-Channel Attention Selection
In previous image-to-image translation works, the image was generated only in a three-channel RGB space. We argue that this is not enough for the complex translation problem we are dealing with, and thus we explore using a larger generation space to have a richer synthesis via constructing multiple intermediate generations. Accordingly, we design a multi-channel attention mechanism to automatically perform spatial and temporal selection from the generations to synthesize a fine-grained final output.
Given the enhanced multi-scale feature volume F c ∈R C×H×W , where H and W are width and height of the features, and C is the number of channels, we consider two directions as shown in Fig. 4 . One is for the generation of multiple intermediate image synthesis and the other is for the generation of multi-channel attention maps. To produce
followed by a tanh(·) non-linear activation operation. For the generation of corresponding N attention maps, the other group of filters
is applied. Then the intermediate generations and the attention maps are calculated as follows:
where Softmax(·) is a channel-wise softmax function used for the normalization. Finally, the learned attention maps are utilized to perform channel-wise selection from each intermediate generation as follows:
where I g represents the final synthesized generation selected from the multiple diverse results, and ⊕ denotes the element-wise addition. We also generate a final semantic guidance in the second stage as in the first stage, i.e., S g =G s (I g ). Due to the same purpose of the two semantic guidance generators, we use a single G s twice by sharing the parameters in both stages to reduce the network capacity. Uncertainty-Guided Pixel Loss. As we discussed in the introduction, the semantic guidance obtained from the pretrained model is not accurate for all the pixels, leading to a wrong guidance during training. To tackle this issue, we propose to learn uncertainty maps to control the optimization loss as shown in Fig. 4 . The uncertainty learning has been investigated in [31] for multi-task learning, and here we introduce it for solving the noisy semantic guidance problem. Assume that we have K different loss maps which need a guidance. The multiple generated attention maps are first concatenated and passed to a convolution layer with K filters {W i u } K i=1 to produce a set of K uncertainty maps. The reason for using the attention maps to generate uncertainty maps is that the attention maps directly affect the final generation leading to a close connection with the Fig. 4 : Proposed multi-channel attention selection module. The multi-channel attention selection aims at automatically select from a set of intermediate diverse generations in a larger generation space to improve the generation quality; the multi-channel attention module also effectively learns uncertainty maps to guide the pixel loss for robust joint images and guidances optimization. ⊕, ⊗ and c denote element-wise addition, element-wise multiplication and channel-wise concatenation, respectively. loss. Let L i p denote a pixel-level loss map and U i denote the i-th uncertainty map, we have:
where σ(·) is a Sigmoid function for pixel-level normalization. The uncertainty map is automatically learned and acts as a weighting scheme to control the optimization loss. Parameter-Sharing Discriminator. We extend the vanilla discriminator in [12] to a parameter-sharing structure. In the first stage, this structure takes the real image I a and the generated image I g or the ground-truth image I g as input. The discriminator D learns to tell whether a pair of images from different domains is associated with each other or not. In the second stage, it accepts the real image I a and the generated image I g or the real image I g as inputs. This pairwise input encourages D to discriminate the diversity of image structure and to capture the local-aware information.
Overall Optimization Objective
Adversarial Loss. In the first stage, the adversarial loss of D for distinguishing synthesized image pairs [I a , I g ] from real image pairs [I a , I g ] is formulated as follows:
In the second stage, the adversarial loss of D for distinguishing synthesized image pairs [I a , I g ] from real image pairs [I a , I g ] is formulated as follows:
Both losses aim to preserve the local structure information and produce visually pleasing synthesized images. Thus, the adversarial loss of the proposed SelectionGAN is the sum of Eq. (7) and (8),
Overall Loss. The total optimization loss is a weighted sum of the above losses. Generators G i , G s , multi-scale spatial pooling & channel selection module G m , multi-channel attention selection network G a and discriminator D are trained in an end-to-end fashion optimizing the following min-max function:
(10) where L i p uses the L1 reconstruction to separately calculate the pixel loss between the generated 4 images (i.e., I g , S g , I g and S g ) and the corresponding real images. L tv is the total variation regularization [32] on the final synthesized image I g . λ i and λ tv are the trade-off parameters to control the relative importance of different objectives. The training is performed by solving the min-max optimization problem.
Implementation Details
Network Architecture. For a fair comparison, we employ U-Net [12] as our generator architectures G i and G s . U-Net is a network with skip connections between a downsampling encoder and an up-sampling decoder. Such architecture comprehensively retains contextual and textural information, which is crucial for removing artifacts and padding textures. Since our focus is on the image generation task, G i is more important than G s . Thus we use a deeper network for G i and a shallow network for G s , such asymmetric architecture design can also be observed in other generation papers [33] . Specifically, the filters in first convolutional layer of G i and G s are 64 and 4, respectively. For the network G a , the kernel size of convolutions for generating the intermediate images and attention maps are 3×3 and 1×1, respectively. We adopt PatchGAN [12] for the discriminator D. Training Details. We mainly focus on four guided image-toimage translation tasks in this paper. For cross-view image translation, we follow [19] and use RefineNet [6] and [7] to generate segmentation maps on Dayton, SVA, Ego2Top datasets as training data, respectively. For facial expression generation, we follow [34] and use OpenFace [5] to extract facial landmarks on Radboud Faces dataset as training data. For both hand gesture generation and human pose generation tasks, we follow [1] , [2] and employ OpenPose [35] as pose joints detector and filter out images where no human hand and body are detected in the associated datasets.
We follow the optimization method in [9] to optimize the proposed SelectionGAN, i.e., one gradient descent step on discriminator and generators alternately. We first train G i , G s , G m , G a with D fixed, and then train D with G i , G s , G m , G a fixed. The proposed SelectionGAN is trained and optimized in an end-to-end fashion. We employ Adam [36] with momentum terms β 1 =0.5 and β 2 =0.999 as our solver. In our experiments, we set λ tv =1e−6, λ 1 =100, λ 2 =1, λ 3 =200 and λ 4 =2 in Eq. (10), and λ=4 in Eq. (9) . The number of attention channels N in Eq. (4) is set to 10. The proposed SelectionGAN is implemented in PyTorch.
EXPERIMENTS
We conduct extensive experiments on a variety of guided image-to-image translation tasks such as segmentation map guided cross-view image translation, facial landmark guided expression-to-expression translation, hand skeleton guided gesture-to-gesture translation and pose skeleton guided person image generation. Moreover, to explore the generality of the proposed SelectionGAN on other generation tasks, we conduct experiments on the challenging semantic image synthesis task.
Results on Cross-View Image Translation
Datasets. We follow [8] , [19] , [37] and perform experiments on four public cross-view image translation datasets: (i) The Dayton dataset [38] , which contains 76,048 images and the train/test split is 55,000/21,048. The images in the original dataset have 354×354 resolution. We resize them to 256×256. (ii) The CVUSA dataset [39] consists of [19] , [40] , the aerial images are center-cropped to 224×224 and resized to 256×256. For the ground level images and corresponding segmentation maps, we take the first quarter of both and resize them to 256×256. (iii) The Surround Vehicle Awareness (SVA) dataset [41] is a synthetic dataset collected from Grand Theft Auto V (GTAV) video game. Following [37] , we select every tenth frame to remove redundancy in this dataset since the consecutive frames in each set are very similar to each other. Thus, we collect 46,030/22,254 image pairs for training and testing, respectively. (iv) The Ego2Top dataset [42] is more challenging and contains different indoor and outdoor conditions. Each case contains one top-view video and several egocentric videos captured by the people visible in the top-view camera. This dataset has more than 230,000 frames. For training data, we follow [8] and randomly select 386,357 pairs and each pair is composed of two images of the same scene but different viewpoints. We randomly select 25,600 pairs for evaluation. Parameter Settings. For a fair comparison, we adopt the same training setup as in [12] , [19] . All images are scaled to 256×256, and we enabled image flipping and random crops for data augmentation. Similar to [19] , the experiments for Dayton are trained for 35 epochs with batch size of 4. For CVUSA, we follow the same setup as in [19] , [40] , and train our network for 30 epochs with batch size of 4. For Ego2Top, all models are trained with 10 epochs using batch size 8. For SVA, all models are trained with 20 epoch using batch size 4. Evaluation Metrics. Similar to [8] , [19] , we employ Inception Score [43] , top-k prediction accuracy, KL score and Fréchet Inception Distance (FID) [44] for the quantitative analysis. These metrics evaluate the generated images from a high-level feature space. We also employ pixel-level similarity metrics to evaluate our method, i.e., Structural-Similarity (SSIM) [45] , Peak Signal-to-Noise Ratio (PSNR) and Sharpness Difference (SD). Baseline Models. We first conduct an ablation study on Dayton to evaluate the components of the proposed Se- Table 1 . Baseline A uses a Pix2pix structure [12] and generates I g using a single image I a . Baseline B uses the same Pix2pix model and generates I g using the corresponding semantic guidance S g . Baseline C also uses the Pix2pix structure, and inputs the combination of a conditional image I a and the semantic guidance S g to the generator G i . Baseline D uses the proposed cycled semantic guidance generation upon Baseline C. Baseline E represents the pixel loss guided by the learned uncertainty maps. Baseline F employs the proposed multi-channel attention selection module to generate multiple intermediate generations, and to make the neural network attentively select which part is more important for generating the target image. Baseline G adds the total variation regularization on the final result I g . Baseline H employs the proposed multi-scale spatial pooling module to refine the features F c from stage I. All the baseline models are trained and tested on the same data using the configuration. Ablation Analysis. The results of the ablation study are shown in Table 1 . We observe that Baseline B is better than baseline A since S g contains more structural information 6024 26.6565 19.7755 5.6200 2.5328 4.7648 28.31 54.56 62.97 76.30 3.05 ± 0.91 than I a . By comparison Baseline A with Baseline C, the semantic-guided generation improves SSIM, PSNR and SD by 8.19, 3.1771 and 0.3205, respectively, which confirms the importance of the conditional semantic guidance information. By using the proposed cycled semantic guidance generation, Baseline D further improves over C, meaning that the proposed semantic guidance cycle structure indeed utilizes the semantic guidance information in a more effective way, confirming our design motivation. Baseline E outperforms D showing the importance of using the uncertainty maps to guide the pixel loss map which contains an inaccurate reconstruction loss due to the wrong semantic guidance produced from the pre-trained models. Baseline F significantly outperforms E with around 4.67 points gain on the SSIM metric, clearly demonstrating the effectiveness of the proposed multi-channel attention selection scheme. We can also observe from Table 1 that, by adding the proposed multi-scale spatial pool scheme and the TV regularization, the overall performance is further boosted. Finally, we demonstrate the advantage of the proposed two-stage strategy over the one-stage method. Several examples are shown in Fig. 5, 13 and Table 2 . It is obvious that the coarseto-fine generation model is able to generate sharper results and contains more details than the one-stage model, which further confirms our motivations. Influence of the Number of Attention Channels. We investigate the influence of the number of attention channel N in Eq. (4) . Results are shown in Table 3 . We observe that the performance tends to be stable after N =10. Thus, taking both performance and training speed into consideration, we have set N =10 in all our experiments. SelectionGAN vs. SelectionGAN++. We also provide comparison results of SelectionGAN and SelectionGAN++ on both SVA and Radboud Faces datasets. SelectionGAN is proposed in our conference paper [8] and SelectionGAN++ is proposed in this paper. Results of cross-view image translation are shown in Table 4 and Fig. 6 . Results of facial expression generation are shown in Table 9 and Fig. 11 . We can see that SelectionGAN++ achieves better results in both figures and both tables (on most metrics), meaning that the proposed multi-scale pooling & channel selection module indeed enhances the feature representation, confirming our design motivation. State-of-the-art Comparison. We compare our Selection-GAN with several recently proposed state-of-the-art methods, which are Pix2pix [12] , Zhai et al. [40] , X-Fork [19] , X-Seq [19] and X-SO [37] . Moreover, to study the effectiveness of SelectionGAN, we introduce three strong baselines which use both segmentation maps and RGB images as inputs, including Pix2pix++ [12] , X-Fork++ [19] , and X-Seq++ [19] . We implement Pix2pix++, X-Fork++ and X-Seq++ using their public source code. The comparison results are shown in Table 4 , 5, 6 and 7. We can observe that SelectionGAN consistently outperforms exiting methods on most metrics. Qualitative Evaluation. Qualitative results are shown in Fig. 6, 7, 8 and 9 . It can be seen that our method generates more clear details on objects/scenes such as road, tress, clouds, car than the other comparison methods in the generated ground level images. For the generated aerial images in Fig. 8 , we can observe that grass, trees and house roofs are well rendered compared to others. Moreover, the results generated by our method are closer to the ground truth in layout and structure. Visualization of Learned Uncertainty Maps. In Fig. 5, 9 and 10, we show some samples of the generated uncertainty maps. We can see that the generated uncertainty maps learn the layout and structure of the target images. Note that most textured regions are similar in our generation images, while the junction/edge of different regions is uncertain, and thus the model learns to highlight these parts. Generated Semantic Guidances. Since the proposed Se-lectionGAN can reconstruct the semantic guidance (here, the segmentation maps), we also compare the generated semantic guidance with X-Fork [19] and X-Seq [19] on Dayton. Following [19] , we compute the per-class accuracy and mean IOU for the most common classes in this dataset (see Table 8 ). We see that our SelectionGAN achieves better results than X-Fork [19] and X-Seq [19] on both metrics. Controllable Cross-View Image Translation. We further adopt Ego2Top to conduct the controllable cross-view image translation experiments. The quantitative and qualitative results are shown in Table 7 and Fig. 10 , respectively. As shown in Fig. 10 , given a single input image and some novel segmentation maps, SelectionGAN is able to generate the same scene but with different viewpoints in both indoor and outdoor environments. Moreover, we observe that the proposed SelectionGAN achieves significantly better results than existing methods in Table 7 and Fig. 9 on this challenging task.
Results on Facial Expression Generation
Datasets. We follow C2GAN [34] and conduct facial expression generation experiments on the Radboud Faces dataset [49] . This dataset contains over 8,000 face images with eight different emotional expressions. We follow C2GAN and all the images are resized to 256×256 without any pre-processing. Then, we adopt OpenFace [5] to extract facial landmarks as the ground truths. Consequently, we collect 5,628 training image pairs and 1,407 testing pairs. Parameter Settings. Following C2GAN [34] , the experiments on Radboud Faces are trained for 200 epochs with batch size of 4. Evaluation Metrics. Following C2GAN [34] , we first employ Structural Similarity (SSIM) [45] and Peak Signal-to-Noise Ratio (PSNR) to evaluate the quantitative quality of generated images by different methods. Moreover, we adopt Amazon Mechanical Turk (AMT) perceptual studies to evaluate the quality of the generated images. Specifically, participants were shown a sequence of pairs of images, one a real image and one fake image, and asked to click on the image they thought was real. Finally, we also use a neural network based metric LPIPS [50] to evaluate the proposed method.
State-of-the-Art Comparison. We compare the proposed SelectionGAN with several state-of-the-art methods, i.e., StarGAN [14] , Pix2pix [12] , GPGAN [51] , PG2 [1] and C2GAN [34] . Quantitative results of the SSIM, PSNR, LPIPS and AMT metrics are show in Table 9 . We can see that the proposed SelectionGAN achieves the best results on all metrics. Qualitative Evaluation. Qualitative results are shown in Fig. 11 . Clearly, the image generated by our SelectionGAN are more sharper and contains more image details compared with other leading methods. Visualization of Learned Uncertainty Maps. We also show the learned uncertainty maps in Fig. 11 . We observe that the proposed SelectionGAN can generate different uncertainty maps according to different facial expressions, which means the proposed model can learn the difference between different expression domains.
Results on Hand Gesture Translation
Datasets. We follow GestureGAN [2] and conduct experiments on both NTU Hand Digit [54] and Senz3D [55] datasets. NTU Hand Digit dataset contains 75,036 and 9,600 image pairs for training and testing sets, each of which is comprised of two images of the same person but different gestures. For Senz3D, which contains 135,504 pairs and 12,800 pairs for training and testing. Parameter Settings. Images on both datasets are resized to 256×256, and we enabled image flipping and random crops for data augmentation. Following GestureGAN [2] , the experiments on both datasets are trained for 20 epochs with batch size of 4. Evaluation Metrics. Following [2] , we employ Peak Signalto-Noise Ratio (PSNR), Inception score (IS) [43] , Fréchet Inception Distance (FID) [44] and Fréchet ResNet Distance (FRD) [2] to evaluate the generated images. Moreover, we follow the same settings as in [2] , [12] to conduct the Amazon Mechanical Turk (AMT) perceptual studies. 
State-of-the-Art Comparison.
We compare the proposed Se-lectionGAN with the leading hand gesture translation methods, i.e., PG2 [1] , SAMG [47] , DPIG [48] , PoseGAN [27] and GestureGAN [2] . Comparison results are shown in Table 10 .
We can see that our SelectionGAN achieves competitive results on both datasets compared with existing methods except GestureGAN. GestureGAN is a model carefully designed for this task, thus it obtain slightly better results than ours. We also provide results of user study in Table 10 . Note that the proposed SelectionGAN achieves the second best results compared with other strong baselines. Qualitative Evaluation. Qualitative results compared with existing methods are shown in Fig. 12 . We can see that the proposed SelectionGAN achieves competitive results compared with the leading approaches. Moreover, we show the learned uncertainty maps in Fig. 12 and 13 . Controllable Hand Gesture Translation. In Fig. 13 , we provide results of controllable hand gesture translation. We can see that the proposed SelectionGAN can translates a single input image into several output images while each one respecting the constraints specified in the provided hand skeleton. [1] , [27] , [27] , [34] , we adopt Structure Similarity (SSIM) [45] , Inception score (IS) [43] and their corresponding masked versions, i.e., Mask-SSIM and Mask-IS, as our evaluation metrics. Moreover, we follow Pose-Transfer [53] and recruit 30 volunteers to conduct a user study. State-of-the-Art Comparison. We compare the proposed SelectionGAN with several leading person image generation methods, i.e., PG2 [1] , DPIG [48] , PoseGAN [27] , VUnet [52] , C2GAN [34] , BTF [4] and Pose-Transfer [53] . Quantitative results of the SSIM, IS, Mask-SSIM and Mask-IS metrics are show in Table 11 . We can see that the proposed SelectionGAN achieves competitive performance compared with the carefully designed methods on this task such as Pose-Transfer [53] and PoseGAN [27] . Moreover, we show user study results in Table 12 . We observe that our method achieve better results over [1] , [27] , [34] , [53] , further validating that our generated images are more photo-realistic. Qualitative Evaluation. Qualitative results are shown in Fig. 14. The image generated by our SelectionGAN are more realistic and sharp compared with other leading methods. Moreover, the person layouts of generated images by our method are closer to the target skeletons. Fig. 17 : Generated segmentation maps on Cityscapes. From left to right: ground truth, result generated by SelectionGAN (ours), segmentation map generated on SelectionGAN's result, result generated by GauGAN and segmentation map generated on GauGAN's result. Fig. 18 : Generated segmentation maps on ADE20K. From left to right: ground truth, result generated by SelectionGAN (ours), segmentation map generated on SelectionGAN's result, result generated by GauGAN and segmentation map generated on GauGAN's result.
Results on Person Image Generation

Results on Semantic Image Synthesis
To explore the generality of the proposed SelectionGAN on other generation tasks, we also conduct experiments on the challenging semantic image synthesis task. Datasets. We follow GauGAN [58] and conduct semantic image synthesis experiments on two challenging datasets, i.e., Cityscapes [61] and ADE20K [7] . The training and testing set sizes of Cityscapes are 2,975 and 500, respectively. For ADE20K, which contains 150 semantic classes, and has 20,210 training and 2,000 validation images. Parameter Settings. Images are rescaled to 512×256 and 256×256 on Cityscapes and ADE20K datasets, respectively. Following GauGAN [58] , the experiments on both datasets are trained for 200 epochs with batch size of 32. Evaluation Metrics. Following [58] , we employ the mean Intersection-over-Union (mIoU) and pixel accuracy (Acc) to measure the segmentation accuracy. Specifically, we adopt the state-of-the-art segmentation networks to evaluate the generated images, i.e., DRN-D-105 [62] for Cityscapes and UperNet101 [63] for ADE20K. We also employ the Fréchet Inception Distance (FID) [44] to measure the distance between the distribution of generated samples and the distribution of real samples. Finally, we follow GauGAN and employ Amazon Mechanical Turk (AMT) to measure the perceived visual fidelity of the generated images. State-of-the-Art Comparisons. We adopt several leading semantic image synthesis methods as our baselines, i.e, Pix2pixHD [13] , CRN [56] , SIMS [57] and GauGAN [58] . Results of mIoU, Acc and FID are show in Table 13 . We note that the proposed SelectionGAN achieves better results than the existing competing methods on both mIoU and Acc metrics. For FID, the proposed SelectionGAN is only worse than SIMS on Cityscapes. However, SIMS has poor segmentation results. Moreover, we follow GauGAN and provide AMT results in Table 14 . We see that users favor our translated images on both datasets compared with existing leading methods. Qualitative Evaluation. Qualitative results compared with exiting methods are shown in Fig. 15 and 16 . We observe that the proposed SelectionGAN produces much better results with fewer visual artifacts than exiting methods. Visualization of Generated Segmentation Maps. We follow GauGAN and apply pre-trained segmentation networks on the generated images to produce segmentation maps. The intuition behind this is that if the generated images are realistic, a well-trained semantic segmentation model should be able to predict the ground truth label. Results compared with the state-of-the-art methods, i.e., GauGAN, are shown in Fig. 17 and 18 . We observe that the proposed SelectionGAN generates better semantic maps than Gau-GAN on both datasets.
CONCLUSION
We propose the Multi-Channel Attention Selection GAN (SelectionGAN) to address a novel image synthesizing task by conditioning on a input image and several conditional semantic guidances. In particular, we adopt a cascade strategy to divide the generation procedure into two stages. Stage I aims to capture the semantic structure of the target image and Stage II focus on more appearance details via the proposed multi-scale spatial pooling & channel selection and the multi-channel attention selection modules. We also propose an uncertainty map guided pixel loss to solve the inaccurate semantic guidance issue for better optimization. Extensive experimental results on four guided image-to-image translation and one semantic image synthesis tasks with 11 public datasets demonstrate that our method obtains much better results than the state-of-the-art approaches.
