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Resumo
Neste projecto, estudamos aplicac¸o˜es cosmolo´gicas e astrofı´sicas da teoria de gravidade hı´brida me´trica-
Palatini generalizada recentemente proposta, que combina aspectos de ambos os formalismos me´trico
e de Palatini do me´todo variacional em gravidade f (R). Esta teoria nasce como uma generalizac¸a˜o
natural da teoria de gravidade hı´brida me´trica-Palatini que provou ser a primeira teoria a unificar a
expansa˜o cosmolo´gica acelerada com os constrangimentos do sistema solar, sem recorrer ao efeito
camalea˜o.
Do ponto de vista cosmolo´gico, mostramos usando me´todos de reconstruc¸a˜o que os factores de
escala com comportamentos da forma de poteˆncias e exponenciais em universos FLRW existem para
va´rias distribuic¸o˜es de mate´ria diferentes, assim como soluc¸o˜es para universos colapsantes. Usando o
formalismo de sistemas dinaˆmicos, mostramos tambe´m que na˜o existem atractores globais no espac¸o
de fases cosmolo´gico e que universos esta´veis podem ser descritos por factores de escala que divergem
em tempo finito ou tendem assimptoticamente para valores constantes. Estudamos ainda o espac¸o de
fases cosmolo´gico de teorias de gravidade com termos de sexta e oitava ordem nas derivadas da
me´trica e concluimos que os termos de ordem superior na˜o sa˜o negligencia´veis.
Na a´rea de astrofı´sica, mostramos que usando as condic¸o˜es de junc¸a˜o da teoria e´ possı´vel obter
soluc¸o˜es para objectos compactos suportados por cascas finas, tais como cascas auto-gravitantes
com e sem fluidos perfeitos no exterior e ainda soluc¸o˜es para wormholes transita´veis que satisfazem a
condic¸a˜o de energia nula em todo o espac¸o-tempo, nao necessitando portanto do suporte de mate´ria
exo´tica. Mostramos tambe´m que existem formas especı´ficas da acc¸a˜o para as quais o grau de liberdade
escalar massivo da teoria e´ esta´vel no aˆmbito de buracos negros em rotac¸a˜o descritos pela me´trica de
Kerr.
Palavras-chave: gravidade modificada, cosmologia, sistema dinaˆmico, cascas finas, worm-
hole, buraco negro
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Abstract
In this work, we study cosmological and astrophysical applications of the recently proposed generalized
hybrid metric-Palatini gravity theory, which combines features of both the metric and the Palatini ap-
proaches to the variational method in f (R) gravity. This theory arises as a natural generalization of the
hybrid metric-Palatini gravity which has been proven to be the first theory to unify the cosmic acceleration
with the solar system constraints, without resource to the chameleon mechanism.
In the cosmological point of view, we show using reconstruction methods that the usual power-law
and exponential scale factor behaviors in FLRW universes exist for various different distributions of
matter, along with solutions for collapsing universes. Using the dynamical system approach, we also
show that no global attractors can exist in the cosmological phase space and that stable universes
can either be described by scale factors that diverge in finite time or asymptotically approach constant
values. Furthermore, we also study the cosmological phase space of theories of gravity with terms of
order six and eight in the derivatives of the metric and we conclude that the higher-order terms are not
neglectable.
In the area of astrophysics, we show that using the junction conditions of the theory it is possible
to obtain solutions for compact objects supported by thin-shells, such as self-gravitating shells with and
without perfect fluids on their exteriors, and also traversable wormhole solutions which satisfy the null
energy condition for the whole spacetime, thus not needing the support of exotic matter. Furthermore,
we show that there exist specific forms of the action for which the massive scalar degree of freedom of
the theory is stable in the scope of rotating black-holes described by the Kerr metric.
Keywords: modified gravity, cosmology, dynamical system, thin shell, wormhole, black-hole
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Chapter 1
Introduction
This chapter is divided into three sections. In the first section we motivate the study of modified theories
of gravity as a needed tool to approach the unsolved problems of the theory of General Relativity (GR).
We then provide a brief summary of the most important milestones in the subject of successes and
failures of GR experimental tests and the analysis of modified theories of gravity that eventually lead to
the development of this thesis. Finally, we discuss the structure of the thesis itself and state the contents
of each chapter.
1.1 Motivation
Since its publication in 1915, the Theory of GR (Firstly published in [1, 2], later consolidated in [3, 4])
has proven to be the most succesful gravitation theory ever developed, being able not only to accurately
describe phenomena poorly understood at the time such as the precession of the perihelium of Mercury
[5, 6], but also to predict new phenomena related to the effects of gravity on light [5], e.g., the bending
of light in gravitational fields or the gravitational redshift who were tested experimentally afterwards [7–
11]. More recently, the detection of gravitational waves emitted by black-hole mergers provides further
evidence of the success of GR [12].
However, despite its success, there are still a few flaws and unsolved problems associated with GR.
Due to its purely geometrical interpretation of gravity as curvature of space-time, the theory does not
assign a definite stress-energy tensor to the gravitational field [13]. Another common problem is that
the theory admits the existence of solutions with mathematical anomalies like singularities and horizons,
e.g., the Schwarzschild solution [14, 15]. Also, GR is not quantizable [16, 17], and thus fails to provide
a full quantum field theory description of gravity, which is essential to the unification of gravity with the
other fundamental interactions [18].
To solve one or more of these problems, various modified theories of gravity have been proposed.
Some of these theories consist of straightforward generalizations of GR, by either a modification of the
geometrical sector, like the f (R) [19] and Gauss-Bonnet [20] theories, or by the addition of extra fields,
either scalar, e.g., Brans-Dicke theory [21], vector, e.g., scalar-vector-tensor theories [22], or tensorial,
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e.g., bi-metric theories [23]. There are also attempts to construct theories of quantum gravity, e.g., loop
quantum gravity [24] and string theory [25], theories that aim to unify gravity with other fundamental
forces, e.g., the Kaluza-Klein theory [26], and also theories that attempt to solve both of these problems
at once such as the M-Theory [27]. For reviews on this matter, refer to [28] and [29].
In the recent years, cosmology has entered a ”golden age”, in which the rapid development of in-
creasingly high precision data has turned it from a speculative to an observationally based science.
Recent experiments call upon state of the art technology to provide detailed information about the con-
tents and history of the universe. These experiments include the Hubble Space Telescope [30], the
NASA WMAP probe instrument [31, 32] and the Planck satellite [33, 34], that measure the temperature
and polarization of the microwave cosmic background radiation (CMB), and the Sloan Digital Sky Sur-
vey (SDSS) [35], that is automatically mapping the properties and distribution of 1 million galaxies. High
precision cosmology has allowed us to tie down the parameters that describe our universe with growing
accuracy.
The standard model of cosmology is remarkably successful in accounting for the observed features
of the universe. However, there remain a number of fundamental open questions at the foundations of
the standard model. In particular, we lack a fundamental understanding of the acceleration of the late
universe. Observations of supernovae, together with the WMAP and SDSS data, lead to the remarkable
conclusion that our universe is not just expanding, but has begun to accelerate [36, 37]. For GR to
accurately predict this behavior, one has to take into account the existence of unknown sources of mass
and energy, commonly named dark matter and dark energy, respectively. These unknown sources
contribute with aproximately ∼ 95% of the universe’s energy density (∼ 25% dark matter, ∼ 70% dark
energy, and ∼ 5% baryonic matter) [31–34]. However, one can also argue that this behavior of the scale
factor of the universe is due to gravitational effects that are not taken into account by GR, and that the
correct expansion rate of the universe can be naturally obtained from a more complex theory of gravity
[23].
The f(R) theories of gravity were shown to accurately describe the expansion rate of the universe in
both the metric [38] and the Palatini formalism [39]. However, in the weak-field slow-motion limit, these
theories modify the solar system dynamics and also lead to matter instabilities and feature the wrong
evolution of cosmological perturbations [40, 41]. These theories must therefore be excluded. To solve
this problem, a new modified theory of gravity known as the hybrid metric-Palatini gravity which combines
aspects of both formalisms (hence the name) was proposed [42] and shown to reproduce correctly the
behavior of the scale-factor of the universe without affecting the solar system dynamics [43]. This theory
was also succesful in describing a wide range of other observable phenomena such as the rotation of
galaxies [44].
The hybrid metric-Palatini gravity is described by a Lagrangian L = R + f (R), where R is the
metric Ricci scalar and R is the Palatini scalar [42]. Recently, the generalized hybrid metric-Palatini
gravity, which arises as a natural generalization of the hybrid theory, was proposed [45]. This theory
is described by a general function L = f (R,R). In 2015 this was the only available reference on the
subject, and exploring other topics within the same theory was the main motivation to the development
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of this thesis.
1.2 Historical introduction and state of the art
Let us now provide a historical background of the most important milestones attained in our topic. We
start by exploring the three experimental tests originally proposed by Albert Einstein upon the develop-
ment of GR to emphasize the sucess of the theory and how it was responsible for a change of paradigm
in the area of gravitation. Then, we explore the history of relativistic cosmology, pointing out the most
important observations made and how the cosmological models evolved to be in agreement with these
results. Finally, we state how modified theories of gravity approached the unsolved problems of cos-
mology, focusing specially on f (R) gravity theories, which are the basic foundations of the generalized
hybrid metric-Palatini gravity that we aim to study in this thesis.
1.2.1 Experimental tests of GR
Developed by Albert Einstein in 1915 [1–3, 5], the Theory of General Relativity provides a description
of gravity as a geometrical property of spacetime. This description states that spacetime is not flat, like
it was assumed in special relativity and Newton’s universal law of gravitation, but rather curved by the
presence of matter and energy [4]. This interaction is described by a set of partial differential equations
for the metric tensor called Einstein’s field equations (EFE), namely
Gab = Rab − 1
2
Rgab = 8piTab, (1.1)
where the Einstein tensor Gab, the Ricci tensor Rab and the Ricci scalar R = gabRab are purely geo-
metrical entities which can be obtained from the metric tensor gab, and Tab is the stress-energy tensor
associated with the presence of matter. In his original papers [4], Einstein proposed three classical
tests of GR, namely the anomalous precession of the perihelion of Mercury, the deflection of light by
gravitational fields, and the gravitational redshift.
The anomalous precession of the perihelion of Mercury was known at the time. In 1859, Urbain Le
Verrier analyzed the available data of transits of Mercury over the Sun from 1697 to 1848 and computed
a 38 arcseconds per tropical century disagreement of the actual precession rate in comparison to the
one predicted by Newton’s theory [6]. In his third paper on GR [5], Einstein shown that it correctly
predicts the observed rate of precession of the perihelion of Mercury. A few decades later, in 1947,
more accurate measurements made with radar set the observed rate of precession on 574.10 ± 0.65
arcseconds per century [7].
In 1784, in an unpublished manuscript, Henry Cavendish used Newton’s gravity to predict a deflection
on the direction of lightrays emitted by stars around massive objects. This feature was published a few
years later by Johann Georg von Soldner, in 1804 [46]. Einstein was able to reproduce the same result
based solely on the equivalence principle in 1911 [47]. However, he realized that in the context of GR,
the previous result was not completely right, and the first correct calculation of the bending of light was
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published in his third paper on GR [5]. To experimentally observe this bending, two expeditions were
conducted by Sir Arthur Eddington during the solar eclipse of 29th of May of 1919, one in the city of
Sobral in Brazil, and another in Sa˜o Tome´ e Prı´ncipe [8]. These observations confirmed the predictions
of GR and were all over the news worldwide.
Einstein was the first to predict a gravitational redshift in 1907, again based solely on the equivalence
principle [48]. To observe this effect, the first idea was to use the spectra of white dwarf stars, due to their
high gravitational field. Several attempts to observe the spectrum of Sirius B were performed in 1925
by Walter Sydney Adams, but these measurements were considered unusable due to the scattering of
light on its neighbour star Sirius A [10]. The first accurate measurement was only obtained in 1954 by
Daniel Popper, using the spectrum of 40 Eridani B [11]. The same effect was also verified by a terrestrial
experiment known as the Pound-Rebka experiment in 1959 using the spectral lines of a 57Fe gamma
source redshifted over a vertical height of 22.5 meters [9].
In a subsequent paper published in 1916, Einstein made another prediction of major importance:
the emission of gravitational waves by perturbed massive bodies [49]. For decades, these gravitational
waves were just a mathematical result with no observations to support their existence whatsoever. In
1974, Russel Hulse and Joseph Taylor discovered a binary pulsar now commonly known as the Hulse-
Taylor binary (although its original name was PSR B1913+16). Their observations showed that the
orbital period of this binary decreased with time in perfect agreement with the predictions of GR [50].
This indirect detection of gravitational waves granted Hulse and Taylor the Nobel prize in physics in 1993.
It took physicists another two decades until, in 2015, the LIGO collaboration finally made the first direct
detection of gravitational waves using a laser interferometer [12], for which Rainer Weiss, Barry Barish
and Kip Thorne were also awarded the Nobel prize in physics in 2017.
1.2.2 Cosmological models
All of the experimental tests discussed above supported strongly the validity of GR as a theory of gravity.
However, the first serious problems arised when Einstein tried to develop a cosmological model based
on his theory. Back in the beggining of the 20th century, it was believed that the universe was static
and not much bigger than the size of the Milky Way itself. In 1917, Einstein presented his cosmological
model to support this belief [51]. Einstein’s universe was constructed as an attempt to include Mach’s
principle in GR and also to overcome the boundary conditions of the theory. This model had a spherical
(closed) geometry and was static. To counteract the attractive effects of gravity, Einstein added a positive
cosmological constant in order to obtain an equillibrium in every spacial direction. The model was thus
unstable, because a slight change in the position of a celestial body would cause the universe to collapse
or expand forever.
Einstein’s model was soon discarded when Edwin Hubble showed, based on his observations of
Cepheids from nebulae (that were accepted to be other galaxies) outside our galaxy and the Doppler
effect, that these far galaxies were moving away from us [52]. But the result was even deeper: there
was an approximate linear relation between the radial velocity at which the galaxy was moving and the
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distance it was from us, implying that the universe was expanding. A non-static model of the universe
should therefore be considered. In fact, by the time Hubble made this discovery, there were already
some non-static models developed. Willem de-Sitter was the first one to present such a model [53, 54],
in 1917. The so called de-Sitter universe was unpopulated of matter but had a positive cosmological
constant. Also, in 1922, Alexander Friedmann developed a set of mathematical equations that could be
used to obtain non-static universe models [55]. Later on, in 1927, Georges Lemaıˆtre also published a
solution for an expanding universe, the so called Eddington-Lemaıˆtre universe [56].
The de-Sitter and Lemaıˆtre solutions had a very important difference: both the solutions were ex-
panding, but the de-Sitter universe has existed for an infinite amount of time, whereas the Eddington-
Lemaıˆtre universe must have had a beginning [57]. Lemaıˆtre then suggested that the universe might
have been created by the explosion of some primeval ”cosmic egg”, creating an expanding universe,
which was later denoted by the ”big bang” by Fred Hoyle. This theory was supported by the calculations
of George Gamow that, in 1946, computed which should be the relative ammounts of hidrogen and
helium to be formed under the conditions of an extremely large density and temperature initial state [58].
His results agreed successfully with the observations from the composition of stars.
One of the most important discoveries in cosmology came 17 years later, in 1963, when Arno Pen-
zias and Robert Wilson were mapping the sky’s microwave noise and accidently detected a microwave
background coming from every direction in the sky [59], now well-known as the Cosmic Microwave Back-
ground, or CMB. This discovery granted Penzias and Wilson the Nobel prize in physics in 1978. Two
years later, Robert Dicke studied that radiation and interpreted it as a ∼ 3K radiation left over from the
big bang. The existance of this radiation had already been predicted by Gamow, Alpher and Herman in
1948 [60]. From this point on, it was generally accepted that the universe had started from a hot and
dense state, had a big bang, and had been expanding ever since.
During the 1970’s, the cosmologists tried to find a big bang model that was coherent with the obser-
vations. The first models were pure baryonic models, that is, they considered that all the density of the
universe belonged to baryonic matter. These models failed to explain the large scale structure of the
universe, namely the formation and distribution of galaxies. Also, baryonic matter could not be the only
source of mass in the universe. The analysis of rotational curves of globular clusters by Vera Rubin and
Kent Ford in the 1960’s revealed that stars placed further from the center of gravity were moving faster
than the closer ones [61, 62], which would cause them to be ejected from their orbits if it were only for
the gravitational force of visible matter. Other observations based in the phenomenon of gravitational
lensing supported this fact. Dark matter should be considered in the models.
The new so called Cold Dark Matter (CDM) models [63] were continuously modified to fit new ob-
servations. In the early 1980’s, most models considered a critical density of matter, with ∼ 5% baryonic
matter and ∼ 95% CDM. These models successfully predicted the formation of galaxies and galaxy
clusters. However, these models required a slower rate of expansion than the observational one. Also,
between 1988 and 1990, new observations showed more galaxy clustering than predicted at larger
scales. In 1992, the COBE satellite provided better observations of the CMB anisotropy and confirmed
the same problems for the CDM models [64].
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Another important step towards a consistent cosmological model was made by Alan Guth in 1981,
when he suggested that the universe might have had an era at the early stages of its expansion for which
the expansion rate was exponentially fast [65]. This so-called inflationary period was proposed to solve
two problems raised by the current observations of the CMB: the horizon problem, related to the fact
that regions in the sky outside each other’s cosmological horizon display the same physical properties
despite not having any causal contact, and the flatness problem, which states that the universe must
have been fine-tuned to have an energy density so close to the critical density needed for its geometry
to be flat.
Probably the most astonishing discovery in the history of cosmology came in 1998, when the ob-
servations of Ia supernovae revealed that the universe is expanding at an accerelated rate [37]. This
discovery led cosmologists to consider cosmological models where density was not only provenient from
matter (baryonic and dark), but from vacuum energy as well, also known as dark energy [36]. The new so
called ΛCDM models, where Λ is the cosmological constant related to dark energy, agreed successfully
with the observations.
In 2000, the experiment Balloon Observations Of Millimetric Extragalactic Radiation And Geophysics
(BOOMERanG) measured the CMB of a part of the sky during three sub-orbital balloon flights [66], and
led to the discovery that the geometry of the universe is approximately flat, which means the density of
the universe should be very close to the critical density. One year later, the Two-Degree-Field Redshift
Survey (2dFRS) [67] conducted by the Anglo-Australian Observatory measured the matter density to be
∼ 25% which implies the dark energy density should be around ∼ 75%. Finally, further observations
from the WMAP [31] probe and Planck [33] satellite in 2003 and 2013 respectively have supported the
model so far and helped to tune the parameters of the ΛCDM model, which are now constrained to
uncertainties below 1%.
1.2.3 Modified theories of gravity
There is an inherent problem with the ΛCDM model discussed in the previous section, which is the lack
of understanding about the nature of the extra sources of the energy density needed for the model to
be consistent with observational data, namely dark matter and dark energy. There are two commonly
accepted lines of thought to approach this problem. One can argue that dark matter and dark energy
exist as physical fields or particles and can, if they somehow interact with baryonic matter through an
interaction that is not purely gravitational, be detected in particle detectors [68]. On the other hand,
one can also argue that the observed behaviors may be due to a lack of fundamental knowledge of
the gravity sector itself, i.e., this analysis might be out of the validity range of GR and a new modified
theory of gravity should be taken into account to obtain the correct behavior of the expansion rate of the
universe and the galactic rotational curves without the need to assume the existence of extra sources of
energy density [23].
Many different kinds of modified theories of gravity have been proposed to approach this problem.
The most important one for the development of this thesis was first proposed in 1970, by Hans Buchdahl.
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Buchdahl’s idea was to modify the fundamental action S from which one can deduce Einstein’s field
equations of GR, which depends solely on the Ricci scalar R, to a more general arbitrary function f (R)
of the Ricci scalar [69]:
SGR =
∫ √−g R d4x ⇒ S = ∫ √−g f (R) d4x, (1.2)
where g is the determinant of the metric gab and x collectively represents the spacetime coordinates.
There are two different main approaches to this action: one can either assume that the Christoffel
symbols Γ are the Levi-Civita connection of the metric gab, the so-called metric formalism; or one can
consider the metric and the connection to be independent variables, that is the Palatini formalism. In
GR, both formalisms give rise to the same equations of motion and thus the same results. However,
the same is not true in more complex theories of gravity. Using both formalisms, the f (R) theories
have been proven to be of extreme usefulness in accounting for cosmological models not only to be
compatible with the current accelerated expansion rate [38, 39] but also to account for other phenomena
like inflation, as shown by Alexei Starobinski in 1980 [70].
However, f (R) theories were riddled with difficulties. Despite being successful in reproducing cos-
mological behaviors, these theories were recently shown to lead to several problems of different natures.
In 2004, Eanna Flanagan studied the conformal frame freedom in theories of gravity and shown that
f (R) theories appear to be in conflict with the Standard Model of particle physics[71]. The following
year, Gonzalo Olmo studied the weak-field regime of the theory and concluded that the theory may con-
tradict the observations from solar system experiments [72]. Other problems arose in 2008, when Enrico
Barausse, Thomas Sotiriou and John Miller analyzed common polytropic equations of state for nonva-
cuum spheres in the Palatini formalism of the theory and verified that unwanted singularities appear
often, making these solutions unphysical [73].
The difficulties of f (R) were overcome by proposing novel approaches. In 2013, a new idea was
proposed Tiberiu Harko, Tomi Koivisto, Francisco Lobo and Gonzalo Olmo: combine the metric and
Palatini approaches on the f (R) theories in a hybrid theory by adding an extra term f (R) to the Einstein-
Hilbert action in GR [42], whereR is a geometrical entity analogous to the Ricci scalar R but constructed
in terms of an independent connection Γˆ. This theory, now commonly called the hybrid metric-Palatini
gravity, sucessfully reproduces the accelerated rate of expansion of the universe while keeping the solar
system dynamics under control in the weak-field regime [43].
The success of the hybrid metric-Palatini gravity inspired Nicola Tamanini and Christian Boehmer to
generalize the action even further by considering a general function f (R,R) of both the Ricci scalar R
and the Palatini scalar R [45]:
S =
∫ √−g f (R,R) d4x. (1.3)
The cosmological phase space of this theory, that the authors named generalized hybrid metric-Palatini
gravity, was studied under the formalism of dynamical systems and it was shown that cosmological
accelerated solutions not only exist but can also be, under specific choices of the parameters, global
attractors of the phase space. These solutions undergo an extended period of matter domination before
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starting to accelerate, allowing for the formation of large scale structures in the universe which might be
in agreement with observations.
As we can see, modified theories of gravity play an important role in the context of cosmology and are
still an open and timely topic of research, featuring an extremely rich phenomenology and a wide range
of applications. When this thesis started being worked in 2015, Tamanini’s and Boehmer’s paper was
the only reference available in the generalized hybrid metric-Palatini gravity, and many other applications
and projects were sitting there waiting to be explored. The objective of this thesis is then to provide a
broad study of the generalized hybrid metric-Palatini gravity not only in the context of cosmology but also
to explore the existence of stable compact object solutions and their applications (which will be the aim
of chapters 3 to 7), to study possible extensions to this theory to higher order versions (chapter 8), and
also to provide a basic framework on which one could costraint modified theories of gravity with extra
scalar degrees of freedom via the stability analysis of scalar-field solutions (chapter 9).
1.3 Thesis outline
This thesis is organized as follows: In chapter 2, we introduce the metric and Palatini approaches to
f (R) theories of gravity and the equivalent scalar-tensor representation and generalize the analysis to
the generalized hybrid metric-Palatini gravity. In chapter 3, we use the scalar-tensor representation of the
generalized hybrid metric-Palatini gravity to obtain various cosmological solutions with different scale-
factor behaviors. In chapter 4, we use the formalism of dynamical systems to study the structure of the
cosmological phase space of the generalized hybrid metric-Palatini gravity. In chapter 5, we deduce
the junction conditions for the smooth matching and for the matching with thin shells of two spacetime
solutions of the generalized hybrid metric-Palatini gravity and provide two examples of applications.
In chapter 6, we use the junction conditions previously deduced to obtain a full analytical traversable
wormhole solution in the generalized hybrid metric-Palatini gravity that satisfies the null energy condition
for the whole spacetime. In chapter 7, we use first-order perturbation theory to analyse the stability
of static and rotating black-hole solutions in the generalized hybrid metric-Palatini gravity and provide
specific forms of the action for which the solutions are stable. In chapter 8, we apply again the dyamical
system formalism to study the influence of sixth and eight-order terms in the action to the cosmological
phase space as a first step to study higher-order hybrid metric-Palatini theories. In chapter 9, we use
the 1+1+2 formalism to generalize the Derrick’s theorem to curved spacetimes and study applications to
modified gravity theories. Finally, in Chapter 10 we present our conclusions.
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Chapter 2
The generalized hybrid metric-Palatini
gravity theory
The generalized hybrid metric-Palatini gravity arises as a natural generalization of the hybrid metric-
Palatini gravity which is, in turn, a generalization of the f (R) theories of gravity. In this chapter, we start
by introducing f (R) theories of gravity and the two formalisms one can use to obtain the equations of
motion via the variational method. The equivalent scalar-tensor representation of the f (R) theory is
obtained via the use of auxiliary fields. The same procedures are then applied to the generalized hybrid
metric-Palatini gravity and we compare the results with the ones obatined in both formalisms of f (R).
2.1 Variational methods to f (R) gravity
When one wants to derive the equations of motion of a given physical theory from the action function,
the variational method must be applied. In this method, one computes the variation of the action with
respect to its independent variables and extremizes it by equaling the resultant condition to zero. There
are two different ways of doing the variation: one either assumes that the connection Γcab is the Levi-
Civita connection of the metric gab, for which we have the relation
Γcab =
1
2
gcd (∂agcb + ∂bgac − ∂cgab) , (2.1)
where ∂a ≡ ∂/∂xa denotes a partial derivative with respect to the coordinate xa and roman indi ces
run from 0 to 3; or one assumes the metric gab and the connection Γˆcab to be independent variables
and thus the variational principle yields two different equations of motion. In GR, both approaches
give rise to the same field equations since the equation of motion for the independent connection in
the Palatini approach forces the connection to be Levi-Civita. However, in more general theories with
more complicated actions one can have in general different field equations in the metric and the Palatini
approaches, as we shall see in the particular example of f (R) theories.
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2.1.1 Metric approach
Let us start by considering the metric approach to the f (R) theories. The action for these theories is
given by
S =
1
2κ2
∫ √−gf (R) d4x+ Sm, (2.2)
where κ2 = 8pi in units for which G = c = 1, and Sm denotes the matter action. In the metric approach,
the metric gab is the only independent variable in the action and thus we only have one equation of
motion. Varying the action given in Eq.(2.2) yields
f ′ (R)Rab − 1
2
f (R) gab − [∇a∇b −gab] f ′ (R) = κ2Tab, (2.3)
where a prime ′ denotes a derivative with respect to the argument of the function, in this case R, ∇a
denotes a covariant derivative,  ≡ ∇a∇a is the D’Alembert operator, and we define the stress-energy
tensor Tab as
Tab = − 2√−g
δSm
δgab
. (2.4)
Note that in the limit f (R) = R the fourth order terms vanish and one recovers the EFE given in Eq.(1.1).
Taking the trace of Eq.(2.3) and defining the trace of the stress-energy tensor as T ≡ gabTab we obtain
f ′ (R)R− 2f (R) + 3f ′ (R) = κ2T. (2.5)
This equation provides a differential relation between R and T unlike the GR case where they are related
by R = κ2T . Being a partial differential equation (PDE), this implies that the relation between R and T
is no longer unique and these theories should admit a wider variety of solutions.
Finally, let us write the field equations in a form that resembles the EFE with an effective stress-
energy tensor. To do so, we force the appearence of the Einstein tensor, Gab ≡ Rab − 12Rgab, and
transfer the extra terms to the right hand side of the field equation. The results are thus
Gab = κ
2T
(eff)
ab , (2.6)
where the effective stress-energy tensor T (eff)ab in this case is given by
T
(eff)
ab =
1
f ′ (R)
{
Tab +
1
κ2
[
1
2
gab (f (R)−Rf ′ (R)) + (∇a∇b − gab) f ′ (R)
]}
. (2.7)
This representation of the field equations is particularly useful when one considers the scalar-tensor
representations of the theory, as we shall see further on. Again, note that in the limit f (R) = R one
recovers T (eff)ab = Tab and Eq.(2.6) reduces to the EFE in Eq.(1.1).
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2.1.2 Palatini approach
Let us now turn to the Palatini approach. In this case, the action becomes
S =
1
2κ2
∫ √−gf (R) d4x+ Sm, (2.8)
where R = gabRab is the Palatini scalar defined in terms of the Palatini Ricci tensor Rab which is given
in the same form as the Ricci scalar but as a function of the independent connection Γˆcab instead of the
Levi-Civita connection Γcab:
Rab = ∂cΓˆcab − ∂bΓˆcac + ΓˆccdΓˆdab − ΓˆcadΓˆdcb. (2.9)
The action in Eq.(2.8) is a function of two independent variables, namely the metric gab and the inde-
pendent connection Γˆ. We thus have to apply the variational method twice, by varying the action with
respect to gab and Γˆ respectively, and obtain two different equations of motion, namely:
f ′ (R)R(ab) − 1
2
f (R) gab = κ2Tab, (2.10)
∇ˆc
[√−gf ′ (R) gab] = 0, (2.11)
where we define the symmetric tensor 2X(ab) = Xab + Xba, and ∇ˆ is the covariant derivative written in
terms of the independent connection Γˆcab. At this point we can see that in the limit f (R) = R, we not only
recover Eq.(1.1) from Eq.(2.10), but also Eq.(2.11) becomes the definition of the Levi-Civita connection
for the metric gab, and hence the antecipated result that in GR both the metric and the Palatini approach
give rise to the same equations of motion. Note that the fact that in GR the connection is Levi-Civita in
the Palatini approach is not an assumption like in the metric approach but rather a dynamical result.
Let us now analyse Eq.(2.11) and its implications. To do so, we define a new metric tensor hab =
f ′ (R) gab conformally related to the metric gab. For these two metrics, we have
√−hhab = √−gf ′ (R) gab,
where h is the determinant of the metric hab. This implies that Eq.(2.11) is the definition of the Levi-Civita
connection of the metric hab and thus the connection Γˆ can be written in the same form as Eq.(2.1) as:
Γˆcab =
1
2
hcd (∂ahcb + ∂bhac − ∂chab) . (2.12)
As the two metrics hab and gab are related to each other, then Rab and Rab, and also R and R must also
be related to each other, and these relations are (see Sec. B.3 for details)
Rab = Rab + 3
2f ′ (R)2 ∂af
′ (R) ∂bf ′ (R)− 1
f ′ (R)
(
∇a∇b + 1
2
gab
)
f ′ (R) , (2.13)
R = R+ 3
2f ′ (R)2 ∂af
′ (R) ∂af ′ (R)− 3
f ′ (R)f
′ (R) (2.14)
Note that R is not the Ricci scalar for the metric hab because it is contracted using the inverse metric
gab instead of hab.
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Taking the trace of Eq.(2.10) leads to the relation
f ′ (R)R− 2f (R) = κ2T. (2.15)
This relation seems to indicate that, unlike the metric approach, there is a direct algebraic relation
between curvature and the trace of the stress-energy tensor T . However, if we use Eq.(2.14) to cancel
the term R in Eq.(2.15), we verify that the relation between R and T is still a differential relation and
hence the solution is not unique.
To finalize, let us again write Eq.(2.10) in the form of Eq.(2.6). Using Eq. (2.13) to write the term Rab
as a function of Rab and then using Eq.(2.14) to write R in terms of R one obtains
T
(eff)
ab =
1
f ′ (R)
{
Tab +
1
κ2
[
1
2
gab (f (R)−Rf ′ (R)) + (∇a∇b − gab) f ′ (R)−
− 3
2f ′ (R)
(
∇af ′ (R)∇bf ′ (R)− 1
2
gab∇cf ′ (R)∇cf ′ (R)
)]}
(2.16)
Again, note that in the limit f (R) = R we recover T (eff)ab = Tab and Eq.(2.10) reduces to Eq.(1.1), as
expected.
2.2 Equivalent scalar-tensor representation
It is sometimes useful to rewrite the action of a given theory in terms of new coordinates and variables
in order for the equations of motion to be in more suitable forms for the system in study. In the case
of f (R) theories, using Legendre transformations one can rewrite the actions in Eqs.(2.2) and (2.8) in
terms of a scalar-tensor theory of the form of Brans-Dicke theory with a scalar-field potential V :
S =
1
2κ2
∫ √−g [φR+ ω
φ
∂aφ∂
aφ− V (φ)
]
d4x, (2.17)
where φ is a scalar-field and ω is a free parameter of the theory. In the following, we show that the
difference between the scalar-tensor representations of both the metric and the Palatini approaches to
f (R) deppends on the value of ω, which is ω = 0 for the metric approach and ω = −3/2 for the Palatini
approach.
2.2.1 Metric scalar-tensor
The first step needed to obtain the scalar-tensor representation of the theory is to define an auxiliary
field α and rewrite Eq.(2.2) in the form
S =
1
2κ2
∫ √−g [f (α) + f ′ (α) (R− α)] d4x+ Sm. (2.18)
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This action is now a function of two variables, the metric gab and the auxiliary field α. Varying this action
with respect to α yields the condition
f ′′ (α) (R− α) = 0, (2.19)
which implies that if f ′′ (α) 6= 0, then α = R and we recover Eq.(2.2). At this point, we can define the
scalar field φ = f ′ (R) and rewrite the action in Eq.(2.18) in the form
S =
1
2κ2
∫ √−g [φR− V (φ)] d4x+ Sm, (2.20)
V (φ) = αφ− f (α) , (2.21)
where the function V (φ) plays the role of a scalar potential. Comparing Eq.(2.20) with Eq.(2.17), we
see that the action for the scalar-tensor representation of the metric formalism of f (R) corresponds to
a Brans-Dicke theory with a parameter ω = 0 and a potential V (φ).
Note that if f ′′ (α) = 0, then the equivalence between the scalar-tensor and the geometrical repre-
sentations of the theory is no longer guaranteed. This condition can be thought of as the condition for
the relation φ = φ (R) to be invertible, that is dφ/dR 6= 0 and we should be able to write R (φ). Also,
after the potential has been defined, we can rewrite again φ = f ′ (R) and Eq.(2.21) can be regarded as
a PDE for the function f (R). Since this is a partial differential equation, the solutions are not unique and
one should expect that for the same form of the potential V (φ) there are many solutions for the function
f (R).
The action given in Eq.(2.20) depends on two independent variables, the metric gab and the scalar
field φ. Thus, we can obtain two different equations of motion, namely
φGab = κ
2Tab − 1
2φ
gabV (φ) + (∇a∇b − gab)φ, (2.22)
R = V ′ (φ) . (2.23)
Eq.(2.22) could be obtained directly from Eq.(2.3) by performing the same field and potential refinitions
that we did in the action. A final equation that specifies the dynamics of the scalar field φ given the
matter sources can be obtained by taking the trace of Eq.(2.22) and using Eq.(2.23) to cancel the terms
depending on R, and the result is
3φ+ 2V (φ)− φV ′ (φ) = κ2T. (2.24)
This equation plays the role of a modified Klein-Gordon equation for the scalar-field φ. Eqs.(2.22) and
(2.24) are then a system of two coupled PDEs for the two unknowns gab and φ.
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2.2.2 Palatini scalar-tensor
The method for obtaining a scalar-tensor representation for the Palatini approach to f (R) theories of
gravity is identical to the previous case: we first define an auxiliary field β and rewrite Eq.(2.10) as
S =
1
2κ2
∫ √−g [f (β) + f ′ (β) (R− β)] d4x+ Sm. (2.25)
Again, this action is a function of both the metric gab and the auxiliary field β. A variation with respect
to β implies again that if f ′′ (R) 6= 0, then we have β = R and we recover Eq.(2.8). If f ′′ (R) = 0, the
equivalence of the two representations is not guaranteed. We now define the scalar field φ = f ′ (R) for
which Eq.(2.25) becomes
S =
1
2κ2
∫ √−g [φR− V (φ)] d4x+ Sm, (2.26)
V (φ) = βφ− f (β) , (2.27)
like before. Finally, the last step consists of using the relation between R and R given in Eq.(2.14) to
cancel the factor R in Eq.(2.26) for which the final action becomes
S =
1
2κ2
∫ √−g [φR+ 3
2φ
∂aφ∂
aφ− V (φ)
]
d4x+ Sm, (2.28)
and a comparison with Eq.(2.17) immediatly tells us that the scalar-tensor representation of the Palatini
f (R) gravity is dynamically equivalent to a Brans-Dicke theory with parameter ω = −3/2 and a potential
V (φ). Again, Eq.(2.28) depends on the two variables gab and φ, for which we obtain the two equations
of motion
φGab = κ
2Tab − 3
2φ
(
∇aφ∇bφ− 1
2
gab∇cφ∇cφ
)
+ (∇a∇b − gab)φ− V
2
gab, (2.29)
φ = φ
3
[R− V ′ (φ)] + 1
2φ
∇cφ∇cφ. (2.30)
Eq.(2.29) could be directly obtained by applying the definitions of φ and V (φ) in Eq.(2.10), as expected.
Taking the trace of Eq.(2.29) and using the result to cancel the term depending on R in Eq.(2.30) yields
an equation that relates directly the dynamics of the scalar field φ with the matter distribution as
φV ′ (φ)− 2V (φ) = −κ2T. (2.31)
Eqs.(2.29) and (2.31) are thus a system of two equations for the two variables φ and gab, the difference
being that, in this case, once one specifies the potential and the matter sources, the scalar field φ is
directly defined whereas in the metric scalar-tensor case this is still a PDE coupled to the metric gab.
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2.3 Generalization to the hybrid theory
In this section, we want to generalize the metric and the Palatini formalisms of f (R) gravity to a more
general theory which contains features of the two approaches simultaneously, hence the designation
”hybrid”. To do so, one writes an action function that is both a function of the Ricci scalar R and the
Palatini scalar R as
S =
1
2κ2
∫ √−gf (R,R) d4x+ Sm. (2.32)
The Ricci scalar R is written in terms of the connection Γcab which is the Levi-Civita connection of the
metric gab given in Eq.(2.1), and the Palatini scalar R is written in terms of an independent connection
Γˆcab, see Eq.(2.9). In the upcoming sections, we will study both the geometrical and the scalar-tensor
representations of this theory and compare the results with the particular metric and Palatini approaches
to f (R) gravity.
2.3.1 Geometrical representation
Let us start by analysing Eq.(2.32). This action is a function of two independent variables, the metric gab
and the connection Γˆcab, and thus two equations of motion can be obtained from the variational method.
These equations are
∂f
∂R
Rab +
∂f
∂RRab −
1
2
gabf (R,R)− (∇a∇b − gab) ∂f
∂R
= κ2Tab, (2.33)
∇ˆc
(√−g ∂f
∂Rg
ab
)
= 0, (2.34)
for the metric gab and the connection Γˆcab, respectively. From this point on, to simplify the notation,
we shall denote the derivatives of f (R,R) with respect to R and R with the subscripts fR and fR,
respectively.
At this point, it is useful to note that in the limit f (R,R) = f (R), Eq.(2.33) reduces to Eq.(2.3) and
Eq.(2.34) becomes an identity. On the other hand, in the limit f (R,R) = f (R), Eq.(2.33) reduces
instead to Eq.(2.10) and Eq.(2.34) remains the same, which is essentially Eq.(2.11). Finally, in the limit
f (R,R) = {R,R}, Eq.(2.33) yields the EFE from Eq.(1.1) and Eq.(2.34) becomes the definition of the
Levi-Civita connection for the metric gab, as expected.
Via the same procedure as for the Palatini f (R) theories, one can define a new metric hab = fRgab
conformally related to the metric gab and show that Eq.(2.34) corresponds to the definition of the Levi-
Civita connection for the metric hab, This implies that despite being considered independent a priori, the
connection Γˆcab can be written in terms of hab (and hence gab) as given in Eq.(2.12), and thus the tensors
Rab and Rab, as well as the scalars R and R, are related via the expressions
Rab = Rab + 3
2f2R
∂afR∂bfR − 1
fR
(
∇a∇b + 1
2
gab
)
fR, (2.35)
R = R+ 3
2f2R
∂afR∂afR − 3
fR
fR. (2.36)
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For completeness, let us also take the trace of Eq.(2.33):
fRR+ fRR− 2f (R,R) + 3fR = κ2T, (2.37)
from which one can again verify that, in the limits f (R,R) = f (R) and f (R,R) = f (R), Eq.(2.37)
reduces to Eqs.(2.5) and (2.15), respectively. As before, we still have a differential relation between R
and T .
Finally, the field equations Eq.(2.33) can also be written in the form of the EFE with an effective
stress-energy tensor as in Eq.(2.6). After some manipulations, one arrives at the rather useful form
T
(eff)
ab =
1
fR + fR
{
Tab +
1
κ2
[
1
2
gab (f (R,R)−RfR −RfR) +
+ (∇a∇b − gab) (fR + fR)− 3
2fR
(
∇afR∇bfR − 1
2
gab∇cfR∇cR
)]}
. (2.38)
As expected, in the limits f (R,R) = f (R) and f (R,R) = f (R) one recovers Eqs.(2.7) and (2.16)
respectively, and also in the limit f (R,R) = R we have T (eff)ab = Tab and we recover Eq.(1.1). Despite
being useful to verity that the previous limits hold, when one deals with the scalar-tensor representation
of the theory it is going to be more useful to use Eq.(2.36) to cancel the term R and write the results in
terms of R and the scalar fields.
2.3.2 Scalar-tensor representation
Let us now derive the scalar-tensor representation of the generalized hybrid metric-Palatini gravity. In
this case, the action is a function of both R and R, and hence we need to define two auxiliary fields α
and β to rewrite Eq.(2.32) into the form
S =
1
2κ2
∫ √−g [f (α, β) + ∂f
∂α
(R− α) + ∂f
∂β
(R− β)
]
d4x. (2.39)
This action is a function of three variables, namely the metric gab and the two auxiliary fields α and β.
The variations of Eq.(2.39) with respect to the auxiliary fields leads to the equations
∂2f
∂α2
(R− α) + ∂
2f
∂α∂β
(R− β) = 0, (2.40)
∂2f
∂β∂α
(R− α) + ∂
2f
∂β2
(R− β) = 0. (2.41)
These two coupled equations can be rewritten in a matrix formMx = 0 as
Mx =
 ∂
2f
∂α2
∂2f
∂α∂β
∂2f
∂β∂α
∂2f
∂β2

R− α
R− β
 = 0. (2.42)
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The solution for Eq.(2.42) is unique if and only if the determinant ofM does not vanish, i.e. detM 6= 0.
This condition yields the relation
∂2f
∂α2
∂2f
∂β2
6=
(
∂2f
∂α∂β
)2
. (2.43)
If Eq.(2.43) is satisfied, then the solution for Eq.(2.42) is unique and is given by α = R and β = R.
Inserting these results into Eq.(2.39), one recovers Eq.(2.32) and the two representations are equivalent.
If Eq.(2.43) is not satisfied, then the equivalence between the two representations of the theory is not
guaranteed. Defining two scalar fields as ϕ = fR and ψ = −fR, where the negative sign in ψ is chosen
for convenience, we can rewrite Eq.(2.39) in the form
S =
1
2κ2
∫ √−g [ϕR− ψR− V (ϕ,ψ)] d4x, (2.44)
V (ϕ,ψ) = −f (α, β) + ϕα− ψβ. (2.45)
Note that Eq.(2.43) will be satisfied if and only if the definitions of the scalar fields ϕ and ψ as functions
of R and R are invertible to obtain R and R as functions of the scalar fields. Finally, one can use the
relation between R and R given by Eq.(2.36) along with the definition for the scalar field ψ = −fR to
write the scalar-tensor action as
S =
1
2κ2
∫ √−g [(ϕ− ψ)R− 3
2ψ
∂aψ∂aψ − V (ϕ,ψ)
]
d4x. (2.46)
Comparing Eq.(2.46) with (2.17) one verifies that the scalar-tensor representation of the generalized
hybrid metric-Palatini gravity corresponds to a hybrid Brans-Dicke theory with two scalar fields, for which
the parameters are ωϕ = 0 and ωψ = 3/2, and the presence of an interaction potential V (ϕ,ψ). Taking
the limit ψ = 0, which corresponds to f (R,R) = f (R), Eq.(2.46) reduces to Eq.(2.20), whereas taking
the limit ϕ = 0, which corresponds to f (R,R) = f (R), Eq.(2.46) reduces to Eq.(2.28) with φ = −ψ, as
expected.
The action given in Eq.(2.46) is now a function of three variables, the metric gab and the two scalar
fields ϕ and ψ. The variational method yields thus three equations of motion,
(ϕ− ψ)Gab = κ2Tab −
[
 (ϕ− ψ) + 1
2
V +
3
4ψ
∂cψ∂cψ
]
gab +
3
2ψ
∂aψ∂bψ +∇a∇b (ϕ− ψ) , (2.47)
R = Vϕ, (2.48)
−R− 3
2ψ2
∂aψ∂
aψ +
3
ψ
ψ − Vψ = 0, (2.49)
respectively, where the subscripts Vϕ and Vψ denote derivatives with respect to ϕ and ψ respectively.
These equations could be obtained after some manipulations from Eq.(2.33) by applying the definitions
of the scalar fields and the potential. To find dynamical equations for ϕ and ψ with no dependence on
R one can take the trace of Eq.(2.47), to cancel the terms R in Eqs.(2.48) and (2.49) and after some
algebra one arrives to
ϕ+ 1
3
(2V − ψVψ − ϕVϕ) = κ
2T
3
, (2.50)
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ψ − 1
2ψ
∂aψ∂aψ − ψ
3
(Vϕ + Vψ) = 0. (2.51)
Eqs.(2.50) and (2.51) take the role of the modified Klein-Gordon equations for the scalar fields ϕ and
ψ, respectively. The main difference between the generalized hybrid theory and the metric and Palatini
approaches to f (R) stands on the coupling of the fields to matter. In this case, only the scalar field ϕ
couples to matter, whereas the field ψ does not. This difference comes from the couplings between the
two scalar fields via the potential terms, and thus the limits for ϕ = 0 and ψ = 0 are not evident in these
equations. However, these limits can be found in the following manipulated versions of Eqs.(2.50) and
(2.51):
ϕ−ψ + 1
2ψ
∂aψ∂aψ +
1
3
[2V − (ϕ− ψ)Vϕ] = κ
2
3
T, (2.52)
ϕψ − ψϕ− ϕ
2ψ
∂aψ∂aψ − ψ
3
[2V + (ϕ− ψ)Vψ] = −κ
2ψ
3
T. (2.53)
From these equations, one can see that in the limit ψ = 0, for which f (R,R) = f (R), Eq.(2.52) reduces
to Eq.(2.24) and Eq.(2.53) becomes an identity, and also that in the limit ϕ = 0, which corresponds to
f (R,R) = f (R), Eq.(2.53) reduces to Eq.(2.31) and Eq.(2.52) becomes an identity. The behaviors of
the non generalized limits are thus obtained as expected.
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Chapter 3
Cosmological solutions in the
generalized hybrid metric-Palatini
gravity
We construct exact solutions representing a Friedmann-Lemaıˆtre-Robsertson-Walker (FLRW) universe
in a generalized hybrid metric-Palatini theory. By writing the gravitational action in a scalar-tensor rep-
resentation, the new solutions are obtained by either making an ansatz on the scale factor or on the
effective potential. Among other relevant results, we show that it is possible to obtain exponentially ex-
panding solutions for flat universes even when the cosmology is not purely vacuum. We then derive the
classes of actions for the original theory which generate these solutions.
3.1 Introduction
The late-time cosmic accelerated expansion [36, 37] has posed important and challenging problems to
theoretical cosmology. Although the standard model of cosmology has favored dark energy models [74]
as fundamental candidates responsible for the accelerated cosmic expansion, it is also viable that this
expansion is due to modifications of general relativity [23, 75], which introduce new degrees of freedom
to the gravitational sector itself.
The phenomenology of f(R) gravity, where R is the metric Ricci curvature scale and f a general
function, has been scrutinized motivated by the possibility to account for the self-accelerated cosmic
expansion without invoking dark energy sources [19, 76]. In this approach of f(R) gravity, and using its
equivalent scalar-tensor representation, one can show that in order to satisfy local, i.e., solar system,
observational constraints a large mass of the scalar field is required, which scales with the curvature
through the chameleon mechanism [77, 78]. In turn, this has undesirable effects at cosmological scales.
A Palatini version of the f(R) gravity theory, where the connection rather than the metric represents
the fundamental gravitational field, has been proposed [39], and it has been established that it has
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interesting features but deficiencies and downsides of the metric f(R) gravity also appear.
A hybrid combination of the two versions of the f(R) gravity theories, containing elements from both
of the two formalisms, i.e., a hybrid metric-Palatini theory, consists of adding a f(R) term constructed a`
la Palatini to the Einstein-Hilbert Lagrangian [43]. It turns out to be very successful in accounting for the
observed phenomenology and is able to avoid some of the shortcommings of the original approaches
[79]. In the scalar-tensor representation of the hybrid metric-Palatini theory there is a long-range light
mass scalar field, which is able to modify, in a way consistent with the observations, the cosmological
and galactic dynamics, but leaves the solar system unaffected [80]. This light scalar field thus allows to
evade the screening chameleon mechanism.
The understanding and the building of solutions in complex theories like the generalized hybrid
metric-Palatini gravity, and its scalar-tensor representation, is a difficult task. Among other methods
to find solutions, the reconstruction technique method has been often valuable in this search. This
method consists in imposing an ansatz for the solution a priori and verifying which are the conditions for
the other variables e.g. the scalar fields that support this solution, instead of the other way around. The
method was first employed in [81] in order to select the form for the inflation potential able to resolve
the open problems of the inflationary paradigm, e.g., the graceful exit. Also other elegant attempts were
made to generalize this approach to nonminimally coupled scalar-tensor theories with a single scalar
field [82].
In this chapter, we aim to find cosmological solutions in the generalized hybrid metric-Palatini gravity
proposed in [45] through the use of its scalar-tensor representation. We will then devise a reconstruc-
tion technique algorithm for scalar-tensor theories in a Friedmann-Lemaıˆtre-Robsertson-Walker (FLRW)
universe and we will show that the generalized theory through its scalar-tensor representation provides
a very rich structure in astrophysical and cosmological applications. In particular, we will find that the
cosmology of the generalized hybrid metric-Palatini gravity can differ in subtle ways from both general
relativity and f(R) gravity. In principle these differences can be used in combination with observational
data to verify the viability of this class of theories.
3.2 Cosmological equations
In this section, we look for homogeneous and isotropic cosmological solutions described by the Friedmann-
Lemaıˆtre-Robertson-Walker (FLRW) spacetime. In spherical coordinates xa = (t, r, θ, φ), the line ele-
ment can be written as
ds2 = −dt2 + a2 (t)
[
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdφ2
]
, (3.1)
where a (t) is the scale factor of the universe. We also assume that matter can be described by an
isotropic perfect fluid, i.e. T ab = diag (−ρ, p, p, p), so that the trace is given by T = −ρ + 3p, where ρ (t)
is the energy density and p (t) is the pressure of the fluid, assumed to be only functions of the time t.
We shall be working with the scalar-tensor representation of the theory, i.e. the field equations are given
20
by Eq.(2.47) and the scalar field equations are given by Eqs.(2.50) and (2.51), where ϕ (t) and ψ (t) are
also assumed to be only functions of the time t.
The modified cosmological equations can be obtained by computing the two independent compo-
nents of the field equations Eq.(2.47) for the metric in Eq.(3.1). We thus obtain:
3
(
a˙
a
)2
+
3k
a2
=
1
ϕ− ψ
{
κ2ρ+
V
2
+ 3
[
ψ˙2
4ψ
−
(
a˙
a
)(
ϕ˙− ψ˙
)]}
, (3.2)
2
d
dt
(
a˙
a
)
− 2k
a2
=
1
ϕ− ψ
[
−κ2 (ρ+ p)− 3ψ˙
2
2ψ
+
(
a˙
a
)(
ϕ˙− ψ˙
)
−
(
ϕ¨− ψ¨
)]
, (3.3)
where a dot ( ˙ ) denotes a derivative with respect to time. Eq.(3.2) is called the modified Friedmann
equation, and Eq.(3.3) is called the modified Raychaudhuri equation. The evolution equations for the
scalar fields given by Eqs.(2.50) and (2.51) become then
ϕ¨+ 3
(
a˙
a
)
ϕ˙− 1
3
[2V − ψVψ − ϕVϕ] = −κ
2T
3
, (3.4)
ψ¨ + 3
(
a˙
a
)
ψ˙ − ψ˙
2
2ψ
+
ψ
3
(Vϕ + Vψ) = 0, (3.5)
respectively.
Now, an equation specifically for the potential can be obtained as follows: multiplying Eq.(3.3) by 3/2,
summing it to Eq.(3.2), and using Eqs.(3.4) and (3.5) to cancel the terms depending on ϕ¨ and ψ¨. The
resultant equation is
Vϕ = 6
[
d
dt
(
a˙
a
)
+ 2
(
a˙
a
)2
+
k
a2
]
. (3.6)
Note that the right-hand side of Eq.(3.6) corresponds to the Ricci scalar R for the metric in Eq.(3.1), and
thus this result is in agreement with Eq.(2.48). This equation is useful to replace Eq.(3.2) in the final
system of equations due to its simplicity in comparison.
Finally, we need the equations that describe the evolution of matter. These equations are the equa-
tion of state and the conservation law for the stress-energy tensor ∇aT ab = 0, which are given by
p = wρ, (3.7)
ρ˙ = −3 a˙
a
ρ (1 + w) , (3.8)
respectively, where w is a dimensionless parameter that describes the type of matter and Eq.(3.7) was
used to cancel the terms depending on p in Eq.(3.8). Eqs.(3.8) and (3.3) are not independent and thus
we shall work with the first one due to its simpler structure. We now have a system of five independent
equations, namely Eqs.(3.4) to (3.8) for eight independent variables k, a, ϕ, ψ, V, p, ρ and w. In what
follows, we choose a specific geometry i.e. we set a value for k, and leave w free. This implies that we
can still impose an extra constraint to close the system and have a unique solution.
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It is also useful to define the Hubble function or parameter H as usual
H =
a˙
a
, (3.9)
which is a function of the time t only. With Eq.(3.9) we can exchange a (t) for H (t) and vice versa
whenever it is appropriate.
3.3 Cosmological solutions
In this section we shall use the reconstruction methods to compute cosmological solutions. We start by
considering the simplest case of flat (k = 0) and vacuum (ρ = p = 0) solutions and impose constraints
on both the scale factor a (t) or the potential V that simplify the equations. We then generalize our
approach to an arbitrary geometry k and still impose constraints on the scale factor. To finalize, we use
the fact that only the scalar field ϕ is coupled to matter (see Eq.(3.4) to provide a method of generalizing
the vacuum solutions obtained to solutions with perfect-fluid matter).
3.3.1 Flat and vacuum cosmological solutions
Let us start by considering the simplest possible solutions, for which the geometry is flat (k = 0) and the
matter distribution is vacuum (ρ = p = 0). In this case, Eqs.(3.7) and (3.8) become identities and we
are left with a system of three independent equations for the four independent variables a, ϕ, ψ and V .
Eqs.(3.4) to (3.6) become then
ϕ¨+ 3
(
a˙
a
)
ϕ˙− 1
3
[2V − ψVψ − ϕVϕ] = 0, (3.10)
ψ¨ + 3
(
a˙
a
)
ψ˙ − ψ˙
2
2ψ
+
ψ
3
(Vϕ + Vψ) = 0 (3.11)
Vϕ = 6
[
d
dt
(
a˙
a
)
+ 2
(
a˙
a
)2]
(3.12)
We provide four cosmological solutions for this system of equations. We start by imposing a de-Sitter
solution as a constraint, then we choose particular combinations of the scale factor terms in the potential
equation for which Vϕ is simplified, and we finalize by considering a specific form of the potential V for
which the scalar field equations are simplified.
The de-Sitter solution
In this section, we try to find a solution of the form of a de-Sitter expansion. The scale factor for this
solution behaves as an exponential function of the form
a (t) = a0e
√
Λ (t−t0) , (3.13)
22
where a0 and Λ are free parameters. The parameter a0 represents the scale factor at the initial time
t = t0, and Λ can be seen as playing the role of a cosmological constant. This scale factor is plotted in
Fig. 3.1a.
With these assumptions, Eq.(3.12) becomes simply Vϕ = 12Λ. This equation can be directly inte-
grated with respect to ϕ to obtain a potential of the form
V (ϕ,ψ) = 12Λϕ+ b (ψ) , (3.14)
where b (ψ) is an arbitrary function of ψ which arises from the fact that the potential is a function of both
ϕ and ψ. Inserting this potential back into Eqs.(3.10) and (3.11) leads to the equations
ϕ¨+ 3
√
Λ ϕ˙− 1
3
[12Λϕ+ 2b (ψ)− ψb′ (ψ)] = 0, (3.15)
ψ¨ + 3
√
Λ ψ˙ − 1
2
ψ˙2
ψ
+
1
3
ψ [12Λ + b′ (ψ)] = 0, (3.16)
respectively. Since the coupling between the scalar fields ϕ and ψ with curvature is given by (ϕ− ψ)R
(see Eq.(2.46)), then one could assume that the potential, being an alternative representation of the
f (R,R) function, depends on both fields in the same way as the coupling to gravity. This is not a
mandatory step but it is instead a choice made to simplify the resultant equations and impose a sym-
metry on the potential V . In this particular case, we choose b (ψ) = −12Λψ, the potential takes the final
form
V (ϕ,ψ) = 12Λ (ϕ− ψ) , (3.17)
and Eq. (3.16) can be directly integrated over time t to obtain the solution for ψ as
ψ (t) = ψ0e
−6√Λ t
[
e3
√
Λ (t−t0) − 1
]2
, (3.18)
where t0 and ψ0 are constants of integration. Inserting Eq.(3.18) into Eq.(3.15) and considering the
same form of the potential V one can integrate directly the result over time t to obtain the solution
ϕ (t) = ψ0e
−6√Λ t0 − 2
7
ψ0e
−6√Λt − 2ψ0e−3
√
Λ(t+t0) + ϕ0e
−4√Λt + ϕ1e
√
Λt, (3.19)
where ϕ0 and ϕ1 are constants of integration. The solutions for the scalar fields ψ (t) and ϕ (t) are
plotted in Figs. 3.1b and 3.1c, respectively. The solution is complete since all the variables are known.
Solution with a simplified potential equation I
Let us now try to find a solution by constraining the scale factor indirectly. Inspecting Eq.(3.12), we can
see that it simplifies if the first two terms within the brackets cancel each other, i.e.,
H˙ + 2H2 = 0, (3.20)
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Figure 3.1: Solutions for the scale factor a (t) in Eq. (3.13), the scalar field ψ (t) in Eq.(3.18), and the
scalar field ϕ (t) in Eq.(3.19), with a0 = Λ = ψ0 = ϕ0 = ϕ1 = 1, t0 = 0
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where we have used the definition for the Hubble function H, Eq. (3.9). Note that Eq.(3.20) is a second
order differential equation for the scale factor a (t) and can be directly integrated twice with respect to
the time t in order to obtain
a (t) = a0
√
t− t0, (3.21)
where a0 and t0 are integration constants. This solution is plotted in Fig.3.2a. The interest in this solution
resides in the fact that, for a universe populated by radiation, we expect that the behavior of the scale
factor is proportional to
√
t, but in this case the same behavior can be obtained in vacuum, i.e., with
ρ = p = 0.
With this set of assumptions, the equation for the potential, Eq. (3.12), becomes simply Vϕ = 0, which
can be directly integrated with respect to ϕ to obtain
V (ϕ,ψ) = b (ψ) , (3.22)
where b (ψ) is again an arbitrary function on ψ that arises from the fact that the potential is a function
of both ϕ and ψ in general. Inserting this potential along with the solution for the scale factor given in
Eq.(3.21) into Eq.(3.10) and (3.11) yields
ϕ¨+
3ϕ˙
2 (t− t0) −
1
3
[2b (ψ)− ψb′ (ψ)] = 0, (3.23)
ψ¨ +
3ψ˙
2 (t− t0) −
ψ˙2
2ψ
+
ψ
3
b′ (ψ) = 0, (3.24)
respectively. Again, we shall assume that the dependence of the potential V in the scalar fields is of the
form (ϕ− ψ), and thus select a specific form for the function b (ψ) and b (ψ) = V0, for some constant V0,
and the potential takes the final form V (ϕ,ψ) = V0. Under these conditions, one can directly integrate
Eq.(3.16) and obtain the solution
ψ (t) =
ψ1
(
ψ0
√
t− t0 − 1
)2
t− t0 (3.25)
where ψ0 and ψ1 are constants of integration. Under the same assumptions, Eq.(3.23) decouples com-
pletely from ψ and one can directly integrate the result over the time t and get
ϕ (t) =
2
15
V0t (t− 2t0)− ϕ0√
t− t0 + ϕ1, (3.26)
where ϕ0 and ϕ1 are constants of integration. The solutions for the scalar field ψ (t) and ϕ (t) are plotted
in Figs. 3.2b and 3.2c, respectively. The solution is complete since all the variables have been obtained.
Solution with a simplified potential equation II
In this section we repeat the process of indirectly constraining the scale factor using Eq.(3.12) but instead
of considering that the two terms inside the brackets cancel each other, let us assume that they are
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Figure 3.2: Solutions for the scale factor a (t) in Eq. (3.21), the scalar field ψ (t) in Eq.(3.25), and the
scalar field ϕ (t) in Eq.(3.26), with a0 = ψ0 =
√
2, ψ1 = 1/2, t0 = 0
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constant, as follows:
H˙ + 2H2 +
Ω2
2
= 0, (3.27)
for some constant Ω, where the exponent and the factor 2 appear for later convenience, and where we
have used the definition for the Hubble function given in Eq.(3.9). Eq.(3.27) is again a second order
differential equation for the scale factor a (t) and can be directly integrated twice over the time t to yield
a solution of the form
a (t) = a0
√
cos [Ω (t− t0)], (3.28)
where a0 and t0 are constants of integration related by a (t = t0) = a0, and a0 > 0 is defined positive. The
behavior of a(t) in Eq. (3.28) is plotted in Fig. 3.3a. This solution is valid in between times t = − pi2Ω + t0
and t = pi2Ω + t0, or times that are translated from these ones by 2pin with integer n. In between times
t = pi2Ω + t0 and t =
3pi
2Ω + t0, or times that are translated from these ones by 2pin, there are no physical
solutions, since the scale factor in Eq. (3.28) becomes a complex number. The solution thus represents
a universe which starts expanding at t = − pi2Ω +t0, attains a maximum value at t = t0, and then collapses
again at t = pi2Ω + t0. The importance of this solution for a (t) stands on the fact that in the later times
of the universe expansion, where we might approximate the distribution of matter to be vacuum and
the geometry to be flat, it is possible to obtain solutions for the scale factor with a dependence on time
different than the usual t1/2 power-law expected in standard general relativity.
The assumption given in Eq. (3.27) leaves the equation for the potential, Eq. (3.12), in the form
Vϕ = −3Ω2, which can be directly integrated over ϕ to obtain
V (ϕ,ψ) = −3Ω2ϕ+ b (ψ) , (3.29)
where b (ψ) is an arbitrary function of ψ which arises from the fact that the potential is a function of both
ϕ and ψ in general. Inserting this potential into the scalar field equations Eqs.(3.10) and (3.11), one
obtains respectively
ϕ¨− 3
2
Ω tan [Ω (t− t0)] ϕ˙+ ψ
3
b′ (ψ)− 2
3
b (ψ) + Ω2ϕ = 0, (3.30)
ψ¨ − 3
2
Ω tan [Ω (t− t0)] ψ˙ − ψ˙
2
2ψ
+
ψ
3
[
b′ (ψ)− 3Ω2] = 0. (3.31)
Assuming again that the dependence of the potential V in the scalar fields ϕ and ψ is of the form
(ϕ− ψ) to be consistent with the coupling between the fields and R, then one choses the particular form
b (ψ) = 3Ω2ψ such that the potential becomes
V (ϕ,ψ) = −3Ω2 (ϕ− ψ) . (3.32)
Under these conditions, Eq.(3.31) can be directly integrated over time t and an analytical solution for
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Figure 3.3: Solutions for the scale factor a (t) in Eq. (3.28), the scalar field ψ (t) in Eq.(3.33), and the
scalar field ϕ (t) in Eq.(3.30), with a0 = Ω = ψ1 = 1, ψ0 = ϕ0 = ϕ˙0 = t0 = 0
ψ (t) arises as
ψ (t) = ψ1 sec [Ω (t− t0)]
{√
cos [Ω (t− t0)]
[
ψ0Ω−
√
2E
(
Ω
2
(t− t0) |2
)]
+
√
2 sin [Ω (t− t0)]
}2
(3.33)
where ψ0 and ψ1 are arbitrary constants of integration and E (a|b) is the incomplete elliptic integral of
the second kind defined as E (a|b) = ∫ a
0
√
1− b sin2 θdθ. The solution in Eq.(3.33) is plotted in Fig. 3.3b.
As for the scale factor a(t) , the solution for ψ(t) is valid in between times t = − pi2Ω + t0 and t = pi2Ω + t0,
or times that are translated from these ones by 2pin with integer n.
The equation for the scalar field ϕ given in Eq.(3.30), using the potential given in Eq.(3.32) and the
solution for ψ given in Eq.(3.33), does not have an analytical solution. However, it can be integrated
numerically. In Fig. 3.3c we plot the solution for ϕ(t) for a specific choice of the parameters and with
ϕ(0) ≡ ϕ0 = 0 and ϕ˙(0) ≡ ϕ˙0 = 0. 1 The solution is now complete since all the variables have been
obtained.
1In doing so we note that, being Eq. (3.30) a second order ordinary linear differential equation, it might present complex
solutions. By the superposition principle, however, we can always restrict ourselves to the particular solution associated to the
real part of ϕ without loss of generality (ψ is defined real in the domain of integration). These solutions are the ones plotted in
Fig. 3.3c.
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Solution with simplified scalar-field equations
Let us now try to choose a constraint that simplifies the scalar field equations instead of the potential
equation. Consider the potential depending terms in Eqs.(3.10) and (3.11). These terms vanish if we
choose an ansatz for the potential of the form
V (ϕ,ψ) = V0 (ϕ− ψ)2 , (3.34)
for some constant V0. Inserting Eq.(3.34) into Eqs.(3.10) and (3.11) and using Eq.(3.9) we obtain
ϕ¨+ 3Hϕ˙ = 0, (3.35)
ψ¨ + 3Hψ˙ − ψ˙
2
2ψ
= 0, (3.36)
respectively. Both Eqs.(3.35) and (3.36) can be integrated directly over time to obtain both ϕ˙ and ψ˙ as
functions of the scale factor a (t) as
ϕ˙ =
ϕ0
a3
, (3.37)
ψ˙√
ψ
=
ψ0
a3
, (3.38)
where ϕ0 and ψ0 are constants of integration. Solving Eqs.(3.37) and (3.38) with respect to a and
equating the two equations one obtains a relation between ϕ˙ and ψ˙ as
ψ˙
ψ0
√
ψ
=
ϕ˙
ϕ0
, (3.39)
The previous relation can be integrated directly over time to provide a relationship between the scalar
fields ϕ and ψ
ψ =
(
ψ0
2ϕ0
)2
(ϕ− ϕ1)2 , (3.40)
where ϕ1 is a constant of integration.
Let us now turn to the potential equation. Inserting the potential from Eq.(3.34) and the relation
between ϕ and ψ from Eq.(3.40) into Eq.(3.12) one obtains a relationship between the scalar fields and
the scale factor as
H˙ + 2H2 =
V0
3
[
ϕ−
(
ψ0
2ϕ0
)2
(ϕ− ϕ1)2
]
. (3.41)
An equation for the scale factor a (t) only can be obtained from Eq.(3.41) by differentiating with respect
to time once, using Eq.(3.37) to cancel the terms depending on ϕ˙, and then differentiating again with
respect to time. The result is a 4th order ODE for a (t) of the form
...
H + 7H¨H + 4H˙
2 + 12H˙H2 = −V0ψ
2
0
6a6
. (3.42)
Due to the complicated non-linearity of Eq.(3.42), one may expect that no general analytical solutions
exist. However, one can look for particular solutions through an ansatz of the form of a power-law as
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a (t) = a0t
α, for some constants a0 and α. Inserting this ansatz into Eq.(3.42) yields the relation
(−12α3 + 18α2 − 6α) 1
t4
= −V0ψ
2
0
6a60
1
t6α
. (3.43)
Equating the exponents on both sides of Eq.(3.43) one obtains α = 2/3, and thus the scale factor
behaves as
a (t) = a0t
2
3 . (3.44)
The scale factor for this solution is plotted in Fig.3.4a. This solution is interesting because, for a universe
dominated by dark matter, i.e., ρ 6= 0 and p = 0, one expects the scale factor to behave as t 23 , but in
this case the same behavior can be obtained by considering ρ = 0. Moreover, equaling the numerical
factors one obtains a constraint for V0 as a function of a0 and ψ0 as
V0 = −8
3
a60
ψ20
, (3.45)
from which one verifies that since ψ20 > 0 and a60 > 0 then V0 < 0. The solution for the scale factor given
in Eq.(3.44) allows us to directly integrate Eqs.(3.37) and (3.38) and to obtain the solutions for the scalar
fields ϕ and ψ in the form
ϕ (t) = − ϕ0
a30t
+ ϕ1, (3.46)
ψ (t) =
(
− ψ0
2a30t
+ ψ1
)2
, (3.47)
respectively, where ψ1 is a constant of integration. The solutions for ϕ and ψ are plotted in Figs.3.4c and
3.4b, respectively. The solution is now complete since all the variables have been obtained.
3.3.2 Solutions with non-flat geometry
In this section we still consider the distribution of matter to be vacuum, that is ρ = p = 0, for which we still
have Eqs.(3.7) and (3.8) automatically satisfied, but we now admit an arbitrary geometry k. For these
assumptions, Eqs.(3.4) to (3.6) become respectively
ϕ¨+ 3
(
a˙
a
)
ϕ˙− 1
3
[2V − ψVψ − ϕVϕ] = 0, (3.48)
ψ¨ + 3
(
a˙
a
)
ψ˙ − ψ˙
2
2ψ
+
ψ
3
(Vϕ + Vψ) = 0, (3.49)
Vϕ = 6
[
d
dt
(
a˙
a
)
+ 2
(
a˙
a
)2
+
k
a2
]
. (3.50)
We thus have a system of three independent equations for the five independent variables k, a, ϕ, ψ and
V . However, as k must have specific values k = ±1, we still can only impose one constraint to close
the system. Let us use the previous reconstruction methods to provide a non-flat solution for these
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Figure 3.4: Solutions for the scale factor a (t) in Eq. (3.44), the scalar field ψ (t) in Eq.(3.47), and the
scalar field ϕ (t) in Eq.(3.46), with a0 = ψ0 = ϕ0 = ϕ1 = 1, t0 = 0
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equations: we assume that the terms inside the bracets of Eq.(3.50) cancel each other, i.e.
H˙ + 2H2 +
k
a2
= 0, (3.51)
where we used the definition of the Hubble parameter in Eq.(3.9). Note that Eq.(3.51) is a non-linear
second order differential equation for the scale factor a (t) and can be integrated twice over time to yield
a solution of the form
a (t) =
√
a20 − (t− t0)
k
, (3.52)
where k = ±1, a0 and t0 are constants of integration, and we have not considered the solution with
negative sign for the scale factor a(t). Notice that for k = 1, there is an end value of t, given by
te = a
2
0 + t0, for which the scale factor drops to zero, ending the solution, as for t > te it becomes a
pure imaginary number. The same happens for k = −1 when t < te. Therefore, the solution for k = 1
is only defined for −∞ < t < te and the solution for k = −1 is only defined for te < t < +∞, see
Fig.3.5a. We know from observations that the universe is approximately flat, and thus k = 0 is a very
good approximation. However, the field equations depend on k in such a way that if the geometry varies
even slightly from flat, i.e., if k 6= 0, the structure of the equations changes dramatically. The relevance
of the solution we have found, therefore, is to provide a glimpse of the role of spatial curvature in these
theories.
We now proceed as before. Under these assumptions, Eq.(3.50) becomes simply Vϕ = 0 which can
be directly integrated over ϕ to yield V (ϕ,ψ) = b (ψ), where b (ψ) is an arbitrary function of ψ that arises
from the fact that the potential is, in general, a function of ϕ and ψ. Assuming that the potential should
depend on the scalar fields in the combination (ϕ− ψ), then we must choose b (ψ) = V0, for some
constant V0, and the potential becomes simply V (ϕ,ψ) = V0. Inserting these results into Eqs.(3.48) and
(3.49), one obtains
ϕ¨− 3k
2 (t− t0)
a20 − k2 (t− t0)2
ϕ˙− 2
3
V0 = 0, (3.53)
ψ¨ +
2k2 (t− t0)
k2 (t− t0)2 − a20
ψ˙ − ψ˙
2
2ψ
= 0, (3.54)
respectively. Again, Eqs.(3.53) and (3.54) are decoupled and can be integrated independently over time
to obtain the general solutions
ϕ (t) = ϕ1 +
t− t0
12a20k
√
a20 − k2 (t− t0)2
3a40V0 tan−1
 k (t− t0)√
a20 − k2 (t− t0)2
+
+k
[
a20V0 (t− t0)
√
a20 − k2 (t− t0)2 + ϕ0
]}
, (3.55)
ψ (t) =
ψ1
a20 − k2 (t− t0)2
[(
a40ψ0k
2 + 1
)
(t− t0)2 − a60ψ0
]
e
2 tanh−1
[
t−t0
a20
√
ψ0
√
a20−k2(t−t0)2
]
, (3.56)
respectively, where ϕ0, ϕ1, ψ0 and ψ1 are constants of integration. Note that there are values of t, namely
t = ±a0k + t0, for which the denominators of both scalar fields vanish and the scalar fields diverge. This
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implies that if one wants to consider the particular case for which the scalar fields are real, then the
solution is only valid in the region − a0|k| < t− t0 < a0|k| , which corresponds to a region where the solution
with k = −1 exists. For one to obtain a solution valid for the entire region −∞ < t < a0|k| , one would have
to compute another solution valid in the region −∞ < ts, with − a0|k| < ts < a0|k| , and perform a matching
with this solution using a timelike hypersurface at ts. On the other hand, the solution with k = 1 only
exists in the region t > a0k + t0, region where both the scalar fields are complex and with finite absolute
value.
The solutions for the scalar fields ϕ and ψ are plotted in Figs.3.5c and 3.5b for the region where they
are real. Figs.3.5e and 3.5d show the absolute value of the scalar fields ϕ and ψ, respectively, including
the regions where they are complex. The solution is now complete since all variables are known.
3.3.3 Solutions with perfect-fluid matter
To finalize our analysis of cosmological solutions, let us now consider a distribution of matter given by a
perfect fluid with an equation of state given by Eq.(3.7) and a conservation equation given by Eq.(3.8).
These equations are decoupled from the scalar fields and the potential, in such a way that the solutions
for ρ (r) and p (t) are independent of any other assumption and are given by
ρ = ρ0a
−3(1+w), p = p0a−3(1+w), (3.57)
where ρ0 and p0 are constants of integration that are related by p0 = wρ0, as can be seen from Eq.(3.7).
The solutions in Eq.(3.57) allow us to write the trace of the stress-energy tensor as
T = −ρ0 (1− 3w) a−3(w+1). (3.58)
The solutions in Eq.(3.57) define the matter sources ρ and p, thus reducing the number of unknowns
back to five, that are k, a, ϕ, ψ, and V , for the system of three independent equations, Eqs.(3.4) to (3.6).
Again, since k = ±1, it does not represent a freedom of choice, and thus only one constraint can be
imposed to close the system.
Notice now that in the system formed by Eqs.(3.4) to (3.6), the only equation that depends explicitly
on matter is Eq.(3.4), via the term depending on T on the right hand side. In the previous sections, except
for the solution obtained via the choice in Eq.(3.34), all solutions for the scalar field ϕ were obtained after
having already computed a (t), V (ϕ,ψ) and ψ (t), because the equation for ϕ was either decoupled or
dependent on the solution for ψ. This means that the process to generalize these vacuum solutions to
solutions with perfect-fluid matter consist of taking the same a, ψ and V and simply re-compute ϕ using
Eq.(3.4), which in this case, using Eq.(3.58) becomes
ϕ¨+ 3Hϕ˙− 1
3
[2V − ψVψ − ϕVϕ] = κ
2ρ0
3
(1− 3w) a−3(w+1). (3.59)
As examples, let us consider the previous specific cases for which Eq.(3.59) still has an analytical
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Figure 3.5: Solutions for the scale factor a (t) in Eq. (3.52), the scalar field ψ (t) in Eq.(3.56), and the
scalar field ϕ (t) in Eq.(3.55), with a0 = ψ0 = ψ1 = ϕ0 = ϕ1 = V0 = 1, t0 = 0
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Figure 3.6: Solutions for the scalar field ϕ (r) in Eq. (3.60) with κ = ρ0 = a0 = Λ = ψ0 = ϕ0 = ϕ1 = 1,
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solution. Consider the de-Sitter scale factor given in Eq.(3.13), for which we have chosen a potential
of the form in Eq.(3.17), and we obtained a solution for ψ as in Eq.(3.18). Inserting these results into
Eq.(3.59) and integrating we obtain
ϕ (t) = −
κ2ρ0
(
a0e
√
Λt
)−3w
e−3
√
Λt
3a30Λ (4 + 3w)
+ ψ0e
−6√Λt0 − 2
7
ψ0e
−6√Λt − 2ψ0e−3
√
Λ(t+t0) + ϕ0e
−4√Λt + ϕ1e
√
Λt,
(3.60)
where ϕ0 and ϕ1 are constants of integration. This solution is plotted in Fig.(3.6a). This solution is
complete since all variables are known.
Consider now the solution obtained via the simplification of the potential equation given in Eq.(3.20),
from which we obtained a scale factor that behaves as Eq.(3.21), a potential of the form V = V0, and a
solution for the scalar field ψ given in Eq.(3.25). In this case, the solution for Eq.(3.59) becomes
ϕ (t) =
2
15
V0 (t− t0)2 − ϕ0√
t− t0 + ϕ1 −
4κ2ρ0 (t− t0)
3a20(3w − 2)
(
a0
√
t− t0
)−(3w+1)
, (3.61)
where ϕ0 and ϕ1 are constants of integration. This solution is plotted in Fig.(3.6b). This solution is
complete because all variables have been determined.
3.4 Forms of the f (R,R)
It is useful to obtain the form of the function f (R,R) in all the previous cases as the scalar-tensor form
of the theory is only a derived form and used to provide an easier platform to perform the calculations.
To obtain f (R,R), we are going to use the definition of the potential given by Eq. (2.45). Replacing the
definitions of the scalar fields ϕ = fR and ψ = −fR into this equation, we obtain
V (fR, fR) = −f (R,R) + fRR+ fRR, (3.62)
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where the subscripts R and R represent derivatives with respect to these variables, respectively. Eq.
(3.62) is a partial differential equation for f (R,R). Due to its partial nature, the solutions are not unique
and we shall obtain a family of solutions for each case.
As we have seen in the previous section, the solutions for the scalar field can have zeros and assume
a negative sign. While this does not compromise the physical meaning of the solution in the generalized
hybrid gravity picture (in this picture the scalar fields are not real matter fields) it can lead to further
constraints on the form of the action. One might require that the derivatives of f , which correspond to
the scalar fields by ϕ = fR and ψ = −fR, are never zero. In this case the solution we have found will
only be meaningful in the intervals in which the scalar field have a fixed sign.
3.4.1 Constant potential
Let us first consider the cases where the potential obtained was a constant, i.e., V = V0. This happened
in all the solutions obtained by simpifying the potential equation with Vϕ = 0 and choosing b (ψ) = V0. In
this case, Eq.(3.62) becomes
f (R,R) = fRR+ fRR− V0. (3.63)
The general solution of Eq.(3.63) can be written as
f (R,R) = −V0 + g
(R
R
)
R+ h
(
R
R
)
R, (3.64)
where g and h are arbitrary functions. However, not all forms of the function g can be used to obtain the
correct solutions. Consider for example the particular cases g (x) = ex and g (x) = xγ , for some constant
γ. Inserting these functions g into Eq.(3.64), inserting the result into Eq.(3.62), and using the definitions
of the scalar fields ϕ = fR and ψ = −fR, we recover V = V0. This happens because these two forms
of the function g allow us to invert the relations ϕ (R,R) and ψ (R,R) to obtain R (ϕ,ψ) and R (ϕ,ψ)
and thus the equivalence between the scalar-tensor and the geometrical representations is guaranteed.
Other forms of the function g might prevent this invertibility and thus, despite being compatible with
Eq.(3.63), one can not say immediatly that the theory will have the solutions reconstructed.
3.4.2 Linear potential
Consider now the cases where the potential was linear in ϕ and ψ in the form V = V0 (ϕ− ψ). This form
was obtained in two of the particular cases studied in the previous sections: the de-Sitter solution, for
which we had V0 = 12Λ, and the second simplified potential equation case, where V0 = −3Ω2. In these
situations, Eq.(3.62) becomes
f (R,R) = fR (R− V0) + fR (R− V0) . (3.65)
To solve this PDE, we define two new variables R¯ = R − V0 and R¯ = R − V0. Since V0 is constant,
the derivatives fR = fR¯ and fR = fR¯ remain of the same form, and Eq.(3.65) can be written in the
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form f
(
R¯, R¯) = fR¯R¯+ fR¯R, which is very similar to the linear potential case expressed in Eq.(3.63) but
without the constant V0. The general solution for this equation is then f
(
R¯, R¯) = g (R¯/R¯) R¯, where g is
an arbitrary function, and replacing back the variables R¯ and R¯ to R and R one obtains
f (R,R) = g
(R− V0
R− V0
)
(R− V0) + h
(
R− V0
R− V0
)
(R− V0) . (3.66)
Again, one must be careful to choose a specific form of the function g for which the relations ϕ (R,R)
and ψ (R,R) can be inverted to obtain R (ϕ,ψ) and R (ϕ,ψ). A form g (x) = ex allows that invertibility
but, unlike the previous case, a power-law of the form g (x) = xγ does not, and these forms shall thus
be discarded as the equivalence between the two representations of the theory is no longer guaranteed
and they may not possess the solutions reconstructed.
3.4.3 Quadratic potential
Finally, in the simplified scalar field equations case, the potential obtained was quadratic in ϕ and ψ in
the form V = V0 (ϕ− ψ)2. This was the form of the potential for which the potential-depending terms in
Eqs.(3.10) and (3.11) cancel each other. Inserting this potential in Eq.(3.62) yields
f (R,R) = fRR+ fRR− V0 (fR + fR)2 . (3.67)
This equation is a specific form of the Clairaut equation in two variables, and one can obtain the so-called
general solution of the Clairaut equation, of the form
f (R,R) = RC1 +RC2 − V0 (C1 + C2)2 , (3.68)
where C1 and C2 are constants of integration. However, this form of the function f presents a few
problems. Note that from Eq.(3.68), we have fRR = fRR = fRR = 0, from which one sees that the
determinant of the matrixM in Eq.(2.42) vanishes, and thus the equivalence between the geometrical
and the scalar tensor representations is not guaranteed. We thus need a different solution for Eq.(3.67)
that preserves detM 6= 0. To find this solution, let us take the derivatives of Eq.(3.67) with respect to R
and R and define the function g (fR, fR) = −V0 (fR + fR)2. We thus obtain the system
(
R+ g(1,0)
)
fRR +
(
R+ g(0,1)
)
fRR = 0,(
R+ g(0,1)
)
fRR +
(
R+ g(1,0)
)
fRR = 0, (3.69)
where g(i,j) represents the derivative of g (fR, fR) i times with respect to fR and j times with respect to
R. This system of equation can be rewritten in terms of a matrix system of the form
Av =
fRR fRR
fRR fRR

R+ g(1,0)
R+ g(0,1)
 = 0, (3.70)
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which has a unique solution if the determinant of the matrix A is non-zero, i.e. detA 6= 0. Comparing
Eq.(3.70) with Eq.(2.42), one verifies that the matrices M and A are the same for the unique solution
R = α and R = β. This implies that guaranteeing that detA 6= 0 preserves the equivalence between the
geometrical and the scalar-tensor representations of the theory. Also, the unique solution for R and R is
then R = −g(1,0) and R = −g(0,1). In our particular case, we have g(1,0) = g(0,1) = −2V0 (fR + fR), from
which we imply that R = R. For this condition to be consistent with the solution obtained, one needs to
verify that Eq.(2.36) is also satisfied. Inserting the metric in Eq.(3.1), the scale factor in Eq.(3.44) and the
scalar field ψ from Eq.(3.47) into Eq.(2.36) and making R = R cancel out, one verifies that this equation
is only satisfied if the integration constant ψ0 = 0 vanishes. This represents an extra constraint one must
verify for the solutions obtained to be consistent with the definition of the scalar-tensor representation.
Finally, to obtain the solution for the function f (R,R), we sum the two conditions R = −g(1,0) and
R = −g(0,1) to obtain an equation of the form
R+R = 4V0 (fR + fR) . (3.71)
Defining two new variables Z = R+R andW = R−R, one can rewrite Eq.(3.71) in the form Z−8V0fZ =
0, where the subscript Z denotes a derivative with respect to Z, with fZ = 12 (fR + fR). This equation
can be integrated directly over Z, giving rise to an integration function C (W ), which vanishes identically
since R = R and thus W = 0 in our case. Transforming back the variable Z to R and R one obtains
finally
f (R,R) = (R+R)
2
16V0
+ C (R−R) . (3.72)
The invertibility of ϕ (R,R) and ψ (R,R) to obtain R (ϕ,ψ) and R (ϕ,ψ) is already guaranteed from the
condition detA 6= 0, and Eq.(3.67) is satisfied as long as C (0) = 0.
3.5 Conclusions
In this chapter, we devised a number of reconstruction strategies to obtain new exact cosmological
solutions in the context of the generalized hybrid metric-Palatini gravity. This theory can be recast in a
scalar-tensor theory with two scalar fields whose solutions can be computed analytically for a convenient
choice of the potential or the scale factor. Using the new methods we obtained a number of physically
interesting solutions including power-law and exponential scale factors.
These solutions reveal some crucial differences not only with respect to GR but also to f(R) gravity.
For example it becomes evident that a given behavior of the scale factors in vacuum has always a
counterpart in the presence of a perfect fluid, as shown in Sec. 3.3.3.
The impact in terms of the interpretation of the cosmological dark phenomenology via this class of
theories is clear: a negligible matter distribution still gives rise to expansion laws which are compatible
with the observations without requiring the total baryonic matter to be a relevant percentage of the total
energy density. This is particularly important in the case of the de Sitter solution given in Sec. 3.3.1,
because it implies that in these theories inflation could start even if matter is not negligible, and also that
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matter is not central to obtain the classical t2/3 Friedmann solution.
Another interesting aspect of the solutions we found concern the behavior of vacuum cosmology
and the role of the spatial curvature. In the first case we obtained that the generalized hybrid metric-
Palatini theory can have a surprisingly complex behavior in the flat vacuum case. This has important
consequences in terms, for example, of the far future of the cosmological models and the meaning of
the cosmic no hair theorem in this framework.
Like in any higher order model, in the generalized hybrid metric-Palatini theory the spatial curvature
has an important role. Even small deviations from perfect flatness are able to change dramatically the
evolution of the cosmology. The result of Sec. 3.3.2 gives us a glimpse of these differences and their
magnitude, showing that vacuum closed models will collapse, whereas open ones expand forever both
with a relatively simple expansion law.
It is also interesting to note that our results imply that generalized hybrid metric-Palatini gravity can
generate a de-Sitter evolution without the appearance of an explicit cosmological constant in the action.
Instead, the presence of such a constant leads, throughout our method, to solutions which are radiation-
like. This result gives us information on the properties of effective dark fluids related to the non Hilbert-
Einstein terms present in this theory. It also implies, by the cosmological no-hair theorem, that these
solutions should be unstable. The stability of the other solutions we have found cannot be obtained
with the same ease. This is a limitation of the reconstruction in general. It allows to obtain some exact
solution but it does not offer information on their stability, which has to be investigated with different
approaches.
Our results suggest that the hybrid theory space is a priori large and requires further investigation
not only in terms of the exploration of the solution space, but also in terms of the stability of these
solutions. A final thought should be spent on the role of our results for the testability of this class of
theory. It is clear that the solutions we have found can be used to perform a number of cosmological
tests, e.g., the ones based on distances, for example. However, a more complete use of the accuracy of
the current observations, such as cosmic microwave background anisotropies, requires a full analysis of
the cosmological perturbations.
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Chapter 4
Cosmological phase-space of the
generalized hybrid metric-Palatini
gravity
In this chapter, we study the cosmological phase space of the generalized hybrid metric-Palatini gravity
theory using the dynamical system approach. We formulate the propagation equations of the suitable
dimentionless variables that describe FLRW universes as an autonomous system. The fixed points
are obtained for four different forms of the function f (R,R) and the behaviour of the scale factor is
computed. We show that due to the structure of the system, no global attractors can be present and
also that two different classes of solutions for the scale factor exist. In addition, using a redefinition of
the dynamic variables, we also compute solutions for static universes.
4.1 Introduction
The cosmology of generalized hybrid metric-Palatini theories can be efficiently analysed using the dy-
namical systems approach. A dynamical system is a system described by a set of variables that change
over time obeying differential equations involving time derivatives. This approach allows one to predict
the future behavior of the system by solving these equations either analytical or through numerical inte-
grations. In the particular case of cosmology, this method consists in the definition of a set of specific
variables by which the cosmological equations can be converted into an autonomous system of first
order differential equations. The analysis characteristic of the phase space of this system can then offer
some semi-quantitative information on the evolution of the cosmology. The application of phase space
analysis to cosmology has a long history and a recent review on the application of these techniques to
a variety of cosmological models can be found in [83].
The first phase space analysis of the scalar tensor representation of hybrid metric-Palatini theories
was performed in detail in [42]. However both the definition of the scalar field and the one of the dy-
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namical system variables, which correspond to a rearrangement of the degrees of freedom of the theory
might hide some features of this class of theories both at the level of the phase space and of the space
of solutions. In [84], instead, the phase space of this theory was analysed without introducing scalar
fields. In the same way, the first phase space analysis of the generalized hybrid metric-Palatini gravity
was also performed in the scalar-tensor representation of the theory [45].
The objective of this work is to perform a similar (i.e. scalar field free) dynamical systems analysis of
the cosmology of hybrid metric-Palatini which precludes from the scalar-tensor representation. We will
analyze four different models, find the respective fixed points and study their stability. We will find that
most of the fixed points are saddle points, but in some specific cases it is possible to find attractors and
repellers in the phase space.
4.2 Basic equations
In this section we shall derive the main equations on which we shall be applying the dynamical system
formalism. We will be working with the geometrical representation of the theory, i.e., the field equations
are given by Eq.(2.33), and to simplify the notation we choose units for which κ2 = 1. Let us now define
the Palatini-Einstein tensor Gab and the functions E (R,R) and F (R,R) as
Gab ≡ Rab − 1
2
Rgab, (4.1)
E (R,R) = ∂f
∂R
; F (R,R) = ∂f
∂R , (4.2)
respectively. Using these definitions and the definition of the Einstein tensor Gab, the field equations
given in Eq.(2.33) can be written in the more convenient form
EGab + FGab − 1
2
gab [f (R,R)− ER− FR]− (∇a∇b − gab)E = Tab. (4.3)
We shall be working with functions f that satisfy the Schwartz theorem, and therefore their crossed
derivatives are equal, which is also true for the functions E and F . This feature imposes the following
constraints on the derivatives of the functions E and F :
ER = FR, FRR = FRR = ERR, ERR = ERR = FRR (4.4)
where the subscripts R and R denote derivatives with respect to R and R, respectively. Eqs.(4.3) are in
principle of order four in the metric gab. However, there are functions f for which these field equations
contain only terms of order two. This happens if the following conditions are satisfied:
F 2R − FRER = 0,
F 2RFRR − 2FRFRFRR + F 2RFRR = 0, (4.5)
F 3RERR − 3F 2RFRFRR + 3FRF 2RFRR − F 3RFRR = 0.
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A class of functions that satisfies the conditions given in Eq.(4.5) is
f (R,R) = f0 +Rg
(
R
R
)
+Rh
(R
R
)
, (4.6)
for some constant f0. In the following we will examine in detail a member of this class of functions.
Since we are interested in exploring the cosmological phase space of the theory, we shall consider
the FLRW spacetime with the spatial curvature parameter k, where k can assume three values, k =
−1, 0, 1. In the usual spherical coordinates (t, r, θ, φ) the line element can be written as Eq.(3.1), where
a(t) is the scale factor. We shall also define an auxiliary variable as A =
√
Fa (t), and a new time
variable τ =
√
Ft, so that
X† =
X˙√
F
, (4.7)
where the symbol † denotes a derivative with respect to τ and a dot denotes a derivative with respect to
t. With these considerations, we write the modified Hubble parameterH and the Palatini scalar curvature
R as
H = A˙
A
=
a˙
a
+
F˙
2F
, (4.8)
R = 6F
[
A††
A
+
(
A†
A
)2
+
k
A2
]
= 6
(
H˙+H2 +HH + k
a2
)
. (4.9)
With these definitions and considering the stress-energy tensor of an isotropic perfect fluid given by
T ab = diag (−ρ, p, p, p), where ρ is the energy density and p is the isotropic pressure, we can write the
two independent components of Eq.(4.3), the Friedmann equation and the Raychaudhuri equation, for
this system in the forms
(
a˙
a
)2
+
k
a2
(
1 +
F
E
)
+
F
E
H2 + 1
6E
(f − ER− FR) + a˙E˙
aE
− ρ
3E
= 0, (4.10)
a¨
a
− F
E
(
k
a2
+H2
)
+
1
6E
(f −RE) + 1
6E
(ρ+ 3p) +
a˙E˙
2aE
+
E¨
2E
= 0. (4.11)
Note that in defining these equations we have divided byE. This operation will introduce a divergence
when E = 0. Such divergence will become relevant in the follwing. We also impose an equation of state
of the form
p = wρ (4.12)
for which the equation of conservation of the stress energy tensor given by ∇aT ab = 0 becomes
ρ˙+ 3
a˙
a
(1 + w) ρ = 0 (4.13)
The four equations from Eq.(4.10) to Eq.(4.13) constitute a system for the variables p, ρ, a, k and f . In
the following, when we consider specific examples, we shall be selecting particular forms of the function
f in order to close the system. Note that, however, as explained in chapter 3, the conversation equation
for matter given in Eq.(4.13) is not independent from the two cosmological equations given in Eqs.(4.10)
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and (4.11), and thus we shall not use it directly. For more details on how these three equations are not
independent, see Sec.D.4.
4.3 Dynamical system approach
In dealing with dynamical systems, one must study the dimensional structure of the theory considered,
because the number of dynamical variables and equations needed to describe the system will depend
on the number of dimensional constants present in the theory. Therefore, we introduce a new variableR0
such that the products R/R0 and R/R0 are dimensionless. In adition, we also introduce dimensionless
parameters in the form of barred greek letters which will represent the product between the coupling
constant of the additional invariants and a power of R0. With these considerations, we can write Eq.
(2.32) as
S =
∫
Ω
√−gf
(
R
R0
,
R
R0
, α¯, ...
)
d4x+ Sm(gab, χ), (4.14)
where χ collectively denotes the matter fields, the function f retains the same properties as in the action
of Eq. (2.32) and R0 is assumed to be non-negative. The advantage of this formalism is that instead
of needing one dynamical variable for each dimensional constant, we only need a dynamical variable
related to R0, since the barred constants become dimensionless.
4.3.1 Dynamical variables and equations
Before proceeding, note that the cosmological equations Eqs. (4.10) and (4.11) depend non-trivially in
time derivatives of the functions F and E. These functions can be taken as general functions of R and
R, so that their time derivatives can be written as functions of time derivatives of the curvature scalars,
which are themselves functions of time. We therefore must compute the time derivatives of R and R
to proceed. To do so, we first define the dimentionless time variable N = log (a/a0), where a0 is some
constant with dimensions of length, to guarantee that the argument of the logarithm is dimensionless.
So, for any quantity X we have
X ′ =
X˙
H
, (4.15)
where the prime ′ denotes a derivative with respect to N and H is the Hubble parameter defined in
Eq.(3.9), and we define new cosmological parameters q, j, and s as
q =
H ′
H
, j =
H ′′
H
, s =
H ′′′
H
. (4.16)
Using the previous definitions, the Ricci tensor R and its derivatives with respect to t become
R = 6
[
(q + 2)H2 +
k
a2
]
, (4.17)
R˙ = 6H
{
[j + q (q + 4)]H2 − 2k
a2
}
, (4.18)
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R¨ = 6H2
{[
s+ 4j (1 + q) + q2 (q + 8)
]
H2 + 2 (2− q) k
a2
}
. (4.19)
To find expressions for the derivatives of R we compute the total derivarive of F with respect to t
given by F˙ = FRR˙+ FRR˙ and then use Eqs. (4.8) and (4.9) to solve with respect to R˙. We obtain:
R˙ = 1
FR
[
(H−H) 2F − FRR˙
]
, (4.20)
R¨ = − 1
F 2R
(
FRRR˙+ FRRR˙
) [
(H−H) 2F − FRR˙
]
+
2F
FR
(R
6
−H2 −HH − k
a2
− qH2
)
+
+
1
FR
[
2 (H−H)
(
FRR˙+ FRR˙
)
− FRR¨− R˙
(
FRRR˙+ FRRR˙
)]
, (4.21)
where R˙, R¨ and R˙ are computed in Eqs. (4.18), (4.19) and (4.20), respectively. These results completely
determine the forms of the first and second time derivatives of F and E.
Let us now define a set of dynamical dimensionless variables. We choose to work with the following
variables:
K =
k
a2H2
, X =
H
H
, Y =
R
6H2
, Z =
R
6H2
, J = j, Q = q, Ω =
ρ
3H2E
, A =
R0
6H2
. (4.22)
The Jacobian J of this definition of variables can be written in the form
J =
1
108a2H9E
, (4.23)
which means that it has a different form for each choice of the function f . In order to guarantee that the
variables in Eq. (4.22) cover the entire phase space of the cosmological equations i.e. they constitute
a global set of coordinates for it, J must always be finite and non zero, i.e., regular. When the Jacobian
is not regular the definition in Eq. (4.22) is not invertible and therefore there can be features of the field
equations which are not preserved in the phase space of Eq. (4.22) and features of the phase space of
Eq. (4.22) which are spurious, including fixed points. From Eq.(4.23) it is evident that a regular Jacobian
corresponds to E 6= {0,∞}. The case E = ∞ (J = 0) corresponds to a true singularity in both Eqs.
(4.10) and (4.11), and Eqs. (4.3). The case E = 0 (J = ∞), instead, corresponds to a singularity for
Eqs. (4.10) and (4.11) but not for Eqs. (4.3). This implies that the solutions of Eqs. (4.3) associated to
E = 0 will not be represented in the phase space.
In the following the fixed points for which J = 0/∞ will not be included in our analysis unless they
are attractors in the phase space. The only exception to this choice will be the fixed points representing
static universe solutions which we will consider in Sec. 4.5. We will see that these points have E = 0,
but it is easy to prove via Eqs.(4.3) that they represent true solutions for the field equations.
To simplify the forms of the dynamical equations, it is also useful to define a set of auxiliary dimen-
45
sionless functions associated with the derivatives of F and E. We thus define the following functions:
A =
F
E
, B =
f
6EH2
, C =
FR
FR
, D =
F
3H2FR
, E =
3H2FRR
FR
,
F =
3H2FRR
FR
, G =
3H2FRR
FR
, H =
3H2ERR
FR
, I =
ER
FR
. (4.24)
Using the definitions of the dynamical variables given in Eq.(4.22) and the definitions of the dynamical
functions given in Eq.(4.24), we can rewrite the cosmological equations in Eqs.(4.10) and (4.11) in the
forms
1− Y + B +K + A [K +X2 + 2C (X − 1)− Z]+ 2A
D
(
I− C2
)
[J +Q (Q+ 4)− 2K]− Ω = 0. (4.25)
1 +Q− Y + B + 1 + 3w
2
Ω + A
{− (K +X2)+ C [Z − (X2 + 1)−K −Q]+
+
I− C2
D
[
J (5 + 4Q) +Q
(
4 + 9Q+Q2
)
+ 2K (1−Q) + s]+
+2 (X − 1)
[
(ED−GCD + C) (X − 1) + 2 (J +Q (Q+ 4)− 2K)
(
F + GC2 − 2EC
)]
+
+
2
D
[J +Q (Q+ 4)− 2K]2
(
H− 3CF + 3C2E− C3G
)}
= 0, (4.26)
respectively, and also rewrite the definitions of R and R given by Eqs. (4.17) and (4.9) in the forms
Y = K +Q+ 2, (4.27)
Z =
H˙
H2
+X (X + 1) +K, (4.28)
respectively. The dynamical system of equations for the variables in Eq.(4.22) is obtained from the
derivatives of the variables with respect to the dimensionless time variable N , which must vanish in the
fixed points. These equations become
K ′ = −2K (Q+ 1) ,
X ′ = Z −X (X + 1 +Q)−K,
Y ′ = J +Q (Q+ 4)− 2K − 2Y Q,
Z ′ = D (X − 1) + C [2K − J −Q (Q+ 4)]− 2ZQ, (4.29)
Q′ = J −Q2,
J ′ = s−QJ,
Ω′ = −Ω
{
3 (1 + 3w) + 2Q+ 2A
[
C (X − 1) + I− C
2
D
(J +Q (Q+ 4)− 2K)
]}
,
A′ = −2AQ,
46
where the cosmological parameter s can be obtained from Eq.(4.26) and is given by
s =
H ′′′
H
=
D
I− C2
{
− 1
A
(
1 +Q− Y + B + 1 + 3w
2
Ω
)
+
(
K +X2
)− C [Z − (X2 + 1)−K −Q] −
−2 (X − 1)
[
(ED−GCD + C) (X − 1) + 2 (J +Q (Q+ 4)− 2K)
(
F + GC2 − 2EC
)]
−(4.30)
− 2
D
[J +Q (Q+ 4)− 2K]2
(
H− 3CF + 3C2E− C3G
)}
−
−J (5 + 4Q)−Q (4 + 9Q+Q2)− 2K (1−Q) .
Finally, Eqs.(4.25) and (4.27) take the role of two constraints for the variables in Eq.(4.22) and allow us
to eliminate two variables from the system in Eq.(4.29). For simplicity, we choose to eliminate Q and J ,
leaving a simplified system of the form
K ′ = 2K (K − Y + 1) ,
X ′ = Z −X (X + Y − 1) +K (X − 1) ,
Y ′ = 2Y (2 +K − Y ) + D
2A
(
C2 − I
) {1 + B +K − Y + A [K + 2C (X − 1) +X2 − Z]− Ω} ,
Z ′ =
1
2A
(
C2 − I
) {4AC2 (2 +K − Y )− (4.31)
−2AI [D (X − 1) + 2Z (2 +K − Y )]− CD [1 + B +K − Y − Ω + A (K +X2 − Z)]} ,
Ω′ = −Ω [−2 + 3w − B− 3 (K − Y )− A (K +X2 − Z)+ Ω]
A′ = 2A (2 +K − Y ) .
In the above system we have implemented the constraints given in Eqs. (4.25) and (4.27) to keep
the equation to a manageable size. The implementation of the constraints introduces some non trivial
structural changes in the system, like the cancelations of the divergences. In the following we will use
the above equations to explore the phase spaces of specific models with a given form of the function f .
4.3.2 Solution associated to a fixed point
The solution for a specific fixed point can be obtained by computing the value of s using the values of
the dynamic variables and functions at that given fixed point in Eq.(4.30). Then, Eq.(4.16) becomes a
differential equation for the scale factor a which has two possible forms depending on s:
a˙
a
= H0 +H1 log a+H2 (log a)
2
, s = 0;
a˙
a
= H0a
−p + a
p
2
[
H1 cos
(
p
√
3
2
log a
)
+H2 sin
(
p
√
3
2
log a
)]
, s 6= 0, (4.32)
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(a) Scale factor a (t) for s 6= 0
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Figure 4.1: Solutions for the scale factor a (t) in Eq. (4.32) with H0 = H1 = H2 = 1, and p = 2, a0 = 0.01
(left panel) or p = 0, a0 = 1 (right panel)
where p = − 3√s and Hi are constants of integration. The equation for s = 0 can be solved analitically
and the result is
a (t) = a0 exp
{√
4H2H0 −H21
2H2
tan
[
1
2
(t− t0)
√
4H2H0 −H21
]
− H1
2H2
}
, (4.33)
where a0 is a constant of integration. The two types of solution given in Eqs.(4.32) have a crucial
difference: when s 6= 0 the time evolution of the solution will approach a constant value of the scale
factor, see Fig.4.1a, whereas when s = 0 a finite time singularity can appear, see Fig.4.1b. The solution
for s = 0 depends on three constantsHi and depending on the values of these constants, the asymptotic
character of an orbit approaching a fixed point with s = 0 can be a constant or a finite-time singularity. In
particular, for H21 = 4H2H0, we have a (t) = a0 exp (−2H1/H2), which is a constant value. The presence
of attractors with this character therefore might be a sign of a potential instability of the model for a
certain set of initial conditions.
Note also that these two solutions for the scale factor correspond to the solutions we would find if
our initial condition corresponds to the fixed point itself, and the solution would be valid from the inital
time t = t0 up to the divergence time (in the s = 0 case) or to infinity (in the s 6= 0 case). If our initial
conditions do not correspond to a fixed point, then it will orbit through the cosmological phase space and
more complicated solutions for the scale factor can arise.
4.4 Analysis of specific cases
In this section we apply the general method presented above to a number of forms of the function f .
Some of the models are chosen for their simplicity and the analogy with some interesting f(R)-gravity
theories. Others, like the one of Sec.4.4.4, are chosen for the special form assumed by their field
equations and the connection with the results obtained in chapter 3 for the specific forms of the function
f for linear and constant potentials.
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4.4.1 RαRβ gravity
Let us start by considering the following form for the action
S =
∫ √−gγRαRβ
Rα+β0
d4x+ Sm, (4.34)
where γ and R0 are constants. Note that in this case γ can be factored out of the action without
loss of generality by defining S¯m = γ−1Sm. As a consequence, there will be no need for the variable
A associated to the constant R0, i.e., this is a degenerate case, much in the same way of the case
f(R) = Rn in [84]. The Jacobian given in Eq.(4.23) for this case can be written in terms of the dynamic
variables and parameters as
J =
Y 1−αZ−β
α21+α+β32+α+βH7+2(α+β)a2
. (4.35)
For this Jacobian to be finite, we must exclude the value α = 0 from the analysis, and also constraint our
results for the fixed points to have values for the variables Y and Z different from zero. The dynamical
functions in Eq. (4.24) in this case become
A =
βY
αZ
, B =
Y
α
, C =
αZ
(β − 1)Y , D =
2Z
β − 1 , E =
α
2Y
,
F =
α (α− 1)Z
2 (β − 1)Y 2 , G =
β − 2
2Z
, H =
α (α− 1) (α− 2)Z2
2β (β − 1)Y 3 , I =
α (α− 1)Z2
β (β − 1)Y 2 , (4.36)
and, once the constraints (4.25) and (4.27) are implemented, the dynamical system from Eq. (4.31)
becomes
K ′ = 2K (K − Y + 1) ,
X ′ = Z −X (X + Y − 1) +K (X − 1) ,
Y ′ = Y
{
2 (2 +K − Y ) + (β − 1)
α+ β − 1
{
1 + Y
(
1
α
− 1
)
+
+K +
βY
αZ
[
K + 2
αZ
(β − 1)Y (X − 1) +X
2 − Z
]
− Ω
}}
,
Z ′ =
(β − 1)
2 (α+ β − 1)
{
4αβ (2 +K − Y )− 2 (α− 1)
[
2Z
β − 1 (X − 1) + 2Z (2 +K − Y )
]
− (4.37)
− 2αZ
(β − 1)
[
1 + Y
(
1
α
− 1
)
+K − Ω + βY
αZ
(
K +X2 − Z)]} ,
Ω′ = −Ω
[
−2 + 3w − Y
α
− 3 (K − Y )− βY
αZ
(
K +X2 − Z)+ Ω]
Eqs. (4.37) present divergences for specific values of the parameters for α = 0 or β = 1 and for any
α + β = 1, which implies that our formulation is not valid for these cases. Indeed, when this is the case
the functions in Eq. (4.36) are divergent and the analysis should be performed starting again from the
cosmological Eqs. (4.10) and (4.11). The dynamical system also presents some divergences for Y = 0
and Z = 0, these are due to the very structure of the gravitation field equations for this choice of the
action. Because of these singularities the dynamical system is not C(1) in the entire phase space and
one can use the standard analysis tool of the phase space only when Y,Z 6= 0. We will pursue this kind
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of analysis here.
The system also presents the K = 0 and Ω = 0 invariant submanifolds together with the invariant
submanifold Z = 0. The presence of the latter submanifolds, allows to solve partially the problem about
the singularities in the phase space. Indeed the presence of the Z = 0 submanifold implies that no
orbit will cross this surface. However the issue remain for the Y = 0 hypersurface. The presence of this
submanifold also prevents the presence of a global attractor for this case. Such attractor should have
Z = 0, K = 0 and Ω = 0 and therefore would correspond to a singular state for the theory. This feature
also allows to discriminate sets of initial conditions and of parameters values which will lead to a give
time-asymptotic state for the system.
The fixed points of Eq. (4.37) are at most ten, of which four of them have Y = 0 and are unstable.
Therefore they will be excluded by our analysis. The fixed points E± are only defined in a specific region
of the parameters α and β where the coordinates are real. This region is shown in Fig. 4.2. Using the
constraints from Eqs.(4.25) and (4.27) we also realise that the same happens for points B and C.
The stability of the fixed points varies non trivially with the parameters α, β and w, and it is very
difficult to present in a compact way all the general results. By inspection, however, we verify that that
only points B and E± can be (local) attractors in the phase space, whereas the other points are always
unstable. Point B corresponds to a solution of the type shown in Eq. (4.33) and therefore can lead to a
singularity at finite time. Instead, points E± represent a solution approaching a constant scale factor.
In Table 4.1 we show the most general form of the fixed points for the system in Eq.(4.37). The
solution for the parameter s in the fixed point E± can not be represented in an easy way because of
its complexity. The same happens for the additional conditions arising from the constraints (4.25) and
(4.27). In Tables 4.2 and 4.3 one can find an explicit analysis of the specific cases α = 1, β = 3 and
w = 1, and for α = −1, β = 3 and w = 0.
-4 -2 0 2 4
-4
-2
0
2
4
α
β
Figure 4.2: Region of the space {α, β} where the fixed points E± are defined, for the system give by Eq.
(4.37).
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Point Coordinates Existance Stability Parameter s
A
K = 2α2 + 2α (β − 1)− 1
X = 2− α− β
Y = 2α (α+ β − 1)
Z = (α+ β − 1) [β + 3 (α− 1)] 3α+ β 6= 3 Saddle −1
Q = −1
J = 1
Ω = 0
B
K = 0
X = 1
Y = 2α2α+β−2 α+ β = 2 Saddle
Z = 2 2α+ β 6= 2 or 0
Q = 0 Attractor
J = 0
Ω = 0
C
K = 0
X = 1α+β α+ 3α
3 + 8α2β + 7αβ2+
Y = 2(α+β)−1α+β +2β
(
1 + β2
)2 − 5 (α+ β)2 = 0
Z = 1α+β α 6= 0 Saddle −1(α+β)3
Q = − 1α+β α+ β 6= 0
J = 1
(α+β)2
α+ β 6= 12
Ω = 0
D
K = 0
X = (α+β)(3w+1)−3(w+1)2(α+β) w 6=
{
1
3 , 0
}
Y = 4(α+β)−3(1+3w)α+β α+ β 6= 0
Z = (3w−1)[(α+β)(3w+1)−3(w+1)]4(α+β) 4 (α+ β) 6= 3 (1 + w) Saddle − 278
(
1+w
α+β
)3
Q = − 3(w+1)2(α+β) (α+ β) (3w + 1) 6= 3 (1 + w)
J = 9(w+1)
2
4(α+β)2
Ω = W (α, β, w)
E±
K = 0
X = β+α(α+β+2)−[2±f(α,β)]2α[2(α+β)−1] α+ β 6= 0
Y = 2− 1±f(α,β)2α(α+β−1) + 3(1−α)±2f(α,β)2α[2(α+β)−1] α+ β 6= 1 Saddle
Z = g± (α, β) + or NA
Q = β−[2±f(α,β)]+α[4−3(α+β)]2α(α+β−1)[2(α+β)−1] aditional Attractor
J = h± (α, β) conditions
Ω = 0
W (α, β, w) = 12(3w−1)
{
8β
α− 2[11+3w+α(−4+9w+9w2)]α
− 9(1+w)2
(α+β)2
+ 3(1+w)[4+(3+9w)α]α(α+β)
}
f (α, β) =
√
[2 + α (5α− 8)]2 + 2β [(α− 1)α (33α− 38)− 2] + β2 [1 + α (57α− 62)] + 16αβ3
g± (α, β) = 18α2
{
1− 12α+ 15α2 + 8αβ − 4[1±f(α,β)](α−1)α+β−1 + 3(α−1)[3(1−α)±2f(α,β)][2(α+β)−1]2 +
3(α−2)(α+1)±f(α,β)(α−5)
2(α+β)−1
}
h± (α, β) =
17α4+(β−2)2+α3(42β−52)±f(α,β)[2−β+α(3(α+β)−4)]+2α(β−2)[6+β(4β−9)]+α2[56+β(33β−86)]
2α2(α+β−1)2[2(α+β)−2]2
Table 4.1: Fixed points for the system given by Eq. (4.37)
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K X Y Z Q J Ω Stability Parameter s
A 5 −2 6 9 −1 1 0 Saddle −1
D 0 − 5
4
5
4
5
4
− 3
4
9
16
− 41
16
Saddle − 27
63
E− 0 114
(
7−√385
)
1
42
(
77−√385
)
23
7
−
√
55
7
1
42
(
−7−√385
)
1
126
(
31 +
√
385
)
0 Saddle −301−19
√
385
2646
E+ 0 114
(
7 +
√
385
)
1
42
(
77 +
√
385
)
23
7
+
√
55
7
1
42
(
−7 +√385
)
1
126
(
31−√385
)
0 Attractor −301+19
√
385
2646
Table 4.2: Fixed points for the system given by Eq. (4.37) in the specific case α = 1, β = 3, w = 1.
K X Y Z Q J Ω Stability Parameter s
A −3 0 -2 -3 −1 1 0 Saddle − 127B 0 1 2 2 0 0 0 Attractor 0
D 0 14 54 18 - 34 916 − 98 Saddle − 2764
Table 4.3: Fixed points for the system given by Eq. (4.37) specific case α = −1, β = −3, w = 0.
4.4.2 αRn + βRm gravity
In this section we consider an action of the form
S =
∫ √−g [α¯( R
R0
)n
+ β¯
( R
R0
)m]
d4x+ Sm, (4.38)
where R0 is a constant with the same units as R. Since multiplying the action by a constant does not
affect the resultant equations of motion, we can take α¯ out of the action and write
S =
∫ √−g [( R
R0
)n
+ γ
( R
R0
)m]
d4x+ S¯m, (4.39)
where S¯m = α−1Sm and γ = α¯/β¯ is a parameter that allows us to select which of the two terms is
dominant. For γ  1 we have a dominant f (R) term, and for γ  1 we have a dominant f (R)
term. The Jacobian from Eq. (4.23) for this case can be written in terms of the dynamic variables and
parameters as
J =
AnY 1−n
18na2H7
. (4.40)
For this Jacobian to be finite, we must exclude the value n = 0 from the analysis, and also constraint our
results for the fixed points to have values for the variables Y and A different from zero. The dynamical
functions in Eq. (4.24) become
A =
γmZm−1An−m
nY n−1
, B =
Y
n
+
γZmAn−m
nY n−1
, D =
2Z
m− 1 , G =
m− 2
2Z
,
H =
n (n− 1) (n− 2)Y n−3Am−n
2γm (m− 1)Zn−2 , I =
n (n− 1)Y n−2Am−n
γm (m− 1)Zm−2 , C = E = F = 0, (4.41)
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and, using the constraints from Eqs. (4.25) and (4.27), the dynamical system from Eq. (4.31) becomes
K ′ = 2K (K − Y + 1) ,
X ′ = Z −X (X + Y − 1) +K (X − 1) ,
Y ′ = Y
{
2 (2 +K − Y ) + 1
1− n
[
1 +
n (n− 1)Y n−2Z2−m
m (m− 1) γAn−m +
+K − Y + mγY
1−nZm−1
nAm−n
(
K +X2 − Z)− Ω]} ,
Z ′ = 2Z
(
X − 1
m− 1 + 2 +K − Y
)
, (4.42)
Ω′ = −Ω
[
−2 + 3w − Y
n
(
1 +
γZm
Y nAm−n
)
− 3 (K − Y )− γmZ
m−1
nY n−1Am−n
(
K +X2 − Z)+ Ω]
A′ = 2A (2 +K − Y ) .
Eqs. (4.42) also present divergences for specific values of the parameters, in this case m = 0,m = 1,
and n = 1, which implies again that our formulation is not valid for these cases. Like it was stated in
the previous section, when this is the case the functions in Eq. (4.41) are divergent and the analysis
should be performed starting again from the cosmological Eqs. (4.10) and (4.11). The dynamical system
also presents the usual divergences for Y = 0 and Z = 0, which are due to the very structure of the
gravitation field equations. Because of these singularities the dynamical system is not C(1) for the whole
phase space and one can only use the usual dynamical system formalism analysis of the phase space
when Y,Z 6= 0.
Just like the previous case, the system given in Eq. (4.42) also presents the K = 0 and Ω = 0
invariant submanifolds together with the invariant submanifolds Z = 0 and A = 0. The presence of
these submanifolds allows to solve partially the problem about the singularities in the phase space. The
presence of the Z = 0 submanifold implies once again that no orbit can cross this surface. On the other
hand, the presence of the Y = 0 submanifold would prevent the presence of a global attractor for this
case, but as we will see this model does not present any attractors. Knowing this, it is possible again
to analyze discrete sets of initial conditions and parameters and verify the time-asymptotic state for the
system.
Much in the same way of the f(R)−gravity analogue of this model, the Jacobian J vanishes for all
but one of the eighteen fixed points of this model. Since one can prove that all of these fixed points
correspond to singular states of the field equations and that they are unstable, we will ignore them.
Therefore the theory has only one relevant fixed point which we will call B. As from Table 4.4 the
existence of B depends on the values of the parameters n, m and γ and the point is always a saddle
point. If n 6= m it only exists if (m− n) is an odd number. Instead, for n = m, the equation for the
variable A decouples from the rest of the system. However, the equation for A can be considered as an
extra constraint for the system which carries a memory of the properties of the complete system, such
as divergences for A = 0 and specific values of γ that allow the existence of point B. More specifcally, if
n = m = 2, B exists for any value of γ, whereas for n = m 6= 2 then B exists only for γ = −1.
For any value of the parameters, B is associated to s = 0 and therefore it corresponds to a solution
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Set Coordinates Existance Stability Parameter s
B
K = 0
X = 1
Y = 2 n 6= {0, 1}
Z = 2
Q = 0 If n = m 6= 2, then γ = −1 Saddle 0
J = 0
Ω = 0 If n 6= m, then n−m = odd
A 6= 0, if n = m
A = −2
(
n−2
γ(m−2)
) 1
n−m
, if n 6= m
Table 4.4: Fixed points for the system given by Eq. (4.42).
of the type shown in Eq. (4.33). This implies that the theory can incur in a singularity at finite time.
4.4.3 exp (R/R) gravity
In this section we consider an action of the form
S =
∫ √−gR0 exp(RR
)
d4x+ S¯m, (4.43)
where S¯m = α¯−1Sm is the dimensionless matter action used in the previous sections. The motivation to
test a model of the form of Eq. (4.43) is that in chapter 3 this form of the action was one of the solutions
for the function f (R,R) for which the geometrical and the scalar-tensor formulations of the theory were
equivalent. The Jacobian from Eq. (4.23) for this case can be written in terms of the dynamic variables
and parameters as
J =
e
Y
Z Z
18a2H7
. (4.44)
For this Jacobian to be finite, we must constraint our results for the fixed points to have values for the
variable Z different from zero. The dynamical functions in Eq. (4.24) become in this case
A = −Y
Z
, B = Z, C = − Z (Y + Z)
Y (Y + 2Z)
, D = − 2Z
2
Y + 2Z
, E =
Y 2 + 4Y Z + 2Z2
2Y 2Z + 4Y Z2
,
F = − 1
2Y
, G = −Y
2 + 6Y Z + 6Z2
2Z2 (Y + 2Z)
, H =
Z
2Y 2 + 4Y Z
, I =
Z2
Y 2 + 2Y Z
, (4.45)
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and the dynamical system from Eq. (4.31) becomes
K ′ = 2K (K − Y + 1) ,
X ′ = Z −X (X + Y − 1) +K (X − 1) ,
Y ′ = Y
{
2 (2 +K − Y ) +
(
2 +
Y
Z
)
{1 + Z +K − Y−
− Y
Z
[
K − 2Z (Y + Z)
Y (Y + 2Z)
(X − 1) +X2 − Z
]
− Ω
}}
,
Z ′ =
2 (Y + Z)
2
Z2
(2 +K − Y )− 2Y
Z
(Y + 2Z)
[
−Z (X − 1)
Y + 2Z
+ 2 +K − Y
]
+ (4.46)
+ (Y + Z)
[
1 + Z +K − Y − Ω− Y
Z
(
K +X2 − Z)] ,
Ω′ = −Ω
[
−2 + 3w − Z − 3 (K − Y ) + Y
Z
(
K +X2 − Z)+ Ω]
A′ = 2A (2 +K − Y ) .
where we have used the constraints in Eqs. (4.25) and (4.27). Eqs. (4.46) present divergences for
specific values of Y and Z. These divergences occur for Y = 0, Z = 0, and Y + 2Z = 0, and are due
to the very structure of the gravitation field equations. The reincidence of the divergences Y = 0 and
Z = 0 for different choices of the action seems to indicate that there should be few forms of the action for
which one can find regularity in these values. These singularities imply again that the dynamical system
is not C(1) for the whole phase space and one can use the standard dynamical system analysis of the
phase space only when Y,Z 6= 0 and Y 6= −2Z.
The system also presents the usual K = 0 and Ω = 0 invariant submanifolds together with the
invariant submanifold Z = 0. As stated in the previous sections, the presence of the latter submanifolds
allows to solve partially the problem about the singularities in the phase space. The presence of the
Z = 0 submanifold implies again that no orbit will cross this surface, whereas the issue remains for the
Y = 0 hypersurface. The presence of global attractors is also prevented in this case due to the existance
of this submanifold. Such attractor should have Z = 0, K = 0 and Ω = 0, which would correspond to
a singular state for the theory. We can once again use this information to discriminate sets of initial
conditions and of parameters values to analyze the time-asymptotic state for the system.
The system given by Eq. (4.46) presents at most three fixed points, which are shown in Table 4.5 with
their stability and associated solution. The fixed point E− has s 6= 0 and thus this system may approach
a constant scale factor.
4.4.4 R exp (R/R) gravity
To finalize, in this section we consider an action of the form
S =
∫ √−gR exp(R
R
)
d4x+ S¯m, (4.47)
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Point Coordinates Stability Parameter s
A
K = −6
X = 2
Y = −5
Z = −2 Saddle −1
Q = −1
J = 1
Ω = 0
E±
K = 0
X = − 12
(
5±√33)
Y = 12
(
11±√33) E+: Saddle
Z = − (5±√33) 12 (259± 45√33)
Q = 12
(
7±√33) E−: Attractor
J = 12
(
41±√33)
Ω = 0
Table 4.5: Fixed points for the system given by Eq. (4.46).
where also in this case we have set S¯m = α¯−1Sm. This particular form of f not only corresponds to one
of the particular cases obtained in chapter 3 but also satisfies Eq. (4.5) and therefore the field equations
are effectively of order two. In terms of the dynamical functions in Eq. (4.24), the relations in Eqs. (4.5)
read
C2 − I = 0, (4.48)
F + GC2 − 2EC = 0, (4.49)
H− 3CF + 3C2E− C3G = 0, (4.50)
and the cosmological Eqs. (4.10) and (4.11) can be written, respectively
1
Y − Z
[
Y
(
1 + 2K +X2 − Ω)+ Z (1− Z − 2X + Ω)] = 0, (4.51)
1
Y − Z {Y [2 (Q−K + Z − 1) + 2X (4− 3X) + (1 + 3w) Ω]− (4.52)
−Z [2 (2−K + Z) + 2X (X − 4) + (1 + 3w)]} = 0.
At this point, using Eq. (4.27), we can write Y , Z in terms of X,K,Ω and substituting in Eqs. (4.29) we
obtain:
K ′ = −2K (1 +Q) ,
X ′ = −K − (1 +Q)X −X2 + Z, (4.53)
Ω′ =
Ω
Y − Z [Z (1 + 3w + 2Q+ 2X)− Y (3 + 3w + 2Q)] ,
where Y = Y (X,K,Ω), Z = Z(X,K,Ω) and Q = Q(X,K,Ω) have not been fully substituted for sake of
simplicity. The Jacobian in Eq. (4.23) for this case can be written in terms of the dynamic variables and
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parameters as
J =
Y e−
Z
Y
108a2H9 (Y − Z) . (4.54)
For this Jacobian to be regular, we must exclude the fixed points that have values of Y = Z or Y = 0,
which also represent divergences for the system in Eq. (4.53) and the very gravitation field equations for
this choice of the action. Because of these singularities the dynamical system Eqs.(4.53) is not C(1) in
the entire phase space and one can use the standard analysis tool of the phase space only when Y 6= Z
and Z 6= 0.
Eqs. (4.53) also presents the usual K = 0 and Ω = 0 invariant submanifolds together with the
invariant submanifold Z = 0, which is not explicit but still exists. The presence of this last submanifold
allows to solve partially the problem about the singularities in the phase space. The analysis is the same
as before: the presence of the Z = 0 submanifold implies that no orbit will cross this surface, which also
prevents the presence of a global attractor for this case. Such attractor should have Z = 0, K = 0 and
Ω = 0 and therefore would correspond to a singular state for the theory. We can therefore discriminate
sets of initial conditions and of parameters values which give rise to a given time-asymptotic state for
the system.
The system Eq. (4.53) presents at most three fixed points, which are shown in Table 4.6 with their
stability and associated solution. These points are all non hyperbolic, i.e., linear analysis cannot be
used to ascertain their stability. A standard tool for the analysis for this type of points is the analysis of
the central manifold. The method consists in rewriting the system Eqs. (4.53) in terms of new variables
(U1, U2, U3) in the form
U ′1 = AU1 + F1 (U1, U2, U3) ,
U ′2 = BU2 + F2 (U1, U2, U3) , (4.55)
U ′3 = CU3 + F3 (U1, U2, U3) ,
(4.56)
where A, B, and C are constants and the functions Fi respect the conditions Fi (0, 0, 0) = 0 and
∂Fi
∂Uj
(0, 0, 0) = 0, for {i, j} = 1, 2, 3. Supposing that the real part of the quantity A vanished, the variables
U2 and U3 can be written as
U2 = h2 (U1) ,
U3 = h3 (U1) , (4.57)
and the centre manifold can be defied by the equations
h′2 (U1) [AU1 + F1 (U1, h2 (U1) , h3 (U1))]−Bh2 (U1)− F2 (U1, h2 (U1) , h3 (U1)) = 0,
h′3 (U1) [AU1 + F1 (U1, h2 (U1) , h3 (U1))]− Ch3 (U1)− F3 (U1, h2 (U1) , h3 (U1)) = 0. (4.58)
which can be solved by series. The stability of the non hyperbolic point will be then determined by the
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structure of the equation
U ′1 = AU1 + F1 (U1, h2(U1), h3(U1)) . (4.59)
Let us now analyze the stability of the three fixed points obtained for this model. For point A, the
variable transformation is
U1 = K, U2 = X − 1
2
, U3 = Ω, (4.60)
and Eq.(4.59) takes the form
U ′1 =
8
5
U21 +O
(
U31
)
(4.61)
from which we see that U ′1 > 0 for any value of U1 near zero, which implies that this point is a saddle.
For point B the variable transformation is
U1 = K + 1, U2 = X − 1
2
(1− 3w) , U3 = Ω + 1 + 3w, (4.62)
and Eq.(4.59) takes the form
U ′1 = 2U
2
1 +O
(
U31
)
, (4.63)
which implies again that this point is a saddle. Finally, for point C the variable transformation is
U1 = K, U2 = X +
3
2
(w − 1) , U3 = Ω− 2 + 3w, (4.64)
and Eq.(4.59) takes the form
U ′1 = 2
[
1
3 (1− w) +
1
9w − 5
]
U21 +O
(
U31
)
. (4.65)
For 0 < w < 1 also this point is a saddle. The solutions associated to the fixed points can be found by
the relation
H˙
H2
= q = Q (4.66)
and using Q = Q(X,K,Ω) obtained by Eqs.(4.51) and (4.52) and evaluated at the fixed point. In general
we have
a (t) = a0 exp (H0t) , q∗ = 0,
a (t) = a0 (t− t0)−
1
q , q∗ 6= 0, (4.67)
where H0, a0 and t0 are constants of integration and q∗ is the value of Q at the fixed point. Notice that
the fixed points are characterised by only two different values of q∗, i.e. −1 and −2. Using Eq.(4.67), we
verify that the solution for q = −1 corresponds to a linearly growing scale factor, whereas the solution for
q = −2 corresponds to a solution for the scale factor that grows with √t.
One of the motivations behind the choice to analyze an action of the form of Eq. (4.43) was the
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Point Coordinates Stability Parameter q
A
K = 0
X = 12
Y = 0 Saddle −2
Z = − 14
Ω = 0
B
K = −1
X = 12 (1− 3w)
Y = 0 Saddle −1
Z = 34 (1 + 3w) (w − 1)
Ω = − (3w + 1)
C
K = 0
X = − 32 (w − 1)
Y = 0 Saddle −2
Z = 34 (3w − 1) (w − 1)
Ω = 2− 3w
Table 4.6: Fixed points for the system given by Eq. (4.53).
comparison with the results obtained in chapter 3. In this work some forms of the function f (R,R),
including the one of Eq. (4.43), were obtained by reconstruction from a given cosmological solution. The
phase space analysis we have performed allow to understand the stability of such solutions, which was
impossible to obtain by reconstruction. In particular, point A corresponds to the solution found in chapter
3 i.e. a flat (K = 0) vacuum (Ω = 0) universe with a (t) proportional to
√
t and we determined that such
solution is unstable. This shows that we can use the dynamical system to determine the stability of
the fixed point obtained in our previous work even of these results were obtained using a non trivial
redefinition of the action. It should be stressed, however, that it is not necessarily true that an exact
solution found for the cosmological equation of a given theory corresponds to a fixed point of our phase
space. For example, in chapter 3 an exact non flat vacuum solution was found in f = R exp (R/R) which
does not correspond to a fixed point of the phase space. However, in general the phase space analysis
is useful to understand in a deeper way not only the stability of the solution, but also the consequences
of the reorganisation of the degree of freedom that is often employed to analyse this class of theories.
4.5 Stability of static universes
The variables we have defined in the previous section (see Eq.(4.22)) are efficient in determining the
fixed points corresponding to a finite value of the quantities they represent. However, since variables
have a term H or H2 in the denominator, our setting excludes an interesting case which is connected
with the existence of solutions characterised by H = 0, i.e., the static Universes. In particular, fixed
points (if any) associated to this kind of solution would be at the infinite boundary of the phase space. In
order to look for solutions with H = 0 one has, therefore, to investigate the asymptotics of the dynamical
system.
There are many approaches that can be adopted for this purpose. One could employ, for example,
stereographic projections by which the infinite boundary is mapped to a finite radius sphere. In the
following we will use a different strategy which allow to analyse the stability of a static universe without
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having to explore the entire asymptotics. More specifically, we will redefine all the variables and functions
in such a way to bring the static fixed point in the finite part of the phase space. As said, the exploration
of this extended phase space, is clearly not a complete analysis of the asymptotic, but it will allow an
easier analysis of the stability of these solutions.
We start by redefining the cosmological parameters as:
q¯ =
H ′
(H + c)
j¯ =
H ′′
(H + c)
s¯ =
H ′′′
(H + c)
, (4.68)
where c is an arbitrary constant with units of H. In the same philosophy, the dynamic variables can be
defined as:
K¯ =
k
a2 (H + c)
2 , X¯ =
H
(H + c)
, Y¯ =
R
6 (H + c)
2 , Z¯ =
R
6 (H + c)
2 ,
J¯ = j¯, Q¯ = q¯, Ω¯ =
ρ
3 (H + c)E
, A¯ =
R0
6 (H + c)
2 , T =
H
(H + c)
. (4.69)
The Jacobian J of this definition of variables can be written in the form
J =
1
108a2 (H + c)
9
E
. (4.70)
This means that for each specific model, the constraints that arise from imposing that the Jacobian must
be finite and different from zero are the same as in the analysis of the previous section. From this point
on we shall drop the bars to simplify the notation. The evolution equations become in this case:
K ′ = −2K (Q+ T )
X ′ = Z −X (Q+X + T )−K
Y ′ = J − 2KT +Q (4T − 2Y +Q)
Z ′ = −C (J +Q2 − 2KT + 4QT )+ DT 2 (X − T )− 2QZ (4.71)
Q′ = J −Q2
J ′ = s− JQ
Ω′ =
Ω
DT
{
−DT 2 [2Q+ 3T (1 + w)] + 2A
[(
C2 − I
) (
J +Q2 − 2KT + 4QT )+ CDT 2 (T −X)]}
and the Friedmann equation from Eq.(4.10) becomes
A
[
2
(
I− C2
) (
J +Q2 − 2KT − 4QT )+ 2DCT 2 (X − T ) + DT (K +X2 − Z)]+
+DT
[
K + (1 + B)T 2 − Y − Ω] = 0 (4.72)
The Raychaudhuri equation given in Eq.(4.11) is too long to be reported here but can be computed
easily. Using this new system of equations we can investigate the extended phase space. As we will
see, we will be able to find all the previously discovered fixed points as points with T = 1 plus extra sets
of fixed points with H = 0 which will have T = 0. As an example of how to apply the new dynamical
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system approach, we will perform the analisys for the models from Eqs. (4.34), (4.38), and (4.43). In all
the three cases, there is only one fixed point with H=0, which corresponds to the origin, i.e.
O = {K = 0, X = 0, Y = 0, Z = 0, Q = 0, J = 0,Ω = 0, T = 0}. (4.73)
This result is somewhat expected. The fact that we are looking for fixed points with H = 0 implies directly
that T = 0. Then, both K = 0 and Ω = 0 are invariant submanifolds. Now, if H = 0, then a is a constant
and a˙ = a¨ = 0, from which Q = J = 0. Since k = 0 from K = 0, then we also have R = 0 and therefore
Y = 0. This been said, the only values of both Z and X that make X ′ = 0 and Z ′ = 0 using the results
explained in this paragraph are Z = 0 and X = 0, and the fixed point is the origin.
Model RαRβ: For the model from Eq. (4.34) the fixed pointO is always unstable, but might correspond
to a saddle point or to a repeller depending on the parameters α and β. In fact, If 1 − β < α < 0 or
−β > α > 0, this point corresponds to a repeller. Any other combination of the parameters gives rise to
a saddle point.
Model Rn + Rm: For the model from Eq. (4.38), note that we have one extra variable A which also
vanishes in this calculation. This implies that not all values of m and n are allowed, since the power of A
must be positive for the system to converge. Despite that, the analysis of the stability in this case reveals
that, for all the combinations of the parameters m, n and γ for which the fixed point exists, it is always a
saddle point.
Model exp
(
R
R
)
: For the model from Eq. (4.43), the analysis of the stability of the point O reveals that
the fixed point is unstable, since the eigenvalues associated to it are all either positive or zero. However,
to verify if the fixed point is a saddle point or a repeller, one would have to make use of the central
manifold theorem again. For our purposes however, it is enough for us to note that, since all the other
eigenvalues of the point are of alternate sign, we can conclude directly that the point is unstable.
Model R exp
(R
R
)
: For the model from Eq.(4.47), there are no fixed points corresponding to static
universe solutions, i.e., point O does not exist in this model.
4.6 Conclusions
In this chapter we have applied the methods of dynamical systems to analyze the structure of the phase
space of the generalized hybrid metric-Palatini gravity in a cosmological frame. Using the symmetries of
the theory in R and R we obtained the cosmological equations and, defining the appropriate dynamical
variables and functions, we derived a closed system of dynamical equations that allows us to study the
phase space of different forms of the function f (R,R). We studied four different models of the function
f : namely Eqs. (4.34), (4.38), (4.43) and (4.47).
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The structure of the phase space is similar in all the studied cases. In none of the particular cases
there were global attractors due to the fact that one of the invariant submanifolds present in all the
cases, Z = 0, corresponds to a singularity in the phase space, and therefore a global attractor which
would have to be in the intersection of all the invariant submanifolds would correspond to a singular
state of the theory. However, the presence of these submanifolds allows us to discriminate sets of initial
conditions and predict the time asymptotic states of the theory.
Except for the particular case shown in Eq. (4.43), all the theories we analysed feature a fixed point
that we denoted by B. This fixed point stands in the intersection of two of the invariant submanifold,
Ω = 0 and K = 0, with a positive value Z = 2. In the model of Eq. (4.38) B is always unstable, but in the
model from Eq. (4.34) B is an attractor for some particular values of α and β (see table 4.1). This means
that all the orbits starting with a positive value of Z and with a value of Y with the same sign as the one
arising from the particular choice of parameters in B, can eventually reach this fixed point. Note that it
is even possible to chose sets of parameters such that B is the only finite attractor for the system (see
table 4.3). The solution associated to point B is characterised by s = 0 and contains three constants of
integration Hi. Depending of the values of these constants it can have two different types asymptotic
limit: a constant or a finite type singularity. The value of the constants Hi and therefore the possibility
of the occurrence of the singularity depends on observational constraints on higher order cosmological
parameters (e.g. jerk, snap, etc.). This suggests that models for which B is an attractor generalized
hybrid-metric Palatini theories, like many f(R)-gravity models, can incur in finite time singularities.
The other possible attractors in the phase space of the theories we have analysed are the fixed points
E±. They appear in the case of Eqs. (4.34) and (4.43). Contrary to the fixed point B, the fixed points
E± have always a solution s 6= 0 which asymptotically tend to a constant scale factor. These fixed points
also lie in the intersection of the Ω = 0 and K = 0 invariant submanifolds, thus we expect that some of
the orbits should reach this fixed point. For the model in Eq. (4.34) we have shown that it is possible
to choose sets of parameters such that E+ is the only finite attractor for the system, see table 4.2. On
the other hand, for the model in Eq. (4.43) E− is always the only finite attractor of the system and all the
orbits starting from a positive value of Y and a negative value of Z might reach this fixed point.
For the specific case shown in Eq. (4.47), the system of dynamical equations becomes much simpler
since only two variables are needed to fully describe the phase space and the solutions. However, the
study of the stability becomes more complicated because the fixed points are non-hyperbolic and their
stability analysis requires the use of central manifolds. The behaviour of the solutions reduces to simple
power-laws or exponentials.
Although the expected scale factor behaviors can not be obtained due to the higher order terms in
the field equations, some of the fixed points obtained in this analysis can be mapped to the well-known
fixed points in GR. The cosmological phase space of FLRW universes in GR presents at most two fixed
points, the Milner universe, given by k = −1 and Ω = 0, and the flat Friedmann-Lemaıˆtre universe, with
k = 0 and Ω = 1. From Tab.4.1, we verify that in the limit to GR which corresponds to α = 1 and β = 0,
the fixed point A recovers k = −1 and Ω = 0, and the fixed point D recovers k = 0 and Ω 6= 0, with a
value that is not necessarily Ω = 1 due to our different definition of Ω.
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Our analysis connects directly with the results of chapter 3 in which some pairs function-exact so-
lution were found via reconstruction method. One of the limitation of the reconstruction technique was
the impossibility to understand the stability of of the solution obtained. The phase space analysis gives
us a tool to determine this stability. In particular, we determined that the solution found in chapter 3 is
actually unstable.
Since the variables Eqs.(4.22) have H in the denominator, they cannot be used directly to investigate
the presence of static (H = 0) fixed points, as they would be located at the asymptotic boundary of
the phase space. In order to study static universe solutions, we generalised Eqs. (4.22) in such a
way to move possible static fixed points to the finite part of the phase space. This is different from a
complete asymptotical analysis, but it allows to obtain information on static universes in an easier way.
All the theories we have considered with Eq. (4.22) turn out to present a static fixed point which is
always unstable. Therefore, as in GR, in these models the static universe is always unstable. However,
differently from GR, the solution associate to this points are spatially flat and empty (i.e. no cosmological
constant). Such peculiar forms of static universes are the result of the action of the non trivial geometrical
terms appearing in the field equations.
The existence of unstable static solutions in the phase space points to the existence in the context of
generalised hybrid metric-Palatini gravity to phenomena such as bounces, turning points, and loitering
phases, which are represented by the orbits bouncing against the static fixed points. These open the
way to a series of scenarios which could be interesting to investigate further.
Finally, note that for the particular case in Eq. (4.38), no finite nor asymptotic attractors were found.
One explanation for this result is that the orbits in the phase space do not tend asymptotically to a
given solution but could instead be closed upon themselves. A structure similar to this one occurs for
example in the frictionless pendulum, where the orbits are closed and there are no attractors in the
phase space. This structure could indicate that the solutions represented by orbits in the phase space
actually correspond to cyclic universes.
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Chapter 5
Junction conditions and thin shells in
the generalized hybrid metric-Palatini
gravity
In this chapter we study the junction conditions of a recently proposed modified theory of gravity called
generalized hybrid metric-Palatini gravity, which arises as a natural generalization of the successful
hybrid metric-Palatini gravity. We compute the junction conditions for a smooth matching of two regions
of the spacetime and also the conditions for a matching with a thin-shell of matter at the separation
hypersurface. The dynamically equivalent scalar-tensor representation of the theory is also derived and
the equivalent junction conditions in this representation are also computed for a smooth matching with
and without a thin-shell. These junction conditions are then used in two specific examples, the matching
of a Minkowski spacetime to a Schwarzschild spacetime with a thin shell separating the two spacetimes,
for which it is shown that, unlike in GR, the matching can only be performed at a specific value of
the shell radius that corresponds to the Buchdahl limit R = 9M/4; and also a matching between the
Minkowski spacetime and the Schwarzschild spacetime using a thick shell of constant density perfect
fluid, for which it is shown that a smooth matching between the fluid and the Schwarzschild exterior is
possible if we constrain the surface of the shell to the light ring R = 3M , and all the energy conditions
are satisfied for the whole spacetime.
5.1 Introduction
In the pursuit of finding solutions for the EFE in GR, sometimes the following situation arises: a hy-
persurface separates the whole spacetime into two regions which are described by two different metric
tensors expressed in two different coordinate systems. In these situations, it is natural to ask which
conditions must the two metric tensors satisfy in order for the two regions to be matched smoothly at the
hypersurface. These conditions are called the junction conditions.
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The junction conditions in GR have been deduced long ago [85, 86], and imply that the induced
metric across the hypersurface that separates the two spacetime regions must be continuous, and also
that the extrinsic curvature must be continuous. To obtain these conditions, a standard way consists
in writing the general metric gab for the whole spacetime as a sum of distribution functions defined
only in each of the two subspaces, via the use od the Heaviside distribution function Θ (l). One then
computes the geometrical quantities that depend on the metric, namely the Christoffel symbols Γcab,
the Riemann tensor Rabcd, the Ricci tensor Rab and the Ricci scalar R, insert these results into the
field equations, and verify which conditions must be satisfied by these quantities in order to avoid the
presence of divergences. These conditions have been used to derive new solutions for the EFEs, such
as constant density stars with an exterior schwarzschild, the Openheimer-Snyder stellar collapse [87],
and the matching between FLRW spacetimes with Vaidya (and consequently, Schwarzschild) exteriors
[88].
If the extrinsic curvature is not continuous, then the matching between the two regions of spacetime
can still be done but implies the existance of a thin-shell of matter at the junction radius[86, 89, 90]. The
thermodynamics of these shells has also been studied [91] and the shell’s entropy has been computed
in various specific cases such as rotating shells [92, 93] and electrically charged shells[94, 95]. Colisions
of spacetimes with two shells have also been studied with numerical approaches [96].
In the context of modified gravity, each modified theory of gravity will have its own junction conditions,
which must be deduced from the modified field equations and the equations of motion of the extra fields,
if any. In particular, the junction conditions have been deduced for f (R) theories of gravity with [97]
and without torsion [98, 99], scalar-tensor theories [100, 101], and also Gauss-Bonet gravity [102]. The
objective of this chapter is to deduce the junction conditions for smooth matching and matching with thin
shells in the generalized hybrid metric-Palatini gravity and provide examples of application.
5.1.1 Notation and assumptions
Let us now introduce a few considerations about the formalism used in this chapter. Let Σ be a hyper-
surface that separates the spacetime V into two regions, V+ and V−. Let us consider that the metric g+ab,
expressed in coordinates xa+, is the metric in region V+ and the metric g−ab, expressed in coordinates xa−,
is the metric in region V−, where the latin indeces run from 0 to 3. Let us assume that a set of coordi-
nates yα can be defined in both sides of Σ, where greek indeces run from 0 to 2. The projection vectors
from the 4-dimensional regions V± to the 3-dimensional hypersurface Σ are eaα = ∂xa/∂yα. We define
na to be the unit normal vector on Σ pointing in the direction from V− to V+. Let l denote the proper
distance or time along the geodesics perpendicular to Σ and choose l to be zero at Σ, negative in the
region V−, and positive in the region V+. The displacement from Σ along the geodesics parametrized
by l is dxa = nadl, and na = ∂al, where  is either 1 or −1 when na is a spacelike or timelike vector,
respectively, i.e. nana = .
We shall be working using distribution functions. For any quantity X, we define X = X+Θ (l) +
X−Θ (−l), where the indeces ± indicate that the quantity X± is the value of the quantity X in the
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region V±, and Θ (l) is the Heaviside distribution function, with δ (l) = ∂lΘ (l) the Dirac distribution
function. We also denote [X] = X+|Σ − X−|Σ as the jump of X across Σ, which implies by definition
that [na] = [eaα] = 0.
5.2 Geometrical representation
Let us first deduce the junction conditions in the geometrical representation of the theory. The equations
of motion in this representation are given by the field equations in Eq.(2.33) and the relation between
Rab andRab in Eq.(2.35). To simplify the analysis, we shall use Eq.(2.35) to cancel the terms depending
on Rab in Eq.(2.33), leading to
(Rab −∇a∇b + gab) (fR + fR)− 3
2
gabfR +
3
2fR
∂afR∂bfR − 1
2
gabf = 8piTab. (5.1)
Another thing we are going to need is an explicit form of the derivatives of the function f written in terms
of the derivatives of R and R. Considering that f is a function of two variables R and R, then we can
write the partial derivatives ∂afX , and the covariant derivatives ∇a∇bfX , with X being either R or R, as
∂afX = fXR∂aR+ fXR∂aR, (5.2)
∇a∇afX = fXR∇a∇bR+ fXR∇a∇bR+ fXRR∂aR∂bR+ fXRR∂aR∂bR+ 2fXRR∂(aR∂b)R. (5.3)
These results, along with = ∇c∇c, allow us to expand the terms with derivatives of fR or fR in Eq.(5.1)
and write them as derivatives of either R or R. We shall not write the resultant equation due to its size.
5.2.1 Smooth matching
In this subsection we shall derive the junction conditions of the geometrical representation of the gener-
alized hybrid metric-Palatini gravity. First of all, note that in the field equations given by Eq.(5.1) there is
a term dependent on Rab. Similarly to the GR case, when we write the metric gab in terms of distribution
functions,
gab = g
+
abΘ (l) + g
−
abΘ (−l) , (5.4)
this term is going to contribute with the two usual junction conditions in GR, i.e. the induced metric on Σ,
which is hαβ = gabeaαebβ must be continuous, and the extrinsic curvature Kαβ must also be continuous.
The first of these conditions comes from the fact that when one takes the derivative of the metric gab,
written in the distribution formalism, with respect to xγ , there will be terms depending on δ (l). When one
computes the Christoffel symbols, these terms must vanish because otherwise we would have products
of the form Θ (l) δ (l) which are not distributions and the formalism would cease to be valid. On the other
hand, the second junction condition assures that no δ (l) terms are present in the stress-energy tensor
Tab in the field equations. Note that this condition is not mandatory because it does not give rise to terms
of the form Θ (l) δ (l), and therefore if this condition is violated we can still perform the matching with a
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thin-shell of matter at the hypersurface Σ, which we shall see in the next section. These two conditions,
written in terms of the jumps of hαβ and Kαβ become
[hαβ ] = [Kαβ ] = 0. (5.5)
Now, notice that Eq.(5.1) depends directly on the function f , which can be any general function of R and
R. This means that, in general, there will be terms in f that are power-laws or products of R and R.
When we write these terms as distribution functions, this implies that R and R must not depend directly
on the Dirac δ (l) function, to avoid the presence of singular factors in these terms of the form δ (l), or
terms of the form Θ (l) δ (l) which are not distributions. In general, the Ricci scalar can be written in
terms of distribution functions as as
R = R+Θ (l) +R−Θ (−l) +Aδ (l) , (5.6)
where A = −2 [K] is a scalar related to the jump of the trace of the extrinsic curvature. Since A = 0 is
mandatory to avoid the presence of the δ (l) terms, then we have an extra junction condition which must
be verified, which is
[K] = 0. (5.7)
Note that this condition is automatically verified if Eq.(5.5) holds. However, if we consider the matching
with a thin shell, then we have to impose that Eq.(5.7) is verified even when Eq.(5.5) is not. SinceRab and
Rab are the Ricci tensors of metrics conformally related to each other, then imposing the conditions in
Eqs.(5.5) and (5.7) to the metric gab, automatically solves the same conditions for any metric conformally
related to gab. We then argue that R = gabRab can be written in terms of distribution functions as
R = R+Θ (l) +R−Θ (−l) . (5.8)
Computing the partial derivatives of R and R expressed in Eqs.(5.6) and (5.8) leads to
∂aR = ∂aR
+Θ (l) + ∂aR
−Θ (−l) + δ (l) [R]na,
∂aR = ∂aR+Θ (l) + ∂aR−Θ (−l) + δ (l) [R]na. (5.9)
In the field equations in Eq.(5.1), we can see that due to the existence of the term ∂afR∂bfR, there will
be terms depending on products of these derivatives, such as ∂cR∂cR, and the same for R. Given the
results in Eq.(5.9), these products would depend on δ (l)2, which are singular terms, or on Θ (l) δ (l),
which are not distributions. Therefore, to avoid the presence of these terms we obtain the junction
conditions for R and R as
[R] = [R] = 0, (5.10)
i.e., R and R must be continuous across the hypersurface Σ. Therefore, let us denote the values of R
and R at Σ as RΣ and RΣ, respectively. Using Eq.(5.10), the terms with first derivatives of R and R
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become regular. On the other hand, the second order terms can be written as
∇a∇bR = ∇a∇bR+Θ (l) +∇a∇bR−Θ (−l) + δ (l)na [∂bR] , (5.11)
R = R+Θ (l) +R−Θ (−l) + δ (l)na [∂aR] , (5.12)
and the same for R. Again, we want to avoid the presence of the singular terms depending on δ (l),
which implies the second junction condition for R and R as
[∂cR] = [∂cR] = 0, (5.13)
i.e., the first derivatives of R and R are continuous, or R and R cross the hypersurface Σ smoothly. The
same conditions as in Eq.(5.13) are also obtained if we apply the distribution formalism to the trace of
Eq.(2.35). If these conditions are verified, along with Eqs.(5.5),(5.7) and (5.10), then we can match the
two metrics g±ab smoothly on Σ. Note that the second order terms in R andR, unlike the first order terms,
are not multiplied by each other, and therefore terms of the form Θ (l) δ (l) will not appear in the field
equations even if Eq.(5.13) is not satisfied. Thus, this condition is not mandatory, and if not satisfied will
give rise to a thin shell of matter, which we shall discuss now.
5.2.2 Matching with thin shells
Let us now verify which of the conditions derived in the previous section must be verified in order to
do the matching featuring a thin shell of matter at the hypersurface Σ. To do so, we shall write the
stress-energy tensor Tab as a distribution function of the form
Tab = T
+
abΘ (l) + T
−
abΘ (−l) + δ (l)Sab, (5.14)
where Sab is the 4-dimensional stress-energy tensor of the thin shell, which can be written as a 3-
dimensional tensor at Σ as
Sab = Sαβe
α
ae
β
b . (5.15)
Now, let us keep all the functions in the previous section that give rise to terms proportional to δ (l) but
not to terms of the form Θ (l) δ (l), i.e., we shall keep [Kαβ ] 6= 0, [∂aR] 6= 0, and [∂aR] 6= 0. With these
considerations, the δ (l) terms in the field equations Eq.(5.1) at the hypersurface Σ can be written as
8piSαβ = − (fR + fR)  [Kαβ ] + hαβ
[(
fRR − 1
2
fRR
)
nc [∂cR] +
(
fRR − 1
2
fRR
)
nc [∂cR]
]
, (5.16)
where f and its derivatives are evaluated considering R = RΣ and R = RΣ. In this step, we used the
property naeaα = 0. The jumps of the derivatives of R and R are not independent of each other, and the
relationship between them can be obtained from the trace of Eq.(2.35) written in terms of the distribution
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functions, which in this case becomes
fRRna [∂aR] + fRRna [∂aR] = 0. (5.17)
Inserting Eq.(5.17) into Eq.(5.16) and raising one index using the inverse induced metric hαβ , yields
finally the equation that allows to compute the stress-energy tensor of the thin shell as
8piSβα = δ
β
αn
c [∂cR]
(
fRR − f
2
RR
fRR
)
− (fR + fR) 
[
Kβα
]
, (5.18)
where δβα = hβγhγα is the identity matrix. In this representation, Sβα is a diagonal matrix of the form
Sβα = diag (−σ, p, p) where σ is the surface density of the thin shell and p is the transverse pressure of
the thin shell. Using this representation and noticing that, since [K] = 0, the angular components of[
Kβα
]
are the same and
[
K00
]
= −2 [Kθθ ], then we obtain the surface density and the pressure of the thin
shell as
σ =

8pi
[
(fR + fR)
[
K00
]− nc [∂cR](fRR − f2RR
fRR
)]
, (5.19)
p =

8pi
[
nc [∂cR]
(
fRR − f
2
RR
fRR
)
+
1
2
(fR + fR)
[
K00
]]
. (5.20)
If the derivatives of the Ricci scalar R perpendicular to Σ and the extrinsic curvature Kβα are continuous
across Σ, then σ = p = 0 and we recover a smooth junction. Note that by Eq.(5.17), the jumps of the
normal derivatives of R and R are not independent and this extra condition must be verified in order for
the matching to be done.
5.3 Scalar-tensor representation
Let us now turn to the scalar-tensor representation of the theory. In this case, the equations of motion are
given by the field equations in Eq.(2.47) and the modified Klein-Gordon equations given by Eqs.(2.50)
and (2.51). It shall be clear after this section that the scalar-tensor formalism is easier to work with than
the geometrical formalism when it comes to junction conditions and thin shells, and then in the upcoming
sections we shall provide examples to shoe that explicitly.
5.3.1 Smooth matching
We shall now derive the junction conditions for the scalar-tensor representation of the generalized hybrid
metric-Palatini gravity. First of all, note that in the field equations given by Eq.(2.47), there is only one
term that depends on derivatives of the metric gab, which is the Einstein tensor Gab. This implies again
that the junction conditions for the metric are going to be the same as in GR, i.e., the induced metric on Σ,
which is hαβ = gabeaαebβ , must be continuous, and the extrinsic curvature Kαβ must also be continuous,
for the same reasons explained in the geometrical representation of the theory. Again, note that the
second junction condition for the metric is not mandatory because it does not give rise to terms of the
form Θ (l) δ (l), and therefore if this condition is violated we can still perform the matching with a thin-
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shell of matter at the hypersurface Σ. These two conditions can be written in terms of the jumps of hαβ
and Kαβ as
[hαβ ] = [Kαβ ] = 0. (5.21)
We are then left with the junction conditions for the scalar fields. To deduce these conditions, let us write
both scalar fiels generically as φ = {ϕ,ψ}, and write them as distribution functions of the form
φ = φ+Θ (l) + φ−Θ (−l) , (5.22)
where φ represents either ϕ or ψ. Computing the derivatives of the scalar fields in this distribution
representation yields
∂aφ = ∂aφ+Θ (l) + ∂aφ.Θ (−l) + δ (l) [φ]na = 0. (5.23)
Note that in the field equations given by Eq.(2.47), there are terms that depend on products of derivatives
of the scalar field, such as ∂cφ∂cφ. Given the result in Eq.(5.23), these products would have terms
depending δ (l)2, which are divergent, or terms of the form Θ (l) δ (l), which are not distribution functions.
Therefore, to avoid the presence of these terms, the first junction condition for the scalar fields implies
that
[ϕ] = [ψ] = 0, (5.24)
i.e., the scalar fields must be continuous across the hypersurface Σ. Then, let us define the value of the
scalar fields at Σ to be ϕΣ and ψΣ. Now, using Eq.(5.24), we verify that the terms ∂cφ∂cφ and ∂aφ∂bφ in
Eq.(2.47) become regular. On the other hand, the second order terms in the scalar fields become
∇a∇bφ = ∇a∇bφ+Θ (l) +∇a∇bφ−Θ (−l) + δ (l)na [∂bφ] , (5.25)
φ = φ+Θ (l) +φ−Θ (−l) + δ (l)na [∂aφ] . (5.26)
To avoid the presence of the divergent terms δ (l) in the field equations, second junction condition for the
scalar fields must be then
[∂cϕ] = [∂cψ] = 0, (5.27)
i.e., the first derivatives of the scalar fields are continuous, or the scalar fields cross the hypersurface Σ
smoothly. The same conditions are obtained when we apply the distribution formalism to the scalar field
equations given by Eqs. (2.50) and (2.51). If these conditions are verified, along with the junction con-
ditions for the metric in Eq.(5.21) and the first junction condition for the scalar fields written in Eq.(5.24),
then we can match the two metrics g±ab smoothly on Σ. Note that Eq.(5.27) is not mandatory since the
second order terms in the scalar fields, unlike the first order ones, are not multiplied by each other, and
thus no terms of the form Θ (l) δ (l) arise. This means that if Eq.(5.27) is not satisfied, the matching is
still possible with the help of a thin shell of matter at the hypersurface Σ, which we study now.
71
5.3.2 Matching with thin shells
Let us now verify which of the conditions derived in the previous section must be verified in order to
do the matching featuring a thin shell of matter at the hypersurface Σ. To do so, we shall write the
stress-energy tensor Tab as a distribution function of the form
Tab = T
+
abΘ (l) + T
−
abΘ (−l) + δ (l)Sab, (5.28)
where Sab is the 4-dimensional stress-energy tensor of the thin shell, which can be written as a 3-
dimensional tensor at Σ as
Sab = Sαβe
α
ae
β
b . (5.29)
Now, let us keep all the functions in the previous section that give rise to terms proportional to δ (l) but
not to terms of the form Θ (l) δ (l), i.e., we shall keep [Kαβ ] 6= 0, [K] 6= 0, [∂aϕ] 6= 0, and [∂aψ] 6= 0.
Using these considerations, the δ (l) factors of the modified field equations given by Eq.(2.47) at the
hypersurface Σ can be written as
8piSαβ = hαβn
c ([∂cϕ]− [∂cψ])− (ϕΣ − ψΣ)  ([Kαβ ]− [K]hαβ) , (5.30)
where K = Kαα is the trace of the extrinsic curvature. In this calculation, we used the fact that naeaα = 0.
On the other hand, the δ (l) factors of the scalar field equations given by Eqs.(2.51) and (2.50) become,
respectively
na [∂aψ] = 0, (5.31)
na [∂aϕ] =
8pi
3
S, (5.32)
where S = Sαα is the trace of the stress-energy tensor of the thin shell. Eqs.(5.31) and (5.32) are the
junction conditions for the scalar fields ψ and ϕ when we allow for a thin shell to exist at Σ. Inserting
these results into Eq.(5.30) we obtain
8pi
(
Sαβ − 1
3
hαβS
)
= − (ϕΣ − ψΣ) ([Kαβ ]− hαβ [K]) . (5.33)
Tracing Eq.(5.33) with the inverse induced metric hαβ cancels the stress-energy tensor terms and we
recover the result obtained in the geometrical representation of the theory
[K] = 0. (5.34)
This result implies that the extrinsic curvature does not need to be continuous at the hypersurface Σ like
it is needed for the smooth matching, but it must at least have a continuous trace across Σ, as expected
from the geometrical representation. Inserting this result into Eq.(5.33) and raising one of the indeces
using the inverse induced metric hαβ , yields finally the condition to compute the stress-energy tensor of
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the thin shell
8pi
(
Sβα −
1
3
δβαS
)
= − (ϕΣ − ψΣ)
[
Kβα
]
. (5.35)
where δβα = hαγhγβ is the identity matrix. In this representation, the tensor Sβα is a diagonal matrix
which can be written as Sβα = diag (−σ, p, p) where σ is the surface density of the thin shell and p is
the transverse pressure of the thin shell. Using this representation and noticing that, since [K] = 0, the
angular components of
[
Kβα
]
are the same and
[
K00
]
= −2 [Kθθ ], then Eqs.(5.35) and (5.32) in the form
16pi
3
(σ + p) =  (ϕΣ − ψΣ)
[
K00
]
, (5.36)
na [∂aϕ] =
8pi
3
(2p− σ) , (5.37)
become a system of two equations for the two unknowns σ and p. We can thus obtain the density and
transverse pressure of the thin shell in the final forms
σ =

8pi
[
(ϕΣ − ψΣ)
[
K00
]− na [∂aϕ]] (5.38)
p =

8pi
[
na [∂aϕ] +
1
2
(ϕΣ − ψΣ)
[
K00
]]
. (5.39)
If the derivatives of the scalar field ϕ perpendicular to Σ and the extrinsic curvature Kαβ are continuous
across Σ, then σ = p = 0 and we recover the smooth junction. Note that this result is equivalent to the
one obtained in the geometrical representation of the theory: when we map back ϕ = fR, use Eq.(5.2)
to expand the partial derivatives of fR, and use Eq.(5.13) to relate the partial derivatives of R and R, we
recover Eqs.(5.19) and (5.20).
5.4 Example: Minkowski to Schwarzschild
The simplest possible application for the junction conditions with thin shells is the matching between a
Minkowski spacetime to a Schwarzschild spacetime, as done in [91]. In this section, we start by showing
how to do the same analysis in the generalized hybrid metric-Palatini gravity in both the geometrical
and the scalar-tensor representations of the theory, thus emphasizing the equivalence between the
two formalisms. We then extend our analysis to a more complicated spacetime in which the matching
between the interior Minkowski solutions and the exterior Schwarzschild solution is performed via the
use of thick shell of perfect fluid with a constant density. For simplicity, this latter example is done in the
scalar-tensor representation of the theory.
5.4.1 With a thin shell
Matching in the geometrical representation
In this section we shall provide a simple example of how to use the junction conditions derived above to
match two different spacetimes with a thin shell in between. To do so, let us consider a very simple form
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of the function f (R,R) given by
f (R,R) = g (R) +Rh
(
R
R0
)
(5.40)
where g (R) and h (R/R0) are well behaved functions of their arguments, and R0 is a constant with units
of R. For this specific choice of the function f , we can write the derivatives fR and fR as
fR = g
′ (R) + h′
(
R¯
) R¯, fR = h (R¯) , (5.41)
where R¯ = R/R0 and R¯ = R/R0 are now adimentional variables. Now, Eq.(2.35) becomes an equation
for Rab as a function of Rab and R as
Rab = Rab − 1
h
(
R¯
) (∇a∇b + 1
2
gab
)
h
(
R¯
)
+
3
2h
(
R¯
)2 ∂ah (R¯) ∂bh (R¯) . (5.42)
Notice now the importance of our specific choice of the function f in Eq.(5.40). This choice allows us
to write Rab as a function of Rab and R only, implying that we can use Eq.(5.42) and its trace, and use
Eqs.(5.40) and (5.41) to cancel the terms depending on Rab and R in the modified field equation given
in Eq.(2.33) and obtain an equation that only depends on the metric gab and its derivatives (we shall
not write this equation due to its size). This is not possible in general. For any choice of the function f
for which fR depends on R, Eq.(2.35) becomes a partial differential equation for R and the problem is
much more complicated.
Consider now the line elements of the Minkowski and Schwarzschild spacetimes given in spherical
coordinates (t, r, θ, φ) by
ds2 = −dt2 + dr2 + r2dΩ2, (5.43)
ds2 = −
(
1− 2M
r
)
dt2 +
1
1− 2Mr
dr2 + r2dΩ2, (5.44)
respectively, where M is the Schwarzschild mass, and dΩ2 = dθ2 + sin2 θdφ2. Both these spacetimes
are solutions of the modified field equations in vacuum, i.e. with Tab = 0. Also, both solutions have R = 0
and consequently R = 0 by Eq.(5.42). Thus, for these spacetimes the junction conditions [R] = [R] = 0
and [∂cR] = [∂cR] = 0 are automatically satisfied.
The junction condition for the jump of the trace of the extrinsic curvature, [K] = 0 is given in this case
by the equation
[K] = −2
r
− 3M − 2r
r2
√
1− 2Mr
= 0 (5.45)
Solving Eq.(5.45) for r one obtains r = 9M/4 ≡ rΣ, which corresponds to the buchdahl limit for compact-
ness of a fluid star. This is the main difference between GR and the generalized hybrid metric-Palatini
gravity and it is also a feature of other simpler theories like f (R) and the non-generalized version of the
hybrid metric-Palatini gravity. In GR, the matching between these two spacetimes could be performed
for any value of the radial coordinate r > 2M outside the event horizon of the Schwarzschild solution.
However, in here we are forced to perform the matching at a specific value of r to satisfy the extra [K] = 0
junction condition.
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Notice that the jump in the extrinsic curvature [Kab] is never zero, and thus we need a thin shell at
r = rΣ to perform the matching. Let us now study the stress-energy tensor of this thin shell. From
Eqs.(5.19) and (5.20) we obtain for our specific case
σ = 2p =
1
8pi
{[
g′ (R) + h
(
R¯
)] [
K00
]}
, (5.46)
where we have used  = 1 since na points in the radial direction and thus is a spacelike vector. Also, in
this case
[
K00
]
must be computed at r = rΣ from which we obtain
[
K00
] |r=rΣ = 1627M > 0. (5.47)
Now we just have to specify the forms of the functions g and h. Choosing g (R) = R and h (R/R0) =
1 + R/R0, for which the function f has the very simple form f (R,R) = R +R + (RR) /R0. We obtain
then, for our solutions with R = R = 0 that
σ = 2p =
4
27piM
. (5.48)
For this particular choice of the function f , all the energy conditions are satified at the shell.
Matching in the scalar-tensor representation
To emphasize the equivalence between the geometrical and the scalar-tensor representations of the
theory, let us now perform the calculations in the scalar-tensor representation. Using the same choice
of the function f given by f (R,R) = R + R + (RR) /R0, the scalar fields ϕ and ψ can be written as
invertible functions of R and R as
ϕ = 1 +
R
R0
⇔ R = R0 (ϕ− 1) , (5.49)
− ψ = 1 + R
R0
⇔ R = −R0 (ψ + 1) , (5.50)
respectively. This invertibility allows us to find the form of the potential V (ϕ,ψ) associated with the
specific choice of the function f by Eq.(2.45), from which we obtain
V (ϕ,ψ) = V0 (ϕ− 1) (ψ + 1) , (5.51)
where V0 = −3R0 is a constant. Plugging the metrics for the Minkowski and Schwarzschild spacetimes
given in Eqs.(5.43) and (5.44) respectively, and the potential in Eq.(5.51) into the modified field equations
for the scalar-tensor representation from Eq.(2.47), yields a PDE for the fields ϕ and ψ. This equation,
along with the two scalar field equations given by Eqs.(2.50) and (2.51), is a set of three PDEs for the
two scalar fields ϕ and ψ. A solution for these equations is ϕ = 1 and ψ = −1, constants. The same
result can be obtained directly from Eqs.(5.49) and (5.50) by setting R = R = 0.
Since the scalar fields are constant through the two spacetimes, the junction conditions [ϕ] = [ψ] = 0
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and [∂cϕ] = [∂cψ] = 0 are automatically verified. Also, since the metrics are the same, then the condition
[K] = 0 also yields the constraint r = rΣ = 9M/4, and thus
[
K00
]
= 16/ (27M) at this hypersurface. The
density and transverse pressure of the thin shell are then given by Eqs.(5.38) and (5.39) as
σ = 2p =
1
8pi
{
(ϕ− ψ) [K00]} = 427piM , (5.52)
in agreement with Eq.(5.48), as expected. Again, all the energy conditions are satisfied at the shell.
5.4.2 With a perfect fluid thick shell
Solution for the constant density perfect fluid shell
In this section we aim to build a spacetime that consists of an interior Minkowski spacetime, a shell of
perfect fluid with a finite thickness, and an exterior Schwarzschild spacetime. We shall be working in the
scalar-tensor representation of the theory assuming V (ϕ,ψ) = 0 to simplify the problem. This choice
of the potential, using Eq.(2.45), can be shown to be equivalent to chosing a function f of the form
f (R,R) = Rg (R/R) + Rh (R/R), for some well-behaved functions g and h (see Sec.3.4.1 where we
considered V = V0 constant and take the limit V0 = 0). In this representation, it can be shown that if
ϕ(i,e) = ϕ
(i,e)
0 and ψ
(i,e) = ψ
(i,e)
0 6= ϕ(i,e)0 , for some constants ϕ(i,e)0 and ψ(i,e)0 , where the indeces (i, e)
denote the interior and exterior regions of the spacetime respectively, then the Minkownski (interior) and
Schwarzschild (exterior) spacetimes described by the line elements
ds2(i) = −dt2 + dr2 + r2dΩ2, (5.53)
ds2(e) = −
(
1− 2M
r
)
dt2 +
1
1− 2Mr
dr2 + r2dΩ2, (5.54)
respectively, are solutions of the modified field equations and scalar field equations given by Eqs.(2.47)
to (2.50) in vacuum i.e. with Tab = 0. Thus, we only have to find a solution for the thick shell of matter
in between these two spacetimes. We shall use no index for the variables in this region to distinguish
between the interior and exterior regions. To do so, let us assume a general form of a spherically
symmetric and static metric of the form
ds2 = −eζ(r)dt2 +
[
1− 2m (r)
r
]
dr2 + r2dΩ2, (5.55)
where ζ (r) is called the redshift function and 2m (r) = b (r), with b (r) the shape function, all as-
sumed to be functions of the radial coordinate only to preserve the staticity of the solution. We shall
also assume that the distribution of matter can be described by an anisotropic perfect fluid, i.e. T ba =
diag (−ρ, pr, pt, pt), where ρ (r) is the energy density, pr (r) is the radial pressure, and pt (r) is the trans-
verse pressure, all functions of the radial coordinate only. Inserting Eq.(5.55) and the ansatz for Tab into
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Eqs.(2.47) to (2.50) yields a set of five independent equations which read, after rearrangements:
κ2ρ =
2m′
r2
(ϕ− ψ)− 3
4
(
1− 2m
r
)
ψ′2
ψ
+ (ϕ′ − ψ′)
(
3m
r
+m′ − 2
)
− (r − 2m) (ϕ′′ − ψ′′) (5.56)
κ2pr =
ϕ− ψ
r
[(
1− 2m
r
)
ζ ′ − 2m
r2
]
+
[
(ϕ′ − ψ′)
(
2
r
+
ζ ′
2
)
− 3
4
ψ′2
ψ
](
1− 2m
r
)
, (5.57)
κ2pt =
ϕ− ψ
2
[(
1− 2m
r
)(
ζ ′′ +
ζ ′2
2
)
+
ζ ′
r
(
1−m′ − m
r
)
− 2
r2
(
m′ − m
r
)]
+ (5.58)
+
(
1− 2m
r
)[
(ϕ′′ − ψ′′) + 3
4
ψ′2
ψ
]
+ (ϕ′ − ψ′)
[
ζ ′
2
(
1− 2m
r
)
+
1−m′
r
− m
r2
]
,
ψ′′ − ψ
′2
2ψ
+
ψ′
2r
[
4 + rζ ′ − 2 (m
′r −m)
r − 2m
]
= 0, (5.59)
(
ζ ′′ +
ζ ′2
2
)(
1− 2m
r
)
− 4m
′
r2
− ζ
′
r
(
3m
r
+m′ − 2
)
= 0, (5.60)
where a prime denotes a derivative with respect to r. Eq.(5.60) is obtained by subtracting Eq.(2.51)
from Eq.(2.50), using Eqs.(5.56) to (5.58) to cancel the terms depending on ρ, pr and pt, and assuming
ϕ 6= ψ. We now have a set of five independent equations for seven independent variables, namely ρ, pr,
pt, ϕ, ψ, m and ζ. This means that we can impose two constraints to determine the system. The first
constraint we impose is simply that ψ = ψ0 is a constant, which imediatly verifies Eq.(5.59). Then, we
choose to impose a constraint on the function m of the form
m (r) = M
(
r
R
(e)
Σ
)α
, (5.61)
where M is a constant with units of mass that will correspond to the Schwarzschild mass of the exterior
solution, R(e)Σ is a constant with units of r that, upon matching with the exterior Schwarzschild spacetime,
will correspond to the radius of the outer surface of the thick shell, and α is an exponent that we set to
α = 1 to guarantee the existance of analytical solutions. A more realistic solution could be analysed by
setting α = 3 and solving the equations numerically. It can be seen that for r = 0 we obtain m = 0, i.e.
there is no mass inside a sphere of radius zero, and also that m
(
r = R
(e)
Σ
)
= M , which is in agreement
with the mass of the exterior Schwarzschild spacetime.
Inserting Eq.(5.61) into Eq.(5.60) yields a second order ODE for the function ζ (r) which can be
solved analytically for the general solution
ζ (r) = ζ0 − (1 + β) log
( r
M
)
+ 2 log
[( r
M
)β
+ ζ1
]
, (5.62)
β =
√
1 + 6M¯
1− 2M¯ , M¯ =
M
R
(e)
Σ
,
and ζi are constants of integration. In this case, we set ζ1 = 0 and leave ζ0 as a free parameter. This
parameter will be useful later when we have to impose the continuity of the metric at R(e)Σ . Now we are
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interested in finding solutions with constant density. To do so, we insert Eqs.(5.62) and (5.61), along with
the constraint ψ = ψ0 into Eq.(5.56) and search for solutions for ϕ that guarantee that the right hand side
(and consequently ρ) are constant. The solution for ϕ is extremely long so we shall not write it explicitly.
Inserting these solutions for m, ζ, ϕ and ψ into Eqs.(5.57) and (5.58) yields the results for both pr and
pt and our solution is complete. We do not show the solutions explicitly due to their size, but the results
are plotted in Fig.5.1.
Exterior matching with a Schwarzschild spametime
Let us now turn to the matching between the thick shell and the exterior Schwarzschild spacetime. In
this case, a smooth matching between these two spacetimes is possible. Since we have chosen ψ = ψ0
to be a constant, the junction conditions [ψ] = 0 and [∂cψ] = 0 are automatically satisfied as long as we
choose ψ0 = ψ
(e)
0 .
For the matching to be smooth we have to impose that [ϕ] = 0 and [∂cϕ] = 0. The first of these two
matching conditions can be satisfied simply by setting ϕ(e)0 = ϕ
(
R
(e)
Σ
)
. The second junction condition
can be analysed by differentiating the solution for ϕ in the thick shell and equaling it to zero. This solution
depends on two integration constants, namely ϕ1 and ϕ2, and also on M¯ .
It is also natural to search for solutions in which the pressure vanishes at the surface, i.e. pr
(
R
(e)
Σ
)
=
pt
(
R
(e)
Σ
)
= 0. The solutions for pr and pt also depend on ϕ1, ϕ2, and M¯ . We therefore can write three
equations:
pr
(
R
(e)
Σ
)
= 0, pt
(
R
(e)
Σ
)
= 0, ∂rϕ
(
R
(e)
Σ
)
= 0, (5.63)
and solve them for the three constants ϕ1, ϕ2 and M¯ . Doing so, we obtain M¯ = 1/3, ϕ1 = 54piM4ρ0
and ϕ2 = 40piMρ0. These results guarantee that the junction condition [∂cϕ] = 0 is satisfied. Note that
M¯ = 1/3 implies that R(e)Σ = 3M , that is, for the matching to be smooth and also for the pressures to
vanish at the surface of the shell, one has to perform the matching exactly at the radius of the light ring.
Using the obtained values for ϕ1, ϕ2, and M¯ , the scalar field ϕ in the shell can then be written as
ϕ (r) = ψ0 +
(
54M4
r2
+ 40Mr − 6r2
)
piρ0. (5.64)
At the surface, we have ϕ (3M) = 72M2piρ0 = ϕ
(e)
0 , and we guarantee that [ϕ] = 0 is satisfied.
Finally, one has to verify that the metric gab and the extrinsic curvature Kab are continuous at the
surface of the shell. Inserting M¯ = 1/3 into Eq.(5.62), one verifies that gtt of the shell can be written as
gtt = −eζ0
( r
M
)β−1
= −eζ0
( r
M
)2
. (5.65)
Imposing continuity of this result with the exterior metric at the surface r = R(e)Σ yields the equation
eζ0
(
R
(e)
Σ
M
)2
= 1− 2M
R
(e)
Σ
. (5.66)
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Figure 5.1: Density ρ, radial pressure pr and transverse pressure pt of the thick shell solution in
Eq.(5.55), normalized to ρ0, with ζ0 = − log (27), M¯ = 1/3, ϕ1 = 54piM4ρ0 and ϕ2 = 40piMρ0.
But R(e)Σ = 3M , from which we obtain ζ0 = − log (27). These values of the parameters ζ0, ϕ(e)0 , ϕ1, ϕ2
and M¯ guarantee that the matching between the fluid shell and the exterior Schwarzschild solution is
smooth.
Interior matching with a Minkowski spametime
The fluid shell solution features some problems for small values of the radial coordinate r. First of all, in
the limit r → 0 the redshift function ζ diverges and gtt = 0, which corresponds to an horizon. Also, in this
limit both the pressures pr and pt diverge, and even far from the limit there are regions where pr becomes
negative and the energy conditions are violated. Therefore, for our solution to have physical significance,
we have to perform a matching with a regular interior solution, that we choose to be Minkowski. Let us
assume then that the interior metric can be written as
g
(i)
ab = Ωηab, (5.67)
where ηab is the Minkowski metric and Ω is a constant conformal factor. The metric g
(i)
ab is a solution of
the modified field equations when V = 0, ϕ(i) = ϕ(i)0 and ψ
(i) = ψ
(i)
0 for some constants ϕ
(i)
0 and ψ
(i)
0 .
The junction conditions [ψ] = 0 and [∂cψ] = 0 are then automatically satisfied if we choose ψ
(i)
0 = ψ0 of
the thin shell, which is still a free parameter.
Using the metrics in Eqs.(5.55) and (5.67), one verifies that the junction condition [K] = 0 imposes a
constraint on the value of Ω, which is Ω = 4/3, rather than a constraint on the coordinate r. In this case,
the condition is satisfied for any r and we can choose to perform the matching at any r = R(i)Σ that we
find appropriate.
To find a suitable radius to perform the matching, let us consider the validity of the energy conditions.
As can be seen from Fig.5.1, ρ is always positive as long as we choose ρ0 > 0, which we can because
it is still a free parameter. Then, it can be shown that for r & 2.08787M we have ρ > 0, ρ + pr > 0,
ρ + pt > 0, ρ > |pr|, ρ > |pt|, and ρ + pr + 2pt > 0, and all the energy conditions are satisfied in this
region. Also, in this region we have both pr > 0 and pt > 0, which are important conditions to the
physical significance of the solution. We shall thus perform the matching for some r = R(i)Σ between
79
∼ 2.08787M and 3M .
We can now compute the surface density and pressure of the thin shell using Eqs.(5.38) and (5.39),
where we use [∂cϕ] = −∂rϕ, where ∂rϕ is the derivative of Eq.(5.64), and
[
K00
]
= 1/
(√
3r
)
from which
we obtain
σ =
ρ0
12r3
[
27
(√
3− 6
)
M4 + 20
(
3 +
√
3
)
Mr3 − 3
(
6 +
√
3
)
r4
]
, (5.68)
p =
ρ0
24r3
[
27
(
12 +
√
3
)
M4 + 20
(√
3− 6
)
Mr3 − 3
(√
3− 12
)]
, (5.69)
respectively, where we considered again  = 1 because na points in the radial direction and thus is
a spacelike vector. For ρ0 > 0, we verify that in the region ∼ 2.08787M < r < 3M we have σ > 0,
σ + p > 0, σ > |p| and σ + 2p > 0, from which we conclude that all the energy conditions are verified no
matter the value of R(i)Σ that we choose in this region, and we can perform the matching anywhere. To
simplify, let us choose R(i)Σ = 2.5M from which we obtain σ ∼ 2.43963Mρ0 and p ∼ 0.640817Mρ0.
The only step left to complete the matching is to verify the junction condition [ϕ] = 0. Using Eq.(5.64)
we verify that ϕ (2.5M) = (3557/50)M2piρ0 + ψ0. Since the constant ϕ
(i)
0 of the interior solution is a
free parameter, we can choose ϕ(i)0 = ϕ (2.5M) and the matching is complete. The final solution still
has three free parameters, namely M , ρ0 and ψ0 that can be chosen to be anything. Ideally, one should
choose ψ0 < ϕ everywhere, to guarantee that the coupling (ϕ− ψ) in the field equations is positive.
5.5 Conclusions
In this chapter we have deduced the junction conditions for a smooth matching with and without a thin
shell of matter for both the geometrical and the scalar-tensor representation of the generalized hybrid
metric-Palatini gravity. As expected, the presence of extra fields and the generalizarion of the action to
f (R,R) leads to new junction conditions in both representations, which implies that matched solutions
in GR may not necessarily be solutions in this theory, e.g., self-gravitating thin shells of matter are
contrained to have a specific radius R = 9M/4, unlike in GR where they can have any radius R > 2M
for a given mass M .
In the geometrical representation of the theory, we obtained some expected results, namely the fact
that the trace of the extrinsic curvature and the Ricci scalar must be continuous for a smooth matching,
and also that the normal derivative of the Ricci scalar might or not be continuous, giving rise to the
existance of a thin shell of matter if not. These results are the same as obtained for f (R) theories.
Given the conformal relation between R and R, it was also expected that the continuity of R implied the
continuity of R. Also, this conformal relation implies, in the case of a matching with a thin shell, that the
jump of the derivatives of R and R does not contribute independently to the stress energy tensor of the
shell. In fact, the two quantities must have a specific relation, expressed in Eq. (5.17).
Some other expected results also appeared in the scalar-tensor representation of the theory. Just
like previously obtained for the Brans-Dicke theory of gravity, we verified that the scalar fields and their
normal derivatives must be continuous for the matching to be smooth. However, since only the scalar
field ϕ is coupled to matter, we verified that only the derivative of ϕ is allowed to be discontinuous in
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order to contribute to the stress energy of the thin shell. Also, unlike the Brans-Dicke case, the trace of
the extrinsic curvature must also be continuous, which emphasizes the relation between the geometrical
and the scalar-tensor representation of the theory.
Although the equivalence between the two representations can be obvious in some results such as
the continuity of the trace of the extrinsic curvature or the direct implication between the continuity of the
scalar fields to the continuity of R and R, the equivalence of the remaining results is not so obvious. In
the results for the density and transverse pressure of the thin shell, we verify that a transformation ϕ = fR
in the scalar-tensor results yields the same expression as obtained for the geometrical representation.
Also, the relation between the derivatives of R and R given by Eq. (5.17) can also be found in the scalar
tensor representation, although not so obviously, through Eq. (5.31), since a replacement ψ = fR here
leads to the correct relation. We may then conclude that, as expected, the junction conditions in both
representations are equivalent.
The importance and usefulness of these conditions is explicit where we successfully deduced a
three-region toy model solution to the modified field equations representing a constant density shell of
perfect fluid with a finite thickness. The use of the junction conditions allowed us to satisfy all the energy
conditions for the whole space time, and also avoid problems in the metric such as horizons. Other more
realistic solutions could also be obtained numerically by choosing α = 3 in the ansatz for m (r), which is
out of the scope of this thesis.
Another interesting system studied in GR using the junction conditions is the Oppenheimer-Snyder
collapse of a FLRW dust sphere into a black-hole. Unfortunately, similarly to the f (R) case, this solution
can not be obtained in the GHMPG theory due to the fact that the Ricci scalar R must be continuous
across the matching hypersurface and this solution presents two different values of R for the inside and
the outside solutions. Finding a solution for a collapsing star in this theory is still an open problem and
will be adressed in a future work.
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Chapter 6
Wormhole solutions in the generalized
hybrid metric-Palatini gravity
Wormhole solutions in a generalized hybrid metric-Palatini matter theory are found. The solutions are
worked out in the scalar-tensor representation of the theory. The main interest in the solutions found is
that the matter field obeys the null energy condition (NEC) everywhere, including the throat and up to
infinity, so that there is no need for exotic matter. The wormhole geometry with its flaring out at the throat
is supported by the higher-order curvature terms, or equivalently, by the two fundamental scalar fields,
which either way can be interpreted as a gravitational fluid. Thus, in this theory, in building a wormhole,
it is possible to exchange the exoticity of matter by the exoticity of the gravitational sector. The specific
wormhole displayed, built to obey the matter NEC from the throat to infinity, has three regions, namely,
an interior region containing the throat, a thin shell of matter, and a vacuum Schwarzschild anti-de Sitter
(AdS) exterior region. For hybrid metric-Palatini matter theories this wormhole solution is the first where
the NEC for the matter fields is verified for the entire spacetime keeping the solution under asymptotic
control, in this case asymptotically AdS.
6.1 Introduction
Within general relativity, wormholes were found as exact solutions connecting two different asymptoti-
cally flat regions of spacetime [103–105] as well as two different asympotically de Sitter (dS) or anti-de
Sitter (AdS) regions [106]. The fundamental ingredient in wormhole physics is the existence of a throat
satisfying a flaring-out condition. In general relativity this geometric condition entails the violation of the
null energy condition (NEC). This NEC states that Tabkakb ≥ 0, where Tab is the matter stress-energy
tensor and ka is any null vector. Matter that violates the NEC is denoted as exotic matter. Wormhole so-
lutions have been also found in other theories, the most relevant being the Brans-Dicke theory [107, 108].
In these works the NEC for the matter is also violated. However due to its nature, it is important and
useful to minimize its usage.
In fact, in the context of modified theories of gravity, it has been shown in principle that normal matter
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may thread the wormhole throat, and it is the higher-order curvature terms, which may be interpreted as
a gravitational fluid, that support these nonstandard wormhole geometries. Indeed, in [109] it was shown
explicitly that in f(R) theories wormhole throats can be theoretically constructed without the presence
of exotic matter, in [110] nonminimal couplings were used to build such wormholes, and in [111] generic
modified gravities were used also with that aim in mind, i.e., the wormhole throats are sustained by the
fundamental fields presented in the modified gravity alone. This type of solutions were also found in
Brans-Dicke theories [112], and in a hybrid metric-Palatini gravitational theory [113]. It is our aim to find
wormhole solutions whose matter obeys the NEC not only at the throat but everywhere in a generalized
hybrid metric-Palatini gravity.
In this chapter, our aim is to find static and spherically symmetric wormholes solutions in the gen-
eralized f(R,R) hybrid metric-Palatini matter theory in which the matter satisfies the NEC everywhere,
from the throat to infinity, so there is no need for exotic matter. This fills a gap in the literature as most of
the work that has been done in this area has been aimed at finding solutions where the NEC is satisfied
solely at the wormhole throat paying no attention to the other regions. Also, we find that matter also sat-
isfies the weak energy condition (WEC) which states that Tabuaub ≥ 0, where ua is any timelike vector,
for the entire spacetime except for the needed thin-shell of matter.
6.2 Wormhole ansatz and equations
In this section we shall derive the equations and conditions for our wormhole solution to be not only
traversable but also to not violate the NEC. We start by imposing that the wormhole solutions are de-
scribed by a static and spherically symmetric metric which is diagonal in the usual spherical (t, r, θ, φ)
coordinates and whose line element has the form
ds2 = −eζ(r)dt2 +
[
1− b (r)
r
]−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
, (6.1)
where ζ (r) is known as the redshift function and b (r) is the shape function. The shape function
b(r) should obey the boundary condition b (r0) = r0, where r0 is defined as the radius of the worm-
hole throat, and also the flaring-out condition discussed in the upcoming sections. We further as-
sume that matter is described by an anisotropic perfect fluid, i.e., the stress-energy tensor is given
by T ab = diag (−ρ, pr, pt, pt), from which T = −ρ + pr + 2pt where ρ (r) is the energy density, pr (r) is
the radial pressure, and pt (r) is the radial pressure, all assumed to be functions of r only to preserve
the staticity of the solution. We shall be working in the scalar-tensor representation of the theory, for
which the field equations are given by Eq.(2.47) and the scalar field equations are given by Eqs.(2.50)
and (2.51), where the scalar fields ϕ (r) and ψ (r) are also assumed to be functions of r only.
Under these assumptions, Eq.(2.47) has three independent components given by
(ϕ− ψ) b
′
r2
− (ϕ− ψ)
′
2r
(1− b′)− V
2
−
(
1− b
r
)[
(ϕ− ψ)′′ + 3 (ϕ− ψ)
′
2r
+
3ψ′2
4ψ
]
= κ2ρ, (6.2)
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(ϕ− ψ)
[
ζ ′
r
(
1− b
r
)
− b
r3
]
+
(
1− b
r
)[
−3ψ
′2
4ψ
+
2 (ϕ− ψ)′
r
+
ζ ′ (ϕ− ψ)′
2
]
+
V
2
= κ2pr, (6.3)
(ϕ− ψ)
[(
1− b
r
)(
ζ ′′
2
+
ζ ′2
4
+
ζ ′
2r
)
+
b− rb′
2r3
(
1 +
ζ ′r
2
)]
+
ϕ′
2r
(1− b′) + V
2
+
+
(
1− b
r
)[
(ϕ− ψ)′′ + ζ
′ (ϕ− ψ)′
2
+
3ψ′2
4ψ
+
(ϕ− ψ)′
2r
]
= κ2pt (6.4)
respectively, where a prime ′ denotes a derivative with respect to the radial coordinate r. These equa-
tions will work as equations for the matter fields ρ, pr and pt. An equation for the scalar field ψ can be
obtained directly from Eq.(2.51), which becomes
(
1− b
r
)(
ψ′′ +
ζ ′ψ′
2
+
3ψ′
2r
− ψ
′2
2ψ
)
+
ψ′
2r
(1− b′)− ψ
3
(Vϕ + Vψ) = 0. (6.5)
The equation for the scalar field ϕ given by Eq.(2.50) is extremely complicated for it not only depends
on both scalar fields ϕ and ψ but also on the matter fields ρ, pr and pt via the trace T . To find a more
suitable equation to work with, we use Eqs.(6.2) to (6.4) to write T as a function of the scalar fields ϕ and
ψ, and the metric functions ζ and b. We insert the result into Eq.(2.50) and use Eq.(6.5) to cancel the
terms depending on ψ′′ (or equivalently, into the difference between Eqs.(2.50) and (2.51)). The result
is an equation that only depends on ϕ via the potential as
(
1− b
r
)(
ζ ′′ +
ζ ′2
2
+
2ζ ′
r
)
− b+ rb
′
r3
+
b− rb′
r3
(
1 +
rζ ′
2
)
+ Vϕ = 0. (6.6)
We thus have a system of five independent equations given by Eqs.(6.2) to (6.6) for eight independent
variables, namely the scalar fields ϕ and ψ, the matter fields ρ, pr and pt, the metric functions ζ and b,
and the potential V . This means that one can impose three extra constraints to the problem to close the
system and obtain an unique solution.
6.2.1 Null energy condition
The main aim in our wormhole construction is that throughout the wormhole solution the matter must
obey the NEC. In pure general relativity, it is known that at the wormhole throat, the NEC for the matter
fields is violated in order to allow for the wormhole flare out [104]. In the scalar representation of the
generalized hybrid metric-Palatini gravity that we are studying, the gravitational field is complemented
by the two other fundamental gravitational fields, the scalar fields ϕ and ψ, whereas the matter fields
in this theory are still encoded in the stress-energy tensor Tab. Thus, to allow for a mandatory flare
out, the matter Tab can obey the NEC, as long as some appropriate combination of Tab with the other
fundamental fields does not obey the NEC.
To build such a wormhole might be a difficult task as the NEC can be obeyed in a certain region and
then be violated at some other region. Our strategy is then the following. The most critical radius is the
wormhole throat radius. So we impose that the NEC for the matter fields is obeyed at the throat and
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its vicinity. We then look for a solution in the vicinity of the throat. When the solution starts to violate
the NEC above a certain r away from the throat, we cut the solution there. We then join it to a vacuum
solution for larger radii and build a thin shell solution at a junction radius up to which the matter fields
obey the NEC.
To be specific, we start by finding wormhole solutions for which the matter threading the throat is
normal matter, i.e., the matter stress-energy tensor Tabkakb, for two null vectors ka and kb, must obey
the NEC, i.e., Tabkakb ≥ 0. This NEC is to be obeyed at the throat and its vicinity. Noting that Tab is of
the form T ab = diag (−ρ, pr, pt, pt), taking into account Eqs.(6.2) to (6.4), and choosing in the frame of
Eq.(6.1) a null vector ka of the form ka = (1, 1, 0, 0), one obtains from Tabkakb ≥ 0 that
ρ+ pr ≥ 0. (6.7)
For a null vector ka of the form ka = (1, 0, 1, 0), we find that Tabkakb ≥ 0 means
ρ+ pt ≥ 0. (6.8)
It might happen that the weak energy condition (WEC) for the matter alone is also be obeyed at the
wormhole throat, although in our wormhole construction we do not impose it. To verify whether the WEC
is verified or not, we choose a timelike vector ua of the form ua = (1, 0, 0, 0), and see if Tabuaub ≥ 0. For
a perfect fluid this becomes
ρ ≥ 0. (6.9)
Thus the matter fields that build the wormhole we are constructing must obey the NEC Eqs.(6.7) and
(6.8), and might, but not necessarily, obey the WEC Eq.(6.9).
6.2.2 Flaring-out condition
The shape function b(r) obeys two boundary conditions. The first one already metioned is b (r0) = r0,
where r0 is the radius of the wormhole throat. Secondly, the fundamental condition in wormhole physics
is that the throat flares out which is translated by the condition at the throat (b−b′r)/b2 > 0. This imposes
that at the throat we have [103, 104]
b′ (r0) < 1, (6.10)
Which is known as the flaring-out condition. This condition is general. Indeed it is a condition on the
Einstein tensor Gab. In general relativity, since the field equation is Gab = κ2Tab, it is also a condition
on the matter stress-energy tensor Tab and it directly implies that Tab violates the NEC. However, in the
scalar field representation of the generalized hybrid metric-Palatini theory there are two extra gravita-
tional fundamental fields ϕ and ψ. So, the flaring out condition on Gab, in the hybrid generalization,
translates into a condition on a combination of the matter stress-energy Tab with an appropriate tensor
built out of ϕ, ψ, and geometric tensorial quantities. Let us see this in detail. Note that Eq. (2.47) can be
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written in the form
(ϕ− ψ) (Gab +Hab) = κ2Tab, (6.11)
Hab =
1
ϕ− ψ [(ϕ−ψ +
1
2
V +
3
4ψ
∂cψ∂cψ)gab − 3
2ψ
∂aψ∂bψ −∇a∇bϕ+∇a∇bψ]. (6.12)
We can define for clarity an effective stress-energy tensor T (eff)ab as T
(eff)
ab =
Tab
ϕ−ψ − Habκ2 . Our aim,
defined from the start, is that the NEC on the matter Tab is obeyed everywhere, including the wormhole
throat. But, since for wormhole construction one needs to flare out at the throat then the NEC on T (eff)ab
has to be violated there. This means that the contraction of the effective stress-energy tensor with two
null vectors, ka and kb say, must be negative, i.e., T effab k
akb < 0, at the throat. From the definition of
T effab above, this condition can be converted into Tabk
akb − gHab kakb < 0, where g(ϕ,ψ) ≡ ϕ−ψκ2 . So it
gives Tabkakb < gHab kakb. We assume that g > 0 and write thus this condition as Tabkakb < gHabkakb,
at the throat. Noting that Tab is of the form T ab = diag (−ρ, pr, pt, pt), taking into account Eqs.(6.2) to
(6.4) and choosing in the frame of Eq.(6.1) a null vector ka of the form ka = (1, 1, 0, 0), we find that
Tabk
akb < gHabk
akb at r0, the throat, is then
κ2 (ρ+ pr) <
V r
r − b − e
ζ
(
1− b
r
)(
V r
r − b +
3
4
ψ′2
ψ
+
3
2
ϕ′ − ψ′
r
+ ϕ′′ − ψ′′
)
+
+
ϕ′ − ψ′
2r
[
4 + rζ ′ + eζ (b′ − 1)]− 3
4
ψ′2
ψ
. (6.13)
On the other hand, for a null vector ka of the form ka = (1, 0, 1, 0), we find that Tabkakb < gHabkakb takes
the form
κ2 (ρ+ pt) <
(
1− eζ) [V
2
+
(
1− b
r
)(
3
4
ψ′2
ψ
+ ψ′′ − ϕ′′
)
+
ϕ′ − ψ′
2r
(1− b′)
]
+
+
ϕ′ − ψ′
2r
(
1− b
r
)(
rζ ′ − 3eζ) . (6.14)
The violation of the NEC implies the violation of the WEC at the wormhole throat [104]. We choose
a timelike vector ua of the form ua = (1, 0, 0, 0), and we find that Tabuaub < gHabuaub becomes then
κ2ρ <
(
1− b
r
)(
3
4
ψ′2
ψ
+
3
2
ϕ′ − ψ′
r
+ ϕ′′ − ψ′′
)
+
1− b′
2r
(ϕ′ − ψ′) + V
2
. (6.15)
These inequalities at the wormhole throat, coming out of T (eff)ab to obey the flaring out condition, and the
NEC and WEC on Tab, Eqs.(6.7) and (6.8) are not incompatible at all. It is thus possible in principle to
find wormhole solutions in the generalized hybrid theory obeying the matter NEC.
6.3 Wormhole regions
In this section we shall build an analytical wormhole solution patch by patch. We start by investigating
the interior region near the throat and we shall verify that although the NEC and the WEC are satisfied
at the throat radius, there is a larger radius from which these conditions are violated up to infinity. We
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thus continue our construction by deriving an exterior spherically symmetric vacuum solution for which
all the energy conditions are automatically satisfied. Finally, we apply the junction conditions derived in
chapter 5 to match the interior solution to the exterior solution in a region where the NEC and WEC are
still satisfied in the interior solution. To do so, one needs a thin shell of perfect fluid at the junction radius,
and we show that this thin shell can be fine-tuned to satisfy the NEC as well, thus guaranteeing that the
NEC is valid for the whole spacetime.
6.3.1 Interior solution
The system composed by Eqs.(6.2) to (6.6) is a system of five equations to eight variables, and thus we
can impose three constraints to close the system and obtain an unique solution. We decide to impose
constraints on the redshift function ζ (r), to guarantee that this function is finite and thus no horizons
are present; to the shape function b (r) to guarantee that the flaring-out condition in Eq.(6.10) is always
satisfied; and on the potential V (ϕ,ψ) to simplify the scalar field equations in the same line of thought
as employed in chapter 3.
A quite general class of redshift ζ (r) and shape b (r) metric functions in Eq.(6.1) that verify the
traversability conditions for a wormhole is
ζ (r) = ζ0
(r0
r
)α
exp
(
−γ r − r0
r0
)
, (6.16)
b (r) = r0
(r0
r
)β
exp
(
−δ r − r0
r0
)
, (6.17)
where ζ0 is a dimensionless constant, r0 is the wormhole throat radius, and α, γ, β, and δ, are free
exponents. We also assume that γ > 0 so that the redshift function ζ(r) given in Eq.(6.16) is finite and
nonzero for every value of r between r0 and infinity, and ζ0 is the value of ζ at r0. We further assume
that δ ≥ 0, so that the shape function b(r) given in Eq.(6.17) yields b (r = r0) = r0 and b′ (r0) < 1, as it
should for a traversable wormhole solution, see Eq.(6.10). We consider further a power-law potential of
the form
V (ϕ,ψ) = V0 (ϕ− ψ)η , (6.18)
where V0 is a constant and η a free exponent. With these choices of Eqs.(6.16) to (6.18) and for various
combinations of the parameters α, β, γ, δ. and η one can then find specific equations for ϕ and ψ from
Eqs.(6.6) and (6.5), respectively, and try so solve them either analytically or numerically to obtain the
wormhole solutions.
Here we are interested in finding solutions that do not violate the matter NEC anywhere, Eqs.(6.7)
and (6.8), in particular at the throat, ρ (r0) + pr (r0) > 0 and ρ (r0) + pt (r0) > 0, and possibly at its
neighborhood. As we will see, an analytical solution that respects these conditions is obtained for
α = γ = δ = 0, and β = 1. For these choices, Eqs.(6.16) and (6.17) yield
ζ (r) = ζ0, (6.19)
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b (r) =
r20
r
, (6.20)
respectively. These solutions are plotted in Figs.6.1a and 6.1b. Thus, the line element Eq.(6.1) can be
written for the interior wormhole region containing the throat as
ds2 = −eζ0dt2 +
[
1− r
2
0
r2
]−1
dr2 + r2
(
dθ2 + sin2 θdφ2
)
. (6.21)
Note that one can absorb the factor eζ0 in the time coordinate by performing a redefinition of the form
dt¯ = eζ0/2dt. Choosing η = 2 Eq.(6.18) yields
V (ϕ,ψ) = V0 (ϕ− ψ)2 . (6.22)
Inserting our assumptions for the redshift function, the shape function and the potential given respec-
tively in Eqs.(6.19), (6.20) and (6.22), into the scalar field equations given by Eqs.(6.5) and (6.6) leads
to
ψ′′ − ψ
′2
2ψ
+
ψ′
r
[
2− ( r0r )2
1− ( r0r )2
]
= 0, (6.23)
r20 + r
4V0 (ϕ− ψ) = 0, (6.24)
respectively. The equation Eq.(6.23) can be directly integrated over the radial coordinate r to obtain a
solution for ψ. On the other hand, note that Eq.(6.24) is a linear relation between ϕ and ψ, from which we
see that as soon as we obtain a solution for ψ we automatically have a solution for ϕ with no integrations
needed. Doing so, the solutions for the scalar fields ψ and ϕ become then
ψ (r) =
[√
ψ0 +
√
ψ1 arctan
(√
r2
r20
− 1
)]2
, (6.25)
ϕ (r) =
[√
ψ0 +
√
ψ1 arctan
(√
r2
r20
− 1
)]2
− r
2
0
r4V0
, (6.26)
respectively. These scalar fields are plotted in Fig.(6.1c). It is also possible to simplify the problem even
further and obtain non-trivial solutions. Let us choose for example ψ1 = 0 in such a way that ψ becomes
a constant and the solutions for ψ and ϕ become finally
ψ(r) = ψ0, (6.27)
ϕ(r) = ψ0 − r
2
0
r4V0
, (6.28)
respectively. This simplification was actually mandatory. Recall the analysis done in chapter 3 on which
we computed the forms of the functions f (R,R) that correspond to specific forms of the potential
V (ϕ,ψ). Back then, we showed that for a quadratic potential of the form in Eq.(6.22) we must have
R = R. Imposing this constraint, the metric in Eq.(6.21) and the scalar field in Eq.(6.25) into the relation
between R and R from Eq.(2.36) one verifies that for this relation to be satisfied we must have ψ1 = 0.
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From Eqs.(6.27) and (6.28) we see that both scalar fields are finite at the throat r = r0, for values of r in
its vicinity, and indeed for all r up to infinity.
We are now in conditions to find the solutions for the matter fields and study in which cases they obey
the matter NEC. Inserting the solutions for the metric fields from Eqs.(6.19) and (6.20), the potential form
Eq.(6.22) and the scalar fields from Eqs.(6.27) and (6.28) into the field equations given in Eqs.(6.2) to
(6.4), we obtain the energy density, the radial pressure, and the tangential pressure as
ρ =
r20
2r6V0κ2
(
24− 31r
2
0
r2
)
, (6.29)
pr =
r20
2r6V0κ2
(
16− 13r
2
0
r2
)
, (6.30)
pt =
r20
2r6V0κ2
(
−32 + 39r
2
0
r2
)
, (6.31)
respectively. It is more useful to combine ρ with pr and pt to obtain expressions directly connected to the
NEC. These combinations give
ρ+ pr =
2r20
r6V0κ2
(
10− 11r
2
0
r2
)
, (6.32)
ρ+ pt =
4r20
r6V0κ2
(
−1 + r
2
0
r2
)
. (6.33)
The matter fields from Eqs.(6.29), (6.32) and (6.33) are plotted in Fig.6.1d. At the throat, noting that
r0 > 0 and κ2 > 0, from Eq.(6.32) we verify that we need V0 < 0 to preserve the NEC. The quantity
ρ + pr is then positive up to a radius r given by r =
√
11/10r0. On the other hand, the quantity ρ + pt
vanishes at the throat and is positive for every value of r. Thus the quantity ρ + pr sets the violation of
the NEC. We then impose that the interior solution is valid within the following range of r:
r ≤
√
11
10
r0, (6.34)
so the interior solution must stop at most at r =
√
11
10r0. From Eq.(6.29) we see that in this range of r the
WEC given by ρ ≥ 0, is also obeyed. The interior solution with its metric fields ζ(r) and b(r), scalar fields
ϕ(r) and ψ(r), and matter fields ρ, ρ + pr, and ρ + pt are displayed in Fig.6.1 for adjusted values of the
free parameters. Both the scalar fields are finite for all r and converge to the same constant at infinity,
which implies ϕ−ψ → 0 at infinity. Relative to the NEC, note that ρ+pr is positive at r = r0 and changes
sign at a finite value of r, r = 2M , which is precisely
√
11/10r0 for r0/M = 2
√
10/11 ∼ 1.90693. On
the other hand, ρ+ pt is positive for every value of r. Note that ρ is also positive at r = r0 and changes
sign at a higher value of r, r = 2.16M , after which the WEC is violated. Thus, the NEC and WEC are
satisfied at the wormhole throat but are violated somewhere further up. In order to maintain the validity
of the NEC, the interior solution must at most stop at r = 2M .
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Figure 6.1: Metric fields ζ(r) and b(r), scalar fields ϕ(r) and ψ(r), and matter fields ρ, pr and pt, with
ζ0 = −10.96, M = 1, r0 = 2
√
10/11 = 1.90693, ψ0 = 1, ψ1 = 0, V0 = −42, for the interior wormhole
solution
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6.3.2 Exterior solution
To guarantee that the complete solution does obey the NEC for any value of r, we need to match at some
rΣ <
√
11
10 r0 the interior solution obtained in the previous section to an external vacuum spherically
symmetric solution. To do so, one has to derive a vacuum exterior solution under asymptotic control,
and then use the junction conditions of this theory to perform the matching with some thin shell at the
boundary between the interior and exterior regions. Afterwards, we still have to ensure that the matter
of this thin shell obeys the matter NEC, so that the complete spacetime obeys this condition.
To find an exterior vacuum solution, we start by setting the stress-energy tensor to zero i.e. Tab = 0,
such that ρ = pr = pt = 0. In addition, we choose the scalar fields to be constant in this exterior solution,
i.e. ϕ (r) = ϕe and ψ (r) = ψe, with ϕe and ψe constants and ϕ2 6= ψe, where the subscript e stands for
”exterior”. The junction of these assumptions for the exterior solution and the solutions obtained for the
interior solution are plotted in Fig.6.2d for the matter fields and Fig.6.2c for the scalar fields.
For continuity we choose the potential to be V = V0 (ϕe − ψe)2. Note that from Eq.(2.45) it can be
seen that choosing a particular form of the potential V we are also setting a particular solution for the
function f . This means that both the interior and the exterior spacetimes must be solutions of the field
equations with the same form of the potential V , because otherwise they would not be solutions of the
same form of the function f (R,R). These choices imply that the field equation Eq.(2.47) can be written
as
Gab +
V0
2
(ϕe − ψe) gab = 0. (6.35)
Considering that in the second term the multiplicative factors of the metric gab are constant, we see
that the field equation is of the same form as the Einstein field equations (see Eq.(1.1)) in vacuum with
a cosmological constant given by V02 (ϕe − ψe). Thus, the Schwarzschild solution with a cosmological
constant of general relativity is a vacuum solution of the generalized hybrid theory in the particular form
we are studying. This class of solutions is also known as the Kottler solution, as well as Schwarzschild-
de-Sitter solution if the constant cosmological term is positive or Schwarzschild-Anti-de-Sitter solution if
the constant cosmological term is negative. The metric fields ζ(r) and b(r) for the exterior region outside
some radius rΣ are then
eζ(r) =
[
1− 2M
r
− V0 (ϕe − ψe) r
2
6
]
eζe , (6.36)
b (r) = 2M +
V0 (ϕe − ψe) r3
6
, (6.37)
respectively, where M is a constant of integration and represents the mass, and the factor eζe is also a
constant that we introduce for convenience. These solutions are plotted in Figs.6.2a and 6.2b, respec-
tively. The line element of the generalized field equations given by Eq.(2.47) in the case where the scalar
fields are constant is then
ds2 = −
[
1− 2M
r
− V0 (ϕe − ψe) r
2
6
]
eζedt2 +
[
1− 2M
r
− V0 (ϕe − ψe) r
2
6
]−1
dr2 + r2dΩ2, (6.38)
The sign of the term V02 (ϕe − ψe) determines whether the solution is Schwarzschild-dS or Schwarzschild-
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AdS. This sign will be determined by the matching surface and the imposition that the NEC holds every-
where. Wormholes in dS and AdS spacetimes in general relativity were treated in [106]. The exterior
solution is now complete since all variables are known.
6.3.3 Thin shell
To match the interior to the exterior solution we need the junction conditions for the generalized hybrid
metric-Palatini gravity. The deduction of the junction equations has been performed in chapter 5. There
are seven junction conditions in this theory that must be respected in order to perform the matching,
two of which imply the existence of a thin shell of matter at the junction radius rΣ. For the reader’s
convenience, we shall rewrite these conditions here, which are
[hαβ ] = 0, (6.39)
[K] = 0, (6.40)
[ϕ] = 0, (6.41)
[ψ] = 0, (6.42)
na [∂aψ] = 0, (6.43)
na [∂aϕ] =
κ2
3
S, (6.44)
Sβα −
1
3
δβαS = −
(ϕΣ − ψΣ)
κ2
[
Kβα
]
, (6.45)
where hαβ is the induced metric at the junction hypersurface Σ, with Greek indeces standing for 0 and
2, 3, the brackets [X] denote the jump of a quantity X across Σ, na is the unit normal vector to Σ,
K = Kαα is the trace of the extrinsic curvature Kαβ of the surface Σ, S = Sαα is the trace of the stress-
energy tensor Sαβ of the thin shell, δβα is the Kronecker delta, and the subscripts Σ indicate the value
computed at the hypersurface radius.
Now, the matter NEC given in Eqs.(6.7) and (6.8) should also apply to the shell, since we want this
condition to be valid throughout the whole spacetime. Let us write the stress-energy tensor of the thin
shell as Sβα = diag (−σ, p, p), such that S = −σ + 2p, where σ is the surface energy density and p is the
transverse pressure of the thin shell. When applied for the particular case of the thin shell the matter
NEC becomes
σ + p ≥ 0 (6.46)
The condition Eq.(6.39) gives, on using Eqs.(6.19) and (6.36), that we must choose
eζe =
eζ0
1− 2MrΣ −
V0(ϕe−ψe)r2Σ
6
. (6.47)
This factor eζe has been chosen to guarantee that the time coordinate t for the interior region, Eq.(6.1),
is the same as the coordinate t for the exterior, Eq.(6.38). The angular part of the metrics Eq. (6.1) and
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Eq.(6.38) are continuous. Thus, the line element at the surface Σ and outside it is
ds2 = −
 1− 2Mr − V0(ϕe−ψe)r26
1− 2MrΣ −
V0(ϕe−ψe)r2Σ
6
 eζ0dt2 + (1− 2M
r
− V0 (ϕe − ψe) r
2
6
)−1
dr2 + r2dΩ2, (6.48)
where we are using that the ϕ and ψ are continous at the matching.
The conditions Eq.(6.41) and (6.42) mean that the scalar fields must be given by
ϕe = ϕΣ = ψ0 − r
2
0
r4ΣV0
, (6.49)
ψe = ψΣ = ψ0, (6.50)
where we have used the solutions for the scalar fields given in Eqs.(6.28) and (6.27). Whenever it
occurs we keep the notation ϕe. The condition Eq.(6.43) is automatically satisfied since the scalar field
ψ is constant throught the whole spacetime.
Since we have choosen the scalar fields to be constant in the exterior, then Eq.(6.44) features only a
contribution from the interior derivative of ϕ and the resultant condition is
4r20
r5ΣV0
= −κ
2
3
S. (6.51)
The condition Eq. (6.45) can be used to detemine the surface energy density σ and the surface
transverse pressure p. Note that σ is given by S00 = −σ and p is given by S11 = S22 = p. Then, from
Eq.(6.45) we have
σ =
4r20
κ2V0r5Σ
(
1− 1
4
rΣ
[
K00
])
, (6.52)
p = − 4r
2
0
κ2V0r5Σ
(
1 +
1
8
rΣ
[
K00
])
, (6.53)
where
[
K00
]
can be obtained from the interior solution in Eq.(6.1), the exterior solution in Eq.(6.48), and
the conditions from Eqs.(6.49) to (6.51), which becomes
[
K00
]
=
r0ζ0
2r2Σ
√
1− r
2
0
r2Σ
+
r20
rΣ
− 6M
6r2Σ
√
1− 2MrΣ +
r20
6r2Σ
(6.54)
Finally, the condition Eq. (6.40) means that the matching has to be performed at the radius rΣ such
that the jump in the trace of the extrinsic curvature is zero. Upon using Eqs.(6.49) to (6.51), we obtain
[K] =
1
rΣ
r0ζ0
2rΣ
√
1−
(
r0
rΣ
)2
−
√
1−
(
r0
rΣ
)4
−
√
1−
(
r0
rΣ
)5
+
2− 3MrΣ +
r20
2r2Σ√
1− 2MrΣ +
r20
6r2Σ
 = 0. (6.55)
The condition Eq. (6.46) is the matter NEC that should be valid on the shell. In this way we can keep
the validity of the matter NEC throughout the whole spacetime. Since the relevant quantity is σ + p, we
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use Eqs.(6.52) and (6.53) to write
σ + p = − 3r
2
0
2κ2V0r4Σ
[
K00
]
. (6.56)
Finding a combination of parameters that fulfills all the junction conditions plus the matter NEC ev-
erywhere is a problem that requires some fine-tuning. We now turn to this.
6.4 Full wormhole solution
Before proceeding, let us note that the solution scales with the exterior mass M appearing in Eq.(6.38)
and so all quantities can be normalized to it. The parameter V0, as we already argued, must be negative,
V0 < 0, so that the NEC is verified at the throat and its vicinity. In this case the WEC is also verified at
the throat and its vicinity.
The junction condition [K] = 0, see Eq.(6.55), can be achieved only for certain values of the radius
r ≡ rΣ. We certainly need to guarantee that the radius rΣ at which [K] = 0 happens is inside the region
r <
√
11/10 r0, so that the interior solution does not violate the NEC. Manipulation of the parameters of
the interior solution shows that these conditions can be achieved by changing the parameter r0.
Once we have set values for r0 and rΣ, Eq.(6.55) automatically sets the value of the parameter ζ0 and
hence, Eq.(6.54) sets the value of
[
K00
]
. Then, by Eqs.(6.52) and (6.53), we see that choosing a value
of the parameter V0 determines the values of σ and p. However, since we already argued that V0 must
be negative in order for the NEC to be verified at the throat, then the signs of σ and p are determined
even without specifying an exact value for V0. Moreover, since V0 < 0, the NEC at the shell, Eq.(6.46),
is satisfied if
[
K00
] ≥ 0.
Having all the parameters determined, one has in general to verify that rΣ is greater that the gravita-
tional radius rg of the solution. If this were not the case then there would be a horizon and the solution
would be invalid. In our solution, one has rg = 2M
[
1 + 2V0(ϕe − ψe)M2/3
]
, see Eq.(6.38). However,
using Eqs.(6.49) and (6.50), one can write the gravitational radius as
rg = 2M
(
1− 2M
2r20
3r4Σ
)
, (6.57)
which is smaller than rΣ for any value of rΣ between r0 and
√
11
10r0. This implies that, in the range of
solutions that we are interested in, this step is automatically satisfied.
We are now in a position to specify a set of parameters for which the matter NEC is obeyed in the
whole spacetime, i.e., in the interior, on the shell, and in the exterior, the latter being a trivial case since
there is no matter in this region. We give an example and consider a wormhole with mass M . Note that
the conclusions are the same for any combination of r0 and rΣ within the allowed region for these two
parameters. A concrete convenient example is to have a wormhole interior region for which the radius
r0 of the throat has the value r0 = 2M
√
10/11. Then we can set rΣ = 2M and have the matter NEC
satisfied in the interior. With these values of r0 and rΣ, Eq.(6.55) sets the value of ζ0 to ζ0 = −10.96.
From Eq.(6.54) we get
[
K00
]
= 0.049, and using Eqs.(6.52) and (6.53) we compute the values of the
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Figure 6.2: Metric fields ζ(r) and b(r), scalar fields ϕ(r) and ψ(r), and matter fields ρ, pr and pt, with
ζ0 = −10.96, M = 1, r0 = 2
√
10/11 = 1.90693, ψ0 = 1, ψ1 = 0, V0 = −42, for the full wormhole solution
stress-energy tensor at the shell, which become κ2σ = 0.44/V0 and κ2p = −0.46/V0, respectively, and
hence κ2 (σ + p) = −0.02/V0. Since V0 < 0 we see that σ + p > 0 and thus the NEC is satisfied at the
shell. However, we have σ < 0, and the WEC does not hold on the shell but holds everywhere else.
This completes our full wormhole solution. Fig.6.2 displays a solution for this specific choice of
the parameters. The metric fields ζ(r) and b(r) are asymptotically AdS, and a thin shell of matter is
perceptibly present at the matching surface rΣ = 2 (more properly at rΣ = 2M in our solution, and here
we put M = 1), thus outside the gravitational radius of the solution. Both the scalar fields are finite for
all r. Relative to the NEC, note that ρ+ pr is positive at r = r0 and up to r = 2 and for r > 2 is zero. The
quantity ρ + pt is zero at r = r0, positive for every other value of r < 2, and for r > 2 is zero again. At
the shell r = 2. This wormhole solution obeys the matter NEC everywhere in conformity with our aim. A
pictorical diagram is also provided in Fig.6.3.
Other wormhole solutions in this generalized hybrid theory with other choices of parameters, within
the ranges stated above, that obey the matter NEC everywhere can be found along the lines we have
presented.
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Figure 6.3: Pictorical diagram of the full wormhole solutions, not to scale. The colors represent the throat
(black), the perfect fluid (green), the thin shell (red), and vacuum (white)
6.5 Conclusions
In this chapter, we found traversable asymptotically AdS wormhole solutions that obey the NEC ev-
erywhere in the scalar-tensor representation of the generalized hybrid metric-Palatini gravity theory, so
there is no need for exotic matter. The solution was obtained solely via the use of analytical methods,
and thus it is the simplest possible solution one can find. More complicated solutions could be obtained
by considering more general forms of the redshift function, the shape function, and the potential, and
solving the system numerically.
The interior wormhole solution obtained verifies the NEC near and at the throat of the wormhole.
The matching of the interior solution to an exterior vacuum solution yields a thin shell respecting also
the NEC. Finding a combination of parameters that allow for the interior and the exterior solution to be
matched without violating the NEC in the interior solution and at the thin shell is a problem that requires
fine-tuning, but can be acomplished. We presented a specific combination of parameters with which it
is possible to build the full wormhole solution and found that it is asymptotically AdS. Most of the work
that has been done in hybrid metric-Palatini gravity theories has been aimed to find a solution where the
NEC is satisfied solely at the throat of the wormhole. Within these teories our solution is the first where
the NEC is verified for the entire spacetime.
There are two main interesting conclusions. On one hand, the existence of these solutions is in
agreement with the idea that traversable wormholes supported by extra fundamental gravitational fields,
here in the form of scalar fields, can exist without the need of exotic matter. On the other hand, the
rather contrived construction necessary to build a spacetime complete wormhole solution may indicate
that there are not many such solutions around in this class of theories, at least in what comes to analytical
solutions.
It is also worth to mention that in this work we have never forced the conservation equation for the
stress-energy tensor ∇aT ab = 0 to be verified. In fact, if one verifies if this equation is satisfied a
posteriori, one gets to the conclusion that it is not. However, since ∇aGab = 0 by construction, then
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∇aT ab(eff) = 0 which implies that ∇aT ab = −∇aT abϕψ, where Tϕψab is the contribution to the effective stress-
energy tensor of the scalar-field dependent terms. This implies that the perfect fluid and the scalar
fields are interacting with each other and, more specifically, there is energy being transfered from the
perfect fluids to the scalar-fields and vice-versa in such a way guaranteeing that, despite Tab not being
conserved, T (eff)ab is conserved and we are not violating the laws of energy conservation.
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Chapter 7
Black-hole perturbations in the
generalized hybrid metric-Palatini
gravity
In this chapter, we study black-hole perturbations in the geometrical representation of the generalized
hybrid metric-Palatini gravity. We start by verifying which are the most general conditions on the function
f (R,R) that allow for the Kerr solution in GR to be also a solution of this theory. We then perturb the
metric tensor, which consequently imposes a perturbation in both the Ricci and Palatini scalar curva-
tures. To first order in the perturbations, the equations of motion, namely the field equations and the
equation that relates the Ricci and the Palatini curvatures can be rewritten in terms of a 4th order wave
equation for the perturbation δR which can be factorized into two 2nd order massive wave equations for
the same variable. The usual ansatz and separation methods are applied and stability bounds on the
effective mass of the Ricci perturbation are obtained. These stability regimes are studied case by case
and specific forms of the function f (R,R) that allow for stable solutions to exist are obtained.
7.1 Introduction
In an astrophysical context, black holes are known to arise from the collapse of very massive stars
[114]. These resulting astrophysical black holes are known to be rotating, due to angular momentum
conservation from the initial star, and neutral due to the acretion of matter [115] and the surrounding
plasma [116]. In General Relativity (GR), one can describe these objects using the Kerr metric [117].
To study the stability of these objects, one often uses the methods of perturbation theory, in which small
deviations (perturbations) to the background metric are considered and their evolution in time is studied.
Since the deviations are arbitrarily small, it is usual to keep only the first order perturbative terms in
the equations. Depending on the obtained behavior for the perturbation over time, one can conclude if
the background metric is stable (the perturbation fades away) or unstable (the perturbation grows expo-
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nentially). As physically realistic objects, Kerr black holes must be stable against exterior perturbations.
These perturbations have been studied in the context of GR for scalar, vectorial and tensorial perturba-
tions. For massless perturbations, the Kerr black hole was shown to be stable. However, for massive
scalar, vectorial and tensor perturbations, the confinement of superradiant modes will lead to an am-
plification of the perturbation ad infinitum, giving rise to instabilities such as the black hole bomb [118].
The study of these instabilities allows one to impose constraints on the masses of ultralight degrees of
freedom such as the photon [119] and the graviton [120], constraints on dark matter candidates[121],
and also to study the existence of black hole solutions that violate the so-called no-hair theorems [122],
being an evidence of the importance of these studies not only in an astrophysical context but also with
implications to particle physics and high energy physics.
Black hole perturbations have also been studied in a wide variety of modified theories of gravity. For
instance, the stability of the f(R) (Schwarzschild) black hole was investigated in the scalar-tensor theory
by introducing two auxiliary scalars [123]. It was shown that the linearized curvature scalar becomes
a scalaron, so that the linearized equations are second order, which are the same equations for the
massive Brans-Dicke theory. Furthermore, the authors proved that the f(R) black hole solution is stable
against the external perturbations if the scalaron does not have a tachyonic mass. The authors extended
their analysis to the stability of the f(R)-AdS (Schwarzschild-AdS) black hole obtained from f(R) gravity
[124], and concluded that stable solutions against the external perturbations exist if the scalaron is once
again free from the tachyon. The stability of the Schwarzschild black hole was also analysed in several
extensions of f(R) gravity [125–127].
Relative to the Kerr solution, it has been shown to be unstable in the case of f(R) gravity [128, 129],
due to the fact that the perturbation equation for the massive spin-0 graviton in this theory, or equivalently
the perturbed Ricci scalar after imposing the Lorentz gauge, is analogous to the Klein-Gordon equation
for a massive scalar field in GR which has been intensively studied. The objective of this chapter is to
show that the Kerr solution exists in the generalized hybrid metric-Palatini gravity and to show that for
certain choices of the function f (R,R) it can be stable.
7.2 Perturbations of solutions with Rab = 0
In this section, we are interested in obtaining the equations that describe metric perturbations in the
generalized hybrid metric-Palatini gravity. More specifically, we are interested in atrophysical black-hole
solutions, which are very well described by the Kerr metric, a solution to the EFE wirh Rab = 0. We
start by computing a general form of the function f (R,R) for which solutions with Rab = 0 in GR are
also solutions of the generalized hybrid metric-Palatini theory and afterwards we compute the linearized
equations of motion fo the massive scalar degree of freedom of the theory.
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7.2.1 General conditions
In this section we assume a general form for the function f (R,R) that guarantees that general relativity
solutions with Rab = 0, such as the Schwarzschild and Kerr solutions, are also solutions of the GHMP
theory. To do so, let us assume at first two very general conditions on the function f : First, consider that
the function f is analytical in both R and R around a point {R0,R0}, where R0 and R0 are constants,
and therefore can be expanded in a Taylor series of the form
f (R,R) =
∞∑
{n,m}=0
∂(n+m)f (R0,R0)
∂nR ∂mR
(R−R0)n
n!
(R−R0)m
m!
. (7.1)
The second assumption consists in imposing that the function f has a zero in the point where we perform
the Taylor’s series expansion, that is f (R0,R0) = 0. In general, if both R andR happen to be constants,
this can be achieved by performing the series expansion around the values of these constants.
Let us now show that for a function f that satisfies these conditions, then it is always possible for a
general relativity solution with R = 0 to be also a solution in the GHMP gravity. To start with, denote
generically X as meaning R, R, or any combination of the form RR, and so on, and fX the derivative
of f in relation to X. Then, the derivatives of the functions fX with respect to the coordinates xa can be
written as functions of the derivatives of R and R by making use of the chain rule, from which we obtain
∂afX = fXR∂aR+ fXR∂aR, (7.2)
for the partial derivatives, which also allow us to write the terms ∇a∇bfX and fX as functions of R and
R as
∇a∇bfX = fXRR∇aR∇bR+ fXRR∇aR∇bR+ 2fXRR∇(aR∇b)R+ fXR∇a∇bR+ fXR∇a∇bR, (7.3)
where indexes in parenthesis are symmetrized, and fX = gab∇a∇bfX . Now, let us first use Eq. (2.35)
to eliminate the term Rab in Eq. (2.33), from which we get
(fR + fR)Rab −
(
∇a∇b + 1
2
gab
)
fR +
3
2fR
∂afR∂bfR − 1
2
gabf − (∇a∇b − gab) fR = κ2Tab. (7.4)
With the assumption Rab = 0, one has Tab = 0 and R = 0. Expansions above should be inserted here
but we shall not write the results due to their lengthy character. Using f (R0,R0) = 0, Eq.(7.4) becomes
a partial differential equation for R that in principle can not be solved until we choose a particular form
for the function f . However, notice that if R = R0, where R0 is a constant, then Eq.(7.4) is identically
zero upon using Eqs.(7.2) and (7.3) with the assumption in Eq.(7.1) guaranteeing that all the terms in
Eq.(7.4) are finite at R = 0 and R = R0. Using then Eq.(2.36) assuming R = 0 and using R = R0
from the previous equation, we obtain directly that R0 = 0. Thus, solutions of GR with Rab = 0 are also
solutions of the generalized hybrid metric-Palatini gravity withR = 0. This result is coherent with the fact
that we have chosen a specific value for both R and R in the previous paragraph, which implies that the
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conformal factor between the metrics gab and hab, given by fR, is constant, the two metrics thus have
the same Ricci tensor, and so R = gabRab = gabRab = R. Note that the field equation and the relation
between the scalar curvatures are both partial differential equations, and therefore their solutions are
not unique. We choose this particular solution because it allows us to perform the following analysis
without specifying a form for the function f besides the two assumptions already made.
7.2.2 Linearized equations
We now consider a perturbation δgab in the background metric g¯aB , such that the new metric can be
written as
gab = g¯ab + δgab, (7.5)
where  is a small parameter, and the bar represents the unperturbed quantities. This perturbation in
the metric induces a perturbation in the Ricci tensor of the form Rab = R¯ab + δRab and Ricci scalar
as R = R¯ + δR. Due to the fact that the metric hab is conformally related to gab, it also induces a
perturbation in the Palatini curvature tensor as Rab = R¯ab + δRab and scalar as R = R¯ + δR. The
perturbation δRab and δR can be written in terms of δgab and δg as
δRab =
1
2
(
2∇c∇(aδgb)c −δgab −∇a∇bδg
)
(7.6)
δR = ∇a∇bδgab −δg = −1
2
δg. (7.7)
Since the unperturbed quantities R¯ and R¯ vanish in the solutions we are considering, then the expansion
of the function f given in Eq. (7.1) and its derivatives fX , to first order in , yields
fX = f¯X + 
(
f¯XRδR+ f¯XRδR
)
. (7.8)
This equation can also be deduced directly from the expansion in Eq.(7.1) by f (R,R) = f (R¯+ δR, R¯+ δR).
Note that the barred functions are constants because they represent the coefficients of the Taylor ex-
pansion of the unperturbed function f , and therefore they can be taken out of the derivative operators
unchanged, e.g. ∂af = 
(
f¯R∂aδR+ f¯R∂aδR
)
. To simplify the notation, from now on we shall drop the
bars and any term containing the function f is to be considered as a constant, unless stated otherwise.
The equations of motion, Eqs. (2.33) and (2.36) then become, in vacuum and to first order in :
fRδRab + fRδRab − 1
2
g¯ab (fRδR+ fRδR)− (∇a∇b − gab) (fRRδR+ fRRδR) = 0, (7.9)
δRab = δRab − 1
fR
(
∇a∇b + 1
2
g¯ab
)
(fRRδR+ fRRδR) , (7.10)
respectively. These equations are fourth-order equations in the metric perturbation δgab, which are very
difficult to handle. However, a simpler system of equations for δR and δR can be obtained by taking the
trace of Eqs. (7.9) and (7.10). This approach is well motivated: similarly to the f (R) theories of gravity,
the generalized hybrid metric-Palatini theory presents three degrees of freedom without ghosts, two for
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massless spin-2 gravitons, and one for a massive spin-0 scalar graviton (one might think that there
are two scalar degrees of freedom corresponding to both fR and fR, but these actually correspond to
the same degree of freedom due to their conformal relation expressed by the trace of Eq. (2.36)). The
scalar degree of freedom is described by the trace δg. Using the Lorenz gauge, i.e.,∇bδgab = (1/2)∇aδg
Eq. (7.7) turns into
δR = ∇a∇bδgab −δg = −1
2
δg. (7.11)
. So, under this gauge, the perturbation δR is directly related to δg which represents the massive spin-0
degree of freedom of the theory. We restrict ourselves to the study of the massive scalar degree of
freedom of the theory by the analysis of the perturbation δR. Thus, we will study stability against scalar
mode perturbations.
To obtain an equation for the perturbation in the Ricci scalar δR we shall work with the trace of
Eq.(2.33) and with Eq.(2.36). Writing these equations in terms of the expansions of the functions fX to
first order in  given by Eq. (7.8) yields then
fRδR+ fRδR− 3fRRδR− 3fRRδR = 0, (7.12)
δR = δR− 3
fR
(fRRδR+ fRRδR) , (7.13)
respectively, where we used Tab = 0 and f¯ = f (0, 0) = 0. Note that the perturbations δR and δR
cannot be equal. If they are, then one of the equations above immediately sets f (R,R) = f (R−R),
and thus the perturbations cancel completely in the other equation and we obtain an identity. This is
not a feature of the first order expansion, for it can be shown that for any order in  that we choose, if
f (R,R) = f (R−R) then the perturbations cancel identically in these two equations.
Both Eqs. (7.12) and (7.13) can be rewritten in the form (+ a1) δR = a2 (+ a3) δR, where ai
are constants that depend only on the values of f¯X and that are different for both equations. To obtain
an equation that depends only on δR, we proceed as follows: First, we solve Eq.(7.13) with respect to
δR and we replace it into Eq.(7.12) to obtain an equation of the form (+ b1) δR = b2δR, where bi are
constants; then we solve Eq.(7.13) with respect to δR and insert the result into Eq.(7.12) to obtain an
equation of the form (+ c1) δR = c2δR, where ci are constants; and finally we use the first of these
two equations to replace the term depending on δR in the second equation. The resultant equation is
2δR+AδR+BδR = 0, (7.14)
where the constants A and B are given in terms of the functions f¯X as
A =
fRfRR − 2fRfRR − fRfRR
3 (f2RR − fRRfRR)
, (7.15)
B =
fR (fR + fR)
9 (f2RR − fRRfRR)
. (7.16)
Note that Eq.(7.14) is a 4th order equation on the perturbation δR, unlike what happens in f (R) or with
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the Klein-Gordon equation for theories with a scalar field minimally coupled to GR, and therefore could
be very difficult to solve. However, since A and B are constants, it is possible to factorize Eq.(7.14) into
(
− µ2+
) (
− µ2−
)
δR = 0, (7.17)
where the constants µ2± can be expressed in terms of the constants A and B as
µ2± = −
1
2
(
A±
√
A2 − 4B
)
. (7.18)
Note that due to the fact that µ2± are constants, the terms
(
− µ2±
)
can commute in Eq.(7.17), and so
we can reduce this equation to a set of two equations of the form
(
− µ2±
)
δR = 0, which are of the form
of a Klein-Gordon equation for a scalar field where the constants µ2± take the role of the field’s mass.
7.3 Perturbations of Kerr BHs
Let us now restrict our study to the Kerr metric in the generalized-hybrid metric-Palatini gravity. The Kerr
metric is given by, in Boyer-Lindquist coordinates by
ds2 = −
(
1− 2Mr
rρ
)
dt2 +
ρ2
∆
dr2 + ρ2dθ2 − 4Mra sin
2 θ
ρ2
dtdφ+
(
r2 + a2 +
2Mra2 sin2 θ
ρ2
)
dφ2, (7.19)
∆ = r2 + a2 − 2Mr, ρ2 = r2 + a2 cos2 θ, a = J
M
, (7.20)
where M is the black hole mass and J is the black hole angular momentum. Equations of the form of
Eq.(7.17) have been extensively studied and are known to be separable for the Schwarzschild and Kerr
metrics.
7.3.1 Separability and quasi-bound states
To study the separability of the equations of motion, we first note that Eq.(7.17) is a 4th order PDE for
δR, and should therefore have four linearly independent solutions. Each of the equations
(
− µ2±
)
δR =
0 has two solutions corresponding to ingoing and outgoing waves. To verify this, we use the usual
procedure to deal with these kind of equations. We start by chosing an ansatz of the form
δR = ψ (r)S (θ) exp (−iωt+ imφ) , (7.21)
where ψ (r) is the radial wavefunction, ω is the wave angular frequency, m is the azimuthal number, and
S (θ) are the scalar spheroidal harmonics defined by
[
λ−m2 + a2 (ω2 − µ2±) cos2 θ] sin2 θS (θ) + sin θ∂θ [sin θ∂θS (θ)] = 0, (7.22)
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where λ = l (l + 1) + O (c), with c = a2 (ω2 − µ2±) is the separability constant, and l is the angular
momentum number. Note that for the study of superradiant instabilities, one is interested in studying the
existance of quasi bound-states (QBS), which occur for ω2 ∼ µ2±, and therefore c ∼ 0 and the spheroidal
harmonics can be approximated by the spherical harmonics, with constant of separation λ = l (l + 1).
Using this ansatz, we can separate each of the factors
(
− µ2±
)
δR = 0 into a radial and an angular
equations. The angular equation is exactly Eq.(7.22). To find a more suitable way to write the radial
equation, it is useful to redefine the radial wave function and the radial coordinate. Let us define the
so-called tortoise coordinate r∗ and the new radial wavefunction u (r) as
dr
dr∗
=
∆
r2 + a2
, u (r) =
√
r2 + a2ψ (r) , (7.23)
so that the new radial equation can be written in the form of a wave equation in the presence of a
potential barrier as
d2u
dr2∗
+
[
ω2 − V (r)]u = 0, (7.24)
where the potential V (r) is given by
V (r) =
∆
r2 + a2
[
∆ + ∆′r
(r2 + a2)
2 −
3r2∆
(r2 + a2)
3 +
1
r2 + a2
(
µ2±r
2 − ω2a2 + 4Mramω
∆
− m
2a2
∆
+ λ
)]
.
(7.25)
Eq.(7.23) admits two solutions, one ingoing wave and one outgoing wave. Since the potential is a
very complicated function of the radial coordinate, we can not find an analytical solution that holds
for the entire space. Therefore, this equation is usually solved numerically by imposing appropriate
boundary conditions at the horizon, where r = M +
√
M2 − a2 ≡ r+ and r∗ = −∞, and at infinity, where
r = r∗ = +∞. At these boundaries, the potential takes the forms
V (r+) = ω
2 − (ω −mΩ)2 , V (∞) = µ2±, (7.26)
where Ω = a2Mr+ is the angular speed of the event horizon. Since the horizon functions as a one direc-
tional membrane, we want our boundary condition at the horizon to be given by a purely ingoing wave.
On the other hand, at infinity, we want our solution to decay exponentially to give rise to a quasi-bound
state. In general, these boundary conditions will have the forms u (r) = Aieiωir∗ + Bie−iωir∗ , where the
subscript i can be either h or∞ for boundary conditions at the horizon or at infinity, respectively. Using
Eq. (7.26) one verifies that ωh = ω −mΩ and ω∞ =
√
ω2 − µ2±, which implies that for the bound states
to form one needs not only ω2 ∼ µ2± but also µ2± > ω2, and therefore our boundary conditions become
u (r → r+) = Bhe−i(ω−mΩ)r∗ ,
u (r →∞) = A∞e−
√
µ2±−ω2r∗ , (7.27)
respectively.
Computing the quasi-bound states consists of integrating the radial Eq. (7.23) subjected to the
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boundary conditions in Eq. (7.27) and computing the roots of ω. These roots will be of the form ω =
ωR + iωI . As can be seen from Eq. (7.21), if ωI < 0 the perturbation decays exponentially with time, but
if ωI > 0 the wavefunction grows exponentially and can no longer be considered a perturbation. These
modes have been extensively studied and so we shall skip this study here and jump directly into the
stability analysis.
7.3.2 Perturbations in the scalar-tensor representation
The objective of this section is to show that one can perform the perturbative analysis in the equivalent
scalar-tensor representation of the theory and that the perturbation equations and the results are the
same. Consider the field equations in the scalar-tensor representation given by Eq.(2.47) and the re-
lation between Rab and Rab given by Eq.(2.35). Using Eq.(2.35) and its trace to cancel the terms Rab
and R in Eq.(2.47), and tracing the result, one verifies that one of the possible ways for a solution in GR
with R = 0 to be a solution for this representation of the g.h.m.P.gravity is to impose that V = 0 and
also that both scalar fields ϕ and ψ are constants. Note that the trace of the field equation is a PDE
for ϕ and ψ, like in it was a PDE for R in the previous sections, and therefore these solutions are not
unique. We choose constant scalar fields as solutions because this is equivalent to setting R = R0 for
some constant R0, and we recover the results of the geometrical representation. Then, using ψ = ψ0
for some constant ψ0 in Eq.(2.36) one verifies that R = R = 0, which is the same result we obtained
before. The constraint V = 0, for solutions with R = R = 0 is equivalent to the constraint f (0, 0) = 0
that we imposed in the previous sections. On the other hand, constraining ϕ and ψ to be constants is
equivalent to constraining fR and fR to be constants in the geometrical representation, which is exactly
what happens for R = R = 0, and thus these results are coherent with the ones from the geometrical
representation.
Now, let us perturb the metric gab in the same way we did in Eq.(7.5). This will again impose a
perturbation in both R and R of the forms R = R¯+ δR and R = R¯+ δR, plus additional perturbations
on the scalar fields of the forms
ϕ = ϕ¯+ δϕ, ψ = ψ¯ + δψ
From the definitions of the scalar fields in terms of the auxiliary fields α and β from Eq.(2.39) and using
the fact that α = R and β = R for the equivalence between the two representations of the theory to hold,
we can rewrite the perturbations in the scalar fields as
δϕ =
∂2f
∂α2
δα+
∂2f
∂α∂β
δβ = f¯RRδR+ f¯RRδR, (7.28)
δψ =
∂2f
∂β2
δβ +
∂2f
∂β∂α
δα = f¯RRδR+ f¯RRδR. (7.29)
Inserting these perturbations into the traces of Eqs.(2.47) and (2.35) and keeping only the terms in
leading order in  yields again the same equations as Eqs. (7.12) and (7.13), and the procedure is the
same as it was done in the geometrical representation. We therefore conclude that the analysis of metric
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perturbations in both representations of the theory is equivalent, as anticipated.
7.4 Stability regimes
As explained, each of the terms
(
− µ2±
)
δR = 0 gives rise to a set of two different solutions, an ingoing
and an outgoing waves. Since these terms commute in the full equation given by Eq. (7.17), then the
complete solution for this equation is given by a linear combination of the two sets of solutions for each of
the µ2±’s. Since Eq. (7.17) is a fourth-order equation, then these four solutions represent all the possible
solutions for the equation. As the masses µ± are different in general, the two sets of solutions will form
quasi-bound states for different ranges of the angular frequency ω. However, if one of the two sets of
solutions is unstable, then the entire solution will also be unstable, even if the other set is stable.
Two conditions are needed for these instabilities to occur: the superradiant condition given by ω <
mΩ must be satisfied, and a potential well between the ergoregion and the boundstate potential barriers
must exist, which can be translated into a condition for ω as µ2±/2 < ω2 < µ2±[130]. There are then two
different ways for one to avoid the existance of instabilities in this theory. The first way is to consider the
masses µ± >
√
2mΩ, such that these two conditions cannot be verified simultaneously. Quasi-bound
states will form for certain frequencies ω, but the superradiant condition will never be satisfied for the
same frequencies. The second way to avoid instabilities is to consider massless perturbations, µ2± = 0,
such that quasi-bound states never form even if ω satisfies the superradiant condition. Note that we can
also achieve stability for a combination of the two cases above, i.e., one of the masses might vanish and
the other be in the region µ >
√
2mΩ.
The case µ2± = 0
Let us start by studying the particular case where the masses µ2± vanish, which implies that quasi-bound
states can never form and hence no instabilities can occur. From Eqs. (7.14) and (7.18), we verify that
if both A and B vanish, then Eq. (7.17) becomes simply 2δR = 0. If we can find a form of the function
f (R,R) such that both A and B vanish, then the Kerr solution will always be stable in this theory. To
guarantee that none of the equations of motion diverge, we need to verify that all the first and second
derivatives of f , i.e. fR, fR, fRR, fRR, fRR, must be finite. On the other hand, the factors A and B,
given by Eqs. (7.15) and (7.16), will vanish if the following conditions are satisfied:
f2RR − fRRfRR 6= 0,
fRfRR − 2fRfRR − fRfRR = 0,
fR + fR = 0. (7.30)
Note that these conditions must be satisfied at R = R = 0. There are many different functions f that
verify these conditions. The simplest class of functions f that satisfy these conditions is
f (R,R) = (a1 + a2R+ a3R) (R−R) (7.31)
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where ai 6= 0 are constants that must satisfy the constraints a2 6= −a3. Any higher order form of the
function f (R,R) obtained from Eq. (7.31) by adding terms such as R3 or R2R will also have stable
solutions because all these extra terms vanish when we set R = 0 and R = 0 in Eqs. (7.15) and (7.16).
The case µ+ = 0 with µ− >
√
2mΩ
We now want one of the µ2± to vanish and the other to be large enough to satisfy the condition µ± >√
2mΩ. However, this is not possible for both masses. As can be seen from Eq. (7.18), the only way
for µ− = 0 is to have B = 0, A > 0, but in this region we have µ+ < 0, which gives rise to tachyonic
instabilities. We therefore can only set µ+ = 0 by choosing B = 0, A < 0, and in this region we have
µ− > 0 and can choose the function f in such a way that µ− >
√
2mΩ.
Let us then study the case where µ+ = 0 and µ− >
√
2mΩ. As before, in order to avoid divergences
in the equations of motion we have to verify that all the first and second derivatives of f , i.e. fR, fR, fRR,
fRR, fRR, must be finite, and the extra constraints on the function f such that B = 0 and A 6= 0 are
f2RR − fRRfRR 6= 0,
fRfRR − 2fRfRR − fRfRR 6= 0,
fR + fR = 0. (7.32)
Again, these conditions must be satisfied at R = R = 0. A simple class of functions f that satisfies
these constraints is
f (R,R) = a1 (R−R) + a2R2 + a3R2 + a4RR, (7.33)
where ai 6= 0 are constants. This form of the function f implies, by Eqs. (7.15), (7.16) and (7.18), that A
and µ+ can be written in terms of the constants ai as
µ− = −A = 2a1 (a2 + a3 + a4)
12a2a3 − 3a24
>
√
2mΩ, (7.34)
where the inequality guarantees that the solutions are stable. For us to obtain a finite A, both the
numerator and the denominator of Eq. (7.34) must be 6= 0.
Now, let us try to find a specific combination of the constants ai such that the Eq. (7.34) is satisfied.
There are many combinations of ai that work, but let us take for example the case where a3 and a4 are
set and verify if there is a value of a2 that solves the problem. Note that the denominator of Eq. (7.15)
diverges to +∞ when we take the limit a2 → a24/ (4a3)+. Also, if we choose both a3 > 0 and a4 > 0, then
a2 > 0 and the numerator of Eq. (7.15) is positive in this limit. This implies that we can always choose
a finite value of a2 & a24/ (4a3) arbitrarily close to a24/ (4a3) such that for any m and Ω the condition
µ− >
√
2mΩ is always satisfied. Note that m does not have an upper limit, but it has been shown that
superradiant instabilities are exponentially suppressed for larger values of l and m, and so for m  1
the effects of these instabilities is negligible.
Again, any higher order form of the function f (R,R) will also have stable solutions because all these
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extra terms vanish when we set R = 0 and R = 0 in Eqs. (7.15) and (7.16).
The case µ± >
√
2mΩ
Finally, we turn to the case where both masses are µ± >
√
2mΩ and the superradiant instability condition
is not verified even if boundstates are formed. In this case we need both A and B to be finite. Let us
now analyze the regions of the phase space of A and B that allow for these solutions to exist. From Eq.
(7.18), we can see that there are three regions of the phase space that must be excluded: 1. Region
4B > A2, because both µ2± are complex; 2. Region B < 0, because µ+ is always negative; 3. Region
B > 0 and A > 0, because both µ2± are negative. We are then constrained to work in the region defined
by the three conditions B > 0, A < 0 and A2 > 4B.
To approach this problem, let us first study the structure of the µ2± as functions of A and B in Eq.
(7.18). In the limit of large µ2±, we must have A → −∞ like in the previous case. However, in this limit,
the quantity inside the square root is going to depend on how B is proportional to A. If B ∝ |A|n with
n < 2, then in this limit
√
A2 − 4B → |A| and µ+ → 0, and we recover the previous case. On the other
hand, if B ∝ |A|n with n > 2, then in this limit we eventually break the relation A2 > 4B and the µ2±
become complex. Therefore, we need a behaviour or B of the form B = CA2 for some constant C.
Then, the constraints B > 0 and A2 > 4B imply that the constant C must be somewhere in the region
0 < C < 1/4. Inserting this form of B into Eq. (7.18) leads to the relation
µ2± = −(1/2)A
(
1∓√1− 4C
)
> 0, (7.35)
where the inequality arises since we know that A < 0 and C < 1/4. At this point, if we can choose a
specific form of the function f such that we can make A arbitrarily large, our problem is solved. Also
note that in the limit C = 0 we recover the previous case where µ+ = 0, and in the limit C = 1/4 we
obtain µ+ = µ−.
Consider now the most general form of the function f that avoids divergences in the equations of
motion, i.e. a function f for which fR, fR, fRR, fRR and fRR are finite:
f (R,R) = a1R+ a2R+ a3R2 + a4R2 + a5RR, (7.36)
where ai 6= 0 are constants. Again, any higher order form of the function f (R,R) will also work because
the extra terms vanish for R = R = 0. For this particular choice of f , we see by Eq. (7.15) that A
diverges to−∞ if the denominator is positive and we take the limit a3 → a25/ (4a4)+, or if the denominator
is negative and we take the limit a3 → a25/ (4a4)−. However, this happening is not enough to conclude
that we can make µ2± arbitrarily large. We also need to verify that B = CA2, with 0 < C < 1/4, i.e. from
Eq. (7.15) we must have
fR (fR + fR)
(
f2RR − fRRfRR
)
= C
(
fRfRR − 2fRfRR − fRfRR
)2
, (7.37)
f2RR − fRRfRR 6= 0. (7.38)
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Finding the most general combinations of ai for which the function f satisfy these constraints is a fine-
tuning problem. To solve this problem we proceed as follows. First write a3 = a25/ (4a4) + , for some
 & 0 that must be finite but we can make it arbitrarily small. We also need to have a2 6= a1 to guarantee
that B 6= 0, so we write a2 = − (a6 + 1) a1, where a6 6= 0. Inserting these considerations into Eq. (7.37),
we verify that C is positive in the small  limit only if the condition a4a6 (1 + a6) < 0. This happens in
the regimes: −1 < a6 < 0 with a4 > 0, a6 < −1 with a4 < 0 or a6 > 0 with a4 < 0. As an example, let
us consider a4 = 1 and a6 = −1/2, which corresponds to the maximum of the polynomial −a6 (a6 + 1).
Finally, we have to guarantee that A < 0 in this regime. Inserting these results into Eq. (7.15) we verify
that A < 0 requires that the quantities (a5 + 1) and a1 have the same sign. For simplicity, let us take
a1 = a5 = 1. Note that other choices for the values of the parameters ai could also be chosen following
the same reasoning. In here, our aim is simply to provide an example of a combination that works. We
are thus left with:
A = −13 + 4
48
, B =
1
144
, C =
16
(13 + 4)
2 . (7.39)
From these results, we verify that for any  > 0 we have B > 0, 0 < C < 1/4, and also that in the limit
 → 0 we have A → −∞ and thus µ2± → +∞. As a verification, note also that these results preserve
the equality B = CA2. We can thus consider  arbitrarily small and force µ2± >
√
2mΩ for any m and
Ω. Again, we note that m does not have an upper bound, but superradiant instabilities are exponentially
supressed for large values of m and we can neglect their effects.
7.5 Conclusions
We have shown that it is always possible to choose a specific value forR, namelyR = R0 = R for some
solution in GR with constant R = R0 such that this solution is also a solution for the GHMP gravity for
any form of the function f that satisfies two very general conditions: f must be analytical in the point
{R0,R0}, and f must have a zero in the same point i.e. f (R0,R0) = 0. This result is in agreement with
the fact that for constant R and R, the conformal factor between the metric gab and hab, which is given
by fR, is constant and therefore both metrics gab and hab must have the same Ricci tensor. Note that
when we set a value for R, Eq. (2.36) becomes a PDE for R, and thus the solution is not unique and
other forms of R might also allow for the Kerr solution. However, one would have to specify a form of
the function f to continue the analysis, and the aim of keeping f as general as possible would not be
fulfilled.
When we perturb the metric tensor, the equation that describes the perturbation in the Ricci scalar
is a 4th order massive wave equation with two different masses. Since the Ricci perturbation depends
on 2nd order derivatives of the metric perturbation, we would be confronted with a 6th order differential
equation for δgab, with a very complicated and untreatable form. However, using the Lorentz gauge, one
can reduce this equation to 4th order equation for the massive spin-0 degree of freedom. This 4th order
equation can be factorized into two commutative 2nd order equations of the form of the Klein-Gordon
equation for a massive scalar field in GR. One can then apply the usual separation methods to expand
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the perturbation in spheroidal harmonics and a radial wavefunction and the usual numerical integration
techniques to compute the quasi-bound state frequencies.
The stability of the Kerr metric against superradiant instabilities is dictated by two phenomena: the
existence of superradiant amplification in the regime ω < mΩ, and the confinement of the wave in a
potential well in the regime µ2/2 < ω2 < µ2. We have shown that it is possible to select specific well-
behaved forms of the function f such that these two conditions are not satisfied simultaneously for any
value of the angular frequency ω, more specifically by forcing the masses µ2± to vanish or to be large
enough for µ± >
√
2mΩ. Also, since the masses only depend on the values of f and its derivatives at
R = R = 0, any higher order term on R and R up to infinity can be added to the function f leaving these
results unaffected, being then coherent with the two general constraints we imposed on the function f
to begin with.
As an azimuthal number, m does not have an upper bound, and so one could argue that for any
constant value of µ2±, there is always a value of m such that µ± <
√
2mΩ. However, it has been
shown that superradiant instabilities are exponentially supressed for larger values of m. This implies
that we can consider an upper bound on m for which the instability timescale is greater than the age of
the universe, say mmax, and only after choose an appropriate value of µ2± that satisfies the inequality
µ± >
√
2mmaxΩ. This guarantees that even if the instabilities occur, their effects would not be seen in
the present universe.
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Chapter 8
Cosmological phase-space of
higher-order f (R,R) gravity
In chapter 3 we have studied the cosmological phase space of the generalized hybrid metric-Palatini
gravity where the action is a function of the form f (R,R). The equations of motion for this sort of action
are effectively 4th order in the derivatives of the metric gab, see chapter 2. However, more complicated
actions of hybrid metric-Palatini gravity theories can be obtained by including higher order terms such
as R, for which the field equations are effectively of order 6th or higher. The equations of motion for
such a theory are extremely complicated to work with, even in the dynamical system formalism. As an
introductory step to these higher order metric-Palatini theories, we provide an anaysis of simpler higher
order theories of gravity where the action is a function of the form f (R,R), and leave the analysis of
the higher order hybrid theories for a future work. The phase space of these cosmology reveals that
higher-order terms can have a dramatic influence on the evolution of the cosmology, avoiding the onset
of finite time singularities. We also confirm and extend some of results which were obtained in the past
for this class of theories.
8.1 Introduction
General relativity (GR) deals with second-order differential equations for the metric gab. Higher-order
modifications of the gravitational interaction have been for a long time the focus of intense investigation.
They have been proposed for a number of reasons including the first attempts of unification of gravitation
and other fundamental interactions. Nowadays, the main reason why one considers this kind of exten-
sion in GR is of quantum origin. Studies on the renormalisation of the stress-energy tensor of quantum
fields in the framework of a semi classical approach to GR, i.e., what we call quantum field theory in
curved spacetime, show that such corrections are needed to take into account the differences between
the gravitation of quantum fields and the gravitation of classical fluids [131, 132].
With the introduction of the paradigm of inflation and the requirement of a field able to drive it, it was
natural, although not obvious, to consider these quantum corrections as the engine of the inflationary
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mechanism. Starobinski [70] was able to show explicitly in the case of fourth-order corrections to GR
that this was indeed the case: quantum corrections could induce an inflationary phase. Such result
should not be surprising. Fourth-order gravity carries an additional scalar degree of freedom and this
scalar degree of freedom can drive an inflationary phase. In the following years other researchers [133–
135] tried to look at the behaviour of sixth-order corrections, to see if in this case one could obtain a
richer inflationary phase and more specifically a cosmology with multiple inflationary phases. However
it turned out that this is not the case: in spite of the presence of an additional scalar degree of freedom,
multiple inflationary phases were not possible. The reason behind this result is still largely unknown.
The possibility of dark energy as a candidate to explain the late-time cosmic acceleration offered
yet another application for the additional degree of freedom of higher-order gravity. Like in the case of
inflation, this perspective offered an elegant way to explain dark energy: higher-order corrections were a
geometrical way to interpret the mysterious new component of the universe [19, 42, 136, 137]. Here an
important point should be stressed: differently from the standard perturbative investigation of a physical
system, in the case of higher-order gravity, the behaviour of the new theory cannot be deduced as a
small perturbation of the original second-order one. The reason is that, since the equations of motion
switch order, the dynamics of the perturbed system are completely different from the non-perturbed one
whatever the (non zero) value of the smallness parameter. For this reason, the properties of higher-
order gravity cannot be deduced from their lower-order counterpart, even if the higher-order terms are
suppressed by a small coupling constant. This fact calls for a complete reanalysis of the phenomenology
of these theories. Such study should be performed with tools designed specifically for this task, which
therefore contain no hidden assumptions or priors which might compromise the final result. One of these
tools, which will be used in the following is the so called Dynamical System Approach (DSA), already
explored in chapter 3.
Among the many unresolved issues that are known to affect higher-order theories, it is worth to men-
tion briefly the so-called Ostrogradski theorem [138]. The theorem shows that for a generic system with
an higher-order Lagrangian, there exist a conserved quantity H corresponding to time shift invariance.
When this quantity is interpreted as an Hamiltonian, by the definition of a suitable Legendre transfor-
mation, it can be shown that such Hamiltonian, not being limited from below, leads to the presence of
undesirable features of the theory upon quantisation, whereas the classical behaviour, which includes
classical cosmology, has no problem. In view of this conclusion higher-order theories, with the notable
exception of f(R) gravity, are deemed as unphysical. The most important issue for this work is then,
why bother with higher-order gravity? We can give two arguments. The first is that, as mentioned above,
the higher-order terms we will consider are terms of a series of corrections arising in a renormalisation
procedure. In this perspective, therefore, there is no requirement that the truncated series had the same
convergence property of its sum. A typical example is the Taylor series of sin(x). The truncated series
is not bound, whereas its full sum is. In the same way the truncation of the original semiclassical model
that gives rise to a higher-order theory might be fundamentally flawed on the quantum point of view. The
problem only arises if one chooses the complete theory of quantum gravity to be given by a n−order
truncation. The second is that a study of the behaviour of the truncation allows an understanding of the
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interplay between the different terms of the development and in particular if and how the pathologies
of the theory at a certain order are changed by the therms of higher-order. This on one hand allows
to give statements on the validity of the procedure of renormalisation in quantum field theory in curved
spacetime and, on the other hand, it is interesting in the context of the cosmology of fourth-order gravity,
as it is known that this class of theories can present a number of issues, i.e., scale factor can evolve
towards a singularity at finite time (see chapter 3) which is independent form the Ostrogradski instability.
An analysis of the higher-order theories can therefore shed light on the real nature of these pathologies.
In this work we propose a DSA able to give a description of the dynamics of cosmological models
based on a subclass of 2n + 4-order gravity represented by the Lagrangian density L = f(R,R). We
show that the higher-order terms in these theories act in an unexpected way on the cosmology, being
dominant and preventing the appearance of finite time singularities. The calculations involved in this
task are formidable so we will give the full expression only when strictly necessary.
8.2 Basic equations
Let us start with the general action for a relativistic theory of order six of the form
S =
∫ √−gf (R,R) d4x+ Sm, (8.1)
where g is the metric determinant of the metric gab, f is a generic function of the Ricci scalar R and of its
d’Alembertian R, and Sm is the matter action. This theory is in general of order eight in the derivatives
of the metric. Since we consider the boundary terms as irrelevant, integrating by parts leads to a series
of important simplifications in the theory above. First, it is important to note that, not differently from the
case of the Einstein-Hilbert action, if f is linear in R the theory is only of order six. In fact, we can use
this line of reasoning to obtain a second important observation on Eq. (8.1): any non linear term in R
appearing in f can always be recast as an higher-order term. Thus, for example, (R)2 can be written
as
(R)2 = ∇µ (∇µRR−R∇µR) +R2R . (8.2)
So terms of the type (R)n can be converted into terms of order 2n + 4 of the form RnR. In general,
therefore, there exists a subset of theories of gravity of order 2n + 4 which is represented by action in
Eq. (8.1) and can be written as [134, 135]
S =
∫ √−g [f0(R) + n∑
i=1
ai(R)i
]
d4x+ Sm, (8.3)
where the ai are coefficients in the expansion.
For our purposes, these considerations will be crucial. They will allow to simplify greatly the equations
for theories of order six and to generate a minimal extension of the approach to treat any theory of
order 2n + 4 that can be written in the form in Eq. (8.3). In the following we will start describing the
general theory and then, using the considerations above, we will present explictly a dynamical systems
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formalism for Lagrangians of order six, showing that the same formalism can be easily extended to
theories of generic order 2n+ 4 with the form in Eq. (8.3).
Variation of the action given by Eq. (8.3) with respect to the metric tensor gab gives the gravitational
field equations of the form
GGab =
1
2
gab (f −GR) +∇a∇bG− gabG− 1
2
gab (∇cF∇cR+ FR) +∇(aF∇b)R+ Tab, (8.4)
where Tab is the standard stress energy tensor and we define
G =
∂f
∂R
+F , F = ∂f
∂R. (8.5)
In the Friedmann-Lemaıˆtre-Robertson-Walker metric given by Eq.(3.1) and assuming the matter
component to be an isotropic perfect fluid, i.e., T ba = (−µ, p, p, p), where µ is the energy density and
p is the pressure of the fluid, we obtain the cosmological equations which are usually written as
G
(
H2 +
k
a2
)
=
1
6
(
RG− f + FR+ R˙F˙
)
−HG˙+ µ
3
, (8.6)
G
(
H˙ +H2
)
= −1
6
(f −RG−FR)− 1
3
R˙F˙ − 1
2
G¨− 1
2
HG˙− 1
6
(µ+ 3p), (8.7)
where k = −1, 0, 1 is the spatial curvature, H is the hubble parameter defined in Eq.(3.9), a (t) is the
scale factor, a dot ˙ denotes a derivative with respect to time, and the Ricci scalarR and its D’Alembertian
operator can be written as
R = 6
[
H˙ + 2H2 +
k
a2
]
, (8.8)
R = −R¨− 3HR˙. (8.9)
With an abuse of terminology, we will sometimes refer to Eq.(8.6) as the Friedmann equation and to
Eq.(8.7) as the Raychaudhuri equation. We introduce now the logarithmic time N = log aa0 and we also
define a set of seven cosmological parameters as
q =
H
(1)
N
H
, j =
H
(2)
N
H
, s =
H
(3)
N
H
, s1 =
H
(4)
N
H
, s2 =
H
(5)
N
H
, s3 =
H
(6)
N
H
s4 =
H
(7)
N
H
, (8.10)
where H(i)N represent the ith-derivative of H with respect to N . One can write these equations in terms
of these variables, but this is a long and rather tedious exercise which does not really add anything to the
understanding of the problem. For this reason we will not show them here, giving directly the equations
in terms of the dynamical variables in the following sections.
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8.3 Dynamical system approach to the 6th order case
Let us start looking at the sixth-order case. Recalling the argument of the previous section, all theories
of order six that have the form f(R,R) can be written without loss of generality as
f = f1(R) + f2(R)R , (8.11)
where f1 and f2 are in general different funtions of R. Eq.(8.11) has the immediate consequence that s3
and s4 are not present in the cosmological equations and the analysis of this classes of modes is greatly
simplified.
In order to apply the scheme presented in chapter 4 the action will need to be written in a dimen-
sionless way. We introduce therefore the constant R0, with R0 > 0, which has dimension of a length
squared and we will consider the function f of the type f = R0f¯(R−10 R,R
−2
0 R), for some function f¯ .
This implies the definition of an auxiliary dynamical variable related to R0. We then define the set of
dynamical variables
R =
R
6H2
, B =
R
6H4
, K =
k
a2H2
, Ω =
µ
3H2
, (8.12)
J = j, Q = q, S = s, S1 = s1
Note that in the above setting A and Ω are defined positive so that all fixed points with A < 0 or Ω < 0
should be excluded. The Jacobian of this variable definition reads
J = − 1
108a2H32
, (8.13)
which implies that the variables are always regular if H 6= 0 and a 6= 0. The requirement to have a closed
system of equations requires the introduction of the auxiliary quantities
X1 (A,R) =
f1 (A,R)
H2
,
X2 (A,R) = H2f2 (A,R) ,
Y1 (A,R) = f ′1 (A,R) ,
Y2 (A,R) = H4f ′2 (A,R) ,
Z1 (A,R) = H2f ′′1 (A,R) , (8.14)
Z2 (A,R) = H6f ′′2 (A,R) ,
W1 (A,R) = H4f (3)1 (A,R) ,
W2 (A,R) = H8f (3)2 (A,R) ,
T (A,R) = H10f (4)2 (A,R) ,
(8.15)
where the prime represents the derivative with respect to the Ricci scalar R. The dynamical equations
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can then be written as
dR
dN
= J+ (K− 2)K− (R− 2)2,
dB
dN
= B(3K− 3R+ 7) + 1
2
[
J+K2 − 2K(R+ 1) + R2 − 4]2
+
1
Y2
{
Ω
12
+ 18
[
J+K2 − 2K(R+ 1) + R2 − 4]3W2
− 1
72
X1 − 1
12
(K− R+ 1)Y1 +
(
2− J
2
− K
2
2
+KR+K− R
2
2
)
Z1
−3 [4B− (K− R− 5) (J+K2 − 2K(R+ 1) + R2 − 4)]×
+
[
J+K2 − 2K(R+ 1) + R2 − 4]Z2} (8.16)
dΩ
dN
= Ω(1− 3w + 2K− 2R),
dJ
dN
= J(5K− 5R+ 3) + (K− R) [K2 −K(2R+ 7) + R(R+ 5)] ,
−B− 22K+ 20R− 12, (8.17)
dK
dN
= 2K(K− R+ 1),
dA
dN
= 2A(K− R+ 2).
To eliminate the equations for S1, Q, S we have implemented in the equations above the Friedmann
equation, Eq.(8.6), and the following constraints coming from the definition of R and R in Eqs.(8.8) and
(8.9)
R = K+Q+ 2, (8.18)
B = −4JQ− 7J+ 2KQ+ 2K−Q3 − 11Q2 − 12Q− S. (8.19)
The solutions associated to the fixed points can be derived calculating s2 from the modified Ray-
chaudhuri equation, Eq.(8.7), in a fixed point and then solving the differential equation
1
H
d5H
dN5
= s∗2, (8.20)
where here, and in the following, the asterisk ∗ indicates the value of a variable in a fixed point. Eq.
(8.20) can be solved in general to give
H =
2∑
i=0
exp (pαiN)
[
Hi cos (βipN) + H¯i sin (βipN)
]
, (8.21)
where p = − 5√s∗2, Hi and H¯i are integration constants and ai and bi are given by
α0 = −1, β0 = 0,
α1 =
1
4 (
√
5 + 1), β1 =
√
5
8 −
√
5
8 ,
α2 =
1
4 (1−
√
5), β2 =
√
5
8 +
√
5
8 ,
(8.22)
i.e. are connected with the fifth root of unity. We are obviously interested in real solutions, which can
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be derived by a suitable redefinition of the integration constants. The solutions above are oscillating,
however they do not correspond to oscillating scale factors. Indeed the scale factor is given by the
equation
a˙ =
2∑
i=0
a1+pαi
[
Hi cos (βip ln a) + H¯i sin (βip ln a)
]
. (8.23)
This equation can be solved numerically. When p > 0 it is useful to look at the particular solution of
the equation above setting Hi = 0 for i > 1. However, one should bear in mind that this solution is not
necessarily the one that the equation approaches at late time, i.e., for large a. This is evident form the
form of Eq.(8.23). In the following we will calculate the solutions of these equations numerically for each
example. In the case s∗2 = 0 the equation to solve becomes
a˙ = a
4∑
i=0
Hi(log a)
i, (8.24)
which is more easily analysed using the logarithmic time N . In this variable it can be written as
N˙ =
4∑
i=0
HiN
i. (8.25)
This equation can be solved by separation of variables and it has a solution that depends on the roots of
the polynomial in N on the right hand side. In particular, the scale factor can have a finite time singularity
if any of the roots of the polynomial are complex, otherwise it evolves asymptotically towards a constant
value of the scale factor, i.e., a static universe. Therefore, a fixed point with s2 = 0, will correspond to one
of these two cosmic histories depending on the value of the constants Hi. Considering that Eq.(8.24)
can be viewed as an approximation of the general integral of the cosmology, then the values of the
constants Hi should match the initial conditions of the orbit. This implies that the solution in the fixed
point will depend on the initial condition of the orbit that reaches it.
In the following we will examine two specific examples. The first one will show the phase space of
a theory in which only sixth-order terms are present other than the Einstein-Hilbert one. This example
will clarify the action of these terms. The second one will contain also fourth-order terms, so that the
interaction between sixth and fourth-order corrections can be observed explicitly.
8.3.1 R + γRR gravity
Let us start our analysis of specific cases by considering a simple action where only the Einstein-Hilbert
term and a linear sixth-order term R are present. This is an interesting example as it clarifies the
interplay between these terms. In this case the action can be written as
S =
∫ √−g (R+ γR−20 RR) d4x+ Sm, (8.26)
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which corresponds to the particular case where the functions f1 (R) and f2 (R) take the forms f1 = R−10 R
and f2 = γR−30 R. Considering these forms, then the only non-zero auxiliary quantities in Eq.(8.14) are
X1 (A,R) = 6R, X2 (A,R) =
6γR
A
, Y1 (A,R) = 1, Y2 (A,R) =
γ
A2
. (8.27)
Ideally, we should also provide the specific forms of the Friedmann and Raychaudhuri equations given in
Eqs.(8.6) and (8.7). However, the size of these equations is enormous, so we shall avoid to do so in all
of the specific examples. Let us just remind that the Friedmann equations in Eq.(8.6) works as an extra
constraint for us to eliminate one of the dynamical system equations, whereas the Raychaudhuri equa-
tion in Eq.(8.7) is used to compute the behavior of the scale factor from the value of s∗2, see Eq.(8.20).
The dynamical system provided in Eq.(8.16) becomes then
dR
dN
= J+ (K− 2)K− (R− 2)2,
dB
dN
= B(3K− 3R+ 7)− A
2(K− Ω + 1)
12γ
+
1
2
(
J+K2 − 2K(R+ 1) + R2 − 4)2 ,
dJ
dN
= J[5(K− R) + 3]− B− 22K+ 20R− 12 + (K− R) [K2 −K(2R+ 7) + R(R+ 5)] ,
dΩ
dN
= Ω(1− 3w + 2K− 2R), (8.28)
dK
dN
= 2K(K− R+ 1),
dA
dN
= 2A(K− R+ 2).
The system presents three invariant submanifolds Ω = 0, K = 0 and A = 0, therefore only points that
belong to all of these three submanifolds can be global attractors. The fixed points of the system can
be found in Table 8.1, together with their associated solutions. Point C has a solution of the type in Eq.
(8.24) and as such can indicate the occurrence of a finite time singularity.
The stability of fixed points B for w 6= 1/3, I1 and I2, can be deduced by the Hartmann-Grobmann
theorem and it is also shown in Table 8.1. Points B and I1 are unstable, whereas I2 is an attractor.
Indeed this point is a global attractor for the cosmology as it lays on the intersection of the three invariant
submanifolds of the phase space. The remaining points A, B for w = 1/3, and C, are non hyperbolic, as
they have a zero eigenvalue. Their stability can be analyzed via the central manifold theorem [139], as
performed in chapter 3. However, we can also evaluate the character of these points in a faster way. In
fact, point A has eigenvalues {4,−2, 2, 2, 0,−(1 + 3w)}, i.e., with alternate signs. Therefore, regardless
of the behaviour of the central manifold, this point is in fact always a saddle. This implies that in some
cases we can evaluate the stability of a non hyperbolic fixed point without analysing in detail the central
manifold. Clearly this is insufficient if the aim is to characterise the exact behaviour of the flow in the
phase space. However, since we are mainly interested in the attractors in the phase space, such less
precise analysis will be sufficient here.
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Table 8.1: Fixed points for the system given by Eq.(8.28)
Point Coordinates Stability Parameter s2
{R,B, J,Ω,K,A}
A {0, 0, 1, 0,−1, 0} Saddle −1
B {0, 0, 4, 0, 0, 0} Reppeler for w < 1/3Saddle for w > 1/3 −32
C {2, 0, 0, 0, 0, 0} Saddle 0
I1
{
a−I , b
−
I , c
+
I , 0, 0, 0
}
Saddle sI12
I2
{
a+I , b
+
I , c
−
I , 0, 0, 0
}
Attractor sI22
a±I =
1
10
(
16±√46) b±I = − 9250 (74± 9√46) c±I = 150 (31± 4√46)
sI12 = − 125000
(
18196 + 2689
√
46
)
sI22 = − 125000
(
18196− 2689√46)
8.3.2 R + αR3 +RR gravity
We now turn to the case where the action is given by the Einstein-Hilbert plus fourth- and sixth-order
correction terms of the form R3 and RR, respectively, such that the interaction between these orders
can be appreciated. Consider then the action
S =
∫ √−g [R+ αR−20 R3 + γR−20 RR] d4x+ Sm, (8.29)
which corresponds to the particular case where the functions f1 (R) and f2 (R) are given by the forms
f1 = R0R+αR
3
0R
3 and f2 = R−30 R, respectively. Under these considerations, the only non zero auxiliary
quantities from Eq.(8.14) are
X1 (A,R) = 6R+
216αR3
A2
, X2 (A,R) =
6γR
A2
, Y1 (A,R) = 1 +
108αR2
A2
,
Y2 (A,R) =
γ
A2
, Z1 (A,R) =
36αR
A2
, W1 (A,R) =
6α
A2
, (8.30)
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and the cosmological equations can be decoupled to give an explicit equation for S1 and S2. We do not
show these equations due to their size. The dynamical system given in Eq.(8.16) becomes then
dR
dN
= J+ (K− 2)K− (R− 2)2,
dB
dN
= B(3K− 3R+ 7)2 +K ((8− 2J)R− 2J− 2R3 − 2R2 + 8)+K2 (J+ 3R2 + 4R− 2)
−2K3(R− 1) + K
4
2
+
R4
2
+ (J− 4)R2 + J− 4
2
+
A2
12γ
(−K+ Ω− 1)
−α
γ
[
18(J− 4)R+ 18K2R−K (27R2 + 36R)+ 12R3 + 9R2] (8.31)
dΩ
dN
= Ω(1− 3w + 2K− 2R),
dJ
dN
= −B+ J(5K− 5R+ 3) + (K− R) (K2 −K(2R+ 7) + R(R+ 5))− 22K+ 20R− 12,
dK
dN
= 2K(K− R+ 1),
dA
dN
= 2A(K− R+ 2).
The system above in Eq.(8.31) presents the same invariant submanifolds as the previous system in
Eq.(8.28) and therefore we can draw the same conclusions for the existence of global attractors. Table
8.2 summarises the fixed points for this system with the associated solution and their stability. All the
solutions associated to the fixed points are characterized by s2 6= 0 with the exception of C which is
characterised by the solution in Eq.(8.24).
Table 8.2: Fixed points for the system given by Eq.(8.31).
Point Coordinates Existence Stability Parameter s2
{R,B, J,Ω,K,A}
A {0, 0, 1, 0,−1, 0} Always Saddle −1
B {0, 0, 4, 0, 0, 0} Always Reppeler −32
C {2, 0, 0, 0, 0, 12√α} α > 0 Saddle 0
G {12 + 2γ3α , 0, 1, 0, 11 + 2γ3α , 0} {α, γ} 6= 0 Saddle sG
H1
{
R∗1,−6R∗1(R∗1 − 1)(R∗1 − 2), (R∗1 − 2)2, 0, 0, 0
}
Fig. 8.1 Fig. 8.2 σ1
H2
{
R∗2,−6R∗2(R∗2 − 1)(R∗2 − 2), (R∗2 − 2)2, 0, 0, 0
}
Fig. 8.1 Fig. 8.3 σ2
H3
{
R∗3,−6R∗3(R∗3 − 1)(R∗3 − 2), (R∗3 − 2)2, 0, 0, 0
}
Fig. 8.1 Saddle σ3
sG = −577− 5184αγ − 11 γα
σi =
α
γ
(−150R4∗,i + 435R3∗,i − 252R2∗,i)+ 101R5∗,i − 610R4∗,i + 1306R3∗,i − 1180R2∗,i + 416R∗,i − 32 6= 0
Some of the fixed points exist only for specific values of the parameters α and γ. For example, the
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Figure 8.1: Region of the parameter space of α and γ for which the fixed points Hi in Table8.2 exist.
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Figure 8.2: Stability of the fixed point H1 in Table8.2. A stands for attractor (green), R stands for repeller
(red), and S stands for saddle (yellow).
existence of C requires α > 0 and more complex conditions hold for the points Hi whose coordinates
are determined by the equation
3α(21− 10R∗i )R∗i + 2γ(R∗i − 2)[2R∗i (5R∗i − 16) + 21] = 0. (8.32)
In Fig. 8.1 we plot the region of existence of these points. With the exception of point A all the other
fixed points are hyperbolic, although their stability depends on the parameters α and γ. This complex
dependence make very complicated to make general statements on the stability of points Hi. We can
conclude however that one of these points H3 is always a saddle. As in the previous case, the stability
of point A can be determined by the analysis of the central manifold. However, from the sign of the other
eigenvalues, we can conclude that the point is unstable. In Figs. 8.2 and 8.3 we also plot the stability.
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Figure 8.3: Stability of the fixed point H2 in Table8.2. A stands for attractor (green), R stands for repeller
(red), and S stands for saddle (yellow).
8.4 Interaction between fourth and sixth orders
It is useful to compare the results that we have obtained so far with an analysis of fourth order models
made with the same approach (see also Ref. [140] for an equivalent, but slightly different choice of
some of the dynamical variables). For simplicity we will consider here a fourth order theory of the form
f = R+ αRq. For this choice of f the cosmological equations read
H2 +
k
a2
=
1
3(1 + αqRq−1)
[
1
2
α(q − 1)Rq − 3αq(q − 1)HRq−2R˙+ µ
]
(8.33)
2H˙ +H2 +
k
a2
= − 1
(1 + αqRq−1)
[
1
2
α(q − 1)Rq − 3αq(q − 1)HRq−2R˙+
+ q(q − 1)(q − 2)Rq−3R˙2 + q(q − 1)Rq−2RR¨+ p
}
(8.34)
Let us define the following dynamical variables which are a subset of the variable in Eq. (8.12)
R =
R
6H2
, K =
k
a2H2
, Ω =
µ
3H2
, J = j, Q = q, A =
R0
H2
(8.35)
With these definitions, the dynamical system can be written as
dR
dN
=
R
[
q (2q − 3)K− (2q2 + 3q + 1)R+ qΩ + 4q2 − 5q]
q(q − 1) −
(K − Ω + 1)
6q−1α(q − 1)qAq−1Rq−2 ,
dΩ
dN
= Ω (1− 3w + 2K− 2R) , (8.36)
dK
dN
= 2K(K− R+ 1),
dA
dN
= 2A(2 +K− R).
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with the constraints
R = K+Q+ 2 (8.37)
6
[
(1 +K− R)
(
1 +
6q−1R
Aq−1
)
+ R− Ω
]
+ (8.38)
+α6qA1−qRq−2
[
q(q − 1) (J+K2 − 2K− 4)− 2q(q − 1)KR+ (q2 − q + 1)R2] = 0.
The solutions associated to the fixed points can be obtained from the equation
s =
1
H
d3H
dN3
(8.39)
where s is defined in Eq. (8.12) and its expression in the fixed point can be deduced by Eq.(8.34) as we
have done for the higher order case. As in the previous sections the solution can be given in general
noting that the characteristic polynomial for this equation has one real root and a pair of complex roots.
Hence, we can write an exact solution for H(N):
H = exp (−pN) + exp
(
1
2
pN
)[
H cos
(
p
√
3
2
N
)
+ H¯ sin
(
p
√
3
2
N
)]
, (8.40)
where p = − 3√s∗, H and H¯ are integration constants. Naturally for s∗ = 0 we have the usual equation
for the scale factor
a˙ = a
2∑
i=0
Hi(ln a)
i. (8.41)
The fixed points for the system in Eq. (8.36) with their stability is presented in Table8.3.
Table 8.3: Fixed points for the system given by Eq.(8.36).
Point Coordinates Existence Stability Parameter s
{R, J,K,Ω,A}
A {0, 1,−1, 0, 0} α 6= 0 Saddle −1
B {0, 4, 0, 0, 0} α 6= 0 Reppeler or Saddle −8
C
{
2, 0, 0, 0, 12 [α(q − 2)] 1q−1
} if q ∈ <
α(q − 2) > 0 Attractor if
32
25 . q < 2 0
D {2q(q − 1), 1, 2(q − 1)q − 1, 0, 0} q > 1 Saddle -1
E
{
(5−4q)q
4q2−6q+2 ,
(
q−2
(q−1)(2q−1)
)3
, 0, 0, 0
}
q > 1 Attractor if q > 2
(
q−2
(q−1)(2q−1)
)3
Let us now repeat the same analysis for a theory that contains the fourth order term considered
above plus a sixth order term. Consider then the action given by
S =
∫ √−g [R+ αR1−q0 Rq + γR−20 RR] d4x+ Sm , (8.42)
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which consists of a particular case for which the functions f1 (R) and f2 (R) are given by f1 = R0R +
αR1−q0 R
q and f2 = R−20 R, respectively. The non zero auxiliary quantities in Eq.8.14 are
X1 (A,R) = 6R+ α6qRqA1−q, X2 (A,R) =
6γR
A2
,
Y1 (A,R) = 1 + 6q−1αRq−1A1−q, Y2 (A,R) =
γ
A2
, (8.43)
Z1 (A,R) = αq(q − 1)6q−2Rq−2A1−q, W1 (A,R) = αq(q − 1)(q − 2)6q−3Rq−3A1−q.
As before the cosmological equations can be decoupled to give an explicit equation for S1 and S2 and
one can construct the dynamical system equations in the form
dR
dN
= J+ (K− 2)K− (R− 2)2
dB
dN
= B(3K− 3R+ 7) + 1
2
(
J+K2 − 2K(R+ 1) + R2 − 4)2 + A2
12γ
(−K+ Ω− 1)−
− α
γ
{
2q−33q−2A3−qRq−2
[
q(q − 1)(J+ (K− 2)K− 4) + qR(K(3− 2q) + 1) + (q − 1)2R2]}
dΩ
dN
= Ω(1− 3w + 2K− 2R) (8.44)
dJ
dN
= −B+ J(5K− 5R+ 3) + (K− R) (K2 −K(2R+ 7) + R(R+ 5))− 22K+ 20R− 12
dK
dN
= 2K(K− R+ 1)
dA
dN
= 2A(K− R+ 2)
In Table 8.4 we provide the fixed points and their stability. Although fundamentally different the two
phase spaces present some similarities. Points A, B and C have exactly the same coordinates. In
Points E and Point D, instead, the relation among the values of some of the coordinates is the same as
the one of Points H. The difference in the coordinates of these points is probably due to the additional
contributions generated in the gravitational field equations by the RR correction. As one could expect,
the same additional terms can change the stability of all the fixed points.
For our purposes, the most important result of this comparative analysis is the fact that both the phase
spaces present the fixed point C. As we have seen, such point is characterised by the vanishing of the
quantity associated to both s = 0 and s2 = 0, and it can represent a solution with a finite time singularity.
Looking at Table 8.3 we see that the fourth order theory point C for 32/25 < q < 2 is an attractor.
However, in the sixth order theory, it is possible to prove numerically that in the interval 32/25 < q < 2
the point C is always unstable. Therefore we can say that the introduction of the sixth order terms
prevents the cosmology to evolve towards C. Effectively, this amounts to ”curing” the pathology of the
fourth order model as the sixth order terms prevents the occurrence of a finite time singularity. In this
sense, we can say that, as the time asymptotic state of sixth order cosmologies is never singular, these
models are more ”stable” with respect to the appearance of singularities. When we will consider eight
order corrections, we will use in the results obtained in this section to reach the same conclusion.
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Table 8.4: Fixed points for the system given by Eq.(8.44) assuming {α, γ} 6= 0 and q 6= 1.
Point Coordinates Existence Stability Parameter s2
{R,B, J,Ω,K,A}
A {0, 0, 1, 0,−1, 0} q ≤ 3 Saddle −1
B {0, 0, 4, 0, 0, 0} always Reppeler for w < 1/3Saddle for w > 1/3 −32
C
{
2, 0, 0, 0, 0, 12 [α(q − 2)] 1q−1
} if q ∈ <
α(q − 2) > 0 Saddle 0
G {12 + 2γ3α , 0, 1, 0, 11 + 2γ3α , 0} q = 3 Saddle sG
H1
{
R∗1,−6R∗1(R∗1 − 1)(R∗1 − 2), (R∗1 − 2)2, 0, 0, 0
}
q = 3, Fig. 8.1 Fig. 8.2 σ1
H2
{
R∗2,−6R∗2(R∗2 − 1)(R∗2 − 2), (R∗2 − 2)2, 0, 0, 0
}
q = 3, Fig. 8.1 Fig. 8.3 σ2
H3
{
R∗3,−6R∗3(R∗3 − 1)(R∗3 − 2), (R∗3 − 2)2, 0, 0, 0
}
q = 3, Fig. 8.1 Saddle σ3
I±
{
a±I , b
±
I , c
±
I , 0, 0, 0
}
q<3 Saddle σ4
sG = −577− 5184αγ − 11 γα
σi =
α
γ
(−150R4∗,i + 435R3∗,i − 252R2∗,i)+ 101R5∗,i − 610R4∗,i + 1306R3∗,i − 1180R2∗,i + 416R∗,i − 32 6= 0
σ4 = 5
−(q+1)
(
± 45492 −
2689
√
23
2
4
)
a±I =
1
10
(
16±√46) b±I = 150 (31± 4√46) , c±I = − 9250 (74± 9√46)
8.5 Going beyond 6th order
As mentioned in the previous sections, because of the possibility to transform total divergences in bound-
ary terms the general function f we have considered can be used to investigate the behaviour of gravi-
tational actions in which only the Ricci scalar an its d’Alembertian appear and are of order 2n+ 4, where
n is the power that enters into the d’Alembertian of R term. Such possibility implies that the equations
we have developed can be employed also to treat these models. The advantage of our approach is that
with the variables we will choose we can analyse the dynamics of these models without changing the
dimension of the phase space.
Let us start extending the set of variables used in the previous section, i.e.,
R =
R
6H2
, B =
R
6H4
, K =
k
a2H2
, Ω =
µ
3H2
, J = j, (8.45)
Q = q, S = s, S1 = s1, S2 = s2, S3 = s3, A =
R0
H2
.
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The Jacobian of this variable definition reads
J = − 1
108a2H47
(8.46)
which implies that, as in the sixth-order case, the variables are always regular if H 6= 0 and a 6= 0. As
before, the requirement to have a closed systems of equations requires the introduction of the auxiliary
quantities:
X (A,R,B) =
f (A,R,B)
H2
, Y1 (A,R,B) = f (1,0)R,R (A,R,B) ,
Y2 (A,R,B) = H4f (1,1)R,R (A,R,B) , Y3 (A,R,B) = H
2f
(0,1)
R,R (A,R,B) ,
Z1 (A,R,B) = H2f (2,0)R,R (A,R,B) , Z2 (A,R,B) = H
6f
(2,1)
R,R (A,R,B) ,
Z3 (A,R,B) = H10f (2,2)R,R (A,R,B) , Z4 (A,R,B) = H
8f
(1,2)
R,R (A,R,B) ,
Z5 (A,R,B) = H6f (0,2)R,R (A,R,B) , W1 (A,R,B) = H
4f
(3,0)
R,R (A,R,B) , (8.47)
W2 (A,R,B) = H8f (3,1)R,R (A,R,B) , W3 (A,R,B) = H
12f
(3,2)
R,R (A,R,B) ,
W4 (A,R,B) = H14f (2,3)R,R (A,R,B) , W5 (A,R,B) = H
12f
(1,3)
R,R (A,R,B) ,
W6 (A,R,B) = H10f (0,3)R,R (A,R,B) , T1 (A,R,B) = H
14f
(0,4)
R,R (A,R,B) ,
T2 (A,R,B) = H16f (1,4)R,R (A,R,B) , T3 (A,R,B) = H
10f
(4,1)
R,R (A,R,B) ,
V (A,R,B) = H18f (0,5)R,R (A,R,B) ,
where, for simplicity, we indicate with f (i,j)R,R the i-th derivative of f with respect to R and the j-th deriva-
tive of f with respect to R. Using the previous definitions, the cosmological dynamics can then be
described by the autonomous system
dR
dN
= J− 2K− 2QR+Q(Q+ 4),
dB
dN
= −4BQ− 4J2 + J(2K−Q(11Q+ 43)− 12)−
Q(Q(−2K+Q(Q+ 22) + 36) + 7S)− 4K− 7S− S1,
dΩ
dN
= −Ω(2Q+ 3w + 3),
dJ
dN
= S− JQ,
dQ
dN
= J−Q2, (8.48)
dK
dN
= −2K(Q+ 1),
dS
dN
= S1 −QS,
dS1
dN
= S2 −QS1,
dS2
dN
= S3(X,Y1, ..)−QS2,
dS3
dN
= S4(X,Y1, ..)−QS3(X,Y1, ..),
dA
dN
= −2AQ,
128
where S4 = s4. As before, the system above is completed by three constraints: the one coming from
the modified Friedmann equation, Eq. (8.6), and the definitions of R and R in Eqs.(8.8) and (8.9),
respectively. We choose to use these constraints to eliminate Q,S, and S3. The variable S4 instead,
can substituted using the modified Raychaudhuri equation, given by Eq.(8.7). In Eq. (8.48) these vari-
ables are not substituted explicitly in order to give a more compact representation of the system. The
substitution of S3 and S4 also brings in the system the parameters defined in Eq.(8.47).
The solutions associated to the fixed points can be found by solving the differential equation
1
H
d7H
dN7
= s∗4, (8.49)
where s∗4 is provided by the modified Raychaudhuri equation, Eq. (8.7). Eq. (8.49) can be solved in
general to give a result structurally similar to the one of the previous section, i.e.,
H =
3∑
i=0
exp (pαiN)
[
Hi cos (βipN) + H¯i sin (βipN)
]
, (8.50)
where p = − 7√s∗4, Hi and H¯i are integration constants and ai and bi are the real and imaginary part of
the seventh root of the unity. These quantities are expressed by the relation
α0 = −1, β0 = 0,
αi =
r
2 , i 6= 0,
βi =
√
1− r24 , i 6= 0,
(8.51)
where r is the solution of the algebraic equation r3 + r2 − 2r − 1 = 0. The scale factor is given by the
equation
a˙ =
3∑
i=0
a1+pαi
[
Hi cos (βip ln a) + H¯i sin (βip ln a)
]
, (8.52)
which can be solved numerically. If s∗4 = 0 then Eq.(8.52) can be written as
N˙ =
7∑
i=0
HiN
i, (8.53)
and the existence of a finite time singularity is only possible if the polynomial on the left hand side
has complex roots. In the following we consider two examples of theories of order eight. As in the
previous section we will first examine a model in which only contribution of order eight appear and in the
second we will explore the interaction of the eight-order terms with the fourth-order ones. In the following
examples, the dynamical system of equations given in Eq.(8.48) becomes extremely long, and thus we
shall not write the equations explicitly.
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8.5.1 R + γ (R)2 gravity
We start again by examining a model for which the action consists only of the Einstein-Hilbert term R
and one higher order term, which in this case we consider to be the eight-order term (R)2, so we can
analyse how the higher order term affects the results. The action for this theory can be written as
S =
∫ √−g [R+ γR−30 (R)2] d4x+ Sm. (8.54)
For this simple version of the theory, the only non zero auxiliary quantities defined in Eq.(8.47) are
X (A,R,B) = 6
(
R+
6γB
A2
)
, Y1 (A,R,B) = 1, Y3 (A,R,B) =
12γB
A3
, Z5 (A,R,B) =
2γ
A3
.
(8.55)
The cosmological equations can be decoupled to give explicit equations for S3 and S4. Due to their
size, however, we choose not to write them explicitly, along with the dynamical system in Eq.(8.48).
Instead, we shall just describe that the dynamical system presents the invariant submanifolds (A = 0,
Ω = 0, K = 0) and therefore no global attractor with coordinates different from A = 0, Ω = 0, K = 0
can exist. Table 8.5 summarises the fixed points for this system with the associated solution and their
stability. The system presents a line of fixed points, all unstable, and a global attractor, point H2, which
is associated with a solution with non zero s4. Points A and C are non hyperbolic, the latter having two
zero eigenvalues, but they can be both considered unstable. A detailed treatment of the stability of C
would require blow up techniques, but for the scope of this thesis it is enough to state that it is a saddle
point.
8.5.2 R + αRq + γ (R)2 gravity
Now, let us consider an example where the action is described by the Einstein-Hilbert term plus two
higher order terms, one of 4th order and one of 8th order, in such a way that we can analyze the
interaction between these orders. The action for the theory can be written as
S =
∫ √−g [R+ αR1−q0 Rq + γR−60 (R)2] d4x+ Sm. (8.56)
The structure of the correction shows that we are dealing here with a theory of order ten in the derivative
of the metric. For this theory the only non zero auxiliary quantities defined in Eq.(8.47) are
X (A,R,B) = 6
(
R+
6γB
A2
+ α6qRqA1−q
)
, Y1 (A,R,B) = 1 + 6q−1αRq−1A1−q, Y3 (A,R,B) =
12γB
A3
,
Z1 (A,R,B) = αq(q − 1)6q−2Rq−2A1−q, Z5 (A,R,B) = 2γA3 , W1 (A,R,B) = αq(q − 1)(q − 2)6
q−3Rq−3A1−q.(8.57)
As before, the cosmological equations can be decoupled to give an explicit equation for S3 and
another for S4. However we will not show them here due to their size. We shall also not write the
dynamical system provided in Eq.(8.48) explicitly for the same reason. Instead, let us just comment
that the system presents analogies with the ones of the previous examples: the invariant submanifolds
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Table 8.5: Fixed points for the system given by Eq.(8.48) in the particular case given in Eq.(8.54)
Point Coordinates Existence Stability Parameter s4
{R,B, J,S1,S2,K,Ω,A}
A {1, 0, 1, 1,−1, 0, 0, 0} γ 6= 0 Saddle −1
B {0, 0, 4, 16,−32, 0, 0, 0} γ 6= 0 Reppeler for w < 1/3Saddle for w > 1/3 −128
C {2, 0, 0, 0, 0, 0, 0, 0} γ 6= 0 Saddle 0
H1
{
a−H,−6a−H(a−H − 1)(a−H − 2), (a−H − 2)2,
(a−H − 2)4, (a−H − 2)5, 0, 0, 0
} γ 6= 0 Saddle ≈ −7.8× 10−3
H2
{
a+H,−6a−H(a+H − 1)(a+H − 2), (a+H − 2)2,
(a+H − 2)4, (a+H − 2)5, 0, 0, 0
} γ 6= 0 Attractor ≈ 5.6× 10−5
Line Coordinates Existence Stability Parameter s4
{R,B, J,S1,S2,K,Ω,A}
L {R∗, 0, 1, 1,−1, 0,R∗ − 1, 0} Always Saddle −1
a±I =
1
210
(
373±√9769)
present in these cases are also A = 0, Ω = 0, K = 0 and therefore the only possible type global attractor
must lay on the intersection of these coordinates. The fixed points with their stability and the parameter
s4 that characterise the solution is given in Table 8.6. In this case none of the fixed points in the finite
phase space is an attractor.
8.5.3 R + αR4 + βRR + γ (R)2 gravity
To finalize, let us consider an example in which fourth, sicth and eight order corrections are present in
the action.For the fourth order term we consider a correction of the type αR4 to reduce the number of
the parameters involved in the analysis. The action can thus be written as
S =
∫ √−g [R+ αR−30 R4 + βR−20 RR+ γR−60 (R)2] d4x+ Sm. (8.58)
For this theory the only non zero auxiliary quantities in Eq. (8.45) are
X (A,R,B) = 6
(
R+ α
63R3
A3
+ β
62BR
A2
+ γ
6B
A3
)
, Y1 (A,R,B) = 1 + 4α
63R3
A3
,
Y2 (A,R,B) =
β
A2
, Y3 (A,R,B) = 6
(
β
6R
A2
+ γ
2B
A3
)
, Z1 (A,R,B) =
63αR2
A3
,
Z5 (A,R,B) =
2γ
A3
, W1 (A,R,B) =
144α
A2
. (8.59)
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Table 8.6: Fixed points for the system given by Eq.(8.48) in the particular case given in Eq.(8.56)
Point Coordinates Existence Stability Parameter s4
{R,B, J,S1,S2,K,Ω,A}
A {1, 0, 1, 1,−1, 0, 0, 0} q ≤ 3 Saddle −1
B {0, 0, 4, 16,−32, 0, 0, 0} γ 6= 0 Reppeler for w < 1/3Saddle for w > 1/3 −128
C1
{
2, 0, 0, 0, 0, 0, 0, 12 [α(q − 2)] 1q−1
} if q ∈ <
α(q − 2) > 0 Saddle 0
C2 {2, 0, 0, 0, 0, 0, 0, 0} γ 6= 0 Saddle 0
Hi
{
R∗i ,−6R∗i (R∗i − 1)(R∗i − 2), (R∗i − 2)2,
(R∗i − 2)4, (R∗i − 2)5, 0, 0, 0
} q = 4
One Attractor for∣∣∣αγ ∣∣∣ & 0.011∣∣∣αγ ∣∣∣ . 0.0035
other points
unstable
σi
I1
{
a−H,−6a−H(a−H − 1)(a−H − 2), (a−H − 2)2,
(a−H − 2)4, (a−H − 2)5, 0, 0, 0
} q ≤ 3 Saddle ≈ −7.8× 10−3
I2
{
a+H,−6a+H(a+H − 1)(a+H − 2), (a+H − 2)2,
(a+H − 2)4, (a+H − 2)5, 0, 0, 0
} q ≤ 3 Saddle ≈ 5.6× 10−5
Line Coordinates {R,B, J,S1,S2,K,Ω,A} Solution Existence Stability
L {R∗, 0, 1, 1,−1, 0,R∗ − 1, 0} q ≤ 3 Saddle −1
a±H =
1
210
(
373±√9769)
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Table 8.7: Fixed points for the system given by Eq.(8.48) in the particular case given in Eq.(8.58)
Point Coordinates Existence Stability Parameter s4
{R,B, J,S1,S2,K,Ω,A}
A {1, 0, 1, 1,−1, 0, 0, 0} α, β, γ 6= 0 Saddle −1
B {0, 0, 4, 16,−32, 0, 0, 0} α, β, γ 6= 0 Reppeler for w < 1/3Saddle for w > 1/3 −128
C
{
2, 0, 0, 0, 0, 0, 0, 12 [α(q − 2)] 1q−1
} if q ∈ <
α(q − 2) > 0 Saddle 0
I1 {24, 0, 1, 1,−1, 23, 0, 0} α, β, γ 6= 0 Saddle −1
Hi
{
R∗i ,−6R∗i (R∗i − 1)(R∗i − 2), (R∗i − 2)2,
(R∗i − 2)4, (R∗i − 2)5, 0, 0, 0
} α, β, γ 6= 0 One Attractor for−0.0044 . αγ . −0.0060 σi
σi =
α
γ
(−150R4∗,i + 435R3∗,i − 252R2∗,i)+ 101R5∗,i − 610R4∗,i + 1306R3∗,i − 1180R2∗,i + 416R∗,i − 32 6= 0
As before, the cosmological equations can be decoupled to give an explicit equation for S3 and another
for S4. However, we will not show them here due to their size. Also, we shall also avoid writing the
resultant dynamical system for the same reason. This system presents the usual invariant submanifolds
A = 0, Ω = 0, K = 0. The fixed points with their stability and the parameter s4 that characterise the
solution is given in Table 8.7. The dynamics of this case is very similar to the one of the previous case,
with the difference that the line of fixed points is not present. The only possible attractor is given by one
of the points Hi whereas all the other points are unstable.
8.6 Conclusions
The structure of the phase space has similarities in all of the particular cases studied. For example, all of
those cases feature a fixed point which is a past attractor, that we denoted as point B. This point can be
a global feature of the phase space, as it lays in the intersection of all the invariant submanifolds A = 0,
Ω = 0, K = 0. Also, fixed points A and C exist in all the cases studied and they are always unstable.
Concerning the attractors of the theory, we find that for the model of Sec. 8.3.1 there exists one global
attractor, point I2. This point is charcterised by B 6= 0, i.e., it represents a state in which the higher-order
terms R of the theory are dominant. This is an unexpected result, as it is normally assumed that
these terms to be less and less important as the curvature becomes smaller and smaller. The fact that
I2 is an attractor seems to indicate that instead the cosmology of these theories tends to a state with
B 6= 0. Such a state is represented by a solution in which the scale factor converges to a constant value
asymptotically. Thus, with respect to their four order counterparts this sixth-order model seems to be
more stable in the sense that theories of this type do not incur in these singularities. It is interesting that
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a similar behaviour is found also in the case of Sec. 8.5.1 in which the order of the correction of the
Hilbert-Einstein term is of order eight.
In Sec. 8.3.2 we have put at test the robustness of the previous result considering a theory which
contains a fourth order term on top of the sixth order one. We have that even in this case in the action
the time asymptotic phase space is characterised by a B 6= 0 and therefore to a static universe, while
the fixed point C is unstable. This is an interesting phenomenon as in Ref. [140] it was shown that points
of the type C are very often attractors in the phase space for fourth order models. This result suggest
that higher order terms might ”cure” the pathologies induced by the fourth order ones.
In Sec. 8.4 we have given an explicit analysis of this possibility. In particular, we have shown that the
same fixed point C appears in the phase space for the theory f = R + αRq and f = R + αRq + γRR.
For the values of the parameter q for which C is an attractor the fourth order model, the same point is
unstable (saddle). This indicates that the inclusion of sixth order terms is able to prevent the onset of a
singularity that would otherwise plague its fourth order counterpart. In this sense, the sixth-order theory
seems to be ”more stable”. The final state of the cosmology, however, depends on the value of q. In
the specific case q = 3 this endpoint is represented by one of the points H. However this is not true for
all values of q, as the points Hi do not exist for q 6= 3. In this case the final state of the cosmology is
probably a point in the asymptotic part of the phase space which we have not explored here. Clearly
we have considered here only a particular example and therefore we cannot prove that this behavior
is general. However, the fact that any fourth order model analysed in Ref. [140] presents one or more
points of the type C and that we always expect a change in stability of the corresponding sixth order
theory, suggests that we are reporting here a general phenomenon.
The phase space structure is basically the same when one introduces eight order terms. When
these terms are added directly to the Hilbert-Einstein Lagrangian the attractor of the new theory is a
static cosmology which corresponds to the dominance of the eight order terms. When also fourth order
terms are introduced, we observe the same phenomenon observed in the case of sixth order actions:
the potentially pathological fixed point that is present in the fourth order gravity phase space becomes
unstable for every value of the parameters. We conclude therefore that, like for sixth order terms, also
the inclusion eight order therms is able to avoid the onset of singularities. We also considered a model
in which fourth, sixth and eight order terms are present in order to estimate their comparative effect.
However, in the formalism we have chosen, six and eight-order are indistinguishable. A different set of
variables might resolve this degeneracy.
To summarize, we have applied dynamical systems techniques to analyse the structure of the phase
space of f (R,R) gravity. This class of theories can be proven to represent theories of order 2n + 4,
where n is the power that enters into the d’Alembertian of R term. Our choice of dynamical variables
allows us to study the cosmological phase space of this entire class of theories by means of a phase
space which has at most dimension eight. We have then considered some examples of theories of order
six and of order eight designed specifically to highlight the influence that higher-order terms have on the
cosmological evolution. We found that there is complex interplay between terms of different order which
make the time asymptotic behaviour of these cosmological model non trivial and not easily deducible
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form their lower order counterpart.
Connecting our results with the ones available in literature, we can state that our analysis confirms
the result of the absence of a double inflationary phase in theories of order six in full accord with the
results of [133, 134]. Indeed we are able to extend this conclusion also to theories of order eight and
there seems to be no reason to believe that this behaviour will change considering higher-orders. This
might indicate that no theory of the type f(R,R) is indeed able to generate multiple inflationary phases
in spite of their multiple scalar field representation.
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Chapter 9
Derrick’s theorem in modified theories
of gravity
We extend Derrick’s theorem to the case of a generic irrotational curved spacetime adopting a strategy
similar to the original proof. We show that a static relativistic star made of real scalar fields is never
possible regardless of the geometrical properties of the (static) spacetimes. The generalised theorem
offers a tool that can be used to check the stability of localised solutions of various types of scalar field
models as well as of compact objects of modified theories of gravity with a non-minimally coupled scalar
degree of freedom. Although the method described here is not directly applicable to the GHMPG theory,
it still serves as an introductory step in this direction as this theory, as well as f (R), are theories with
extra scalar degrees of freedom.
9.1 Introduction
Derrick’s theorem [141] constitutes one of the most important results on localised solutions of the Klein-
Gordon equation in Minkowski spacetime. The theorem was developed originally as an attempt to build
a model for non point-like elementary particles [142, 143] based on the now well known concept of
”quasi-particle”. Wheeler was the first to suggest the idea of an electromagnetic quasiparticle which he
called Geons. In spite of the fact that Wheeler’s geons do not really exist, other models were proposed
(and are still studied) in which Geons are composed of other fields in various setting. There are even
(time dependent) formulations of this idea which are based on gravitational waves [144, 145].
It is clear that in the exploration of the idea that fundamental particles could be some form of Geons,
a crucial problem is to infer the stability of the Geon itself. Derrick’s theorem deals specifically with the
stability of Geons made of scalar fields. In particular, Derrick found that in flat spacetimes the Klein
Gordon equation cannot have static solution with finite energy [146].
In relativistic astrophysics, Derrick’s theorem has profound consequences: its proof implies that no
stable boson star can be constructed with real scalar fields and therefore that the existence of these
objects requires more complex fields. Indeed the term boson stars nowadays is largely used to refer to
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complex scalar field stars, which are also called Q-balls [147].
The consequences of Derrick’s result span many different field of physics from low energy phenom-
ena to QCD, to non linear phenomena, to pure mathematics (see e.g. the list of papers citing [141]). This
is due to the fact that Derricks’s results are related to a very general property of a class of differential
equations called ”Euclidean scalar field equations” to which the static Klein-Gordon equation belongs.
In particular Derrick’s theorem is a direct consequence of the so called Pohozaev identity [148, 149].
This identity is akin to the well known Virial theorem as it relates the kinetic and potential energy of a
localised scalar field configuration.
In this chapter, we provide a general proof of the theorem in curved spacetime and also include back-
reaction. This proof is based on the use of the 1+1+2 covariant approach [150–152]. This formalism
arises as a generalization of the 3+1 formalism, in which one foliates the spacetime with a family of 3-
dimensional hypersurfaces and rewrites the equations of motion in terms of a set of variables defined on
these hypersurfaces, which has been of extreme usefulness in the development of numerical methods
in relativity. In the 1+1+2 formalism, one considers a further decomposition into 2-hypersurfaces. We
will start the following by describing the 1+1+2 formalism. Then in the following sections, we first use
the 1+1+2 formalism to rederive Derrick’s theorem in flat spacetime, which we then extend to curved
spacetime and analyse the effect of backreaction. We then apply the Pohozaev identity to relevant mod-
els of scalar fields and finalize by discussing the applications of these results to nonminimally couples
modified theories of gravity.
9.2 the 1+1+2 covariant approach
In what follows we will make use of the 1+1+2 covariant formalism to construct a proof of Derrick’s
theorem in curved spacetime and in the context of modified gravity. In the 1+1+2 formalism a generic
spacetime is foliated in 2 surfaces, which we will call Υ, by the definition of a timelike and a spacelike
congruence represented by the vector ua and ea, respectively. The metric tensor can then be decom-
posed as
gab = −uaub + eaeb +Nab, (9.1)
where Nab is, at the same time a projector operator and the metric of Υ. It will be useful also to define a
3 surface W with metric hab = eaeb +Nab.
In line with the above decomposition we can define three differential operators: a dot ( ˙ ) represents
the projection of the covariant derivative along ua:
X˙a..bc..d = u
e∇eXa..bc..d , (9.2)
a hat (ˆ) denotes the projection of the covariant derivative along ea:
Xˆa..b
c..d ≡ efDfXa..bc..d , (9.3)
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δa represents the covariant derivative projected with Nab e.g.
δlXa..b
c..d ≡ Naf ...NbgNhc...NidNljDjXf..gh..i . (9.4)
At this point the kinematics and dynamics of any spacetime can be described via the definition of some
specific quantities constructed with the derivatives of ua, ea and Nab.
If one consider a spacetime endowed with a local rotational symmetry (LRS), i.e., a spacetime in
which a multiply-transitive isometry group acting on the spacetime manifold, the 1+1+2 formalism allows
to write the equations in terms only of scalar quantities. In our case only the quantities
A = eaub∇bua = eau˙a ,
φ = Nab∇bea = δaea ,
Ab = Nabu˙a, (9.5)
ab = eˆb,
ζab =
(
N c(aNb)
d − 1
2
NabN
cd
)
∇ced,
will be necessary.
Notice that our treatment will not involve vorticity as vortical spacetimes are inherently stationary and
we are interested here only in static spacetimes. In the following, for sake of simplicity, we will call such
general irrotational spacetimes ”curved”.
It is important to clarify the limits of the approach that we will follow to extend Derrick’s idea. We first
assume that our curved spacetime is such that at any point the quantities ua, ea and Nab can be defined
as C(1) tensor fields. In other words, the spacetime must be regular enough to be consistent with those
fields.
9.3 Covariant Derrick’s theorem in flat spacetime
The equation of motion for a real scalar field ϕ minimally coupled to gravity is a Klein-Gordon equation
of the form
ϕ− Vϕ = 0, (9.6)
where  = ∇a∇a is the D’Alembert operator, ∇a is the covariant derivative with respect to the metric
gab, V = V (ϕ) is the scalar field potential, and Vϕ denotes a derivative with respect to the scalar field ϕ.
Let us start by considering the simplest case of spherically symmetric spacetimes before proceeding to
more general static spacetimes.
9.3.1 Spherically symmetric spacetimes
In Derrick’s original approach [141], to explore stability one expresses the variation of the action deform-
ing the spatial coordinates with a constant parameter λ in the Klein Gordon action. We will use here the
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properties of the covariant approach to perform an equivalent operation. For simplicity, let us consider
first the spherically symmetric case in a Minkowski spacetime. In the covariant language, a deformation
like the one used by Derrick in [141] can be represented by the quasi-conformal transformation
ua ⇒ u¯a = ua,
ea ⇒ e¯a = 1
λ
ea, (9.7)
Nab ⇒ N¯ab = 1
λ2
Nab,
where λ is assumed to be a generic positive function. Under Eq. (9.7) the D’Alembertian ϕ (see Sec.
B.2) transforms as
ϕ⇒ λ2ϕ− λλ,aϕ,a, (9.8)
which in static flat spacetime can be written as
ϕ⇒ λ2ϕ,qq − λλ,qϕ,q, (9.9)
where q is a parameter associated to the congruence ea, i.e., a derivative with respect to q corresponds
to a derivative along the curves of this congruence. Using the relation above, Eq. (9.6) becomes
λ2ϕ,qq − λλ,qϕ,q − Vϕ = 0. (9.10)
Equations of this type do not satisfy in general the Helmholtz conditions [153] and therefore they cannot
be directly obtained as the Euler-Lagrange equations of any Lagrangian. However, Darboux showed
[154, 155] that in one dimension there is an equivalent second-order equation for which a variational
principle can be found, namely,
eΦ
(
λ2ϕ,qq − λλ,qϕ,q − Vϕ
)
= 0, (9.11)
where eΦ is known as the integrator multiplier. The form of the integrator multiplier in the case of an
equation with the structure of Eq. (9.11) can be found via the relation
d
dϕ,q
Q− d
dq
[
d
dϕ,qq
Q
]
= 0, (9.12)
where Q represents Eq.(9.11) and we assumed that Φ does not depend on the derivatives of ϕ. In our
case it turns out that Φ = −3 lnλ+ Φ0 where Φ0 is a constant. We will choose here Φ0 = 0 so that Φ = 0
for λ = 1 and we recover the original action. With this choice the action for Eq. (9.10) is given by
S(λ) = −1
2
∫
1
λ3
[
λ2ϕ2,q + 2V (ϕ)
]
dq. (9.13)
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If the solution of Eq.(9.12) is localised, this integral will be well defined and finite. Derrick’s deformation
is given by λ = λ0 for some constant λ0, which implies that Eq.(9.13) can be written as
S(λ) = −1
2
(
I1
λ
+
I2
λ3
)
, (9.14)
where I1 and I2 are integrals defined as
I1 =
∫
ϕ2,q dq, (9.15)
I2 = 2
∫
V [ϕ(q)] dq.
We now check that Eq. (9.6) corresponds to an extremum of the action requiring that
∂S(λ)
∂λ
= 0→ I1
λ2
+ 3
I2
λ4
= 0. (9.16)
Setting λ = 1, we obtain that
I2 = −I1
3
, (9.17)
i.e. the Pohozaev identity. This relation tells us that the Klein Gordon equation can be an extremum
of action (9.14) only if the integral of the potential is negative. This implies that, for example, a mass
potential, which is defined positive, would never lead to an equilibrium. We can determine the character
of the extremum by considering the second order derivative of S(λ):
∂2S(λ)
∂λ2
= − I1
λ3
− 6 I2
λ5
. (9.18)
Substituting Eq. (9.17) and setting λ = 1 we obtain
∂2S(λ)
∂λ2
= I1 > 0. (9.19)
Hence Eq. (9.6) is a minimum for the action provided that the integral of the potential V is negative.
Now, in the static case the energy function of ϕ can be related to the action via the relation (This
relation can be verified calculating directly the (0, 0) component of the stress energy density for the
scalar field, which corresponds to the Hamiltonian or, more precisely, to the Lagrangian energy, and
integrating over the entire spacetime)
E = −2S, (9.20)
which implies
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= −2I1 < 0. (9.21)
Therefore a minimum of the action corresponds to a maximum of the energy, and a localised solution
ϕ(q) of the Eq.(9.6) must be unstable.
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9.3.2 General irrotational spacetimes
We can generalise this reasoning to the non spherically symmetric case in which also δ derivatives
appear. From the expression of ϕ (see Sec. B.2), using the parameters w2 and w3 to map the 2-
surface Υ (for example, if one chooses ua to be directed along the time coordinate t and ea to be directed
along a radial coordinate r, then wi will correspond to the angular coordinates), the d’Alembertian can
be written as
ϕ⇒ λ2ϕ,qq − λλ,qϕ,q +
3∑
i=2
(
λ2ϕ,wiwi − λλ,wiϕ,wi
)
. (9.22)
Hence, the Klein-Gordon equation becomes
λ2ϕ,qq − λλ,qϕ,q +
3∑
i=2
(
λ2ϕ,wiwi − λλ,wiϕ,wi
)− Vϕ = 0. (9.23)
Multiplying the previous equation by eΦ, we obtain the equivalent equation
eΦ
[
λ2ϕ,qq − λλ,qϕ,q +
3∑
i=2
(
λ2ϕ,wiwi − λλ,wiϕ,wi
)− Vϕ] = 0. (9.24)
where the integrator multiplier can be calculated using a condition similar to Eq.(9.12)
3∑
i=1
{
d
dϕ,pi
Q− d
dpi
[
d
dϕ,pipi
Q
]}
= 0 , (9.25)
where pi = (0, q, w2, w3), Q is Eq.(9.24) and we assumed again that Φ does not depend on the deriva-
tives of ϕ. Here we appear to force the original approach by Darboux, which works only for one dimen-
sional actions. However, the integrator multiplier can be associated to the volume form for the scalar
field action (see Sec.B.4 for details) and therefore it can be determined with the Darboux procedure also
in multidimensional actions (at least in our specific case). Indeed it will become clear that the form of
the integrator multiplier is actually irrelevant for our purpose, because its transformation properties can
be deduced in general. This relation amounts to the partial differential equation
3∑
i=1
[
Φ,pi + 3
λ,pi
λ
]
= 0. (9.26)
Using the method of the characteristics we can find the solutions
Φ = −3 lnλ+ C(w2 − q, w3 − q) . (9.27)
Since we want to return to the standard action eΦ = 1 for λ = 1 we can set C = 0. Thus the action can
be written as
S = −1
2
∫
1
λ3
[
λ2ϕ2,q + λ
2
3∑
i=2
ϕ2,wi + 2V (ϕ)
]
dΩ, (9.28)
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where the dΩ =
∏3
a=1 dpi. Repeating the procedure above, we obtain again the action in the form of Eq.
(9.14), and the Pohozaev identity in Eq.(9.17), where the integrals I1 and I2 in this case are defined by
I1 =
∫ [
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ,
I2 = 2
∫
V [ϕ(q)] dΩ, (9.29)
which implies that
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I1 = −3I2,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= −2I1 < 0, (9.30)
and shows that the solution ϕ is unstable.
This result is called in literature the Derrick’s theorem and it is the main reason why localised so-
lutions of real scalar fields are generally considered unphysical. In the next sections we will give a
generalisation of this result in the case of irrotational LRS spacetimes and explore its validity in more
general spacetimes and in the context of modified gravity.
9.4 Covariant Derrick theorem in curved spacetimes
Let us now prove Derricks theorem in curved spacetimes. As before, for simplicity we will start with the
spherically symmetric case and then we will consider more complex cases.
9.4.1 Spherically symmetric spacetimes
Decomposing Eq.(9.6) in the 1+1+2 variables and considering spherically symmetric LRSII spacetimes,
the transformed Klein-Gordon equation reads
λ2ϕ,qq − λλ,qϕ,q + [A(λ) + φ(λ)]λϕ,q − Vϕ = 0. (9.31)
This equation can be generated by the action
S(λ) = −1
2
∫
eΦ(λ)
[
λ2ϕ2,q + 2V (ϕ)
]
dq, (9.32)
Φ(λ) =
∫ {
1
λ
[A(λ) + φ(λ)]− 3λ,q
λ
}
dq. (9.33)
The integral in Eq. (9.33) can be simplified by noting that under the transformation in Eq. (9.9) we have
A(λ) = λeau˙a = λA, φ(λ) = λδaea = λφ, (9.34)
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which implies that
Φ(λ)− Φ0 =
∫
[A+ φ] dq − 3 lnλ, , (9.35)
and thus
eΦ(λ) ⇒ e
Φ
λ3
, (9.36)
where we have chosen Φ0 = 0 so that λ = 1 implies eΦ(λ) = eΦ. In this way Eq. (9.31) can be derived
from the action
S = −1
2
∫
eΦ
λ3
[
λ2ϕ2,q + 2V (ϕ)
]
dq. (9.37)
The above expression is consistent with the interpretation of eΦ as the volume form for the action in Eq.
(9.32) (see Sec.B.4 for details). In this perspective the choice that we made for Φ0 corresponds to a
choice of the asymptotic properties of the metric. This fact can be understood bearing in mind that, by
definition, A and φ are identically zero when the spacetime is Minkowskian. As we consider localised
solutions for ϕ, it is only natural to choose an ”asymptotically flat” Φ by choosing Φ0 = 0. Setting λ = λ0,
we can write again the action in the form of Eq.(9.14), and the Pohozaev identity in Eq.(9.17), where the
integrals I1 and I2 are given by
I1 =
∫
eΦϕ2,q dq, (9.38)
I2 = 2
∫
eΦV [ϕ(q)] dq. (9.39)
The Pohozaev identity is exactly of the same form and thus leads to the same conditions. This implies
that Derrick’s theorem is valid also in the curved spherically symmetric case. It is important to stress that
the Darboux procedure we have used so far to deduce the action is valid only if the integrator multiplier
is different form zero. One can prove that this condition implies that the spacetime we are considering
does not contain a perfect or Killing horizon. Such constraint excludes the case of spacetimes describing
for example black holes and trapped surfaces.
9.4.2 General irrotational spacetimes
Let us now turn to more complex spacetimes. If vorticity is zero, upon the transformations provided in
Eq. (9.9) the Klein-Gordon equation reads
λ2ϕ,qq−λλ,qϕ,q+[A(λ) + φ(λ)]λϕ,q+
3∑
b=2
[
λ2ϕ,wiwi + λλ,wiϕ,wi +Ab(λ)λ2ϕ,wi + ab(λ)λ2ϕ,wi
]−Vϕ = 0.
(9.40)
It is clear that in non spherical irrotational LRS spacetimes where Ab and ab are identically zero (which
still belong to the LRSII class), Derrick’s theorem holds. We have the same action and Pohozaev identity
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as shown in Eqs. (9.14) and (9.17) respectively, where the integrals I1 and I2 are given by
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ,
I2 = 2
∫
eΦV [ϕ(q)] dΩ, (9.41)
and Φ is given by Eq. (9.33) for λ = λ0. If we consider more general spacetimes (Ab 6= 0 and ab 6= 0),
we have to explore the transformation of the acceleration vectors under the transformations in Eq. (9.7).
We thus have
Ab(λ) = Nbcu˙c = Ab, (9.42)
ab(λ) = Nb
ceˆc = Nb
cλ
(̂ec
λ
)
= ab.
Defining the four vector
Va = (A+ φ)ea + (Ac + ac)N cb , (9.43)
the condition in Eq. (9.25) for this case takes the form of the partial differential equation involving the
components of Va as
3∑
i=1
[
Φ,pi + 3
λ,pi
λ
+ Vi
]
= 0. (9.44)
We can use the method of characteristics again to solve the above equation and, as in all partial
differential equations, the existence and properties of the solutions will depend critically from the bound-
ary conditions. As we have seen in the spherically symmetric case, the boundary conditions are strictly
related to the asymptotic properties of the specific metric which one is considering. Since we have as-
sumed that the scalar field is localised, it is natural to assume asymptotic flatness. However, as far as it
generates the correct field equations, the exact form of Φ is irrelevant for our purposes. We only need
to determine the transformation of the quantity Φ under (9.7). From Eq. (9.44) it is evident that Φ will
transform such that
Φ(λ) = Φ− 3 lnλ. (9.45)
Using the above result, we recover the action in the form of Eq.(9.14) and the Pohozaev identity of Eq.
(9.17), whre the integrals I1 and I2 are of the same form as Eq.(9.41), the difference being only in the
form of Φ. This is the same result obtained in the flat case.
9.5 Introducing backreaction
In the previous section we have made the tacit assumption that the mass of the confined scalar field
solution would not perturb the assigned metric of the spacetime. In other words we have neglected
backreaction. Let us now generalize the strategy above to the case in which the localised scalar field
solution also contributes to the spacetime metric. In this case, one should add the Hilbert Einstein term
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to the action for the scalar field, that is
S =
1
2
∫
dx4
√−g [R−∇aϕ∇aϕ− 2V (ϕ)] (9.46)
and derive its transformation under Eqs. (9.7).
It should be pointed out that at present there is no general consensus on the definition of the energy
of the gravitational field. One should ask, then, if it makes sense to extend Derrick’s results also to the
backreaction case. A positive answer can be provided thinking that we are considering a very special
case. First of all, in order to keep finite the action/energy integral, we have to assume an asymptotically
flat background. In addition, since our choice of the vector field ua corresponds to a timelike Killing field
for the spacetimes we consider, the class of observers we consider is static.
From the results of [156, 157] we have that in stationary spacetimes the energy of the gravitation
field can be written as the scalar
EG =
∫ √−g (tmnun + σ[mn]p∂nup)umdΩ, (9.47)
where tmn is the Einstein pseudotensor and σ[mn]p is Freud’s complex [158] given by
σ[mn]p =
1
g
gpr
(
g gr[m gn]s
)
,s
. (9.48)
The Eq. (9.47) can be written, in our assumptions, as
EG = −1
2
∫ √−gL(3)
Γ¯Γ¯
dΩ, (9.49)
L(3)
Γ¯Γ¯
= hab
(
Γ¯ad
cΓ¯cb
d − Γ¯abcΓ¯cdd
)
, (9.50)
where Γ¯ are the Christoffel symbols of the three surface W . Now, starting from the Hilbert-Einstein
action in the static case we can write
SG =
1
2
∫ √−g R dtdΩ = T0
2
∫ √−g R dΩ, (9.51)
where T0 is a constant, which we can set to one without loss of generality. Using the contracted Gauss-
Codazzi equation, we have
SG =
1
2
∫ √−g [R(3) +K2 −KabKab +∇a (u˙a + uaK)] dΩ. (9.52)
where R(3) is the Ricci scalar for submanifold W ,
Kab = ha
chb
d∇cud, (9.53)
is the second fundamental form of W and K = Kaa. Using the Gauss theorem we can integrate
out the last factor in (9.52). In addition, in static irrotational spacetimes the terms associated to the
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extrinsic curvature are identically zero. Now, R(3) can be decomposed in as similar way as R in (9.52),
employing the extrinsic curvature of Υ. Integrating out the second (projected) derivatives and rewriting
the expression in terms of the Christoffel symbols, we arrive to
SG = S0 +
1
2
∫ √−gL(3)
Γ¯Γ¯
dΩ = −E0
2
− EG. (9.54)
where S0 is a constant and we have defined E0 = −2S0. Thus in our case (and only in this case),
modulus an irrelevant constant, the energy of the gravitational field can linked to the Hilbert Einstein
action:
EG = −E0
2
− 1
2
∫
eΦR dΩ. (9.55)
Here we have connected the volume form to eΦ as described in Sec.B.4 in the Appendix.
The next task is to evaluate how EG transforms under Eqs. (9.7). Using the Gauss Codazzi equation
also on R(3) gives, in static irrotational spacetimes,
R = R(2) − 2φˆ− 3
2
φ2 − 2ζ2 − 2abab + 2δbab. (9.56)
Now, since R(2) = 2KG, where KG is the gaussian curvature, the Brioschi formula implies that, under
Eqs. (9.7), R(2) transforms as
R(2) ⇒ R(2)(λ) = λ2R(2) + ... (9.57)
where the dots (...) represent terms which contain derivatives of λ. In addition, from definitions in Eqs.
(9.5) one finds
ζab ⇒ ζab(λ) = ζab
λ
ζ ⇒ ζ(λ) = λ2ζ. (9.58)
Using also the transformation in Eqs. (9.34) and (9.42) we arrive at
R(λ) = λ2R+ ... (9.59)
where, again, the dots represent additional terms which contain derivatives of λ. As we will eventually
set up λ = 1, these terms are irrelevant and can be neglected.
The total action derived from Eq. (9.46) thus transforms as
S(λ) =
SG
λ
− 1
2
∫
eΦ
λ3
[
λ2ϕ2,q + λ
2
3∑
i=2
ϕ2,wi + 2V (ϕ)
]
dΩ . (9.60)
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In the case λ = λ0, we now define the integrals I1 to I3 as
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ,
I2 = 2
∫
eΦV (ϕ) dΩ, (9.61)
I3 = −E0 − 2EG,
one can write the action as
E(λ) = −2S(λ) =
(
I1
λ
− I3
λ
+
I2
λ3
)
, (9.62)
which no longer provides the Pohozaev identity. Since, as we have seen, relation E = −2S between
the energy and the action is still valid, we can examine the stability of the backreacting solution with the
same strategy as the previous section. We have in this case
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I3 = I1 + 3I2,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 6I2 . (9.63)
Now, note the trace of the field equations provides another relation that should be taken in consideration.
This relation is
R = ∇aϕ∇aϕ+ 4V, (9.64)
which upon integration gives I3 = I1 + 2I2. Combining the above results with the first of Eqs. (9.63)
gives I2 = 0. This yields
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 6I2 = 0. (9.65)
Since the above quantity has opposite signs if we consider I2 → I2 ± , where  is a small constant, the
solution corresponds to an inflection point. Hence the presence of gravity has weakened the instability
but cannot eliminate it completely.
The weakest point of the reasoning given above is, undoubtedly, the definition of the gravitational
energy of the system. One might object that even with our specific assumptions the definition of energy
we have used might miss some crucial aspect of the physics of these systems. We can argue here that
this is not the case going around the problem of the definition of EG by eliminating the Hilbert Einstein
term from the action using the field equations i.e. considering the on-shell action.
For example, using the relation in Eq. (9.64) we have
Etot(λ) = −2
∫
eΦ
λ3
V (ϕ) dΩ, (9.66)
which immediately implies Eq. (9.65). This result shows that our previous argument is correct and at the
same time suggests a easy shortcut to prove Derrick’s theorem with backreaction. In the following we
will make ample use of this shortcut, especially in dealing with more complex settings.
We can use the on shell action to probe further in the validity of Derrick’s theorem by considering,
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for example, the case in which the scalar field backreacts with a spacetime with non zero cosmological
constant Λ. In this case, Eq. (9.60) would become
E(λ) =
(
I1
λ
− I3
λ
+
I2
λ3
+
2I4
λ3
)
, (9.67)
I4 = Λ
∫
eΦdΩ. (9.68)
We obtain, on shell,
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I3 = I1 − I2, (9.69)
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 3(I1 + 2I2) .
Hence in this case stability is possible if
I2 > −1
2
I1. (9.70)
Therefore the presence of a cosmological constant can lead to stable solutions. However these solu-
tions make sense physically only at scales in which Λ is relevant, and therefore exclude microscopic or
astrophysical objects. Yet, the picture that emerges is that Derrick’s instability cannot be avoided by min-
imal modifications of the model. In the following we will explore further the validity of Derrick’s theorem
looking at the effect of scalar field coupling, non canonical scalar field and modified gravity.
9.6 Applications to scalar-field models
Let us now analyze how different scalar field models with different couplings are affected by the previous
results. We start by analyzing the coupling between minimally coupled scalar fields with each other,
we then study models of non-canonical minimally coupled scalar fields such as phantom, quintom, and
k-essence fields, and we finalize by providing applications to scalar-tensor theories of gravity. Unfortu-
nately, the same procedure is not appliable to geometrical theories of gravity such as f (R) and hybrid
metric-Palatini theories, since the quasi-conformal transformation ceases to be trivial and also there is
no general definition of gravitational energy in these cases. One could, in principle, make a transfor-
mation to the scalar-tensor representation and apply the quasi-conformal transformation there, but the
equivalence between the two representations is not guaranteed after performing such transformation.
This comes from the fact that the scalar fields we are dealing with here are invariant under the quasi-
conformal transformation. However, if the scalar fields are defined as derivatives of a function f (R),
since R is not invariant under these transformations one can not guarantee that the scalar field will still
be invariant.
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9.6.1 Scalar field couplings
Derrick’s instability is very robust. No additional standard coupling of the scalar field with matter or
other fields can prevent its appearance. A coupling with another scalar field of the type f(ϕ)g(ψ) would
just make more complicated the definition of the integral I2. In fact, starting from the corresponding
Klein-Gordon equations
ϕ− V,ϕ − f,ϕg(ψ) = 0, (9.71)
and proceeding as in the previous section we obtain an action of the same form of Eq.(9.14), with the
integrals I1 and I2 in this case being
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ ,
I2 = 2
∫
eΦ {V [ϕ(q)] + f [ϕ(q)] g [ψ(q)]} dΩ . (9.72)
It follows that we can prove Derrick’s theorem also in this case. This conclusion is independent from
the sign of the terms appearing in the above integral. The presence of the coupling, however, changes
the physical significance of the Pohozaev equilibrium condition. The same happens when we introduce
backreaction.
The strategy of the proof we have presented shows that, whatever the coupling, the key point in the
determination of the stability of localised scalar field configurations depends on the λ-dependence of the
transformation of the integrator multiplier. If the transformation of exp(Φ) is such that the action can be
written as a combination of λ terms and λ-independent integrals, like e.g. in Eq (9.36), there will be a
chance to prove (in)stability. In other cases, Derrick’s approach does not lead to a definite answer.
A simple example is the case of derivative coupling of the type aϕˆg(ψ). For this coupling the trans-
formation of the integrator multiplier is given by
Φg = Φ + a
∫
ϕ,q
g(ψ)
λ2
dq , (9.73)
and λ is not factorisable. This fact makes it impossible to find a form of the action similar to the usual
Eq.(9.14). Instead, considering a coupling of the type aϕˆψˆ2 will yield
eΦgd(λ) ⇒ e
Φgd
λ
, Φgd = Φ + a
∫
ϕ,q(ψ,q)
2dq , (9.74)
which leads to an action similar to Eq.(9.14), and thus implies instability.
9.6.2 Non-canonical scalar fields
In the context of cosmology and in particular when dealing with the problem of dark energy, various non
canonical scalar fields have been introduced. Using the strategy above, we can extend Derrick’s theorem
to these cases. In the following, we will consider the case of: Phantom fields [159, 160], Quintom fields
[161] and k-essence [162]. In these models, as in the ones of next Section, for the sake of brevity,
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we will make Derrick’s deformation directly in the action, rather than prove that the transformed action
comes from the modified Klein-Gordon equation. This connection is, however, always valid. We will also
consider only the case of LRSII spacetimes as the generalisation to more complicated geometries can
be derived easily from the considerations above.
Phantom fields
Phantom fields are scalar fields whose action contains a kinetic term with opposite sign with respect to
the canonical one:
S =
1
2
∫
dx4
√−g [R+∇aϕ∇aϕ− 2V (ϕ)] . (9.75)
Excluding backreaction, we have an energy function associated to the action in Eq.(9.75)
E(λ) = −
(
I1
λ
− I2
λ3
)
, (9.76)
where the integrals I1 and I2 are in this case
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ ,
I2 = 2
∫
eΦV [ϕ(q)] dΩ . (9.77)
Eq. (9.76) yields
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I1 = 3I2,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 2I1 > 0, (9.78)
which implies that a localised solution of phantom fields is actually stable. This result reveals that a key
element of Derrick’s instability is the sign of the scalar field kinetic terms.
The inclusion of backreaction, however, introduces instability. On shell, the energy can be written as
E(λ) =
I2
λ3
, (9.79)
as in the standard case,
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ −3I2 = 0,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 12I2 = 0 , (9.80)
which corresponds again to an inflection point and, thus, to an instability.
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Quintom fields
In the case of Quintom fields, we have two interacting fields: one canonical and the other non canonical.
The action reads thus
S =
1
2
∫
dx4
√−g [R−∇aϕ∇aϕ+∇aψ∇aψ − 2V (ϕ,ψ)] . (9.81)
Excluding backreaction, the energy function associated to the action in Eq. (9.81) becomes
E(λ) =
(
I1
λ
− I4
λ
+
I2
λ3
)
, (9.82)
where the integrals I1 to I3 are defined as
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ ,
I2 = 2
∫
eΦV [ϕ(q)] dΩ , (9.83)
I4 =
∫
eΦ
[
ψ2,q +
3∑
i=2
ψ2,wi
]
dΩ.
This leads to the relations
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I4 = 3I2 + I1,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 6I2 > 0 , (9.84)
which, as in the case of the phantom field, can be stable if I2 is positive. Again, using the trace of
the gravitational field equations to include backreaction, we can write the action above on shell, which
leads to instability. This was an expected result, which confirms the general conclusions we have drawn
before: a multi-field system becomes unstable if one of its components presents instability.
k-essence fields
In the case of k-essence fields, the action is generalised as
S =
1
2
∫
dx4
√−g [R+ P (ϕ,X)] , (9.85)
where X = ∇aϕ∇aϕ. Using the fact that for λ = 1, P,λ = 2XP,X , under the quasi-conformal transfor-
mations in Eq. (9.7) and without backreaction one has
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ 2X∂XP − 3P = 0 ,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 0. (9.86)
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From the first of Eq. (9.86) we obtained that P = P0(ϕ)X3/2 for some constant P0, which thus implies
the second of Eq. (9.86). We again recover an inflection point and thus we always have instabilities.
Considering backreaction, we have
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ X∂XP − P = 0,
∂2E(λ)
∂λ2
= 0, (9.87)
which again is an inflection point and implies instabilities.
On top of it intrinsic value, these results show that conditions of Derrick’s theorem can be used to
constrain modifications of general relativity in which undetermined functions are present. In the next
section we will look at some examples of such constraints.
9.6.3 Scalar-tensor gravity
Using the results from the previous sections we can proceed to the generalisation of Derrick’s theorem
to non minimal couplings. Let us consider, for example, the case of scalar tensor theories. This class of
theories of gravity are characterised an action of the form
S =
1
2
∫
dx4
√−g [F (ϕ)R−∇aϕ∇aϕ− 2V (ϕ)] , (9.88)
whose variation gives the field equations for the metric and the Klein-Gordon equation
FGab = ∇aϕ∇bϕ− gab
[
1
2
∇aϕ∇aϕ+ V (ϕ)
]
+∇a∇bF − gabF, (9.89)
ϕ+ 1
2
RF,ϕ − V,ϕ = 0, (9.90)
respectively, were F represents the non minimal coupling of the geometry (the Ricci scalar) with the field
ϕ. Notice that, since the Ricci scalar naturally enters in Eq. (9.90), there is no need to add backreaction
by hand. We will then treat the full case writing the action on shell. Using the trace of the gravitational
field equations and the Klein-Gordon equation, Eq. (9.88) can be written on-shell as
S =
1
2
∫
dx4
√−g [K(ϕ)∇aϕ∇aϕ+W (ϕ)] , (9.91)
K(ϕ) = −3(F
2
,ϕ − 2FF,ϕϕ)
2F + 3F 2,ϕ
,
W (ϕ) =
V F 2,ϕ − FF,ϕVϕ − 2FV
2F + 3F 2,ϕ
. (9.92)
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At this point, defining the integrals I1 and I2 as
I1 =
∫
eΦK(ϕ)
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ,
I2 = 2
∫
eΦW (ϕ) dΩ, (9.93)
we can write the energy function associated to this case as
E(λ) =
(
I1
λ
+
I2
λ3
)
, (9.94)
which leads to the relations
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ I1 + 3I2 = 0,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= 2I1 , (9.95)
therefore stability with a non minimal coupling is possible if I1 > 0 and I2 < 0. These results allow us to
provide limits on the functions F and V . In particular, we must have
−1
6
ϕ2 < F ≤ β
2
4α
ϕ2 + βϕ+ α, (9.96)
V0ϕ
4 < V ≤ V0
(
ϕ− 2α
β
)2− 4α
3β2
, (9.97)
where V0 < 0, α > 0 and β can be chosen freely.
Particular case of the coupling
Notice that Eq. (9.91) can only be used if we exclude the coupling
FC = −1
6
ϕ2. (9.98)
In order to obtain a result also in this case we can construct an action on shell using the Klein Gordon
equation only. We thus obtain
S = −1
2
∫
dx4
√−g [ϕϕ+∇aϕ∇aϕ+ 2WC(ϕ)] (9.99)
WC(ϕ) = V − ϕV,ϕ. (9.100)
The above is in principle a non canonical action. However, it can be converted in a canonical one
integrating by parts the higher order term. Indeed we have
ϕϕ = ∇a (ϕ∇aϕ)−∇aϕ∇aϕ, (9.101)
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and the action on shell can be written as
S = −1
2
∫
dx4
√−g
[
2∇aϕ∇aϕ+WC(ϕ)
]
. (9.102)
In this way we can employ the usual procedure to explore this case. The energy function associated to
this particular case becomes
E(λ) =
(
2
I1
λ
+
I2
λ3
)
, (9.103)
where the integrals I1 and I2 are defined to be
I1 =
∫
eΦ
[
ϕ2,q +
3∑
i=2
ϕ2,wi
]
dΩ,
I2 = 2
∫
eΦWC (ϕ) dΩ, (9.104)
which leads to the relations
∂E(λ)
∂λ
∣∣∣∣
λ=1
= 0→ 2I1 + 3I2 = 0,
∂2E(λ)
∂λ2
∣∣∣∣
λ=1
= −4I1 < 0 , (9.105)
and implies instability. Therefore, only very specific combinations of the coupling and the potential can
lead to stable scalar field configurations.
Horndeski theory
It is widely believed today that the most general model with a single additional scalar degree of freedom
and second order field equations is given by the so called Horndeski theory [163]. This theory has been
proved to be equivalent to the curved spacetime generalisation of a scalar field theory with Galilean shift
symmetry in flat spacetime [164, 165]. We will now apply the equilibrium and stability conditions we
have derived above to this class of theories.
It is useful for our purposes to write their action in the form
S =
4∑
i=1
∫
d4x
√−gLi , (9.106)
L1 = G1 ,
L2 = −G2ϕ , (9.107)
L3 = G3R+G3,X
[
(ϕ)2 − ϕ;mnϕ;mn
]
,
L4 = G4Gmnϕ;mn − G4,X
6
[
(ϕ)3 + 2ϕ;mnϕ;m;aϕ;an − 3ϕ;mnϕ;mnϕ
]
.
Here Gmn is the Einstein tensor, Gi are functions of X and ϕ, and the subscript ; denotes covariant
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derivatives. Under Eqs. (9.7) we have, together with Eq. (9.57), the trnsformations
ϕ⇒ λ2ϕ+ ...
ϕ;mn ⇒ ϕ;mn + ... (9.108)
Gmnϕ
;mn ⇒ λ6Gmnϕ;mn + ...
where, as before, the dots represent additional terms which contain derivatives of λ and therefore are
irrelevant to the stability study.
Before proceeding we should point out that this theory has a non canonical Lagrangian and therefore
the energy function is not the standard one. However, the Ostrogradsky approach [166] can be used to
show that also in this case one can define a function that has the characteristics of the energy of the
system (i.e. it is conserved and generates a time evolution).
The transformed action, in the static case and assuming for brevity λ = λ0, can be written as
S(λ) =
∫
d4x
√−g
λ3
[L1 + λ2L2 + λ4L3 + λ6L4] , (9.109)
where Li = Li(λ). The Pohozaev identity for λ = 1 reads then
2XL1,X − 3L1 + 2XL2,X − L2 + 2XL3,X + L3 + 2XL4,X + 3L4 = 0 . (9.110)
The Eq. (9.110) contains derivatives of the scalar field and therefore, without further assumptions,
it cannot be used to obtain general constraints of the functions Gi as we have done in the previous
section. When such assumptions are provided, one can find a number different combinations of these
functions which can lead to stability. The trivial ones are the ones corresponding to general relativity
(G1 = − 12X − V ,G2 = 0, G3,X = 0 and G4 = 0) and scalar tensor gravity (G1 = − 12C1(ϕ)X − V ,G2 = 0,
G3 = C3(ϕ) and G4 = 0). A more general analytical condition can be obtained, for example, assuming
only G4 = 0. In this case stability is possible for
G2 = C2,1(ϕ)X
1/2 + C2,2(ϕ)X,
G3 = C3,1(ϕ)X
3/2 + C3,2(ϕ), (9.111)
and G1 within the functions
G∗1 = C1,1(ϕ)X
5/2 + C1,2(ϕ)X
3/2 + C1,3(ϕ)X
G∗2 = C1,5X
3/2 + C1,6(ϕ)X + C1,4(ϕ) lnX + C1,7(ϕ). (9.112)
Note that this is only a particular solution for the Gi. Obtaining a general solution would require the
resolution of a non linear third order differential equation for G3 which cannot be achieved in general.
As said, there is a number of other combinations of forms of the functionGi which can lead to stability.
The fact that such a big number of different conditions is possible is to be ascribed to the high level of
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generality of this class of theories. Members of Horndeski group of theories can have a wildly different
physical behaviour and this reflects also in the stability of localised solution of their scalar degree of
freedom.
9.7 Conclusions
In this chapter we have presented a complete proof of Derrick’s theorem in curved spacetime. The
proof follows the same strategy of the original paper by Derrick, but has the advantage to be completely
covariant and to not require any assumption on the potential for the scalar field nor on the underlying
geometry (other than the absence of vorticity). This is made possible by combining the 1+1+2 covariant
formalism and a technique firstly developed by Darboux which allows to write down Lagrangians for
dissipative systems.
For scalar fields in a fixed background, i.e., non backreacting, we have been able to prove that
no stable localised solution of the Klein-Gordon equation is possible. In addition, we found that the
coupling of the scalar field with other types of matter can only change the conditions necessary to
achieve equilibrium.
The results we have obtained can be understood recognising that a scalar field can be represented
macroscopically as an effective fluid with negative pressure (tension). Such fluids will tend naturally
to collapse in flat spacetime. In the non flat case, if the energy of the scalar field is not enough to
appreciably influence the curvature of spacetime (i.e. without backreaction) a localised solution will be
again unstable. When couplings are considered, the interaction influences the tension of the scalar field,
changing its magnitude.
In the case of real scalar field stars, as the metric of these compact objects is determined by its
matter distribution, backreaction cannot be neglected. Our generalisation of Derrick’s theorem, therefore,
implies that in curved spacetimes stable relativistic stars made of real scalar fields cannot exist, even
when considering couplings. Indeed the introduction of gravity “mitigates” the instability in the sense that
the maximum of the energy of the scalar field solution is turned in an inflection point.
In terms of the fluid interpretation this is also clear: if the scalar field is able to influence the spacetime
in which it is embedded, its tension will induce a repulsion, much in the same way as dark energy. As a
result, the configuration is less unstable and, in principle, with enough tension stability could be possible.
Our result suggests, however, that no sufficient level of tension can be achieved to support a localised
solution.
It should be remarked, however, that full stability is not a necessary condition for physical validity.
In order to be able to consider scalar field stars as possible astrophysical objects one can require the
weaker conditions of “long term” stability (e.g. longer/comparable to the age of the Universe). It is not
possible with sole the tools of Derrick’s proof to evaluate this aspect of the stability of scalar field stars.
Differently from full stability, the equilibrium condition still constitutes a strong physical constraint.
Its application in the context of non canonical scalar field and some classes of modified gravity reveals
that the extended Pohozaev identity can be used to select potentials and classes of theories which
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present an equilibrium. This is particularly relevant in the case of modified gravity, as for these theories
all compact stars are also real scalar field stars in which the scalar field coincides with the gravitational
scalar degrees of freedom. We found some very stringent criteria for scalar tensor gravity and Horndeski-
type theories. Also in this case, coupling with other fields as well as standard matter might be able to
modify these constraints.
We conclude pointing out that our analysis was performed in a purely classical setting: we have
neglected completely the quantum nature of the scalar field and the corresponding modification to its
action. These corrections, which are necessary to build more realistic models of scalar field stars, could
lead to modifications of the equilibrium conditions we have derived and even to stability.
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Chapter 10
Conclusions
In this thesis we have studied a wide variety of applications of the recently proposed generalized hybrid
metric-Palatini gravity theory in the context of cosmology and astrophysics as well as a few extansions.
We shall now summarize the most important conclusions on the topics explored throughout this work.
In Chapter 3, we have used the so-called reconstruction methods to obtain cosmological solutions
representing FLRW universes in the scalar-tensor representation of the GHMPG. The most important
contrast with GR and f (R) theories is that a given behavior of the scale-factor is not anymore associated
with a specific distribution of matter. In fact, we show that for every vacuum solution there is always a
perfect-fluid counterpart. The relevance of this kind of solutions stands on the fact that a negligible
matter distribution can still provide expansion laws coherent with observations without requiring the total
baryonic matter to be a relevant percentage of the total energy density, nor the explicit appearence of a
cosmological constant in the action.
Using the dynamimcal system formalism, in chapter 4 we explored the cosmological phase space
of the GHMPG. Due to the structure of the phase space, i.e., the existence of invariant submanifolds
associated with zero spacial curvature (K = 0), vacuum (Ω = 0) and a vanishing Palatini scalar R
(Z = 0), and the fact that no attractors lie in the intersection of all three submanifolds, there can not
be global attractors in the cosmological phase space. Eitherway, and due to the fourth-order nature of
the theory, we have shown that for specific choices of the action there are stable cosmological solutions
associated with scale factors that diverge in a finite time or tend assimptotically to a constant value.
Both these solutions are also able to model phenomena like the big bang, inflation, and late-time cosmic
acceleration. However, we did not study how specific orbits approach these solutions, and thus both
behaviors might occur only for timescales t→∞.
In the pursuit of analytical solutions of the GHMPG describing compact objects, we derived the junc-
tion conditions of the theory in chapter 5 for both the geometrical and the scalar-tensor representations.
The results are coherent, thus emphasizing the expected equivalence between the two formalisms. In
this chapter, we also provide two examples of application of these conditions. The most important differ-
ences between GR and the GHMPG stand on the fact that for the matching to be smooth both the Ricci
scalar R and the Palatini scalar R must also be continuous across the matching hypersurface, which
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was not necessary in GR, and also that the matching with a thin shell must also preserve the continuity
of the trace of the extrinsic curvature, K. In general, this implies that the matching must be done at an
hypersurface with a specific radius r. Curiously, these extra conditions correspond to well-known values
for the radial coordinate in the two specific examples considered, namely the Buchdhal radius r = 9M/4
and the light-ring radius r = 3M . However, due to the extra junction conditions this theory can not
reproduce other well-known results such as the Oppenheimer-Snyder collapse.
We have also studied the existence of analytical traversable wormhole solutions in chapter 6. Using
the junction conditions previously derived, we obtained an analytical solution for a traversable wormhole
where the throat is supported by a non-exotic perfect fluid and a thin-shell, and an exterior described
by a Schwarzschild-AdS solution. This wormhole satisfies the NEC not only near the throat but also
for the entire spacetime, being thus the first solution of its kind. For this solution to exist, the matching
has to be done at a very specific radius and the free parameters of the theory must be fine-tuned. This
might imply that these kind of analytical solutions are scarse. However, more complicated and realistic
solutions might be obtained via numerical integrations of the field equations and the free parameters of
these solutions might not be so strongly constrained.
In chapter 7 we have studied the stability of the massive scalar degree of freedom of the GHMPG
in a Kerr-BH background under the assumption of the usual Lorentz gauge. We have shown that the
equation that describes the perturbation in the Ricci scalar δR can be written in the form of a fourth
order massive scalar-field equation which can be factorized in the form of two modified Klein-Gordon
equations. These equations have been extensively studied and are known to be separable in a Kerr-BH
background and might give rise to superradiant instabilities if the superradiant modes are confined by
a potential well. We show that there are specific regular forms of the action for which the superradiant
condition and the confinement of the superradiant modes never occur simultaneously, and thus the
Kerr-BH is stable against perturbations in the massive scalar degree of freedom of the GHMPG.
As an intermediate step to study sixth and eight-order hybrid metric-Palatini theories, we used the
dynamical system formalism in chapter 8 to study the cosmological phase space of quantum-gravity
motivated theories where the Einstein-Hilbert term in the action interacts with higher order terms of the
form nR. Although we did not consider the Palatini scalar R in this chapter, we can still enumerate
important conclusions about these models, namely the fact that, unlike expected, the higher-order terms
are not negligible with respect to the lower-order ones, and their presence affects not only the structure
of the phase space itself but also the stability of the fixed points it presents.
Finally, in chapter 9 we have provided a new formalism to approach the Derrick’s theorem. We
have rederived this theorem in flat spacetime, generalized the theorem to curved spacetimes and also
included the effects of backreaction. We have shown that no stable localized solutions of real scalar
fields minimally coupled to gravity can exist except for the particular case of Phantom fields. Also, in
general, scalar-tensor theories of gravity also present this instability except for very particular cases.
In the context of Horndeski theories, stable models can be found for specific forms of the functions
Gi. Unfortunately, due to the geometrical nature of f (R) and hybrid metric-Palatini gravity theories, the
same approach used in this work can not be applied because the quasi-conformal transformation in the
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functions f ceases to be trivial.
We have shown that the GHMPG is able to succesfully describe a wide variety of phenomena with rel-
evant implications in cosmology and astrophysics. However, there are still some milestones to achieve.
In this work, we have not considered the weak-field slow-motion regime of the theory to study the solar
system dynamics, which is of crucial importance to the validity of the theory. Also, our results of chapter
5 seem to indicate that no regular perfect-fluid star solutions satisfying the NEC can exist in this theory,
which requires further study. A deeper analysis of the Derrick’s theorem in geometrical modified theories
of gravity must be done in the pursuit of prooving the results of chapter 10 in this kind of theories and, in
particular, in the GHMPG.
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Appendix A
Variational calculations
In this appendix, we compute explicitly the variations of the quantities needed to compute the equations
of motion of the generalized hybrid metric-Palatini gravity, more precisely the metric determinant g, the
volume element
√−g, metric inverse gab, the Levi-Civita connection Γcab, and the Ricci tensor Rab in both
the isolated form and multiplied by a scalar quantity φ.
A.1 Variations of the metric quantities
Let us start by computing the variation of the metric quantities g,
√−g and gab. Before we start, we have
to define the determinant of a matric. Let Aab be the cofactor matrix of the metric gab. We define the
determinant g of the matrix gab as follows:
g = gabA
ab, (A.1)
where the index a is fixed i.e. we are performing this calculation along a given line of the matric gab, and
we sum over the index b. The variation of the determinant g as a function of the cofactor matrix Aab thus
becomes
δg =
∂g
∂gab
δgab = A
abδgab. (A.2)
The metric inverse gab can also be written in terms of the cofactor matrix in the form
gab =
1
g
(Aab)T =
1
g
Aba. (A.3)
Multiplying both sides of Eq.(A.3), using the fact that the metric gab is a symmetric matrix and thus also
the cofactor matrix Aab is also symmetric, and using the result to cancel the term depending on aab in
Eq.(A.2) we obtain
δg = ggabδgab. (A.4)
It is actually more useful to us in the computation of the equations of motion the variation of the
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volume element
√−g, which can be obtained from Eq. (A.4) as
δ
√−g = − 1
2
√−g δg = −
1
2
√−g gg
abδgab =
1
2
√−ggabδgab. (A.5)
Furthermore, we can compute the variation of the metric inverse, as follows:
δgab = δ(gacgbdgcd) = g
bdgcdδg
ac + gacgcdδg
bd + gacgbdδgcd = δ
b
cδg
ac + δadδg
bd + gacgbdδgcd, (A.6)
where we used the definition of the Kronecker delta, gacgcb = δab . Finally, using the fact that the metric is
symmetric and canceling the terms δgab we obtain
δgab = −gacgbdδgcd. (A.7)
A.2 Variation of the Levi-Civita connection
Let us now turn to the variation of the metric connection i.e. the Levi-Civita connection Γcab. This con-
nection can be written in terms of the metric tensor gab as
Γabc =
1
2
gad (∂bgcd + ∂cgdb − ∂dgbc) . (A.8)
Taking the derivative of Eq.(A.8) yields
δΓabc =
1
2
δgad (∂bgcd + ∂cgdb − ∂dgbc) + 1
2
gad (∂bδgcd + ∂cδgdb − ∂dδgbc) . (A.9)
The term δgab can be simplified using the result of Eq.(A.7). Also, using the definition of Γcab in Eq.(A.8),
we can rewrite Eq.(A.9) in the form
δΓabc = −gaeΓfbcδgef +
1
2
gad (∂bδgcd + ∂cδgdb − ∂dδgbc) =
=
1
2
gad (∂bδgcd + ∂cδgdb − ∂dδgbc − 2Γebcδgde) , (A.10)
where the last equality is obtained from index manipulation. Consider now the following results for the
covariant derivative of the variation of the metric gab, which can be obtained from each other via index
manipulation:
∇bδgcd = ∂bδgcd − Γebcδged − Γebdδgce, (A.11)
∇cδgdb = ∂cδgdb − Γecdδgeb − Γecbδgde, (A.12)
∇dδgbc = ∂dδgbc − Γedbδgec − Γedcδgbe. (A.13)
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Inserting the definitions given in Eqs.(A.11) to (A.13) into the partial derivative terms of Eq.(A.10) we
obtain
δΓabc =
1
2
gad (∇bδgcd +∇cδgdb +∇dδgbc + Γebcδged + Γebdδgce+
+ Γecdδgeb + Γ
e
cbδgde − Γedbδgec − Γedcδgbe − 2Γebcδgde) . (A.14)
Finally, manipulating the indeces and using the fact that both the metric and the connection are symmet-
ric in the covariant indeces, the connection terms cancel out and we obtain the final result
δΓabc =
1
2
gad (∇bδgcd +∇cδgdb +∇dδgbc) . (A.15)
A.3 Variation of the isolated Ricci tensor
To compute the variation of the Ricci tensor, we shall write it explicitly in terms of the Levi-Civita connec-
tion Γcab in the form
Rab = R
c
acb = ∂cΓ
c
ab − ∂bΓcac + ΓeabΓcec − ΓeacΓceb. (A.16)
A variation of the previous definition yields
δRab = ∂cδΓ
c
ab − ∂bδΓcac + δΓeabΓcec + ΓeabδΓcec − δΓeacΓceb − ΓeacδΓceb. (A.17)
This result can be simplified if we notice that these eight terms correspond to two covariant derivatives
of the Levi-Civita connection Γcab, given by
∇cδΓcab = ∂cδΓcab + ΓcecδΓeab − ΓeacδΓceb − ΓebcδΓcea, (A.18)
∇bδΓcac = ∂bδΓcac + ΓcebδΓeac − ΓeabδΓcec − ΓecbδΓcea, (A.19)
and so, using the fact that the Levi-Civita connection is symmetric in the covariant indeces, we can sum
and subtract the last term of Eqs.(A.18) and (A.19), leading us to the result
δRab = ∇cδΓcab −∇bδΓcac. (A.20)
Eq.(A.20) gives us the form of the variation of the Ricci tensor in terms of covariant derivatives of the
variations of the Levi-Civita connection. Let us now see how these terms contribute to the equations of
motion from the action principle. We can write the variation of the term with the Ricci tensor in the action
as
δS =
∫
Ω
√−ggabδRabd4x =
∫
Ω
√−ggab (∇cδΓcab −∇bδΓcac) d4x. (A.21)
Now, applying the Leibniz rule to ∇c(gabδΓcab), noting that the covariant derivative of the metric gab
vanishes by definition, and manipulating the indeces so we are able to write both resulting terms inside
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the same covariant derivative, the integral in Eq.(A.21) takes the form
δS =
∫
Ω
√−g∇c
(
gabδΓcab − gacδΓbab
)
d4x. (A.22)
Let us now define a new vector Ac ≡ gabδΓcab − gacδΓbab so that we can write the integral as
δS =
∫
Ω
√−g∇cAcd4x, (A.23)
and using the result given in Eq.(B.20) for the D’Alembert operator of a vector field, the action integral
takes the final form
δS =
∫
Ω
√−g 1√−g ∂c
(√−ggcbAb) d4x = ∫
Ω
∂c
(√−gAc) d4x. (A.24)
Finally, by the Stokes theorem, the result of the previous integration is
δS =
∫
∂Ω
√−gAcd3x = 0, (A.25)
which vanishes identically since, by definition, the variation vanishes at the boundary ∂Ω which in this
case corresponds to the infinity. Therefore, this term does not contribute to the equation of motion for
the metric tensor.
A.4 Variation of the Ricci tensor multiplied by a scalar
In this case we want to study the variation φδRab, where φ is a scalar field. Due to the presense of the
scalar field, this term can no longer be manipulated into a boundary term and, therefore, does not vanish
like the variation of the isolated Ricci tensor. Using Eq.(A.20), the action term becomes
δS =
∫
Ω
√−gφgabδRabd4x =
∫
Ω
√−gφgab (∇cδΓcab −∇bδΓcac) d4x. (A.26)
Inserting the results for the variation of the Levi-Civita connection given in Eq.(A.15) into the previous
result, we obtain
δRab = ∇c
[
1
2
gcd (∇aδgdb +∇bδgda −∇dδgab)
]
−∇b
[
1
2
gcd (∇aδgdc +∇cδgda −∇dδgac)
]
. (A.27)
Noting that the covariant derivative of the metric gab vanishes, we can take out the metric inside the
covariant derivative in the first four terms and raise the index of the derivative. The fifth and sixth terms
cancel out and we obtain
δRab =
1
2
(∇d∇aδgdb +∇d∇bδgda −∇d∇dδgab − gcd∇b∇aδgdc) . (A.28)
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Replacing this result into the action term given in Eq.(A.26) and contracting with the metric inverse it
yields
δS =
∫
Ω
√−gφ1
2
(∇d∇bδgdb +∇d∇aδgda − gabδgab − gcdδgdc) d4x. (A.29)
Manipulating the indeces, the previous result can be further simplified to
δS =
∫
Ω
√−gφ (∇a∇bδgab − gabδgab) d4x. (A.30)
Finally, using the definition of the D’Alembert operator given in Eq.(B.20) and integrating by parts twice
each of the terms inside the integral, we can isolate the variation of the metric and obtain the final result
as
δS =
∫
Ω
√−g (∇a∇bφ− gabφ) δgabd4x. (A.31)
Comparing Eq.(A.31) with Eq.(A.26), we verify that we can write the variation of the Ricci tensor multi-
plied by a scalar field φ as
gabφδRab =
(∇a∇bφ− gabφ) δgab. (A.32)
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Appendix B
Useful results in Riemannian
geometry
Throughout this thesis, there were a few results used without demonstration, more specifically how
Eq.(2.11) implies the existance of a metric hab = f ′ (R) gab (and the same for Eq.(2.34) in the gener-
alized hybrid metric-Palatini gravity), the explicit expression used for the D’alembertion operator used
for example to derive the equations of motion in chapter C, and the relation between Ricci tensors of
conformally related metrics used to compute the relation between Rab and Rab. In this appendix, we
provide brief demonstrations of these results.
B.1 Condition for Γ to be the Levi-Civita connection
In this section we show that the covariant derivative ∇c
(√−ggab) vanishes if and only if the connection
Γcab is the Levi-Civita connection for the metric tensor gab. Let us start by prooving the inverse implication.
Since the metric tensor gab is a rank-2 covariant tensor, by taking the determinant of the coordinate
transformation we can show that the determinant g transforms like a scalar density of weight 2:
g′ab (x
′) =
∂xc
∂x′a
∂xd
∂x′b
gcd (x)⇔ g′ = J2g ⇔
√
−g′ = J√−g, (B.1)
where J is the jacobian of the coordinate change matrix. Noting that the covariant derivative of the
metric tensor gab vanishes, from ∇cgab = 0 we can derive the relation
∂cgab = Γ
d
acgdb + Γ
d
bcgad. (B.2)
Inserting this result into Eq.(A.4) we can write
∂cg = gg
ab
(
Γdacgdb + Γ
d
bcgad
)
= 2gΓaac, (B.3)
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where we have used the definition of the Kronecker delta δab = g
acgcb. It is now clear that, applying the
expression for the covariant derivative of a scalar density of weight 2, we get
∇cg = ∂cg − 2gΓaac = 0. (B.4)
Using the same approach in Eq.(A.5) we find
∂
√−g = √−gΓaac =⇒ ∇c
√−g = 0. (B.5)
Combining this result with the fact that the covariant derivative of the metric tensor gab vanishes, we
arrive at the expected result
∇c
(√−ggab) = gab∇c√−g +√−g∇cgab = 0. (B.6)
Let us now prove the equivalence by assuming that this relation hold and showing that Γcab must be the
Levi-Civita connection for the metric gab. The covariant derivative of
√−g can be written as, noticing that
this is a scalar density of weight 1,
∇c
√−g = ∂c
√−g − Γddc
√−g = 1
2
√−ggab∂cgab − Γddc
√−g, (B.7)
where in the second equality we have used the result given in Eq.(A.5). Notice that
0 = ∂cδ
a
a = ∂c
(
gabgab
)
= gab∂cg
ab + gab∂cgab, (B.8)
and we can use this result to change the sign of the first term in Eq.(B.7) to obtain a term ∂cgab. We are
also going to use the fact that the following covariant derivative vanishes:
∇c
(√−ggab) = ∂c√−ggab +√−g∂cgab −√−ggabΓddc +√−gΓacdgdb +√−gΓbcdgad = 0. (B.9)
Replacing this result in the first term of the covariant derivative of
√−g in Eq.(B.7) we obtain
∇c
√−g = 1
2
gab
(
∂c
√−ggab −√−ggabΓddc +
√−gΓacdgdb +
√−gΓbcdgad
)
, (B.10)
and applying the definition of the Kronecker’s delta we are lead to the result
∇c
√−g = 2∂c
√−g − 2Γddc
√−g = 2√−g ⇔ ∇c
√−g = 0. (B.11)
Combining this result with our first assumption ∇c (√−ggab) = 0, it yields directly
0 = ∇c
(√−ggab) = √−g∇cgab + gab∇c√−g = √−g∇cgab (B.12)
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which finally implies that
∇cgab = 0. (B.13)
This result means that if our assumption holds, then Γcab must be the Levi-Civita connection for the metric
tensor gab. Combining this result with the inverse desmonstration, it is shown that there is an equivalence
between Γcab being the metric connection and the fact that the covariant derivative vanishes.
B.2 Explicit expression for the D’Alembert operator
Let us start by recalling the result given in Eq. (A.5), which can be written, when we consider a derivative
of the metric determinant in order to the coordinates xa, as
∂cg = gg
ab∂cgab. (B.14)
The fact that the covariant derivative of the metric tensor gab vanishes gives us a relation between the
partial derivative of the metric tensor and the Christoffel symbols Γcab given by
∂cgab = Γ
d
acgdb + Γ
d
bcgad, (B.15)
which can be inserted in the derivative of the metric determinant to obtain
∂cg = gg
ab
(
Γdacgdb + Γ
d
bcgad
)
. (B.16)
Manipulating the indeces and using the definition of the Kronecker delta δab , we can derive the following
result
∂cg = g
(
Γdacδ
a
d + Γ
d
bcδ
b
d
)
= g
(
Γddc + Γ
d
dc
)
= 2gΓaac. (B.17)
This results enables us of writing the partial derivative of
√−g as
∂a
√−g = − 1
2
√−g ∂ag = −
1
2
√−g 2gΓ
b
ba =
√−gΓbba. (B.18)
Using this relation, one can write the covariant derivative of a vector field Aa in the form
∇aAa = ΓbbaAa + ∂aAa =
1√−gA
a∂a
√−g + ∂aAa = 1√−g ∂a
(√−ggabAb) , (B.19)
where we have used the Leibniz rule in order to write the final equality. In particular, if we take the vector
Aa to be ∇aφ = ∂aφ, we find a general expression for the D’Alembert operator of φ given by
φ = ∇a∇aφ = 1√−g ∂a
(√−ggab∂bφ) . (B.20)
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B.3 Relation between Ricci tensors of conformally related metrics
Let us consider two metric tensors conformally related by tab = φgab and compute how the Ricci tensors
Rab written in terms of these two metrics relate to each other. Define Γcab and Γˆ
c
ab as the Levi-Civita
connections , and Rab andRab as the Ricci tensors of the metrics gab and tab repectively. The connection
for the metric tab can be written in terms of the metric gab as
Γˆabc =
1
2
tab (∂ctdb + ∂btdc − ∂dtbc) = 1
2φ
gad [∂c (φgdb) + ∂b (φgdc)− ∂d (φgbc)] . (B.21)
Expanding the derivatives, re-grouping the terms of Γabc, and using the definition of the Kronecker delta
gacgcb = δ
a
b we obtain
Γˆabc = Γ
a
bc +
1
2φ
(
δab ∂cφ+ δ
a
c ∂bφ− gadgbc∂dφ
)
. (B.22)
Using the previous expression for Γˆcab, we can rearrange the terms of Γ
a
bc in the definition of the Ricci
tensor Rab in order to find Rab and so we write
Rab = Rab + ∂c
[
1
2φ
(
δca∂bφ+ δ
c
b∂aφ− gcdgab∂dφ
)]− ∂b [ 1
2φ
(
δca∂cφ+ δ
c
c∂aφ− gcdgac∂dφ
)]
+
+
1
2φ
Γcce
(
δea∂bφ+ δ
e
b∂aφ− gedgab∂dφ
)
+
1
2φ
Γeab
(
δcc∂eφ+ δ
c
e∂cφ− gcdgce∂dφ
)−
− 1
2φ
Γcae
(
δec∂bφ+ δ
e
b∂cφ− gedgcb∂dφ
)− 1
2φ
Γecb
(
δca∂eφ+ δ
c
e∂aφ− gcdgae∂dφ
)
+
+
1
4φ2
(
δcc∂eφ+ δ
c
e∂cφ− gcdgce∂dφ
) (
δea∂bφ+ δ
e
b∂aφ− gedgab∂dφ
)−
− 1
4φ2
(
δca∂eφ+ δ
c
e∂aφ− gcdgae∂dφ
) (
δec∂bφ+ δ
e
b∂cφ− gedgcb∂dφ
)
. (B.23)
Expanding the derivatives, using δcc = 4, and noting that ∂a∂bφ = ∂b∂aφ we obtain
Rab = Rab + 3
2φ2
∂aφ∂bφ− 1
φ
(∂a∂bφ− Γcab∂cφ)−
− 1
2φ
[
∂c
(
gcdgab∂dφ
)
+ Γcceg
edgab∂dφ− Γcaegedgcb∂dφ− Γecbgcdgae∂dφ
]
. (B.24)
The third and fourth terms correspond to the definition of the covariant derivative of a covariant tensor.
Also, noticing that the covariant derivative of a scalar field reduces to its partial derivative, we can write
those terms as ∇a∇bφ. The fifth and sixth terms can be expanded as follows:
∂c
(
gcdgab∂dφ
)
+ Γcceg
edgab∂dφ = g
cd∂dφ∂cgab + gabφ, (B.25)
where φ = ∇a
(
gab∂bφ
)
is the d’Alembert operator. Finally, the first term on the right hand side of
the previous equation can be combined with the seventh and eight terms of Rab in order to obtain the
covariant derivative of the metric tensor gAb
(∂cgab − Γecageb − Γecbgae) gcd∂dφ = ∇cgabgcd∂dφ = 0. (B.26)
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We then obtain the equation for Rab as a function of Rab and φ, that is the equation that relates the Ricci
tensors of two conformally related metric tensors, as
Rab = Rab − 1
φ
(
∇a∇bφ+ 1
2
gabφ
)
+
3
2φ2
∂aφ∂bφ. (B.27)
B.4 Volume form in the 1+1+2 formalism
In this section we derive the relation between the volume form
√−g and the integrator multiplied defined
in chapter 9 as exp (Φ). Let us start with the covariant divergence of the vector ua. It is well known that
∇aua = 1√−g ∂a
(√−gua) . (B.28)
On the other hand, by definition, ∇aua = Θ, i.e., the left hand side of the previous equation corresponds
to the expansion in the 1+1+2 formalism. In this way one can write
ua∂a ln |g| = 2(Θ− ∂aua). (B.29)
The same procedure can be applied to the quantity ∇aea to obtain
ea∂a ln |g| = 2(A+ φ− ∂aea), (B.30)
Instead, for Nca∇bNab, since
∇bNab = 1√−g ∂b
(√−gNab)+ ΓabcN bc, (B.31)
we have
Nc
a∂a ln |g| = 2(Ac + ac) +Ncb∂b lnN, (B.32)
where we call N the determinant of the non zero minor of Nab. In this way we have
∂a ln |g| = 2
{
(∂cu
c −Θ)ua + (A+ φ− ∂cec)ea + (Ac + ac)N ca
}
+Na
b∂b lnN. (B.33)
Let us now define
Va = −Θua + (A+ φ)ea + (Ac + ac)N ca, (B.34)
Wa = −
(
∂bu
b
)
ua +
(
∂be
b
)
ea +Na
b∂b ln
√
N, (B.35)
so that
∂a ln |g| = 2(Va −Wa). (B.36)
The partial differential equation given in Eq. (B.33) is equivalent to the one we have encountered in the
main text to determine Φ (see Eq. (9.35) for λ = 1).
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In the case of a static and spherically symmetric spacetime and choosing ea normalised to one we
have Θ = 0, Ac = 0, ac = 0 and ∂aua = 0. Inserting this result in Eq. (B.36) and integrating out the total
divergences in Wa we obtain √
|g| = g0 exp
[∫
(A+ φ) dq
]
, (B.37)
i.e., modulus an irrelevant constant, we recover Eq. (9.33). This suggests that we can write in a
(−,+,+,+) signature
eΦ =
√−g. (B.38)
In more general spacetimes, Eq. (B.36) is a system of partial differential equations which one must solve
in order to find the expression of the volume form. As the case of Eq. (9.44), we can use the method of
characteristics to obtain some solutions, but we need an accurate description of the boundary conditions
to determine a solution. However, as discussed for Φ, the exact form of the metric tensor is irrelevant for
our discussion, the only important thing is the transformation of
√−g.
Let us then look at the transformation of g. It is easy to see that under a conformal transformation
gab(λ) = λgab one has
Va(λ) = Va,
Wa(λ) = Wa + ∂a lnλ, (B.39)
and this implies
Φ(λ) = Φ− 4 lnλ ,
g(λ) =
g
λ4
, (B.40)
which is consistent with the known conformal transformation of a tensor density.
Under the transformations in Eq. (9.7) one sees that, again, Va and Wa transform as in Eqs. (B.39).
However, these results now imply
Φ(λ) = Φ− 3 lnλ,
g(λ) =
g
λ3
, (B.41)
i.e. the same transformation for Φ obtained in (9.36).
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Appendix C
Equations of motion of the
generalized hybrid metric-Palatini
gravity
In this appendix we shall apply the variational method to both the geometrical and scalar-tensor repre-
sentations of the generalized hybrid metric-Palatini gravity and obtain the equations of motion step by
step, namely the field equations and the modified Klein-Gordon equations.
C.1 Geometrical representation
Let us start by studying the geometrical representation of the generalized hybrid metric-Palatini gravity.
Consider the following form of the action of the theory:
S =
1
2κ2
∫
Ω
√−gf (R,R) d4x+ Sm, (C.1)
where κ2 ≡ 8piG, Sm is the matter action, R is the metric Ricci scalar written in terms of the connection
ΓcaB which is the Levi-Civita connection of the metric gab, R ≡ Rabgab is the Palatini curvature which is
defined in terms of an independent connection Γˆcab as
Rab = ∂cΓˆcab − ∂bΓˆcac + ΓˆccdΓˆdab − ΓˆcadΓˆdcb. (C.2)
There are two independent variables in this action, namely the metric gab and the independent con-
nection Γˆcab, so we will have to do the variational method twice, once for each variable, and obtain two
equations of motion. Let us first vary the action with respect to the independent connection. Since the
only variable that deppends on the independent connection is R, the variation becomes
δLΓˆ =
1
2κ2
√−g ∂f
∂Rg
abδRab. (C.3)
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Defining an auxiliary 2-tensor Aab with the form Aab ≡ 12κ2
√−g ∂f∂Rgab and using the definition of the
Palatini curvature R given in Eq.(C.2) we obtain
δLΓˆ = Aab
(
∂cδΓˆ
c
ab − ∂bδΓˆcac + δΓˆccdΓˆdab + ΓˆccdδΓˆdab − δΓˆcadΓˆdcb − ΓˆcadδΓˆdcb
)
. (C.4)
The first two terms in this expression can be integrated by parts. Notice that the primitive evaluated at
the boundary of the integral vanishes because, by definition, the variation of the action at the boundary
points is zero. Now, using the definitions of the covariant derivative of Aab bearing in mind that this is a
tensor density of weight 1 due to the factor
√−g,
∇ˆcAab = ∂cAab −AabΓˆddc +AdbΓˆacd +AadΓˆbcd, (C.5)
some of the terms of the variation can be grouped together and others cancel out, leading to
δLΓˆ = ∇ˆbAabδΓˆcac − ∇ˆcAabδΓˆcab +AdbΓˆacdδΓˆcab +AadΓˆbcdδΓˆcab −
− AdeΓˆaedδΓˆcac −AabΓˆdcbδcad −AabΓˆcadδΓˆdcb +AabΓˆdabδΓˆccd. (C.6)
Now, my index manipulation we can rewrite every term as a function of the variation δΓˆcab, simplifying the
result further to (
∇ˆdAadδbc − ∇ˆcAab +AedΓˆbedδac −AdeΓˆaedδbc
)
δΓˆcab = 0. (C.7)
Now, let us define the tensor Xabc = AedΓˆbedδ
a
c − AdeΓˆaedδbc. This tensor is an anti-symmetric tensor in
the indeces a and b. Therefore, since Γˆcab is symmetric in the same pair of indeces, the last two terms
in the previous equation correspond to the multiplication of a symmetric tensor with an anti-symmetric
tensor, which vanishes identically. On the other hand, by the same reason, only the symmetric part of
the remaining terms shall be considered, and we are left with
∇ˆcAab = 1
2
(
∇ˆdAadδbc + ∇ˆdAbdδac
)
. (C.8)
Finally, replacing back the definition of the tensor Aab and performing the contraction with the Kronecker
delta δba yields finally the equation of motion for the independent connection Γˆcab
∇ˆc
(√−g ∂f
∂Rg
ab
)
= 0, (C.9)
which implies, by the result of Sec.B.1, that there is a metric tensor hab conformally related to the metric
gab, given by hab = ∂f∂Rgab for which the independent connection Γˆ
c
ab corresponds to the Levi-Civita
connection, i.e.
Γˆabc =
1
2
had (∂bgdc + ∂cgbd − ∂dgbc) . (C.10)
Let us now turn to the variation with respect to the metric gab from which we will obtain the modified
field equations. Since both R and R depend on the metric, the variation with respect to gab takes the
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form
δLg = 1
2κ2
[
f (R,R) δ√−g +√−g
(
∂f
∂R
δR+
∂f
∂RδR
)]
. (C.11)
The first term on the right hand side corresponds to a variation of
√−g which is computed in Eq.(A.5).
On the other hand, the remaining terms can be expanded in the form
1
2κ2
√−g
(
∂f
∂R
δR+
∂f
∂RδR
)
=
1
2κ2
√−g
[
∂f
∂R
(
δgabRab + g
abδRab
)
+
∂f
∂R
(
δgabRab + gabδRab
)]
.
(C.12)
Since Rab only depends on the independent conection, the factor δRab = 0 and the last term van-
ishes. The variations of the metric inverse gab can be written in terms of variations of the metric gab,
see Eq.(A.7). The variation δRab, which in GR corresponds to a boundary term that vanishes due to
the Stokes theorem, in this case does not vanish because of the scalar factor ∂f∂R . The variation δR
multiplied by a scalar factor is computed in Eq.(A.32), and upon using this result with φ = ∂f∂R , we obtain
δLg = 1
2κ2
(
1
2
f
√−ggabδgab −
√−g ∂f
∂R
gacgbdRabδgcd+
+
√−g (∇a∇b − gab) ∂f
∂R
δgab −
√−g ∂f
∂Rg
acgbdRabδgcd
)
. (C.13)
Taking the factor
√−g outside of the parenthesis and performing the contractions with the metric tensors
yields
δLg = 1
2κ2
√−g
[
1
2
fgab − ∂f
∂R
Rab − ∂f
∂RR
ab +
(∇a∇b − gab) ∂f
∂R
]
δgab. (C.14)
From the previous equation and the usual definition of the stress-energy tensor Tab provided in Eq.(2.4)
we finally obtain the modified field equations as
∂f
∂R
Rab +
∂f
∂RRab −
1
2
gabf (R,R)− (∇a∇b − gab) ∂f
∂R
= κ2Tab. (C.15)
C.2 Scalar-tensor representation
Let us now turn to the scalar-tensor representation of the theory and obtain the equations of motion for
the metric gab and the scalar fields ϕ and ψ from the action
S =
1
2κ2
∫ √−g [(ϕ− ψ)R− 3
2ψ
∂aψ∂aψ − V (ϕ,ψ)
]
d4x. (C.16)
In this case the action is a function of these three variables and the variational method must be applied
three times. Consider first the variation with respect to the metric gab which is
δLg = 1
2κ2
{
δ
√−g
[
(ϕ− ψ)R− 3
2ψ
∂cψ∂cψ − V
]
+
√−g
[
(ϕ− ψ) δR− 3
2ψ
∂aψ∂bψδg
ab
]}
. (C.17)
Again, all the terms correspond to variations of the metric determinant in the form
√−g, the metric
inverse gab, and the Ricci scalar R multiplied by a scalar factor which in this case takes the form (ϕ− ψ).
All these variations have been computed explicitly in Appendix A. Writing δR = Rabδgab + gabδRab and
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using the variations computed in Appendix A we obtain directly.
δLg = 1
2κ2
√−g
{
1
2
gab
[
(ϕ− ψ)R− 3
2ψ
∂cψ∂cψ − V
]
+
3
2ψ
∂aψ∂bψ+
+∇a∇b (ϕ− ψ)− gab (ϕ− ψ)− (ϕ− ψ)Rab} δgab, (C.18)
which, along with the definition of the stress-energy tensor tab procided in Eq.(2.4) yields the equation
of motion
− 1
2
[
(ϕ− ψ)R− 3
2ψ
∂cψ∂cψ − V
]
gab − 3
2ψ
∂aψ∂bψ − (∇a∇b − gab−Rab) (ϕ− ψ) = κ2Tab. (C.19)
The previous equation can be re-written in a more convenient form by making use of the definition of
the Einstein’s tensor Gab = RaB − 12Rgab. Rearranging the resultant terms we obtain the modified field
equations as
(ϕ− ψ)Gab = κ2Tab −
(
 (ϕ− ψ) + 1
2
V +
3
4ψ
∂cψ∂cψ
)
gab +
3
2ψ
∂aψ∂bψ +∇a∇b (ϕ− ψ) . (C.20)
Consider now the variation of Eq.(C.16) with respect to the scalar fields, starting with the scalar field
ψ. The variation equation becomes
δLψ = 1
2κ2
√−g
(
3
2ψ2
∂cψ∂cψδψ − 3
ψ
∂cψ∂cδψ − Vψδψ −Rδψ
)
. (C.21)
All terms except for the second in the right hand side of the previous equation are already in the needed
form to obtain the equation of motion. Integrating the second term by parts we obtain
∫
Ω
√−g 3
ψ
∂aψ∂aδψd
4x =
∫
Ω
[
∂a
(√−g 3
ψ
δψ∂aψ
)
− ∂a
(√−g 3
ψ
∂aψ
)
δψ
]
d4x. (C.22)
The first term in the integral corresponds to a boundary term and thus vanishes by definition. The second
term can be expanded by the application of the derivative of a product as
∂a
(√−g 3
ψ
∂aψ
)
= − 3
ψ2
√−g∂aψ∂aψ + 3
ψ
∂a
(√−g∂aψ) . (C.23)
Multiplying and dividing the second term in the previous equation by
√−g allows us to use the result of
Sec.B.2 to write the term as a D’Alembert operator. Inserting this result into the variation equation yields
δLψ = 1
2κ2
√−g
(
−R− 3
2ψ2
∂aψ∂
aψ +
3
ψ
ψ − Vψ
)
δψ, (C.24)
which leads to the modified Klein-Gordon equation for the scalar field ψ in the form
−R− 3
2ψ2
∂aψ∂
aψ +
3
ψ
ψ − Vψ = 0. (C.25)
This is not the most useful form of the equation of motion for ψ since it depends on the Ricci scalar R
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later in this section, we shall rewrite this equation in a more appropriate form. The only equation left to
obtain is the modified Klein-Gordon equation for the field ϕ. Varying the action with respect to ϕ gives
directly the result
δLϕ = 1
2κ2
√−g (R− Vϕ) , (C.26)
from which we immediatly conclude that
R− Vϕ = 0. (C.27)
Now, we are intrested in taking the Ricci scalar R out of Eqs.(C.25) and (C.27) to obtain more suitable
forms of these equations. To do so, we trace the field equations given in Eq.(C.20) to obtain
(ϕ− ψ)R = −κ2T + 3ϕ− 3ψ + 2V + 3
2ψ
∂aψ∂aψ. (C.28)
This equation can be solved with respect to R and the result can be inserted into Eqs.(C.25) and (C.27)
which yield, after rearrangements
ψ − ψ
ϕ
ϕ− 1
2ψ
∂aψ∂aψ − ψ
3ϕ
[2V + (ϕ− ψ)Vψ] = −κ
2ψ
3ϕ
T, (C.29)
ϕ−ψ + 1
2ψ
∂aψ∂aψ +
1
3
[2V − (ϕ− ψ)Vϕ] = κ
2
3
T, (C.30)
respectively. These equations provide the dynamics of combinations of ϕ and ψ coupled to the matter
fields via the trace of the stress-energy tensor T . These two equation can be manipulated in order to
obtain equations that depend solely on ψ and ϕ of the form
ψ − 1
2ψ
∂aψ∂aψ − ψ
3
(Vϕ + Vψ) = 0, (C.31)
ϕ+ 1
3
(2V − ψVψ − ϕVϕ) = κ
2T
3
. (C.32)
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Appendix D
Useful results in General Relativity
In this appendiz we provide a few useful results in GR that are useful throughout this thesis, namely
important quantities such as the covariant derivative ∇c, the D’Alembert operator , and the Einstein
tensor gab for both the FLRW spacetime and a general spherically spacetime that can be used to
described compact objects such as stars, black-holes and wormholes. We also provide a brief analysis
about the definition of the stress-energy tensor Tab and its conservation equation in the FLRW spacetime.
To finalize, we show that the two Friedmann equations and the conservation equation for the stress-
energy tensor Tab are not independent and, in fact, one can obtain the second Friedmann equation by
differenciating the first Friedmann equation with respect to time and using the conservation equation for
Tab to cancel the terms depending on ρ˙.
D.1 Results in the FLRW spacetime
The Friedmann-Lemaıˆtre-Robertson-Walker (FLRW) spacetime is an homogeneous and isotropic solu-
tion of the Einstein’s field equations and it is the most useful metric to study the cosmological dynamics
of a given gravitational model. The FLRW spacetime is described by the metric tensor, in spherical
coordinates, given by:
ds2 = −dt2 + a2 (t)
[
dr2
1− kr2 + r
2dθ2 + r2 sin2 θdφ2
]
, (D.1)
where a (t) is the scale factor of the universe, also known as the radius of the universe, and k is the
curvature. For k = 0 the universe has a flat geometry, for k = 1 an open (hyperbolic) geometry, and for
k = −1 a closed (spheric) geometry. With this metric tensor, the Einstein’s tensor Gab is diagonal and it
is given by
Gab =
[
3
(
k + a˙2
a2
)
,−k + a˙
2 + 2aa¨
1− kr2 ,−r
2
(
k + a˙2 + 2aa¨
)
,−r2 sin2 θ (k + a˙2 + 2aa¨)] . (D.2)
The Ricci scalar is given by
R = −6
(
a¨
a
+
a˙2
a2
+
k
a2
)
. (D.3)
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Some useful results that are needed throughout this work on the FLRW metric are related to the dif-
ferential operators of the scalar fields. When we consider that the scalar fields ψ are only functions of
time and not functions of the spacial coordinates, the d’Alembert operator and the kinetic terms take the
forms
ψ = −
(
3a˙
a
ψ˙ + ψ¨
)
, (D.4)
∂cψ∂cψ = −ψ˙2. (D.5)
Also, the double covariant derivative is also a diagonal matrix given by
∇a∇bψ =
(
ψ¨,− aa˙ψ˙
1− kr2 ,−r
2aa˙ψ˙,−r2 sin2 θaa˙ψ˙
)
. (D.6)
It is clear from this results that the field equations that arise from the spacial coordinates r, φ and ψ are
linearly dependent, and so there are only two independent field equations which are Gtt and Grr.
D.2 Results in a spherically symmetric spacetime
Wormholes are exotic solutions of the Einstein’s field equations which connect two different assymptot-
ically flat regios of spacetime, and Black-Holes described by the Schwarzschild solution are solutions
to the Einstein’s field equations that describe extremely compact objects featuring horizons and a sin-
gularity. These two objects, along with compact stars in geeral and spherical shells can be described
generally by a spherically symmetric metric tensor of the form
ds2 = −eζ(r)dt2 +
(
1− b (r)
r
)−1
dr2 + r2dθ2 + r2 sin2 θdφ2, (D.7)
where ζ (r) is the redshift function and b (r) is the shape function, which respects a boundary condition
of b (r0) = r0, in the case of a wormhole, where r0 is the radius of the throat. With this metric tensor, the
Einstein’s tensor takes the diagonal form
Gtt = e
ζ b
′
r2
, (D.8)
Grr =
1
r2
[
1−
(
1− b
r
)−1]
+
ζ ′
r
, (D.9)
Gθθ = r
2
[(
1− b
r
)(
ζ ′′
2
+
ζ ′2
4
+
ζ ′
2r
)
+
(
b− rb′
2r3
)(
1 +
rζ ′
2
)]
, (D.10)
Gφφ = r
2 sin2 θ
[(
1− b
r
)(
ζ ′′
2
+
ζ ′2
4
+
ζ ′
2r
)
+
(
b− rb′
2r3
)(
1 +
rζ ′
2
)]
. (D.11)
We shall also compute the differential operators for the scalar fields. To do so, we assume in this case
that the scalar fields are only functions of the radial coordinate and independent of time, to preserve the
staticity of the spacetime itself. With these assumptions, we obtain
ψ =
(
1− b
r
)(
ψ′′ +
ζ ′ψ′
2
+
3ψ′
2r
)
+
ψ′
2r
(1− b′) , (D.12)
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∂cψ∂cψ =
(
1− b
r
)
ψ′2. (D.13)
Also, the double covariant derivative is also a diagonal matrix and it is given by
∇a∇bψ =
[
−eζ
(
1− b
r
)
ζ ′ψ′
2
, ψ′′ +
ψ′
2r2
(b− rb′)
(
1− b
r
)−1
, r2
ψ′
r
(
1− b
r
)
, r2 sin2 θ
ψ′
r
(
1− b
r
)]
.
(D.14)
As we can see from the previous results, there are only three independent field equations since the
equations Gθθ and Gφφ are linearly dependent. The same happens for the components of the double
covariant derivative.
D.3 Stress-energy tensor
The stress-energy tensor Tab is a tensor that describes the density and flux of energy and momentum in
a given spacetime. There are many definitions of the stress-energy tensor, but we are going to use the
Hilbert’s definition, given by
Tab = −
√
2
√−g δ (
√−gLm)
δgab
= −2δLm
δgab
+ gabLm, (D.15)
where LM is the non-gravitational matter Lagrangian. This way, as we apply the variational method to
the matter action Sm, it yields
δSm =
∫
Ω
δ (
√−gLm)
δgab
δgab = −
∫
Ω
1
2
√−gTabδgab. (D.16)
In general relativity, it is usual to describe the matter as a perfect fluid. The stress-energy tensor for a
perfect fluid in equilibrium is of the form
T ab = (ρ+ p)uaub + pgab, (D.17)
where ρ is the energy density, p is the pressure, and ua are the 4-velocity vectors. It is often useful to write
this tensor in the mixed index form because it becomes a diagonal matrix given by T ab = (−ρ, p, p, p),
from which we obtain the trace of the tensor as T = 3p− ρ. In case we are intrested in dealing with dust
matter instead of a perfect fluid, we just have to take the limit where p vanishes. On the other hand, if
we are interested in working with anisotropic fluids, the radial pressure pr and the trasverse pressure pt
become different and we use T ab = (−ρ, pr, pt, pt) and T = pr + 2pt − ρ instead.
The stress-energy tensor can be used to obtain the equations of continuity and the Navier-Stokes
equation. In general relativity, one can obtain the conservation equations simply by computing the
divergence of T ab, which vanishes identically. Therefore, using the FLRW metric given in Eq.(D.1), we
obtain:
∇aT ab = 0⇔ d
dt
ρ+
3a˙
a
(ρ+ p) = 0⇔ ρ˙ = −3Hρ
(
1 +
p
ρ
)
. (D.18)
183
The number of free parameters in this equation can be reduced by imposing an equation of state of the
form p = wρ. In this case, the previous equation simplifies to
ρ˙ = −3Hρ (1 + w) . (D.19)
Integrating the previous equation with respect to time using the definition of the Hubble parameter H =
a˙/a it yields directly the relation
ρ = ρ0a
−3(1+w) =⇒ p = p0a−3(1+w), (D.20)
where p0 and ρ0 are constants of integration related by p0 = wρ0. These steps are needed if we want to
study cosmological dynamics of a universe populated by matter.
D.4 Equivalence of Friedmann equations
In general relativity, as explained in Sec.D.1, there are two independent field equations when one con-
siders the FLRW spacetime, and these are called the Friedmann equations, the second of which is also
known as the Raychaudhuri equation. The two Friedmann equations in GR are given by
3
a˙2 + k
a2
− Λ = 8piρ, (D.21)
2aa¨+ a˙2 + k
a2
− Λ = −8pip, (D.22)
respectively, where ρ and p are related by the conservation of the stress-energy tensor, given by
Eq.(D.19), with H = a˙/a. Differentiating the first Friedmann equation with respect to time yields directly
2
(
a˙a¨
a2
− a˙
3
a3
− ka˙
a3
)
= 8piρ˙. (D.23)
Using the conservation of the stress-energy tensor in Eq.(D.19) to cancel the term ρ˙ and dividing through
by H = a˙a we obtain
2
(
a¨
a
− a˙
2
a2
− k
a2
)
= −8pi (ρ+ p) . (D.24)
Using again the first Friedmann equation to cancel the term 8piρ we obtain
2aa¨+ a˙2 + k
a2
− Λ = −8pip, (D.25)
which corresponds to the second Friedmann equation. This implies that from the three equations,
namely the Friedmann equation, the Raychaudhuri equation and the conservation equation for Tab,
one only needs two of these equations to fully describe the dynamics of the universe. For simplicity, one
usually considers the first Friedmann equation and the conservation equation for Tab, thus dropping the
redundant Raychaudhuri equation.
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Appendix E
Particle physics potential
The scalar fields that appear in the scalar-tensor representation of the generalized hybrid metric-Palatini
gravity do not need to have any physical interpretation in principle, for they are only auxiliary fields one
introduces to simplify the representation of the theory and not physical fields i.e. particles. There are
also no particular forms of the potential that must be used to mantain the physical realism of the scalar
fields. However, there is a particular form of the potential that considerably simplifies the equations of
motion in the scalar-tensor representation, see chapters 3 and 6, which is V = V0 (ϕ− ψ)2. This form of
the potential not only has the particularity of simplifying the modified Klein-Gordon equations given by
Eqs.(2.50) and (2.51), but can also be rewritten in a physically relevant form for particle physics.
Let us analyse where this potential comes from and how to obtain a physical meaning from it. Con-
sider the scalar field equations given by Eqs.(2.52) and (2.53). The simplest constraint one can impose
into these equations is that the potential terms vanish, i.e.
2V + (ϕ− ψ)Vψ = 0; (E.1)
2V − (ϕ− ψ)Vϕ = 0. (E.2)
These two equations form a system of partial differential equations in V (ϕ,ψ) that can be solved to
obtain the simplified expression for the potential. The two equations are separable in the variables V , ψ
and ϕ and can be written as
1
2V
dV = − 1
ϕ− ψdψ, (E.3)
1
2V
dV =
1
ϕ− ψdϕ. (E.4)
Assuming the independence of the scalar field, one can integrate these equations directly and obtain
the results
1
2
log V = log (ϕ− ψ) + C1 (ϕ)⇔ V = C ′1 (ϕ) (ϕ− ψ)2 , (E.5)
1
2
log V = log (ϕ− ψ) + C2 (ψ)⇔ V = C ′2 (ψ) (ϕ− ψ)2 , (E.6)
where the functions Ci are functions of just one of the fields and the functions C ′i = exp (Ci) are their
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exponentials. Comparing the two results it is immediate to see that these functions must be constant,
because the remaining factor of the result is the same in both solutions. Denoting this constant by V0,
we can write the potential in the general form
V (ϕ,ψ) = V0 (ϕ− ψ)2 = V0
(
ϕ2 + ψ2 − 2ϕψ) . (E.7)
As we can see, this potential features mass terms in ϕ and ψ given by the quadratic terms in these fields,
but there is one extra term which features a product of the form ϕψ, which indicate that these fields are
not the physical i.e. they are not eigenstates of mass. To obtain the physical fields, we shall compute
the eigenvalues and eigenstates of mass:
V (ϕ,ψ) =
[
ϕ ψ
]
V0
 1 −1
−1 1

ϕ
ψ
 ≡ ΨTVΨ. (E.8)
The eigenvalues λi of the matrix V are λ1 = 2V0 and λ2 = 0. This means that one of the physical fields is
going to be massless. Now, to compute the eingenstates φi, we apply directly the definition Vφi = λiφi
which yields
φ1 = A (ϕ− ψ) , φ2 = A (ϕ+ ψ) , (E.9)
where A is the constant of renormalization. To compute this constant of renormalization, we compare
the two potentials obtained in this combination of fields and the previous one:
V = 2V0φ
2
1 = 2V0A
2 (ϕ− ψ)2 = V0 (ϕ− ψ)2 =⇒ A = 1√
2
. (E.10)
Also, we can compute the mass of the fields by writing the potential with the mass terms as
V =
1
2
m2φ1φ
2
1 = 2V0φ
2
1, (E.11)
which implies that mφ1 = 2
√
V0 and mφ2 = 0, as expected from the eigen values λi. The two physical
fields are thus given by
φ1 =
1√
2
(ϕ− ψ) , mφ1 = 2
√
V0; (E.12)
φ2 =
1√
2
(ϕ+ ψ) , mφ2 = 0. (E.13)
We can also invert these definitions to obtain the non-physical fields ϕ and ψ as functions of the physical
fields φ1 and φ2. To do so, we sum and subtract Eqs.(E.12) and (E.13) and solve with respect to ϕ and
ψ. The result is as follows:
ϕ =
1√
2
(φ1 + φ2) , ψ =
1√
2
(φ2 − φ1) . (E.14)
This computation was not meant to find new fields on which to base the calculations upon. The use
of this demonstration is to show that the potential that arises from the constraints imposed a priori
does have a physically significant meaning, and so it is justified to continue working with the result with
186
possible applications to particle physics.
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