Distance-based indices, including closeness centrality, average path length, eccentricity and average eccentricity, are important tools for network analysis. In these indices, the distance between two vertices is measured by the size of shortest paths between them. However, this measure has shortcomings. A well-studied shortcoming is that extending it to disconnected graphs (and also directed graphs) is controversial. The second shortcoming is that when this measure is used in real-world networks, a huge number of vertices may have exactly the same closeness/eccentricity scores. This restricts the applicability of these indices as they cannot distinguish vertices. The third shortcoming is that in many applications, the distance between two vertices not only depends on the size of shortest paths, but also on the number of shortest paths between them. In this paper, we develop a new distance measure between vertices of a graph that yields discriminative distance-based centrality indices. This measure is proportional to the size of shortest paths and inversely proportional to the number of shortest paths. We present algorithms for exact computation of the proposed discriminative indices. We then develop randomized algorithms that precisely estimate average discriminative path length and average discriminative eccentricity and show that they give (ϵ, δ )-approximations of these indices (ϵ ∈ R + and δ ∈ (0, 1)). Finally, we preform extensive experiments over several real-world networks from different domains. We first show that compared to the traditional indices, discriminative indices have usually much more discriminability. We then show that our randomized algorithms can very precisely estimate average discriminative path length and average discriminative eccentricity, using only few samples. Our experiments reveal that real-world networks have usually a tiny average discriminative path length, bounded by a constant (e.g., 2). We refer to this property as the tiny-world property.
INTRODUCTION
An important category of network indices is based on the distance (the size of the shortest paths) between every two vertices in the network. It includes closeness centrality average path length, vertex eccentricity, average graph eccentricity, etc. Indices in this category have many important applications in different areas. For example, in disease transmission networks closeness centrality is used to measure vulnerability to disease and infectivity [2] . In routing networks, vertex eccentricity is used to determine vertices that form the periphery of the network and have the largest worst-case response time to any other device [24, 36] . In biological networks, vertices with high eccentricity perceive changes in concentration of other enzymes or molecules they are linked to Pavlopoulos et al. [31] .
Using size of shortest paths as the distance measure has shortcomings. A well-studied shortcoming is that extending it to disconnected graphs (and also directed graphs) is controversial [10, 30, 33, 39] . The other -less studied-shortcoming is that using this measure a huge number of vertices may find exactly the same closeness/eccentricity score. For instance, Shun [35] recently reported that around 30% of the (connected) vertices of the Yahoo graph have the same non-zero eccentricity score. Our experiments, reported in Section 7.1, reveal that this happens in many real-world graphs. This restricts the applicability of distance-based indices such as closeness and eccentricity, as they cannot distinguish vertices. For example, when closeness or eccentricity are used for the facility location problem [20] , they may not be able to distinguish one location among a set of candidate locations. Finally, in many cases, the distance between two vertices not only depends on the size of shortest paths, but also on the number of shortest paths between them. As a simple example, consider a network of locations where edges are roads connecting the locations. In a facility location problem, given two (or more) candidate locations, we want to choose the one which is more accessible from the rest of the network. Then, we may prefer the location which is slightly farther from the rest of the network but has more connections; to the location which is closet to the rest of the network. In particular, if two locations have exactly the same distance from the other locations, the one connected to the rest of the network by more roads is preferred.
These observations motivate us to develop a new distance measure between vertices of a graph that yields more discriminative centrality notions. Furthermore, it considers both shortest path size and the number of shortest paths. In this paper, our key contributions are as follows.
• We propose new distance-based network indices, including discriminative closeness, discriminative path length, discriminative vertex eccentricity and average discriminative graph eccentricity. These indices are proportional to the size of shortest paths and inversely proportional to the number of shortest paths. Our empirical evaluation of these notions reveals an interesting property of real-world networks. While real-world graphs have the small-world property which means they have a small average path length bounded by the logarithm of the number of their vertices, they usually have a considerably smaller average discriminative path length, bounded by a constant (e.g., 2). We refer to this property as the tiny-world phenomena.
• We present algorithms for exact computation of the proposed discriminative indices. We then develop randomized algorithms that precisely estimate average discriminative path length and average discriminative eccentricity and show that they can give (ϵ, δ )-approximations of average discriminative length and average discriminative eccentricity of the graph, where ϵ ∈ R + and δ ∈ (0, 1).
• We preform extensive experiments over several real-world networks from different domains. First, we examine discriminability of our proposed indices and show that compared to the traditional indices, they are usually much more discriminative. Second, we evaluate the empirical efficiency of our simple randomized algorithm for estimating average discriminative path length and show that it can very precisely estimate average discriminative path length, using only few samples. Third, we show that our simple randomized algorithm for estimating average discriminative eccentricity can generate high quality results, using only few samples. This has analogy to the case of average eccentricity where a simple randomized algorithm significantly outperforms more advanced techniques [35] . The rest of this paper is organized as follows. In Section 2, preliminaries and necessary definitions related to distance-based indices are introduced. A brief overview on related work is given in Section 3. In Section 4, we introduce our discriminative distancebased indices and discuss their extensions and properties. We present exact algorithms for computing discriminative indices in Section 5. In section 6 we present randomized algorithms for estimating discriminative indices and analyze them. In Section 7, we empirically evaluate discriminability of our indices and the efficiency and accuracy of our randomized algorithms. Finally, the paper is concluded in Section 8.
PRELIMINARIES
In this section, we present definitions and notations widely used in the paper. We assume that the reader is familiar with basic concepts in graph theory. Throughout the paper, G refers to a graph (network). For simplicity, we assume that G is a connected, undirected and loop-free graph without multi-edges. Throughout the paper, we assume that G is an unweighted graph, unless it is explicitly mentioned that G is weighted. V (G) and E(G) refer to the set of vertices and the set of edges of G, respectively. A shortest path (also called a geodesic path) between two vertices , u ∈ V (G) is a path whose size is minimum, among all paths between and u. For two vertices , u ∈ V (G), we use d( ,u), to denote the size (the number of edges) of a shortest path connecting and u. We denote by σ ( , u) the number of shortest paths between and u. By definition, d( , ) = 0 and σ ( , ) = 0. The diameter of G, denoted by
Closeness centrality of a vertex ∈ V (G) is defined as:
Average path length of graph G is defined as:
Eccentricity of a vertex ∈ V (G) is defined as:
Average eccentricity of graph G is defined as:
RELATED WORK
The widely used distance-based indices are closeness centrality, average path length, eccentricity and average eccentricity defined in Section 2. In all these indices, it is required to compute the distance between every pair of vertices. The best algorithm in theory for solving all-pairs shortest paths is based on matrix multiplication [41] and its time complexity is O(|V (G)| 2.3727 ). However, in practice breadth first search (for unweighted graphs) and Dijkstra's algorithm (for weighted graphs with positive weights) are more efficient. Their time complexities are O(|V (G)||E(G)|) and O(|V (G)||E(G)| + |V (G)| 2 log |V (G)|), respectively. In the following, we briefly review exact and inexact algorithms proposed for computing closeness and eccentricity.
Closeness centrality and average path length. Eppstein and Wang [13] presented a uniform sampling algorithm that with high probability approximates the inverse closeness centrality of all vertices in a weighted graph G within an additive error ϵ∆(G). Their algorithm requires O(
) samples and spends O(|V (G)| log |V (G)|+|E(G)|) time to process each sample. Brandes and Pich [6] extended this sampler by considering different non-uniform ways of sampling. A similar uniform sampler is presented in [25] to approximate average path length of a graph. Cohen et.al. [9] combined the sampling method with the pivoting approach [8] and [38] . where pivoting is used for the vertices that are far from the given vertex. In the algorithm of Olsen et.al. [29] , when closeness centrality of a vertex is computed, the intermediate results are stored and reused for the centrality computation of the other vertices. Okamoto et.al. [28] presented an algorithm for ranking top k highest closeness centrality vertices. More recently, Bergamini et.al. [3] developed an algorithm for finding top k highest closeness centrality vertices that finds an upper bound on the closeness score of each vertex. It stops when k vertices are found whose closeness scores are larger than the upper bounds of the others. There are several extensions of closeness centrality for specific networks. Kang et.al. [18] defined closeness centrality of a vertex as the approximate average distance from to all other vertices in the graph. Tarkowski et.al. [37] developed a game-theoretic extension of closeness centrality to networks with community structure.
Eccentricity and average eccentricity. Dankelmann et.al. [32] showed that the average eccentricity of a graph is at least
, where de m is the minimum degree of the graph. Roditty and Williams [34] developed an algorithm that gives an estimation E( ) of the eccentricity of vertex in an undirected and unweighted graph, such that
. Takes and Kosters [36] presented an exact eccentricity computation algorithm, based on lower and upper bounds on the eccentricity of each vertex of the graph. They also presented a pruning technique and showed that it can significantly improve upon the standard algorithms. Chechik et.al. [7] introduced an O((|E(G)| log |E(G)|) 3/2 ) time algorithm that gives an estimateÊ( ) of the eccentricity of vertex in an undirected and weighted graph, such that 3 5 E( ) ≤Ê( ) ≤ E( ). Shun [35] compared shared-memory parallel implementations of several average eccentricity approximation algorithms. He showed that in practice a two-pass simple algorithm significantly outperforms more advanced algorithms such as [34] and [7] .
DISCRIMINATIVE DISTANCE-BASED INDICES
In this section, we introduce a family of discriminative distancebased indices. The first notion is discriminative closeness centrality. Similar to closeness centrality, discriminative closeness is based on the size of shortest paths between different vertices in the graph. However, unlike closeness centrality, discriminative closeness centrality considers the number of shortest paths, too. For a vertex ∈ V (G), discriminative closeness of , denoted with DC( ), is formally defined as follows:
As mentioned earlier in the Introduction section, the rationale behind discriminative closeness centrality is that if vertex has the same distance from vertices u 1 and u 2 but σ ( , u 1 ) > σ ( , u 2 ), in many applications we can say that u 1 is closer than u 2 to . In Equation 2 of Section 2, if closeness centrality is replaced by discriminative closeness centrality defined in Equation 5, we get average discriminative path length of G, defined as follows:
.
(6) In a similar way, discriminative eccentricity of a vertex ∈ V (G), denoted by DE( ), is defined as follows:
Finally, average discriminative eccentricity of G is defined as follows:
All these notions are based on replacing distance by discriminative distance, defined as follows. For , u ∈ V (G), discriminative distance between and u, denoted with dd( ,u), is defined as
. We define discriminative diameter and discriminative radius of G respectively as follows:
Note that indices such as Katz centrality [19] and personalized PageRank [16] consider both the size and the number of paths between two vertices. However, they have shortcomings. For example, Katz centrality is proportional to both the size and the number of paths. Furthermore, it considers all paths. This makes it inappropriate for the applications where the concept of shortest paths is essential. This index is mainly used in the analysis of directed acyclic graphs.
Generalizations. We can consider two types of generalizations of Equations 5-10. In the first generalization, in the denominator of the equations, instead of using the number of shortest paths, we may use the number of a restricted class of shortest paths, e.g., vertex disjoint shortest paths, edge disjoint shortest paths etc. In the second generalization, instead of directly using distances and the number of shortest paths, we may introduce and use functions f and , defined respectively on the size and the number of shortest paths. Then, by changing the definitions of f and , we can switch among different distance-based notions. For example, for any two vertices , u ∈ V (G), if f (d( , u)) and (σ ( , u)) are respectively defined as d( ,u) and 1, we will have the traditional distance-based indices introduced in Section 2. If f (d( , u)) and (σ ( , u)) are respectively defined as 1 d ( ,u) and 1, we will have harmonic closeness centrality [33] defined as follows:
Then, someone may define discriminative harmonic closeness centrality of vertex as:
where f (d( ,u)) and (σ ( , u)) are respectively defined as 1
Disconnected or directed graphs. When the graph is disconnected or directed, it is possible that there is no (shortest) path between vertices and u. In this case, d( , u) = ∞ and σ ( , u) = 0, hence,
is undefined. For closeness centrality, when d( , u) = ∞, a first solution is to define d( , u) as |V (G)|. The rationale is that in this case d( ,u) is a number greater than any shortest path size. We can use a similar technique for discriminative distance: when there is no path from to u, we define d( ,u) as |V (G)| and σ ( , u) as 1. This discriminative distance will be greater than the discriminative distance between any two vertices ′ and u ′ that are connected by a path from ′ to u ′ . The second solution suggested for closeness centrality is to use harmonic centrality [33] . As stated in Equation 11, this can be applied to discriminative closeness, too. When d( , u) = ∞, Equation 11 yields 0 ∞ , which is conventional to define as 0.
A property. A nice property of shortest path size is that for vertices , u, w ∈ V (G) such that w is on a shortest path between and u, the following holds:
. This property is useful in e.g., designing efficient distance computation algorithms. This property does not hold for discriminative distance as dd( ,u) can be less than or equal to dd( ,w) + dd(w, u). An example is presented in Figure 1 . However, we believe this is not a serious problem. The reason is that more than shortest path size that satisfies the above mentioned property, discriminative distance is based on the number of shortest paths, which satisfies the following property: σ w ( , u) = σ ( , w) × σ (w, u), where σ w ( , u) is the number of shortest paths between and u that pass over w. As we will discuss in Section 5, these two properties can help us to design efficient algorithms for computing discriminative distance-based indices.
EXACT ALGORITHMS
In this section, we present the DCC 1 algorithm for computing discriminative closeness centrality of all vertices of the network and show how it can be revised to compute the other discriminative indices. Algorithm 1 shows the high level pseudo code of the algorithm. DCC is an iterative algorithm where at each iteration, discriminative closeness of a vertex is computed. This is done by calling the ShortestPathDAG method for . ShortestPathDAG consists of two phases. During the first phase, distances between and all other vertices in the graph are computed. If G is unweighted, this is done by a breadth-first search starting from . Otherwise, if G is weighted with positive weights, this is done using Dijkstra's algorithm [11] . During the second phase, the number of shortest paths between and every vertex in the graph is computed. This is done as follows.
• For any vertex u ∈ V (G) \ { } whose distance from is 1, σ ( , u) is set to 1 (note that our graphs are simple where multi-edges and self-loops are not allowed).
• For any vertex u ∈ V (G) \ { } whose distance from is greater than 1, as Lemma 3 of [5] suggests, σ ( , u) is set to w ∈P (u) σ ( , w). The set P (u) consists of the neighbors of u whose distance from is equal to d( ,u) − 1. DC[ ] ← 0. 6: end for 7: for each vertex ∈ V (G) do 8: D, N ← SHORTESTPATHDAG(G, ).
9:
for each vertex u ∈ V (G) \ { } do 10:
11:
end for 12: end for 13: return DC.
Output. An array D that contains the distances between and all other vertices of G, an array N that contains the number of shortest paths between and any other vertex in G. 4: {The distance computation phase.} 5: if G is unweighted then 6: Using breadth-first search rooted at , compute d( ,u) for all u ∈ V (G). 
is respectively O(|V (G)||E(G)|) and O(|V (G)||E(G)| + |V (G)| 2 log |V (G)|).
Computing other indices. The DCC method of Algorithm 1 can be revised to compute average discriminative path length of G, discriminative eccentricity of vertices of G and average discriminative eccentricity of G.
• ADPL(G). After Line 12 of the DCC method of Algorithm 1 (where the DC[ ] values are already computed),
ADPL(G) can be computed as
• DE( ). If Line 10 of the DCC method of Algorithm 1 is replaced by the following lines:
. end if then, the algorithm will compute discriminative eccentricity of the vertices of G and will store them in the DC array.
• ADE(G). After computing discriminative eccentricity of all vertices of G and storing them in the DC array, ADE(G)
can be computed as
In a similar way, Algorithm 1 can be revised to compute discriminative diameter and discriminative radius of G. In all these cases, time complexity of Algorithm 1 remains the same.
RANDOMIZED ALGORITHMS
As discussed in Section 5, computing average discriminative path length and average discriminative eccentricity is tractable in theory in the sense that they have polynomial time (and space) algorithms. However, the algorithms are computationally expensive in practice, even for mid-size networks. This motivates us to present randomized algorithms that can be performed much faster, in the expense of having approximate results. In this section, we first introduce a randomized algorithm for estimating average discriminative path length and analyze it. Then, we discuss how this algorithm can be revised to estimate average discriminative eccentricity. Select a vertex ∈ V (G) uniformly at random. 7: D, N ← ShortestPathDAG(G, ).
8:
β ← β + β t . 10: end for 11: β ← β T . 12: return β.
The Algorithm
Algorithm 2 shows the high level pseudo code of the RANDOMADPL algorithm, proposed to estimate average discriminative path length. The inputs of the algorithm are the graph G and the number of samples (iterations) T . In each iteration t, the algorithm first chooses a vertex uniformly at random and calls the SHORTESTPATHDAG method for and G, to compute distances and the number of shortest paths between and any other vertex in G. Then, it estimates average discriminative path length of G at iteration t as
and stores it in β t . The average of all β t values computed during different iterations gives the final estimation β of average discriminative path length. 
Error Guarantee
In the following, we provide an error bound for the estimated value of average discriminative path length. First in Proportion 6.1, we prove that in Algorithm 2 the expected value of β is ADPL(G). Then in Proportion 6.2, we provide an error bound for β.
PROPOSITION 6.1. In Algorithm 2, expected value of β t 's (1 ≤ t ≤ T ) and β is ADPL(G).
PROOF. We have:
and
PROPOSITION 6.2. In Algorithm 2, let G be a connected and undirected graph. For a given ϵ ∈ R + , we have:
PROOF. The proof is done using Hoeffding's inequality [17] . Let X 1 , . . . , X n be independent random variables bounded by the
Hoeffding [17] showed that:
On the one hand, for any two distinct vertices , u ∈ V (G), we have:
and as a result, β t ≤ ∆(G) (1 ≤ t ≤ T ). On the other hand, for any two distinct vertices , u ∈ V (G), we have:
Note that in Algorithm 2 vertices u are chosen independently and therefore, variables β t are independent. Hence, we can use Hoeffding's inequality, where X i 's are β t 's,X is β, n is T , a is 0 and b is ∆(G). Putting these values into Inequality 13 yields Inequality 12.
Real-world networks have a small diameter, bounded by the logarithm of the number of vertices in the network [40] . This, along with Inequality 12, yields: 
Algorithm 2 estimates average discriminative path length of G within an additive error ϵ with a probability at least δ . Our extensive experiments reported in Table 1 show that many real-world networks have a very small discriminative diameter, much smaller than the logarithm of the number of vertices they have. So, we may assume that their discriminative diameter is bounded by a constant c. For such networks, using only
samples, Algorithm 2 can estimate average discriminative path length within an additive error ϵ with a probability at least δ .
Estimating Average Discriminative Eccentricity
Algorithm 2 can be modified to estimate discriminative eccentricity of graph G. To do so, we require to replace Line 8 of the algorithm by the following lines:
end if end for
The rest of the algorithm remains unchanged. It can be shown that in this case the expected value of β will be ADE(G). The proof is similar to the proof of Proposition 6.1. Furthermore, the same error bound presented in Inequality 12 can be shown for the estimated average discriminative eccentricity. This means for the real-world graphs that have a small diameter bounded by the logarithm of the number of vertices, for given values ϵ ∈ R + and δ ∈ (0, 1), if T satisfies Inequation 15, average discriminative eccentricity of the graph can be estimated within an additive error ϵ with probability at least δ .
EXPERIMENTAL RESULTS
We perform extensive experiments on real-world networks to assess the quantitative and qualitative behavior of our proposed algorithms. The programs are compiled by the GNU C++ compiler 5.4.0 using optimization level 3. We do our tests over several real-world datasets from different domains, including the dblp0305, dblp0507 and dblp9202 co-authorship networks [4] , the facebook-uniform social network [15] , the flickr network [27] , the gottron-reuters network [23] , the petster-friendships network [21] , the pics ut network [21] , the web-Stanford network [22] , the web-NotreDame network [1] , the citeulike-ut network [12] , the epinions network [26] and the wordnet network [14] . All the networks are treated as undirected graphs. When a graph is disconnected, we consider only its largest component. Table 1 summarizes specifications of the largest components of our real-world networks, including their discriminative diameter.
Empirical Evaluation of Discriminability
We measure discriminability of a centrality notion in terms of its power in assigning distinguished values to the vertices. Hence, for each centrality notion and over each network G, we define discriminability as:
#distinct centrality scores #vertices of G × 100. Table 2 reports the results. The second and fourth columns respectively present discriminability of discriminative closeness and discriminability of closeness. A 'higher percentage' means a 'lower discriminability' of the centrality notion. The rightmost column (titled ratio) shows the ratio of the discriminability of discriminative closeness centrality to the discriminability of closeness centrality. The followings can be seen in the table. First, discriminative closeness centrality is always more discriminative than closeness centrality. Second, over datasets such as dblp0305, dblp0507, dblp9202, facebook-uniform and flickr, discriminability of discriminative closeness centrality is significantly larger than discriminability of closeness centrality. In fact, when discriminability of closeness centrality in a network is very low, discriminative closeness centrality becomes significantly more discriminative than closeness centrality. However, when closeness centrality itself is discriminative (e.g., in datasets pics ut, web-NotreDame, citeulike-ut, epinions and wordnet), the difference between discriminability of these two centrality notions is not considerable. Note that very similar results can be seen for eccentricity vs. discriminative eccentricity. Table 2 also compares running times of computing these two notions. The algorithm of computing closeness centrality and the algorithm of computing discriminative closeness centrality have the same time complexity. However, in practice, to compute discriminative closeness centrality, we require to have extra traverses over the graph (the second phase of the ShortestPathDAG method), to count the number of shortest paths. This makes the algorithm of computing discriminative closeness centrality slower than the algorithm of computing closeness centrality. In our experiments, the algorithm of computing discriminative closeness centrality is between 2 and 3 times slower than the algorithm of computing closeness centrality.
Empirical Evaluation of the Algorithms of
Estimating Average Discriminative Path Length and Average Discriminative Eccentricity Table 3 presents the results of the empirical evaluation of our proposed randomized algorithm for estimating average discriminative path length. When estimating average discriminative path length or average discriminative eccentricity, we define relative error of the approximation algorithm as:
where exact score and approximate score are respectively the values computed by the exact and approximate algorithms. Sample sizes are expressed in terms of the percentages of the number of vertices of the graph. We examine the algorithm for three sample sizes: 10% of the number of vertices, 1% of the number of vertices and 0.1% of the number of vertices. As can be seen in the table, only a very small sample size, e.g., 0.1% of the number of vertices, is sufficient to have an accurate estimation of average discriminative path length. This sample size gives always a relative error less than 3%. In particular, relative error in the datasets dblp0305, dblp0507, dblp9202 and facebook-uniform is very low. This is consistent with our analysis presented in Section 6.2 and is due to very small discriminative diameter of these networks. Table 4 reports the results of the empirical evaluation of our randomized algorithm for estimating average discriminative eccentricity. Similar to the case of average discriminative path length, we test the algorithm for three different sample sizes and our experiments show that only a small sample size, e.g., 0.1% of the number of vertices, can yield a very accurate estimation of average discriminative eccentricity. In our experiments, for the sample size 0.1%, relative error is always less than 5%. This high accuracy is due to very small discriminate diameter of the networks. Similar to the case of average eccentricity where a simple randomized algorithm significantly outperforms advanced techniques [35] , our simple algorithms show very good efficiency and accuracy for estimating average discriminative path length and average discriminative eccentricity.
The Tiny-World Property
Our extensive experiments presented in Table 3 reveal that realworld networks have usually a very small average discriminative path length, bounded by 2. It is considerably smaller than average path length of the networks, which is proportional to the logarithm of the number of vertices. This means in real-world networks not only most vertices can be reached from every other vertex by a small number of steps, but also there are many different ways to do so. We call this property the tiny-world property. A consequence of this property is that removing several vertices from a real-world network, does not have a considerable effect on its average path length. In Table 3 , it can be seen that networks such as flickr, petsterfriendships, pics ut and citeulike-ut have an average discriminative path length considerably smaller than the others. This is due to the high density of these networks, which yields that any two vertices may have a shorter distance or more shortest paths.
CONCLUSION AND FUTURE WORK
In this paper, we proposed a new distance measure between vertices of a graph, which is proportional to the size of shortest paths and inversely proportional to the number of shortest paths. We presented algorithms for exact computation of the proposed discriminative indices. We then developed effective randomized algorithms that precisely estimate average discriminative path length and average discriminative graph eccentricity and showed that they give (ϵ, δ )-approximations of these indices (ϵ ∈ R + and δ ∈ (0, 1)). Finally, we performed extensive experiments over several real-world networks from different domains. We first showed that compared to the traditional indices, discriminative indices have usually much more discriminability. We then showed that our randomized algorithms can very precisely estimate average discriminative path length and average discriminative eccentricity, using only a few samples. The current work can be extended in several directions. An interesting direction is to investigate distribution of discriminative closeness and discriminative vertex eccentricity in large networks. In particular, it is useful to see whether there exist correlations among discriminative indices on the one hand and other centrality indices such as betweenness and degree on the other hand. The other direction for future work is to develop efficient randomized algorithms for estimating discriminative closeness and discriminative eccentricity of one vertex or a set of vertices and discriminative diameter of the graph. For example, it is interesting to develop algorithms similar to [3] that estimate k highest discriminative closeness scores in the graph. Another extension of the current work is the empirical evaluation of the generalizations of the discriminative indices presented in Section 4.
