This paper introduces some new estimators for estimating ridge parameter, based on correlation between response and regressor variables for ridge regression analysis. A simulation study has been made to evaluate the performance of proposed estimators based on the minimum mean squared error (MSE) criterion compared to ordinary least squares (LS) estimator and ordinary ridge regression (RR) estimator. The simulation studies demonstrated that the suggested estimators are superior to LS and RR estimators in ridge regression analysis with Heteroscedastic and/or correlated errors, outlier observations.
Introduction
The multiple regression model is the most widely used statistical tool applied in all most every discipline, hence estimation of unknown parameters is a common interest for many users. It is well known that ordinary least squares (LS) estimators are the best linear unbiased ones. However, if the objective of any study is to minimize some specific risk function, then other types of estimators perform better than the LS estimators. Also, in regression analysis, the presence of multicollinearity among independent variables is a common problem which exhibits serious undesirable effects on the analysis. Its one of the major consequence on ordinary least squares (LS) is that the estimator produces huge sampling variances which may result in the exclusion of significant coefficients from the model (see Farrar and Glauber 1967) . To overcome multicollinearity various biased estimators were put forward in the literature.
The Ridge Regression (RR) estimator proposed by Hoerl and Kennard (1970) is the most popular biased estimator. The ridge regression became extremely popular in the seventies and eighties; see the survey in McDonald (2009). However, RR estimator has some disadvantages; mainly it is a nonlinear function of the ridge parameter (or biasing constant) k. This leads to complicated equations when selecting k. The formula is there, for this ridge parameter but it depends on the unknown parameters, so its determination in practice is not feasible. Many authors proposed different approximations for it. Each new suggestion was compared with and often declared victory over some existing ones, but there did not exist a large scale comparison between all known methods. The conventional wisdom is that no single method would be uniformly better than all the others. Also, as pointed out by Liu (2003) when there exits sever multicollinearity the ridge parameter k selected for ridge regression may not fully remedy the problem of multicollinearity. On the other hand ridge regression approach has been studied by McDonald and Galarneau (1975) , Lawless (1978) , Gibbons (1981) , Sarkar (1992) Muniz et al. (2012) to mention a few. Some of these estimators are uses application of eigen values and/or error variance σ 2 . Correlation between the regressor plays an important role in detection of multicollinearity. With this application, in this article we try to introduce some estimators for k based on only correlation coefficients (r i ) between response and regressor variables. In the present literature related to ridge parameter most of the researchers compare superiority of their suggested estimators with other existing methods using well ridge estimator given by Hoerl and Kennard (1970) in terms of minimum MSE criterion. In the present work we evaluate the performances of our suggested estimators of k using parameter estimation method given by Hoerl and Kennard (1970) in the presence of multicollinearity, outliers and Heteroscedastic random errors respectively.
This article is organized as follows: In Section 2, we define model and parameter estimation methods. In Section 3, we have proposed some new estimators for k based on correlation coefficients (r i ) between response and regressor variables. We compare that our new estimators in the mean square error (MSE) sense, to the RR estimator, in the same Section. In Section 4, Performances of the proposed estimators with respect to the scalar MSE criterion compare to LS and RR estimators are evaluated based on the Monte Carlo Simulation results. Finally, article ends with some concluding remarks.
Model and Estimators
Consider, widely used linear regression model
where Y is a n×1 random vector of response variables, X is a known n×p matrix with full column rank, ε is the vector of errors E(ε) = 0 and Cov(ε) = σ 2 I n . β is a p×1 vector of unknown regression parameters and σ 2 is the unknown variance parameter. For the sake of convenience, we assume that the matrix X and response variable Y are standardized in such a way that X´X is a non-singular correlation matrix and X´Y is the correlation between X and Y.
Let Λ and T be the matrices of eigen values and eigen vectors of X´X, respectively, satisfying T´X´XT = Λ = diagonal (λ 1 , λ 2 ,..., λ p ), where λ i being the i th eigen value of X´X and T´T = TT´ = I p . We obtain the equivalent model
where Z = XT , it implies that Z´Z = Λ, and α = T´β (see Montgomery et al., 2003) Then LS estimator of α is given by
Therefore, LS estimator of β is given by LS LS Tα β= .
Ridge Regression Estimator (RR)
To overcome multicollinearity under ridge regression, Hoerl and Kennard (1970) suggested an alternative estimate by adding a ridge parameter k to the diagonal elements of the least square estimator. It is given as:
Therefore, RR estimator of β is given by
RR

RR Tα β=
and mean square error of RR α is
where, i α is the i th element of LS α ,
Hoerl et al. (1975) suggested that, the value of 'k' is chosen small enough, for which the mean squared error of ridge estimator, is less than the mean squared error of LS estimator. Among the various methods here we used most widely used ridge parameter to compute RR α given by Hoerl et al. (1975) which given as below.
We observe that, when k = 0 in Eq. (2.5), MSE of LS estimator of α is recovered. Hence
Proposed Estimators
Rodgers and Nicewander (1988) present a longer review of ways to interpret the correlation coefficient. They present 13 different ways of interpretations to conceptualize correlation coefficients as a most basic measure of bivariate relationship. Most of these interpretations are distribution free, since computation of a sample correlation requires no assumptions about a population (see Nefzger and Drasgow, 1957) . Based on one of these interpretation, for the bivariate data (X, Y) when we standardize the two raw variables, the standard deviations become unity and the slope of the regression line of Y on X as becomes the correlation coefficient. In this case, the intercept is 0, and the regression line is easily expressed as rX Y = It is well known that the correlation coefficient between the regressor helpful in detecting the near linear dependency between the same pairs of regressor only. However, correlation between regressor plays an important role in detecting problem of multicollinearity. Based on the model defined in (2.1) we extend the interpretation in multiple linear regression and regression line can be expressed as Now we introduce some estimators of k based on C; since suggested estimators are based on correlation coefficients i r these are termed as correlation based estimators. We denote our ridge parameters by
Even though the above approach is quite simple and straightforward, to the best of our knowledge, it has not been considered in the literature at all. Based on these above estimators of ridge parameter k, using Eq. (2.4) estimators of α are given by
Hence, estimators of β are:
Thus, the coordinate wise estimators can be written as
where i α are the individual components of LS α . 
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Simulation Study
Consequently, parameter estimation methods are based on LS estimators do not assure the desirable results in the presence of multicollinearity, outliers and Heteroscedastic random errors respectively. Under these circumstances we evaluate the performance of proposed estimators compare to Least squares and ordinary ridge regression estimators through simulation study. 
Where, u ij are independent standard normal pseudo-random numbers and ρ is specified so that the theoretical correlation between any two explanatory variables is given by ρ to the best from the MSE point of view. The simulation is carried out for data exhibits with multicollinearity under following four different cases a. Data generated using normal errors. b. Data generated using outlier observations. c. Data generated using Heteroscedastic errors. d. Data generated using outlier observations and Heteroscedastic errors.
A. V. Dorugade
Case (a): Here data exhibits with multicollinearity, generated using normal errors i.e. Table 2 .
Results in 
Case (c):
Here we consider the problem of Heteroscedasticity. Means we assume that the elements of the random vector ε were not independent and identically distributed random variables. To introduce Heteroscedastic and/or correlated errors in the model given in (2.2) and finally converted into in the following model Table 3 .
From Table 3 gives better performance among the proposed estimators in all the cases. The novel feature of the proposed estimator is that it can be used without any modification in the proposed estimator it is better alternative to combat one or more than one problems among multicollinearity, outliers and Heteroscedastic and/or correlated errors occurs in linear regression.
Conclusion
In this article some new estimators of ridge parameter k and hence biased estimators , for estimating β in linear regression are introduced. The investigation of proposed estimators has been done using Monte Carlo experiments, where levels of correlation, the numbers of explanatory variables and the sample sizes have been varied. The evaluation of our estimators has been done by comparing the MSEs of our proposed estimators with the LS estimator and the estimators of Hoerl and Kennard (1970) . We found that our estimators uniformly dominate the other estimators in ridge regression analysis with outliers and Heteroscedastic and/or correlated errors. We believe that the findings of this paper will be useful for the practitioners.
