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Capítulo 1 : Resumen 
La era del Big Data (de ahí su nombre) ha traído consigo el rápido acceso a una cantidad ingen-
te de datos provenientes de diferentes fuentes con formatos diversos que son generados de 
forma regular y continua por cada una de ellas. Dichos datos están siendo recolectados y al-
macenados por una parte considerable del sector industrial, empresarial, académico y científi-
co a la misma velocidad que la ha recibido. La integración de las bases de datos, que almace-
nan dicha información, son un instrumento deseado por todos estos sectores con el fin de 
hacer minería de datos, optimización, descubrimiento de patrones y sacar análisis valiosos 
sobre tendencias en marketing, comportamiento social, tendencias entre otros muchos inter-
eses.  
Para llevar a cabo el análisis de estos datos son necesarios algoritmos de Machine Learning, 
entre los cuales encontramos algoritmos de Data Mining, predicción, búsqueda de patrones, 
entre otros. Muchos algoritmos en estos campos llevan muchos años siendo utilizados en el 
análisis tradicional de datos. Sin embargo, muchos de ellos pueden no ser capaces de abordar 
el tratamiento de grandes cantidades de datos. En particular, en el campo tradicional del Data 
Mining existen una gran cantidad de algoritmos ampliamente utilizados y caracterizados que 
pueden ser aplicables a un modelo de datos específico. Aunque este conjunto de algoritmos y 
el modelo de datos a los cuales pueden ser aplicados están bien caracterizados, existen dos 
problemas considerables a la hora de aplicar estos algoritmos a un dataset particular con una 
cantidad ingente de datos. En primer lugar, es probable que a priori no se tenga conocimientos 
previos de la caracterización interna de dicho dataset y ello conduce al siguiente problema, al 
no tener conocimiento de dicho dataset no se puede a priori tener conocimiento de cuál de los 
algoritmos se puede ajustar mejor para obtener los resultados que se persiguen. Aun teniendo 
información para dilucidar estos dos problemas, existen otro problema inherente la elección 
correcta de los parámetros de entrada de algunos de estos algoritmos es una decisión que 
requiere cierto conocimiento de algunas técnicas existentes para optimizar la ejecución de 
dichos algoritmos. En cuanto a la ejecución de estos algoritmos, un punto importante es que si 
se requieren procesar grandes volúmenes de datos, es necesario recurrir a algoritmos capaces 
de procesar de forma inteligente y lo más eficiente posible todos estos datos. 
La cuestión que se plantea en este Proyecto de Fin de Grado tiene que ver con la elección de 
un algoritmo y la elección de los parámetros asociados para ser aplicados a un dataset de ta-
maño considerable cuándo no tenemos mucho conocimiento de cómo es el dataset y de qué 
algoritmo puede ser más aconsejable utilizar. En este contexto, en este Proyecto se plantea el 
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desarrollo de una plataforma web colaborativa para analizar de forma eficiente grandes volú-
menes de datos a través de algoritmos tradicionales de Machine Learning relacionados con el 
campo del Data Mining, específicamente aquellos relacionados con el clustering y la clasifica-
ción. 
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Capítulo 2 : Abstract 
The Big Data era (hence its name) has brought with it a fast access to huge quantity of data. 
They are from different sources and with miscellaneous formats. These data are generated 
continually and regularly from these sources. The data being gathered and stored comes from 
a big part of the sectors like industrial, business, academy, and scientific at the same speed 
they receive it. The integration of the data bases to store this information is a desired tool for 
each of these sectors, whose purpose is to do data mining, optimization, discovery of patterns 
and to take valuable analysis on trends in marketing, social behavior, among many other inter-
ests. 
To carry out the analysis of these data, algorithms of Machine learning are necessary. Among 
them we find algorithms of data mining, predictions, search of patterns between others. A lot 
of algorithms in these fields have been used for many years in the traditional analysis of data. 
However, a lot of them cannot be able to work with a huge quantity of data. In particular, in 
traditional field of data mining exist a large number of widely used and characterized algo-
rithms, which may be applicable to a specific data model, even if this set of algorithms and the 
model of data to which it can be applied, is properly characterized. There are two problems to 
consider when applying these algorithms to a particular dataset with a huge quantity of data. 
First, it is likely that they do not have previous knowledge of the internal characterization of 
the dataset. This leads us to the next problem. If we do not have knowledge of the dataset, we 
will not be able to know which algorithms are better to get the results that we are looking for. 
Even when there is information to solve this problem; there is another one, inherent to choose 
the value of algorithms' parameters. This choice requires some knowledge of existing tech-
niques to optimize the execution of the algorithms. As to the execution of the algorithms, an 
important key is the volume of data to process. It is necessary the use of algorithms to process 
the data in a smart and efficient way. 
The question posed in this final project is related to the choosing of the algorithm and its asso-
ciated parameters to be applied to a large size dataset when the characteristics of such dataset 
are not known. In this context, the project proposes a collaborative platform to analyze big 
volume of data in an efficient way through traditional machine learning algorithms’ related to 
the data mining field, and specifically with algorithms of clustering and classifiers.   
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Capítulo 3 : Introducción 
Este Proyecto de Fin de Grado aborda el diseño y desarrollo de una aplicación web colaborati-
va para la ejecución y comparación de algoritmos de Machine Learning, específicamente aque-
llos relacionados con el campo de Data Mining aplicado a grandes volúmenes de datos. La 
herramienta que se plantea contará con un amplio repositorio de datasets y algoritmos. Esta 
escrita en PHP y Python y podrá ejecutar algoritmos escritos en Python. 
Uno de los principales objetivos de la plataforma colaborativa a construir es que ha de ser fácil 
de usar e intuitiva. Estará desarrollada para poder ser usada tanto por personas que se están 
iniciando en el campo del Machine Learning como por investigadores expertos en la materia, 
que podrán implementar y usar sus propios algoritmos. 
Este documento se estructura de la siguiente manera:  
El siguiente capítulo hablara de la motivación que me ha llevado a realizar este proyecto y sus 
justificaciones para llevarlo a cabo. También este capítulo cuenta con una sección donde de 
recogen los objetivos generales y específicos del proyecto. 
A continuación se expone todo el marco teórico que envuelve al proyecto como es el Machine 
Learning, el Data Mining, clasificación de algoritmos supervisados y no supervisados y las dife-
rentes métricas que hay para los diferentes algoritmos. 
Ya en el cuarto capítulo se habla del estado del arte en aplicaciones relacionadas y se hace un 
repaso sobre los más conocidos repositorios de dataset usados en investigación. Y de igual 
forma se hace un repaso por diferentes frameworks de Machine Learning más populares. 
A partir del quinto capítulo se entra en una parte más técnica del proyecto. En este capítulo se 
expone todo el proceso de desarrollo de la aplicación. Desde la toma de requisitos, definir la 
arquitectura de todos los sistemas, así como definir cómo será el proceso de diseño y codifica-
ción y cuál será el proceso de pruebas empleado. 
En el sexto capítulo se muestra como realizar el despliegue e implantación de la aplicación, se 
detallan las pruebas funcionales y se habla del manual de usuario con el que cuenta la aplica-
ción. 
En el séptimo capítulo se cuentan los resultados de realizar tres experimentos usando la apli-
cación creada, demostrando la gran utilidad que tendrá este proyecto en el futuro. 
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Ya en esta parte final tenemos dos capítulos sobre el Impacto social y ambiental de la aplica-
ción y cuál es la responsabilidad ética y profesional que deriva del uso y creación este tipo de 
software. 
En el capítulo final abordaremos las conclusiones obtenidas con la realización de este ambicio-
so proyecto.  
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Capítulo 4 : Motivación, Justificación y Objetivos 
Motivación y justificación 
La idea del desarrollo de este Proyecto Fin de Grado nace a raíz del trabajo que como becario 
he desarrollado dentro del proyecto europeo ONTIC (Online Network Traffic Characterization) 
cuyo IP principal es el profesor Alberto Mozo de la E.T. S. de Ingeniería de Sistemas informáti-
cos de la Universidad Politécnica de Madrid y que es financiado por la Comisión Europea bajo 
el Séptimo Programa Marco [ONTIC, 2014]. Dentro del trabajo que he desarrollado para el 
proyecto, me he dedicado al campo de los algoritmos de de minería de datos y principalmente 
a su aplicación a grandes volúmenes de datos. Durante el desarrollo de la beca, he notado la 
falta de alguna herramienta que nos facilite nuestro trabajo investigador y de aprendizaje de 
todas estas técnicas de una forma ágil y rápida, que pueda ser usada de forma colaborativa en 
una plataforma que permita una fácil integración de diferentes algoritmos y datasets. Existen 
herramientas de este estilo con una amplia trayectoria y con muy buena aceptación en la co-
munidad tanto científica como académica y empresarial, como Weka [Weka, 2015]. Sin em-
bargo, no existen muchas de ellas que estén orientadas también a principiantes en el área de 
Machine Learning y que estén basadas en una plataforma colaborativa y accesible basada en la 
Web.  
En este contexto, se ha identificado de manera clara la idea de herramienta software a cons-
truir y las necesidades a específicas a satisfacer. Por ejemplo, se ha tenido en cuenta el uso del 
amplio repositorio de datasets utilizados por la comunidad científica y los cuales están repor-
tados en muchos de los más importantes artículos utilizados por la comunidad científica. Así 
mismo, se ha identificado la necesidad de contar con un buscador que permita encontrar rápi-
damente, basándose en las características del dataset, los algoritmos, los parámetros y/o los 
artículos que se consideren relevantes para el análisis de datos que se quiere llevar a cabo. 
Este es un punto clave, dentro de las que se consideran como contribuciones de este Proyecto 
de Grado: la integración de documentación e información relevante sobre los algoritmos de 
clasificación supervisada y no supervisada: datasets, algoritmos, e información relevante. No 
es desconocido para nadie, que para acceder a esta información, actualmente tenemos que 
navegar por las diferentes webs de universidades y centros de investigación para encontrarla. 
Esto sin contar que para hacer uso de ello, muchas veces se tiene que adaptar y formatear de 
acuerdo a las necesidades propias de lo que se quiere realizar. 
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Por otro lado, y hablando de los algoritmos en particular, cabe la pena destacar que para iden-
tificar qué algoritmo utilizar en un problema de clasificación concreto con un dataset específi-
co podría ser interesante tener acceso a todos los algoritmos clasificados según sus caracterís-
ticas y conocer más sobre ellos a través de unos pocos clics. Además de detalles concretos del 
proceso que el algoritmo lleva a cabo y cómo ha sido codificado. 
En particular, los aspectos distintivos de la herramienta que se desarrolla en este Proyecto de 
Grado frente a aquellas que puedan encontrarse disponibles para la comunidad científica y 
académica se resumen a continuación: 
 La posibilidad de tener acceso a diferentes datasets y a diferentes algoritmos. 
 La posibilidad que herramienta permita que ejecutar los distintos algoritmos con cada uno 
de los diferentes datasets. Incluyendo aquellos algoritmos que puedan ser definidos y 
creados por cualquier persona y que pueda ser integrado de forma fácil a la herramienta. 
De esta forma, la herramienta puede servir como plataforma de evaluación de algoritmos 
de diseño propio en el sentido de permitir bajo las mismas condiciones, comparar los re-
sultados con otros algoritmos ya integrados en la herramienta. 
 Con la ejecución de varios algoritmos tener la posibilidad de que diferentes resultados que 
puedan ser almacenados y posteriormente analizados. No cabe duda que esta posibilidad 
resulta útil en el trabajo de estudiantes, investigadores y personal relacionado con esta 
área puesto que encuentra tanto los algoritmos, como los dataset todos accesibles dentro 
de una misma plataforma para ser usados y analizados.  
 La posibilidad de que la herramienta tenga autonomía de ejecución es decir, que la herra-
mienta provea de una funcionalidad que permita definir una cola de ejecución de los algo-
ritmos elegidos y olvidarnos hasta obtener todos los resultados. 
Otro aspecto interesante pero aún más ambicioso, que no es abordado dentro de este Proyec-
to de Fin de Grado, pero que está considerado dentro del diseño de la plataforma es la posibi-
lidad de que tras realizar un elevado número de ejecuciones de todos los algoritmos con todos 
los datasets, y aplicando técnicas de Machine Learning sobre los resultados anteriormente 
obtenidos podremos hacer módulos adicionales que nos permitan clasificar los algoritmos y los 
datasets, identificando qué algoritmo tengo que aplicar a cada dataset para obtener mejores 
resultados, o que parámetros tengo que darle al algoritmo para sacar partido de la ejecución 
de un algoritmo en un dataset. 
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Objetivos 
General 
Diseñar y desarrollar un framework para la integración de diferentes algoritmos de Machine 
Learning relacionados con tareas clasificación supervisada y no supervisada que sea interacti-
vo, funcional, fácil de usar, extensible y colaborativo. El framework a desarrollar debe permitir 
integrar datasets y algoritmos, integrar algunos nuevos, ejecutar uno o varios algoritmos sobre 
los datasets disponibles y permitir el análisis de los resultados obtenidos. Adicionalmente, el 
framework debe permitir la integración de nuevos algoritmos codificados por el usuario para 
su posterior análisis con los ya existentes (varios usuarios pueden compartir sus propios algo-
ritmos y datasets y compartir su evaluación y ejecución con otros usuarios). 
 
Específicos 
 Ofrecer a la comunidad universitaria y académica una plataforma que sirva de apoyo 
para el aprendizaje y la práctica de las actividades propias derivadas del estudio de los 
procesos de minería de datos en entornos y datasets reales. 
 Diseñar un framework para la integración de diferentes algoritmos de Machine Lear-
ning relacionados con tareas de minería de datos (clasificación supervisada y no super-
visada) que sea usable, accesible, extensible y escalable.  
 Proporcionar a los usuarios un framework que permita trabajo colaborativo: los usua-
rios deberían poder interactuar con diferentes algoritmos integrados por defecto en la 
plataforma así como también con nuevos algoritmos codificados e integrados por los 
usuarios. 
 Dotar al framework propuesto de una plataforma accesible que permita la ejecución, 
evaluación y comparativa de los algoritmos integrados en ella a través de varios data-
sets disponibles o subidos a la plataforma por los usuarios.  
 Integrar en el framework varias implementaciones de varios algoritmos clásicos de mi-
nería de datos. 
 Generar un dataset basado en los resultados obtenidos en cada ejecución para su pos-
terior análisis. 
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Capítulo 5 : Marco Teórico 
El Machine Learning o aprendizaje automático es una rama de la inteligencia artificial que 
agrupa una serie de algoritmos para el tratamiento inteligente de los datos con el fin entre 
otros de extraer patrones, relaciones que puedan servir para caracterizarlos, clasificarlos o 
construir modelos para la predicción del comportamiento de datos similares en diferentes 
contextos o contextos futuros [Mitchell, 1997] y [Bishop, 2008]. Las técnicas de Machine Lear-
ning son ampliamente estudiadas y aplicadas para una serie de operaciones como inferir valo-
res por medio de regresiones, clasificar un nuevo dato, detectar datos anómalos, agrupaciones 
de datos, etc. para detectar patrones y comportamientos relacionados [Gollapudi, 2016]. 
Aunque el Machine Learning ha tenido un auge importante en las últimas décadas, se podría 
decir que sus inicios datan de la mitad del siglo pasado, cuando Alan Turing crea el "Test de 
Turing" para determinar si una maquina tiene la inteligencia y es capaz de engañar a un huma-
no haciéndose pasar humano [Turing, 1950]. Al poco tiempo después, en 1952 Arthur Samuel 
escribió el primer programa de aprendizaje automático para un juego de damas. 
Desde ese momento empezaron a surgir nuevos algoritmos de aprendizaje automático ligados 
al campo de la Inteligencia Artificial. En 1957, Frank Rosenblatt diseñó la primera red neuronal 
para ordenadores denominada el perceptrón [Rosenblatt, 1958] la cual fue una primera 
aproximación para la abstracción de la simulación de los procesos llevados a cabo por las neu-
ronas en el cerebro humano. Posteriormente, un algoritmo de clasificación supervisada fue 
introducido por Fix y Hodges en 1951 y que fue denominado el Algoritmo del K-vecino más 
cercano [Silverman, 1989]. 
A partir de éstos primeros inicios, el Machine Learning se ha desarrollado con enfoques en 
diferentes áreas y tareas de la Inteligencia Artificial, a saber: Motores de búsqueda, Sistemas 
de recomendación, Medicina, Bioinformática, Detección de fraudes con el uso de tarjetas de 
crédito, Análisis del mercado de valores y segmentación de mercado, Procesamiento de Len-
guaje Natural, Robótica, Minería de datos, etc.  
Recientemente, a partir del 2006 se comienza a usar el término Deep Learning "aprendizaje 
profundo" como una de las ramas actualmente con más auge del Machine Learning. Este 
término fue usado por primera vez por Geoffrey Hinton para clasificar los nuevos algoritmos 
que permiten a los ordenadores "ver" y distinguir objetos y texto en imágenes y vídeos. [Hin-
ton, 2006] 
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Con el aumento de la capacidad de cómputo y el desarrollo y mejora de las técnicas usadas las 
grandes compañías como Google, Amazon, Facebook, Microsoft o IBM están desarrollando 
grandes sistemas de aprendizaje. Y con ellos están haciendo grandes logros, el último fue en 
2016 al ganar al campeón mundial de “GO”. El algoritmo usado fue [Alpha-Go, 2016] AlphaGo 
desarrollado por Google DeepMind [Deepmind, 2014]. 
Actualmente el surgimiento de nuevas y diversas herramientas y sistemas para fomentar y 
facilitar el uso del Machine Learning en otras áreas está disparándose: la aplicación a la Medi-
cina, al reconocimiento de imágenes, de voz, al campo de las telecomunicaciones, etc.  
Dentro del Machine Learning, una de las ramas ampliamente estudiada y aplicada es la Miner-
ía de Datos. La minería de datos es el proceso por el cual extraemos información oculta de los 
datos y podemos sacar conclusiones sobre ellos. La Minería de Datos [Maimon, 2010] es uno 
de los campos involucrados dentro de las técnicas de del área del Machine Learning.  
De manera informal, las tareas propias del procedimiento de minería de datos se pueden ser: 
1. Seleccionamos los datos de entrada. 
2. Pre-procesamos o trasformamos los datos de entrada (si fuera necesario). 
3. Seleccionamos el método a utilizar según la naturaleza del problema. 
4. Analizamos e interpretamos los datos de salida. 
Existen varias clasificaciones de los algoritmos de Machine Learning dependiendo del campo 
de estudio en que se han desarrollados. De forma muy general, podríamos decir que la clasifi-
cación de algoritmos que pueden estar relacionados con el campo de la minería de datos se 
puede clasificar de varias formas. Por ejemplo, según los datos de entrada y salida del algorit-
mo se clasifican en: 
 Supervisado: Precisa un entrenamiento previo en base a unos datos de entrada pre-
viamente etiquetados. Esto genera un modelo que usa para operar un nuevo dato. 
 Semi-supervisado: Necesita unos datos de entrada etiquetados para operar el resto de 
los datos. Pero no genera ningún modelo. 
 No-Supervisado: Todos los datos de entrada están sin etiquetar. 
También los podemos clasificar los algoritmos según la acción que realizan: 
 Regresión: inferir un valor según una serie de datos. 
 Clasificación: Etiquetar un dato con un conjunto de etiquetas dado. 
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 Detectar datos anómalos u outliers.  
 Agrupaciones o clustering. 
Otra posible forma de agrupación seria según el método o técnica empleada para resolver el 
problema: 
 Basados en distancia 
 Estadísticos 
 Rejillas 
 Densidad 
 Bio-inspirados 
 Grafos o arboles 
 Física 
 Jerárquicos 
  
Uno de los aspectos más importantes a tener en cuenta dentro del campo de la minería de 
datos son los parámetros o medidas que nos permiten identificar cuándo la salida de un algo-
ritmo ofrece resultados que pueden considerarse como fiables o no. Existen una variedad de 
medidas estadísticas que permiten valorar los resultados arrojados por un algoritmo para iden-
tificar formalmente qué tan precisos pueden ser los resultados que obtenemos. Estas métricas 
están ampliamente caracterizadas y serán explicadas a continuación. 
 
Métricas para la evaluación de los algoritmos de Clustering 
La característica por la cual estos métodos aplican en métricas de clustering, es que se permite 
la permutación de las etiquetas del conjunto y/o su cambio de denominación sin afectar a su 
resultado final. A continuación se introducen y describen algunas de las métricas más común-
mente utilizadas en la evaluación de resultados de los algoritmos de Clustering. 
 Homogeneity score: Esta métrica usa el análisis de entropía condicional. Devuelve un 
valor entre 0 y 1. Siendo mayor cuanto más homogéneos es el resultado. Es decir mira 
que cada grupo contiene sólo miembros de una sola clase [Rosemberg, 2007]. 
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 Completeness score: Esta métrica usa el análisis de entropía condicional. Devuelve un 
valor entre 0 y 1. Siendo mayor cuanto más integro es el resultado. Es decir mide que 
todos los miembros de una clase dada se asignan al mismo grupo [Rosemberg, 2007]. 
 V measure score: Esta métrica usa el análisis de entropía condicional. Devuelve un va-
lor entre 0 y 1. Se define como la media armónica de homogeneity y completeness 
[Rosemberg, 2007]. 
 Silhouette Coefficient: Es una medida de la similitud de un objeto con su propio clus-
ter (cohesión) en comparación con otros clústeres (separación). Mide cómo los grupos 
están definidos. Su valor va de -1 a 1. Siendo 1 una agrupación altamente densa. Las 
puntuaciones en torno a cero indican que los grupos se superponen. No realiza su eva-
luación a partir de las etiquetas correctas [Rousseeuw, 1987]. 
 Mutual Info score: Esta función que mide la dependencia mutua de los dos conjuntos, 
ignorando las permutaciones. Mide la reducción de la entropía del conjunto debido al 
conocimiento del valor del otro conjunto. Existen dos versiones normalizadas diferen-
tes de esta medida, Normalized Mutual Information (NMI) e información mutua ajus-
tada (AMI) [Vinh, 2010].  
Hay otros métodos de medida de algoritmos que no estamos usando actualmente en nuestra 
aplicación. Pero creemos que sería positivo añadirlos en posteriores revisiones. Estos métodos 
son los siguientes. 
 Adjusted Rand index: Esta función mide la semejanza entre dos conjuntos. Su valor va 
de -1 a 1. Siendo 1 cuando los dos conjuntos son iguales y -1 cuando son totalmente 
distintos. Es independiente de las permutaciones o cambio de nomenclatura en los 
elementos [Hubert, 1985]. 
 Fowlkes-Mallows scores: Esta función mide la semejanza entre dos conjuntos. Su valor 
va de 0 a 1. Siendo 1 cuando los dos conjuntos son iguales y 0 cuando son totalmente 
distintos. Y se define como la media geométrica entre la pareja precisión y Recall. Es 
independiente de las permutaciones o cambio de nomenclatura en los elementos 
[Fowlkes, 1983]. 
 Calinski-Harabaz Index: La función es definida como la proporción entre la media de 
dispersión entre los clústeres y la dispersión dentro del grupo. Una puntuación mayor 
de se relaciona con un modelo con grupos mejor definidos. No realiza su evaluación a 
partir de las etiquetas correctas [Caliński, 1974]. 
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Métricas para la evaluación de los algoritmos de Clasificación 
Las métricas para la evaluación de algoritmos de clasificación más utilizadas son las siguientes: 
 Precisión score: La precisión es la relación tp / (tp + fp) donde tp es el número de ver-
daderos positivos y fp el número de falsos positivos. Es la capacidad de no etiquetar 
como positiva una muestra que es negativa. Devuelve un valor entre 0 y 1. Siendo ma-
yor cuanto mejor es el resultado. [Powers, 2011] 
 Recall score: El Recall es la relación tp / (tp + fn) donde tp es el número de verdaderos 
positivos y fn el número de falsos negativos. Es la capacidad para encontrar todas las 
muestras positivas. [Powers, 2011] 
 F1 score: Es el promedio ponderado de la precisión y el Recall. Devuelve un valor entre 
0 y 1. Siendo mayor cuanto mejor es el resultado. También es conocido como balanced 
F-score o F-measure. [Powers, 2011] 
 Accuracy score: Es el porcentaje de etiquetas correctas. [Powers, 2011] 
 Jaccard score: Es el tamaño de la intersección dividido por el tamaño de la unión de 
dos conjuntos de etiquetas. Se utiliza para comparar el conjunto de etiquetas predi-
chas de una muestra con el conjunto correspondiente de etiquetas correctas. [Tan, 
2005] 
Existen un mayor número de métricas para evaluar nuestros resultados, que no están conside-
radas dentro del alcance de este proyecto. El lector interesado en ellas puede encontrarlas en 
[Cornell, 2003]. 
Otros parámetros importantes para medir la ejecución de los algoritmos y que serán tenidos 
en cuenta en el desarrollo de este proyecto, son: número de clústeres obtenidos, número de 
muestras de la ejecución, el ruido en caso que nuestro algoritmo lo detecte, el tiempo de eje-
cución, y la cantidad de memoria RAM usada. 
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Capítulo 6 : Estado del Arte 
En este capítulo se presenta una revisión del estado del arte de las herramientas más conoci-
das que permiten utilizar y ejecutar algoritmos de Machine Learning, entre las cuales se en-
cuentran Weka, MOA y Knime. Adicionalmente, se presenta una revisión de los sitios web más 
comúnmente utilizados por la comunidad académica y científica que disponen de datasets 
públicos y una revisión de librerías de apoyo o que implementan algoritmos clásicos de Machi-
ne Learning.  
 
Weka (Waikato Environment for Knowledge Analysis) 
Es una herramienta escrita en Java para la ejecución de algoritmos de Machine Learning y Data 
Mining [Weka, 2015]. Desarrollada por la universidad de Waikato es un proyecto que lleva 
activo desde 1993. La herramienta consta de módulos de pre procesamiento, selección de 
atributos y visualización de datos. 
 
 
Ilustración 1: Aplicación WEKA 
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MOA (Massive On-line Analysis) 
MOA [MOA, 2010] es una herramienta para la ejecución y evaluación de algoritmos de Machi-
ne Learning y Minería de Datos que escala según la demanda. Incluye una amplia colección de 
algoritmos para data streamming. Es desarrollado en unión con WEKA por la misma universi-
dad. 
 
Ilustración 2: Aplicación MOA 
Otras aplicaciones 
KNIME Analytics Platform es una plataforma gratuita de Data Mining desarrollada en Java, es 
open source, y está basada en los datos, ayuda a descubrir el potencial oculto de los datos, 
obtener nuevas ideas o predecir sucesos futuros. Cuenta más de 1000 módulos, ejemplos lis-
tos para ejecutar, una amplia gama de herramientas integradas y la una amplia selección de 
algoritmos disponibles, es la caja de herramientas para el científico de datos. 
 
Ilustración 3: Aplicación KNIME 
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RapidMiner, es una plataforma para el análisis y la minería de datos desarrollada en Java. Ini-
cialmente fue desarrollada en 2001 con el nombre de YALE, Yet Another Learning Environment, 
por el departamento de inteligencia artificial de la Universidad de Dortmund. Tiene una ver-
sión gratuita y varias de pago dependiendo el volumen de datos que maneje. En el 2009 y 2010 
fue considerada una de las mejores plataformas del mercado. Es muy extensible y puede inte-
grar los algoritmos de WEKA. 
 
 
Ilustración 4: Aplicación RapidMiner 
Neural Designer, una herramienta gratuita de análisis predictivo escrita en C++ basada en 
técnicas de aprendizaje profundo y redes neuronales. En el 2014 fue considerada una de las 
mejores herramientas de minería de datos e inteligencia artificial inspiradas en el funciona-
miento del cerebro. Resuelve problemas de regresión de funciones, reconocimiento de patro-
nes, series temporales y auto-asociación. También permite exportar la expresión matemática 
de la red neuronal pudiendo ser usada en otros sistemas. 
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Ilustración 5: Aplicación NeuralDesigner 
 
Repositorios de datasets 
Existen varios sitios web que cuentan con una gran variedad de datasets públicos que actúan 
como repositorios para la Comunidad de Machine Learning. Algunos de estos sitios proveen 
además del conjunto de datos inicial, el conjunto de datos resultante de un proceso de clasifi-
cación. Estos sitios web representan una ayuda considerable para la comunidad científica y 
académica que trabaja en estas áreas. A continuación listamos algunos de estos sitios web, la 
mayoría relacionados con diferentes universidades. 
 [KEEL, 2005] Está compuesto por casi 1000 datasets usados en diferentes artículos pu-
blicados por la universidad de Granada, España. En su mayor parte son usados para 
clasificación supervisada, pero también cuenta con datasets para clasificación semi-
supervisada, regresiones, series de tiempo, y de algoritmos no supervisados para Clus-
tering y Association Mining. 
 
 [UCI, 2017] Cuenta con unos 400 datasets de diferentes áreas como la medicina, socio-
logía, negocios o los juegos. Incorpora una información detallada de cada dataset in-
cluyendo los artículos en donde fue usado. Así como un como buscador para encontrar 
el que más se adecua a tus propósitos. 
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 [SIPU, 2017] Alberga alrededor de 50 datasets la mayoría de ellos son datasets sintéti-
cos, el resto son imágenes y coordenadas de mapas. La mayoría han sido publicados y 
cuentan con su correspondiente reseña. 
 
 [WAIKATO, 2017] Son 5 datasets obtenidos de la industria recomendados por la plata-
forma MOA [MOA, 2010] de University of Waikato, New Zealand. 
 
 [KDNUGGETS, 1997] Son alrededor de unos 50 datasets obtenidos de la industria de 
temas muy variados. La website se ha especializado en temas de Business Analytics, 
Big Data, Data Mining, Data Science, and Machine Learning desde que fue fundada en 
1997.  
Librerías de Machine Learning para Python 
Existen varias librerías de Machine Learning en Python que se pueden utilizar con nuestra 
herramienta. Entre las cuales queremos destacar las siguientes: 
 scikit-learn es una librería para Python que cuyo desarrollo comenzó en 2007 en una 
Google Summer of Code program por estudiantes. Provee una herramienta fácil y efi-
ciente para la minería y el análisis de datos. [SCIKIT, 2007]. 
 
 mlpy es una librería de Machine Learning open source creada en 2012 para Python 
que ofrece una amplia gama de algoritmos supervisados y no supervisados de clasifi-
cación, regresión, clustering, reducción de dimensiones y wavelet. [MLPY, 2012]. 
 
 pybrain es otra librería para Python creada en el 2010. Cuanta con un amplio número 
de algoritmos de Machine Learning y una variedad de entornos predefinidos para pro-
bar y comparar sus algoritmos. [PYBRAIN, 2010]. 
 
Como se puede observar en este Capítulo, existen plataformas diseñadas para la ejecución de 
algoritmos de Machine Learning y también - existen repositorios de datasets públicos que 
acompañan muchos artículos científicos que se encuentran en la literatura. Sin embargo, todas 
estas herramientas que por supuesto son de gran calidad y utilidad, no están pensadas para 
que los usuarios puedan interactuar con ellas de forma colaborativa. Algunas de ellas, han sido 
diseñadas para prestar un servicio a tanto a la comunidad científica como académica pero 
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claramente no tienen por qué estar orientadas hacia aspectos de la comunidad académica tan 
importantes para la formación y el desarrollo de los futuros profesionales en éstas áreas. En 
este contexto, se considera que dotar a estas herramientas con aspectos como el trabajo cola-
borativo, abierto y participativo que a la vez trabaje en paralelo con los aspectos funcionales 
que tienen que ver con la utilidad de este tipo de herramientas para ejecutar y probar algorit-
mos de Machine Learning, son una alternativa adicional e importante para ofrecer a la comu-
nidad académico/científica. Existen varios y claros ejemplos, que las herramientas que facilitan 
el trabajo colaborativo y la sinergia entre diferentes partes implicadas en el desarrollo de éstas 
producen resultados interesantes que redundan en beneficio de la sociedad. La idea de una 
herramienta que permita que los usuarios suban sus propios datasets, sus propios algoritmos 
para que puedan ser luego usados, validados y comparados con el resto de usuarios, es una 
idea o contemplada hasta ahora en este tipo de herramientas y consideramos que podría con-
siderarse como una gran alternativa frente al tipo de herramientas y plataformas que actual-
mente se encuentran disponibles.  
Por otro lado, cabe la pena mencionar que muchas de las plataformas introducidas en este 
capítulo, son productos comerciales creados para las empresas. Por tanto, con el desarrollo de 
este Proyecto de Fin de Grado se pretende proponer una alternativa a este tipo de plataforma 
pensada para producir sinergia y trabajo colaborativo en la comunidad académico/científica. 
Permitirá ofrecen funcionalidades extra o de diferente orientación a las actuales como por 
ejemplo, el acceso a los artículos que utilizan los mismos algoritmos o dataset que un usuario 
está interesado en utilizar, acceder a los resultados que han obtenido otros usuario al ejecutar 
el mismo o diferentes algoritmos, permitir realizar análisis aunque sean básicos para realizar 
comparativas de tal forma que éstas sean útiles en el desarrollo de las actividades académicas 
e investigadores relacionadas.  
En el siguiente Capítulo se introducen todos los aspectos técnicos y formales relacionados con 
la herramienta que se propone. Se abordarán las fases de un proceso de desarrollo software 
de tal forma que se introducirán aspectos relacionados con todas éstas fases han alcanzar el 
producto final. 
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Capítulo 7 : Desarrollo  
En este capítulo se introducirán todas las fases necesarias para el desarrollo de una aplicación 
de software. La metodología y el enfoque de desarrollo se describen a continuación. 
Para este proyecto vamos a realizar una metodología de desarrollo tradicional en cascada que 
describiremos a continuación. Es posible que se necesite en el futuro iterar sobre esta misma 
metodología para realizar mejoras y actualizaciones del producto. 
 
 
Ilustración 6: Metodología de desarrollo en cascada 
 
Primero, se introducirán los aspectos relacionados con la toma de requisitos funcionales y no 
funcionales. A continuación identificaremos a los actores que usarán el software y definiremos 
cada caso de uso de forma genérica, con el fin de que éstos estén agrupados en funcionalida-
des cohesivas. Posteriormente, se introduce el diseño preliminar de la herramienta donde se 
identificarán todas las clases del dominio. 
Posteriormente, se introducirá la arquitectura física del sistema y se definirán sus componen-
tes. Adicionalmente, se comprobará que dicha arquitectura se ajusta de forma adecuada a los 
requisitos definidos. 
Después de esto, se describirá la arquitectura software, se introducirán el diagrama de com-
ponentes usados tanto en la aplicación web como el backend. Se describirán cada uno de los 
componentes y se explicará el conjunto de librerías usadas. Adicionalmente, se introducirá un 
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apartado en el cual se describen los aspectos tenidos en cuenta para que el diseño facilite la 
extensibilidad, reusabilidad y escalabilidad del sistema. 
Como otra parte relevante del diseño, se retomará el diagrama de clases presentado en la 
primera parte de este capítulo pero ahora desde la vista del diseño. Éstos serán introducidos 
atendiendo a cada caso de uso especificado. Cabe la pena destacar, que a modo de ilustración 
general, solo se mostrarán dos de los diagramas posibles en toda la aplicación, debido a espa-
cio dentro de la memoria y a que se considera suficiente para obtener una vista de la herra-
mienta a desarrollar. 
Por otro lado, se introduce el apartado en el que se introducen los aspectos relacionados con 
el diseño la base de datos. Para ello, se introduce el diagrama entidad-relación y la descripción 
de todas las tablas con sus campos, tipos de datos y relación entre los campos. 
Continuando con el diseño, se presentará un apartado que introduce un mapa web que permi-
te orientar todo el diseño de la interfaz gráfica de usuario (GUI) de la herramienta y que facili-
tará la realización de las plantillas del sistema. De esta forma, se obtienen los diseños de GUI 
de la parte del front-end y del back-end. 
Finalmente, se presentan aspectos relacionados con la codificación del sistema, las pruebas 
unitarias y las de integración. 
Análisis de Requisitos  
Funcionales 
Tabla 1: Tabla de requisitos funcionales 
R1 Herramienta web colaborativa para el uso académico y universitario. 
R2 La herramienta debe tener un repositorio de datasets donde se puedan 
buscar por sus características, ver su representación gráfica en caso de 
datasets de 2 o 3 dimensiones. Estos datasets se podrán descargar con o 
sin etiquetas. El repositorio además, podrá estar alimentado por el resto 
de usuarios subiendo nuevos datasets. 
R3 Dotar a la herramienta de un repositorio de algoritmos donde también se 
pueda buscar por sus características y consultar información sobre estos 
algoritmos y sus parámetros. Los usuarios también subirán nuevos algo-
ritmos al repositorio. 
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R4 Permitir la asociación de los algoritmos y datasets con los artículos rela-
cionados.  
R5  Establecer una cola de ejecución en la cual estén organizados los algorit-
mos y datasets a ejecutarse. Visualmente, este requisito debe tener una 
zona dentro de la GUI a través de la cual se pueda visualizar el estado de la 
cola de ejecución. 
R6  Generar de forma parcial y global los resultados de la ejecución de los 
algoritmos y los datasets seleccionados. Visualmente, este requisito debe 
tener una zona de la GUI a través de la cual se puedan visualizar los resul-
tados de las ejecuciones y generar gráficas sobre esos resultados. 
R7 Implementar un sistema de gestión usuarios que limite el acceso y las 
funcionalidades de los usuarios. 
R8  Implementar un sistema de administración de la web que sea cómodo, 
con edición de las páginas estáticas, que incluya edición y control de los 
correos internos como pueden ser el email de bienvenida a la aplicación o 
el email de recordar contraseña. 
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No funcionales 
Tabla 2: Tabla de requisitos no funcionales 
Disponibilidad:  El sistema estará el 99% del tiempo disponible en Internet ya que 
esto es lo que las empresas de hosting que alojan el sistema nos 
garantizan. 
Accesibilidad:  Debe ser totalmente accesible ya que esta en Internet en formato 
Web. Debe desarrollarse para poder visualizarse en diferentes 
tamaños de pantalla, ya sean grandes TV, tablets o teléfonos 
móviles. Adicionalmente, el diseño web debe seguir las pautas de 
accesibilidad para poder verse en otro tipo de dispositivos para 
discapacitados. 
Usabilidad: La herramienta será fácilmente usable y debe proveer una inter-
faz de usuario amigable. Además debe proporcionar elementos 
de ayuda. 
Escalabilidad: El sistema estará preparado para ser escalable. Para acelerar el 
procesamiento de la cola de ejecución podría introducirse el con-
cepto de Worker. De esta forma, se buscara facilitar que el siste-
ma pueda ser escalable. . 
Concurrencia: Nuestro sistema aguantara hasta 256 solicitudes simultáneas de 
Workers y clientes sin ningún tipo de modificación. 
Mantenimiento: El sistema no necesitará ningún tipo de mantenimiento periódico 
ya que se automatizará si fuera necesario alguna de estas funcio-
nes.  
Seguridad:  El sistema tendrá unas medidas normales de seguridad. La BBDD 
tendrá que estar asegurada y contar con usuarios con mínimos 
privilegios para trabajar con la aplicación. El servidor Apache tie-
ne que estar igualmente asegurado. La aplicación web y el web-
service deben estar programados de tal forma que se eviten las 
inyecciones SQL filtrando los parámetros que se les pasan. Para 
evitar la modificación de los parámetros en la web y en las comu-
nicaciones con los Workers se puede contar con un sistema de 
firma hash con sha128. Esto permitirá validar que un usuario no 
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pueda modificar parámetros aunque los vea. El sistema también 
tendrá que controlar que no suban código malicioso en Python 
junto con los algoritmos. Para ellos contaremos un sistema de 
filtrado de palabras clave. 
 
A continuación se agruparán los requisitos funcionales en casos de uso para conducir el análisis 
y el diseño de la aplicación que se propone en este Proyecto de Fin de Grado. 
Diagrama UML de casos de uso 
Las funcionalidades de la aplicación se han agrupado en casos de uso, los cuales se introducen 
en el siguiente diagrama general de casos de uso. Como se puede observar en este diagrama, 
se muestran todos los actores que intervienen en la aplicación y su interacción con los casos de 
uso.  
 
Ilustración 7: Diagrama de casos de uso general 
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Para ofrecer una vista de la interacción de cada uno de los actores con el sistema, a continua-
ción se presenta una vista por cada uno de los actores, lo que ofrece una guía de la interacción 
que va a tener con los casos de uso definidos en el diagrama anterior.  
 
Casos de uso relacionados con el actor Invitado 
Se define un “Usuario Invitado” como aquel que interactúa con la aplicación pero que no ha 
iniciado sesión en ella. A continuación se representan los casos de uso relacionados con este 
actor, es decir, el conjunto de todos los casos de uso que pueden presentarse a un usuario 
invitado, es decir el que no ha iniciado sesión. 
 
  
Ilustración 8: Diagrama de casos de uso - Invitado 
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Casos de uso relacionados con el actor Usuario 
Se define un actor “Usuario” como aquel que se ha registrado en la aplicación y con sus datos 
de acceso inicia una sesión. Los casos de uso con los cuales se relaciona este actor están repre-
sentados en el siguiente diagrama. 
 
 
Ilustración 9: Diagrama de casos de uso - Usuario 
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Casos de uso relacionados con el actor Administrador 
Un “Administrador” es el usuario encargado de gestionar a los usuarios, es decir, podrá crear-
los, borrarlos y modificar sus datos. Resolverá las consultas y peticiones insertadas por los 
usuarios registrados. Editará los textos de las páginas estáticas de la web así como los textos 
de los emails que se envían desde la web automáticamente. También tendrá acceso al historial 
de emails enviados desde la web. Podrá desbloquear a los usuarios bloqueados por el sistema 
de login. Y configurar distintos parámetros de la aplicación. También tendrá acceso al uso de la 
web de igual modo que si fuera un usuario registrado. 
El conjunto de todos los casos de uso que pueden presentarse a un usuario que ha iniciado 
sesión y su tipo de usuario es “Administrador” son los siguientes: 
 
 
Ilustración 10: Diagrama de casos de uso - Administrador 
 
Casos de uso relacionados con el actor Worker – Webservice 
Con el fin de poder conectar nuestro sistema web con otros sistemas y que puedan intercam-
biar información, se ha creado un webservice. Un webservice es un interfaz web que por una 
serie de reglas o protocolos, es capaz de proporcionar un servicio de forma segura a través de 
la red. 
Al webservice que hemos creado queremos que se conecten los Workers. Los Workers son un 
pequeño programa escrito en Python que se encargará de ejecutar los algoritmos y calcular 
todas las métricas del resultado obtenido. 
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La funcionalidad representada por este caso de uso es la siguiente. El Worker se conectará al 
webservice cada cierto tiempo para comprobar si hay algún trabajo en la cola de ejecución. El 
webservice devolverá el trabajo pendiente de ejecución asignado a ese Worker. El Worker 
ejecutará el algoritmo con el dataset asignado. Además, ejecutará las métricas correspondien-
tes a su tipo, enviado todos los resultados a través del webservice vía FTP. De esta forma, se 
queda liberado y a la espera de un nuevo trabajo. 
El conjunto de todos los casos de uso que pueden presentarse en la comunicación entre los 
Workers y el Webservice que gestiona la cola de trabajo, se observan en el siguiente diagrama. 
 
 
Ilustración 11: Diagrama de casos de uso - Worker 
 
Un punto importante que surge del análisis y el modelado de requisitos es la identificación de 
clases del dominio. A continuación se presentan las clases identificadas en este análisis. 
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Diagrama de clases 
En el siguiente diagrama se presenta la estructura genérica del diagrama de clases del domi-
nio.  
 
Ilustración 12: Diagrama de clases general 
La clase Entidades representa a los objetos utilizados en el sistema que van a necesitar persis-
tencia en base de datos, como por ejemplo, los usuarios, los datasets, etc. Estos objetos coin-
cidirán con las entidades creadas en el modelo entidad-relación correspondiente al diseño de 
la base de datos. Estos objetos serán usados para crear, borrar y modificar las entidades per-
sistentes. 
La clase Colecciones representa a una agrupación de objetos entidad de un mismo tipo y se 
utilizarán para cargar en ella los listados de información recuperados de la base de datos. 
La clase Casos de Uso todo el modelo de negocio. Las clases coincidirán con los casos de usos 
creados para cada actor en la sección anterior.  
La clase Plantilla define cada una de las pantallas que usa cada actor. 
La clase Upload contempla la funcionalidad relacionada con las subidas de archivos de forma 
segura al servidor. 
La clase Seguridad se encarga de gestionar el acceso de usuarios a la web mediante funciones 
de login, registro, y recordar contraseña. Adicionalmente, se encargará del paso seguro de 
parámetros entre páginas. 
La clase Email se encargará de enviar los emails del sistema con la plantilla creada en cada 
caso. 
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A continuación, en la sección de Diseño del Sistema se profundizará en el refinamiento de este 
diagrama para la conducción al diagrama de clases de diseño.  
 
Diseño del Sistema  
Para atender a un diseño que cumpla con los requisitos definidos al inicio de este capítulo, es 
necesario contemplar una arquitectura del sistema que sea flexible y refinar el modelado de la 
fase anterior de tal forma que atienda a criterios de diseño que faciliten la reusabilidad y su 
mantenimiento.  
En primera instancia, se introducirán los aspectos relacionados con la arquitectura del sistema 
a diseñar: la arquitectura del sistema y la arquitectura software. 
 
 Arquitectura del Sistema 
La arquitectura del sistema a desplegar será la siguiente: 
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Ilustración 13: Arquitectura del sistema 
A continuación se explicarán brevemente cada uno de los elementos que componen la arqui-
tectura software que soporta la aplicación que se propone en este Proyecto de Fin de Grado: 
 Habrá un servidor web apache con PHP 5.3 donde los usuarios se conectarán a él a 
través de Internet. Este servidor será el centro del sistema y coordinará al resto de ac-
tores. 
 Habrá un servidor gestor de bases de datos MySQL que se encargar de guardar todos 
los datos que genere el sistema o la ubicación de los mismos en algunos casos. 
 Habrá de 1 a N equipos que puedan ejecutar Python 2.7 junto con las librerías necesa-
rias más adelante especificadas. 
 La arquitectura está diseñada para hacerla extensible para la ejecución de algoritmos 
distribuidos en sistemas de tipo Spark o Hadoop. Así nosotros podremos diseñar nue-
vos Workers para la ejecución de algoritmos distribuidos para estos sistemas. 
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Sistema gestor de bases de datos 
El sistema gestor de bases de datos elegido es MySQL 5.7. Hemos elegido este sistema de 
BBDD relacionales porque creemos que es el que más se ajusta a nuestras necesidades de uso. 
Y hemos elegido MySql porque es el gestor que ofertan gratuitamente, sin coste adicional las 
empresas de hosting. Y pensamos que aunque es el de menores prestaciones del mercado será 
suficiente para nuestro propósito.  
 
Servidor web Apache 
Como servidor web se ha usado Apache. Cumple con nuestras expectativas de ya que por de-
fecto aguanta hasta 256 conexiones simultáneas. Mucho más de lo que esperamos tener noso-
tros durante toda la vigencia del proyecto. Ya que es una web de consultas académicas. 
 
Arquitectura software de la aplicación web 
La programación de la aplicación web en la parte correspondiente al front-end y al back-end 
será en PHP 5.3 siguiendo el paradigma de programación Orientado a Objetos con una arqui-
tectura de N capas o multinivel. Los beneficios de este tipo de arquitectura son un gran des-
acoplamiento entre los niveles. Esto produce que un cambio en una de las capas no afecte a 
las otras capas del sistema. 
Así mismo, el diseño de cada uno de los componentes se llevará a cabo siguiendo el mismo 
paradigma orientado a objetos. Nuestro sistema está diseñado de forma modular de tal mane-
ra que facilite el mantenimiento y la reutilización. El diagrama que representa el diseño de 
modular de la arquitectura a N capas de la aplicación propuesta se presenta a continuación.  
La primera capa será la capa relacionada con la persistencia de datos. Esta capa se encargará 
de almacenar las entidades y las colecciones de entidades en la base de datos. 
La capa de negocio contiene el desarrollo de todos los casos de uso implementados y es la 
capa donde se guarda toda la lógica de nuestra aplicación.  
La capa de presentación es la encargada de la entrada y la salida de datos de los actores del 
sistema. La entrada y salida de información se hace adecuada al actor con el que esté traba-
jando. En este caso, se tienen dos interfaces de comunicación, a saber: un webservice para que 
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se comunique con nuestro Worker y un conjunto de plantillas web que intercambian la infor-
mación con el resto de nuestros actores. 
La capa de infraestructura transversal provee de una serie de clases necesarias y comunes a 
toda la aplicación, como pueden ser el caso de una clase que se encargue de controlar la segu-
ridad, la subida de ficheros o el envió de emails, entre otros. 
 
 
Ilustración 14: Arquitectura web N capas 
 
Arquitectura de los Workers 
Los Workers son unos pequeños programas en Python 2.7 que a su vez pueden estar o no so-
bre un sistema Apache Spark para la ejecución de algoritmos distribuidos. 
Para escalar una alta demanda de peticiones de ejecuciones de algoritmos en el sistema, se ha 
creado el sistema de los Workers. Este sistema es totalmente escalable ya que solo hay que 
añadir tantos Workers como requiera el sistema. Cada Worker simple ejecutará un solo algo-
ritmo cada vez. Cada Worker de Apache Spark, ejecutará un solo algoritmo cada vez pero entre 
todos los relacionados con los subworkers que tenga asociados. Así que para acelerar la cola 
de ejecución, solo hay que añadir más Worker al sistema. 
La arquitectura de estos Workers es sencilla y sigue un diseño estructurado y requiere de una 
serie de librerías para poder funcionar. Estas librerías son: PS mem, Sklearn, Matplotlib, Num-
Py, SciPy y SymPy.  
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En el siguiente apartado, se introduce el diagrama de componentes del Worker en el que se 
puede observar cómo se relacionan todas estas librerías en el sistema.  
Diagrama UML de componentes 
Como se puede ver a continuación, se presentan los componentes que forman nuestras dos 
grandes partes de la aplicación, saber: la aplicación web en PHP y el Worker escrito en Python. 
Aplicación PHP 
 
Ilustración 15: Diagrama de componentes Web PHP 
 
jQuery JS: es una biblioteca de JavaScript que permite simplificar la manera de trabajar con los 
documentos HTML es decir, permite manipular el árbol DOM, manejar eventos, desarrollar 
animaciones y usar técnicas de AJAX en las páginas web. 
jQuery JS UI: es una biblioteca de componentes para el framework jQuery que le añaden un 
conjunto de plug-ins, widgets y efectos visuales para la creación de aplicaciones web. 
Skel JS: Framework para aplicaciones web responsives. 
PChart: es una librería PHP que permite crear gráficos con antialias o imágenes directamente 
en su servidor web y mostrar el resultado en el navegador del cliente. 
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Bootstrap CSS: es un framework o conjunto de herramientas para diseño de sitios y aplicacio-
nes web. Contiene plantillas de diseño con tipografía, formularios, botones, cuadros, menús de 
navegación y otros elementos de diseño basado en HTML y CSS. 
Template Dopetrope: Plantilla HTML5 responsive [HTML5UP, 2017]  
 
Worker Python 
 
Ilustración 16: Diagrama de componentes Worker Python 
 
PS mem py: Programa en Python para obtener el tamaño de la memoria que usa cada proceso. 
Es usado como una librería. 
Sklearn py Lib: Framework en Python y un conjunto de herramientas de Machine Learning. 
Matplotlib Py Lib: es una biblioteca para la generación de gráficos a partir de datos contenidos 
en listas o arrays en el lenguaje de programación Python y su extensión matemática NumPy. 
NumPy Py Lib: es una extensión de Python, que le agrega mayor soporte para vectores y ma-
trices, constituyendo una biblioteca de funciones matemáticas de alto nivel para operar con 
esos vectores o matrices. 
SciPy Py Lib: es una biblioteca open source de herramientas y algoritmos matemáticos para 
Python. 
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SymPy Py Lib: es una biblioteca escrita en Python cuyo objetivo es reunir todas las característi-
cas de un sistema de álgebra computacional. 
Aspectos a tener en cuenta para que el diseño facilite la Extensibilidad, reusabilidad 
y escalabilidad del sistema. 
Uno de los requisitos definidos en la sección Análisis de Requisitos es el que establece que el 
sistema debe ser extendido con nuevas funcionalidades con un grado de dificultad medio. Es 
decir, la aplicación debe facilitar su extensión, de tal manera que solo los módulos directamen-
te relacionados con la extensión se vean afectados. Uno de los aspectos de diseño que han 
sido considerados, es que los Workers van a evolucionar durante todo el ciclo de vida de la 
aplicación y cuentan con un sistema de versiones. Gracias a este sistema de versiones de los 
Workers, sabremos qué funcionalidades tienen implementadas cada uno de ellos y por tanto 
nos podrá devolver más o menos métricas como resultado final según su antigüedad.  
En el diseño de las clases se ha tenido en cuenta un bajo acoplamiento entre ellas. De este 
modo son totalmente reusables y pueden trasladarse a otros códigos de una manera sencilla. 
 Como se mencionó anteriormente, tras la definición de la arquitectura del sistema y la arqui-
tectura software, se iniciará el refinamiento del diagrama de clases de dominio para tomar las 
decisiones relacionadas con la estructura y comportamiento de cada una de las clases identifi-
cadas y que se introduzcan en este proceso. Para hacer más clara esta labor de refinamiento y 
cómo se ha llegado a obtener el diseño final, a continuación se refinará el diagrama de clases 
de dominio atendiendo a cada uno de los casos de uso del sistema. 
 
Diagrama de clases por caso de uso 
En esta apartado mostramos solo dos de los diagramas de clases diseñados en el sistema “Lis-
tar dataset” y “Editar dataset”. Cabe la pena mencionar, que no son incluidos en este docu-
mento todos los diagramas por considerar que pueden ser tratados de forma externa como 
parte de la documentación del sistema.  
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Caso de uso: Listar Dataset 
 
 
Ilustración 17: Diagrama de clases - Listar Dataset 
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Caso de uso: Crear – Editar Dataset 
 
 
Ilustración 18: Diagrama de clases - Crear dataset 
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Diseño de la BBDD 
El modelo Entidad-Relación permite ilustrar las relaciones entre las diferentes entidades del 
sistema y cómo son definidas esas relaciones. El modelo que se propone para nuestro sistema 
presenta las entidades clasificadas en dos tipos, a saber: las propias para el funcionamiento del 
sistema y las necesarias para la gestión de la web. En las entidades relacionadas con la gestión 
de la web y que pueden observarse en la Ilustración 19: Modelo entidad-relación, se pueden 
observar dos entidades que no están relacionadas. Sin embargo estas entidades (Error Login y 
Email Template) aunque no mantienen ninguna relación con el resto de entidades del sistema 
son necesarias para almacenar información relevante para el sistema. Específicamente, Error 
login almacena la IP y nombre de usuario utilizado entre otros, cuando un es login fallido para 
poder bloquear esa IP y ese usuario ante reiterados ataques de fuerza bruta. En el caso de la 
entidad Email Template, ésta almacena las plantillas de los emails que envía el sistema. 
 
 
Ilustración 19: Modelo entidad-relación 
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El siguiente paso ha consistido en refinar el modelo Entidad Relación anterior de tal forma que 
se definan las diferentes tablas con sus correspondientes campos, indicando el tipo de datos 
de cada campo, qué campos componen la clave primaria y su relación con otras tablas indi-
cando si el campo es Clave foránea de otra tabla. 
A continuación presentamos cada una de las entidades definidas en el diagrama Ilustración 19: 
Modelo entidad-relación, con la definición de sus campos y su descripción. 
 Algoritmos 
o Id algoritmo [int] Clave Primaria 
o Nombre [varchar(100)] 
o Descripción [text] 
o Tipo [int] 
o Funcionalidad [int] 
o Método [int] 
o File code [varchar(100)] 
o Complejidad [varchar(50)]  
o Fecha [date] 
o Id usuario [int] Clave foránea tabla usuarios 
o Id Paper [int] Clave foránea tabla papers 
 
 Cola ejecución 
o Id ejecución [int] Clave Primaria 
o Solicitado [timestamp] 
o Inicio [timestamp] 
o Fin [timestamp] 
o Precisión score [double] 
o Recall score [double] 
o F1 score [double] 
o Accuracy score [float] 
o Jaccard score [float] 
o Homogeneity score [float] 
o Completeness score [float] 
o Vmeasure score [float] 
o Silhouette score [float] 
o Mutual Info score [float] 
o Id worker [varchar(50)] 
o Versión [float] 
o Ruido [int] 
o Img result [varchar(100)] 
o K [int] 
o Prioridad [smallint] 
o Tiempo [double] 
o N [int] 
o Max RAM [int] 
o Serie RAM [text] 
o Id algoritmo [int] Clave foránea tabla algoritmos 
o Id dataset [int] Clave foránea tabla dataste  
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o Id usuario [int] Clave foránea tabla usuarios 
 
 Datasets  
o Id dataset [int] Clave Primaria 
o Titulo [varchar(100)] 
o Descripción [text], 
o N [int] 
o M [int] 
o K [int] 
o Ruido [int] 
o Tipo dataset [int] 
o Img plot [varchar(100)] 
o Fecha date NOT NULL, 
o Filedataset e [varchar(100)] 
o Filedataset n [varchar(100)] 
o Fileetiquetas [varchar(100)] 
o Id usuario [int] Clave foránea tabla usuarios 
 
 Datasets papers  
o Id dataset [int] Clave Primaria 
o Id paper [int] Clave Primaria 
 
 Email template 
o Id email [int] Clave Primaria 
o Ruta [varchar(100)] 
o Fichero [varchar(50)] 
o Titulo [varchar(50)] 
o Descripción [text] 
o Asunto email [varchar(250)] 
o Origen email [varchar(250)] 
 
 Error login 
o Id error [int] Clave Primaria 
o Usuario [varchar(100)] 
o IP [varchar(15)] 
o Fecha [timestamp]  
 
 Historial emails  
o Id historial [int] Clave Primaria 
o Email [varchar(100)] 
o Mensaje [text] 
o Creado [timestamp] 
o Asunto email [varchar(200)]  
o Id usuario [int] Clave foránea tabla usuarios 
 
 Países  
o Id país [int] Clave Primaria 
o País [varchar(200)] 
 
 Papers  
o Id paper [int] Clave Primaria 
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o Nombre [varchar(200)] 
o Url [varchar(300)] 
o Autores [varchar(300)] 
o Keywords [varchar(300)]  
o Año [smallint] 
o Id usuario [int] Clave foránea tabla usuarios 
 
 Parámetros  
o Id parámetro [int] Clave Primaria 
o Parámetro [varchar(100)] 
o Descripción [text]  
o Id algoritmo [int] Clave foránea tabla algoritmos 
 
 Parámetros ejecución 
o Id ejecución [int] Clave Primaria - Clave foránea tabla cola ejecución 
o Id parámetro [int] Clave Primaria - Clave foránea tabla parámetros 
o Valor [double] 
 
 Regiones  
o Id región [int] Clave primaria 
o Región [varchar(200)] 
o Id país int(11)] Clave foránea tabla países 
 
 Tareas  
o Id tarea [int] Clave primaria 
o Descripción [text] 
o Creado [timestamp] 
o Tipo [int] 
o Solucionada [timestamp] 
o Id usuario [int] Clave foránea tabla usuarios 
 
 Usuarios  
o Id usuario [int] Clave primaria 
o Nombre [varchar(100)] 
o Apellidos [varchar(100)] 
o Email [varchar(100)] 
o Pass [varchar(100)] 
o Creación [timestamp] 
o Ultima Modificación [timestamp] 
o Ultimo Login [timestamp] 
o Tipo [int] 
 
 
Mapa web 
Para tener una mayor compresión de cómo se relacionan y cómo colaboran las páginas que 
hacen parte de la GUI de la aplicación web que se propone en este Proyecto de Grado, en esta 
sección se introduce el mapa web de nuestro sitio (ver ¡Error! No se encuentra el origen de la 
eferencia.). En éste se muestran todas las páginas accesibles de nuestra web y la forma de 
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acceder a ellas de forma jerárquica. El acceso a las diferentes partes está limitado por los nive-
les de usuarios (visitante, usuario y administrador). 
 
Ilustración 20: Mapa web 
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Diseño de la interfaz gráfica de usuario (GUI) 
El diseño de GUI del sistema propuesto, en este Proyecto de Fin de Grado tiene 2 partes, a 
saber: una parte pública y una parte privada. La parte pública hace referencia a la parte de la 
interfaz gráfica a la que puede accederse como zona de consultas y que contiene las funciona-
lidades tanto de los usuarios registrados como la de los invitados. La parte privada, es la parte 
de la interfaz gráfica donde los usuarios registrados y los invitados pueden subir contenidos y 
ejecutar test a los algoritmos. Así mismo, la parte privada tiene una parte exclusiva y restringi-
da para los administradores web, donde éstos pueden gestionar todas las tareas administrati-
vas del sistema web. 
El diseño de la GUI así como su implementación final, se llevará a cabo usando HTML5 + CSS3. 
La parte pública ha sido diseñada para ser responsive, es decir, que la página se adapta a la 
pantalla del dispositivo donde se visualiza. El diseño de esta parte de la interfaz y que se pre-
senta en esta sección, está basado en la plantilla Dopetrope [HTML5UP, 2017]. La zona o parte 
privada de la aplicación está maquetada siguiendo un diseño clásico por capas. A continuación, 
se ilustran algunas de las más importantes capturas de pantalla de la zona pública y privada. 
Adicionalmente, se explicará brevemente el funcionamiento de la interfaz gráfica de cada una 
de éstas páginas. 
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Zona pública - página de inicio. 
Esta es la primera página que se pude visualizar cuando se entra a la aplicación web. En esta 
parte de la interfaz, se detallan los tres pilares fundamentales de nuestro web site: los algorit-
mos, los datasets y los test. Los test están compuestos de los resultados de ejecutar los algo-
ritmos con los datasets seleccionados. 
 La página tiene dos botones, como se puede observar en la Ilustración 21: Página de Inicio de 
la web. Uno de éstos nombrado con la etiqueta “Cómo empezar” lleva a una página informati-
va de cómo iniciar la navegación en la aplicación web. El botón “Registrarme”, conduce a una 
página de registro de usuarios. Con la página de registro, un usuario puede darse de alta en la 
aplicación web, condición necesaria para que pueda subir contenidos a la aplicación y pueda 
ejecutar tanto los algoritmos que se proveen por defecto como los que el usuario quiera subir.  
 
Ilustración 21: Página de Inicio de la web 
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Zona pública – Ver datasets 
En esta página se pueden visualizar los datasets que han sido subidos a la aplicación web. Estos 
datasets son presentados con sus características generales. Pinchando en cualquiera de ellos, 
se puede visualizar el detalle de dicho dataset así como también sus características generales 
como se puede observar en Ilustración 22: Página ver datasets. 
La página cuenta con un buscador que permite filtrar los datasets por diferentes característi-
cas, a saber: Tipo, Filas, Columnas y Número de Clases. 
 
 
Ilustración 22: Página ver datasets 
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Zona pública - detalle algoritmo 
Como se ha visto en la ilustración anterior, en las páginas de detalle de los algoritmos se visua-
lizan todas las características con las que cuenta ese algoritmo. En caso que el algoritmo re-
quiera parámetros de entrada, éstos también son visualizados y explicados. Así mismo, cada 
uno de los algoritmos disponibles en la aplicación web se visualiza con detalles acerca de ellos. 
En particular, una descripción del algoritmo explicando sus claves de funcionamiento puede 
visualizarse. Adicionalmente, aparece una lista de algunos artículos científicos en los cuales se 
abordan o se introducen dichos algoritmos y aquellos donde se usa este tipo de algoritmo.  
 
 
Ilustración 23: Página de detalle de algoritmo 
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Zona pública – Ver test 
En la página de “Ver test” se pueden visualizar los resultados de las ejecuciones de los algorit-
mos y los datasets seleccionados por el usuario. Dentro de los resultados, son presentados 13 
mecanismos distintos para medir los resultados de la ejecución atendiendo a medidas como la 
Precisión, el Recall, el F1, entre otros. Para los datasets, se permiten visualizar en una grafica 
aquellos que tienen 2 o 3 características o features, para lo cual la aplicación web permite cre-
ar una representación gráfica del dataset coloreando los resultados obtenidos. 
 
 
Ilustración 24: Página de resultados 
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Zona privada – Datos Usuario 
En la zona privada solo pueden entrar usuarios y administradores. Los administradores 
tendrán alguna funcionalidad extra como por ejemplo, gestión de las tareas o de sus usuarios y 
un menú completo para la edición y administración de la web tal y como se muestra en la Ilus-
tración 25: Página de edición de los datos personales. 
En esta página se pueden modificar los datos del usuario. En el caso de ser el usuario adminis-
trador, está página permite cambiar el tipo de usuario. 
 
 
Ilustración 25: Página de edición de los datos personales 
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Zona privada – Listado de datasets. 
En esta página se muestra el listado de datasets que hay disponibles en la aplicación con algu-
nas de sus características. Adicionalmente, se permite acceder al dataset en formato CSV, se 
provee una imagen de éste y otra representando el resultado de su ejecución. La página tam-
bién contiene un botón de borrado y otro de edición del dataset tal y como se observa en la 
Ilustración 26: Página de listado de datasets. 
 
 
Ilustración 26: Página de listado de datasets 
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Zona privada – Crear – Editar algoritmos 
La página de creación y edición de algoritmos es un formulario que permite completar la in-
formación de los algoritmos, en particular, características como sus parámetros, su descripción 
de funcionamiento, etc. Adicionalmente, se da acceso a un archivo .py con la codificación en 
Python del algoritmo, la cual debe seguir las normas de codificación de algoritmos de nuestro 
sitio web. Estas normas son explicadas en detalle en el manual de usuario de la aplicación, 
específicamente en el capítulo de usuarios registrados “COMO PROGRAMAR MI ALGORITMO 
EN PYTHON. Este manual se puede encontrar anexo a esta memoria” (ver sección Manual de 
usuario). 
 
 
Ilustración 27: Página de edición de algoritmos 
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Zona privada – Edición emails 
Esta es una página de acceso exclusivo del administrador del sistema. En ella se configuran los 
emails que envía el sistema al resto de usuarios. Con un sistema de etiquetas, se permite per-
sonalizar los emails de los usuarios. 
 
Ilustración 28: Página de edición de emails 
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Codificación del Sistema  
En esta sección se introducirán algunos detalles técnicos necesarios para el entendimiento de 
cómo ha sido traducido todo el diseño presentado anteriormente, en un código totalmente 
integrado que permitirá la funcionalidad al cien por cien de todos los requisitos propuestos en 
la sección Análisis de Requisitos.  
Primero que todo, a continuación se describe un conjunto de clases auxiliares que se han teni-
do que desarrollar para apoyar la construcción de la aplicación web:  
 ConexiónMySQL: esta clase es necesaria para la conexión a la base de datos MySql. 
Permite realizar las operaciones de consulta, inserción, modificación y borrado de los 
registros de la base de datos. 
 Seguridad: esta clase ayuda a soportar un sistema de log-in, gestión de usuarios. Esta 
clase ofrece un nivel de seguridad en la gestión del paso de parámetros entre páginas.  
 Upload: esta clase ayuda en la gestión de la carga de archivos a la aplicación web con-
trolando y gestionando diferentes parámetros y mejorando la seguridad. 
 Email: esta clase contiene funcionalidades importantes para realizar el envío de emails 
desde la aplicación web usando nuestro sistema de plantillas. 
Con la integración de estas clases en el diagrama de estructura definitivo de la aplicación web, 
iniciamos la codificación del sistema. La codificación se ha hecho de forma iterativa e incre-
mental siguiendo el conjunto de componentes y módulos definidos en la sección Diseño del 
Sistema. Una vez se han ido codificando cada una de estas clases, se han ido lanzando baterías 
de pruebas unitarias para comprobar el correcto funcionamiento de cada una de estas clases. 
Una vez hechas las comprobaciones de que las clases han pasado satisfactoriamente las prue-
bas unitarias se ha procedido con el mapeo de cada una de estas clases a su representación en 
tablas dentro de la base de datos. Particularmente, se ha optado por crear una tabla por cada 
clase codificada, siendo estas idénticas. Esta decisión, facilitará posteriormente las operaciones 
de almacenamiento de estas clases en la base de datos. Para ello, dotamos a todas estas es-
tructuras (clases) de métodos para su almacenamiento en base de datos.  
Adicionalmente, se ha creado una clase colección para cada entidad que usaremos. La idea es 
permitir que se trabaje con colecciones de entidades recuperadas desde la base de datos. 
 Página 
60 
 
  
Una vez desarrolladas todas estas clases dentro de la base de datos, se ha abordado un nuevo 
ciclo de la fase de pruebas. En esta fase, se han realizado las pruebas unitarias de estas nuevas 
entidades y la integración de éstas con la clase ConexionMySQL previamente codificada. 
A continuación, se codificaron los elementos necesarios para la interfaz entre estas clases así 
como su integración dentro del caso de uso que representan. Posteriormente, se estableció 
una página template para soportar el acceso funcional a ese caso de uso. Para lograr esto, se 
han desplegado los dos templates (uno de la zona pública y el otro de la zona privada) y se han 
estructurado de forma que podamos integrar cada caso de uso en ellos. 
Dentro del proceso de integración de las clases, inicialmente se han integrado todos los casos 
de uso relacionados con el control de usuarios, a saber: log-in dentro de la aplicación, registro 
de nuevos usuario y recordar contraseña. 
Posteriormente, se ha codificado lo relacionado con la zona privada del administrador reali-
zando las funciones CRUD para cada entidad de la base de datos. De esta forma, se permite la 
fácil gestión de los datos que necesitamos durante el resto del proceso de codificación. 
Después, se ha continuado con la codificación del resto de casos de uso. Una vez implementa-
dos todos ellos, se ha lanzado el ciclo de pruebas para cada uno de ellos y el ciclo de integra-
ción con el resto de componentes que representan los casos de uso que han entrado en pro-
ducción. De esta forma se ha podido comprobar el correcto funcionamiento de cada uno ellos 
y de ellos entre sí, evitando de forma prematura cualquier tipo de error de seguridad, entre 
otros. 
A continuación ha sido necesario desarrollar el Worker: el programa que va procesando las 
tareas de la cola de ejecución de la web con los algoritmos a ejecutar. Para construir este com-
ponente, se ha desarrollado un Servicio o Daemon en Bash. Este servicio, ejecuta un archivo 
Python que se conecta a la base de datos y consulta la cola de ejecución, que funciona asig-
nando a cada Worker una sola ejecución hasta su finalización. El Worker también se conectará 
vía FTP al servidor para poder descargarse el Dataset a ejecutar. Para poder conseguir una 
conexión segura del Worker con la base de datos hemos desarrollado un Webservice para 
realizar esta comunicación. 
Finalmente se inicia el proceso de pruebas del Webservice y del Worker y de su trabajo en 
común. 
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Pruebas unitarias y de integración 
Las pruebas que se han ido realizando durante el proceso de construcción introducido en la 
sección anterior han seguido un plan de pruebas riguroso, el cual es detallado y descrito a con-
tinuación. 
Para cada una de las pruebas considerada dentro de este plan de pruebas se ha creado una 
ficha descriptiva. En cada ficha se indican detalles de las pruebas como las condiciones de la 
prueba a ejecutar, la forma de realizarla, así como los resultados esperados, entre otros. 
Con los resultados obtenidos en cada prueba se han generado tablas con los resultados de tal 
forma que se facilite la comprobación de los errores.  
Como ejemplo de las pruebas y las fichas realizadas, a continuación se muestra una de la fichas 
de pruebas que ha sido generada:  
Tabla 3: Ficha de pruebas 
IDENTIFICACIÓN Uni-5-Upload-v1 FECHA: 03/03/16 
DESCRIPCIÓN: Comprueba que se puede subir un archivo con la clase Upload. 
PRIORIDAD Alta 
PRE-
CONDICIONES: 
Ninguna 
ENTRADAS: Un archivo de tamaño y extensión aceptados. 
RESULTADOS ES-
PERADOS 
Que el archivo sea copia en la localización esperada y la función devuelva un 
array con el nuevo nombre del archivo. 
RESTRICCIONES Y 
DEPENDENCIAS 
Necesitamos preparar previamente un formulario HTML POST con el enctype 
tipo multipart/form-data para enviar el archivo a probar. 
CRITERIOS DE 
ACEPTACIÓN 
Que se cumplan los resultados esperados. 
PASOS DE LA PRUEBA 
1 Enviamos el archivo a probar desde el formulario previamente creado. OK 
2 
Comprobamos que el archivo ha sido copiado a su nueva ubicación y el nombre dado 
es el correcto. 
OK 
3 Comprobamos que el archivo es accesible y no contiene errores. OK 
CASOS DE PRUEBA RELACIONADOS  
1 Pruebas funcionales de páginas crear y modificar datasets. -- 
2 Pruebas funcionales de páginas crear y modificar algoritmos. -- 
NOTAS  
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Cabe la pena mencionar que no se ha considerado necesario incluir en este documento todas 
las tablas con el detalle de las pruebas realizadas a la aplicación. Esto viene motivado por el 
hecho de que se ha considerado parte de la documentación del sistema y no necesariamente 
parte vinculante de este documento. En particular, Únicamente se ha considerado pertinente 
mostrar una de tantas de ellas. Sin embargo, lo que si se ha considerado relevante, es mostrar 
los resultados de la ejecución de dichas pruebas, los cuales son introducidos en la sección si-
guiente. 
Ejecución de las pruebas 
Primero, realizamos las pruebas unitarias a las clases auxiliares conexión a base de datos, segu-
ridad, subida de archivos y envío de emails. Los resultados de la ejecución de éstas pruebas se 
ilustran en la siguiente tabla. 
Tabla 4: Pruebas unitarias clases auxiliares 
Clase Pasado Fallado Fecha Comentarios 
ConexionMySQL 2 0 31/03/2016 
 
Seguridad 23 0 31/03/2016 
 
Upload 4 0 31/03/2016 
 
Emails 6 0 31/03/2016 
 
Datos del test: 
Test finalizado en 1 s 
Test pasados 35  
Test No pasados 0 
 
A continuación se ilustran los resultados de las pruebas unitarias ejecutadas a todas las clases 
de entidad. En estas pruebas se ha validado que cada entidad puede realizar sus funciones 
[Load, Store, Search, Delete] y que cada entidad las realiza correctamente. Las pruebas están 
automatizadas y programadas en PHP con funciones assert. A continuación se muestra su tabla 
de resultados. 
Tabla 5: Pruebas unitarias clases entidad 
Clase Entidad Pasado Fallado Fecha Comentarios Requisito 
Algoritmos 25 0 31/03/2016 Clave Primaria: idalgoritmo R1-R3 
Banners 9 0 31/03/2016 Clave Primaria: idbanner R1-R8 
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cola_ejecucion 57 0 31/03/2016 Clave Primaria: idejecucion R1-R5-R6 
Datasets 31 0 31/03/2016 Clave Primaria: iddataset R1-R2 
data-
sets_papers 
3 1 31/03/2016 
Clave Primaria: iddataset 
Clave Primaria: idpaper 
Assertion failed at 
C:\xampp\htdocs\MLTest\ClassE
ntity\tests.php:128: : Entidad 
datasets_papers error Store up-
date 
Tipo no implementado: --  
R1-R4 
email_template 17 0 31/03/2016 Clave Primaria: idemail R1-R8 
error_login 11 0 31/03/2016 Clave Primaria: iderror R1-R7 
historial_emails 15 0 31/03/2016 Clave Primaria: idhistorial R1-R8 
paises 7 0 31/03/2016 Clave Primaria: idpais R1-R8 
papers 17 0 31/03/2016 Clave Primaria: idpaper R1-R4 
parámetros 11 0 31/03/2016 Clave Primaria: idparametro R1-R3 
parámetros 
ejecución 
7 0 31/03/2016 
Clave Primaria: idejecucion 
Clave Primaria: idparametro 
R1-R5 
regiones 9 0 31/03/2016 Clave Primaria: idregion R1-R8 
tareas 15 0 31/03/2016 Clave Primaria: idtarea R1-R8 
usuarios 21 0 31/03/2016 Clave Primaria: idusuario R1-R7 
Datos del test: 
Test finalizado en 1 s 
Test pasados 255  
Test No pasados 1 
 
En las pruebas a las clases de colecciones de entidades vamos a validar que sus métodos se 
ejecutan de forma correcta. Mostramos los resultados de la ejecución de las pruebas en la 
siguiente tabla. 
Tabla 6: Pruebas unitarias clases colecciones de entidades 
Clase Colección Pasado Fallado Fecha Comentarios Requisito 
C_algoritmos 26 0 31/03/2016 
 
R1-R3 
C_banners 10 0 31/03/2016 
 
R1-R8 
C_cola_ejecucion 58 0 31/03/2016 
 
R1-R5-R6 
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C_datasets 32 0 31/03/2016 
 
R1-R2 
C_datasets_papers 6 0 31/03/2016 
 
R1-R4 
C_email_template 18 0 31/03/2016 
 
R1-R8 
C_error_login 12 0 31/03/2016 
 
R1-R7 
C_historial_emails 16 0 31/03/2016 
 
R1-R8 
C_paises 6 2 31/03/2016 
Assertion failed at 
C:\xampp\htdocs\MLTest
\ClassColeccion\tests.php
:105: : Colección de Enti-
dades C_paises error 
param país  
Assertion failed at 
C:\xampp\htdocs\MLTest
\ClassColeccion\tests.php
:145: : Colección de Enti-
dades C_paises error 
param país  
R1-R8 
C_papers 18 0 31/03/2016 
 
R1-R4 
C_parametros 12 0 31/03/2016 
 
R1-R3 
C_parametros_ejec
ucion 
6 2 31/03/2016 
Assertion failed at 
C:\xampp\htdocs\MLTest
\ClassColeccion\tests.php
:107: : Colección de Enti-
dades 
C_parametros_ejecucion 
error param valor  
Assertion failed at 
C:\xampp\htdocs\MLTest
\ClassColeccion\tests.php
:147: : Colección de Enti-
dades 
C_parametros_ejecucion 
error param valor  
R1-R5 
C_regiones 10 0 31/03/2016 
 
R1-R8 
C_tareas 16 0 31/03/2016 
 
R1-R8 
C_usuarios 22 0 31/03/2016 
 
R1-R7 
Datos del test:  
Test finalizado en 2 s 
Test pasados 268  
Test No pasados 4 
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Capítulo 8 : Pruebas Funcionales, implantación y Despliegue. 
 
Implantación y Despliegue de la aplicación Web. 
Para la implantación y despliegue de la aplicación web se deben seguir los siguientes pasos. 
1. Se instalan los servicios en el servidor. Para instalar todos los servicios necesarios de 
una manera fácil y cómoda se ha usado XAMP [XAMPP, 2017]. XAMP es una distribu-
ción gratuita que contiene todos los servicios que necesitamos para la aplicación web: 
Apache, PHP y MySQL.  
2. Ejecutamos el script SQL en la base de datos para la creación de tablas y creación de 
los datos iniciales. 
3. Subimos al directorio web todo los archivos de nuestra aplicación. 
4. Editamos el archivo de configuración /includes/configMySQL.php con los datos de con-
figuración de la base de datos. 
5. Editamos el archivo de configuración /includes/configApp.php con los datos de confi-
guración de la aplicación. Estos datos son modificables desde el BackOffice en la web. 
6. Editamos el archivo de configuración /includes/configPage.php con las rutas de la apli-
cación. 
Una vez realizados los pasos anteriores ya podemos acceder y trabajar con la aplicación 
web. Sin embargo, hay que poner a ejecutar como mínimo un Worker en el sistema para 
que se ejecuten los nuevos algoritmos de la cola de trabajo y se produzcan los resultados 
que el sistema podrá visualizar 
 
Implantación y Despliegue del Worker. 
La escalabilidad del sistema es alta para las previsiones de tráfico que tenemos, en caso que 
tengamos que escalar el sistema gestor de bases de datos o un sistema más potente como 
SQLServer u Oracle en clúster. El único cambio que hay que hacer a nuestra aplicación PHP es 
sustituir la clase para la conexión con la base de datos y realizar la migración de los datos. 
La escalabilidad del servidor web Apache se realiza con diferentes módulos específicos para el 
Apache pudiendo aguantar unas 1000 conexiones simultáneas. Si esto no fuera suficiente, 
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tendríamos que hablar de poner un clúster de servidores Apache con un balanceador de carga 
a nivel de DNS. 
La implantación y despliegue del Worker puede realizarse sobre cualquier sistema operativo 
que tenga instalado un intérprete de Python 2.7 y las librerías correspondientes. A continua-
ción vamos a ver los pasos a seguir para el sistema operativo Linux Ubuntu. 
1. El intérprete de Python viene por defecto instalado en Ubuntu. Así que no nos hará fal-
ta instalarlo. 
2. Instalamos la librería numpy con el comando: sudo apt-get install python-numpy 
3. Instalamos la librería scipy con el comando: sudo apt-get install python-scipy 
4. Instalamos la librería matplotlib con el comando: sudo apt-get install python-
matplotlib 
5. Instalamos la librería sympy con el comando: sudo apt-get install python-sympy 
6. Instalamos la librería pip con el comando: sudo apt-get install python-pip 
7. Instalamos la librería scikit-learn con el comando: sudo pip install -U scikit-learn  
8. Instalamos la librería requests con el comando: sudo pip install requests 
 
Una vez realizados estos pasos ya podemos ejecutar nuestro Worker. Cabe la pena mencionar 
que se ha creado un script en Bash que automatiza todos los pasos del proceso de instalación 
anterior denominado install_worker.sh  
 
Para ejecutar el Worker una vez, solo tenemos que ejecutar el fichero worker_v01.py a través 
del intérprete Python con el comando: sudo python ./worker_v01.py 
 
Para que el proceso que lleva a cabo el Worker se ejecute de forma continuada (ya que cada 
ejecución del Worker solo procesara una tarea (la ejecución de un algoritmo) por ejecución), el 
Worker se ejecutará como un servicio por medio de unos scripts creados en Bash, a saber: uno 
que inicia el servicio, llamado Init_daemon.sh y otro que lo detiene, denominado 
stop_daemon.sh. 
 
Pruebas funcionales. 
Una vez finalizado el proceso de construcción de la aplicación web, y una vez hechas todas las 
pruebas unitarias y de integración, se inicia el ciclo de pruebas relacionado con el comporta-
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miento funcional de toda la aplicación web junto con los repositorios de datasets, algoritmos y 
los resultados de las distintas combinaciones de éstos.  
Para las pruebas funcionales se ha utilizado la herramienta iMacros para automatizar el nave-
gador, y grabar y reproducir trabajos repetitivos [IMACROS, 2017]. Esta herramienta resulta 
útil para probar la funcionalidad y el performance de aplicaciones web. iMacros tiene un co-
mando cronómetro que captura de forma precisa los tiempos de respuesta de las páginas web. 
iMacros también incluye soporte para muchos elementos AJAX. 
A continuación se muestra la tabla con los resultados de las pruebas funcionales realizadas con 
iMacros. 
 
Tabla 7: Pruebas funcionales 
Funcionalidad Usuario Pasado Fecha Comentarios Requisito 
Inicia Sesión Invitado Ok 31/03/2016 
 
R1-R7 
Registrarse Invitado Ok 31/03/2016 
 
R1-R7 
Recordar contraseña Invitado Ok 31/03/2016 
 
R1-R7 
Ver paginas estáticas Invitado Ok 31/03/2016 
 
R1 
Ver datasets Invitado Ok 31/03/2016  R1-R2 
Ver algoritmos Invitado Ok 31/03/2016  R1-R3 
Ver tests Invitado Ok 31/03/2016  R1-R6 
Listar sus Papers Usuario Ok 31/03/2016  R1-R4 
Editar sus Papers Usuario Ok 31/03/2016  R1-R4 
Crear sus Papers Usuario Ok 31/03/2016  R1-R4 
Borrar sus Papers Usuario Ok 31/03/2016  R1-R4 
Listar sus datasets Usuario Ok 31/03/2016  R1-R2 
Editar sus datasets Usuario Ok 31/03/2016  R1-R2 
Crear sus datasets Usuario Ok 31/03/2016  R1-R2 
Borrar sus datasets Usuario Ok 31/03/2016  R1-R2 
Listar sus algoritmos Usuario Ok 31/03/2016  R1-R3 
Editar sus algoritmos Usuario Ok 31/03/2016  R1-R3 
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Crear sus algoritmos Usuario Ok 31/03/2016  R1-R3 
Borrar sus algoritmos Usuario Ok 31/03/2016  R1-R3 
Listar sus tests Usuario Ok 31/03/2016  R1-R6 
Editar sus tests Usuario Ok 31/03/2016  R1-R6 
Crear sus tests Usuario Ok 31/03/2016  R1-R6 
Borrar sus tests Usuario Ok 31/03/2016  R1-R6 
Editar sus datos Usuario Ok 31/03/2016  R1-R7 
Insertar Tarea Usuario Ok 31/03/2016  R1-R8 
Cerrar sesión Usuario Ok 31/03/2016  R1-R7 
Ver paginas estáticas Usuario Ok 31/03/2016  R1 
Listar Papers Administrador Ok 31/03/2016  R1-R4 
Editar Papers Administrador Ok 31/03/2016  R1-R4 
Crear Papers Administrador Ok 31/03/2016  R1-R4 
Borrar Papers Administrador Ok 31/03/2016  R1-R4 
Listar datasets Administrador Ok 31/03/2016  R1-R2 
Editar datasets Administrador Ok 31/03/2016  R1-R2 
Crear datasets Administrador Ok 31/03/2016  R1-R2 
Borrar datasets Administrador Ok 31/03/2016  R1-R2 
Listar algoritmos Administrador Ok 31/03/2016  R1-R3 
Editar algoritmos Administrador Ok 31/03/2016  R1-R3 
Crear algoritmos Administrador Ok 31/03/2016  R1-R3 
Borrar algoritmos Administrador Ok 31/03/2016  R1-R3 
Listar tests Administrador Ok 31/03/2016  R1-R6 
Editar tests Administrador Ok 31/03/2016  R1-R6 
Crear tests Administrador Ok 31/03/2016  R1-R6 
Borrar tests Administrador Ok 31/03/2016  R1-R6 
Listar usuarios Administrador Ok 31/03/2016  R1-R7 
Editar usuarios Administrador Ok 31/03/2016  R1-R7 
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Crear usuarios Administrador Ok 31/03/2016  R1-R7 
Borrar usuarios Administrador Ok 31/03/2016  R1-R7 
Listar tareas Administrador Ok 31/03/2016  R1-R8 
Editar tareas Administrador Ok 31/03/2016  R1-R8 
Crear tareas Administrador Ok 31/03/2016  R1-R8 
Borrar tareas Administrador Ok 31/03/2016  R1-R8 
Cerrar sesión Administrador Ok 31/03/2016  R1-R7 
Ver paginas estáticas Administrador Ok 31/03/2016  R1 
Historial emails Administrador Ok 31/03/2016  R1-R8 
Editar emails Administrador Ok 31/03/2016  R1-R8 
Desbloquear Usuarios Administrador Ok 31/03/2016  R1-R7 
Editar Paginas estáticas Administrador Ok 31/03/2016  R1-R8 
Configurar App. Administrador Ok 31/03/2016  R1-R8 
Upload plot Worker Ok 31/03/2016  R1-R5 
Recibir trabajo Worker Ok 31/03/2016  R1-R5 
Solicitar trabajo Worker Ok 31/03/2016  R1-R5 
Enviar resultados Worker Ok 31/03/2016  R1-R5 
 
Manual de usuario 
Con el fin de promover el uso de la aplicación desarrollada en este Proyecto de Fin de Grado, 
en esta sección se introduce un breve pero completo manual de usuario. El manual considera 
los tipos de usuarios definidos dentro de la aplicación web. La parte que aborda cada perfil de 
usuario explica en detalle cómo poder llevar a cabo las funciones que realizan ese tipo de 
usuario. Los usuarios de un nivel superior, siendo el orden de precedencia [Invitados  Regis-
trados  Administradores], podrán llevar a cabo todas las acciones que realizan los usuarios 
de un nivel inferior más las suyas propias. 
A continuación se muestra el índice del manual. El manual está dividido en tres partes una por 
cada tipo de usuario (invitado, registrado y administrador). El manual completo por su exten-
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sión está incluido en este documento, pero está disponible como anexo al final de esta memo-
ria, así como también está disponible de forma directa a través de la aplicación web. 
Usuario Invitado 
 Buscar y ver dataset en detalle. 
 Buscar y ver algoritmos en detalle. 
 Buscar y ver resultados. 
 Registrarse en la aplicación. 
 Logarse en la aplicación. 
 Recordar contraseña. 
Usuario registrado 
 Crear y editar sus dataset. 
 Crear y editar sus algoritmos. 
 Lanzar ejecuciones de prioridad baja. 
 Crear y editar sus papers. 
 Modificar sus datos personales. 
 Enviar tareas al sistema. 
 Como programar mi algoritmo en Python. 
 Formato de los dataset a subir a la aplicación. 
 Como tener un Worker ejecutándose en un PC. 
Usuario Administrador 
 Editar las páginas de información e inicio de las diferentes partes de la web. 
 Editar los emails que envía la aplicación. 
 Gestión de usuarios. 
 Gestión de tareas. 
 Historial de emails. 
 Configuración de la aplicación. 
 Gestión de banners. 
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Capítulo 9 : Resultados  
Para validar el comportamiento y la utilidad de la aplicación web desarrollada en este Proyecto 
de Grado, vamos a probar la ejecución de ésta con un conjunto de experimentos donde se 
utilizan diferentes algoritmos y datasets disponibles en la aplicación. Los experimentos están 
diseñados para ejecutar varias veces un algoritmo sobre un mismo dataset modificando los 
siguientes datos: parámetros de entrada del algoritmo, número de datos evaluados y/o el 
número de datos de entrenamiento en caso de los supervisados o semi-supervisados.  
Con cada uno de los experimentos diseñados y ejecutados, ilustramos los resultados de su 
ejecución a través de un gráfico que presenta algunos de las métricas o parámetros que hemos 
considerado. Esto nos permite el análisis y la generación de algunas conclusiones preliminares. 
 
Experimento 1 
En el primer experimento vamos a usar el algoritmo Kmeans. Es un algoritmo no supervisado 
de agrupación o clustering que buscar minimizar la distancia del conjunto de puntos de un 
clúster con respecto a sus centroides [KMEANS, 1967]. Este algoritmo solo necesita un pará-
metro para ejecutarse: el número de centroides generados (el número de clases en las cuales 
se desea clasificar los datos).  
En este experimento, se utilizará un dataset sintético de 2 features con 15 clústeres y 5000 
datos o puntos. 
La idea de este experimento, es trazar la evolución del coeficiente Silhouette respecto al cre-
cimiento del número de centroides. Sabiendo que su valor óptimo es 15 centroides, es decir, 
que se generarán 15 clústeres. El coeficiente Silhouette es una medida de la similitud de un 
objeto con su propio clúster (cohesión) en comparación con otros clústeres (separación). Es 
decir, cuánto más se acerque a 1 nuestro resultado, mejor agrupación ha generado la ejecu-
ción de nuestro algoritmo. 
En la siguiente gráfica se puede observar el mejor resultado (0.711333). Este resultado es el 
esperado con 15 clústeres. 
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Ilustración 29: Resultados de K-Means - Métrica silhouette 
 
Experimento 2 
Este experimento ha sido diseñado para ver el resultado de la ejecución de varios algoritmos 
sobre un mismo dataset y obtener resultados de tal forma que se tengan indicio de cuál se 
comporta mejor, con cuál se obtienen mejores resultados y cuál de ellos presenta mejores 
valores para las métricas consideradas por la aplicación web. 
En este experimento vamos a usar el mismo dataset del experimento anterior: un dataset 
sintético de 2 features con 15 clústeres y 5000 datos o puntos. 
Junto con la representación gráfica de los resultados de cada algoritmo, se podría analizar al-
gunas métricas de evaluación de clústeres, como: homogeneity, completeness, Vmeasure, 
silhouette y mutual_info para demostrar que algoritmos se ajustan mas a ese tipo de datos. 
Pero este análisis no lo vamos incluir en este estudio. 
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Ilustración 30: Resultados Kmean (1) - Dataset S-set1 
 
Ilustración 31: Resultados DBScan (2) - Dataset S-set1 
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Ilustración 32: Resultados BIRCH (3) - Dataset S-set1 
 
Ilustración 33: Resultados SVM (4) - Dataset S-set1 
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Ilustración 34: Resultados LabelPropagation (5) - Dataset S-set1 
 
Ilustración 35: Resultados Multi-layer Perceptron (6) - Dataset S-set1 
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Experimento 3 
En este tercer experimento se va a analizar la evolución de varias métricas (precisión, tiempo 
de ejecución y máximo consumo de memoria RAM) sobre algoritmos supervisados de clasifica-
ción (SVM, Label Propagation y Perceptron Multicapa). La idea es ir aumentando el número de 
datos iniciales con el que hacemos el entrenamiento del algoritmo. Para obtener unos resulta-
dos más fiables y obtener una grafica más suavizada, es necesario graficar el resultado medio 
de varias ejecuciones para cada valor. En el caso concreto de este algoritmo, para cada núme-
ro de datos iniciales deberíamos hacer de 5 a 10 ejecuciones. 
Este experimento lo vamos a realizar sobre el dataset “ITCH:Information-Theoretic Cluster 
Hierarchies”. Este dataset tiene 3600 elementos con dos features por elemento y forman dos 
clusteres.  
Primero mostramos las tres graficas correspondientes a la evolución de la precisión. Como 
podemos ver y era de esperar al aumentar el número de datos iniciales de entrenamiento la 
precisión aumenta con los tres algoritmos. 
 
  
Ilustración 36: Evolución de la precisión para SVM 
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Ilustración 37: Evolución de la precisión para Label Propagation 
 
 
Ilustración 38: Evolución de la precisión para Perceptron Multicapa 
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A continuación mostramos las tres graficas correspondientes a la evolución del tiempo. En este 
caso podemos ver que el aumento de los datos iniciales no afecta al tiempo de ejecución en 
dos de los casos SVM y Perceptron Multicapa. Pero si le afecta al algoritmo Label Propagation. 
También vemos que SVM es el más rápido de los tres, seguido del Perceptron multicapa.  
 
Ilustración 39: Evolución del tiempo para SVM 
 Página 
79 
 
  
Ilustración 40: Evolución del tiempo para Label Propagation 
 
 
Ilustración 41: Evolución del tiempo para Perceptron Multicapa 
 Página 
80 
 
  
A continuación mostramos las tres graficas correspondientes a la evolución del consumo de 
memoria RAM. 
Ilustración 42: Evolución del consumo de RAM para SVM 
 Ilustración 43: Evolución del consumo de RAM para Label Propagation 
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 Ilustración 44: Evolución del consumo de RAM para Perceptron Multicapa 
 
En estas últimas graficas hemos visto como el algoritmos Label Propagation aumenta conside-
rablemente el consumo de memoria RAM según vamos aumentando el número de datos ini-
ciales. Sin embargo, los otros algoritmos tienen un consumo de RAM bajo y estable aunque 
con una tendencia creciente.  
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Capítulo 10 : Impacto social y ambiental y Responsabilidad Ética y 
profesional 
 
Impacto social y ambiental 
 
El impacto ambiental de este proyecto puede considerarse casi nulo, ya que principalmente es 
un proyecto software que no conlleva el uso de máquinas de alto consumo. Aunque ya se co-
noce que el consume alto de energía está asociado a un centro de datos, cabe la pena recalcar 
que nuestro proyecto no hace uso de esto y por tanto se puede afirmar que no requiere gran 
cantidad de energía. Aunque, es un proyecto que está desarrollado para ser totalmente esca-
lable, se considera que el número de usuarios que usarán la aplicación en la versión actual 
liberada con el desarrollo de este Proyecto de Fin de Grado, será por el momento reducido. 
El impacto social de nuestro proyecto será bajo entre el público en general. Aunque creemos 
que tendrá un impacto medio entre la comunidad académica y científica dentro del centro y la 
Universidad en la cual está desarrollado puesto que es una herramienta útil y que puede ser de 
gran ayuda en cursos de grado y de posgrado en este Centro así como también entre los gru-
pos de investigación, puesto que ayuda a realizar pruebas iniciales con algoritmos y datasets y 
por tanto reduce el tiempo necesario para el desarrollo de una contribución o la mejora de una 
existente. 
 
Responsabilidad ética y profesional 
 
Como toda herramienta asociada a BigData y al análisis de datos, su uso conlleva una respon-
sabilidad ética y profesional implícita. Lo anterior se debe a que el l análisis de ciertos conjun-
tos de datos puede llevar a obtener información relevante y privada, oculta en el conjunto 
inicial de datos. El mal uso de esta información puede llevar a una falta de privacidad. De cada 
usuario depende el buen uso que haga de esta herramienta. 
De forma similar, el compartir conjuntos de datos en la web puede llevar a problemas de pri-
vacidad. Nosotros recomendamos anonimizar todos los datos asociados a los dataset subidos a 
nuestra web, ya que puede que algún usuario suba algún dataset con datos personales. 
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Capítulo 11 : Conclusiones y Trabajo Futuro 
 
La realización de este proyecto ha conllevado una serie de tareas que permiten por así decirlo, 
identificarlo como un desarrollo que involucra varias ramas de la Informática o las Ciencias de 
la Computación como lo son programación web en PHP, la administración de sistemas Linux 
con Apache y MySQL, la programación de algoritmos de Machine Learning, el uso de platafor-
mas de computación para BigData como Apache Spark o la programación de los Workers y 
daemons. 
Como conclusión general, en este proyecto se ha diseñado y desarrollado el framework deno-
minado SOFIA_MALE, un framework para la integración de diferentes algoritmos de Machine 
Learning relacionados con tareas de minería de datos (clasificación supervisada y no supervi-
sada) que es usable, accesible, extensible y escalable. Este framework es además, interactivo, 
totalmente funcional, fácil de usar y está desarrollado para ser una herramienta de soporte al 
trabajo colaborativo. En este sentido, en SOFIA_MALE los usuarios pueden interactuar con 
diferentes algoritmos integrados por defecto en la plataforma así como también con nuevos 
algoritmos codificados e integrados por los usuarios. 
Adicionalmente, el framework desarrollado permite integrar datasets y algoritmos, integrar 
algunos nuevos, ejecutar uno o varios algoritmos sobre los datasets disponibles y permitir el 
análisis de los resultados obtenidos. Como funcionalidad adicional, también permite la integra-
ción de nuevos algoritmos codificados por el usuario para su posterior análisis con los ya exis-
tentes (varios usuarios pueden compartir sus propios algoritmos y datasets y compartir su 
evaluación y ejecución con otros usuarios). 
SOFIA_MALE ofrece a la comunidad universitaria y académica, una plataforma que sirve de 
apoyo para el aprendizaje y la práctica de las actividades propias derivadas del estudio de los 
procesos de minería de datos en entornos y datasets reales. Por tanto, SOFIA_MALE propone 
una alternativa a plataformas tanto de uso comercial como aquellas de uso académico y cientí-
fico puesto que es una plataforma pensada para producir sinergia y trabajo colaborativo en la 
comunidad académico/científica. Este es uno de los valores añadidos de este Proyecto de Fin 
de Grado que claramente diferencia a SOFIA_MALE de cualquier plataforma disponible en 
Internet. Adicionalmente, SOFIA_MALE ofrece (hasta donde tenemos conocimiento) funciona-
lidades extra o de diferente orientación a las proporcionadas por las plataformas similares 
existentes como por ejemplo, el acceso a los artículos que hacen referencia a los mismos algo-
 Página 
84 
 
  
ritmos o datasets que un usuario está interesado en utilizar, acceso a los resultados que han 
obtenido otros usuarios al ejecutar el mismo o diferentes algoritmos y finalmente el acceso a 
la realización de análisis que aunque básicos, permiten realizar comparativas de tal forma que 
éstas sean útiles en el desarrollo de las actividades académicas e investigadores relacionadas.  
Desde el punto de vista personal, este proyecto me ha ayudado a tener una perspectiva más 
amplia del trabajo que conlleva el desarrollo completo de un proyecto software que involucra 
tantas ramas de la Informática.  
El alcance del proyecto ha estado bien definido y se ha cumplido en su totalidad. Sin embargo, 
hay tareas bastante interesantes que se pueden añadir como trabajo futuro. Por ejemplo, el 
desplegar Workers y algoritmos que se ejecuten en Apache Spark ya que el tiempo empleado 
en el proyecto supera el alcance del desarrollo de un Proyecto Fin de Grado. Pero sería intere-
sante continuarlo en trabajos posteriores por sus grandes utilidades. 
Actualmente el número de algoritmos subidos a la aplicación es reducido. Otra tarea futura 
puede consistir en el desarrollo y carga de más algoritmos a la aplicación, de tal forma que se 
pueda mejorar las páginas de resultados y se pueda tener mayor información de ellas. 
La idea futura de esta aplicación es usar los datos obtenidos por las ejecuciones de algoritmos 
de todos nuestros usuarios para obtener nuevos datos para la clasificación de los algoritmos y 
los datasets, es decir, queremos hacer un meta-análisis con herramientas de Machine Lear-
ning. 
En general estoy muy contento de haber realizado este proyecto y creo que me será de ayuda 
en mis próximas tareas académicas y de investigación. Finalmente, espero con SOFIA_MALE, 
ayudar a más gente y en especial a estudiantes de grado y posgrado. 
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