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Povzetek
Naslov: Avtomatsko merjenje dolzˇin smucˇarskih skokov z globokimi nevron-
skimi mrezˇami
Avtor: David Nabergoj
V diplomski nalogi obravnavamo problem avtomatskega merjenja dolzˇin smu-
cˇarskih skokov na podlagi videoposnetkov. Postopek razdelimo na dva pod-
problema: napovedovanje trenutka doskoka in dolocˇanje dolzˇine skoka. Pr-
vega resˇujemo s konvolucijsko nevronsko mrezˇo, ki za dano slicˇico video-
posnetka skoka napove, ali je skakalec v zraku ali na tleh. Dolzˇino skoka
dolocˇimo z uporabo klasicˇnih metod racˇunalniˇskega vida, s katerimi naj-
prej poiˇscˇemo tocˇko stopal na sliki, nato pa z uposˇtevanjem oddaljenosti
tocˇke od merilnih cˇrt pridobimo natancˇno dolzˇino. Konvolucijska nevronska
mrezˇa dosezˇe klasifikacijsko tocˇnost 93 %, celoten postopek dolocˇanja dolzˇine
skoka pa srednjo absolutno napako 0.785 metra na relevantnem obmocˇju do-
skocˇiˇscˇa. Napovedan trenutek doskoka se od resnicˇnega razlikuje za priblizˇno
eno slicˇico. Rezultati diplomske naloge pomenijo prispevek k razvoju sodob-
nih sistemov za avtomatsko meritev dolzˇin smucˇarskih skokov v realnem
cˇasu.




Title: Automatic ski-jump distance measurement with deep neural networks
Author: David Nabergoj
We consider the problem of automatic video-based ski-jump distance mea-
surement. The procedure is split into two subproblems: predicting the land-
ing and determining the distance of the jump. To predict the landing, we use
a convolutional neural network which takes an image of the ski-jump video as
input and predicts whether the ski-jumper is in the air or on the ground. To
determine the distance of the jump, we use classical computer vision methods
which first find the location of the jumper’s feet in the image and then use
measurement lines to output the precise distance. The convolutional neural
network achieves a classification accuracy of 93%. The complete procedure
achieves a mean absolute error of 0.785 meters in the relevant landing area.
The predicted landing and the actual landing differ by approximately one
frame. The results of the thesis contribute to the development of modern
real-time ski-jump distance measurement systems.





1.1 Motivacija za avtomatizacijo meritev
smucˇarskih skokov
Smucˇarski skoki so svetovno znan in v Sloveniji popularen sˇport. Nalogo
merjenja dolzˇin skokov opravljajo za to usposobljeni cˇlovesˇki merilci. Merilci
so postavljeni nekaj metrov narazen ob doskocˇiˇscˇu in s spremljanjem skoka
dolocˇijo njegovo dolzˇino. Uposˇteva se oceno merilca, ki je bil najblizˇji mestu
doskoka. Predvsem pri tekmah, ki trajajo dolgo cˇasa, lahko pride do cˇedalje
manj natancˇnih meritev. Primer tega so otrosˇke tekme, ki zaradi velikega
sˇtevila tekmovalcev in serij trajajo tudi do 6 ur. V sklopu sˇtudentskih pro-
jektov PKP [11] in SˇIPK smo ugotovili, da se napoved cˇlovesˇkih merilcev in
natancˇno opravljenih video meritev na malih skakalnicah razlikuje za 0.62
metra, kar lahko vpliva na uvrstitev skakalcev. S sodobno tehnologijo in al-
goritmi bi lahko namesto cˇloveka tako delo opravljal racˇunalnik. Avtomatske
meritve bi bile lahko uporabljene kot primarni nacˇin dolocˇanja dolzˇin skokov
na tekmah ali pa kot pomocˇ pri sodniˇskih presojah. Pomagale bi smucˇarsko-
skakalnim klubom, ki nimajo na vsakem treningu na voljo merilcev, in bi
tako izboljˇsale kvaliteto treningov. Motivacija za diplomsko delo izhaja iz
sˇtudentskih projektov PKP in SˇIPK, v sklopu katerih je nastal sistem za vi-
deo meritve dolzˇin smucˇarskih skokov v realnem cˇasu, v katerem pa merjenje
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dolzˇin skokov sˇe ni bilo avtomatizirano. Sistem je opisan v poglavju 2.1.
1.2 Problematika avtomatskih meritev dolzˇin
smucˇarskih skokov
Cilj naloge je razviti sistem za avtomatsko napoved dolzˇine smucˇarskega
skoka na podlagi videoposnetka brez zvoka. Problem razdelimo na dva pod-
problema: napoved doskoka in dolocˇanje dolzˇine skoka. Cˇe videoposnetek
obravnavamo kot zaporedje slik, najprej dolocˇimo sliko, na kateri je skakalec
pristal. Nato s te slike pridobimo dolzˇino skoka. Pri problemu uposˇtevamo
dve pomembni omejitvi: stacionarna kamera in kalibrirana merilna mrezˇa.
Prva omejitev nam pove, da je kamera pri vseh posnetkih skokov na istem
mestu in ima isti pogled na skakalnico. Med skokom se kamera ne premika.
Druga omejitev se nanasˇa na merilno mrezˇo, s katero lahko operater sistema
na posnetku vidi izrazite merilne cˇrte s pripadajocˇimi dolzˇinami. Omejitvi
izboljˇsata robustnost sistema.
V iskanju resˇitve bomo v cˇim vecˇji meri uposˇtevali pravila za mednarodna
tekmovanja FIS [1, 2]. V teh je doskok definiran kot trenutek, v katerem se
skakalec z obema stopaloma v celoti dotakne doskocˇiˇscˇa. Cˇe med dotikom
enega in drugega stopala potecˇe prevecˇ cˇasa, se kot doskok uposˇteva cˇas ob
dotiku prvega stopala. Dolzˇino skoka se nato dolocˇi glede na tocˇko stopal
oziroma sredine med njimi, cˇe skakalec s stopali pristane narazen. Pri upo-
rabi tehnolosˇkih resˇitev za opravljanje meritev se za koncˇno dolzˇino skoka v
metrih pricˇakuje napaka, manjˇsa od 0.5 metra. Na skakalnicah do 25 metrov
se zahteva porocˇanje o dolzˇinah skokov z najvecˇjo napako 0.25 metra. Zah-
teva se uporaba kamere s hitrostjo 50 slicˇic na sekundo. Od trenutka doskoka
do objave dolzˇine skoka sme miniti najvecˇ 5–8 sekund. Poleg meritve z upo-
rabo kamere zaradi potencialnih napak naprav oziroma programske opreme
vzporedno izvajajo cˇlovesˇke meritve tudi merilci ob doskocˇiˇscˇu.
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1.3 Struktura naloge
V 2. poglavju naredimo pregled podrocˇja, pri cˇemer opiˇsemo obstojecˇi sistem
iz projektov PKP in SˇIPK ter navedemo cˇlanke in raziskave o avtomatizaciji
procesov pri izvajanju treningov in tekem smucˇarskih skokov. V 3. poglavju
opiˇsemo teoreticˇno ozadje, ki sestavlja temelj metodologije in implementa-
cije sistema. Opiˇsemo navadne in konvolucijske nevronske mrezˇe, razlicˇne
pristope k resˇevanju problema locˇevanja ozadja in predstavimo algoritem
RANSAC z dodano psevdokodo. V 4. poglavju opiˇsemo pridobivanje, pred-
procesiranje in oznacˇevanje podatkov, ki jih uporabimo za implementacijo in
evalvacijo sistema. Podatki so bili rocˇno oznacˇeni ob nadzoru strokovnega
sodelavca z izkusˇnjami na podrocˇju smucˇarskih skokov. V 5. poglavju opre-
delimo metodologijo resˇevanja posameznih podproblemov (zaznavanje giba-
nja in lokalizacija skakalca, napovedovanje doskoka, zasnova merilne mrezˇe,
izracˇun dolzˇine skoka in delovanje celotnega sistema). Navedemo nacˇin oce-
njevanja kvalitete sistema in njegovih komponent. Ob vsakem podproblemu
opiˇsemo tudi implementacijo komponent, ki so z njim povezane, ter nave-
demo vrednosti specificˇnih parametrov in razlozˇimo njihov vpliv. V 6. po-
glavju navedemo rezultate, ki jih dosegata konvolucijska nevronska mrezˇa
in komponenta za dolocˇanje dolzˇine skoka na natancˇno oznacˇeni podatkovni
mnozˇici. To pomeni navajanje in interpretacijo mer za ocenjevanje modelov.
S podobnimi koraki ocenimo tudi delovanje celotnega sistema. V 7. poglavju
povzamemo ugotovitve, navedemo predloge za nadaljnje izboljˇsave kompo-





2.1 Sistem za video meritve dolzˇin skokov
V sklopu projekta PKP [11] je nastal sistem za video meritve dolzˇin smucˇarskih
skokov. Cilj projekta je bil zasnovati in v praksi preizkusiti prototip sistema
za video merjenje dolzˇin smucˇarskih skokov na manjˇsih napravah z uporabo
cenovno dostopne opreme in brez zahtev po dodatni opremi skakalca. Sistem
je implementiran v obliki aplikacije, ki lahko ucˇinkovito deluje na prenosnem
racˇunalniku, povezanem z video virom. Za meritve v realnem cˇasu je vi-
deo vir relativno nizko-cenovna kamera, ki omogocˇa pogled na doskocˇiˇscˇe.
Aplikacija lahko uporabi tudi vir v obliki video datoteke. Implementirana
je v programskem jeziku Python, pri cˇemer je za graficˇni uporabniˇski vme-
snik (GUI) uporabljena knjizˇnica PyQt [4], za algoritme racˇunalniˇskega vida
pa predvsem knjizˇnice Numpy, Scipy in OpenCV [7]. Delovanje aplikacije
je prikazano na sliki 2.1. Operaterju prikazuje prenos tekme. Ob zazna-
nem skoku se prenos ustavi in operaterju s premikanjem po slicˇicah posnetka
skoka omogocˇi natancˇno meritev. Za hitrejˇso uporabo je na sliki prikazana
merilna mrezˇa, ki vsebuje merilne cˇrte s pripadajocˇimi dolzˇinami v metrih.
Ob postavitvi kamere moramo merilno mrezˇo kalibrirati z uporabo orodja,
ki je vgrajeno v aplikacijo. Tako se zagotovi prileganje mrezˇe skakalnici.
Operater lahko meritve shrani in si jih pozneje ogleda.
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Slika 2.1: Glavno okno obstojecˇe aplikacije. Najvecˇji del zavzema prikaz
skoka, po katerem se lahko po cˇasovni osi pomikamo s spodnjim drsnikom. Na
desni strani so prikazane mozˇnosti za kalibracijo merilne mrezˇe in parametrov
za detekcijo gibanja. Prikazani so tudi gumbi in vnosna polja za shranjevanje
dolzˇin skokov v datoteko ter premikanje naprej ali nazaj po videoposnetku.
V spodnjem desnem kotu poteka prikaz tekme v zˇivo.
Aplikacija vsebuje nacˇin dolocˇanja dolzˇine skoka, ki z uporabo Houghove
transformacije [29] na sliki poiˇscˇe smucˇi. Privzame, da je tocˇka stopal na
sredini smucˇi. Na podlagi merilne mrezˇe in tocˇke stopal dolocˇi dolzˇino skoka.
Obstajajo tudi poskusi dolocˇanja trenutka doskoka. Prvi tak nacˇin temelji na
predpostavki, da se kot smucˇi neha spreminjati ob doskoku, drugi nacˇin pa za
napoved trenutka doskoka uporabi konvolucijsko nevronsko mrezˇo. Pristopi
delujejo, vendar obstaja problem pri nenatancˇnosti dolocˇanja tocˇke stopal,
pri dolocˇanju trenutka doskoka pa visoka napaka in splosˇno pomanjkanje ro-
bustnosti. Za uporabo na tekmah potrebujejo metode tudi izboljˇsavo hitrosti
delovanja. V diplomskem delu poskusimo izboljˇsati nasˇtete pomanjkljivosti.
Sistem brez funkcionalnosti avtomatskih meritev smo testirali na mali
skakalnici v Mengsˇu in srednji skakalnici v Kranju. Na slikah 2.2 in 2.3 sta
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prikazana vzpostavljen sistem in njegovo delovanje.
Slika 2.2: Testiranje sistema na srednji skakalnici Bauhenk v Kranju. Pre-
nosni racˇunalnik in kamera sta med seboj povezana s stikalom PoE (Power
over Ethernet). Prenosnik in stikalo prejemata elektriko preko podaljˇska iz
stavbe na dnu skakalnice (ni prikazano na sliki).
Sistem je ucˇinkovit ter primeren za uporabo na treningih in tekmah na ma-
lih skakalnicah. Izkusˇeni operater opravi posamezno meritev v priblizˇno 5
sekundah. Vzpostavitev sistema vkljucˇuje nastavitev kamere, povezovanje
prenosnega racˇunalnika s kamero in z virom elektrike, zagon aplikacije in
namestitev merilne mrezˇe. Postopek navadno traja manj kot 20 minut.
2.2 Sorodna dela
Na podrocˇju smucˇarskih skokov obstajajo tehnolosˇke resˇitve za specificˇne na-
loge. Kljub temu da je avtomatska meritev dolzˇin skokov le ena izmed teh
nalog, lahko uposˇtevamo razlicˇne pristope v iskanju resˇitev za nasˇ sistem.
Cˇlanek [8] opisuje postopek avtomatskega ocenjevanja sloga skakalca z upo-
rabo inercialnih senzorjev, cˇlanek [25] uporabo pospesˇkometra za detekcijo
doskoka. V cˇlanku [26] je opisan poskus avtomatskega merjenja dolzˇin skokov
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Slika 2.3: Testiranje sistema na mali skakalnici v Mengsˇu. Prenosni
racˇunalnik in kamera sta med seboj povezana s stikalom PoE (na desni
strani).
z uporabo pospesˇkometra. Obstaja tudi postopek merjenja hitrosti in dolzˇin
skokov z nosljivimi senzorji [15]. V magistrskem delu [30] je opisan postopek
avtomatskega ocenjevanja sloga z uporabo detekcije delov telesa skakalca in
njegovih smucˇi.
Na svetovnem in celinskem pokalu se pogosto uporabljajo programske
resˇitve, ki operaterju aplikacij olajˇsajo delo, vendar meritev ne opravijo av-
tomatsko. Sistem, opisan v dokumentu [5], temelji na uporabi do sˇtirih kamer
za jasno vidno doskocˇiˇscˇe in kvalitetne meritve. Meritve lahko izkusˇen opera-
ter opravi v cˇasu 4–6 sekund in so pri kalibriranem sistemu skladne s pravili
FIS [2]. V diplomskem delu uporabimo omenjene koncepte detekcije delov
telesa in smucˇi z metodami racˇunalniˇskega vida in globokega ucˇenja, ki jih





Zacˇetki nevronskih mrezˇ so se pojavili okoli leta 1943, ko so bili v cˇlanku
[21] postavljeni temelji za njihov osnovni gradnik – nevron. Danasˇnji mo-
deli nevronov se zaradi prakticˇne uporabe nekoliko razlikujejo od prvotnih
definicij.
Model nevrona za podan vektor realnih sˇtevil napove sˇtevilo 0 ali 1. Na-
poved je odvisna od vhodnega vektorja x, vektorja utezˇi w in pristranskosti
b:
f(x) =
1 w · x + b > 00 sicer (3.1)
Pristranskost b lahko interpretiramo tudi kot prag, ki ga skalarni produkt
mora presecˇi, da je napovedana vrednost 1. Na sliki 3.1 je vizualizacija
modela nevrona.
3.1.2 Umetne nevronske mrezˇe
Umetna nevronska mrezˇa je model za strojno ucˇenje. Navdih za umetne ne-
vronske mrezˇe izhaja iz mozˇganskih celic, predvsem iz abstraktne uporabe
9
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Slika 3.1: Model nevrona. Realna sˇtevila x1 . . . xn predstavljajo vhodni vek-
tor. Pomnozˇena so z utezˇmi w1 . . . wn in priˇsteta je pristranskost b. Cˇe je ta
vsota pozitivna, je izhod y enak 1, sicer je enak 0.
konceptov aksonov, sinaps in dendritov za predstavitev ucˇinkovitega modela
za aproksimacijo funkcij. Nevronska mrezˇa tipicˇno za vhodni vektor realnih
sˇtevil napove izhodni vektor realnih sˇtevil. Vhodni in izhodni vektor lahko
vsebujeta razlicˇno sˇtevilo elementov. Enostavna umetna nevronska mrezˇa
vsebuje dva nivoja nevronov: vhodne nevrone in izhodne nevrone. Imenu-
jemo jo enonivojski perceptron, prikazan na sliki 3.2. Perceptron je bil prvicˇ
opisan v cˇlanku [23].
Slika 3.2: Enonivojski perceptron. Na levi strani je prikazan vhodni nivo s 5
nevroni. Ti so povezani z dvema izhodnima nevronoma. Povezave v praksi
pomenijo utezˇi, s katerimi se pomnozˇi vhodne vrednosti. Vizualizacija z
orodjem NN-SVG [19].
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Cˇe ima mrezˇa poleg vhodnega in izhodnega nivoja sˇe vmesne, skrite ni-
voje, jo imenujemo vecˇnivojski perceptron oziroma bolj splosˇno globoka ne-
vronska mrezˇa. Primer take mrezˇe je na sliki 3.3.
Slika 3.3: Vecˇnivojski perceptron. Sestavljen je iz vhodnega nivoja, dveh
skritih nivojev in izhodnega nivoja. Vhod v model so vektorji s 7 elementi,
izhod pa vektorji z dvema elementoma. Vizualizacija z orodjem NN-SVG
[19].
Prednost globokih nevronskih mrezˇ pred enonivojskimi je zmozˇnost ucˇenja
bolj abstraktnih lastnosti podatkov. Omogocˇajo resˇevanje nelinearnih pro-
blemov. Za to je pomembna uporaba nelinearnih aktivacijskih funkcij. Akti-







f(x) = tanh x
• ReLU:
f(x) =
x x ≥ 00 x < 0
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Nevronska mrezˇa brez uporabe nelinearne aktivacijske funkcije ne more resˇevati
nelinearnih problemov, ne glede na sˇtevilo skritih nivojev. Razlog za to je,
da je vsota nivojev brez nelinearne funkcije ekvivalentna linearni funkciji.
Nevronska mrezˇa vracˇa dobre napovedi ob izbiri ustreznih utezˇi. Postopek
vzvratnega razsˇirjanja napake (angl. backpropagation of error) [24] omogocˇa
ucˇenje mrezˇe s poljubnim sˇtevilom nivojev. Tako lahko poiˇscˇemo utezˇi, pri
katerih je modelu specificˇna napaka glede na ucˇne podatke minimalna.
3.1.3 Konvolucijske nevronske mrezˇe
Konvolucijska nevronska mrezˇa (CNN) je vrsta globoke nevronske mrezˇe, ki
se pogosto uporablja za obdelavo slik. Prvicˇ je bila omenjena leta 1980 [14].
Predvsem v zadnjih desetih letih so bile take mrezˇe uspesˇno uporabljene na
znanih problemih racˇunalniˇskega vida, kot so klasifikacija objektov [18], hitra
detekcija objektov [20, 22], segmentacija slik [9, 12, 16] in drugih.
CNN vsebuje vhodni, izhodni nivo in vecˇ skritih nivojev. Skriti nivoji so
navadno sestavljeni iz konvolucijskih plasti. Nevroni predstavljajo elemente
slike. Pri analizi slik je vhod v mrezˇo pogosto sivinska ali barvna slika, ki ni
splosˇcˇena v vektor.
Konvolucijske plasti opravijo operacijo konvolucije med sliko in dolocˇenim
sˇtevilom jeder (angl. kernel). Za vsako jedro se generira izhodna slika, ki je
rezultat konvolucije vhodne slike z jedrom. Navadno tej sledi transformacija
izhoda z aktivacijsko funkcijo ReLU in nato tako imenovana pooling ope-
racija, pri cˇemer se slika pomanjˇsa s pretvorbo okna okoli elementa slike v
skalar. Element v novi sliki je pogosto dolocˇen kot najvecˇji element v pripa-
dajocˇem oknu stare slike (angl. max pooling).
Utezˇi predstavljajo elemente jeder v konvolucijskih plasteh. Rezultat kon-
volucije z jedrom ni odvisen od pozicije okna v sliki. Zato si za razliko od
navadne usmerjene nevronske mrezˇe nevroni delijo utezˇi.
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Na sliki 3.4 je prikazan primer vizualizacije CNN. Zaradi uspesˇnosti mrezˇ
CNN na podrocˇju analize slik in videoposnetkov je lahko taka mrezˇa primerna
tudi za nasˇ problem. CNN bomo uporabili za klasifikacijo slik posnetkov
skokov v razred “Zrak” ali “Tla”. Razred “Zrak” se nanasˇa na slicˇice, na
katerih skakalec sˇe ni pristal, razred “Tla” pa na tiste, na katerih je zˇe.






Slika 3.4: Prikaz modela CNN. Prva operacija max pooling ima ucˇinek
zmanjˇsevanja slik. Tej sledi konvolucija, ki zaradi uporabe 24 filtrov veli-
kosti 16 x 16 x 8 generira 24 slik. Zadnji operaciji max pooling sledita skriti
in izhodni nivo. Vizualizacija z orodjem NN-SVG [19].
3.2 Uporabljene metode racˇunalniˇskega vida
3.2.1 Locˇevanje ozadja
V racˇunalniˇskem vidu je locˇevanje ozadja (angl. background subtraction) ka-
terikoli postopek za pridobivanje ospredja v sliki. Pogosto je uporabljen za
zaznavanje gibajocˇih se objektov v videoposnetku, posnetem s stacionarno
kamero. Ker taka omejitev velja tudi za posnetke skokov, ki jih imamo na
voljo, lahko to metodo ucˇinkovito uporabimo pri resˇevanju nasˇega problema.
Omogocˇa nam zaznavanje skakalca (gibajocˇega se objekta) na sliki. V nada-
ljevanju bomo opisali pogoste pristope za locˇevanje ozadja.
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Razlika slik (angl. frame differencing)
To je enostaven nacˇin locˇevanja ozadja. Cˇe imamo podano sliko ozadja v
prejˇsnjem trenutku It−1 in trenutno sliko It, lahko za piksel (x, y) na sliki It
dolocˇimo, ali je v ospredju. To naredimo z neenacˇbo
|It(x, y)− It−1(x, y)| > T (3.2)
T oznacˇuje rocˇno nastavljeni prag, ki ga mora razlika presecˇi, da lahko piksel
(x, y) oznacˇimo kot ospredje. Problem v tem pristopu je iskanje ustrezne
vrednosti T , saj je od te odvisno, kako hitri objekti bodo zaznani (za za-
znavanje hitrejˇsih objektov lahko potrebujemo vecˇjo vrednost T ). Pristop je
natancˇneje opisan in ovrednoten v sˇtudiji [6].
Filtriranje s povprecˇjem (angl. mean filtering)
Postopek je podoben kot pri razliki slik, vendar namesto uporabe slike v
prejˇsnjem trenutku uporabimo povprecˇje zadnjih N slik. Pristop je opisan
in vizualiziran v [28]. Piksel (x, y) je v ospredju, ko drzˇi neenacˇba
|It(x, y)−B(x, y)| > T (3.3)







Podobno lahko naredimo z uporabo mediane namesto povprecˇja. Postopek
ima podoben problem kot razlika slik, saj je vrednosti parametrov T in N
treba rocˇno nastaviti.
Sprotno Gaussovo povprecˇje (angl. running Gaussian average)
V postopku iz cˇlanka [31] poiˇscˇemo gostoto verjetnosti za Gaussovo porazde-
litev prek zadnjih N slik. Piksel slike It je v ozadju, cˇe je njegova vrednost
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v dolocˇenem intervalu zaupanja povprecˇja njegove porazdelitve, sicer pa je v




Pri tem je dt(x, y) evklidska razdalja med vrednostjo piksla in njegovega pov-
precˇja µt(x, y), σ
2
t (x, y) njegova varianca, k pa prag (navadno k = 2.5), ki
dolocˇa dinamicˇnost ozadja. Povprecˇje in varianca se spreminjata inkremen-
talno glede na naslednje enacˇbe (ρ predstavlja velikost cˇasovnega okna za
prileganje gostote porazdelitve, navadno ρ = 0.01):
µt(x, y) = ρ · It(x, y) + (1− ρ) · µt−1(x, y) (3.6)
σ2(x, y) = d2ρ+ (1− ρ) · σ2t−1(x, y) (3.7)
Postopek deluje le, cˇe so v zacˇetku vsi piksli v ozadju. Ne deluje v okoliˇscˇinah
s pocˇasnim spreminjanjem ozadja (npr. zaradi spreminjanja osvetlitve).
Modeli mesˇanic za ozadje (angl. background mixture models)
Pristop iz cˇlanka [27] modelira vsak piksel kot mesˇanico Gaussovih poraz-
delitev (angl. mixture of Gaussians) z uporabo sprotne aproksimacije za
posodobitev modela. Zgodovino piksla modeliramo s K Gaussovimi poraz-
delitvami. Prva porazdelitev, katere kumulativna vsota utezˇi presezˇe prag
T , predstavlja ozadje, preostale porazdelitve pa ospredje. Pri novem pikslu
lahko najdemo ujemanje z eno izmed K porazdelitev in posodobimo njeno
varianco. Cˇe ni ujemanja z nobeno porazdelitvijo, je najmanj verjetna za-
menjana z novo. Cˇe je porazdelitev, ki najbolje predstavlja nov piksel, del
modela ozadja, klasificiramo piksel kot ozadje, sicer pa kot ospredje. V im-
plementaciji nasˇega sistema uporabljamo podoben pristop kot v cˇlanku [32].
Klasicˇni modeli mesˇanic za delovanje uporabijo fiksno sˇtevilo komponent (na-
kljucˇnih in nakljucˇnih latentnih spremenljivk, utezˇi, parametrov), omenjeni
pristop pa deluje z uporabo rekurzivnih enacˇb za nenehno posodabljanje pa-
rametrov in sˇtevila komponent za vsak piksel. S sprotnim posodabljanjem
se algoritem lahko popolnoma prilagodi sceni. Uporabimo implementacijo
algoritma iz knjizˇnice OpenCV [3].
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3.2.2 RANSAC
RANSAC [13] je iterativna metoda iskanja parametrov modela za podatke
z velikim sˇtevilom osamelcev, ki naj ne bi vplivali na napovedane vredno-
sti. Metoda vrne sprejemljive rezultate z verjetnostjo, ki se povecˇuje z
narasˇcˇajocˇim sˇtevilom iteracij. V nasˇi aplikaciji jo uporabimo za iskanje dvo-
dimenzionalnih premic, lahko pa je uporabljena tudi za iskanje parametrov
modelov viˇsjedimenzionalnih funkcij. Konkretno jo uporabimo za iskanje
dveh premic, ki dolocˇata smucˇi in telo skakalca, pri cˇemer preostale piksle
(na primer tiste, ki dolocˇajo roke skakalca) obravnavamo kot osamelce, saj
niso relevantni za zˇeleni premici. V nasˇem primeru ima RANSAC prednost
pred nekaterimi drugimi metodami (na primer Houghovo transformacijo [29])
zaradi nekoliko hitrejˇsega delovanja, kar je pomembno za uporabo v realnem
cˇasu.
Delovanje metode
V vsaki iteraciji je izbran nakljucˇen vzorec izmed vseh podatkov. Glede na te
podatke je ustvarjen model. Za vse druge podatke preverimo, ali pripadajo
modelu glede na specificˇno cenilno funkcijo. Cˇe sˇtevilo pripadnikov presezˇe
dolocˇen prag in je glede na to sˇtevilo trenutni model tudi najboljˇsi do te
iteracije, ga shranimo kot najboljˇsega. Model lahko na koncu izboljˇsamo
tako, da ga prilagodimo z uporabo vseh podatkov, ki mu glede na cenilno
funkcijo pripadajo. Postopek se zakljucˇi po dolocˇenem sˇtevilu iteracij.
Algoritem 1 opisuje delovanje metode RANSAC za iskanje najbolje prile-
gajocˇe se premice k vhodni podatkovni mnozˇici tocˇk (xi, yi). Pri tem vsebuje
podatkovna mnozˇica X tocˇke (xi, yi), iter se nanasˇa na maksimalno sˇtevilo
iteracij algoritma, n pomeni sˇtevilo vzorcˇenih tocˇk v vsaki iteraciji, td do-
pustno razdaljo za pripadnost tocˇke modelu in ti minimalno sˇtevilo pripa-
dnikov, da modela ne zavrzˇemo. Izhod algoritma sta smerni vektor vbest in




Vhod: X, iter, n, td, ti.
Izhod: vbest,Tbest
1: procedure RANSAC(X)
2: vbest ← [1 1]
3: Tbest ← [0 0]
4: best ←∞ # Najmanjˇsa napaka modela
5: for i = 1 to iter do
6: V← Vzorec (X,n) # Nakljucˇen vzorec n tocˇk
7: vv,Tv ← LinearnaRegresija (V ) # Model
8: ni ← SteviloPripadnikov (X \ V )
9: if ni ≥ ti then
10: s ← MAE (vv,Tv, X \ V ) # Napaka modela
11: if v < best then # Posodobitev modela
12: vbest ← vv
13: Tbest ← Tv





4.1 Pridobivanje posnetkov skokov
Posnetki smucˇarskih skokov so nastali v okviru projekta PKP [11]. Narejeni
so bili pozimi in spomladi na malih skakalnicah v Mengsˇu, Sebenju, Bohi-
nju in Zagorju. V diplomskem delu se osredotocˇamo na posnetke skokov iz
Mengsˇa.
Skupaj je bilo posnetih 330 relevantnih skokov s povprecˇnim sˇtevilom
36 slicˇic. Skoki so bili posneti jeseni 2016 v jasnem vremenu brez snega.
Razdeljeni so med 8 datotek s skupnim trajanjem 2 ur in 32 minut. Posnetki
so bili zajeti s stacionarno kamero pri locˇljivosti 1280 x 720 in frekvenci 50
slicˇic na sekundo. Pri zajemanju posnetkov je bila kamera zaradi omejitev
na lokaciji postavljena razmeroma nizko, zato so na posnetkih merilne cˇrte
ob vrhu doskocˇiˇscˇa gostejˇse kot merilne cˇrte na dnu. Dolzˇina najkrajˇsega
skoka je 9.75 m, dolzˇina najdaljˇsega 20.25 m, povprecˇna dolzˇina pa 15.92 m.
4.2 Predprocesiranje posnetkov skokov
Posnetki so poleg skokov vsebovali tudi dogajanje med njimi, na primer giba-
nje gledalcev, sodnikov in predmetov v ozadju. Z uporabo metode locˇevanja
ozadja smo v posnetku zaznali gibanje (skakalca) in tako iz celotnih po-
19
20 David Nabergoj
snetkov izlocˇili samo krajˇse izseke s skoki. Postopek je podrobneje opisan
v razdelku 5.1. Ob vsaki sliki sta bila shranjena tudi izrez slike z locˇenim
skakalcem (na katerem je bilo vse, razen skakalca, cˇrno) in pozicija izreza v
celotni sliki. Opisano predprocesiranje je dovolj hitro za uporabo v realnem
cˇasu.
4.3 Oznacˇevanje posnetkov skokov
Na sliki 4.1 je prikazan GUI, ki smo ga razvili za oznacˇevanje posnetkov
skokov. Za vsak skok smo v podatkovno bazo shranili indeks slicˇice z do-
skokom in dolzˇino skoka. Posnetke smo oznacˇili pod nadzorom strokovnega
sodelavca dipl. inzˇ. inf. in dipl. sˇp. tren. Gasˇperja Vodana. Dolzˇine sko-
kov so bile dolocˇene z natancˇnostjo 0.25 metra. Iskanje trenutka doskoka in
dolocˇanje dolzˇine je za en posnetek trajalo priblizˇno 10 sekund. GUI smo
implementirali s knjizˇnico PyQt [4].
4.4 Vzorcˇenje podatkov
Posnetke skokov smo razdelili na ucˇno, validacijsko in testno mnozˇico. Ucˇna
mnozˇica je vsebovala 70 %, validacijska 10 %, testna pa 20 % videoposnet-
kov. Pri tem smo uporabili stratificirano vzorcˇenje, da smo v vsaki mnozˇici
ohranili izvorno razmerje med slikami s skakalcem v zraku in slikami s ska-
kalcem na tleh. V nasˇih podatkih je v tem razmerju 42 % slik predstavljalo
zrak (skakalec sˇe ni pristal) in 58 % tla (skakalec je zˇe pristal). Slike vsakega
posnetka skoka so bile v celoti dodeljene natanko eni mnozˇici in niso bile
razdeljene med vecˇ mnozˇic. Pri tem nacˇinu razdelitve slik bi nastal problem
zaradi podobnosti zaporednih slicˇic. Cˇe je slicˇica nekega skoka ob cˇasu t del
ucˇne mnozˇice, slicˇica istega skoka ob cˇasu t + 1 pa del testne mnozˇice, po-
tem naucˇeni model testni podatek tako rekocˇ zˇe pozna. Po poskusu uporabe
takega pristopa smo ugotovili, da je model prevecˇ prilagojen.
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Slika 4.1: GUI za oznacˇevanje skokov. Operater z drsnikom dolocˇi trenutek
doskoka, nato pa v spodnje vnosno polje rocˇno vnese dolzˇino skoka. Po
zˇelji lahko vklopi ali izklopi merilno mrezˇo. Meritev se vnasˇa na 0.25 metra






5.1 Zaznavanje gibanja in lokalizacija skakalca
Z uporabo metode odsˇtevanja ozadja lahko na vsaki sliki videoposnetka
locˇimo gibajocˇi se objekt od ozadja. Ker je skakalec tipicˇno najvecˇji gibajocˇi
se objekt na sliki, ga lahko tako lokaliziramo. Uvedemo tudi velikostni prag,
ki ga mora najvecˇji gibajocˇi objekt presecˇi, da je zaznava gibanja veljavna.
Tako se izognemo nekaterim zaznavam majhnih gibajocˇih se objektov.
Cˇe zaporedje zaznav gibanja obravnavamo kot signal, lahko enostavno
dolocˇimo, kdaj poteka skok. Ko prejmemo dovolj veliko sˇtevilo zaznav gi-
banja, oznacˇimo ob prvi zaznavi zacˇetek skoka. Ko prenehamo prejemati
zaznave, oznacˇimo konec skoka. Med skokom uposˇtevamo, da lahko pride do
ne-zaznanega gibanja, zato uvedemo toleranco. To pomeni, da med potekom
skoka na kratkih zaporedjih slicˇic dopusˇcˇamo ne-zaznano gibanje. Cˇe se po
kratkem obdobju brez zaznav pojavi zaznava gibanja, potem za skok sˇe ne
dolocˇimo konca. Slika 5.1 prikazuje ta postopek.
Ko je zacˇetek skoka dolocˇen, lahko zacˇnemo shranjevati podatke, ki so
relevantni za napovedi. V nasˇem primeru so to izvorne slike in izrezi skakalca.
Izrezi skakalca so regije izvornih slik, na katerih je vse, razen skakalca, cˇrno.
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Slika 5.1: Zaznave gibanja kot signal. Skok je oznacˇen z modro barvo, doga-
janje pred skokom in po njem pa z rdecˇo. Prva navpicˇna cˇrta oznacˇuje tre-
nutek, v katerem je bilo prejetih dovolj zaznav gibanja, da lahko oznacˇimo
zacˇetek skoka. Druga navpicˇna cˇrta oznacˇuje trenutek, ko dovolj dolgo ni
bila prejeta nobena zaznava. Takrat lahko oznacˇimo konec skoka.
To nam omogocˇa odsˇtevanje ozadja, s katerim lahko na vsaki sliki dolocˇimo
gibajocˇi se objekt in ozadje. Ob vsakem izrezu si shranimo tudi lokacijo
zgornjega levega ogliˇscˇa izreza v izvorni sliki, da lahko izrez postavimo nazaj
v izvorno sliko.
Algoritem 2 opisuje delovanje postopka. Pri zameglitvi slike z Gausso-
vim filtriranjem smo uporabili velikost filtra 3 x 3 s parametrom σ = 5. Z
zameglitvijo slike smo se znebili sˇuma, ki je povzrocˇal slabsˇo kvaliteto pri-
dobljenega ospredja slike. Velikost filtra in vrednost σ sta bili dolocˇeni na
podlagi kvalitete zaznav posnetkov pokala Zagorja (maj 2017) in tekmovanja
Cockta v Bohinju (februar 2017). Parametra sta omogocˇala dobro zaznavanje
gibanja tudi na posnetkih iz Mengsˇa, ki smo jih uporabili za razvoj resˇitve
v sklopu diplomskega dela. Algoritem smo implementirali z uporabo ob-
stojecˇih implementacij vseh navedenih funkcij in razlicˇice modela mesˇanic
[32] iz knjizˇnice OpenCV. Na sliki 5.2 je prikazan potek pretvorbe slike in
lokalizacije skakalca.
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Slika 5.2: Postopek pretvorbe slike in lokalizacije skakalca. Vhod v algoritem
je barvna slika. To nato pretvorimo v sivinsko in jo zameglimo z Gaussovim
filtrom. Nato z uporabo locˇevanja ozadja pridobimo masko za gibajocˇe se
objekte in dolocˇimo lokacijo najvecˇjega gibajocˇega se objekta – skakalca. V
zadnjem koraku shranimo izrez skakalca.
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Algoritem 2 Algoritem za lokalizacijo skakalca v sliki
Vhod: RGB slika skakalca F
Izhod: Maskiran izrez skakalca C in lokacija izreza v sliki (x, y)
1: G← SivinskaSlika (F )
2: B← GaussFilter (G) # Sliko zameglimo
3: Maska← PridobiOspredje (B) # Uporabimo locˇevanje ozadja
4: M← Maskiraj (B,Maska)
5: Objekti← NajdiKonture (M) # Vsi gibajocˇi se objekti
6: BinarniSkakalec← NajvecjiObjekt (Objekti) # Binarna slika skakalca
7: Rect← AABB (BinarniSkakalec) # Z osmi poravnan ocˇrtan
pravokotnik
8: IzrezSkakalca← Izrezˇi (G,Rect)
9: MaskaZaIzrez← MedianFilter (BinarniSkakalec) # Precˇiˇscˇena maska
skakalca
10: C← Maskiraj (IzrezSkakalca,MaskaZaIzrez)
11: x← Rect.x
12: y← Rect.y
5.2 Napovedovanje trenutka doskoka
Za vsako sliko v posnetku skoka napovemo, ali je na njej skakalec zˇe pristal.
Slika, na kateri je prvicˇ na tleh, ustreza trenutku doskoka. Za napovedovanje
uporabimo CNN. Kot vhod sprejme celotno sivinsko sliko in ne le izreza
skakalca.
Arhitektura CNN je prikazana na sliki 5.3. Slika je zajeta neposredno
iz kamere, nato pretvorjena v sivinsko in zmanjˇsana na velikost 100 x 100.
Vrednosti pikslov so na intervalu [−1, 1]. Mrezˇa je konvergenco dosegla po
8 epohah pri velikosti paketov 256 in uporabi optimizatorja Adam [17]. Pri
tem smo za funkcijo napake izbrali binarno krizˇno entropijo. Model smo

























Slika 5.3: Arhitektura CNN. Na vhodu model prejme sliko velikosti 100 x
100, ki nato preide skozi tri enote konvolucijskih, Pooling in Dropout nivo-
jev. Potem je splosˇcˇena v vektor in poslana v skriti nivo. Na koncu model
generira izhodni vektor z dvema elementoma, pri cˇemer viˇsja vrednost pr-
vega predstavlja klasifikacijo slike v razred “Zrak” in viˇsja vrednost drugega
v razred “Tla”.
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5.3 Dolocˇanje dolzˇine skoka
5.3.1 Merilna mrezˇa
Merilna mrezˇa omogocˇa prikaz merilnih cˇrt na videoposnetku, kar opera-
terju pomaga pri meritvah. Uporabimo jo tudi za dolocˇanje dolzˇine skoka.
Gradniki mrezˇe so daljice s pripadajocˇimi dolzˇinami v metrih. Daljice in
dolzˇine rocˇno dolocˇi operater. Mrezˇa ima tudi smerni vektor, ki dolocˇa njeno
orientacijo.
Merilno mrezˇo smo implementirali s seznamom daljic, pri cˇemer je vsaka
objekt, ki hrani dve tocˇki in pripadajocˇo dolzˇino v metrih. Vsaka tocˇka na
oseh x in y zavzame vrednosti na intervalu [0, 1], kar se nanasˇa na ustrezno
lokacijo v sliki. Za lazˇje prilagajanje mrezˇe ob majhnih premikih kamere
omogocˇa le-ta premik tocˇk ter premik in rotacijo cˇrt. Vsebuje tudi metodo
za izris na sliko in metodo za izracˇun lastnega smernega vektorja. Na sliki
5.4 je prikazana implementirana merilna mrezˇa.
5.3.2 Aproksimacija tocˇke stopal
Ko ugotovimo trenutek doskoka, lahko na ustrezni sliki poiˇscˇemo tocˇko sto-
pal. Tocˇko stopal lahko aproksimiramo kot presecˇiˇscˇe premice, ki poteka skozi
smucˇi skakalca, in premice, ki poteka skozi telo skakalca. Premici poiˇscˇemo
na sliki s skakalcem, locˇenim od ozadja. Premico, ki predstavlja smucˇi ska-
kalca, pridobimo z iskanjem najbolje prilegajocˇe se vodoravne premice na
tej sliki. Premico, ki predstavlja telo skakalca, pridobimo z iskanjem najbo-
lje prilegajocˇe se navpicˇne premice na tej sliki. Premici imata lahko manjˇsi
odklon, saj je skakalec s smucˇmi v praksi nagnjen.
Najprej smo s slike skakalca pridobili seznam vseh ne-cˇrnih pikslov (x, y).
Z algoritmom RANSAC smo poiskali najbolje prilegajocˇo se navpicˇno pre-
mico. Za to smo uporabili vse piksle, pri katerih je y < h
2
, pri cˇemer je h
viˇsina izreza. To je pomenilo uporabo vseh ne-cˇrnih pikslov v zgornji polovici
slike, saj se tam redko pojavijo smucˇi. Dolocˇili smo, da je cˇrta navpicˇna, ka-
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Slika 5.4: Prikaz merilne mrezˇe. Vsaka cˇrta ima pripisano pripadajocˇo
dolzˇino v metrih. Nekatere cˇrte ne sledijo robu skakalnice. To se je zgo-
dilo zaradi okluzije roba na sliki, na podlagi katere je bila mrezˇa kalibrirana.
Operater sistema pri kalibraciji ni videl roba skakalnice in je cˇrte smiselno
dolocˇil brez opazovanja roba. Okluzijo v levem delu slike v tem primeru
povzrocˇi merilec. Ker smo ta pojav uposˇtevali v implementaciji sistema, je
vpliv na avtomatske meritve minimalen.
dar je kot med njo in vektorjem [0 1] manjˇsi od 10 stopinj. To omejitev smo
preverili potem, ko je bil najden model z dovolj velikim delezˇem veljavnih
tocˇk. Podobno smo naredili za smucˇi, pri cˇemer smo za piksle uposˇtevali po-
goj y ≥ h
2
in vodoravno premico dolocˇili z odstopanjem kota z vektorjem [1 0]
za manj kot 35 stopinj. Pri algoritmu RANSAC smo v obeh primerih upo-
rabili maksimalno 1000 iteracij, izbiro 10 tocˇk v vsaki iteraciji, maksimalno
razdaljo veljavne tocˇke 15 in minimalni delezˇ veljavnih tocˇk 80 %. Parametri
so bili dolocˇeni na podlagi nekaj primerov skokov iz ucˇne mnozˇice. Ker sta
bili premici podani v koordinatnem sistemu izreza in ne celotne slike, smo ju
s koordinatami izreza najprej premaknili v koordinatni sistem celotne slike
in nato poiskali njuno presecˇiˇscˇe, ki je predstavljalo tocˇko stopal. Slika 5.5
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prikazuje rezultat postopka na konkretnem primeru.
Slika 5.5: Aproksimacija tocˇke stopal. Z modro sta oznacˇeni premici, ki
predstavljata smucˇi in telo skakalca. Z rdecˇo je oznacˇena tocˇka stopal, ki je
tudi presecˇiˇscˇe premic.
5.3.3 Meritev z merilno mrezˇo
Merilci na tekmah tipicˇno dolocˇijo dolzˇino skoka z opazovanjem mesta do-
skoka in blizˇnjih merilnih cˇrt oziroma oznak za razdaljo. Ker imamo zagoto-
vljeno kalibrirano merilno mrezˇo, lahko ta pristop enostavno uporabimo za
avtomatsko dolocˇanje dolzˇine. To izracˇunamo z interpolacijo glede na tocˇko
stopal ob doskoku in dve najblizˇji merilni cˇrti na merilni mrezˇi. V naslednjem
odstavku opiˇsemo natancˇen postopek izracˇuna.
Podani imamo premici (nosilki merilnih cˇrt) p1 in p2, ki sta najblizˇji tocˇki
stopal T, in smerni vektor v, ki dolocˇa naklon merilne mrezˇe. Dolocˇimo
novo premico p3, ki poteka skozi tocˇko T s smernim vektorjem v. Poiˇscˇemo
presecˇiˇscˇe P1 med premicama p1 in p3 in presecˇiˇscˇe P2 med premicama p2 in
p3. Ob premici p1 in posledicˇno tocˇki P1 je zabelezˇena dejanska dolzˇina v
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metrih, ki jo ta premica dolocˇa. Enako velja za premico p2 in tocˇko P2. Naj
bo d1 evklidska razdalja med tocˇkama P1 in T, d2 evklidska razdalja med P2
in T, l1 dolzˇina v metrih ob tocˇki P1 in l2 dolzˇina ob tocˇki P2. Natancˇno
dolzˇino skoka v metrih x nato dobimo z uporabo linearne interpolacije, kot




· l1 + d1
d1 + d2
· l2 (5.1)







Slika 5.6: Prikaz tocˇk in premic za izracˇun natancˇne razdalje. Premici p1 in
p2 predstavljata merilni cˇrti z razlicˇnima pripadajocˇima dolzˇinama. Primera
takih dolzˇin sta 10 metrov in 12 metrov. Tocˇka T oznacˇuje stopala skakalca.
S tocˇko T in vektorjem, ki dolocˇa smer merilne mrezˇe, predstavimo premico
p3. Presecˇiˇscˇi premic p1 in p3 ter p2 in p3 sta tocˇki P1 in P2, ki ju uporabimo
za natancˇno dolocˇanje dolzˇine skoka.
Pri izracˇunu dolzˇine skoka z ustrezno kalibrirano merilno mrezˇo je po-
membno cˇim natancˇneje izbrati smerni vektor mrezˇe, saj na podlagi le-tega
dolocˇimo presecˇiˇscˇa z merilnimi cˇrtami, ki jih uporabimo v izracˇunu. Za
pridobivanje smernega vektorja mrezˇe smo poskusili tri nacˇine, ki temeljijo
na lokalnih smernih vektorjih. Lokalni smerni vektor med dvema sosednjima
merilnima cˇrtama, dolocˇenima s tocˇkama L1, D1 in L2, D2 (za levo in desno
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Preizkusili smo razlicˇne nacˇine izracˇunov smernega vektorja mrezˇe. Merilne
cˇrte so osˇtevilcˇene glede na razdaljo, ki jo predstavljajo (1 je najmanjˇsa, n
je najvecˇja):
1. Uporaba mediane lokalnih smernih vektorjev, pri cˇemer je posamezna
komponenta smernega vektorja mrezˇe enaka mediani vseh istolezˇnih
komponent lokalnih smernih vektorjev.







3. Uporaba utezˇene vsote lokalnih smernih vektorjev. Zˇelimo, da je smerni
vektor mrezˇe bolj podoben lokalnim smernim vektorjem, ki se nanasˇajo
na merilne cˇrte blizu stopal, kot tistim, ki so od stopal bolj oddaljene.
To zmanjˇsa vpliv napak pri postavitvi merilnih cˇrt v postopku kalibra-
cije merilne mrezˇe. V izracˇunu di in di+1 oznacˇujeta razdaljo merilnih













Utezˇi so vecˇje pri lokalnih smernih vektorjih merilnih cˇrt, ki so blizˇje






i,i+1 · vi,i+1 (5.6)
V koncˇnem sistemu smo smerni vektor mrezˇe dolocˇili kot utezˇeno vsoto lo-
kalnih smernih vektorjev.
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5.4 Delovanje celotnega sistema
Na sliki 5.7 je prikazan diagram delovanja celotnega sistema. V prvi fazi
pridobimo slike skoka – z locˇevanjem ozadja lokaliziramo skakalca in hkrati
dolocˇimo konec skoka. V drugi fazi slike ustrezno predprocesiramo za vhod
v CNN, ki napove indeks slicˇice doskoka. Nato izberemo sliko z doskokom,
poiˇscˇemo tocˇko stopal in dolocˇimo dolzˇino skoka ob pomocˇi merilne mrezˇe.
Sistem je implementiran v programskem jeziku Python z uporabo knjizˇnic




























Skok je v teku
Slika 5.7: Delovanje celotnega sistema. V prvi fazi, oznacˇeni z ocˇrtanim
pravokotnikom, so slike skoka s pripadajocˇimi maskiranimi izrezi shranjene
v pomnilnik. Ko se skok koncˇa, postopek sledi opisanemu cevovodu. Ta v
zadnjem koraku z uporabo merilne mrezˇe vrne dolzˇino skoka.
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5.5 Ocenjevanje kvalitete sistema
Dolocˇanje in uporaba mer za ocenjevanje kvalitete modelov sestavljata v
strojnem ucˇenju eno izmed kljucˇnih faz izvedb projektov. V tem poglavju
navajamo nacˇine ocenjevanja posameznih komponent sistema.
5.5.1 Ocenjevanje CNN
Kvaliteto CNN bomo ocenili z uporabo standardnih mer za ocenjevanje
ucˇenja:
• Klasifikacijska tocˇnost (CA), ki nam pove, koliksˇen delezˇ primerov
je pravilno klasificiran v svoj razred (skok ali tla).
• Brierjeva mera, ki pri oceni kvalitete uposˇteva kasneje opisane ver-
jetnosti, ki jih vrne CNN.
• Binarna krizˇna entropija (angl. binary cross-entropy). Gre za
primerjavo napovedanih verjetnosti in dejanskih numericˇnih vrednosti
razredov (v nasˇem primeru je to 0 za skok in 1 za tla). Pri vecˇjih razli-
kah med vrednostjo razreda in verjetnostjo je napaka vecˇja. Uporabimo
jo tudi pri ucˇenju CNN.
• Senzitivnost. V nasˇem primeru nam pove verjetnost, da CNN klasi-
ficira sliko v razred “Tla”, cˇe je skakalec res na tleh.
• Specificˇnost. V nasˇem primeru nam pove verjetnost, da CNN klasifi-
cira sliko v razred “Zrak”, cˇe je skakalec res v zraku.
Prikazali bomo tudi matriko napak (angl. confusion matrix ). Pri Brierjevi
meri in binarni krizˇni entropiji zˇelimo dosecˇi cˇim manjˇse vrednosti, pri preo-
stalih treh merah pa cˇim vecˇje. Glede na kvaliteto rezultatov bomo opcijsko
opravili tudi 10-kratno precˇno preverjanje.
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5.5.2 Ocenjevanje dolocˇanja dolzˇine skoka
Kvaliteto dolocˇanja dolzˇin skokov bomo ocenili z uporabo srednje absolutne
napake (MAE). Primerjali bomo dejansko in napovedano dolzˇino skokov v
metrih. Cilj je dosecˇi cˇim manjˇso vrednost MAE na ucˇni in validacijski
mnozˇici ter v koncˇnem sistemu uporabiti tak nabor parametrov. Ker pri
teh metodah ni ucˇenja, obravnavamo ucˇno in validacijsko mnozˇico kot eno
samo. Namenjena je kalibraciji parametrov za dolocˇanje tocˇke stopal. Pri
tem bomo kot vhode uporabili dejanske slike doskokov in ne napovedi modela
CNN. Ta del sistema tako izoliramo in izlocˇimo mozˇnost, da bi CNN vplival
na izracˇune dolzˇin.
5.5.3 Ocenjevanje celotnega sistema
Kvaliteto celotnega sistema bomo dolocˇili z opazovanjem vrednosti MAE na
testni mnozˇici. Tako bomo izvedeli, za koliko metrov se model povprecˇno





6.1 Napovedovanje trenutka doskoka
6.1.1 Napovedi na testni mnozˇici
Model CNN, ki za vsako sliko napove, ali je skakalec zˇe pristal, dosezˇe na
testni mnozˇici naslednje rezultate:
CA = 0.928
Brierjeva mera = 0.057
Binarna krizˇna entropija = 0.207
Senzitivnost = 0.915
Specificˇnost = 0.947
Rezultati nakazujejo dobro delovanje modela. Pri 10-kratnem precˇnem pre-
verjanju s celotno podatkovno mnozˇico je model dosegel povprecˇni CA =

















Slika 6.1: Matrika napak. Napovedi so vecˇinoma natancˇne. Opazimo, da je
122 slik z razredom “Tla” napacˇno klasificirano kot “Zrak”. Proporcionalno
gledano je to vecˇ kot 56 napacˇnih klasifikacij razreda “Zrak” v razred “Tla”.
Barva posameznega kvadrata nakazuje sˇtevilo pripadajocˇih primerov.
Rezultate smo primerjali z naivno metodo, ki za posnetek skoka vedno
napove doskok na sredini posnetka. To nas privede do naslednjih rezultatov:
CA = 0.856
Brierjeva mera = 0.144
Binarna krizˇna entropija = 4.984
Senzitivnost = 0.792
Specificˇnost = 0.943
Smiselnost uporabe CNN utemeljujemo z boljˇsimi rezultati v primerjavi z
naivno metodo. Vseeno opazimo pri obeh metodah podobno visoko vrednost
specificˇnosti.
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Slika 6.2: Porazdelitev verjetnosti PZrak pri napovedih za “Zrak” (levo) in
“Tla” (desno). Za napoved v razred “Zrak” je nevronska mrezˇa dokaj pre-
pricˇana o svoji pravilnosti, za napoved v razred “Tla” pa sˇe bolj.
6.1.2 Interpretacija in analiza izhodov
Model CNN ima na izhodu dva nevrona. Izhodne vrednosti vsakega so na
intervalu [0, 1]. Cˇe delimo posamezno izhodno vrednost z vsoto obeh izho-
dnih vrednosti, dobimo za posamezno napoved dolocˇeno prepricˇanost. Ta je
visoka (najvecˇ 1), ko je model prepricˇan, da je tista napoved prava in nizka
(najmanj 0), ko je napoved napacˇna. Zaradi podobnosti z verjetnostjo ju
poimenujmo verjetnosti PZrak in PTla, ki predstavljata prepricˇanost modela,
da vhod pripada razredu “Zrak” oziroma “Tla”. Velja PZrak = 1− PTla.
Cˇe sta za neko sliko torej verjetnosti enaki PZrak = 0.05 in PTla = 0.95,
je model zelo prepricˇan, da je na sliki skakalec na tleh. Cˇe sta ti verjetnosti
enaki PZrak = 0.49 in PTla = 0.51, pa je o tem manj prepricˇan. Obrav-
navanje vrednosti kot verjetnost omogocˇa uporabo omenjene Brierjeve mere
in binarne krizˇne entropije. Slika 6.2 prikazuje porazdelitvi verjetnosti za
posamezno napoved.
Na sliki 6.3 je prikazana porazdelitev absolutne razlike verjetnosti |PTla−
PZrak|. Glede na ta graf lahko sklepamo, da je model vecˇinoma prepricˇan o
pravilnosti svojih napovedi. Po ogledu slik z majhno absolutno razliko verje-
tnosti smo ugotovili, da se te nanasˇajo predvsem na trenutke okoli doskoka.
Slika 6.4 prikazuje spreminjanje obeh verjetnosti med skokom.
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Slika 6.3: Porazdelitev absolutne razlike verjetnosti |PTla − PZrak|. Majhna
gostota za vrednosti blizu 0 in velika gostota za vrednosti blizu 1 nakazujeta,
da je model vecˇinoma zelo prepricˇan o pravilnosti napovedi.





















Slika 6.4: Spreminjanje verjetnosti na enem izmed testnih posnetkov. Model
je najprej zelo prepricˇan, da je skakalec v zraku. Vrednost PZrak nato hitro
pade, socˇasno pa naraste vrednost PTla. Doskok napovemo, ko PZrak pade
pod 0.5.
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Slika 6.5: Primer izboljˇsave napovedi doskoka z uporabo konvolucije. To
naredimo z Gaussovim filtrom velikosti 5 (σ = 2). V legendi N oznacˇuje
prvotni naivni pristop, G pa pristop z Gaussovim filtriranjem.
Doskok smo napovedali ob prvi sliki, pri kateri je PZrak < 0.5. Graf je
zrcalen preko y = 0.5, saj velja PTla = 1 − PZrak. Nenadno spremembo
verjetnosti na koncu skoka razlagamo s tem, da skakalec v zadnjih trenutkih
skoka zapusti okvir slike.
Za dolocˇanje trenutka doskoka smo poskusili tudi metodo, ki nad zapored-
jem verjetnosti opravi konvolucijo in nato preveri, katera slika prva presezˇe
prag 0.5. Vizualizacija je na sliki 6.5. Pristopa nismo vkljucˇili v koncˇni
sistem, saj napovedi v povprecˇju ni izboljˇsal.
Na sliki 6.6 je prikazana razlika med resnicˇnim in napovedanim trenutkom
doskoka. Cˇe je Pr resnicˇen in Pn napovedan trenutek doskoka, so prikazane
razlike Pr − Pn. Razlike so izracˇunane med postopkom precˇnega preverjanja
na testnih mnozˇicah. Napovedi so vecˇinoma natancˇne – vrednost MAE med
resnicˇnimi in napovedanimi trenutki doskoka je enaka 1.106. To pomeni, da
se CNN pri napovedi doskoka v povprecˇju zmoti za priblizˇno eno slicˇico. Za
primerjavo so na tej sliki prikazani tudi rezultati naivne metode, ki doskok
napove na sredini posnetka. CNN je v primerjavi s to metodo bistveno boljˇsi.
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Slika 6.6: Razlika med resnicˇnim in napovedanim trenutkom doskoka. Zgor-
nja slika predstavlja napovedi, narejene s CNN. Ker je sˇkatla z brki na tej
desno od cˇrte x = 0, so doskoki napovedani prehitro. Mediana je tu enaka 0.6,
prav tako opazimo nekoliko vecˇ osamelcev, pri katerih je bil doskok dolocˇen
prehitro, kot tistih s prepozno dolocˇenim doskokom. Spodnja slika predsta-
vlja napovedi doskokov z naivno metodo. Vecˇinoma prepozne napovedi so
smiselne, saj zaradi nizke postavitve kamere in povprecˇno kratkih skokov
vecˇji del cˇasa skakalca opazujemo na tleh. Ker se prva slicˇica tal navadno
pojavi pred sredino posnetka, je doskok napovedan prepozno.
Sˇkatli zajemata podatke med prvim in tretjim kvartilom, brki pa podatke
na intervalu (Q1 − 1.5 · IQR,Q3 + 1.5 · IQR), pri cˇemer Q1 in Q3 pomenita
prvi in tretji kvartil, IQR pa interkvartilni razmik. To velja za vse prikazane
grafe sˇkatel z brki.
Diplomska naloga 43
6.1.3 Analiza napovedi med pristajanjem
V prejˇsnjem razdelku smo na sliki 6.4 lahko videli, da je v trenutkih okoli
doskoka verjetnost za posamezen razred blizu 0.5. Zanimalo nas je, kaksˇne so
vrednosti mer za ocenjevanje klasifikatorjev pri slikah okoli doskoka. Med po-
stopkom precˇnega preverjanja smo v vsaki iteraciji testno mnozˇico zmanjˇsali,
da je posamezen skok vseboval le sˇtiri slike. Prvi dve sliki sta pomenili tre-
nutka tik pred doskokom, tretja slika doskok, cˇetrta pa trenutek po doskoku.
Pricˇakovali smo, da bodo rezultati slabsˇi, saj napovedi okoli trenutka doskoka
za model pomenijo izziv. Izracˇunali smo naslednje vrednosti mer:
CA = 0.685
Brierjeva mera = 0.225
Binarna krizˇna entropija = 0.743
Senzitivnost = 0.785
Specificˇnost = 0.584
Rezultati so skladni z nasˇimi pricˇakovanji. Osredotocˇimo se na nizko spe-
cificˇnost, ki nam pove, da je verjetnost pravilne klasifikacije slike zraka le
0.584. Cˇe je slika zraka klasificirana v razred “Tla”, pomeni to prehitro na-
povedani doskok. Cˇim manjˇsa je specificˇnost, vecˇja je torej verjetnost, da
prehitro dolocˇimo doskok.
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6.2 Dolocˇanje dolzˇine skoka
Metodo za izracˇun dolzˇine doskoka smo ocenili neodvisno od napovedi CNN
in jo zato testirali z vnaprej znanimi resnicˇnimi trenutki doskoka. Za te-
stno, ucˇno, validacijsko in celotno podatkovno mnozˇico smo dobili naslednje
rezultate:
MAEtestna = 0.395 m
MAEucˇna = 0.414 m
MAEvalidacijska = 0.347 m
MAEskupna = 0.404 m
Metoda se v izracˇunu dolzˇine skoka pri podanem trenutku doskoka povprecˇno
zmoti za 0.404 metra. Cˇe z dr in dn oznacˇimo resnicˇno in napovedano dolzˇino
skoka, nam slika 6.7 prikazuje porazdelitev razlike dr−dn. V vecˇini primerov
je absolutna napaka manj kot 1 meter, vcˇasih pa je vecˇja. Vecˇje napake se
tipicˇno zgodijo, kadar skakalec pristane blizu vrha skakalnice, kjer so merilne
cˇrte zaradi postavitve kamere bolj zgosˇcˇene.
Rezultate smo primerjali z naivno metodo, ki za izrez skakalca sˇirine w
na lokaciji (x, y) vedno dolocˇi, da je tocˇka stopal enaka (x + w
2
, y). To nas
privede do naslednjih rezultatov:
MAEtestna = 1.421 m
MAEucˇna = 1.422 m
MAEvalidacijska = 1.507 m
MAEskupna = 1.431 m
Napaka naivne metode je bistveno vecˇja od napake metod racˇunalniˇskega
vida. To utemeljuje smiselnost uporabljenih metod.
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Slika 6.7: Razlika med resnicˇnimi in napovedanimi dolzˇinami skokov pri po-
dani pravi sliki z doskokom. Graf nakazuje vecˇinoma natancˇne napovedi.
Izjeme so nekatere napovedi, pri katerih je model dolocˇil prekratko dolzˇino
skokov. Doskoki pri teh skokih so bili blizu vrha skakalnice. Tam se zaradi
gosteje postavljenih merilnih cˇrt in potencialno napacˇne aproksimacije tocˇke
stopal napaka sˇe povecˇa.
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6.3 Delovanje celotnega sistema
6.3.1 Analiza napovedi brez filtriranja podatkov
Z zdruzˇevanjem modela CNN in metode za izracˇun dolzˇine skoka ustvarimo
koncˇni sistem, ki dosega naslednje rezultate na testni, ucˇni, validacijski in
celotni podatkovni mnozˇici:
MAEtestna = 0.512 m
MAEucˇna = 0.557 m
MAEvalidacijska = 0.937 m
MAEskupna = 0.586 m
Za zanesljivejˇso oceno smo opravili tudi 10-kratno precˇno preverjanje s celo-
tno podatkovno mnozˇico in izracˇunali vrednost MAEskupna = 0.946 m.
Zanima nas, kako so napovedi sistema povezane z resnicˇnimi dolzˇinami
skokov. Na sliki 6.8 so prikazane te razlike, pri cˇemer so bile napovedi na-
rejene v postopku precˇnega preverjanja. Napake so vecˇinoma prekratke na-
povedi (kar oznacˇujejo tocˇke nad modro premico), redkeje pa predolge napo-
vedi (tocˇke pod modro premico). Povezavo med napovedanimi in resnicˇnimi
dolzˇinami skoka si lahko ogledamo tudi na sliki 6.9. Na tej opazimo predolge
napovedi za krajˇse skoke in nekoliko prekratke napovedi za skoke, daljˇse od
14 metrov. Na sliki 6.10 lahko vidimo distribucijo resnicˇnih dolzˇin skokov.
Razvidno je, da je krajˇsih in daljˇsih skokov sorazmerno malo, kar pomeni,
da na napako sistema bistveno vplivajo srednje dolgi skoki.
Slika 6.11 prikazuje tipicˇno napoved sistema. Na prenosnem racˇunalniku
HP ProBook 470 G4 s procesorjem Intel i5-7200U @ 2.50GHz traja celo-
tni postopek dolocˇanja dolzˇine skoka v povprecˇju 0.84 sekunde, pri cˇemer
postopek ne izkoriˇscˇa graficˇne kartice. Podobno hitrost dosezˇemo tudi na
namiznem racˇunalniku s procesorjem Intel i7-6700K @ 4.00GHz ob uporabi
graficˇne kartice Nvidia GeForce GTX 970.
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Slika 6.8: Razsevna diagrama, ki prikazujeta korelacijo med napovedano in
resnicˇno dolzˇino skoka. Modra cˇrta oznacˇuje napovedi brez napak. Na levi
sliki so prikazane navadne napovedi, na desni pa so napovedi zaokrozˇene na
0.25 metra, saj je bila to najvecˇja dovoljena napaka pri oznacˇevanju podat-
kov. V zelenem obmocˇju so napovedi, ki se od resnicˇnih dolzˇin razlikujejo
za najvecˇ 1 meter. Tocˇke nad premico oznacˇujejo prekratke napovedi, tocˇke
pod premico pa predolge. Opazimo, da je prekratkih napovedi vecˇ. Cˇe MAE
zaokrozˇimo na tri decimalna mesta, je ta na obeh slikah enak 0.946 m (sicer














































Slika 6.9: Graf sˇkatel z brki, ki ponazarja gibanje razlik med dejanskimi
in napovedanimi vrednostmi glede na resnicˇno dolzˇino skoka. Rdecˇa cˇrta
oznacˇuje napovedi brez napak, pri cˇemer bi morale biti vse vrednosti na vseh
intervalih enake 0. Sˇkatle pod cˇrto pomenijo predolge napovedi, sˇkatle nad
cˇrto pa prekratke napovedi.
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Slika 6.10: Histogram resnicˇnih dolzˇin skokov. Vecˇina skokov ima razdaljo
od 14 do 19 metrov.
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Slika 6.11: Prikaz napovedi sistema. Izbrana je prva slika v videoposnetku,
za katero CNN napove doskok. Pri stopalih je z rdecˇim krogom oznacˇena
aproksimacija tocˇke stopal. Napovedana dolzˇina skoka je 18.98 metra.
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6.3.2 Analiza napovedi z uposˇtevanjem sistematicˇne
napake
V sistemu se pojavi sistematicˇna napaka zaradi prenizke postavitve kamere,
kar vodi do odstopanj na sliki 6.9. Osredotocˇimo se lahko samo na skoke,
katerih tocˇka doskoka je v spodnjem delu doskocˇiˇscˇa, saj je tam vpliv subop-
timalne postavitve kamere manjˇsi. Glede na sliko 6.11 naj bodo to skoki z
dolzˇino najmanj 17 metrov, saj so razdalje med merilnimi cˇrtami od oznake
za 17 metrov naprej priblizˇno enake.
Cˇe napovedim skokov, katerih resnicˇna dolzˇina je vsaj 17 metrov, priˇstejemo
mediano napak (0.51 metra), lahko na sliki 6.12 vidimo prilagojen prikaz
napak. Dosezˇemo vrednost MAE = 0.785 m, kar pomeni napako 78.5 cm
celotnega sistema v relevantnem obmocˇju doskocˇiˇscˇa. Osamelci predsta-
vljajo vecˇje napake, ki se pojavijo, ko CNN napacˇno napove doskok. Cˇe
predpostavimo, da CNN pravilno napove doskok (komponenti za dolocˇanje
dolzˇine skoka podamo dejansko sliko doskoka), potem dosezˇemo na pod-
mnozˇici skokov, ki so dolgi vsaj 17 metrov, vrednost MAE = 0.25 m. Napaka
pri dolocˇanju dolzˇine skokov v relevantnem obmocˇju doskocˇiˇscˇa je torej pri
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Slika 6.12: Graf sˇkatel z brki, ki ponazarja gibanje razlik med dejanskimi in
napovedanimi vrednostmi glede na resnicˇno dolzˇino skoka. Vsaki napovedi je
priˇsteta sistematicˇna napaka 0.51 metra, ki se pojavi pri skokih nad 17 me-
trov. Po tej prilagoditvi so napake opazno blizˇje vrednosti 0, kar predstavlja




V diplomski nalogi smo razvili sistem, ki je sposoben za dani posnetek
smucˇarskega skoka napovedati dolzˇino skoka. Problem smo razdelili na napo-
vedovanje trenutka doskoka in dolocˇanje dolzˇine. Za napovedovanje trenutka
doskoka smo uporabili CNN, ki za posamezno sliko napove, ali je skaka-
lec na njej zˇe pristal. Za dolocˇanje dolzˇine skoka smo uporabili nabor me-
tod racˇunalniˇskega vida, pri cˇemer je bistvena uporaba algoritma RANSAC
za dolocˇanje premic, ki se prilegata telesu in smucˇem skakalca. Presecˇiˇscˇe
teh premic je aproksimacija tocˇke stopal. Z uporabo merilne mrezˇe je nato
mogocˇe najti natancˇno dolzˇino skoka glede na tocˇko stopal.
Pri uporabi celotnega sistema lahko na relevantnem obmocˇju doskocˇiˇscˇa
pricˇakujemo napako 0.785 metra, na celotnem obmocˇju pa napako 0.946 me-
tra. Na sliki z doskokom lahko na relevantnem obmocˇju doskocˇiˇscˇa pricˇakujemo
napako 0.25 metra, na celotnem obmocˇju pa napako 0.404 metra. Pri de-
tekciji doskoka lahko pricˇakujemo povprecˇno napako ene slicˇice, kar lahko
bistveno pospesˇi delo cˇlovesˇkih merilcev. Delovanje sistema je utemeljeno s
precˇnim preverjanjem. Cˇasovno gledano je sistem dovolj hiter za uporabo
na treningih in tekmah. Kvaliteta napovedi je med drugim odvisna od po-
stavitve, frekvence, locˇljivosti kamere, kvalitete ustvarjene merilne mrezˇe in
posnetkov, s katerimi naucˇimo mrezˇo. Boljˇsa postavitev kamere bi pome-
nila natancˇnejˇse meritve dolzˇin skokov. Zaznave doskokov in meritve dolzˇin
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skokov se lahko uporabljajo na treningih kot primarni nacˇin merjenja, ali pa
zgolj v pomocˇ merilcem. Ker je bil sistem zasnovan na podlagi posnetkov
otrosˇkih skokov na mali skakalnici, je v takem okolju tudi najbolj ustrezno
uporabljen. Za uporabo na vecˇjih skakalnicah je treba uposˇtevati drugacˇno
tehniko skakalcev in dejstvo, da so si tehnike odraslih skakalcev med seboj
bolj podobne kot pri otrocih.
Morebitne nadaljnje izboljˇsave sistema vkljucˇujejo pridobivanje vecˇjega
sˇtevila posnetkov za ucˇenje mrezˇe, uporabo videoposnetkov z vecˇjim sˇtevilom
slicˇic na sekundo, modeliranje z uposˇtevanjem cˇasovne narave podatkov (npr.
z rekurencˇnimi nevronskimi mrezˇami) in uporabo metod za ocenjevanje cˇlo-
vekove poze pri dolocˇanju tocˇke stopal. Pri prilagajanju modela CNN za
nove skakalnice bi lahko za inicializacijo utezˇi uporabili utezˇi obstojecˇega
modela. Namesto oznacˇevanja novih podatkov bi lahko nove modele naucˇili
z delno nadzorovanim ucˇenjem (z uporabo zˇe oznacˇenih skokov). Uporaba
vecˇjega sˇtevila kamer bi omogocˇila zajemanje sˇirsˇega obmocˇja skakalnice,
natancˇnejˇso kalibracijo merilnih mrezˇ in posledicˇno kvalitetnejˇse rezultate.
Pri detekciji in lokalizaciji skakalca bi lahko uporabili algoritme za sledenje
objektom. Dolocˇanje zacˇetka in konca skoka bi bilo morda sˇe bolj robustno
s konvolucijo signala skoka ali drsecˇim povprecˇjem in brez rocˇnega iskanja
ustreznega praga. Pri navedenih predlogih moramo uposˇtevati sposobnost
delovanja sistema v realnem cˇasu.
Razviti sistem za napovedovanje dolzˇin smucˇarskih skokov je primeren
za uporabo na treningih ali tekmah na malih skakalnicah. Na treningih je
sistem lahko uporabljen kot primarni nacˇin opravljanja meritev brez opera-
terja ali pa kot orodje v pomocˇ merilcem. Pri uporabi na tekmah se lahko
uporablja zgolj za pomocˇ merilcem. Prilagoditev sistema za delovanje na
poljubni skakalnici pomeni pridobivanje posnetkov skokov na le-tej in ucˇenje
modela CNN z njimi. Navedena metodologija in pristopi so lahko izhodiˇscˇe
pri nadaljnjem razvoju meritvenih sistemov za smucˇarske skoke ali druge
vrste sˇporta.
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