Value sets of polynomials and the Cauchy Davenport theorem  by Das, Pinaki
Finite Fields and Their Applications 10 (2004) 113–122
Value sets of polynomials and the Cauchy
Davenport theorem
Pinaki Das
Department of Mathematics and Statistics, Penn State Altoona, Altoona, PA 16601, USA
Received 4 February 2003; revised 25 June 2003; accepted 1 July 2003
Communicated by Daqing Wan
Abstract
We deﬁne an invariant for any ﬁnite sequence of elements belonging to a ﬁeld. We ﬁnd a
lower bound for the cardinality of the underlying set of distinct elements of the ﬁnite
sequence in terms of this invariant. We use this bound to study sumsets of ﬁnite subsets of a
given ﬁeld. The motivation for our method comes from a lower bound on the value set of a
polynomial over a ﬁnite ﬁeld, considered by Wan et al. We give a new proof of the Cauchy
Davenport theorem and show how it may be applied in the case of prime power ﬁelds. We
apply our results to study value sets of diagonal polynomials over ﬁnite ﬁelds. Our methods
may have applications to Waring’s problem over prime power ﬁelds. This calls for further
investigations.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let Fq be the ﬁnite ﬁeld of q ¼ pr elements, where p is a prime and r is a positive
integer. The prime ﬁeld of characteristic p is denoted by Fp: We use F to denote an
arbitrary ﬁeld of zero or positive characteristic. We use jAj for the cardinality of a set
A and for any real x we let Ixm denote the greatest integer less than or equal to x:
We also denote the greatest common divisor of integers n1;y; nk by ðn1;y; nkÞ:
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Deﬁnition 1.1. Let A1; A2;y; An be nonempty subsets of a ﬁeld F: The sumset
A1 þ A2 þ?þ An is deﬁned by
A1 þ A2 þ?þ An ¼
Xn
i¼1
ai: aiAAi
( )
: ð1Þ
If Ai ¼ A for all i; then we write nA for the n-fold sumset A þ?þ A:
The following is the Cauchy Davenport theorem which has numerous applications
in additive number theory (see [8] for example).
Theorem 1.2. Let A; B be nonempty subsets of Fp: Then
jA þ BjXminfp; jAj þ jBj  1g:
The classical Cauchy Davenport theorem follows easily from the more general
Theorem 2.1 discussed in Section 2. In recent times several new algebraic methods
have been proposed which have given rise to new proofs and generalisations of the
Cauchy Davenport theorem. The authors in [1, 2, 6] have provided new methods and
uniﬁed approaches to problems in combinatorial number theory. In this paper we
propose another method for studying sumsets of ﬁnite subsets of a given ﬁeld. Our
method is based on a lower bound for the cardinality of the set of distinct elements of
a ﬁnite sequence (Proposition 1.8). This lower bound is given in terms of an invariant
which we deﬁne for any ﬁnite sequence of elements belonging to a ﬁeld (Deﬁnition
1.7). We give a new proof of Theorem 2.1 (see [1] for example for another proof). It
should be pointed out that the Cauchy Davenport theorem is not true in general for
arbitrary ﬁelds of positive characteristic. For example for any proper additive
subgroup of Fq we have j2Aj ¼ jAj: In Theorems 2.3 and 2.4 we provide some useful
criterion for the Cauchy Davenport theorem to hold in the case of arbitrary ﬁelds of
positive characteristic. We use these results in the concluding section to study value
sets of diagonal polynomials over prime power ﬁelds.
Deﬁnition 1.3. Let Aˆ ¼ ða1;y; aNÞ (where aiAF) be a ﬁnite sequence of elements of
an arbitrary ﬁeld F: The ordering of the elements is not important for our discussion
but we do allow repetitions of the elements of the sequence. We let A denote the
underlying set of distinct elements of the sequence Aˆ:
For example for the sequence of reals Aˆ ¼ ð3; p; 7; 3; 4; p; pÞ; we have A ¼
f3; p; 4; 7g and jAj ¼ 4:
Given a ﬁnite sequence Aˆ we want to ﬁnd a lower bound for jAj in terms of an
invariant associated to the sequence Aˆ: The inspiration for the deﬁnition of such an
invariant arises from the study of polynomials over ﬁnite ﬁelds, see [3–5,7,11] for
example. Below, we provide a brief description of relevant results from polynomials
over ﬁnite ﬁelds to motivate the reader for the deﬁnitions that follow.
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Deﬁnition 1.4. Let f ðx1;y; xnÞAFq½x1;y; xn: The value set Vð f Þ of f is deﬁned
by Vð f Þ ¼ f f ða1;y; anÞ : ða1;y; anÞAFnqg: In other words Vð f Þ is the range
of f : We also deﬁne upð f Þ to be the smallest positive integer i such thatP
ða1;y;anÞAFnq f ða1;y; anÞ
ia0: If such an i does not exist then set upð f Þ ¼N:
In [11] Wan et al. found a lower bound for the cardinality of the value set of a
single variable polynomial f ðxÞ in terms of upð f Þ: We generalise their theorem to the
multivariable case as follows. Our proof is based on a simple observation from linear
algebra and is different from the argument in [11].
Theorem 1.5. Let fAFq½x1; x2;y; xn and let Vð f Þ be the value set of f : Let upð f Þ
be defined as in 1.4. If upð f ÞoN then
jVð f ÞjXupð f Þ þ 1:
Proof. Let Vð f Þ ¼ fa1;y; aKg; where the ai are distinct elements of Fq: For 1pipK
we let mi ¼ j f 1ðaiÞj ¼ jfða1;y; anÞAFnq: f ða1;y; anÞ ¼ aigj: We note that
P
mi ¼ q:
We call mi the multiplicity of the value ai: From the deﬁnition of upð f Þ; it follows
that if upð f ÞoN then the mi must satisfy the following system of equations in Fq:
m1 þ m2 þ?þ mK ¼ 0
a1m1 þ a2m2 þ?þ aK mK ¼ 0
^
a
upð f Þ
1 m1 þ aupð f Þ2 m2 þ?þ aupð f ÞK mK ¼ b;
ð2Þ
where ba0: Note that if Koupð f Þ þ 1 then the ﬁrst K equations in (2) form a
homogeneous system of K linear equations in m1;y; mK : The coefﬁcient matrix is
the Vandermonde matrix whose ijth entry is ða j1i Þ for 1pi; jpK : The determinant
of the Vandermonde matrix is
Q
i4j ðai  ajÞ; which is nonzero since aiaaj for iaj:
Hence the system must have only the trivial solution, which contradicts the last
equation. This proves the theorem. &
The statement and proof of the above theorem leads us to the following
deﬁnitions.
Deﬁnition 1.6. Let Aˆ ¼ fa1;y; aNg be a ﬁnite sequence of elements belonging to a
ﬁeld F and let A be the underlying set of distinct elements of Aˆ: Let WðAÞ ¼
fw :A-Fg be the set of all functions from A to F: We say WðAÞ is the set of weights
of A: Given wAWðAÞ and aAA we say wðaÞ is the weight of the element a:
Let wAWðAÞ: We say w is a balanced weight for A if w satisﬁesX
aAA
wðaÞ ¼ 0:
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Deﬁnition 1.7. Let Aˆ ¼ ða1;y; aNÞ be a ﬁnite sequence with aiAF and let A be the
underlying set of distinct elements of Aˆ: For each wAWðAÞ we deﬁne uðw; AÞ to be
the least positive integer r such that
PN
i¼1 wðaiÞaria0: If such a positive integer r does
not exist then we set uðw; AÞ ¼N:
We have the following proposition. (Note that Theorem 1.5 is an easy
consequence of the following.)
Proposition 1.8. Let Aˆ ¼ ða1;y; aNÞ be a finite sequence with aiAF and let A be the
underlying set of distinct elements of Aˆ: Let A be the set nonzero elements of A: Thus
jAj ¼ jAj if 0eA and jAj ¼ jAj  1 if 0AA: Furthermore let wAWðAÞ: We have the
following:
(1) If uðw; AÞoN; then jAjXuðw; AÞ:
(2) If uðw; AÞoN and if w is a balanced weight for A; then jAjXuðw; AÞ þ 1:
Proof. Since the ordering of the elements of Aˆ are not signiﬁcant, we can without
loss of generality assume that the nonzero elements of A are given by A ¼
fa1;y; aKg; where aiaaj for iaj: For each aAA deﬁne the multiplicity mðaÞ of a in
the sequence Aˆ by mðaÞ ¼ jf j: ajAAˆ and aj ¼ agj: From Deﬁnition 1.7 it follows
that the elements ðmða1Þwða1Þ;y; mðaKÞwðaKÞÞ satisfy the following system of
uðw; AÞ linear equations:
a1mða1Þwða1Þ þ a2mða2Þwða2Þ þ?þ aK mðaKÞwðaKÞ ¼ 0
a21mða1Þwða1Þ þ a22mða2Þwða2Þ þ?þ a2K mðaKÞwðaKÞ ¼ 0
^
a
uðw;AÞ
1 mða1Þwða1Þ þ auðw;AÞ2 mða2Þwða2Þ þ?þ auðw;AÞK mðaKÞwðaKÞ ¼ b;
where ba0: The proof of the ﬁrst statement is now similar to the proof of
Theorem 1.5.
The second statement follows from the fact that if w is balanced then the elements
ðmða1Þwða1Þ;y; mðaNÞwðaNÞÞ satisfy the following system of uðw; AÞ þ 1 linear
equations:
mða1Þwða1Þ þ mða2Þwða2Þ þ?þ mðaNÞwðaNÞ ¼ 0
a1mða1Þwða1Þ þ a2mða2Þwða2Þ þ?þ aNmðaNÞwðaNÞ ¼ 0
a21mða1Þwða1Þ þ a22mða2Þwða2Þ þ?þ a2NmðaNÞwðaNÞ ¼ 0
^
a
uðw;AÞ
1 mða1Þwða1Þ þ auðw;AÞ2 mða2Þwða2Þ þ?þ auðw;AÞN mðaNÞwðaNÞ ¼ b;
where ba0: The proof follows by contradiction as earlier. &
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Proposition 1.9. Let Aˆ ¼ ða1;y; aNÞ be a finite sequence with aiAF and let A be the
underlying set of distinct elements of Aˆ: For each aAA define the multiplicity mðaÞ
of a in the sequence Aˆ by mðaÞ ¼ jf j: ajAAˆ and aj ¼ agj: Let wAWðAÞ: Then
uðw; AÞ ¼N if and only if mðaÞwðaÞ ¼ 0 for all aAA:
In particular if w is a nontrivial weight (i.e. wðAÞaf0g), we have uðw; AÞoN when
the characteristic of F is 0.
Proof. The proof follows easily from the system of linear equations which appear in
the proof of Proposition 1.8. &
Proposition 1.10. Let Aˆ ¼ ða1;y; aNÞ be a finite sequence of elements of F such
that aiaaj for iaj: Then there exists a balanced weight wAWðAÞ such that
jAj ¼ uðw; AÞ þ 1: Also wðaiÞa0 for all ai:
Proof. Consider the system
wða1Þ þ wða2Þ þ?þ wðaNÞ ¼ 0
a1wða1Þ þ a2wða2Þ þ?þ aNwðaNÞ ¼ 0
^
aN11 wða1Þ þ aN12 wða2Þ þ?þ aN1K wðaNÞ ¼ 1:
The coefﬁcient matrix is nonsingular as discussed in the proof of Proposition 1.8.
Hence the system has a unique solution ðwða1Þ;y; wðaNÞÞ: This proves the existence
of a balanced weight.
If wðaiÞ ¼ 0 for some ai then the ﬁrst N  1 equations form a homogeneous system
which has the trivial solution. This contradicts the last equation. &
2. Sumsets
We use the results of the proceeding section to give a new proof of the
following version of the Cauchy Davenport theorem (see [1] for example for
another proof).
Theorem 2.1. Let A and B be nonempty finite subsets of an arbitrary field F:
If
ðjAj þ jBj  2Þ!
ðjAj  1Þ!ðjBj  1Þ!a0; then jA þ BjXjAj þ jBj  1:
(Note that if F is a ﬁeld of characteristic 0, then the binomial coefﬁcient in the
statement of the above theorem is always nonzero if jAj and jBj are 41: If F is of
positive characteristic p; then the theorem requires that the binomial coefﬁcient
a0 ðmod pÞ:)
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Proof. Let A ¼ fa1;y; aMg; B ¼ fb1;y; bNg and A þ B ¼ fc1;y; cKg: Thus
jAj ¼ M; jBj ¼ N and jCj ¼ K : By Proposition 1.10, there exist balanced weights
wA and wB such that M ¼ uA þ 1 and N ¼ uB þ 1; where we write uA ¼ uðwA; AÞ
and uB ¼ uðwB; BÞ for short. Consider the ﬁnite sequence dA þ B ¼ ðai þ bjÞ;
1pipM; 1pjpN: Deﬁne a weight w on A þ B by
wðcÞ ¼
X
ða;bÞAAB;aþb¼c
wAðaÞwBðbÞ; for any cAA þ B:
Note that w is a balanced weight since
XK
i¼1
wðciÞ ¼
XM
r¼1
XN
s¼1
wAðarÞwBðbsÞ ¼
XM
r¼1
wAðarÞ
XN
s¼1
wBðbsÞ ¼ 0:
For any nonnegative integer R we haveX
cAAþB
wðcÞcR ¼
X
ða;bÞAAB
wAðaÞwBðbÞða þ bÞR
¼
X
m;nX0;mþn¼R
R!
m!n!
X
aAA
wAðaÞam
X
bAB
wðbÞbn;
where the last step follows from the binomial theorem.
It follows from the deﬁnition of the invariant u that
P
cAAþBwðcÞcT ¼ 0 if
RouA þ uB: Since if RouA þ uB then either mouA or nouB:
If R ¼ uA þ uB and if ðuAþuBÞ!uA!uB! a0; then the only nonvanishing term in the above
expansion is
ðuA þ uBÞ!
uA!uB!
X
aAA
wAðaÞauA
X
bAB
wBðbÞbuB :
Thus if
ðuAþuBÞ!
uA!uB!
a0; then uðw; A þ BÞ ¼ uA þ uB: Since w is balanced, from the second
statement of Proposition 1.8 we conclude that jA þ BjXuðw; A þ BÞ þ 1 ¼ uA þ
uB þ 1: The theorem follows since uA ¼ jAj  1 and uB ¼ jBj  1: &
Comment. The classical Cauchy Davenport theorem (Theorem 1.2) follows easily
from the above, since if A and B are subsets of Fp such that jAj þ jBj4p then
A-ða BÞaf for each aAFp: Hence jA þ Bj ¼ p in this case. So we may assume
that jAj þ jBjpp: The proof of Theorem 1.2 is immediate.
Theorem 2.1 above shows that we can draw no conclusions about sumsets in ﬁelds
of positive characteristic if the binomial coefﬁcient
ðjAj þ jBj  2Þ!
ðjAj  1Þ!ðjBj  1Þ!  0 ðmod pÞ:
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If rojAj  1 and sojBj  1 are positive integers then by applying Theorem 2.1 to
subsets of A and B of size jAj  r and jBj  s we get the following.
Corollary 2.2. Let F be a field of characteristic p and let A and B be finite subsets
of F: Let m be the smallest nonnegative integer ojAj þ jBj  2; such that there exist
nonnegative integers rojAj  1 and sojBj  1 satisfying m ¼ r þ s:
If
ðjAj þ jBj  2 mÞ!
ðjAj  1 rÞ!ðjBj  1 sÞ!a0; then jA þ BjXjAj þ jBj  1 m:
Example. Let A; BCF25 such that jAj ¼ 8 and jBj ¼ 9: Since 15!7!8! ¼ 0 ðmod 5Þ; we
cannot use Theorem 2.1. However we note that ð151Þ!ð71Þ!8!a0 ðmod 5Þ: Therefore from
Corollary 2.2 we conclude that jA þ BjX8þ 9 1 1 ¼ 15 in this case.
The following theorem may also prove to be useful, see [9] for another proof for
the general case of ﬁnite subsets of abelian groups.
Theorem 2.3. Let F be a field of characteristic p and let A and B be finite subsets
of F: For each cAF let NðcÞ ¼ fðx; yÞAA  B: x þ y ¼ cg:
If jNðcÞj ¼ 1 for some cAF; then jA þ BjXjAj þ jBj  1:
Proof. Let ða; bÞ be the unique element belonging to A  B such that a þ b ¼ c;
for some cAA þ B: Using the notation in the proof of Theorem 2.1 we ﬁnd
that wðcÞ ¼ wAðaÞwBðbÞ; from the deﬁnition of the balanced weight w on A þ B:
From the last statement of Proposition 1.10, wAðaÞwBðbÞa0: Hence wðcÞa0:
Therefore uðw; A þ BÞoN by Proposition 1.9. From the proof of Theorem 2.1
we have uðw; A þ BÞXuA þ uB: Hence jA þ BjXuðw; A þ BÞ þ 1XuA þ uB þ 1 ¼
jAjþ jBj  1: &
We also have the following for ﬁelds of characteristic different from 2.
Theorem 2.4. Let A be a finite subset of a field F with characteristic a2: For each
cAF let NðcÞ ¼ fðx; yÞAA  A: x þ y ¼ cg:
If jNðcÞj ¼ 2 for some cAF; then j2AjX2jAj  1:
Proof. In this case we must have exactly 2 elements ða; bÞ and ðb; aÞ belonging to
A  A with aab such that a þ b ¼ b þ a ¼ c for some cAF: As in the proof of
Theorem 2.3 above, we have in this case wðcÞ ¼ 2wAðaÞwBðbÞ: Then wðcÞa0 using
the argument of the above proof and the fact that the characteristic of F is not 2.
The rest of the proof is similar to the proof of Theorem 2.3. &
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Theorems 2.1 and 2.3 can be generalised to the case of k-fold sumsets. We have the
following.
Theorem 2.5. Let F be a field of characteristic p and let A1;y; Ak be nonempty finite
subsets of F: The following is true.
If
ðjA1j þ?þ jAkj  kÞ!
ðjA1j  1Þ!?ðjAkj  1Þ!c0 ðmod pÞ;
then jA1 þ?þ AkjXjA1j þ?þ jAkj  k þ 1:
Proof. The proof is by induction or by following the proof of Theorem 2.1 and using
a multinomial expansion instead of the binomial expansion. &
Theorem 2.6. Let F be a field of characteristic p and let A1;y; Ak be nonempty finite
subsets of F: For each cAF let NðcÞ ¼ fðx1;y; xkÞAA1 ? Ak: x1 þ?þ xk ¼ cg:
If jNðcÞj ¼ 1 for some cAF; then jA1 þ?þ AkjXjA1j þ?þ jAkj  k þ 1:
Proof. The proof is similar to the proof of Theorem 2.3. &
3. Conclusion
We conclude by pointing out some applications of our results to the value sets of
multivariable polynomials over ﬁnite ﬁelds. For diagonal polynomials over prime
power ﬁelds we have the following. See [8] for a stronger statement (which follows
from Vosper’s Theorem) in the case of diagonal forms over prime ﬁelds.
Theorem 3.1. Let f ðx1;y; xkÞ ¼ c1xn11 þ?þ ckxnkk AFq½x1;y; xk; where the ci are
nonzero elements of Fq: If
q1
ðn1;q1Þ þ?þ
q1
ðnk ;q1Þ
 
!
q1
ðn1;q1Þ
 
!? q1ðnk ;q1Þ
 
!
c0 ðmod pÞ;
then
Vð f ÞX q  1ðn1; q  1Þ þ?þ
q  1
ðnk; q  1Þ þ 1:
Proof. Let giðxiÞ ¼ cixnii for 1pipk: Let Ai ¼ VðgiÞ (the value set of gi). It is easy
to check that jAij ¼ q1ðni ;q1Þ þ 1: By our hypothesis, all the conditions of Theorem 2.5
are satisﬁed and the proof follows directly. &
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We show an application of Theorem 2.3 by proving the following for diagonal
forms in two variables.
Theorem 3.2. Let f ðx; yÞ ¼ axn þ bynAFq½x; y; where a; ba0: We write r ¼ q1ðn;q1Þ
for short.
If ðab1Þra1; then Vð f ÞX2r þ 1:
Proof. If c1 and c2 are nonzero elements of Fq satisfying ac
n
1 þ bcn2 ¼ 0; then we must
have ðab1Þr ¼ ðc2c11 Þnr ¼ 1: Therefore by our hypothesis the only solution of
f ðx; yÞ ¼ 0 is ð0; 0Þ: Thus Nð0Þ ¼ 1; using the notation of Theorem 2.3. The theorem
now follows directly from the statement of Theorem 2.3. &
Example. Let f ðx; yÞ ¼ xn þ ynAFq½x; y: If q1ðn;q1Þ is odd, then by the above theorem
jVð f ÞjX2ðq1Þðn;q1Þ þ 1: It is known that Vð f Þ ¼ q if q4ððn; q  1Þ  1Þ4; see [10].
The results of this section suggest that our methods may have applications to
Waring’s problem over prime power ﬁelds, see [12] for example. This calls for further
investigations.
Acknowledgments
I thank Noga Alon for many helpful suggestions. I thank Greg Anderson, Gary
Mullen and Daqing Wan for their comments after reading a preliminary version of
this paper. I also thank the referee for useful comments.
References
[1] N. Alon, Combinatorial Nullstellensatz, Combin. Probab. Comput. 8 (1999) 7–29.
[2] N. Alon, M.B. Nathanson, I.Z. Ruzsa, The Polynomial method and restricted sums of congruence
classes, J. Number Theory 56 (1996) 404–417.
[3] P. Das, The number of permutation polynomials of a given degree over a ﬁnite ﬁeld, Finite Fields
Appl. 8 (2002) 478–490.
[4] P. Das, The number of polynomials of a given degree over a ﬁnite ﬁeld with value sets of a given
cardinality, Finite Fields Appl. 9 (2003) 168–174.
[5] P. Das, G.L. Mullen, Value sets of polynomials over ﬁnite ﬁelds, in: G.L. Mullen, H. Stichtenoth,
H. Tapia-Recillas (Eds.), Finite Fields with Applications in Coding Theory, Cryptography and
Related Areas, Springer, Berlin, 2002, pp. 80–85.
[6] J.A. Dias da Silva, H. Godinho, Generalized derivations and additive theory, Linear Algebra
Appl. 342 (2002) 1–15.
[7] R. Lidl, H. Niederreiter, in: Finite Fields, Encyclopedia of Mathematics and its Applications,
Vol. 20, Cambridge University Press, Cambridge, 1997.
[8] M.B. Nathanson, Additive Number Theory: Inverse Theorems and the Geometry of Sumsets,
Springer, New York, 1996.
ARTICLE IN PRESS
P. Das / Finite Fields and Their Applications 10 (2004) 113–122 121
[9] P. Scherk, Distinct elements in a set of sums (solution of a problem proposed by L. Moser), Amer.
Math. Monthly 62 (1955) 46.
[10] C. Small, Sums of powers in large ﬁnite ﬁelds, Proc. Amer. Math. Soc. 65 (1977) 35–36.
[11] D. Wan, P.J.-S. Shiue, C.S. Chen, Value sets of polynomials over ﬁnite ﬁelds, Proc. Amer. Math. Soc.
119 (1993) 711–717.
[12] A. Winterhof, A note on Waring’s problem in ﬁnite ﬁelds, Acta Arith. 96 (2001) 365–368.
ARTICLE IN PRESS
P. Das / Finite Fields and Their Applications 10 (2004) 113–122122
