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Abstract
Random number (bit) generators are crucial to secure communications, data transfer
and storage, and electronic transactions, to carry out stochastic simulations and to
many other applications. As software generated random sequences are not truly
random, fast entropy sources such as quantum systems or classically chaotic systems
can be viable alternatives provided they generate high-quality random sequences
suﬃciently fast. The discovery of spontaneous chaos in semiconductor superlattices
at room temperature has produced a valuable nanotechnology option. Here we
explain a mathematical model to describe spontaneous chaos in semiconductor
superlattices at room temperature, solve it numerically to reveal the origin and
characteristics of chaotic oscillations, and discuss the limitations of the model in view
of known experiments. We also explain how to extract veriﬁed random bits from the
analog chaotic signal produced by the superlattice.
Keywords: random bit generator; semiconductor superlattice; deterministic and
stochastic chaos
1 Background
Generation of random numbers at high speed is at the core of many activities of economic
importance. Online gambling, ﬁnance, computer telecommunications, online commerce
and data encryption systems, [–], stochastic modeling [], and Monte Carlo simula-
tions [] among many others, rely on fast random number generators (RNGs). We also
talk about random bit generators (RBGs) when emphasizing that binary numbers are pro-
duced. Usually, these generators are based on numerical algorithms that produce seem-
ingly unpredictable number sequences. The generator is a function whose input is a short
random seed, and whose output is a long stream which is indistinguishable from truly
random bits. Such numerical strings yield the keys for secure storage and transmission
of data. This conventional approach is cheap and fast, as it is limited only by the proces-
sor speed. However, the number sequences thus produced are only pseudorandom, as two
identical programs that begin at the same state will produce the same sequence. Then vul-
nerability in the pseudorandom number generator (PRNG) may follow, as it famously was
the case forMicrosoftWindows operating system secure encryption several years ago [].
To get cryptographically secure PRNGs, it is convenient to have generated truly ran-
dom numbers that may be obtained ideally from inherently random or unpredictable pro-
cesses. Deterministic processes that are diﬃcult to predict have been used in gambling
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since antiquity. For instance, the mechanics of coin tossing shows that small uncertainties
in the initial condition ensure equal probability of heads and tails provided some parame-
ter (e.g., initial velocity) is large enough [, ]. Similar analyses apply to the case of rolling
dice, card shuﬄing or spinning a roulette wheel. An obvious drawback of these mechani-
cal methods is that they are too slow for practical use. Other physical sources of entropy
are too sensitive to external inﬂuences and lack robustness, for example, thermal noise or
electrical noise in diodes and resistors. These physical processes yield a low analog signal
and are easily aﬀected by disturbances including temperature ﬂuctuations. More robust
systems are based on quantum mechanical uncertainty, e.g., on whether a photon is de-
tected, but they are limited to relatively low rates of number generation (tens of Mb/s)
[, ]. Recently, fast generation of truly random numbers (tens or hundreds of Gb/s) has
been achieved using chaotic semiconductor lasers [–] and superlattices []. In both
cases, quantum ﬂuctuations are ampliﬁed by chaotic dynamics to a macroscopic ﬂuctu-
ating signal. This signal can be detected by using conventional electronics that is much
faster than optical photon counting detectors. While semiconductor lasers require a mix-
ture of optical and electronic components, semiconductor superlattices are all electronic
submicron devices that can be integrated in more complex circuits. As of now, these two
types of devices have been shown to reliably produce truly random sequences of numbers
at fast rates in laboratory experiments. If they show to be scalable, these devices could be
vastly useful, as the performance and reliability of our digital networked society relies on
the ability to generate fast and cheaply large quantities of random numbers.
In this paper, we comment the possible use of spontaneously chaotic semiconductor
superlattices (SLs) as true random number generators. In Section , we discuss the math-
ematical model for a single SL under voltage bias. The model consists of a number of
coupled stochastic diﬀerential equations together with algebraic boundary and voltage
bias conditions. In Section ., numerical solutions of the model equations show that the
thermal and shot noises existing in the SL enhance stable spontaneous chaos in voltage
intervals where the corresponding deterministic model exhibits chaos. The noises also
induce chaos in nearby voltage intervals where the deterministic system had periodic os-
cillations. We also discuss the relation of our results to experiments and which features of
the model need to be revised in order to optimize the chaotic oscillations. In Section .
and following Ref. [], we explain how to obtain a high-speed true random bit generator
by processing the chaotic current oscillations provided by the device. Section  summa-
rizes our ﬁndings and perspectives for fast randombit generators based on semiconductor
superlattices. Two Appendices provide details on the derivation of the model equations.
2 Mathematical model andmethods for a single superlattice
SLs are artiﬁcial crystals whose periods comprise two very wide layers of diﬀerent semi-
conductors having similar lattice constants. For example, one period may consist of a few
monolayers of gallium arsenide (GaAs) and a few monolayers of aluminum gallium ar-
senide (AlGaAs), as in Figures (a) and (b). Since the two semiconductors have diﬀerent
bandgaps, an electron moving in the SL growth direction at zero applied electric ﬁeld
sees the potential energy proﬁle of each period, of length l, as a well, of width dW , fol-
lowed by a barrier, of width dB. l = dW + dB. Solving the Schrödinger equation for a one-
dimensional periodic potential with rectangular barriers and wells produces a continuum
spectrum formed by a succession of minibands and minigaps. The miniband width de-
pends on the electron wavenumber times the barrier width: as this product increases, the
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Figure 1 Sketch of superlattice in a circuit and
ﬁeld proﬁle during oscillations. Sketch of a
mesa-shaped semiconductor superlattice device
having 0.15 mm side and 1.5 μm thickness. (a) dc
voltage biased superlattice consisting of two contact
regions of about 0.5 μmwidth and 50 periods
formed by two semiconductor layers of diﬀerent
bandgaps as depicted in (b). (c) Electric ﬁeld proﬁles
at diﬀerent times of one oscillation period for a 7.532
V bias. High-ﬁeld electric ﬁeld domains (that are
charge dipoles) are periodically triggered at the
injector, move towards the collector and disappear
there.
miniband width strongly decreases []. In the limit of inﬁnite wavenumber times width,
the miniband widths vanish and the spectrum corresponds to that of an isolated quantum
well (QW). Superlattices with wide (narrow) minibands are said to be strongly (weakly)
coupled []. Superlattice layered materials are now routinely grown by molecular beam
epitaxy as wafers that are then processed into a number of cylindrical mesas of very large
circular or square section ( to  microns are the typical radii or sides). Contact re-
gions are attached to the ends of the SL that are then integrated in a circuit, as sketched
in Figure (a).
SLs were proposed in  by Esaki and Tsu to develop a device that exhibits Bloch os-
cillations []. Although such oscillations were observed in experiments years later [],
no practical device using them has been so far developed. Instead, SLs have been used
to build gigahertz oscillators for communications purposes, detectors for terahertz sig-
nals or infrared radiation and quantum-cascade lasers commercially used for a variety of
purposes, such as environmental sensing and pollution controlling, industrial processes
control (e.g., combustion control, converter diagnosis, collision avoiding radar in automo-
tive industry), medical applications (breath analysis, early detection of ulcers), etc. []. In
, experiments demonstrated the existence of spontaneously chaotic oscillations of
the current through a SL at room temperature under voltage bias, as in the sketch of Fig-
ures (a) and (b) []. This paved the way to using SLs as true random number generators
[].
Modeling electron transport in a SL is a bitmore complicated thanmodelingmass trans-
port in a ﬂuid. One ﬁrst thought could be following the route from Boltzmann equation to
Navier-Stokes equations, as done in the kinetic theory of gases [], and advocated in the
mathematical literature on semiconductors [, ]. This has achieved some success in
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the case of strongly coupled SLs [, ], but none so far for weakly coupled SLs, as those
displaying spontaneous chaos in experiments [, ]. The main reason for this failure is
that Boltzmann-type equations for SLs are based on electrons populating minibands at
zero electric ﬁeld, and such a picture is far from reality in the presence of electric ﬁelds
that are suﬃciently strong: eFl > , where –e <  is the electron charge, –F the electric
ﬁeld, l the SL period and  is the miniband width [].
2.1 Model
For chaotic phenomena in weakly coupled SLs,   eFl, and diﬀerent modeling is called
for.One key observation is that theminibandwidths are small comparedwith the broaden-
ing of the energy levels due to scattering, /τsc, and to the typical values of the electrostatic
energy per SL period, eFl. Thus, the escape time from aQW τesc ∼ l/vM ∼ / (vM and FM
are typical electron velocities and electric ﬁelds during oscillations) is much larger than
the scattering time, τsc. This implies that the electron distribution in the wells is in local
equilibrium [].Moreover, the dielectric relaxation time τdi ∼Nldi/vM ∼NεFMτesc/(eND)
(ε is the SL dielectric constant, ND is the two-dimensional (D) doping density, and N is
of the order of the number of SL periods), in which the current density across the SL re-
acts to sudden changes in the electric ﬁeld proﬁle, is typically larger than the escape time.
Therefore, we can assume that the tunnelling current density between quantum wells is
stationary on the longer time scale of the dielectric relaxation time []. A minimal the-
ory of charge transport in weakly coupled SLs should therefore specify (i) which slowly
varying magnitudes characterize the local equilibrium distribution function in the wells
(at least the electric ﬁeld and the electrochemical potential or the electron density), (ii) the
equations relating these magnitudes (e.g. the charge continuity and the Poisson equation)
and (iii) how to close these equations by calculating the necessary relations between mag-
nitudes (e.g. the stationary tunnelling current between adjacent wells). In our simulations,
we have added intrinsic noise to the usual sequential tunneling model of electron trans-
port in a weakly coupled n-doped SL [, , ]
εdFi + Ji→i+ dt +
√




(f )(Fi) – J–i→i+(Fi,ni+,T), ()
ni =ND +
ε
e (Fi – Fi–). ()
Here i = , . . . ,N (N =  is the number of SL periods []) and the Ito stochastic diﬀer-
ential equations () are current balance (Ampère) equations. Together with the Poisson
equation (), they ensure charge continuity, as time diﬀerentiation of () and use of ()
yield
edni = [Ji–→i dt +
√
ξi– dWi–] – [Ji→i+ dt +
√
ξi dWi]. ()
The D electron density ni is given by the Poisson equation (), in which the equivalent D
doping density due to the doping of the central part of theQWisND = × cm–. Ji→i+,√
ξi dWi/dt, J(t) are the tunneling current density from well i to well i+ , the correspond-
ing zero-mean ﬂuctuating current density, and the total current density, respectively. The
tunneling current density in Eq. () from well i to i +  depends on the electric ﬁeld Fi in
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well i and the D electron densities in the corresponding wells, ni and ni+, according to
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These formulas are obtained by writing the electron Hamiltonian as a sum of eigenstates
of the electron in each QW plus a small term that expresses the possible motion from one
QW to its adjacent wells by tunneling across the barrier separating them; see Appendix 
and Ref. []. Then the tunneling current density is obtained by ﬁrst-order perturbation
theory in the tunneling termanduse of the transferHamiltonianmethod [, ]. The inte-
grals appearing in the tunneling current are further approximated by asymptotic methods
as explained in Appendix A of Ref. []. The forward velocity v(f )(Fi) is a function given in
[, , ] with peaks corresponding to three energy levels ECj at , , and  meV
calculated by solving a Kronig-Penney model for the SL conﬁguration of References [,
, ]. The level broadenings due to scattering, γCj, are .,  and  meV, respectively,
for the three energy levels []. The energy barrier in the absence of potential drops, eVB,
depends on the fraction x of Al in the barriers, x = . for the SLs of Refs. [, , ].
In this paper, we have used eVB =  meV. Also m∗ = (. + .x)me = .me (for
x = .),me, dB =  nm, dW =  nm, l = dB +dW , ε = l/[ dWεW +
dB
εB
], εB = ., εW = .,
, kB, and T , are the eﬀective electron mass, the electron mass in vacuum, the (Al, Ga)As
barrier thickness, the GaAs well thickness, the SL period, the SL permittivity, the barrier
permittivity, the well permittivity, the dielectric constant of the vacuum, the Boltzmann
constant, and the lattice temperature, respectively.
The coeﬃcients of the independent identically distributed Brownianmotions dWi in ()
represent the correlations of internal noise due to shot and thermal noise []. Shot noise
in SLs has been considered in Ref. [] for a somewhat simpler discrete transport model
and in Ref. [] for the discrete transport model we solve in this paper. We also consider
current ﬂuctuations associated to dissipation due to electron diﬀusion andmodel them by
Landau-Lifshitz ﬂuctuating hydrodynamics [, ] adapted to SLs; see Appendix . The

























in which A = s is the SL cross section of a square mesa with side s =  μm. The current
density at the contacts and the voltage bias condition are









Here V is the dc voltage, η(t) is a ﬂuctuation due to the voltage source and σ and Nc
are the contact conductivity, and the equivalent D doping density of the anode region,
respectively [].
The mathematical model we use has some limitations that may have to be overcome in
more precise future studies. It corresponds to an idealized SL in which all periods have
identical values of dW , dB, ND, and VB. The eﬀective mass m∗ and permittivity ε are the
same irrespective onwhether they correspond to a barrier or a well. In addition, themodel
does not include D eﬀects due to imperfect growth: barrier and well widths may vary in
the SL cross section perpendicular to the growth direction. Some of these eﬀects were
addressed in [].
2.2 Methods
We have solved the stochastic model given by Eqs. ()-() with η(t) =  (internal noise
only) for the SL of Refs. [, , ] at  K using a standard stochastic Euler-Maruyama
method (explicit Euler method corresponding to Ito integration) []. Coding of the nu-
merical method follows the indications in Ref. []. To calculate the largest Lyapunov ex-
ponent (LLE), we have simultaneously integrated all perturbed and unperturbed trajecto-
ries during , ns and used the Benettin et al. algorithm [] with a renormalization
period of  ns. LLE calculations with the Gao et al. algorithm [] give similar results.
3 Results and discussion
3.1 Spontaneous chaotic oscillations
Spontaneous chaos at room temperature has been observed in quite recent experiments
with voltage biased, doped, weakly coupled SLs [, ]. Before the  experiments,
spontaneous chaos was observed only at very low temperatures (from  to  K) [].
The new key modiﬁcation that allows observing oscillations of the current at room tem-
perature is adding % of gallium in the barriers. The technical reasons are discussed in
[] and references cited therein. Early theoretical explanations of spontaneous chaotic
oscillations at low temperature are based on complex dynamics of wave front solutions
[] when applied to discrete model equations such as those of Section ; see Ref. []. At
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Figure 2 Mean current, largest Lyapunov exponent and Fourier spectrum in terms of voltage.
(a)Mean current and largest Lyapunov exponent vs voltage, and (b) Fourier spectrum vs voltage for the
second oscillatory interval. The inset in panel (a) shows the mean current for a larger voltage interval and the
vertical arrows mark supercritical Hopf bifurcation points bounding the second oscillatory voltage interval.
Without noise, the voltage interval of spontaneous chaos is very narrow (3 mV width) and the LLE is only 0.25.
Internal noise increases the LLE up to 0.76 and widens to 30 mV the voltage range for spontaneous chaos.
room temperature, wave fronts are not sharp, and spontaneous chaos arises due to other
reasons, as explained in Ref. [] and in what follows.
.. Internal noise induces and enhances chaos
We have found self-sustained oscillations in two voltage intervals that appear as plateaus
in the SL current-voltage characteristics, forV < (EC –EC)/e and forV > (EC –EC)/e. At
the left end of both intervals, small-amplitude current oscillations appear as supercritical
Hopf bifurcations from the stationary state. They are caused by the repeated creation of
ﬁeld pulses that dissolve before arriving at the collector. The range of voltages for which
this behavior is observed is much narrower on the ﬁrst voltage interval than on the second
one. On both voltage intervals, oscillations die via supercritical Hopf bifurcations. The
reverse tunneling current J–i→i+ given by () is much larger for the smaller ﬁelds at the
ﬁrst voltage plateau than for the larger ﬁelds at the second plateau. The internal noise is
correspondingly larger compared with the mean current at the ﬁrst plateau. Spontaneous
chaotic oscillations in the ﬁrst voltage interval were discussed in Ref. []. Here we shall
present similar results obtained for voltages on the second plateau.
In the second voltage interval, small-amplitude current oscillations appear as a super-
critical Hopf bifurcation from the stationary state. These oscillations correspond to the
periodic creation of ﬁeld pulses (charge dipoles) that die before arriving at the collector. An
abrupt drop of the mean current in Figure (a) and a transition to an oscillation of richer
harmonic content in the spectrum of Figure (b) mark the voltage beyond which the ﬁeld
pulses move throughout the whole SL as in Figure (c), and produce a large-amplitude
current oscillation. The extra frequency appearing at the transition in Figure (b) sug-
gests that the ﬁrst oscillation becomes unstable because two complex conjugate Floquet
multipliers thereof leave the unit circle, which would suggest a scenario of a direct route
from a two-frequency quasiperiodic attractor to chaos []. That two oscillatory modes
are present in the observed spontaneous chaotic oscillations is commented in Ref. [],
whose authors identify them as the dipole motion mode and the well-to-well hopping
mode. In our simulations, they should correspond to the fully developed dipole motion
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Figure 3 Characterization of chaotic oscillation. (a) Current and (b) density plot of the electric ﬁeld vs
time, showing how the dipole occasionally fails to reach the receiving contact; (c) Fourier spectrum of the
current; (d) phase diagram of the electric ﬁeld (in kV/cm) at wells 45 and 46, showing how the chaotic
oscillations ﬁll a mussel-shaped region; (e)multifractal dimension. Applied voltage: 7.3513V.
of Figure (c) and to the conﬁned dipole motion, respectively. Just after the mean current
peak in Figure (a), there is a voltage interval of positive LLE that indicates sensitivity to
initial conditions characteristic of a chaotic attractor.
Figure (a) shows that the LLE is positive in a narrow voltage interval of the determin-
istic system. Internal noise both widens this interval and increases the LLE. At voltage
values for which the LLE is positive for the stochastic system but not for the determin-
istic system, noise induces chaos. At voltages for which the deterministic system has a
positive LLE, noise enhances chaos, something already demonstrated for simple dynami-
cal systems [, ]. This picture is conﬁrmed by examining the chaotic attractor. At the
voltage marked in Figure (a) corresponding to the maximum value of the LLE, the ﬂuc-
tuations create amussel-shapedmultifractal chaotic attractor out of the abovementioned
small and large amplitude oscillatory modes, as shown in Figure (d). The current trace
shows several irregularly separated large spikes whereas many small spikes occur between
two large ones. The large spikes indicate nucleation of a new dipole at the injector whereas
small current spikes (between two large ones) mark the well-to-well advance of the charge
accumulation layer at the back of a dipole. Then the number of small spikes in Figure (a)
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and the density plot in Figure (b) show that shorter time separations between two large
spikes correspond to the formation of a dipole that dissolves before reaching the collector.
Longer separations between consecutive large spikes correspond to a dipole that reaches
the collector, as in Figure (c). Thus, two diﬀerent oscillation modes are observable in the
chaotic attractor: injector-to-collector dipole motion and dipole motion from injector to
premature annihilation inside the SL. The latter corresponds to the well-to-well hopping
mode postulated in Ref. []. The inter-spike intervals are similar but never repeat them-
selves and tend to produce a mussel-shaped attractor in the phase plane of the ﬁeld at
two adjacent wells as depicted in Figure (d). Noise increases the multifractal dimension
Dq of the deterministic attractor as shown in Figure (e). In Figure (a), the mean oscil-
lation amplitude (understood as diﬀerence between the peak and the valley currents) is
∼ mA, the mean interspike interval is ∼. ns, and there are  large peaks in a  ns
time interval. Our values are quite close to those observed in the experiments, ∼ mA
mean oscillation amplitude and ∼. ns mean interspike interval, with  large spikes in a
 ns interval []. What is the role of ﬂuctuations in the creation of spontaneous chaos?
Without noise, the LLE reaches a maximum value of . in a narrow voltage interval,
whereas the ﬂuctuations widen this interval and enhance the LLE up to .. The internal
noise due to ﬂuctuations of the current enhances spontaneous chaos, increases its fractal
dimension and induces chaos in voltage regions adjacent to those of purely deterministic
chaos. Voltage ﬂuctuations widen the voltage interval of spontaneous chaos.
.. Comparison with experiments
Experiments [, , ] show that oscillations appear for voltages on the ﬁrst plateau and
that they have frequencies about . times larger than those predicted by simulations of
our mathematical model []. The current spikes observed in experiments are more ir-
regular than those appearing in simulations. These features of oscillations observed in
experiments point to the presence of imperfections not taken into account in the model.
In earlier work on the role of imperfections [], numerical simulations of a related dis-
crete model showed that a % ﬂuctuation in doping density could increment by a factor
of  the oscillation frequency. Obvious imperfections that should be taken into account
in our model include: (i) ﬂuctuations of the doping density, (ii) ﬂuctuations in dB and dW ,
(iii) ﬂuctuations in VB. Once imperfections are included in the mathematical model, we
can pose the objective of optimizing chaos, i.e., introducing intentional imperfections so
as to widen the voltage intervals for which there are chaotic oscillations, and increase the
LLE and the complexity of attractors. These features would increase the usefulness of the
device as a true random number generator.
3.2 Random Bit Generation from chaotic oscillations
There are a number of ways to obtain a RBG out of a chaotic signal. In this section, we
will explain the methods used by Li et al. [], using one of the ﬁgures they extracted from
experimental measurements.
Figure (a) shows a  ns trace of experimentally observed chaotic oscillations, dig-
itized (with an -bit resolution) at  GHz (blue line) and . GHz (red circles). As in
Figure (a), the signal has large peaks, corresponding to pulse generation, and smaller
spikes that mark the advance of a pulse toward the collector and may be quite inﬂuenced
by random noise. At . GHz sampling rate, a signiﬁcant number of the sampling mea-
surements occur between large peaks, resulting in degraded randomness of the generated
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Figure 4 Analog to digital conversion of chaotic signal. (a) A 100 ns trace of experimentally observed
chaotic oscillations, digitized at 40 GHz (blue line) and 1.25 GHz (red circles). (b) 1st and 4th order discrete
derivatives of the SL oscillations sampled at 1.25 GHz and presented in panel (a). (c) Linear combination of 4
recorded superlattice oscillation traces, digitized at 40 GHz. Taken from [15] with permission. Material
copyrighted by the American Physical Society.
bit sequence. To overcome this limitation, we may calculate a high order derivative to
mix data sampled in a window between large peaks with nearby random spikes. For the
case of a . GHz sampling rate, the th discrete derivative mixes data from  consecu-
tive measurements which are separated by  = . ns, at times t, t – , t – , t – ,
and t – . Hence, each derived data point used for the generation of the random bit se-
quence mixes  ns of information, which is close to the average period of the oscillation
( ns), as indicated in Figure (a). Thus this time window includes, with a high probability,
combined data taken from a chaotic current peak and the interval between large peaks.
Figure (b) shows the st and th derivatives of the signal in Figure (a), sampled at .
GHz. Whereas for the st derivative many points have values near zero, the th derivative
values ﬂuctuate at all time scales and it has a number of peaks comparable to the number
of large peaks in Figure (a).
The generation of the random bit stream from the chaotic consists of the following two
steps. First, we calculate the nth derivative using n +  successive values of the recorded
signal. Second,we append them least signiﬁcant bits (LSBs) of the results of the nth deriva-
tive to the bit sequence. Recall that the LSBs are the most sensitive to small ﬂuctuations.
Using n =  and retaining m =  LSBs out of  bits, truly random bits are generated at
. Gbit/s using a sampling rate of . GHz []. For higher sampling rates, larger val-
ues of n are needed to achieve veriﬁed randomness using the NIST statistical test suite
[]. Then a more eﬃcient method is to use a linear combination of chaotic signals to ﬁll
the time interval between large peaks. These signals may come from diﬀerent SLs or from
far segments of the recorded chaotic signal of a single SL, as in []. In the latter case, the
chaotic nature of the signal ensures lack of correlation between the segments thereof. To
minimize the possible emergence of bias in the combined analog signals, each pair of sig-
nals is combined by subtraction []. Figure (c) shows a linear combination SL + SL –
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SL – SL of four uncorrelated traces of the chaotic signal, digitized at  GHz. Li et al.
obtained a  Gbit/s RBG with veriﬁed randomness using such a linear combination, a
 GHz sampling rate and  LSBs. They obtained a faster rate veriﬁed RBG by combining
 signals and a faster sampling rate. See [] for details.
4 Conclusions
The discovery of fast spontaneous chaotic oscillations of the current through semicon-
ductor superlattices at room temperature brings to light their possible applications as true
random bit generators []. Fast true random bit generators coming from tiny submicron
all-electronic devices could be invaluable in secure communications and data storage. In
this paper, we have discussed amathematical model to describe spontaneous chaos in ide-
alized superlattices with identical wells and barriers. Our numerical simulations show that
spontaneous chaos possibly may appear directly from a two-frequency quasiperiodic at-
tractor. We have also shown that the unavoidable shot and thermal noises existing in the
nanostructure both enhance existing deterministic chaos (increasing its fractal dimen-
sion and largest Lyapunov exponent) and induce chaos in nearby voltage intervals. We
have discussed that the diﬀerences between numerical and experimental results may be
due to imperfections in the doping density, the gallium content in the barriers, and the
size thereof. A better model needs to be developed to discuss the imperfections and their
eﬀect in the chaotic oscillations: ideally we could tune chaos via the introduction of con-
trolled imperfections. We also explain how to extract veriﬁed random bit generators from
a chaotic signal by digitalization and extraction of least signiﬁcant bits from high order
numerical derivatives, or by combining several chaotic signals coming either several su-
perlattices or from far apart segments of the same long chaotic signal.
Appendix 1: Derivation of deterministic tunneling currents
We use the methods of Ref. []. The tunneling Hamiltonian is





















Here the Hamiltonian H is a sum of individual Hamiltonians for each QW or contact
and assumes that they are uncoupled from one another. H.c. stands for the Hermitian
conjugate of the preceding term. The unperturbed single-electron states have absolute
energies denoted by Eiki measured from the conduction band edge in the emitter contact.
The operators c†iki and ciki denote creation and annihilation operators for electrons in the
ith well or contact with three-dimensional wave vector ki and satisfy standard fermionic
commutation rules: {ciki , cjkj} = ciki cjkj + cjkj , ciki = , {c†iki , c†jkj} = , {ciki , c†jkj} = δijδkikj . Each
QW contains a set of n subbands and its Fermi energy measured from the conduction
band edge in the emitter contact is wi . HT is a small perturbation of H representing the
tunneling coupling between adjacent wells.When an electron tunnels into aQW, it relaxes
instantly (in the long dielectric relaxation time scale) to the ﬁrst subband of that QW.
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[HTi– , eNi] –
i

[HTi , eNi] = Jˆi–→i – Jˆi→i+. (A.)
In the interaction representation, we have HT (t) = eiHt/HTe–iHt/ and Jˆi→i+(t) = eiHt/ ×












Here the average is over the thermodynamic local equilibria at the QWs i and i + .






|Tkjkj+ |δ(Ej+kj+ – Ejkj )
× [nF (Ej+kj+ – wj+ ) – nF (Ejkj – wj )
]
, (A.)
where nF (x) = /( + ex/kBT ) is the Fermi distribution function. Here the overall energy at
the jth QW is Ejkj =  + E⊥, E⊥ = k⊥/(m∗), in which  is the energy at the well, and
k⊥ comprises the components of the wave vector that are orthogonal to the SL growth









) · dA, (A.)
is calculated by using Bardeen’s Transfer Hamiltonian method [, ]. The wave func-
tions of two adjacent square QWs, ψj and ψj+, are approximated by those of free parti-
cles in two isolated wells separated by an inﬁnitely thick barrier. Then continuity of wave
functions and their derivatives are used to ﬁnd out the coeﬃcients of thewave function ex-
pressions in diﬀerent space intervals and the resulting wave functions produce the matrix




′⊥ , Bi,i+ =
ki+
dW + α–i + α–i+
, (A.)
where the transmission coeﬃcient through a thick barrier is
Ti() =
ki ki+αi
(ki + αi )(ki+ + αi )
e–αidB . (A.)
In (A.) and (A.), we have used the deﬁnitions
ki =
√










Bonilla et al. Journal of Mathematics in Industry  (2017) 7:1 Page 13 of 17
Wi = e +V +
i–∑
j=
(Vj +Vwj ) +
Vwi
 . (A.)
We now transform the sums in (A.) to integrals over the energies Ejkj =  + E⊥ using a













 + e(+E⊥–wi )/kBT
+ 
 + e(+E⊥–wi+ )/kBT
]
. (A.)





( – iCν) + γ Cν
, (A.)
where γν = /τsc, with τsc being the lifetime associated to the dominant scattering pro-
cesses (interface roughness, impurity scattering, phonon scattering, etc.). The relation be-

























In (A.) all energies are measured from the conduction band edge in the emitter contact.
Notice that the complicated dependence of the wave vectors ki and αi with the potential,
Wi, may be transferred to the Fermi energies by changing variables in the integrals of the
system (A.) so that the lower limit of integration (the bottom of the ith well) is zero:
′ =  + eWi. Then the resulting expressions have the same forms as Eqs. (A.) and (A.)
if iC, i+Cj , and wi in them are replaced by
C = iC + eWi, (A.)
μi ≡ wi + eWi, (A.)
respectively.Wi is given by (A.). The integrations now go from ′ =  to inﬁnity. Notice
that Cj is independent of the well index i provided we assume that the energy level drops
half the potential drop for the whole well eVwi with respect to its position in the absence
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HereAC() is obtained by substituting C (the energy of the ﬁrst subbandmeasured from
the bottom of a given well, therefore independent of electrostatics) instead of iC in (A.).
Notice that (A.) deﬁnes a one-to-one relation between ni and μi which is independent
of the index i or the potential drops. The inverse function μi = μ(ni,T) gives the chemi-
cal potential or free energy per electron. This is the entropic part of the electrochemical
potential (Fermi energy)
wi = μ(ni,T) – – eV – e
i–∑
j=
(Vj +Vwj ) –
eVwi
 . (A.)
According to (A.), the Fermi energy, wi (electrochemical potential), is the sum of the
electrostatic energy at the ith well, – – eV – e
∑i–
j=(Vj +Vwj) – eVwi/, and the chemical










































where now  =  at the bottom of the ith well. This shows that the tunneling current den-
sity, Ji,i+, in (A.) is a function of: the temperature, μi and μi+ (therefore of ni and ni+),
the potential drops Vi, Vi+, Vwi , and Vwi+ . The potential drops are related to the electron
















To obtain simpler expressions for the tunneling current density, we assume that Vi/dB
and Vi±/dB are approximately equal to an average ﬁeld Fi. Then Vwi = dWFi according
to (A.). This assumption departs from the previous approximations and yields a new
model. The point of contact with our previous results is that AC()ACj( + eVi + e[Vwi +
Vwi+ ]/) is the controlling factor in the expressions for v(f ) and J–i→i+ (the transmission
coeﬃcient contains an exponential factor, e–αidB , which is almost constant at the energies
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contributing most to the integral). This controlling factor is uniquely determined by the
potential drop Vi + (Vwi + Vwi+ )/ ≈ (dW + dB)Fi = Fil. Then the wave vectors ki, αi, etc.












in (A.) andwemay keep only the product of two Lorentzian functions inside the integral
(A.), and approximate all other functions by their values at ′ = C ( = iC). Then ()
and () are obtained; see also Appendix A of [].
Appendix 2: Stochastic current
The stochastic currents have two components: shot (partition) noise of Poisson type and
thermal noise. The shot noise appears because it is really single electrons that tunnel
through barriers and there is a large integer number of electrons, whereas the tunneling
current deals with real-valued electron densities, not with integer multiples of electron
charge divided by surface area. The diﬀerence constitutes shot noise. For the large values
of the barrier cross section area, Poissonian statistics of the shot noise is appropriate [],
and thus its correlation is proportional to the terms of the tunneling current (). This pro-
duces the ﬁrst two terms in () according to [, ]. To derive the correlation due to




















inwhich, using (A.), we havewritten that the tunneling current depends on the chemical





















According to ﬂuctuating hydrodynamics, there is a zero mean white noise ηi(t) corre-




























Bonilla et al. Journal of Mathematics in Industry  (2017) 7:1 Page 16 of 17
This contributes the last term to () after we replace ni instead of μi by means of
(A.).
It turns out that the numerical simulations of the stochastic model are not that sensi-
tive to the particular expressions derived in this Appendix. Terms of the same order of
magnitude produce very similar results.
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