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The purpose of this thesis is to briefly review various 
properties which may be desirable for a system of confidence 
intervals; and to empirically determine whether the system 
of confidence intervals obtained from the Student’s t dis­
tribution will produce shorter average lengths than those 
obtained by other methods which may be used. It was con­
cluded from the results of an empirical investigation that 
there was no significant difference between the average 
lengths of confidence intervals obtained from a family of 
distributions of which the Student’s t is a member.
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1II. INTRODUCTION
Many practical problems are concerned with the statistical 
estimation of the mean of a normal distribution. One may be 
interested only in a single value which will best represent 
the mean. In this case it can be shown that the average of 
the individual samples would be the best estimate which one 
could use. However the accuracy of the value may be ques­
tionable if there is no measure of how close this value is 
expected to be to the true value of the mean. This is 
often avoided by determining a confidence interval which 
possesses the property of containing the true value of the 
mean with a given desired probability. This confidence 
interval is obtained from a function of the mean and the
/ 1/ \ ^sample i.e., .. *») • For different functions
a different system of confidence intervals will be obtained.
The problem now is to determine which function will be the 
best one to use.
The methods which are now considered as general practice 
consist in using
y o , * , v -
when the variance of the original distribution is known,
* Several examples using this method are given by Mood (1).
2and
$ (  X x tj x«)
7 * (*  -^u)
(1 )
when the variance is unknown. The properties of the con­
fidence intervals obtained by these methods are discussed 
in chapter III.
The question that now arises is, could there be another 
property for the method of estimation of means to possess 
which would make it more desirable than those which the 
methods in use possess? Such a property could be that of 
minimum average length of the intervals. This paper will 
be concerned with determining whether or not there may pos­
sibly be a method which would produce confidence intervals 
such that their average length is less than those obtained 
from the Student’s t method (the method using the function 
of Eq. 2).
3III. REVIEW OF LITERATURE
One of the earlier approaches to statistical estima­
tion by confidence intervals is presented by Neyman (2).
Here it is pointed out that if a method of obtaining con­
fidence intervals which are shorter than the intervals ob­
tained by any other method for all values of the parameter 
in question could be obtained, then this method should be 
used. However these methods are generally not available.
It is also stated that if for two systems of confidence in­
tervals Cj and Cg in which for certain values of the para­
meter the lengths of C-j are shorter than those of C2 and 
if for other values the reverse is true, then the system 
in which the frequency of shorter lengths is greater could 
be considered as the more satisfactory. However the approach 
was then dropped because it appeared too vague to be used 
in practice.
Neyman then defines what he considers to be the 
shortest system of confidence intervals as those for which 
the probability of the interval containing any other value 
of the parameter, other than its true value, is less than 
or equal to that of any other system. This again results 
only in specific cases and generally is not applicable in 
most practical cases, as shown in his Proposition I (page 
372), where he proves that if the distribution has a certain 
general form then the shortest system of confidence intervals 
do not exist.
4He then defines a system of confidence intervals which 
could be considered as particularly satisfactory, (page 377). 
Here he remarks that the probability of the interval con­
taining a value of the parameter should be greatest when that 
value is the true value, and that this probability should 
diminish as quickly as possible when the value in question 
is shifted away from the true value. Using this method he 
states that the confidence intervals obtained for the mean 
of a normal distribution with unknown variance would be 
those obtained by the usual method using the distribution 
of the Student’s t.
Wilks (3) derives a statistic which is asymptotically 
normal with mean zero and unit variance, regardless of the 
distribution of the variables, providing the first derivative 
of the distribution function exists. He then proves that the 
confidence sets taken from this distribution will be shorter 
on the average than any other set obtained from distribution 
belonging to a certain class which he defines. When ap­
plied to the normal distribution the intervals obtained are
x - f J z .  < M < x  + (?)
** 77T
This is the procedure used in determining confidence intervals 
when the variance is known. Since the interval depends upon 
the variance, the method is not applicable in the case where 
the variance is unknown.
Lehmann (4) outlines various criteria for choosing 
methods of obtaining confidence intervals. He discusses
5Neyman1s method of finding shortest confidence intervals 
by minimizing the probability of covering all false values* 
It is then shown that a uniformly shortest confidence set 
may be obtained from a uniform most powerful test region* 
Another method which he discusses is minimizing the expected 
length of the interval, or if this cannot be done uniformly 
for all values of the parameter then one could try mini­
mizing by a suitable method the maximum of the expected 
lengths for all values of the parameter* However he then 
states that this method may be questionable, since there 
would seem to be no reason for minimizing the lengths of 
intervals which do not cover the parameter. He also dis­
cusses a method considered by Wolfowitz, where he considers 
minimizing a weighted sum of the squares of the differences 
between the true value of the parameter and the end points 
of the interval.
Lehman (5) tries to bypass the non-existence of uni­
formly most powerful tests by a further restriction. He 
defines an unbiased confidence set as one where the prob­
ability of covering a false value does not exceed the con­
fidence level. A uniformly most powerful unbiased test is 
one which is uniformly most powerful considering only un­
biased critical regions. Such a test region will result 
in uniformly most accurate unbiased confidence sets. The 
uniformly most accurate confidence sets referred to here are 
the same as the uniformly shortest sets in the previous 
paragraph. Using this method to place confidence limits
6on the mean of a normal distribution with unknown variance, 
will again result in the usual method of using the Student’s t.
Pratt (6) recently connected the relationship between 
the expected length of confidence intervals and uniformly 
most powerful test regions. He proves that the confidence 
region associated with a most powerful test will result in 
confidence intervals with minimum expected length. Since 
uniformly most powerful critical regions seldom exist, he 
discusses taking a weighted average of the expected length 
by "mixing" the distributions. He also discusses the pos­
sibility of restricting consideration to only unbiased 
confidence regions. Another method which is also suggested 
is to restrict consideration to invariant confidence pro­
cedures. Using the method of most powerful tests, he cites 
an example of determining a system of confidence intervals 
for a mean from a normal distribution with known variance.
When compared with the usual method for determining con­
fidence intervals, it is noticed that for a certain range 
of the mean the expected length by his method is shorter than 
that of the usual method. However outside this range the 
reverse is true. Although this method will give the desired 
level of confidence before the sample is drawn, he points 
out that after the sample is drawn one might actually have 
more confidence in the larger intervals than in the shorter 
ones. He concludes with the following remarks
7"An argument sometimes made against expected 
length as a measure of the desirability of a con­
fidence interval procedure is that, as Lehmann 
says, TShort intervals are desirable when they 
cover the true parameter value but not neces­
sarily otherwise.1 If a short confidence in­
terval is taken to indicate accurate informa­
tion about the parameter, then it may be pre­
ferable that the interval be long when it is far 
from the true parameter value. Considering in­
stead the probability of covering false values 
does not avoid this difficulty, however. In the 
first place, the two approaches are related, as 
shown in this paper. More fundamentally, small 
chance of covering false values is also desir­
able when the true value is covered but not 
necessarily otherwise. A natural way to avoid 
the difficulty would be to consider both ex­
pected length and the probability of covering 
false values conditional on the true value being 
covered. The basic relation between the two 
approaches still holds, ..."
The idea of considering the expected length conditioned 
on the true value being covered was later discussed by Pratt (7). 
Here he considers a family of confidence procedures, for 
obtaining confidence intervals on the mean of a normal dis­
tribution with known variance, which are more efficient than 
those obtained by the usual procedure. He also shows that 
the method of conditioning will make little difference on 
the expected length of the intervals obtained by this new 
method, but states that no proof of the method minimizing 
the conditional expected length was found.
The previously mentioned article is a discussion of 
an attempt to improve on the method of determining confidence 
intervals on the mean of a normal distribution with known 
variance. To the knowledge of the author there has been no 
such attempt in the case where the variance is unknown.
8IV. DISCUSSION
A. Preliminary Remarks
The usual procedure for determining confidence limits 
on the mean of a normal distribution with unknown variance 
is to use the distribution of the Student’s t. It was 
shown by Student that
The reasons for its use were discussed in the review of the 
literature section. However, it has not been demonstrated 
that the average lengths of the intervals are shorter than 
any other system which might be used. Since the distri­
bution will asymptotically approach a normal distribution 
as the sample size approaches infinity, this method for 
very large sample sizes is approximately that of placing 
confidence limits on the mean of a normal distribution with 
known variances. The resulting confidence limits for large 
sample sizes will approach those that would have been ob­
tained if the variance were known. For large sample sizes, 
it would therefore seem unlikely that there would be another 
method which would produce significantly shorter average 
confidence intervals than those obtained using the method 
of Student. By the same reasoning if such a method should 
exist it would seem that the difference would be difficult 
to detect for large sample sizes.
(*)
9Since it is impossible to empirically consider all the 
methods which could be considered, this paper will be limited 
to considering those of a specific category of which the 
Student’s t is a member. The remaining sections of this 
thesis will therefore be concerned with comparing the average 
lengths of the confidence intervals obtained from the family 
of functions
It is noticed that r*( 2) has the Student’s t distribution. 
For the sake of simplicity, the family worked with was
Since X is symmetrically distributed about u and is a 
minimum variance unbiased estimate of u, it would seem very 
reasonable to form a confidence interval for which x is the
of the sample. The resulting probability statement would 
be of the form
(S)
(<)
B. Reasons for Using t(p)
midpoint, i.e., [*-ft3("), * + ft sad, where g(x) is a function
P  j j  -  ft t  ( *)< / *< $  k 9 (X)]~ « (7)
which may be written as
( t )
10
For this reason the function to be used in obtaining confidence 
intervals should be of the form
Another desirable property which would seem reasonable 
for this function to possess is that of approaching normality 
as the sample size increases. Whether or not Y*(p) possesses 
this property was not rigorously established. One indication 
that it might approach normality is the fact that the expected 
value of the denominator is linear in <T , i.e.,
where k is a function of only the parameter p and the sample 
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Combining (13) and (15) we have
f r / > / ». -«?!/-- w




It is noticed from Eq. ($) that the critical points 
for determining the confidence intervals have the same 
magnitude. It can be shown that for a given 1T from which a 
confidence interval is to be obtained, the intervals (t , )
with the shortest lengths are those for which t ( X )  -- n v  •
It can, therefore, be concluded that f ( k )  should equal 
f (-/r). The proof that the density of T  (p) is symmetric 
about zero is given in Appendix 1.
For the reasons just stated, the family of functions t i p )  
was chosen to be used in obtaining the intervals whose 
lengths were then compared.
12
C, Analytic Approach
Since the length of the confidence intervals deter­
mined by the use of 1^(p) depends upon the distribution of 
T i p ) ,  the first step should be to determine the density 
function of T(p). Following a procedure similar to the 
method by which the Student’s distribution is usually de­
rived, an attempt was made to derive the distribution of 
T( p). Let X be a normally distributed variable with mean 
zero and unit variance, i.e.
X - f ( ' )
_ /__
75n<r - o# < X < oo Or)
By the transformation
z-- l x l r
we have
(7
7-- O *Z < OP 00)
For the case where p « 2 this is a chi square distribution 
with one degree of freedom.
The next step would be to find the distribution for the 
sum of n independent z fs. In the case of the derivation of 
the Student’s t, this is easily done since the sum of n 
independent chi squares results in a chi square distribution. 
This can be seen by comparing their moment generating func­
tions. If X is distributed as a chi square with one degree
13
of freedom then
rt*. M  = (i-*)  <3,j
And „ _
Mlx.U) = J[ ( <-3j) 7 (?1)
iz> is i
- ( ' -  1*) (3?)
which is the moment generating function for a chi square 
with n degree of freedom.
In the other cases where n ^ 2 the distribution is in a 
form which, to the knowledge of the author, has not been 
worked with before. In attempting to arrive at the moment 
generating function of this distribution, one is confronted 
with the evaluation of the integral
W & C i *  ' * * *  *  o »
which was not accomplished.
If the integral could be evaluated, there would still 
be a problem of independence. Since /*; - P/ ** and /*; -7/ where 
i ^ j are not independent the moment generating function 
of their sum will not generally be the product of their 
individual moment generating functions. In the case where 
p =* 2 this is easily avoided with the use of the identity
£  ( t : - * ) 1 -  Z  (*. - * ( * - * ? (3S)
t;i  is /
Due to the difficulties involved the analytic approach 
was abandoned at this point and an empirical method was sought.
14
D. Empirical Method
Because of the difficulties involved with the analytic 
method, an empirical method for comparing the average 
lengths of confidence intervals determined by p) was 
employed. From a normal distribution with mean one and unit 
variance* a hundred random samples of size ten were used.
The values of




were calculated for the 100 samples with p=1,2,..•.10 for 
each sample. The values of the eleven Tfp)'5, for each p, 
which were the largest in absolute value were determined. 
The midpoints between these eleven values were taken to be 
the values of T*(p), where * is the fiducial probability of 




* The method used in obtaining these normal random samples 
is described in Appendix 2.
15
jJjThese values of T* correspond to those T* determined ana 
lytically by
5*
%  (V  ctT -  Of#
r
From this the statement
P[- 7* < T < 7. *]-- *
can be made, which will result in
a w
P[~X- T* {£ '!* ;- n f '  </<< X
The length or this interval is
(30)
This length was approximated by using the numerically deter 
mined T* in place of T** , e.g.
-  *
/!t 3 r" f.f, I* * -* ! '] (31)
In this paper the half length was used instead. This, 
however, will not produce any changes in the results obtained. 
From here on when length is referred to it is meant to be 
the length of a half interval.
The average of the hundred lengths thus determined was 
calculated for each value of p and o( .* The resulting aver­
* The description of the programs used to obtain the results
is found in Appendix 3»
16
age lengths were then compared in order to determine the 
effect of the parameter p upon the average lengths obtained,
The effect of conditioning upon the results was also 
taken into consideration by comparing the average lengths 
of only those intervals which did contain the mean.
E. Analysis of Results
The results of the preceding section may be considered 
as a two way classification of the average length of confidence 
intervals, depending upon the parameter p and the confidence 
coefficient <* . This procedure was repeated twelve times.
If the effects of p and * on the lengths obtained were inde­
pendent of the samples used, an analysis of variance for a 
two way classification would be an appropriate method for 
comparing the effects of p and a on the lengths. However, 
in this experiment, the effect of the sample is highly sig­
nificant. For this reason the lengths were treated as a 
three way classification, depending upon p, * , and the sample. 
The method of analysis of variance was used to test whether 
there was any significant difference in the average lengths 
of the intervals due to the parameter p. The tabulated out­
line for the analysis of variance on the lengths obtained is 
shown in Fig (2).
The resulting F ratio of 1.09, is well below the value 
of the corresponding F ratio at the 0.1 significance level.
On this basis one could not reject the hypothesis that the 
average lengths of the intervals obtained in this experiment 
are independent of the parameter p.
17






MEAN 1 9 38 .9 0 20
P 9 .0453 .00 50 1.09
PC 9 3 1 .5 7 2 7
SAMPLE 11 8 .8 4 5 1
ERROR 1170 5 .5 29 3 .0046
ANALYSIS OF VARIANCE (NOT CONDITIONED)
Figure 2
By imposing the restriction of conditioning the analysis 
of variance table in Fig (3 ) was obtained. It is noticed 
here that the F ratio of 1.25 is also well below the 0.1 
significance level. It can therefore be concluded that 
conditioning did not have any effect on the results of this 
experiment.
18







P 9 .0544 .0060 1 .2 5
oc 9 30.1893
SAMPLE 11 9.1301
ERROR 1170 5.6264 .0048
ANALYSIS OF VARIANCE (CONDITIONED) 
Figure 3
Since the hypothesis that there is no effect on the 
average lengths due to the parameter p could not be rejected, 
the question which now arises is, "Was the experiment de­
signed well enough in order to detect such an effect if it 
did exist?" In order to answer this question the power of 




d.f. 6.6$ 6.2$ 5.4$ V 3 $
.01 60 99.9 96.1 66.5 23.4
.01 oo 99.9+ 98.6 78.9 29.8
.05 60 99.9+ 99.2 87.5 47.3
.05 oo 99.9+ 99.7 91.9 53.4
POWER OF THE TEST 
Figure 4
When determining the power of a test, one must choose a 
particular situation which he is trying to detect. The 
power measured here is for the alternative where all the 
means of the average lengths are equal except for one.
The ratio of the difference between this mean and the others 
to the average of their means will be referred to as the 
percentage of the deviation. The power of the test detect­
ing a difference as large as six or seven per cent is seen 
to be quite high, whereas in the case of detecting a dif­
ference of only four to five per cent the power drops sharp­
ly. Due to the inadequacy of the tables available the above 
table was calculated for the case where there are only eight 
degrees of freedom in the treatment used. In the actual 
case there were nine degrees of freedom. If a table for
20
nine degrees of freedom were available, the powers obtained 
would be slightly larger than those in the above table since 
the power increases with the degrees of freedom. Likewise 
the degrees of freedom for the numerator, 1170, was not 
available. The two closest entries in the tables were 60 
and oo degrees of freedom.
21
V. CONCLUSIONS
On the basis of the results obtained in the previous 
section, there is no indication of any difference due to 
the effect of the parameter p in the average lengths obtained 
by using the function ^(p). It can therefore be concluded 
that if one wanted to obtain confidence intervals for the 
mean of a normal distribution with unknown variance in such 
a way so as to minimize the average lengths obtained, the 
method of using Student’s t will give just as good results 
as those obtained from any of the other distributions of 
the form of T { p). Since the method of using Student’s t 
possesses many other desirable properties, it would be pre­
ferable to use it, in preference to the other forms of 'f(p).
When the average lengths of the intervals for the 
various values of p were ranked, it was observed that the 
value for p«2 did give the shortest average length. However 
as indicated by the analysis of variance, there is a good 
probability that this is due to chance. It may be that the 
method of Student’s t will produce shorter average lengths 
than the others, but it was not detected by the test.
The probability that the test would detect differences 
of 7% or more was greater than .999. However if there was 
a difference which was as small as 5* or less there is a 
good chance that this test may have missed detecting this 
difference. If one were interested in detecting smaller 
differences the experiment would have to be redesigned to
22
give more power for these smaller differences• This may 
be done by increasing the number of sets of lengths. In 
order to detect a difference of 1 % with the same power that 
the present test had for 7% the number of sets would have 
to be increased from 12 to approximately 600. Unless one 
is extremely interested in minimizing the average lengths 
of the intervals obtained, it would probably not be worth 




Theorem: If X is distributed normally with mean u and
variance cr , then the function
' f  =
i - y U
r* - .pjfyo
[S. I x‘ -* 1J
is distributed symmetrically about T  
1. If y = x - u, then
= 0.
s\^  _ V
f c l i r
(2?J
2. Letting Y = (y-j , y2, . . . yn ) we have
f ( W  = - Y t3v)
3. Let R+ be a set of Y such that 
and R_ be a set such that
Y  (y) < - Y  (3i)
4. From Eq. (34) it follows that for all Y*R+ , that 
-YeR_, and vice versa*






p [ T ( y)> % ]  = pf ' r i y)  < - z ]  (38)
for all 'YJ .




The normally distributed random numbers used in this 
investigation were generated by a hit and miss method. A 
bivariate uniform random vector (X, Z), where -5<X<5 
0<Z<1 was generated using the random number generator of 
the 1620 Fortran subroutines. The z component was compared 
with the function of the X component
&The vectors for which z>z were ignored, while those for 
*
which z^z were retained. The X components of the retained 
vectors are then distributed as a truncated normal with zero 
mean and unit variance, the truncation occuring at five 
standard deviations. Approximately one-fourth of all the 
vectors generated will be retained.
Since the time involved in exponentiation is con­
siderably longer than that of the other operations, the 
program was written in a way to reduce the number of 
exponentiations to about one-fifth.
The actual program used was patched up, in places.
The following program is a version of the program used with 



























NORMAL RANDOM NUMBER GENERATOR N<0,1)



























GO TO <3,4*5*6*7),J 
A*X




GO TO 2 
D*X








The determination of average lengths of the intervals 
was divided into two parts, because of the limited size of 
the computer used. The first part calculates the critical 
points which determine the confidence intervals, and the 
second part computes the lengths and their averages.
As with the random number generator, the actual programs 
were patched up. The following two programs have had these 
places re-done.
28
c d e t e r m i n a t i o n  o f a v e r a g e  l e n g t h s  PART 1
DIMENSION X(10),XB(100),D(10),S(10)*A<100*10)
DO 28 N= 1 * 100
READ 101*(X(J)»J=l*10)
T = 0 • 0





DO 23 NP = 1 * 10 
P = NP 
P*1.0/P 
T = 0 • 0
DO 24 J=1*10 
24 T=T+D(J)**NP 
S(NP)=T**P
23 A (N *NP)=ABSF(XB(N)/S(NP))
28 PUNCH 101*(S(LL)*LL=1*10)
PUNCH 103*(XB(M),M = 1* 100)
DO 33 Ks1»10 
DO 33 L = 1 * 11 
FAX=A(L*K)
M = L+1
DO 33 N = L * 100 
IF(FAX-A(N * K ) ) 32,33*33
32 A(L*K)=A(N*K)
A (N *K) = FAX 
FAX=A(L*K)
33 CONTINUE










C DETERMINATION of a v e r a g e  l e n g t h s  PART 2
DIMENSION D<100)*A<10*10)*S(100*10)*XB(100)*JT(100)
READ 100*((A(J*K)*J=1*10)*K*1*10)»((S(J*K)»K*1,10)*J*1*100)• 
1<XB(K)* K= 1 * 100)
100 FORMAT(2X5E14*8)
DO 42 L-l* 10
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