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HIGHER SYMMETRIES OF POWERS OF THE LAPLACIAN AND RINGS OF
DIFFERENTIAL OPERATORS
T. LEVASSEUR AND J. T. STAFFORD
Abstract. We study the interplay between the minimal representations of the orthogonal Lie algebra
g = so(n+2,C) and the algebra of symmetries S (r) of powers of the Laplacian  on Cn. The connec-
tion is made through the construction of a highest weight representation of g via the ring of differential
operators D(X) on the singular scheme X = (Fr = 0) ⊂ Cn, for F =
∑n
j=1 X
2
i ∈ C[X1, . . . ,Xn].
In particular we prove that U(g)/Kr ∼= S (r) ∼= D(X) for a certain primitive ideal Kr. In-
terestingly, if (and only if) n is even with r ≥ n
2
then both S (r) and its natural module A =
C
[
∂
∂Xn
, . . . , ∂
∂Xn
]/
(r) have a finite dimensional factor. The same holds for the D(X)-module O(X).
We also study higher dimensional analogues Mr = {x ∈ A : r(x) = 0} of the module of harmonic
elements in A = C[X1, . . . , Xn] and of the space of “harmonic densities”. In both cases we obtain a
minimal g-representation that is closely related to the g-modules O(X) and A.
Essentially all these results have real analogues, with the Laplacian replaced by the d’Alembertian
p on the pseudo-Euclidean space Rp,q and g replaced by the real Lie algebra so(p + 1, q + 1).
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1. Introduction
In this paper we explain a close relationship between two extensively studied subjects: the construction
of “minimal representations” of the orthogonal Lie algebra so(p+1, q+1) and the “algebra of symmetries”
of powers of the Laplacian on the pseudo-Euclidean space Rp,q. The connection is made through the
construction of a highest weight representation of so(n + 2,C) via differential operators on a singular
subscheme of Cn. This approach, and its relation to Howe duality, goes back to [LSS, LS] (see also
[Jos4]).
Let R[X1, . . . , Xn] be a polynomial ring in n ≥ 3 variables over the real numbers, with ring of
differential operators (also known as the Weyl algebra) An(R) = R[Xj , ∂Xk ; 1 ≤ j, k ≤ n], where ∂Xk =
∂
∂Xk
. An important technique for the group-theoretical analysis of the differential equations associated
to a differential operator Θ ∈ An(R) is to determine the higher symmetries of Θ. Here, an operator
P ∈ An(R) is a (higher) symmetry of Θ provided ΘP = P ′Θ for some second operator P ′ ∈ An(R).
The operator P is a trivial symmetry when P ∈ An(R)Θ and factoring the space of symmetries by
the trivial ones gives the algebra of symmetries S (Θ) (see §8 for more details). These symmetries
are important to differential equations through exact integrability and separation of variables (see for
example [BG, BKM, Mil]) and have further applications in general relativity and the theory of higher
spin fields (see [Eas] and the references therein).
Finding these symmetries is, however, nontrivial and has been the focus of considerable research. In
this paper we are concerned with the case when Θ = rp is some power of the d’Alembertian p =∑p
j=1 ∂
2
Xj
−∑p+qj=p+1 ∂ 2Xj defined on the pseudo-Euclidean space Rp,q, where n = p + q, equipped with
the metric Fp =
∑p
j=1X
2
j −
∑n
j=p+1X
2
j . In this case the algebra of symmetries is known and, moreover,
forms a factor algebra of the enveloping algebra U(so(p + 1, q + 1)) of the real orthogonal Lie algebra
so(p + 1, q + 1); see, [Eas] for the first definitive study for r = 1 and then [EL, GS, BG, Mic] for more
general results proved using a variety of methods. Earlier results, albeit without full proofs, appear in
[ShS].
We give a more algebraic approach to this problem which also permits a much more detailed description
of the so(p + 1, q + 1)-module structure of the space of symmetries, which in turn has some interesting
consequences. In particular, in Theorem 9.8 and Corollary 9.10 we prove:
Theorem 1.1. (1) For an appropriate primitive ideal Kr there exists an isomorphism
U(so(p+ 1, q + 1))
Kr
∼−−→ S (rp),
where n = p + q. In particular, S (rp) is a finitely generated, prime noetherian ring of Goldie rank r
(see Remark 1.4).
(2) Consider A = R[∂X1 , . . . , ∂Xn ]/(rp) under its natural S (rp)-module structure. If n is even with
r ≥ n2 , then A has a unique proper factor S (rp)-module L, which is finite dimensional. Otherwise A is
an irreducible S (rp)-module.
Remark 1.2. Theorem 9.8 also give explicit sets of generators for the algebra S (rp). For the weights of
the corresponding highest weight so(n+ 2,C)-module AC = A⊗R C and its factor LC, see Theorems 1.5
and 4.13.
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The significance of the finite dimensional module L in this theorem (and of its annihilator, which will
be an ideal of finite codimension in S (rp)) needs further study.
Let us now describe our approach. First, results for the real algebras follow easily for the corresponding
results for complex algebras and so, for the rest of the introduction we concentrate on the latter case; thus
we work with the polynomial ring A = C[X1, . . . , Xn] and Weyl algebra An(C) = C[Xj , ∂Xk ; 1 ≤ j, k ≤ n]
and consider the complex algebra of symmetries S (∆r1) for the Laplacian ∆1 =
∑n
j=1 ∂
2
Xj
. Secondly,
let F be the Fourier transform of the Weyl algebra An = An(C) which interchanges the Xj and ∂Xj .
This maps the Laplacian ∆1 onto F =
∑n
j=1X
2
j . A quick examination of the definitions shows that F
gives an anti-isomorphism from S (∆r1) onto I
(
FrAn)/F
rAn, where I
(
FrAn) = {θ ∈ An : θFrAn ⊆ FrAn}
is the idealizer of FrAn. Moreover, it is standard that I
(
FrAn)/F
rAn ∼= D(Rr), the ring of differential
operators on the commutative ring Rr = A/F
rA (see Section 3).
Thus, we need to understand the ring D(Rr) and its canonical module Rr. A remarkable property
of the algebra R1 is that it carries a representation of the orthogonal Lie algebra g = so(n+ 2,C), and
the starting point of this paper is a result proved in [LSS, Theorem 4.6]: there exists a maximal ideal
J1, called the Joseph ideal, in the enveloping algebra U(g) such that D(R1) ∼= U(g)/J1. Via the Fourier
transform, this also gives an alternative proof of Eastwood’s result [Eas] on S (p).
Now suppose that r ≥ 1. The algebra Rr also carries a representation of g (see Section 4) and the
main aim of this paper is to use this to describe D(Rr):
Theorem 1.3 (see Theorems 7.6 and 8.6). There exist a primitive ideal Jr ⊂ U(g) and isomorphisms
U(g)/Jr ∼−−→ D(Rr) ∼−−→ S (∆r1).
Remark 1.4. (1) The primitive ideal Jr ⊂ U(g) from Theorem 1.3 is also the annihilator of the g-module
Rr. This representation of g is minimal in the sense that the associated variety of Jr is the closure of
the minimal non-zero nilpotent orbit Omin in g. At least for n > 3, the Joseph ideal J1 is the unique
completely prime ideal with this associated variety, which explains why it necessarily appears in this
theorem. In contrast, for r > 1 the ideal Jr is not completely prime; in fact U(g)/Jr has Goldie rank r,
in the sense that its simple artinian ring of fractions is an r × r matrix ring over a division ring.
(2) The ideal Kr of Theorem 1.1 is the intersection Kr = Jr ∩ U(so(p+ 1, q + 1)).
(3) Results like Theorems 1.1 and 1.3 are very sensitive to the precise operator ∆1 or p. For
example, if F is replaced by ϕ =
∑
X3j ∈ A = C[X1, X2, X3] then D
(
A/ϕA
)
is neither finitely generated
nor noetherian, and even has an infinite ascending chain of ideals [BGG]. By applying the Fourier
transform F , the same properties hold for the algebra of symmetries S (Θ), for Θ =∑3j=1 ∂3Xj ∈ A3.
The idea behind the proof of Theorem 1.3 is to relateD(Rr) to D(R1) and hence to reduce this theorem
to the known case U(g)/J1 ∼= D(R1). This is achieved by showing that the set of differential operators
D(Rr, R1) from Rr to R1 (which naturally relates D(Rr) to D(R1)) equals the module of g-finite vectors
L(Rr, R1) that connects U(g)/Jr to U(g)/J1. Showing that, in fact, D(Rr, R1) = L(Rr , R1) is the key
step in the proof of the theorem, since it reduces the problem to understanding algebras in the categoryO
of highest weight g-modules; see Sections 5 and 6 in particular. (We remark that, here and elsewhere, we
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use the Lie-theoretic notation from [Bou2, Bou3] and [Jan], although the relevant terms are also defined
in the body of the paper.)
Along the way we also obtain a detailed understanding of the g-module structure of Rr, and this forms
the next main result.
Theorem 1.5 (see Theorem 4.13). The g-module N(λ) = Rr is a highest weight module, with highest
weight λ = (n2 − r)̟1 where ̟1 is the first fundamental weight of g. Furthermore:
(i) if n is even with r < n2 , or if n is odd, then N(λ) = L(λ) is irreducible;
(ii) if n is even with r ≥ n2 , then N(λ) has an irreducible socle S isomorphic to L(µ), while the quotient
N(λ)/S = L(λ) is irreducible and finite dimensional. (The formula for µ is given in (4.14).)
One significant consequence of this proof is that
D(Rr) is a maximal order in its simple ring of fractions
(this concept is the natural noncommutative analogue of being integrally closed; see also Definition 5.6).
The space of harmonic polynomials H = {p ∈ A : ∆1(p) = 0}, and its real analogues, are fundamental
objects with many applications; see, for example, [HSS, KO] for applications to minimal representations
of the conformal group O(p+ 1, q+ 1) and [Bek1, Bek3] for applications in physics. Given that we have
been interested in symmetries of powers of the Laplacian, it is therefore natural to consider solutions
of the r-th power of the Laplacian ∆r1. In other words, we are interested in the space of “harmonics of
level r”, defined as
Mr =
{
f ∈ A : ∆r1(f) = 0
}
.
This is the topic of Section 10 where we show that Mr is a g-module, indeed an S (∆
r
1)-module, that
is closely related to the D(Rr)-module Rr through the isomorphism of Theorem 1.3:
Theorem 1.6 (see Corollary 10.12). (i) In the category O of g-modules, Mr is isomorphic to the dual
N(λ)∨ of N(λ) = Rr.
(ii) Consequently, if n is even with r < n2 or if n is odd, then Mr
∼= N(λ) ∼= L(λ) is simple.
(iii) If n is even with r ≥ n2 , then Mr has an irreducible finite dimensional socle E ∼= L(λ). The quotient
Mr/E ∼= L(µ) is an irreducible highest weight module.
Remark 1.7. As was true for Theorem 1.1, there are also analogues of this result for solutions of powers
of the d’Alembertian p and these are described in Corollary 10.13.
One should observe that the action of the Lie algebra g on Rr and Mr is not given by linear vector
fields. For instance, one needs differential operators Pj of order 2 for Rr and their Fourier transforms
F(Pj) for the action on Mr; see (3.7) and Theorem 9.8. This is similar to the action on the minimal
representation of so(p+ 1, q + 1) in its Schrödinger model, as described in [KM].
The g-module M1 of harmonic polynomials is also an incarnation of the scalar singleton module
introduced by Dirac through the ambient method ([Dir1, Dir2, EG, Bek3]). In this approach one studies
the Laplacian on Rn via a conformal compactification of Rn which appears as a projective quadric
Q = {Q = 0} ⊂ RPn+1 together with the action of the Laplacian from Rn+2 on densities of a particular
weight. Similar questions arise for densities on the “generalised light cone” {Qr = 0} and, by [EG] and
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[GJMS], the ambient method also works here; in this case for densities of weight −n2 + r. This produces
an so(p+1, q+1)-module, which in the case of the Minkowski space time corresponds to the higher-order
singleton as defined in [BG].
A more detailed review of this technique is given in the final Section 11, where we give an algebraic
version of the ambient construction and relate it to the g-modules Rr and Mr described above. Roughly
speaking, in our setting the generalised light cone {Qr = 0} is replaced by a factor B/QrB of a polynomial
ring B in (n + 2) variables, equipped with an appropriate Laplacian ∆ ∈ D(B), while the densities are
replaced by homogeneous polynomials in a finite extension S/QrS of B/QrB.
As such, the Laplacian ∆ acts on the space (S/QrS)(−n2 + r) of densities of weight −n2 + r and gives
the g-module of harmonic densities
Nλ =
{
f¯ ∈ (S/QrS)(−n2 + r) : ∆(f) = 0
}
(see Definition 11.7 and Proposition 11.9). Under this notation and using the ideas of the ambient
method, we are able to relate all the earlier constructions by proving:
Theorem 1.8 (see Corollary 11.13). There are g-module isomorphisms Nλ ∼=Mr ∼= N(λ)∨.
We remark that one consequence of this result is that the algebra of symmetries S (n−1) is isomorphic
to the “on-shell higher-spin algebra” of [Bek1, §3.1.3, Corollary 3]. See Remark 11.14 for the details.
2. Notation
Fix an integer n ≥ 3 and set N = n + 2. In this section we fix some notation about the complex
simple Lie algebra g = so(n+ 2,C). The rank of g will be denoted by rk g = ℓ = ℓ′ + 1; thus, g is of
type Bℓ (with ℓ =
n
2 +
1
2 ) when n is odd and of type Dℓ (with ℓ =
n
2 + 1) when n is even. Note that
g ∼= sl(4,C) when n = 4.
A convenient presentation of g is given by derivations on the polynomial algebra in N variables. Thus,
let U±1, . . . , U±ℓ be 2ℓ indeterminates over C. If n is odd we let U0 denote another indeterminate and set
U0 = 0 when n is even; thus in each case B = C[U±1, . . . , U±ℓ, U0] is a polynomial ring in N variables.
Write ∂Uj =
∂
∂Uj
with the convention that ∂U0 = 0 if n is even.
As in [GW, Corollaries 1.2.7 & 1.2.9] we identify g with the Lie subalgebra of elements in gl(N,C) =
EndCN which preserve the quadratic form:
Q =
ℓ∑
j=1
UjU−j +
1
2
U20 .
Define differential operators on B by
E = U0∂U0 +
ℓ∑
j=1
(Uj∂Uj + U−j∂U−j ), ∆ = ∂
2
U0 + 2
ℓ∑
j=1
∂Uj∂U−j (2.1)
and derivations of B by setting:
Eij = Ui∂Uj − U−j∂U−i for i, j = 0,±1, . . . ,±ℓ. (2.2)
Observe that E−i,−j = −Ej,i, while E−i,i = 0 and Eij(Q) = 0. The following result is classical.
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Proposition 2.3. (1) The C-vector space spanned by the derivations Eij is a subalgebra of the Lie
algebra (EndCB, [ , ]) isomorphic to the orthogonal Lie algebra so(n+ 2,C).
(2) The Lie subalgebra sp of
(
EndCB, [ , .]
)
spanned by ∆, Q and −(E+ N2 ) is isomorphic to sl(2,C).
Proof. Under the identification of gl(N,C) with the space of vector fields spanned by {Ui∂Uj}, part (1)
follows from [GW, §2.3.1, p. 70], while part (2) is in [How1, §6]. 
We can and therefore will identify g = so(n+2,C) with the Lie algebra spanned by the {Eij}. Notice
that each of the subalgebras sp and g is contained in the commutant of the other; this is an infinitesimal
version of the existence of the dual pair (O(n+ 2,C), Sp(2,C)), see [How1, §6] or [How2, §3].
The space h =
⊕ℓ
j=1 CEjj is a Cartan subalgebra of g and we set εj = E
∗
jj ∈ h∗. Let Φ denote the set
of roots of h in g and write gα for the space of root vectors of weight α ∈ h∗. The set Φ is then given by
{±(εa ± εb) : 1 ≤ a < b ≤ ℓ}
⊔
{±εb : 1 ≤ b ≤ ℓ} when n is odd
and {±(εa ± εb) : 1 ≤ a < b ≤ ℓ} when n is even. We choose positive roots by setting
Φ+ = {ε1 ± εb+1}1≤b≤ℓ′
⊔
{εa+1 ± εb+1}1≤a<b≤ℓ′
⊔
{ε1}
⊔
{εb+1}1≤b≤ℓ′ if n is odd
and Φ+ = {ε1 ± εb+1}1≤b≤ℓ′
⊔ {εa+1 ± εa+1}1≤a<b≤ℓ′ if n is even. For more details, see [GW, §2.3.1].
In general we will use [Bou2, Bou3] as our basic reference for Lie-theoretic concepts. In particular the
set Φ+ is taken from [Bou2, Planches II et IV] and we fix the same basis B = {α1, . . . , αℓ} as described
there. Set n+ =
⊕
α∈Φ+ g
α and b+ = h⊕n+, which is a Borel subalgebra of g. A more refined Chevalley
system in g is then given in the next proposition, see [Bou3, Chap. VIII, § 13] for further details.
Proposition 2.4. The following set {yα ∈ gα}α∈Φ of root vectors is a Chevalley system in g (recall that
[yα, y−α] = hα):
(a) yεa−εb = Eab, yεa+εb = Ea,−b, 1 ≤ a < b ≤ ℓ, while yεb =
√
2Eb,0, 1 ≤ b ≤ ℓ, if n is odd;
(b) y−(εa−εb) = Eba, y−(εa+εb) = E−b,a, 1 ≤ a < b ≤ ℓ, while y−εb =
√
2E0,b, 1 ≤ b ≤ ℓ, if n is odd;
(c) hεj±εk = Ejj ± Ekk, 1 ≤ j < k ≤ ℓ while hεj = 2Ejj, 1 ≤ j ≤ ℓ if n is odd.
In particular, g has a triangular decomposition g = n− ⊕ h⊕ n+ with
n+ =
⊕
1≤i<j≤ℓ
CEij ⊕
⊕
0≤i<j≤ℓ
CEi,−j , and n
− =
⊕
1≤i<j≤ℓ
CEji ⊕
⊕
0≤i<j≤ℓ
CE−j,i. 
The subspace k ⊂ DerC(A) generated by the derivations Eij with i, j ∈ {0,±2, . . . ,±ℓ} is a Lie
subalgebra of g isomorphic to so(n,C) and is of type Bℓ−1 = Bℓ′ (n odd) or Dℓ−1 = Dℓ′ (n even).
Furthermore, m = CE11 ⊕ k ⊂ g ∼= so(2,C)× so(n,C) and g decomposes as:
g = r− ⊕ p, for p = m⊕ r+ and k = [m,m],
where r− =
⊕
p6=±1 CEp1 ⊂ n− and r+ =
⊕
p6=±1CE1p ⊂ n+. Here p is a maximal parabolic subalgebra
of g with abelian nilradical r+ ∼= Cn and Levi subalgebram; for more details, see [LSS, §3]. In the notation
of [LSS, Table 3.1], p is the parabolic p1 (of types Bℓ, respectively Dℓ when n is odd, respectively even)
except that, when n = 4, p is the parabolic p2 of type A3.
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Let ̟1, . . . , ̟ℓ denote the fundamental weights of g and P =
⊕ℓ
j=1 Z̟j the lattice of weights. Set
N∗ = Nr {0} and P++ =
⊕ℓ
j=1 N
∗̟j ⊂ P+ =
⊕ℓ
j=1 N̟j . In order to quote results from [Jan], we will
often need to shift by ρ = 12
∑
α∈Φ+ α =
∑ℓ
j=1̟j and we define
P
++ = −ρ+ P++ = {µ ∈ P : 〈µ+ ρ , α∨〉 > 0, α ∈ B} = {µ ∈ P : 〈µ , α∨〉 ≥ 0, α ∈ B}
P
+ = −ρ+ P+ = {µ ∈ P : 〈µ+ ρ , α∨〉 ≥ 0, α ∈ B} = {µ ∈ P : 〈µ , α∨〉 ≥ −1, α ∈ B}.
The definition of a Verma module M(µ) and its unique simple quotient L(µ), for µ ∈ h∗, will be
relative to our given triangular decomposition g = n−⊕ h⊕ n+. Recall that L(µ) is a finite dimensional
simple module if and only if µ ∈ P++. Finally, we let O denote the category of highest weight modules
as defined, for example, in [Jan, 4.3].
3. Differential operators
We continue the discussion of the Lie algebra so(n+2,C) and its presentation as differential operators,
most especially those on the ring C[X1, . . . , Xn]/(F
r) from the introduction. It is worth emphasising that,
in contrast to the last section, here we start with a polynomial ring in n rather than n+2 variables. Both
approaches will be needed in the paper but the present approach is more subtle since so(n + 2,C) can
no longer be presented as an algebra of derivations on C[X1, . . . , Xn]; one needs to add certain second
order operators. Many of the results in this section come from [Lev, KM].
For the moment, let K be any field of characteristic 0 and writeD(R) for the ring ofK-linear differential
operators on a commutative K-algebra R, as defined, for example, in [EGA]. More generally, given R-
modules M and N , define D(M,N) = ⋃k≥0Dk(M,N), where D−1(M,N) = 0 and, for k ≥ 0,
Dk(M,N) =
{
θ ∈ HomC(M,N) : [x, θ] ∈ Dk−1(M,N) for all x ∈ R
}
. (3.1)
The elements of Dk(M,N) are called differential operators of order at most k. Set D(M) = D(M,M).
Fix an integer n ≥ 3 and set A = K[X1, . . . , Xn] for commuting indeterminates Xj . Recall that D(A)
identifies with the n-th Weyl algebra An(K) = K[X1, . . . , Xn, ∂X1 , . . . , ∂Xn ] where, as before, ∂Xi =
∂
∂Xi
.
Given a factor ring R = A/a, the idealiser of aD(A) is defined to be
ID(A)
(
aD(A)) = {P ∈ D(A) : PaD(A) ⊆ aD(A).} (3.2)
As noted in [SmS, Proposition 1.6], this provides the useful description of D(R):
D(R) ∼= ID(A)
(
aD(A))/aD(A). (3.3)
Let r be a positive integer and set
F =
n∑
i=1
X2i ∈ A, and R = Rr = A/FrA. (3.4)
Define the Laplacian ∆1 ∈ D(A), the Euler operator E1 ∈ D(A) and derivations Dij for 1 ≤ i, j ≤ n by
∆1 =
1
2
n∑
i=1
∂2Xi , E1 =
n∑
i=1
Xi∂Xi , Dij = −Dji = Xi∂Xj −Xj∂Xi . (3.5)
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(Note the minor differences between these operators and the Euler E and Laplacian ∆ from (2.1).) The
next lemma follows from straightforward calculations; see for example [Lev, Proposition 1.2.2].
Lemma 3.6. For 1 ≤ i, j, k, l ≤ n one has:
(i) [Dkl, Xi] = δilXk − δikXl while [Dij , F] = Dij(F) = 0;
(ii) [Dij , Dkl] = δjkDil + δjlDki + δikDlj + δilDjk. 
Let d ∈ K and define second order differential operators in D(A) by
Pj(d) = Xj∆1 − (E1 + d)∂Xj = Xj∆1 − ∂Xj (E1 + d− 1), for 1 ≤ j ≤ n. (3.7)
Direct computations (see, in particular, [Lev, Proposition 1.2.2 and Théorème 2.1.3] or [KM, Theo-
rem 2.4.1]) yield:
Proposition 3.8. (1) For 1 ≤ i, j, k ≤ n, the elements Pj(d) satisfy:
(a) [E1 + d, Pj(d)] = −Pj(d) and [Pj(d), ∂Xk ] = ∂Xj∂Xk − δj,k∆1;
(b) [Xi, Pj(d)] = Di,j + δi,j(E1 + d), and [Dk,l, Pj(d)] = δl,jPk(d)− δk,jPl(d);
(c) [Pi(d), Pj(d)] = 0.
(2) Assume that K is algebraically closed. The subspace g˜d of
(D(A), [ , ]) spanned by the elements Xi,
E1 + d, Dij and Pj(d) (for 1 ≤ i, j ≤ n) is isomorphic to the Lie algebra so(n+ 2,K).
(3) The subspace of g˜d spanned by the Dij is isomorphic to so(n,K). 
Notation 3.9. For the rest of the section assume (for simplicity) that K = C and fix r ∈ N∗ = Nr {0}.
Recall from Section 2 that the (abstract) Lie algebra so(n+2,C) is denoted by g. Let ψ˜ = ψ˜d : g→ g˜d ⊂
D(A) be an isomorphism defined by Proposition 3.8(2); an explicit map can be found in Corollary 4.4.
We now want to choose d ∈ C so that Pj(d)(FrA) ⊆ FrA, and hence so that Pj(d) ∈ ID(A)
(
FrD(A)).
Lemma 3.10. Let d ∈ C and 1 ≤ j ≤ n. Then for any k ≥ 1 and function u of class C2 on Rn or Cn
we have
Pj(d)(uF
k) = Pj(2k + d)(u)F
k + k
(
n− 2(k + d))XjuFk−1. (3.11)
Fix r ∈ N∗ and set d = d(r) = n2 − r. Then for any u ∈ A one has:
Pj(d)(uF
r) = Pj(2r + d)(u)F
r. (3.12)
Proof. We first show that, for k ≥ 0,
∆1(uF
k) = ∆1(u)F
k + 2kE1(u)F
k−1 + k(n+ 2(k − 1))uFk−1. (3.13)
To see this note that ∂Xj (uF
k) = ∂Xj (u)F
k + 2kXjuF
k−1 and hence that
∂2Xj (uF
k) = ∂2Xj (u)F
k + 2kXj∂Xj (u)F
k−1 + 2k
(
uFk−1 +Xj∂Xj (u)F
k−1 + 2(k − 1)X2j uFk−2
)
.
Equation (3.13) follows by summing over j and (3.11) then follows by an elementary computation. Taking
d = n2 − r and k = r in (3.11) immediately gives (3.12). 
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Corollary 3.14. Assume that r ∈ N∗ and set d = n2 − r. Set R = Rr = A/(Fr) and let g˜d the Lie
subalgebra of D(A) defined by Proposition 3.8. Then the elements of g˜d induce differential operators on
Rr. This therefore defines an algebra morphism ψr : U(g) −→ D(R).
Proof. Set B = ID(A)
(
FrD(A)) in the notation of (3.2). Combining Lemma 3.6 and Lemma 3.10 shows
that g˜d ⊂ B; equivalently, by (3.3), the elements of g˜d induce differential operators on Rr. Now apply
Proposition 3.8(2). 
Remark 3.15. Write Kerψr = Jr; thus U(g)/Jr ∼−−→ Im(ψr) ⊂ D(R). It is easily seen that ψr(ξ) 6= 0
for all ξ ∈ g. We therefore can, and frequently will, identify g with gr = ψr(g) ⊂ D(R). In this case the
morphism constructed in Corollary 3.14 will be denoted ψr : U(g)→ D(R).
4. The so(n+ 2,C)-module structure of A/(Fr)
We keep the notation of the last section, especially (3.4), Notation 3.9 and Remark 3.15. Set d = n2 −r,
where n ≥ 3 and r ≥ 1 and write Pj = Pj(d) in the notation of (3.7). Clearly R is a module over
g = so(n+ 2,C) via the morphism ψr and the aim of the section is to examine this module structure. In
particular we show that R is either a simple g-module or has a unique finite dimensional factor module;
the latter occurring if and only if n is even with d ≤ 0. This proves Theorem 1.6 from the introduction.
We first show that the g-module R is a highest weight module for our choice of Cartan and Borel
subalgebras of g. The action of an element u ∈ U(g) on f ∈ R will be denoted by u.f = ψr(u)(f). For
the rest of this section we will identify g with gr ⊂ D(R) through ψr, or, equivalently, g with g˜d ⊂ D(A)
through ψ˜d. We begin by making this identification more precise (see Lemma 4.3 and Corollary 4.4).
Let i =
√−1 ∈ C and define elements of g˜d by
I(d) = E1 + d, h1 = −I(d), and hj+1 = iDj,j+ℓ′ , 1 ≤ j ≤ ℓ′.
Thus
⊕ℓ
j=1Chj ≡ h is a Cartan subalgebra of g˜d ≡ g.
Next, observe that the approaches of the last two sections are related by the changes of variables
Ua+1 = Xa − iXa+ℓ′, U−(a+1) = Xa + iXa+ℓ′ , for 1 ≤ a ≤ ℓ′; and U0 =
√
2Xn when n is odd. (4.1)
In this notation, F =
∑ℓ
j=2 UjU−j +
1
2U
2
0 , and ∆1 = 2
∑ℓ
j=2 ∂Uj∂U−j + ∂
2
U0
while E1 = U0∂U0 +∑ℓ
±k=2 Uk∂Uk . As r
− =
⊕n
j=1 CXj we can and will identify A = C[X1, . . . , Xn] with S(r
−), or equiva-
lently with the algebra of polynomial functions on r+.
We will also need to define a Chevalley system inside g˜d. Set:
Va+1 =
1
2
(Pa − iPa+ℓ′), V−(a+1) =
1
2
(Pa + iPa+ℓ′), for 1 ≤ a ≤ ℓ′; and V0 = 1√
2
Pn when n is odd.
Observe that ⊕jCPj = ⊕jCVj and it is easy to check that
Vj =
1
2
Uj∆1 − I(d)∂U−j , for j ∈ {0,±2, . . . ,±ℓ}. (4.2)
The next result follows from straightforward computations.
Lemma 4.3. The following set {xα}α∈Φ of root vectors is a Chevalley system in g˜d or gr (recall that
[xα, x−α] = hα):
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(i) xεa+1±εb+1 = Ua+1∂U∓(b+1) − U±(b+1)∂U−(a+1) , 1 ≤ a < b ≤ ℓ′;
(ii) x−(εa+1±εb+1) = U∓(b+1)∂Ua+1 − U−(a+1)∂U±(b+1) , 1 ≤ a < b ≤ ℓ′;
(iii) xε1±εa+1 = V±(a+1), 1 ≤ a ≤ ℓ′, while xε1 =
√
2V0 if n is odd;
(iv) x−(ε1±εa+1) = U∓(a+1), 1 ≤ a ≤ ℓ′, while x−ε1 =
√
2U0 if n is odd;
(v) xεb+1 =
√
2
(
Ub+1∂U0 − U0∂U−(b+1)
)
, x−εb+1 =
√
2
(
U0∂Ub+1 − U−(b+1)∂U0
)
, 1 ≤ b ≤ ℓ′, if n is odd;
(vi) Then hεj±εk = hj ± hk, 1 ≤ j < k ≤ ℓ, while hεj = 2hj, 1 ≤ j ≤ ℓ if n is odd.
In particular, one can identify r+ with ⊕jCPj = ⊕jCVj . 
Corollary 4.4. Retain the notation of Proposition 2.4 and Lemma 4.3. The map ψ˜d from g ⊂ D(B)
onto g˜d ⊂ D(A), given by ψ˜d(yα) = xα for α ∈ Φ, is an isomorphism of Lie algebras. 
Remark 4.5. Recall that a Chevalley system in a semi-simple Lie algebra defines a Chevalley anti-
involution [Jan, 2.1]. Let ϑ, respectively ϑd, be the anti-involution of g, respectively g˜d defined by {yα}α,
respectively {xα}α. Then, by definition, the isomorphism ψ˜d satisfies ψ˜d ◦ ϑ = ϑd ◦ ψ˜d.
Let G = SO(n + 2,C) ⊃ M be connected algebraic groups such that Lie(G) = g ⊃ Lie(M) = m,
with G acting on g through the adjoint action. The (reduced) quadratic cone Z = {F = 0} ⊂ Cn can
be identified with the closure of the M -orbit of a highest weight vector xα˜ ∈ r+ ≡ Cn and this then
identifies R1 = A/FA with the algebra of regular functions on Z. Recall that the orbit Omin = G.xα˜ is
the nonzero nilpotent orbit of minimal dimension and that 12 dimOmin = dimM.xα˜ = n− 1.
Recall that the Verma module M(µ) with highest weight µ ∈ h∗ has a unique simple quotient L(µ)
and set I(µ) = annU(g) L(µ). The associated variety, V(J) ⊂ g, of J = I(µ) is the closure of a nilpotent
orbit, cf. [Jos3]. Let W be the associated Weyl group of Φ and denote by w · λ = w(λ+ ρ)− ρ the “dot”
action of w ∈ W on λ ∈ h∗, cf. [Jan, 2.3].
The starting point for this paper is the following result from [LSS], see also [Lev], which gives a
construction of the Joseph ideal. (See [Jos4] for another proof of this theorem.)
Theorem 4.6. The ideal J1 = Kerψ1 is a completely prime maximal ideal such that V(J1) = Omin.
Moreover, U(g)/J1 ∼= D(R1).
Recall [Jos1] that if s is a complex simple Lie algebra not of type Aℓ, there exits a unique completely
prime ideal J ⊂ U(s) such that V(J) = Omin. The primitive ideal J is called the Joseph ideal. Thus,
when n 6= 4, the ideal J1 is the Joseph ideal. When n = 4, i.e. g is of type D3 = A3, by a slight abuse of
notation, we will still call J1 the Joseph ideal.
Remark 4.7. The ideal K1 from Theorem 1.1 is the intersection of J1 with U(so(p+1, q+1)). Eastwood
also notes this fact, but his argument relies on an explicit set of generators for the Joseph ideal (see
[ESS, Str]). In contrast, in Theorem 4.6 this is almost automatic; it follows almost immediately from
the fact that R1 has Krull dimension (n− 1); see for example [LSS, Proposition 3.5].
In the general case, r ≥ 1, we begin with an easy lemma.
Lemma 4.8. The g-module R = Rr is a highest weight module with highest weight λ = −d̟1 = −dε1.
Remark 4.9. We typically write R = N(λ) when thinking of R as a g-module.
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Proof. Since R ⊂ Im(ψr) ⊂ D(R), one has R = U(g).1. By construction, Ds,t.1 = Pj .1 = 0 and so the
choice of Chevalley system in Lemma 4.3 implies that n+.1 = 0. Moreover, hj .1 = 0 for 2 ≤ j ≤ ℓ whereas
h1.1 = −I(d).1 = −d.1 = −dε1(h1).1. The choice of B ⊂ Φ+ yields ̟1 = ε1, see [Bou2, Planche II,
pp. 252-253, and Planche IV, pp. 256-257]. Hence R is a highest weight module with highest weight
λ = −d̟1. 
We need to analyze the structure of the g-module N(λ) in more detail for which we need some notation.
Grade A =
⊕
m≥0A(m) by total polynomial degree (denoted by deg). Let H = {p ∈ A : ∆1(p) = 0}
be the space of harmonic polynomials. It is graded and we set H(m) = A(m) ∩H . The algebraic group
K = SO(Cn, F) ∼= SO(n,C) acts naturally on A, through the identification of A with the ring of regular
functions of the standard representation Cn ofK. The differential of this K-action is given by the natural
representation of
k ∼=
⊕
1≤s<t≤n
CDs,t ∼= so(n,C) = so(2ℓ′,C).
It is clear that that CFk is the trivial k-module for all k and that each H(m) is a k-module. Notice that
h′ =
⊕ℓ
j=2Chj is a Cartan subalgebra of k and set n
′ =
⊕
1≤a<b≤ℓ′ g
εa+1±εb+1 ⊂ k. Then, b′ = h′ ⊕ n′ is
a Borel subalgebra of k. The following result is classical; see, for example, [GW, §5.2.3].
Theorem 4.10. Each space H(k) is an irreducible k-module, of highest weight k̟1 (in Bourbaki’s
notation for type Bn−1
2
or Dn
2
). The k-module A(m) decomposes as the direct sum of irreducible modules:
A(m) =
[m/2]∑
k=0
H(m− 2k)Fk ∼=
[m/2]⊕
k=0
H(m− 2k)⊗ CFk.
Let B be the polar form of F and ξ ∈ Cn be a non zero isotropic vector with respect to F. If ξk ∈ A(k) is
the function given by v 7→ B(v, ξ)k, then H(k) = U(k).ξk. 
If (v1, . . . , vn) is the canonical basis of C
n, the vector ξ = v1 − i vℓ is isotropic and the associated
polynomial function ξk is simply Uk2 = (X1 − iXℓ)k. As observed in Lemma 4.3, ξ considered as an
element of g has weight −ε1 + ε2 under the adjoint action of g. It follows from the choice of the Borel
subalgebra b′ = h′ ⊕ n′ of k that ξk ∈ H(k) is a highest weight vector. We will choose this generator
for the simple finite dimensional k-module H(k) ∼= L(k̟′1) (where ̟′1 = ε2|h′ is the first fundamental
weight for k). Observe the following consequence of Theorem 4.10.
Corollary 4.11. Let 0 ≤ v ≤ t and p = ∑tj=v pjFj ∈ A(m), where pj ∈ H(m − 2j) for each j. Then,
for each k ∈ {v, . . . , t}, there exists u ∈ U(k) such that pkFk = u.p.
Proof. Since
⊕t
j=v H(m − 2j)Fj is a multiplicity free, semi-simple U(k)-module, the claim follows from
the Jacobson’s Density Theorem, see [Bou1, § 4, no 2, Corollaire 2]. 
Let 0 6= p ∈ A(m). By Theorem 4.10 we may uniquely write p = ∑tk=v pkFk with pk ∈ H(m − 2k),
v ≤ t and pt 6= 0 6= pv. The integer v = v(p) will be called the harmonic valuation of p. Let Pj(d′) be as
in (3.11) (with d′ ∈ C arbitrary). For a ∈ H(m−2k) one has Pj(d′)(a) = −(k+d′)∂Xj (a) ∈ H(m−2k−1)
(with the convention that H(j) = 0 when j < 0). Also, ∆1(Xja) = [∆1, Xj](a) + Xj∆1(a) = ∂Xj (a).
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Therefore, by Lemma 3.10 with d = n2 − r, we obtain:
Pj(d)(aF
k) = Pj(2k + d)(a)F
k + k(n− 2k − 2d)XjaFk−1
with Pj(2k + d)(a) ∈ H(m− 2k − 1) and ∆1(Xja) = ∂Xj (a). In particular, this gives:
Lemma 4.12. (1) If ∂Xj (a) = 0, for a ∈ A, then Pj(d)(aFk) = Pj(2k+d)(a)Fk+k(n−2k−2d)XjaFk−1.
If in addition a ∈ H(m− 2k), then Pj(2k + d)(a) ∈ H(m− 2k − 1) and Xja ∈ H(m− 2k + 1).
(2) If a = ξm−2k with ξ = v1 − ivℓ, and j 6= 1, ℓ, then the condition ∂Xj (a) = 0 is satisfied. 
The structure of the g-module N(λ) = Rr is given by the next result. Recall that λ = −d̟1.
Theorem 4.13. (1) Assume that either n is even with r < n2 or n is odd. Then, Rr = N(λ)
∼= L(λ) is
a simple g-module.
(2) Assume that n is even with r ≥ n2 ; thus d = n2 − r ≤ 0. Then, as a g-module, Rr = N(λ) has a
simple socle Zr ∼= L(µ), where
µ = λ+ (d− 1)α1 =
(d− 2)̟1 + (1− d)̟2 when ℓ ≥ 4,(d− 2)̟1 + (1− d)(̟2 +̟3) when ℓ = 3. (4.14)
The quotient N(λ)/Zr ∼= L(λ) is an irreducible finite dimensional g-module, isomorphic to the module of
harmonic polynomials of degree (−d) in n+2 variables. Also, Zr is the ideal of Rr generated by H(1−d).
Proof. Let 0 6= M ⊆ N(λ) be a g-submodule. Since Rr ⊂ Im(ψr), the module M is also an ideal
of Rr. Therefore M = M/(F
r), for some g˜d-stable ideal M of A. In particular, by Proposition 3.8,
(E1 + d)(M) ⊆M , whence E1(M) ⊆M , and so M =
⊕
mM ∩A(m) is homogeneous.
Let p ∈ M ∩ A(m), with p /∈ (Fr), and write p = ∑tk=v pkFk for pk ∈ H(m − 2k) with pv 6= 0 6= pt.
Note that t < r. We want to simplify our choice of p. Recall that g ⊃ k ∼= so(n,C). Thus, by
Corollary 4.11, pkF
k ∈ M ∩ H(m − 2k)Fk for all k and so, as H(m − 2k)Fk is an irreducible k-module,
H(m − 2k)Fk ⊂ M for all k such that pk 6= 0. In particular, H(m − 2v)Fv ⊂ M and we can replace p
by pvF
v. There exists u ∈ U(k) such that u.pv = ξm−2v = (X1 − iXℓ)m−2v. From Ds,t.Fk = 0 we then
deduce u.p = (u.pv)F
v ∈M and, replacing p by u.p, we may therefore assume that pv = ξm−2v. Finally,
we assume that the harmonic valuation v = v(p) is as small as possible among such choices of p.
Now apply the operator Pℓ+1 = Pℓ+1(d) to p; from Lemma 4.12 and ∂Xℓ+1(pv) = 0 we obtain
Pℓ+1.p = (Pℓ+1(2v + d).pv)F
v + v(n− 2v − 2d)Xℓ+1pvFv−1 (4.15)
where Pℓ+1(2v + d).pv ∈ H(m − 2v − 1) and Xℓ+1pv ∈ H(m − 2v + 1). Since Pℓ+1.p ∈ M r (Fr) and
Xℓ+1pv 6= 0, the minimality of v, combined with (4.15), forces v(n− 2v− 2d) = 0. In other words, either
v = 0 or n − 2v − 2d = 0. The latter is equivalent to v = r, which is excluded. Thus we have proved
that M contains a non zero element p = p0 ∈ H(m). In particular, H(m)A ⊆M .
Now pick 0 6= p = ξm ∈M ∩H(m) with m minimal. As p is homogeneous, if m = 0 then 1 ∈M and
M = N(λ). Otherwise m ≥ 1. In this case, applying P1 = X1∆1 − (E1 + d)∂X1 gives
P1.ξ
m = −m(E1 + d)(ξm−1) = −m(m− 1 + d)ξm−1 ∈ M ∩H(m− 1).
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The minimality of m then implies that m(m− 1 + d) = 0, whence m− 1 + d = 0. Thus, we have shown
that M = N(λ) unless d satisfies d = −m+ 1 for some m ≥ 1. In the latter case 0 ≥ d = n2 − r. Since
r,m ∈ N, this is equivalent to r being even with r ≥ n2 . This proves (1).
It remains to prove (2), where r = n2 +m − 1 for m = 1 − d ≥ 1. Note that, in this case, we have
shown that every non-zero g-submodule M of Rr = N(λ) contains the image S of the ideal J = H(m)A.
Since λ = −d̟1 = (m − 1)̟1 ∈ P++ is a dominant integral weight, L(λ) is finite dimensional.
Moreover, it is isomorphic to the g-module of harmonic polynomials of degree m − 1 in n+ 2 variables
(apply Theorem 4.10 to so(n+ 2,C)).
Since Ds,t(H(m)) ⊆ H(m) and J is homogeneous, certainly Θ.J ⊆ J for Θ = Ds,t, Xj and (E1 + d).
Thus, in order to show that J is a g-module, it remains to prove that Pj .J ⊆ J or, equivalently, that
Pj .X
αf ∈ J for any f ∈ H(m) and monomial Xα = Xα11 · · ·Xαnn . We argue by induction on |α| =
∑
i αi.
If |α| = 0, we have
Pj .f = −(m− 1 + d)∂Xj (f) = 0 (4.16)
by the choice of m. If |α| ≥ 1 write Xα = XkXβ, for |β| = |α| − 1. Then
Pj .X
αf = [Pj , Xk].X
βf +XkPj .X
βf.
By induction, Pj .X
βf ∈ J, while [Pj , Xk] = Dj,k−δj,k(E1+d) from Proposition 3.8(b), which implies that
[Pj , Xk].X
βf ∈ J. Hence Pj .Xαf ∈ J and J is indeed a g-module. Since H(m) 6= A and H(m) 6⊆ (Fr),
the image S of J in Rr is a nontrivial g-submodule of Rr = N(λ). However, we have already noted that
S is contained in every non-zero g-submodule M ⊆ N(λ); in other words S = Soc(N(λ)) = Zr.
Recall that H(m) contains all the functions ζm associated to the isotropic vectors ζ ∈ Cn. Since
Cn has a basis (ζj)j of such vectors, the ideal
∑n
j=1 ζ
mA has finite codimension in A. Therefore,
dimRr/Zr ≤ dimA/H(m)A < ∞. Thus, on the one hand, N(λ)/Zr is finite dimensional and hence
completely reducible, but on the other hand, as it is a factor of the Verma module M(λ), it has a unique
simple quotient. This forces N(λ)/Zr ∼= L(λ).
Finally, we need to compute the highest weight of Zr. Recall that the k-module H(m) is generated
by the function ξm associated to the isotropic vector ξ = v1 − ivℓ ∈ Cn. We have shown in (4.16) that
Pj .ξ
m = 0 for all j and hence r+.ξm = 0. Since ξm = Um2 , Lemma 4.3 shows that xεa+1±εb+1 .ξ
m = 0 for
1 ≤ a < b ≤ ℓ′. Hence, n′.ξm = 0 (recall that n is even) and so that n+.ξm = 0. Moreover, from our
choice of hj = iDj,j+ℓ′ one obtains
h1.ξ
m = −ξm, h2.ξm = mξm and hj .ξm = 0 for j ≥ 3.
Thus ξm ∈ Zr is a highest weight vector, with weight µ = −ε1 +mε2. Hence Zr ∼= L(µ). The fact that
µ equals λ−mα1 and satisfies (4.14) are easy exercises using [Bou2, Planche IV]. 
Recall that sα1 ∈ W is the transposition (1, 2). In the notation of Theorem 4.13, an easy calculation
shows that µ = λ+ (d− 1)α1 = sα1 · λ. We can therefore unify the cases in that result by defining
ω =
sα1 · λ = λ− (r −
n
2 + 1)α1 if n is even with r ≥ n2
λ otherwise.
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Write GKdimM = GKdimU M for the Gelfand-Kirillov dimension of a module M over an algebra
U , whenever it is defined, see [MR, §8.1.11] for more details.
Corollary 4.17. (1) The ideal Jr is equal to I(ω) = annU(g) L(ω).
(2) The associated variety of Jr is V(Jr) = Omin.
Proof. (1) By Theorem 4.13, Zr = SocN(λ) ∼= L(ω) while N(λ)/Zr is finite dimensional (possibly zero).
Thus, by [Jan, Lemma 8.14], annU(g) Zr = annU(g)N(λ); equivalently Jr = I(λ) = I(ω).
(2) SinceGKdimL(ω) = GKdimRr = n−1, [Jan, Satz 10.9] implies thatGKdimU(g)/J(ω) = 2(n−1).
Thus V(Jr) = O for a nilpotent orbit O with dimO = 2(n− 1). This forces O = Omin. 
The ideal Jr contains the kernel of the character χλ in the centre of U(g). Since λ = −d̟1 ∈ Q̟1,
there exists a unique weight ν such that ν ∈W (λ+ρ), and 〈ν , α∨〉 ≥ 0 for all simple roots α; equivalently
ν is in the dominant chamber C for the given choice of positive roots Φ+. Moreover, χλ = χν−ρ, since
w · λ = ν − ρ. For these and related Lie-theoretic facts, see [Bou2, Bou3], especially [Bou2, Chap. V.3.3,
VI.1.10] and [Bou3, Chap. VIII.8.5].
Proposition 4.18. Let λ = −d̟1, so that λ+ ρ = (1 − d)̟1 +̟2 + · · ·+̟ℓ.
(1) If d ≤ 1, then the weight ν in the dominant chamber is given by ν = λ+ ρ ∈ C.
(2) Assume that n is odd (g of type Bℓ) and d > 1 (i.e. 1 ≤ r ≤ ℓ− 2 = n−32 ). Then
ν = ̟1 +̟2 + · · ·+̟ℓ−r−2 + 1
2
̟ℓ−r−1 +
1
2
̟ℓ−r +̟ℓ−r+1 + · · ·+̟ℓ ∈ C ∩W (λ+ ρ).
(3) Assume that n is even (g of type Dℓ) and d > 1 (i.e. 1 ≤ r ≤ ℓ − 3 = n−42 ). Then
ν = ̟1 +̟2 + · · ·+̟ℓ−r−2 +̟ℓ−r +̟ℓ−r+1 + · · ·+̟ℓ ∈ C ∩W (λ+ ρ).
Proof. (1) This is obvious.
(2) Observe that 1 − d < 0 ⇐⇒ r < n2 − 1 ⇐⇒ r ≤ ℓ − 2 = n−32 . Let w−1 be the cycle
(ℓ− r, ℓ− r − 1, . . . , 2, 1) ∈W . Then, ν = w−1(λ+ ρ) has the desired form.
(3) Here, 1− d < 0 ⇐⇒ r < ℓ− 2. If w−1 is the cycle (ℓ− r− 1, ℓ− r− 2, , . . . , 2, 1) ∈W , the weight
ν = w−1(λ+ ρ) has the desired form. 
Corollary 4.19. (i) If n is even with r ≥ n2 then Jr is not maximal. The unique primitive ideal
containing Jr is the finite codimensional (maximal) ideal I((r − n2 )̟1).
(ii) In all other cases, Jr is maximal.
Proof. Since V(Jr) = Omin, any proper factor of U(g)/Jr must be finite dimensional and that factor
then has to be unique. On the other hand, if U(g)/Jr is a simple ring, then it cannot have a nonzero,
finite dimensional module. Thus part (i) already follows from Theorem 4.13.
Conversely, suppose that Jr = I(λ) is not maximal; thus it has a finite dimensional quotient. This
implies that there exists ν ∈ P++ ⊂ C such that ν ∈ W (λ + ρ) (see [Bou3, Chap. VIII.7.2, Corollaire 1
and VIII.8.5, Corollaire 1]). Proposition 4.18 gives the unique weight ν in W (λ+ ρ)∩ C. By inspection,
ν ∈ P++ if and only if 1− d ∈ N∗. As usual this forces n to be even and r − n2 ≥ 0. 
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5. Rings in category O
In this section we study rings R on which a reductive Lie algebra g acts as differential operators,
abstracting the situation from the introduction. Although we need a considerable number of hypotheses,
they do hold occur frequently and the consequences are surprisingly strong. In particular, they force a
factor ring of U(g) to be a ring of g-finite vectors (see Theorem 5.7 and Definition 5.3).
We are concerned with the situation described in the following hypotheses, for which we need a
definition. A module M over a ring U of finite Gelfand-Kirillov dimension is called quasi-simple if its
socle Soc(M) is simple, with GKdimU (M/ Soc(M)) < GKdimU M .
Hypotheses 5.1. Let g be a finite dimensional, complex reductive Lie algebra with triangular decom-
position g = n− ⊕ h ⊕ n+ and assume that R is a commutative, finitely generated C-algebra that is a
g-module via a morphism χ : U(g) → D(R). Set I = Ker(χ) and identify U = U(g)/I with its image
χ(U(g)) in D(R). Assume moreover that:
(1) under the above action, R is a quasi-simple, highest weight g-module;
(2) R is generated by χ(r) for some Lie subalgebra r ⊆ n−;
(3) if N = SocU(g)(R), then EndR(N) = R.
Although these hypotheses are clearly strong, they do occur for the rings relevant to this paper (see
Lemma 5.2 for (3)). It is important however, that we do not require that g act by derivations and so, in
that sense at least, our definition is weaker than Joseph’s concept of O-rings from [Jos5].
We remark that, by (2), the g-socle N of R is also an R-module and so (3) makes sense. Moreover,
R has finite length as a U(g)-module. A routine argument (see, for example, [Jan, Lemma 8.14]) shows
that I = annU(g)(R) = annU(g)(N). Hence U is primitive.
First we clarify when Hypothesis 5.1(3) holds.
Lemma 5.2. Let C be a finitely generated commutative C-algebra and f ∈ C. Suppose that C is a Cohen-
Macaulay domain and set R = C/(f). Let M be an ideal of R such that GKdim(R/M) ≤ GKdim(R)−2.
Then Hypothesis 5.1(3) holds for M in the sense that EndR(M) = R.
Proof. The hypothesis on C implies that R is Cohen-Macaulay and that the grade of the R-module
R/M is at least 2, see [Mat, (16.A), (16.B)]; that is, HomR(R/M,R) = Ext
1
R(R/M,R) = 0. Applying
HomR(−, R) to the short exact sequence 0 −→ M −→ R −→ R/M −→ 0 then gives R = EndR(R) =
HomR(M,R). It follows that HomR(M,R) = EndR(M) and so EndR(M) = R. 
Definition 5.3. Let R, g satisfy Hypotheses 5.1 and let M,N be (left) g-modules. Define the adjoint
action of x ∈ g on θ ∈ HomC(M,N) by ad(x)(θ) = xθ − θx. Set
A(M,N) = {θ ∈ HomC(M,N) : r acts ad-nilpotently on θ}.
Analogously to the order filtration for D(R) in (3.1), we filter the spaces A(M,N) by A(M,N) =⋃
k≥0Ak(M,N), where A−1(M,N) = 0 and, for k ≥ 0,
Ak(M,N) =
{
θ ∈ HomC(M,N) : [x, θ] = xθ − θx ∈ Ak−1(M,N) for all x ∈ r
}
. (5.4)
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Recall, for example from [Jan, §6.8], that one also has the set of g-finite elements L(M,N) ⊆
HomC(M,N), on which g acts locally finitely under the adjoint action. If M = N , then [Jan, §6.8(5)]
implies that L(M,M) contains U(g)/ ann(M) as a subalgebra.
Proposition 5.5. Assume that (R, g) satisfies Hypotheses 5.1 and let M,N be non-zero left g-modules.
(i) Under the natural R-module action induced from (5.1)(2), each Ak(M,N) is an R-bimodule.
(ii) D(M,N) = A(M,N) ⊇ L(M,N). Indeed Dk(M,N) = Ak(M,N) for all k ≥ 0.
(iii) Assume thatM ⊆ R with GKdim(R/M) < GKdim(R) and EndR(M) = R. Then L(M,M) = U .
Proof. (i) By induction, assume that Ak−1(M,N) is an R-bimodule. Let θ ∈ Ak(M,N), y ∈ R and
x ∈ r. Then, by induction, and the fact that R is commutative,
[x, θy] = xθy − θxy = (xθ − θx)y ∈ Ak−1(M,N)R = Ak−1(M,N).
Thus, θy ∈ Ak(M,N) and, by symmetry, the result follows.
(ii) As n− acts ad-nilpotently on any finite dimensional g-module and hence on L(M,N), Hypothe-
ses 5.1(2) implies that A(M,N) ⊇ L(M,N). Since the inclusion Ak(M,N) ⊇ Dk(M,N) is obvious, we
are reduced to proving that Ak(M,N) ⊆ Dk(M,N) for each k. By induction and for some m, assume
that the result holds for all k < m and fix θ ∈ Am(M,N).
Filter R =
⋃
ΛpR, by taking Λ0 = C and ΛpR = χ(r)
p + Λp−1R for p > 0. For some q, assume that
[θ, z] ∈ Dm−1(M,N) for all z ∈ ΛsR and s < q. (The case s = 1 holds automatically by the definition
of A(M,N), so the induction does start.) Let y ∈ ΛqR and suppose that y = x1x2 for x1 ∈ χ(r) and
x2 ∈ Λq−1R. Then, by part (i) and the induction on q,
θy − yθ = θx1x2 − x1x2θ = θx1x2 − x1θx2 + x1θx2 − x1x2θ
= (θx1 − x1θ)x2 + x1(θx2 − x2θ)
∈ Am−1(M,N)x2 + x1Am−1(M,N) ⊆ Am−1(M,N).
Hence [θ, y] ∈ Am−1(M,N). By linearity and our inductive hypotheses, [θ, z] ∈ Am−1(M,N) =
Dm−1(M,N) for all z ∈ R. Hence Am(M,N) ⊆ Dm(M,N).
(iii) Since R is a quasi-simple U(g)-module, [Jan, Lemma 8.14] implies that annU(g)(M) = annU(g)(R)
and so U →֒ L(M,M) by [Jan, §6.8(5)]. By definition, M = L(M,M) is a locally finite g-module under
the adjoint action and hence is semi-simple. Thus, we may write M = U ⊕ P for some complementary
(ad g)-module P . Assume that P 6= 0.
Pick p ∈ P r {0} with p ∈ Ak(M,M) for k as small as possible. Then, for x ∈ r, we have both
[x, p] ∈ Ak−1(M,M) by the definition of the order filtration (5.4), and [x, p] ∈ P as P is an (ad r)-
module. Thus by the choice of k we have [x, p] = 0 for all x ∈ r. Therefore, by hypothesis and Part (ii),
p ∈ A0(M,M) = D0(M) = EndR(M) = R.
However, by Hypothesis 5.1(2), R ⊆ U as subrings of D(R). Hence p ∈ U , giving the required contra-
diction. 
HIGHER SYMMETRIES AND DIFFERENTIAL OPERATORS 17
Definition 5.6. If A,B are prime Goldie rings with the same simple artinian ring of fractions Q, then A
and B are equivalent orders if a1Ba2 ⊆ A and b1Ab2 ⊆ B for some regular elements ai ∈ A and bj ∈ B.
The ring A is called a maximal order if it is not equivalent to any B ) A.
The property of being a maximal order is the appropriate noncommutative analogue of being an
integrally closed commutative ring and has a number of useful consequences; see for example [JS] or
[MaR].
Theorem 5.7. Let R and g satisfy Hypotheses 5.1. Then
L(R,R) = L(N,N) = U.
In particular, L(R,R) is a maximal order.
Remark 5.8. In the sense of, say, [Jos2] this solves the Kostant problem for the ring U .
Proof. Both M = R and M = N satisfy the hypotheses of Proposition 5.5 and so the displayed equation
follows. The final assertion then follows from [JS, Theorem 2.9]. 
Here is a simple example that illustrates the restrictions of Hypothesis 5.1(3), even if one assumes
that R/N(R) has pleasant properties.
Example. Take A = C[x, y, xz, yz, z2, z3] ⊂ C[x, y, z] = C; thus C = A + Cz. Set I = A ∩ z2C and
R = A/I. Clearly the nil radical N(R) equals (zC ∩ A)/I = ((xz, yz) + I)/I and so R/N(R) ∼= C[x, y].
However, N(R)/I = (xz, yz) ∼= (x, y) as modules over k[x, y] ∼= R/N(R).
Now let M = (x, y, zx, zy, z2, z3)/I be the augmentation ideal of R. The maximal ring of fractions
Quot(R) clearly contains z = (zx)x−1. However z 6∈ R yet, by the computations of the last paragraph,
zM ⊆ R. Indeed zM ⊆M and so EndR(M) ) R.
6. Modules of so(n+ 2,C)-finite vectors
As we noted in Theorem 4.6, D(R1) = U(so(n+ 2))/J for the Joseph ideal J . We would like to pass
from D(R1) to D(Rr) for any r to obtain the analogous result for D(Rr). There are two potential ways
of creating such a passage; through differential operators D(Rr, R1) and through the g-finite vectors
L(Rr, R1). The first step, however, is to prove that the latter is non-zero. This we accomplish in
this section and then we use it in the next section to prove the major part of Theorem 1.3 from the
introduction.
There are a number of different rings involved in this discussion and so we need to refine the earlier
notation. As in Section 3, set A = C[X1, . . . , Xn] ∋ F =
∑n
i=1X
2
i with Rr = A/(F
r) for any r ≥ 1.
Recall the elements ∆1, E1, Dkℓ ∈ D(A) from (3.5) as well as the elements
Pkj = Pj(
n
2 − k) = Xj∆1 −
(
E1 + (
n
2 − k)
)
∂j ∈ D(A) for 1 ≤ j ≤ n and k ≥ 1,
defined by (3.7). By Corollary 3.14, the images of {Prj , Dij , (E1+ n2 −r), Xi : 1 ≤ i, j ≤ n} span a copy gr
of g = so(n+ 2,C) inside D(Rr). Moreover, for r, s ≥ 1, Proposition 3.8 proves that the map Prj 7→ Psj
and E1+
n
2 − r 7→ E1+ n2 − s, with Dij 7→ Dij and Xi 7→ Xi induces a Lie algebra isomorphism gr → gs.
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We may therefore write {P˜j , Dij , E˜1, Xi : 1 ≤ i, j ≤ n} for the corresponding generators of the abstract
copy g of so(n + 2,C) and rephrase Corollary 3.14 as saying that there is a Lie algebra isomorphism
ψr : g→ gr given by P˜j 7→ Prj and E˜1 7→ E1 + n2 − r, etc.
Lemma 6.1. Fix r ≥ 2 and recall the notation D(M,N) from (3.1). Then, regarded as differential
operators acting on A, the elements ∆1, ∂j and 1 induce differential operators in D(Rr , Rr−1).
Proof. Suppose first that φ ∈ D(A) satisfies φ(FrA) ⊆ Fr−1A and so induces a function φ˜ : Rr → Rr−1.
Then we claim that φ˜ ∈ D(Rr , Rr−1). To see this, assume that φ ∈ Dt(A) and that the analogous
statement is true for all φ′ ∈ Dt−1(A). Then, for a ∈ A, the function φ′ = [φ, a] also satisfies φ′(FrA) ⊆
Fr−1A, but now φ′ ∈ Dt−1(A). Hence φ′ ∈ Dt−1(Rr, Rr−1). Thus, φ ∈ Dt(Rr, Rr−1), proving the claim.
In order to prove the lemma it therefore suffices to show that each of our elements φ satisfies φ(FrA) ⊆
Fr−1A. This is obvious for 1 and ∂i, while for ∆1 it follows from (3.13). 
Notation 6.2. For a fixed value of r, the images of ∆1, ∂j and 1 in D(Rr, Rr−1) will be written,
respectively, ∆1, ∂j and 1. For concreteness, we note that the adjoint action ψ˜ of g = so(n + 2,C) on
D = D(Rr, Rr−1) is defined by ψ˜(x)(θ) = ψr−1(x) ◦ θ − θ ◦ ψr(x) for x ∈ g and θ ∈ D.
Proposition 6.3. Fix r ≥ 2 and let V = C1+∑iC∂i+C∆1 ⊂ D(Rr, Rr−1). Then, under the adjoint
action ψ˜, V is a g-submodule of D(Rr , Rr−1). In particular, V ⊆ L(Rr , Rr−1).
Proof. By the definition of L(Rr, Rr−1) it suffices to prove that V is a g-module. This requires some
explicit computations, for which the following three formulæ in g will prove useful and will be used
frequently without comment: for all 1 ≤ i, j ≤ n we have [∆1, ∂j ] = [∆1, Dij ] = 0, while
[∆1, Xj ] = [
1
2∂
2
j , Xj ] = ∂j and [E1, ∆1] =
1
2
∑
j [E1, ∂
2
j ] = −2∆1.
First, computing in D(Rr, Rr−1) we have
ψ˜(P˜j)(∆1) = Pj(
n
2 − r + 1)∆1 −∆1Pj(n2 − r)
=
(
Xj∆1∆1 −∆1Xj∆1
)
+
(
−E1∂j∆1 +∆1E1∂j
)
+
(
−(n2 − r + 1)∂j∆1 + (n2 − r)∆1∂j
)
= −∂j∆1 + 2∂j∆1 − ∂j∆1 = 0.
Next,
ψ˜(E˜1)(∆1) = (E1 +
n
2 − r + 1)∆1 −∆1(E1 + n2 − r) = −∆1 + 2∆1 = −∆1.
Similarly, ψ˜(Dij)(∆1) = [Dij ,∆1] = 0 and ψ˜(Xj)(∆1) = [Dij ,∆1] = 0. Therefore, ψ˜(g)(∆1) ⊆ V .
Next, we compute that
ψ˜(P˜i)(∂i) = Pi(
n
2 − r + 1)∂i − ∂iPi(n2 − r)
=
(
Xi∆1∂i − ∂iXi∆1
)
+
(
−E1∂i∂i + ∂iE1∂i
)
+
(
−(n2 − r + 1)∂i∂i + (n2 − r)∂i∂i
)
= −∆1 − ∂i∂i + ∂i∂i = −∆1.
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If i 6= j we obtain
ψ˜(P˜j)(∂i) =
(
Xj∆1∂i − ∂iXj∆1
)
+
(
−E1∂j∂i + ∂iE1∂j
)
+
(
−(n2 − r + 1)∂j∂i + (n2 − r)∂i∂j
)
= −∂j∂i + ∂i∂j = 0.
On the other hand, ψ˜(E˜1)(∂i) = (E1 +
n
2 − r + 1)∂i − ∂i(E1 + n2 − r) = ∂i − ∂i = 0 while
ψ˜(Dab)∂i = (Xa∂b −Xb∂a)∂i − ∂i(Xa∂b −Xb∂a) =
∑
u
αu∂u,
for any 1 ≤ a, b, i ≤ n, and the appropriate scalars αu ∈ C. Since ψ˜(Xk)∂i = [Xk, ∂i] = −δk,i1, it follows
that ψ˜(g)(∂i) ⊆ V . The easy fact that ψ˜(g)(1) ⊆ V is left to the reader and completes the proof. 
Corollary 6.4. Fix r > s ≥ 1. Then the following hold.
(1) Both the projection map πrs : Rr → Rs and the operator ∆r−s1 belong to L(Rr, Rs).
(2) Set Zs = SocU(g)Rs. Then L(Zr, Zs) 6= 0 6= L(Zs, Zr).
Proof. (1) If θ ∈ L(A,B) and φ ∈ L(B,C) for g-modules A,B,C then φθ ∈ L(A,C) (see[Jan, 6.8(3)]).
Thus the result follows from Proposition 6.3 and induction on r − s.
(2) By Theorem 4.13 each Rs/Zs is finite dimensional (or zero), say with as = annU(g)(Rs/Zs). Since
Zr is infinite dimensional, the projection map πrs ∈ L(Rr , Rs) has an infinite dimensional image, as does
its restriction π′rs : Zr → Rs. Hence asπ′rs 6= 0 and so, for some a ∈ as, one has 0 6= a ◦ π′rs ∈ L(Zr, Zs).
Thus L(Zr, Zs) 6= 0. By [Jan, §6.9(5)], this also implies that L(Zs, Zr) 6= 0. 
7. Differential operators and primitive factor rings of U(so(n+ 2,C))
As usual, we write Rr = A/(F
r) for A = C[X1, . . . , Xn] and some r ≥ 1. The aim of this section is
to combine the earlier results to prove that D(Rr) = L(Rr , Rr) = U(g)/Jr, where g = so(n+ 2,C) and
Jr = annU(g)(Rr). In particular, this proves the major part of Theorem 1.3 from the introduction.
We begin with some elementary results, the first of which is a minor generalisation of [JS, Corol-
lary 2.10].
Lemma 7.1. If M is a simple U(g)-module with I = annU(g)(M), then L(M,M) is the unique maximal
object among orders containing and equivalent to U = U(g)/I.
Proof. By [JS, Corollary 2.10], L(M,M) is a maximal order and it is noetherian since it is finitely
generated as both a left and a right U -module. So it remains to prove uniqueness. Suppose that U ⊆ T
for some other order T equivalent to U . Thus, aT b ⊆ U for some regular elements a, b ∈ U . Let
T ′ = UaT + U ; this is an overring of U with T ′b ⊆ U . So, since b is regular, T ′ is certainly finitely
generated as a left U -module. Therefore, by [JS, Theorem 2.9], T ′ ⊆ L(M,M). In particular, T ′ is also
finitely generated as a right U -module. Since aT ⊆ T ′ it follows that T is also a finitely generated right
U -module. Hence [JS, Theorem 2.9] implies that T ⊆ L(M,M). 
Lemma 7.2. Let a, b, c ∈ N∗ and set Za = SocU(g)(Ra).
(i) L(Ra, Ra) = L(Za, Za) = U(g)/Ja is a primitive ring.
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(ii) L(Ra, Rb) and L(Za, Zb) are non-zero and torsion-free both as left U(g)/Jb-modules and as right
U(g)/Ja-modules.
(iii) Under composition of operators, both L(Rb, Ra)L(Ra, Rb) and L(Zb, Za)L(Za, Zb) are non-zero
ideals of L(Ra).
Proof. (i) By Theorem 4.13, Hypotheses 5.1 is satisfied and so the result follows from Theorem 5.7.
(ii) By [Jan, Lemma 8.14], annU(g)(Rb) = annU(g)(Zb) = Jb and so Rb is ann-homogeneous in the
sense of [JS, §2.7]. Thus, by [JS, Lemma 2.8], L(Ra, Rb) is GK-homogeneous in the sense that any
non-zero, left or right g-submodule N of L(Ra, Rb) has GKdim(N) = GKdim(L(Ra, Rb)). Since each
U(g)/Jc is a prime ring by (i), this is equivalent to L(Ra, Rb) being torsion-free on both sides. Exactly
the same argument works for L(Za, Zb).
It therefore remains to prove that these modules are non-zero. For L(Za, Zb) this is Corollary 6.4. In
particular, L(Za, Zb) is infinite dimensional, and hence L(Za, Zb)aa 6= 0, where aa is the annihilator of
the finite dimensional Ua-module Ra/Za. Thus 0 6= L(Za, Zb)aa ⊆ L(Ra, Zb) ⊆ L(Ra, Rb).
(iii) This is automatic from (ii). 
We also have analogous elementary results about differential operators, although as we do not (yet)
know that these rings are noetherian the proof is a little more involved.
Lemma 7.3. Set {1, r} = {a, b}. Then:
(i) D(Ra) is a prime Goldie ring;
(ii) D(Ra) has Goldie rank a; indeed the simple artinian ring of fractions Quot(D(Ra)) is even iso-
morphic to the a× a matrix ring Ma(Quot(D(R1)));
(iii) D(Ra, Rb) is non-zero and torsion-free both as a left D(Rb)-module and as a right D(Ra)-module.
Proof. (i) Clearly Ra has a local artinian ring of fractions (Ra)(F). Now apply [Mus, Corollary 2.6].
(ii) This follows from [Mus, Lemma 2.4 and (2.5)].
(iii) The projection map π : Rr → R1 is an A-module map and so belongs to D(Rr , R1). Similarly,
the A-module isomorphism φ : R1 → Fr−1Rr belongs to D(R1, Rr). Thus, D(Rr , R1) 6= 0 6= D(R1, Rr).
As right D(Rr)-modules, D(Rr, R1) ∼= D(Rr , Fr−1Rr) →֒ D(Rr, Rr). Thus by (i), it is a torsion-free
right D(Rr)-module. For the left action, consider 0 6= φ ∈ D(Rr, R1) and pick s maximal such that
φ(FsRr) 6= 0. If r¯ ∈ R1, write r¯ = π(r) for some r ∈ Rr and define φ˜(r¯) = φ(Fsr). Since φ(Fs+1Rr) = 0,
this is a well defined morphism and hence a differential operator; thus φ˜ ∈ D(R1, R1). Moreover, φ˜ 6= 0
by the choice of s, and so φ˜ is not torsion as an element of the left D(R1)-module D(R1). Consequently,
φ is not torsion under the left D(R1) action.
Conversely, if 0 6= θ ∈ D(R1, Rr), then 0 6= θ ◦ π ∈ D(Rr , Rr). Thus neither θ ◦ π nor θ is torsion
under the left D(Rr) action. Hence D(R1, Rr) is torsion-free as a left D(Rr)-module. Finally, let
0 6= φ ∈ D(R1, Rr) and choose s minimal such that φ(R1) ⊆ FsRr. Thus, φ ∈ D(R1, FsRr). Moreover, if
ρ : FsRr → FsRr/Fs+1Rr ∼= R1, then 0 6= ρ ◦ φ ∈ D(R1, R1). As in the last paragraph, this ensures that
φ is not torsion under the right D(R1) action. Hence D(R1, Rr) is torsion-free on the right. 
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By Lemma 4.3, we know that A = C[X1, . . . , Xn] →֒ U(n−) ⊂ U(g). As before, set Za = SocU(g)(Ra)
for a ∈ N∗. Then, by Proposition 5.5(ii) and Theorem 4.13 we have
L(Ra, Rb) ⊆ D(Ra, Rb) and L(Za, Zb) ⊆ D(Za, Zb) for {a, b} = {1, r}. (7.4)
Proposition 7.5. The rings D(Rr) and L(Rr , Rr) are equivalent orders, with D(Rr) ⊇ L(Rr, Rr).
Proof. Consider
F = D(R1, Rr)L(Rr, R1) and G = L(R1, Rr)D(Rr , R1),
where multiplication is composition of functions. We claim that F 6= 0 6= G. To see this it suffices, by
(7.4), to prove that L(Ra, Rb) · L(Ra, Rb) 6= 0 (where {a, b} = {1, r}). This follows from Lemma 7.2(ii).
Recall from Theorem 4.6 that D(R1) = L(R1, R1). Thus, repeating the argument of the last paragraph
shows that
0 6= GF = L(R1, Rr)D(Rr , R1) · D(R1, Rr)L(Rr , R1)
⊆ L(R1, Rr)D(R1)L(Rr , R1) = L(R1, Rr)L(R1, R1)L(Rr , R1)
= L(R1, Rr)L(Rr , R1) ⊆ L(Rr , Rr).
Both F and G contain L(R1, Rr)L(Rr, R1) which, by Lemma 7.2(i,iii), contains a regular element a ∈
L(Rr, Rr). Thus from the last display aD(Rr)a ⊆ GD(Rr)F = GF ⊆ L(Rr , Rr), as required. 
Finally, putting everything together we get:
Theorem 7.6. One has D(Rr) = L(Rr, Rr) = L(Zr, Zr) = U(so(n+ 2,C))/Jr. Moreover this ring is a
maximal order in its simple artinian ring of fractions and has Goldie rank r.
Proof. By Theorem 4.13, Hypotheses 5.1 are satisfied and so U(g)/Jr = L(Rr , Rr) = L(Zr, Zr) is a
maximal order by Theorem 5.7. Thus, by Proposition 7.5, D(Rr) = L(Rr, Rr). The fact that Dr has
Goldie rank r follows from Lemma 7.3. 
Remark 7.7. There are other ways to prove aspects of this theorem. For example, recall that the
associated variety of the primitive ideal Jr is equal to Omin, cf. Corollary 4.17. Assume that n 6= 4 and
that Rr ∼= L(λ) is an irreducible g-module (so we are in Case (1) of Theorem 4.13). Then the minimal
orbit Omin is rigid, in the sense that it is not induced from any proper parabolic subalgebra; this implies
that the g-module Rr is rigid in the sense of [Jos4, 1.2]. Then, [Jos4, 5.8] can be applied in this situation
to show that L(Rr, Rr) = D(Rr) and one deduces from Lemma 7.2 that U(g)/Jr = D(Rr).
8. Higher symmetries of powers of the Laplacian
Recall that the starting point of this paper was to examine the symmetries of powers of the Laplacian
∆1 =
1
2
∑
∂2Xi , as defined below, and thereby to extend the work of Eastwood and others [Eas, EL, Mic]
on this concept. In this section we translate Theorem 7.6 into a result about those symmetries. In
particular, this proves the second half of Theorem 1.3 from the introduction, by identifying the ring of
symmetries of ∆r1 with a factor ring of U(so(n+ 2,C)).
We briefly retain the notation of Section 3 for a general field K of characteristic zero; in particular
setting A = K[X1, . . . , Xn] ∋ F =
∑
X2i . We begin with the definition of higher symmetries as described,
for example, in [BS, (1.2)], [ShS, (4.3)] or [Eas, Definition 1].
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Definition 8.1. Fix an operator P ∈ D(A). An operator Q ∈ D(A) is a symmetry of P if there exists
Q′ ∈ D(A) such that PQ = Q′P . Equivalently, in the notation of (3.2), the symmetries of P equals the
idealizer I
(D(A)P ). The elements Q ∈ D(A)P are trivially symmetries of P and so one usually factors
them out and defines the algebra of symmetries of P to be the factor algebra
S (P ) = I
(D(A)P )/D(A)P.
The definition of S (∆r1) is of course similar in style to that of the ring of differential operators
D(A/Fr) ∼= I
(
FrD(A))/FrD(A) from (3.3); except that one works with constant coefficient differential
operators rather than polynomials and left rather than right ideals. However, as we show next, one can
easily pass from the one to the other by taking a Fourier transform.
We now return to the field K = C. In our applications it will be convenient to use the Chevalley
system from Lemma 4.3 and so we will use the Fourier transform F in D(A) with respect to the variables
U±j from (4.1). Thus we write A = C[U±2, . . . , U±ℓ, U0] and define
F(Uj) = ∂Uj , F(∂Uj ) = Uj, j ∈ {0,±2, . . . ,±ℓ}. (8.2)
In terms of the variables Xj it is routine to check that
F(Xj) =

1
2∂Xj if 1 ≤ j ≤ ℓ′ or if j = n when n is odd;
− 12∂Xj if ℓ′ + 1 ≤ j ≤ 2ℓ′.
(8.3)
Further routine properties of F are given by the following lemma. For this we recall that d = n2 − r for
some r ∈ N∗ and that Pj = Pj(d) = Xj∆1 − (E1 + d)∂Xj .
Lemma 8.4. The map F is an involutive anti-automorphism of D(A). Moreover,
F(F) = 1
2
∆1, F(∆1) = 2F, F(E1) = E1, F(Djk) = ±Djk, F(Pj) = ±
(
F∂Xj − 2Xj(E1 + d)
)
.
Proof. Use the formulæ ∂Xj =
1
2
(
∂Uj+1 + ∂U−(j+1)
)
and ∂Xj+ℓ′ =
1
2i
(
∂Uj+1 − ∂U−(j+1)
)
, for 1 ≤ j ≤ ℓ′,
while ∂Xn =
√
2∂U0 . 
Proposition 8.5. Let r ≥ 1 and Rr = A/FrA. Then the Fourier transform F induces an anti-
isomorphism F = Fr : D(Rr)→ S (∆r1).
Proof. Set D = D(A). By Lemma 8.4, F(Fr) = 2−r∆r1. Thus, in the notation of Definition 8.1,
∆r1Q = Q
′∆r1 for some Q,Q
′ ∈ D ⇐⇒ F(Q)Fr = FrF(Q′). Equivalently, Q ∈ ID
(D∆r1) ⇐⇒
F(Q) ∈ ID
(
FrD). Hence F induces an anti-isomorphism ID(D∆r1)/D∆r1 → ID(FrD)/FrD. 
Recall from Theorem 7.6 that we have an isomorphism ψr : U(g)/Jr → D(Rr) and hence an anti-
isomorphism from U(g)/Jr to S (∆
r
1). We want to convert this into an automorphism. By [Jan, 5.2 (2)]
ϑ(Jr) = Jr for any Chevalley anti-involution ϑ of g, and hence for the anti-involution ϑ defined by the
Chevalley system {yα}α ⊂ g described in Lemma 4.3. Notice that ψ˜d ◦ ϑ = ϑd ◦ ψ˜d in the notation
of Remark 4.5. In particular, using Theorem 7.6, ϑd induces an anti-automorphism ϑr on D(Rr) and
combining the earlier results of the paper we obtain the main result of this section.
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Theorem 8.6. (1) Fix r ≥ 1. Then there are algebra isomorphisms:
F ◦ ϑr ◦ ψr : U(so(n+ 2,C))
/
Jr ∼−−→ D(Rr) ∼−−→ S (∆r1).
In particular, the algebra of symmetries S (∆r1) is a noetherian maximal order in its simple artinian ring
of fractions and has Goldie rank r. Moreover, it is generated by the elements:
E1 + d; ∂Xk , 1 ≤ k ≤ n; Dj,k, 1 ≤ j, k ≤ n; F∂Xj − 2Xj(E1 + d), 1 ≤ j ≤ n.
(2) Consider A = C[∂X1 , . . . , ∂Xn ]/(∆r1). If n is even with r < n2 or n is odd, then A is a simple
S (∆r1)-module. If n is even with r ≥ n2 , then A has a unique proper factor module, which is finite
dimensional.
Proof. (1) Since S (∆r1) is generated by the Fourier transforms of the generators of D(Rr), the assertion
on generators is simply the translation of Proposition 3.8 and Lemma 8.4. For the remaining assertions,
combine Proposition 8.5 and Theorem 7.6.
(2) Under the Fourier transform, this is a direct consequence of (1) and Theorem 4.13. Up to a change
of Borel, the weights of these modules are also given by that theorem. 
9. The real case
In this section we show that Theorems 7.6 and 8.6 have natural analogues for differential operators
with real coefficients, thereby proving Theorem 1.1 from the introduction. There are in fact a number
of different real forms of so(n+ 2,C), each with their own Laplacian, and these are all covered by our
results.
To make this precise, we will always write AR = R[X1, . . . , Xn] ⊂ A = C[X1, . . . , Xn] and set
D(AR) = R[X1, . . . , Xn, ∂X1 , . . . , ∂Xn ]. Throughout the section we fix p, q ∈ N with p + q = n ≥ 3.
Then the elements F =
∑
X2j and ∆1 =
∑ 1
2∂
2
Xj
can be replaced by, respectively,
F˜ = F˜p =
p∑
j=1
X2j −
q∑
j=p+1
X2j ∈ AR
and
 = p =
1
2
(
p∑
j=1
∂2Xj −
n∑
j=p+1
∂2Xj
)
∈ D(AR).
(Of course, F = F˜n and ∆1 = n.) The signature of the quadratic form F˜ will be denoted by (p, q) and
the operator  is called the d’Alembertian (or Laplacian) on the quadratic space Rp,q = (Rn, F˜).
For fixed r ≥ 1, set S = Sp,r = AR / F˜rAR and S˜ = A/ F˜rA = S ⊗R C. Define an automorphism
φ = φp,q of D(A), with φ(A) = A, by setting:
φ(Xj) =
Xj if 1 ≤ j ≤ p,iXj if p+ 1 ≤ j ≤ n; and φ(∂Xj ) =
∂Xj if 1 ≤ j ≤ p,−i∂Xj if p+ 1 ≤ j ≤ n. (9.1)
Note that φ(F) = F˜ and so D(A/ F˜rA) ∼= D(A/FrA).
Fix d = dn =
n
2−r and recall from Notation 3.9 that we have a copy g˜ = g˜d ⊂ D(A) of g = so(n+ 2,C).
We now want to describe a real analogue s ⊂ D(AR) of g˜. By analogy with (3.5) and (3.7), set:
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(a) D˜kl = D˜lk = Xk∂Xl +Xl∂Xk if 1 ≤ k ≤ p < l ≤ n, while D˜kk = 0;
(b) P˜j = P˜j(d) =
Xj −(E1 + d)∂Xj if 1 ≤ j ≤ pXj +(E1 + d)∂Xj if p+ 1 ≤ j ≤ n; .
Observe that:
Xj = φ(Xj), for j ≤ p ; Xj = −iφ(Xj), for j ≥ p+ 1;
P˜j = φ(Pj), for j ≤ p ; P˜j = −iφ(Pj), for j ≥ p+ 1; (9.2)
D˜kl = iφ(Dkl) = −iφ(Dlk), for 1 ≤ k ≤ p < l ≤ n.
The next result is standard.
Lemma 9.3. Let s = s(p, r) ⊂ D(AR) be the real subspace spanned by the elements
{E1 + d; Xk; P˜j , 1 ≤ j, k ≤ n; Dk,l, 1 ≤ k, l ≤ p, or p+ 1 ≤ k, l ≤ n; D˜kl, 1 ≤ k ≤ p < l ≤ n}.
(1) Then s is a Lie subalgebra of (D(AR), [ , ]) with s⊗R C ∼= g˜ ∼= so(n+ 2,C).
(2) Moreover, s ⊂ ID(AR)
(
F˜rpD(AR)
)
and hence induces a ring homomorphism ϕ˜R : U(s) −→ D(Sp,r).
Proof. (1) It is a routine exercise to see that s is a Lie algebra; indeed, one can use (9.2) to reduce this
claim to the formulæ in Lemma 3.6 and Proposition 3.8. By construction, the generators of φ(s) also
span g˜; whence s⊗R C ∼= g˜.
(2) Mimic the proof of Lemma 3.10 and Corollary 3.14. 
Proposition 9.4. Let d = dn =
n
2 − r and s = s(p, r). Then ϕ˜R yields an isomorphism
ψ˜R : U(s)
/
(Jr ∩ U(s)) ∼−−→D(Sp,r).
Proof. Recall that U(s) ⊗R C ∼= U(g˜), by Lemma 9.3. Also, by construction, φ(Fr) = F˜r and hence
induces an isomorphism φ : D(Rr)→ D(S˜). Thus one has a natural map ϕ˜ = φ ◦ ψr from U(g) to D(S˜)
which, by Theorem 7.6, is surjective.
But, if ϕ˜R is the map from Lemma 9.3, then ϕ˜R ⊗R C = ϕ˜. By faithful flatness of the functor
− ⊗R C this implies that ϕ˜R is surjective and Ker(ϕ˜R) = Ker(ϕ˜) ∩ U(s). (Notice that this also proves
that D(Rr) ∼= D(S˜) = D(Sp,r) ⊗R C.) Finally, by Theorem 7.6, again, Ker(ϕ˜) = Ker(ψ) = Jr, as
required. 
The real forms of so(n+ 2,C) are classified, see [Hel, Chap. X], and in Helgason’s notation are the
real Lie algebras so(p′+1, q′+1) for p′+ q′ = n. It is therefore not surprising that we have the following
result.
Proposition 9.5. The Lie algebra s = s(p, r) is isomorphic to so(p+ 1, q + 1) for p+ q = n.
Proof. The proof is omitted since it follows from straightforward, but not particularly illuminating ex-
amination of the relations in g˜. 
Combined with Proposition 9.4 this gives:
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Theorem 9.6. Let p + q = n ≥ 3, r ≥ 1 and F˜p =
∑p
j=1X
2
j −
∑n
j=p+1X
2
j ∈ AR = R[X1, . . . , Xn].
Then,
D(AR/ F˜rpAR) ∼= U(so(p+ 1, q + 1))Jr ∩ U(so(p+ 1, q + 1))
where Jr is the primitive ideal of U(so(n+ 2,C)) described in Corollary 4.17. 
In Section 8 we showed that the higher symmetries of the Laplacian were equal to a factor of the
enveloping algebra of so(n+ 2,C). However, in applications (see, for example, [BS, Eas]), one is interested
in the real case. To end this section we show that those results from Section 8 also descend readily to
the real case.
We are therefore interested in symmetries of powers of the d’Alembertian  = p for a fixed integer
p. Now the basic results from Section 8 do restrict to the real field. In particular, the Fourier transform
F from (8.3) is well-defined on D(AR) and, by Lemma 8.4, satisfies F() = 2F˜p. Therefore, the proof of
Proposition 8.5 can be used mutatis mutandis to show that F induces an anti-isomorphism
D(S) −→ S (r) for S = Sp,r = AR/F˜rpAR. (9.7)
It is known, see for example [DFG, 2.2 and 2.3], that for each real form so(p+1, q+1) of g there exists
a Chevalley anti-involution κ on g which stabilizes this real form. Moreover κ fixes Jr by [Jan, 5.2 (2)].
It then follows from Theorem 9.6 that κ induces an anti-automorphism κ on D(S). We therefore obtain
the following analogue of Theorem 8.6:
Theorem 9.8. Let n = p + q ≥ 3, r ≥ 1 and  = p be the d’Alembertian on Rp,q. There exists a
primitive ideal Jr of U(so(n+ 2,C)) and algebra isomorphisms:
F ◦ κ ◦ ψ˜R : U(so(p+ 1, q + 1))
(Jr ∩ U(so(p+ 1, q + 1)))
∼−−→ D(Sp,r) ∼−−→ S (r).
Consequently, S (r) is a primitive noetherian ring that is a maximal order in its simple artinian quotient
ring. Moreover it is generated as an algebra by the elements
{E1 + d; ∂Xk ; Q˜j , 1 ≤ j, k ≤ n; Dk,l, 1 ≤ k, l ≤ p or p+ 1 ≤ k, l ≤ n; D˜kl, 1 ≤ k ≤ p < l ≤ n},
thought of as differential operators on Sp,r. Here
Q˜j = F(P˜j) =
F˜ ∂Xj − 2Xj(E1 + d) if 1 ≤ j ≤ pF˜ ∂Xj + 2Xj(E1 + d) if p+ 1 ≤ j ≤ n.
Proof. The isomorphisms follow by combining Theorem 9.6 with (9.7). It follows immediately that
S = S (r) is noetherian. The fact that S has the specified generators then follows from the Fourier
transform applied to Lemma 9.3.
It remains to prove that S (or, equivalently D(S)) is a primitive maximal order. Recall from the
proof of Proposition 9.4 that D(S) ⊗R C = D(S˜) ∼= D(Rr). Thus D(S˜) is primitive and it follows, for
example from [MR, 10.1.9], that D(S) is primitive. If D(S) is not a maximal order, there exists an
overring D(S) ⊂ T with aT b ⊆ D(S), for some regular elements a, b ∈ D(S). Tensoring with C shows
that a(T ⊗ C)b ⊆ D(S˜) and hence, by Theorem 7.6, that T ⊗ C ⊆ D(S˜). By the faithful flatness of
−⊗R C, this forces T = D(S). Thus, D(S) is a maximal order. 
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Remark 9.9. The theorem recovers the generators for S (r) given in [ShS, (4.8)].
Corollary 9.10. Keep the notation of the theorem and consider A = R[∂X1 , . . . , ∂Xn ]/(rp) under its
natural S (rp)-module structure. If n is even with r ≥ n2 , then A has a unique proper factor module,
which is finite dimensional. Otherwise A is an irreducible module.
Proof. Passing from the S (rp)-module A to the S (∆r1)-module AC = C[∂X1 , . . . , ∂Xn ]/(∆r1) is given
by φ−1 ◦ (−⊗RC), where the automorphism φ of S (∆r1) is induced by (9.1). We claim that the corollary
follows by the faithful flatness of φ−1 ◦ (−⊗R C) and Theorem 8.6(2).
In order to prove the claim, we first note that, as a S (∆r1)-module, AC satisfies the claimed results
by Theorem 8.6(2). If A is not a simple S (∆r1)-module, then faithful flatness implies that the same
is true of AC as an S (rp)-module and hence n must be even with r ≥ n2 . Moreover, faithful flatness
and Theorem 8.6(2) further imply that A will then have a simple infinite dimensional submodule with a
simple finite dimensional factor module.
Conversely, if AC is not simple as an S (∆r1)-module, then it has a finite dimensional factor module,
as an S (∆r1)-module and hence as an S (
r
p)-module. Since AC ∼= A(2) as S (rp)-modules, this implies
that A(2) and hence A also has a finite dimensional factor module and so is certainly not simple. 
10. Harmonic polynomials and O-duality
The set of harmonic polynomials H = {p ∈ A : ∆1(p) = 0} and its real analogues are fundamental
objects with many applications, notably in Lie theory (see, for example, [GW, HSS, KO]) and physics
(see, for example, [Bek1, Bek3]). In the latter subject, Dirac [Dir1, Dir2] constructed a remarkable
unitary irreducible representation D
(
n
2 − 1, 0
)
of the Lie algebra so(n, 2), known as the scalar singleton
module. This module can be realized in different ways, see [Bek1, Bek3]: as a highest weight module;
as harmonic scalar fields φ (in the sense that n−1 .φ = 0) on the space R
n−1,1 which are preserved by
so(n, 2); or as harmonic distributions ϕ of weight 1− n2 on the "ambient space" Rn,2 (hence n,2 .ϕ = 0).
The algebra of symmetries of the scalar singleton, as defined in [Bek1, 4.4], acts on D
(
n
2 − 1, 0
)
. This
algebra can be identified, thanks to the results of [Eas] and [Vas], with the algebra S (n−1,1) (see also
Remark 11.14 (2)).
Replacing the condition n−1 .φ = 0 by 
r
n−1 .φ = 0, generalises the singleton module to give higher
singleton modules. These have been studied in [BG], with applications to anti-de Sitter gauge fields and
related topics.
It is therefore natural to give mathematical description of these higher singletons or, more generally,
of the space Mp,r =
{
a ∈ AR : rp(a) = 0
}
. This is the topic of this section where we describe the
structure of Mp,r as a representation of the orthogonal Lie algebra so(p + 1, q + 1) and show that its
complex analogue is simply the category O dual of N(λ) = Rr (see Corollaries 10.12 and 10.13 for the
precise statements).
We now make this precise. We continue with the notation from Sections 2 and 4 and start with the
formal definitions. Since we will be able to prove results for both the real and complex cases, we fix
1 ≤ p ≤ n and keep the notation F˜p ∈ AR, and s = s(p, r) ⊂ D(AR) and p ∈ D(AR) from the beginning
of Section 9. The spaces that interest us are defined as follows.
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Definition 10.1. Let r ∈ N∗. The elements of the subspace
Mp,r =
{
a ∈ AR : rp(a) = 0
}
will be called higher harmonics or harmonics of level r in AR. We clearly also have the analogous
complex space
Mp,r =
{
a ∈ A : rp(a) = 0
}
.
Observe that A = AR⊗RC and that rp has real coefficients. Hence, if a = u+ iv ∈ A with u, v ∈ AR,
we have: rp(a) = 
r
p(u) + i
r
p(v) = 0 ⇐⇒ rp(u) = rp(v) = 0. Therefore, Mp,r =Mp,r ⊗R C.
In the notation of Theorem 9.8 set τ = F◦κ◦ψ˜R. Thus τ : s→ S (rp) is a Lie algebra homomorphism
that induces an isomorphism τ : U(s)/Jr ∼= S (rp) for the appropriate ideal Jr . By Proposition 9.4,
upon tensoring with the complex numbers, we obtain an isomorphism τ ⊗R C : U(g)/Jr ∼= S (∆r1).
Lemma 10.2. (1) The map τ defines a representation of s in the space Mp,r of higher harmonics.
(2) Similarly τ ⊗R C defines a representation of g in the space Mp,r.
Proof. It suffices to prove (1). Let f ∈ Mp,r and Y ∈ s. Then, Y = τ(Y ) is a symmetry of the operator

r
p whence, 
r
p(Y(f)) = (rp ·Y)(f) ∈ D(AR) ·rp(f) = 0. Therefore, Y(f) ∈Mp,r and so τ takes values
in EndR(Mp,r), as required. 
Remark 10.3. In fact the g-modules Mp,r are twists of each other (see the proof of Corollary 10.13 for
the details) and so it will suffice to prove results for just one of them. We will use the module
Mr =Mn,r = {a ∈ A : ∆r1(a) = 0},
as was also defined in the introduction. For most of this section we will study this module.
We are interested in the following pairing.
Definition 10.4. The pairing 〈 | 〉 is defined by:
〈 | 〉 : A×A −→ C, 〈a | f〉 = F(a)(f)|0 = F(a)(f)(0).
The orthogonal of a subspace W ⊆ A is written W⊥ = {f ∈ A : 〈W | f〉 = 0}.
Recall from Section 2 that the Lie subalgebra k ⊂ g generated by the Ejk, 2 ≤ j, k ≤ ℓ, is isomorphic to
so(n,C). The next result is an easy variant on classical results, but since we could not find an appropriate
reference, we include a proof in the Appendix.
Lemma 10.5. Set Ir = F˜rpA.
(1) The bilinear form 〈 | 〉 is symmetric and non-degenerate. It is also k-invariant in the sense that
〈Y.a | f〉+ 〈a | Y.f〉 = 0 for all a, f ∈ A and Y ∈ k.
(2) M⊥r = Ir and Ir⊥ =Mr.
(3) The form 〈 | 〉 induces a non-degenerate k-invariant symmetric pairing 〈 | 〉 : Rr ×Mr −→ C. 
By Lemma 10.2, Mr has a g-module structure given by a 7→ τ(Y ).a = F(ψ˜(ϑ(Y )))(a), for all Y ∈ g
and a ∈Mr. On the other hand, Rr = N(λ) is a g-module through the map ψr : U(g)→ D(R) induced
by ψ˜. We set Y.p = ψr(Y )(p) for all Y ∈ g and p ∈ Rr. These structures are related as follows.
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Theorem 10.6. The pairing 〈 | 〉 : Rr ×Mr −→ C is g-invariant in the sense that
〈Y.p | g〉 = 〈p | τ(ϑ(Y )).g〉 = 〈p | F(ψ˜(Y ))(g)〉.
for all Y ∈ g, p ∈ Rr and g ∈Mr.
Proof. We first claim that the result is equivalent to proving that
F [ψ˜(Y )(p)](g)|0 = F(p)[F(ψ˜(Y ))(g)]|0. (10.7)
To see this, note that 〈Y.p | g〉 = 〈ψ˜(Y )(p) | g〉 = F [ψ˜(Y )(p)](g)(0) and τ(ϑ(Y )).g = F(ψ˜(Y ))(g). Hence
〈p | τ(ϑ(Y )).g〉 = F(p)[F(ψ˜(Y ))(g)](0), as claimed.
Write Vj =
1
2Uj∆1 − I(d)∂U−j as in (4.2). The following formulæ, which are easily checked, will be
needed in the proof.
F(Eab) = Eba, and Qb = F(Vb) = F∂Ub − U−bI(d), for a, b ∈ {0,±2, . . . ,±ℓ}. (10.8)
Recall from §2 that g = r− ⊕m⊕ r+ with m = CE11 ⊕ k. Observe that if (10.7) is true for Y, Z ∈ g,
then it is true for [Y, Z]. Thus, we can reduce the verification to the case where Y is a (scalar multiple)
of a root vector yα of the Chevalley basis given in Proposition 2.4. We may therefore prove (10.7) by
considering the cases Y ∈ k, Y ∈ r+ and Y ∈ r− separately.
Suppose first that Y = yα ∈ k for α ∈ Φ1. From Proposition 2.4 we may assume that Y = Eab
with a, b ∈ {0,±2, . . . ,±ℓ}. Then ψ˜(Y ) = Y = Eab and, since Y is a derivation, Y (p) = [Y, p]. Hence,
F(Y (p)) = [F(p),F(Y )] and we get F(Y (p))(g) = F(p)(F(Y )(g))−F(Y )(F(p)(g)). But F(Y ) = Eba =
Ub∂Ua − U−a∂U−b , see (10.8), and so F(Y )(q)(0) = 0 for all q ∈ A (in particular for q = F(p)(g)). We
then get F(Y (p))(g)|0 = F(p)(F(Y )(g))|0, as wanted.
Suppose next that Y = yα ∈ r−, where either α = −(ε1± εb) or α = −ε1. Here, since ψ˜(yα) = xα, we
may assume that ψ˜(Y ) = Ub for some b ∈ {0,±2, . . . ,±ℓ}; see Lemma 4.3. Therefore we have
F [ψ˜(Y )(p)](g) = F(Ubp)(g) = [F(p)F(Ub)](g) = F(p)[F(ψ˜(Y ))(g)]
and, in particular, F [ψ˜(Y )(p)](g)|0 = F(p)[F(ψ˜(Y ))(g)]|0.
Finally, suppose that Y = yα ∈ r+, where either α = ε1 ± εb or α = ε1. From Lemma 4.3 we
may assume that ψ˜(Y ) = Vb for some b ∈ {0,±2, . . . ,±ℓ}. Recall from (10.8) that F(Vb) = Qb =
F∂Ub − U−bI(d). We will need an auxiliary calculation: for p, f ∈ A, we claim that
F(∆1p−∆1(p))(f)|0 =
[
F(p∆1)(f) + 2
{
U0F(∂U0(p)) +
ℓ∑
±j=2
U−jF(∂Uj (p))
}
(f)
]
(0)
= F(p∆1)(f)|0 = 2FF(p)(f)|0 = 0.
(10.9)
To see this, notice that F(∆1p−∆1(p)) = F(p∆1)+F
(
2
{
∂U0(p)∂U0 +
∑ℓ
±j=2 ∂Uj (p)∂U−j
})
. Then (10.9)
follows by applying this equality to f and then evaluating at 0.
We return now to the proof in the case where ψ˜(Y ) = Vb. We have
F [ψ˜(Y )(p)] = F(Vb(p)) = F
(1
2
Ub∆1(p)− I(d)(∂U−b (p))
)
=
1
2
F(∆1(p))∂Ub −F
[
I(d)(∂U−b (p))
]
.
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On the other hand, using
F(I(d)∂U−bp)(g) = [F(p)U−bF(I(d))](g) = [F(p)U−bI(d)](g) = F(p)(U−bI(d)(g))
we get:
F(p)[F(ψ˜(Y ))(g)] = F(p)(Qb(g)) = F(p)
(
F∂Ub(g)− U−bI(d)(g)
)
=
1
2
F(∆1p)(∂Ub(g))−F
(
I(d)∂U−bp
)
(g).
It follows that
F(p)[F(ψ˜(Y ))(g)]−F [ψ˜(Y )(p)](g) = 1
2
{F(∆1p)−F(∆1(p))}(∂Ub(g))
− {F(I(d)∂U−bp)−F[I(d)(∂U−b (p))]}(g). (10.10)
It is easily checked that I(d)∂U−bp− I(d)(∂U−b (p)) = I(d)p∂U−b + ∂U−b(p)E1. Therefore
F[I(d)∂U−bp− I(d)(∂U−b(p))](g) = U−bF(p)(I(d)(g)) + E1(F(∂U−b(p))(g))
and this polynomial vanishes at 0 since (U−bq)|0
= E1(q)|0
= 0 for all q ∈ A. Equation (10.10) then
gives
{F(p)[F(ψ˜(Y ))(g)]−F [ψ˜(Y )(p)](g)}(0) = 12F(∆1p−∆1(p))(∂Ub(g))(0). Now applying (10.9) to
f = ∂Ub(g) yields
{F(p)[F(ψ˜(Y ))(g)]− F [ψ˜(Y )(p)](g)}(0) = 2FF(p)(∂Ub(g))|0 = 0, as required. 
As in [Jan, §2.1], the dual M∗ of a g-module M is endowed with a g-module structure through
(Y.f)(x) = f(ϑ(Y ).x) for all Y ∈ g, f ∈ g∗ and x ∈M. (10.11)
LetO denote the category of highest weight modules, as in Section 2. IfM ∈ ObO, thenM =⊕µ∈h∗ Mµ
where Mµ is the µ-weight space of h in M . As in [Jan, 4.10], the O-dual M∨ of M is then defined by
M∨ =
⊕
µ∈h∗
(M∨)µ, (M∨)µ ∼= (Mµ)∗.
By [Jan, 4.10 (2,3)], the contravariant functor M → M∨ is exact and satisfies L(ω)∨ ∼= L(ω) for all
ω ∈ h∗.
For the next result, recall from Theorem 4.13 that, if Rr = N(λ) is not a simple g-module, then it has
a simple socle Zr ∼= L(µ), for the appropriate weight µ, and finite dimensional factor R = Rr/Zr ∼= L(λ).
Corollary 10.12. Under the g-module structure of Mr given by Lemma 10.2, there is a g-module
isomorphism N(λ)∨ ∼=Mr. Furthermore:
(1) if n is even with r < n2 or if n is odd, then Mr
∼= L(λ);
(2) if n is even with r ≥ n2 , then Mr has a simple, finite dimensional socle R
∨ ∼= L(λ), with quotient
Mr/R
∨
= Z∨r
∼= L(µ). The formula of the weight µ is given in (4.14).
Proof. By Lemma 4.8, N(λ) is an object of category O. By Theorem 10.6, the pairing 〈 | 〉 enables us
to define a linear injection:
ξ : Rr →֒ M∗r given by ξ(p)(a) = 〈p | a〉 for all p ∈ Rr and a ∈Mr.
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Moreover, the g-invariance of 〈 | 〉 means that ξ(Y.p) = Y.ξ(p) under the g-module structure on M∗r
defined by (10.11); thus, ξ is g-linear. To deduce that ξ restricts to an isomorphism ξ : Rr ∼−→M∨r , it
suffices to check that ξ : R νr
∼−→(Mνr )∗ for all ν ∈ h∗. Let Y ∈ h, p ∈ R νr and f ∈ Mν
′
r . From ϑ(Y ) = Y
one gets that ν(Y )〈p | f〉 = ν′(Y )〈p | f〉. Therefore 〈R νr |Mν
′
r 〉 = 0 for ν 6= ν′ and it follows that 〈 | 〉
gives a non-degenerate pairing R νr ×Mνr → C, as desired. Statements (1) and (2) are then consequences
of the O-duality and the structure of the g-module N(λ) = Rr obtained in Theorem 4.13. 
We now return to the real case, as discussed at the beginning of the section and describe the natural
analogues of Corollary 10.12.
Corollary 10.13. Fix r ≥ 1 and 1 ≤ p ≤ n and consider the s(p, r)-module Mp,r from Definition 10.1
and Lemma 10.2 . Then:
(1) if n is even with r < n2 or if n is odd, then Mp,r is simple;
(2) if n is even with r ≥ n2 , then Mp,r has a simple, finite dimensional socle S′, with an infinite
dimensional simple quotient Mp,r/S′.
Proof. We first want to obtain an analogue of Corollary 10.12 for any Mp,r. To do this, recall that the
automorphism φ from (9.1) satisfies φ(∆1) = p. Hence if we define the twisted D(A)-module structure
φA on A by θ ◦ a = φ(θ)a, for θ ∈ D(A) and a ∈ A, then a simple computation shows that φMr =Mp,r.
Since twisting preserves submodule lattices and dimensions, it follows from Corollary 10.12 that the
statement of the present corollary holds for the g-modules Mp,r.
As was observed in (10.1),Mp,r⊗RC =Mp,r for each p, r. Thus, just as in the proof of Corollary 9.10,
faithful flatness then implies that the desired results for the Mp,r follow from the corresponding results
for the Mp,r. 
11. Conformal densities and the ambient construction
The g-module M1 = H of harmonic polynomials from Definition 10.1 is an “incarnation” of the scalar
singleton module introduced by Dirac through the ambient method, cf. [Dir1, Dir2, EG, Bek3]. In this
section, we will briefly recall this construction, and its generalisation to the higher harmonics, and then
show that these objects have a natural algebraic analogue that gives another incarnation of the module
Mr ∼= N(λ)∨. This will prove Theorem 1.8 from the introduction.
The ambient method allows one to work with the standard representation of so(p + 1, q + 1) by
linear vector fields on Rn+2 and leads to a conformal model of the representation of g on Mr. To see
this, one first constructs the following conformal compactification of Rp,q. Let Q = U1U−1 + Fp be the
quadratic form of signature (p + 1, q + 1) on Rn+2 with coordinate functions U1, U−1, X1, . . . , Xn. and
write C = {z ∈ Rn+2 : Q(z) = 0} for the corresponding light cone. Then the associated projective
quadric Q = {Q = 0} ⊂ RPn+1 is a conformal compactification of Rp,q, under the identification of Rp,q
with the open cell Q ∩ {U1 = 1}. (The space Q is sometimes known as the boundary of the anti-de
Sitter space when (p, q) = (n − 1, 1)). In this setting a conformal density of weight w on Q can be
viewed as a homogeneous functions of weight w on the light cone C. The conformal Laplacian is the
operator induced by the Laplacian ∆ = ∂U1∂U−1 + p. It acts on densities of weight −n2 + 1, as shown
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for example in [EG, Propositions 4.4 and 4.7] and [GJMS, Proposition 2.1], and the corresponding space
of harmonic densities of weight −n2 + 1 is then an so(p + 1, q + 1)-module. For Minkowski space-time,
when (p, q) = (n− 1, 1), this so(n, 2)-module corresponds to the scalar singleton module D(n2 − 1, 0) of
[Bek3].
Analogous questions arise for homogeneous functions on the “generalised light cone” {Qr = 0}; equiv-
alently for densities ϕ of weight w for which ∆ ·ϕ = 0 (mod Qr). By [EG] and [GJMS], again, the above
construction works for densities of weight −n2 + r. This produces an so(p + 1, q + 1)-module, which in
the case of the Minkowski space time corresponds to the higher-order singleton as defined in [BG].
In this section we aim to give an algebraic version of this construction and relate it to the g-modules
Rr and Mr obtained in the previous sections. Roughly speaking, in our setting (and under the notation
of Section 2), the generalised light cone {Qr = 0} is replaced by a factor B/QrB of a polynomial ring
in (n + 2) variables, while the “conformal Laplacian” is replaced by the operator ∆ ∈ D(B) and the
“densities” by homogeneous polynomials on (a finite extension of) B/QrB.
We now formalise this approach. Adopt the notation of Sections 2 and 3; in particular, we use
the presentation of g provided by Proposition 2.3. Following (4.1), write B = A[U−1, U1] for A =
C[U0, U±2, . . . , U±ℓ] and let B[U
−1
1 ] = A[U−1, U
±1
1 ] be the localization of B at the powers of U1. In the
notation of (2.1), U−1 = (Q− F)U−11 , for Q =
∑ℓ
j=1 UjU−j +
1
2U
2
0 , and so B[U
−1
1 ] = A[Q, U
±1
1 ]. We also
need to adjoin a square root of U1 to B[U
−1
1 ]; thus, formally, set
S = B[U−11 , T
±1]/
(
T 2 − U1
)
for an indeterminate T . The class of T in S is denoted by t. Notice that
S = A[U−1, t
±1] = A[Q, t±1] = C[t±1, U±2, . . . , U±ℓ, U0, Q]. (11.1)
Clearly, Q, t are indeterminates over A and S = B[U−11 ]
⊕
B[U−11 ]t is a free B[U
−1
1 ]-module of rank 2.
Remark 11.2. A derivation D ∈ DerC(B) extends to B[U−11 , T±1] by setting D(T ) = 12TD(U1). Then
D((T 2 − U1)f) = (T 2 − U1)D(f) for any f ∈ B[U−11 , T±1] and so D also defines a derivation on S.
In particular, the derivations Eab ∈ g, as defined in (2.2), act on S and this endows S with a natural
g-module structure. Furthermore, the derivation ∂U1 extends to S by ∂U1(t) =
1
2t and so we can write
∂U1 =
1
2t∂t ∈ DerC(S). With this notation and that from (2.1, 2.2), we can therefore write
E =
t
2
∂t +
∑
j 6=1
Uj∂Uj , Ej1 =
Uj
2t
∂t − U−1∂U−j =
Uj
2t
∂t − 1
t2
(Q− F)∂U−j
as elements of DerC(S).
We now fix an integer r ∈ N∗ and set
S = Sr = S/Q
rS.
Let D ∈ DerC(S) be a derivation such that D(Q) = c Q for some c ∈ S; for example D = E or Eab. Then,
D induces a derivation, again denoted D, in DerC(S). In particular, the algebra S also has a g-module
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structure. As such, S and S are graded by the weights of the Euler operator E and we can make the
following definition.
Definition 11.3. Let p ∈ Q. An element u ∈ C = S, or C = S is said to be homogeneous of weight p
if E(u) = pu. The space of homogeneous elements of weight p is denoted by C(p). Set wt(0) = 0 and
wt(u) = p if 0 6= u ∈ C(p); thus E(u) = wt(u)u. If V is a subspace of C, set V (p) = C ∩C(p).
Notice that Uj ∈ S(1) for all j and that t ∈ S(12 ). Hence, S =
⊕
β∈ 12Z
S(β) and, since Qr is
homogeneous of degree 2r, we have:
S =
⊕
β∈ 12Z
S(β), where S(β) = S(β)/QrS(β − 2r).
We can think of the elements of S(β) as “half-densities” on the subscheme {Qr = 0} ⊂ Cn+2.
Lemma 11.4. Let Q denote the class of Q in S and pick β ∈ 12Z. Then:
(1) S(β) is a g-submodule of the g-module S;
(2) one has S =
⊕r−1
j=0 A[t
±1]Q
j
and S(β) =
⊕r−1
j=0 A[t
±1](β − 2j)Qj as A[t±1]-modules.
Proof. This follows from (11.1) combined with the fact that [E, Y ] = 0 for all Y ∈ g. 
By Remark 11.2, the Laplacian ∆ = 2
∑ℓ
j=1 ∂Uj∂U−j + ∂
2
U0
extends trivially to B[U−11 , T ] and then
restricts to S. This differential operator on S, still denoted by ∆, can also be written:
∆ =
1
t
∂t∂U−1 +∆1, for ∆1 = 2
∑
j≥2
∂Uj∂U−j + ∂
2
U0 .
As usual, the set of harmonic elements in S is defined to be H(S) = {f ∈ S : ∆(f) = 0}. Since
[E,∆] = −2∆, this is a graded subspace of S and H(S) =⊕β∈ 12ZH(β). Clearly, ∆(S(β)) ⊆ S(β− 2) for
all β ∈ 12Z.
We now want to find β such that ∆ induces an operator from S(β) to S(β − 2). The next result can
be compared with [EG, Propositions 4.4 & 4.7], [GJMS, Proposition 2.1] and [BZ, II Proposition].
Proposition 11.5. Let δ = −d = −n2 + r. Then, the Laplacian ∆ induces an operator
∆δ = ∆ : S(δ) =
S(δ)
QrS(δ − 2r) −→ S(δ − 2) =
S(δ − 2)
QrS(δ − 2(r + 1))
by the formula ∆(f¯) = ∆(f) for all f ∈ S(δ).
Proof. As in (3.13) one shows that, for all k ∈ N∗ and homogeneous elements u ∈ S one has
∆(uQk) = ∆(u)Qk + k[n+ 2 + 2wt(u) + 2(k − 1)]uQk−1. (11.6)
We are looking for δ ∈ 12Z such that ∆(uQr) ∈ QrS(δ − 2(r + 1)) for all u ∈ S(δ − 2r). However, by
(11.6), if δ = −n2 + r then
∆(uQr) = ∆(u)Qr + r[n + 2 + 2δ − 2(r + 1)]uQr−1 = ∆(u)Qr
for all u ∈ S(δ − 2r). This proves the proposition. 
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Thanks to Proposition 11.5 we can define the following subspace of “harmonic elements of degree δ”, or
“harmonic conformal densities of weight δ”. It gives a (complex) version of the “scalar singleton module”
defined by Dirac; see for example [Bek3, §3.5].
Definition 11.7. Let r ∈ N∗ and δ = −n2 + r and set:
Nλ = Ker∆δ =
{
f¯ ∈ S(δ) : ∆δ(f¯) = 0
}
.
Since [Y,∆] = 0 for all Y ∈ g, it is easy to see that Nλ is a g-submodule of S(δ).
It follows from Lemma 11.4(2) that any element f¯ ∈ S(β), for f ∈ S(β), can be uniquely written:
f¯ =
r−1∑
j=0
fjQ
j
with f =
r−1∑
j=0
fjQ
j and fj ∈ A[t±1](β − 2j). (11.8)
Let a ∈ A and ν ∈ Z. Since ∂U−1(atν) = 0 and ∆(a) = ∆1(a) it follows that ∆(atν) = ∆1(a)tν . Applying
this observation to the fj shows that ∆(fj) = ∆1(fj) for 0 ≤ j ≤ r − 1.
Proposition 11.9. (1) Let f =
∑s
j=0 fjQ
j ∈ S(δ) with 0 ≤ s ≤ r − 1 and fj ∈ A[t±1](δ − 2j) as
in (11.8). Then,
∆(f¯) = 0 ⇐⇒ ∆(f) = 0 ⇐⇒
∆1(fj) = −2(j + 1)(r − (j + 1))fj+1 if 0 ≤ j ≤ s− 1;∆1(fs) = 0.
Consequently,
Nλ =
{
f¯ ∈ S(δ) : ∆(f) = 0} = H(S)(δ) ⊂ S(δ).
(2) There exists an isomorphism of m-modules
ev0 : Nλ ∼−−→ Sλ =
{
a ∈ A[t±1](δ) : ∆r1(a) = 0
}
given by ev0(f¯) = f0, when f =
∑r−1
j=0 fjQ
j ∈ S(δ) with fj ∈ A[t±1](δ − 2j).
Proof. (1) By (11.6) we have:
∆(f) =
s∑
j=0
∆(fjQ
j) = ∆1(fj)Q
s +
s−1∑
j=0
{
∆1(fj) + (j + 1)[2wt(fj+1) +N + 2j]fj+1
}
Q
j .
It follows from ∆1(fj) ∈ A[t±1] that ∆(f) ∈
⊕s
j=0 A[t
±1]Qj . Since wt(fj+1) = δ − 2(j + 1) if fj+1 6= 0,
one deduces that ∆(f) = 0 is equivalent to the following system of equations in the ring A[t, t−1]:∆1(fs) = 0∆1(fj) = −2(j + 1)(r − (j + 1))fj+1 if 0 ≤ j ≤ s− 1.
By definition, ∆(f¯) = ∆(f) and so ∆(f¯) = 0 is equivalent to ∆(f) ∈ S(δ − 2(r + 1))Qr. Recalling that
∆(f) ∈⊕r−1j=0 A[t±1]Qj and using S =⊕j∈NA[t±1]Qj one deduces that ∆(f) = 0 if and only if ∆(f¯) = 0.
Finally, if x¯ ∈ Nλ we can find f as in (11.8) such that x¯ = f¯ . By definition, ∆(f¯) = 0 and hence
∆(f) = 0. The equality Nλ = H(S)(δ) follows.
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(2) By induction, the equalities ∆1(fj) = −2(j +1)(r− (j +1))fj+1 for 0 ≤ j ≤ r− 2 yield ∆p1(f0) =
cpfp, where cp = (−2)pp!(r − 1) · · · (r − p), for 0 ≤ p ≤ r − 1. It follows from (1) that the map f¯ 7→ f0
with f ∈ H(S)(δ) takes values in Sλ and is injective. This also implies that if a ∈ Sλ one can obtain
f =
∑r−1
j=0 fjQ
j ∈ H(S)(δ) by setting f0 = a and fp = 1cp∆
p
1(a) for 1 ≤ p ≤ r − 1. This yields a vector
space isomorphism Nλ ∼−→Sλ.
Recall from §2 that m = CE11 ⊕ k where E11 =
t
2∂t − U−1∂U−1 and k =
∑
i,j /∈{±1} CEij . Clearly,
therefore, A[t±1] is m-stable. From [E11,∆1] = 0 = [k,∆1] it follows that Sλ is an m-module. Let Y ∈ m
and f¯ ∈ Nλ with f =
∑r−1
j=0 fjQ
j as above. Since Y.Q = Y (Q) = 0 one has Y.
∑r−1
j=0 fjQ
j =
∑r−1
j=0(Y.fj)Q
j
with Y.fj ∈ A[t±1](δ − 2j). Hence ev0(Y.f) = (Y.f)0 = Y.f0 = Y. ev0(f) and so the linear isomorphism
ev0 : Nλ ∼−→Sλ is indeed an isomorphism of m-modules. 
As we next show, this theorem implies that, as k-modules, Nλ is isomorphic to the module Mr =
Mn,r =
{
a ∈ A : ∆r1(a) = 0
}
from Remark 10.3. Before proving this, note that as ∆r1(A(m)) ⊂
A(m − 2r) for all m ∈ N, the space Mr is a graded subspace of A. Thus any a ∈ Mr can be written
as a =
∑
m∈N a(m) with a(m) ∈ Mr(m). On the other hand, by Proposition 11.9(2) and the fact that
wt(t) = 12 , any g ∈ Sλ may be written as g =
∑
m∈N g(m)t
2(δ−m) with g(m) ∈ A(m).
Corollary 11.10. The k-modules Mr ⊂ A and Sλ ⊂ A[t±1] are isomorphic via the map:
σ : Sλ ∼−−→Mr;
∑
m∈N
a(m)t2(δ−m) 7→
∑
m∈N
a(m).
In particular, the map σ ◦ ev0 : Nλ ∼−→Mr is an isomorphism of k-modules.
Proof. Let g =
∑
m∈N a(m)t
2(δ−m) ∈ Sλ and recall that ∆1(atβ) = ∆1(a)tβ for all a ∈ A, β ∈ Z. Then,
∆r1(g) =
∑
m∆1(a(m))t
2(δ−m) = 0 forces ∆r1(a(m)) = 0 for all m, hence
∑
m a(m) ∈ Mr. Conversely,
the same computation shows that if
∑
m a(m) ∈ Mr then
∑
m∈N a(m)t
2(δ−m) ∈ Sλ. Thus σ is a linear
bijection. The k-linearity of σ is consequence of Y.tβ = 0 for all β and Y ∈ k. The second assertion then
follows from Proposition 11.9(2). 
By Lemma 10.2, Mr is a g-module so it is natural to ask whether σ ◦ ev0 is actually g-linear in this
corollary. This is true and forms the main result of the section.
Theorem 11.11. The map σ ◦ ev0 : Nλ →Mr is an isomorphism of g-modules. Equivalently,
σ(ev0(Y.f¯)) = τ(Y ).g for all Y ∈ g and g = σ(ev0(f¯)) ∈Mr, for f¯ ∈ Nλ.
Proof. Throughout the proof we write f¯ =
∑r−1
j=0 fjQ
j
with f =
∑r−1
j=0 fjQ
j as in (11.8); thus ev0(f¯) =
f0 ∈ Sλ by Proposition 11.9. Let Y ∈ g and recall that the derivation Y satisfies Y (Q) = 0. Thus,
Y.f =
∑
j(Y.fj)Q
j and it follows from the definition of ev0 that ev0 (Y.f¯) = ev0 (Y.f0). Using this, the
theorem is then obviously equivalent to proving:
σ(ev0(Y.f0)) = τ(Y ).σ(f0) for all Y ∈ g and f0 ∈ Sλ. (11.12)
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By Corollary 11.10, f0 =
∑
m∈N a(m)t
2(δ−m), with a(m) ∈ A(m) for all m, and σ(f0) =
∑
m a(m).
For simplicity we set γ(m) = 2(δ −m). Thus
Y.f0 =
∑
m
(Y.a(m))tγ(m) +
∑
m
a(m)(Y.tγ(m)) =
∑
m
(Y.a(m))tγ(m) +
∑
m
γ(m)a(m)(Y.t)tγ(m)−1
while τ(Y ).σ(f0) =
∑
m τ(Y ).a(m). As usual, in order to prove that (11.12) holds, it suffices to prove it
when Y is a root vector in g, hence a (scalar multiple) of some yα from the Chevalley system given in
Proposition 2.4. As in the proof of Theorem 10.6, we will consider the three cases Y ∈ k, Y ∈ r− and
Y ∈ r+ separately.
Suppose first that Y = yα ∈ k for α ∈ Φ1. We may assume that Y = Eab with a, b ∈ {0,±2, . . . ,±ℓ}.
Then Eab.t = 0 and τ(Y ) = F(ψ˜(ϑ(Y ))) = F(ψ˜(Eba)) = F(Eba) = Eab = Y , by(10.8). Thus (11.12) is
equivalent to the k-linearity of σ, which follows from Corollary 11.10.
Suppose next that Y = yα ∈ r−, where either α = −(ε1 ± εb) or α = −ε1. Hence, by Proposition 2.4,
Y = yα is either equal to E∓b,1 when α = −(ε1 ± εb) and b ∈ {2, . . . , ℓ}, or Y =
√
2E0,1 when
α = −ε1. By the definition of ϑ and ψ˜ we have ψ˜(ϑ(Y )) = x−α ∈ r+. Using Lemma 4.3, this root
vector is either V−b when α = −(ε1 − εb), or Vb when α = −(ε1 + εb) or
√
2V0 when α = −ε1. Recall
that F(Va) = Qa = F∂Ua − U−aI(d). Therefore, up to the scalar
√
2, we may assume that Y = Ej1 and
τ(Y ) = Q−j with j ∈ {0,±2, . . . ,±ℓ}. Since Ej1 = Uj
2t
∂t−U−1∂U−j and a(m) ∈ A = C[U0, U±2, . . . , U±ℓ],
we obtain
Ej1.f0 = −
∑
m
U−1∂U−j (a(m))t
γ(m) +
∑
m
γ(m)
2
Uja(m)t
γ(m)−2.
Recalling from (2.1) that U−1 =
1
U1
(Q− F) = t−2(Q− F), it follows that
Ej1.f0 = −
∑
m
(Q − F)∂U−j (a(m))tγ(m)−2 +
∑
m
γ(m)
2
Uja(m)t
γ(m)−2
=
∑
m
(γ(m)
2
Uja(m) + F∂U−j (a(m))
)
tγ(m)−2 − Q
∑
m
∂U−j (a(m))t
γ(m)−2.
Thus, as γ(m) = 2(δ −m) = −2(d+m), we have
ev0(Ej1.f0) =
∑
m
(−(d+m)Uj + F∂U−j)a(m)tγ(m)−2
and σ(ev0(Ej1.f0)) =
∑
m
(−(d+m)Uj + F∂U−j)(a(m)). Since I(d)(a(m)) = (m+ d)a(m), observe that
Q−j.σ(f0) = Q−j.
∑
m
a(m) =
∑
m
Q−j.a(m) =
∑
m
(
F∂U−j (a(m)) − (d+m)Uja(m)
)
and we obtain σ(ev0(Ej1.f0)) = Q−j.σ(f0), as required.
Finally, suppose that Y = yα ∈ r+, where either α = ε1 ± εb or α = ε1. From Lemma 4.3 we see
that we may take Y = E1b; using Lemma 4.3 and the definition of F , we may assume that Y = E1j ,
whence τ(Y ) = ∂Uj with j ∈ {0,±2, . . . ,±ℓ}. Recall that E1j = U1∂Uj − U−j∂U−1 = t2∂Uj − U−j∂U−1 ;
from E1j(t) = 0 and ∂U−1(a(m)) = 0, we get that E1j .f0 =
∑
m ∂Uj (a(m))t
γ(m)+2. On the other hand
we have ∂Uj .σ(f0) =
∑
m ∂Uj (a(m)) and it follows that σ(ev0(E1j .f0)) =
∑
m ∂Uj (a(m)) = ∂Uj .σ(f0), as
desired. 
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In summary, by combining Corollary 10.12 with Theorem 11.11, we have the following relationship
between the three main g-modules appearing in this paper: the module N(λ) = Rr of regular functions
on the scheme {Fr = 0} ⊂ Cn, the module Mr of higher harmonic polynomials on Cn, and the module
Nλ of harmonic conformal densities of weight −n2 + r on Cn+2.
Corollary 11.13. There exist isomorphisms of g-modules:
N(λ) ∼= N∨λ or, equivalently, Rr ∼=M∨r .
Moreover:
(1) if n is odd or if n is even with r < n2 , then Rr
∼= L(λ) ∼=Mr;
(2) if n is even with r ≥ n2 , then Rr has a simple socle Zr isomorphic to L(µ), where µ is given by
(4.14), and the quotient Qr = Rr/Zr is isomorphic to the simple finite dimensional module L(λ).
(3) if n is even with r ≥ n2 , then Mr has a simple (finite dimensional) socle Q∨r ∼= L(λ) and the
quotient Z∨r =Mr/Q
∨
r
∼= L(µ). 
We conclude this section with remarks about the module Nλ and its annihilator.
Remark 11.14. (1) Recall that δ = −d = −n2 + r. Since t2δ ∈ H(S)(δ), the class eλ = [t2δ] ∈ S(δ)
belongs to Nλ. It is easy to see that eλ is a highest weight vector in Nλ, with weight λ = −dε1 = δε1.
In more detail:
(i) Eab.t
2δ = 0 = Ec,0.t
2δ for 1 ≤ a < b ≤ ℓ and 1 ≤ c ≤ ℓ. Thus, by Proposition 2.4, n+.eλ = 0.
(ii) E11.t
2δ = U12t ∂t(t
2δ) = δt2δ and Ejj .t
2δ = 0, for 2 ≤ j ≤ ℓ; showing that eλ has weight λ = δε1.
Therefore, if n is even with r < n2 or if n is odd, one gets Nλ = U(g).eλ.
Assume now that n is even with r ≥ n2 . Then, F∨ = U(g).eλ ∼= L(λ) is finite dimensional. The
quotient Nλ/F
∨ is isomorphic to L(µ) and, by similar computations, it is easily seen that the class
eµ ∈ Nλ/F∨ of the element U δ+12 t−2 = U δ+12 U−11 ∈ H(S)(δ) is a highest weight vector of weight µ. Thus,
Nλ/F
∨ = U(g).eµ ∼= L(µ). Through the isomorphism Nλ ∼−→Mr, the elements eλ and eµ correspond,
respectively, to 1 and U δ+12 (which, in turn, gives the element ξ
m in the proof of Theorem 4.13).
(2) By Corollaries 11.13 and 4.17, the annihilator of Nλ is equal to the primitive ideal Jr. Let U
denote the subalgebra of D(B) generated by the elements Eij ∈ g. Then, U is a factor of the enveloping
algebra U(g) and U = U(g)/Jr is a primitive quotient.
When r = 1, U and U are, respectively, complexifications of the “off-shell higher-spin algebra” and
“on-shell higher-spin algebra” as defined in [Vas, §3], [Bek1, §3.1.1] and [Bek2, §4.1]. In particular, on the
Minkowski space-time (i.e. in the real case Rp,q = Rn−1,1 as in §9) the algebra of symmetries S (n−1)
is isomorphic to the “on-shell higher-spin algebra” of [Bek1, §3.1.3, Corollary 3].
Appendix
Here we provide a proof of Lemma 10.5 and repeat (a minor variant of) the statement of the result
for the reader’s convenience.
Lemma 12.1. (1) Set Ir = FrA. The bilinear form 〈 | 〉 from Definition 10.4 satisfies the following
properties.
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(i) 〈A(p) | A(q)〉 = 0 for p 6= q in N and 〈a | φ〉 = F(a)(φ) = F(φ)(a) for all a, φ ∈ A(p).
(ii) 〈 | 〉 is symmetric non degenerate and k-invariant.
(iii) L⊥⊥ = L for any graded subspace L ⊂ A.
(iv) M⊥r = Ir and I⊥r =Mr.
(2) The pairing 〈 | 〉 induces a non degenerate k-invariant symmetric pairing 〈 | 〉 : Rr ×Mr −→ C.
Proof. (1) (i,ii) With standard notation, let U j, Uk be monomials in the Uj (where j,k are multi-indices).
Then, F(U j) = ∂ jU and 〈U j | Uk〉 = ∂ jU (Uk) = cj δj,k for some cj ∈ N∗. This proves (i) and implies that
the pairing is symmetric non degenerate.
Let K ∼= SO(F) ⊂ Aut(A) be the algebraic group such that Lie(K) = k. It is well known (and easy
to see) that if g ∈ K, then F(g.a) = g.F(a) for all a ∈ A. Hence, 〈g.a | g.φ〉 = (g.F(a))(g.φ)(0) =
[g.F(a)(φ)](0) = F(a)(φ)(0) = 〈a | φ〉. Thus, 〈 | 〉 is K-invariant and therefore k-invariant.
(iii) By (i) we have perfect pairings 〈 | 〉m : A(m)×A(m)→ C for allm ∈ N. For a subspace P ⊂ A(m),
denote by P ◦ its orthogonal w.r.t 〈 | 〉m; thus P ◦ = P⊥ ∩ A(m). As A(m) is finite dimensional, one has
P ◦◦ = P . It is easily seen that L⊥ is graded and that L⊥(m) = L(m)
◦
for all m. Let a ∈ L⊥⊥ and
write a =
∑
m a(m) with a(m) ∈ A(m). We have 〈a | p〉 = 〈a(k) | p〉 = 0 for all p ∈ L(k)◦. Hence
a(k) ∈ L(k)◦◦ = L(k) and we get a ∈ L.
(iv) Since F(Fr) = 2−r∆r1, it is clear that Mr ⊂ I⊥r . Conversely, if φ ∈ I⊥r and U j ∈ A, one has
∂ jU [∆
r
1(φ)](0) = 2
r〈FrU j | φ〉 = 0. It then follows from (i) that ∆r1(φ) = 0 and φ ∈Mr. Thus I⊥r =Mr.
(2) Observe that Ir and Mr are k-invariant subspaces of A (see Corollary 11.10). Since Rr = A/Ir, the
claim therefore follows from (1)(ii) and (1)(iv). 
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