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1. INTRODUCTION
The main purpose of this grant is to investigate the application of
modern control theoretic ideas to the design of flight control systems
for the F-8 aircraft. More specifically, the design of an adaptive
control system based upon the so-called multiple model adaptive control
(MMAC) method is under consideration.
In this progress report we shall discuss in an informal way the
progress so far. Technical details will not be given since they can be
found in a sequence of informal interim reports transmitted to NASA
Langley Research Center as well as an oral presentation to Mr. Elliott
(the grant supervisor) and his associates at NASA/LRC. In addition a
partial summary paper is included as Appendix to this report.
2. SUMMARY OF CONCLUSIONS AND FUTURE PLANS
A great amount of insight has been gained on the MMAC algorithm
during this time period from both a theoretical and a pragmatic point
of view. We summarize these below.
2.1 Convergence of the MMAC Algorithm
The transient and steady state behavior of the MMAC algorithm
depends upon two factors
(a) the relative sizes of the residuals generated
by the banks of Kalman filters in real time.
(b) the prior dynamic and statistical information
associated with the sensor noise and wind
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4disturbance variances, which is surewrized in
the residual covariance matrix which does not
depend upon real time measurements.
The effect of both of the above factors is extremely complex, and
difficult to understand from an analytical point of view. Nonetheless,
a rearrangement of the dynamic stochastic equations that govern the
probability evolutions (see Appendix A) has provided insight into the
problem. Prior researchers have glaimed that if the correct model is
included in the bank of models, then it will be identified with prob-
ability one. Tie believe that this statement is only valid under certain
additional assumptions (e.g. the existence of some persistent excitation)
and that a rigorous proof in the MMAC context is not available as yet.
We are in the process of investigating under what precise conditions
one can guarantee the convergence and stability of the MMAC algcrithm,
as well as introducing persistent excitation inputs to the aircraft.
2.2 Sensitivity of the MAC Algorithm
The implementation of the MMAC algorithm indicates that its transient
response can be quite sensitive to both plant and sensor noise. The
probabilities tend to jump very rapidly, and very little probabilistic
averaging is evident. This is due to the great "amplification" inherent
in the exponential functions in the equations that dynamically propagate
the probabilities. This mathematically "optimal" behavior can be
undesirable for aircraft implementation. For this reason, we are
currently modifying our MMAC subroutines so that after the probabilities
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are generated in the "optimal" ways a moving average (whose window,,length
will have to be determined) of the probabilities will be generated,
and it is this moving average probability which will weigh the controls
generated by the LQG compensators. {qe conjecture that this simple
moving average procedure will cause the control system to be less
sensitive to noise.
2.3 The Value of Lateral Measurements
In our previous status report we conjectured that the value of
information provided by the lateral sensors in the overall MMAC prob-
ability calculation was outweighed by its computational burden. At
this stage of our research we feel that this conjecture has to be
reexamined.
One of the reasons that in our earlier simulations (June 1975)
we felt that the lateral sensors did not provide sufficient information
for the probability evaluation was due to the fact that the design of
the lateral Kalman filters included a large amount of "fake" driving
white noise (to partly compensate for the difference between Gera's
and Wooley's models). As a consequence, the lateral Kalman filters
had very high bandwidths. This caused the selectivity of the lateral
Y-loran filters to decrease when incorporated in the b1MAC design. To
put it another way the lateral MMAC design had difficulty in distinguishing
models; as a result the probabilities could result in mismatched unstable
combinations.
Once this problem was recognized, we redesigned all lateral Kalman
filters. Our current design (tested at LRC in September 1975) is based
i
upon
(a) Wooley's data for the linear open-loop
dynamics
'	 (b) The only effective source of plant white
e
4i	 noise is that associated with the wind
disturbance.
As a result of this change we observed from the simulation results
r;	 that the lateral dynamics can provide valuable information with
i
respect to model identification, relatively rapidly, and that the
MAC design is less sensitive to sensor noise. Effectively, the
new lateral Kalman filters have a smaller bandwidth, and they are
more selective.
In general, when evalue'-sd in a regulator context the lateral
MAC system works very well.
2.4 Combined Probability Ev_a_luation
As explained in prior status reports, as well as in the paper
reproduced in Appendix A, the longitudinal and lateral probabilities
are generated separately, and if desired they can be easily combined
in an r^.)erall set of probabilities. Once more, based on "theoretical"
considerations, this combination of probabilities appears to be the
correct approach.
There are potential difficulties, however, with this approach
which require further investigation, due to the fact that the prob-
ability transitions tend to be very rapid. For the set of flight
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Iconditions that we have available, one can construct two stability
mismatch tables, one for the longitudinal dynamics and another for
the lateral dynamics. Effectively, what the mismatch stability
table indicates is whether or not the combination of the j-th LQG
compensator in feedback about the i-th flight condition is stable.
The difficulty arises because the stability mismatch tables are
quite different for the longitudinal and lateral dynamics. In the
simulations conducted at LRC in September 1975 we observed that quite
often the MMAC control system "worked" better if controlled from the
individual probabilities rather than the combined ones. This may be
due to the rapid changes in the probabilities and the problem may be
alleviated if the "moving average" scheme discussed in 2.2 is imple-
mented. We plan to continue to investigate the desirability of using
the combined probabilities in the overall MAC design.
2.5 Pilot Input Design for Longitudinal Dynamics
During this time period two different designs for handling pilot
inputs were obtained aiad tested at LP.C.
The first design translated
(a) stick position
(b) stick rate
into commanded values of the longitudinal state variables using first the
linearized short period dynamics, and then switching to the long period
dynamics. This design was tested at LRC in June 1975. It was found
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unsatisfactory because the difference in steady state values obtained
from the linearized dynamics are significantly different from those
obtained from the nonlinear dynamics.
The second design used exclusively the short period dynamics
and translated stick position into a commanded pitch rate and normal
acceleration. These values were then used to generate error signals
which were fed inlo the existing IOMC regulator control system. This
design was tested with pilot inputs (provided by C. Wooley) at LRC in
July 1975. The response was deemed acceptable, although somewhat sensi-
tive (high gain).
In the short term we plan to still use this later design. However,
it is not clear how one can evaluate it in terms of the C* criterion.
For this reason, we are currently carrying out a feasibility study in
which a C* - like design is obtained, so as to evaluate its impact on
the overall MMAC concept.
2.6 Pilot Input Design for Lateral Dynamics
The approach used for the lateral system was distinctly different
than that used for the longitudinal system. For the lateral system the
pilot inputs were introduced to a linear model (provided by LRC) which
generated the desired responses for the lateral state variables.
First, we wished to examine if a very simple scheme would work.
Toward this goal we simply used the model generated state variables as
the desired time varying reference trajectories, and then generated a
set of error signals which were introduced in the MMAC system. This
-6-
design was tasted at LRC in June. It's response wa g judged unsatisfactory
in view of the large commanded lateral accelerations.
At the present time we are nearing completion of a true model-
following design which should alleviate the high lateral accelerations
associated with the preliminary design.
r
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3. SUMMARY OF REAL TIME SII4ULATION
EXPERIMENTS AT LRC
Trip on 6/4/75 - G/6/75
Tasks accomplished Before the Trips
1. Finished the computations of new regulator and ilter gains for
the lateral dynamics and implemented in the control program.
(Reason of this change of design has been discussed in our oral
report on 7/23/75.)
2. A rudimentary pilot command system for both longitudinal and
lateral dynamics was designed and implemented in the MMAC control
system. These designs were carried out under two differe:rt
approaches:
For the longitudinal dynamics: A steady state response
following technique was used.
For the lateral dynamics: A "model following" type of
technique was used.
3. The procedure of inputing MMAC system data was changed so that
the core requirement of implementing the MMAC system was reduced
significantly. All system data was stored in a tape ( or a fast
memory device) and only those system matrices used on the real time
computation for the MMAC scheme were called and stored in the pro-
gram during the reset mode.
-8-
Simulations Done:
1. In order to answer the conjecture posed in the last semi-annual
report, that the information obtained from lateral dynamics was
not important, we have done the following experiments for F/C $19
(1.4 Mach, 40)t ft) and F/C N11 (.6 Mach, 20k ft) with different
combinations of models in the filter bank:
(a) With initial conditions on 2 0 sideslip:
1) Both longitudinal and lateral dynamics muAC systems
were operating;
2) Only lateral dynamics DM1AC system was operating;
3) Probabilities were updated tY tae longitudinal
information only, and the lateral control was
computed by the following two different approaches:
(i) Averaging the "optimum" controls computer
from the outputs of each filter in the bank.
(ii)Averaging the controls computed from the
outputs of a single filter.
(b) With initial conditions on 6 1 angle of attack and 2° sideslip.
(Repeat the same experiments in (a).
(c) With thunderstorm (Repeat (a) and (b)).
2. Similar experiments were carried out for the lateral pilot command
system.
3, Single model plot command system for the longitudinal system was
tested for F/C #7, F/C #11 a..d F/C #19.
t
w
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Some Conclusions from these Exporiments:
1. The new regulator design for the lateral dynamics performed
well and the prior instabilities on the batik angle response
never occurred.
2. There was no significant improvement on the overall system
performance while the lateral dynamics information was used.
(it has been found since then that this conclusion was in-
correct due to excessive fake white noise in the filter
designs.)
3. The lateral pilot command system generated a higher lateral
acceleration than the value generated by the model which was
due-to an "ad hoc" approach on the model following design.
4. The longitudinal pilot command system did not work as well as
we expected. There were some problems on the switching logic
which controls the pilot command system to follow steady state
values for the short period response and the long period
response, respectively.
-10 F
it i
AA
Trip on 7/22/75 - 7/23/75
Tasks Accomplished Before the Trip:
1. To test the tentative conclusions we had reached in the June
trip, the entire lateral dynamics filters worn rnmcved from the
control program. Only a single Kalman filter was iml:leiented
for the lateral dynamics, the control was computed from state
estimates of the filter and the optimum regulator gains for each
model in the MAC bank and then averaged by the probabilities
computed from longitudinal dynamics. There were 7 models in the
filter bank instead of the 4 models used on the June trip.
2. The longitudinal pilot command system was redesigned by eliminating
the long period response following scheme.
simulations Done:
1. Complete test of the new system.
2. Flight the control system from the cockpit.
Conclusions:
1. Longitudinal pilot command system was acceptable, although
the system was a little bit sensitive to the stick command
i
(but it can be fixed by scaling down the gains on the ADCH
channel input).
2. Lateral pilot command system had instabilities after 20 seconds
of simulations which happened because of mismatch instability
and was not observed on the June trip because we did not run
4
I'
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the system that long. To fix this problem, we need a corrected
filter design for the lateral dynamics and uuo both longitudinal
and lateral dynamics information for the 1-24AC schema.
Trip on 9/2/75 - 9/5/75
Tasks Accomplished Before the Trig:
1. Chuck Wooley's linearized model was used for the filter design,
unnecessary fake noises for the modeling error were eliminated
and the wrong turbul.once noise statistics was corrected.
2. The comply:-. Mfjr C system was implemented.
Simulations Done and Conclusions:
Over three hundred experiments for the WMC regulator system
and pilot command system for the longitudinal dynamics were done
during this trip. Several new findings were obtaine.i during this
trip; we are still on the stage of analyzing this massive data;
a detailed report will be written at a later date.
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i
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ii
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Abstract
The purposo of this paper is to summarize
ronulto obtained for the adaptivu control of the
F-8C aircraft using the so-called MMhC method.
The discussion includes the selection of the per-
formanco criteria for both the lateral and the
longitudinal dynamics, the design of the Kalman
filters for difforant flight conditiona l the
"identification" aspects of the design using
hypothesis testing ideas, and the performance of
the cloned loop adaptive system.
1. Introduction
The purpose of this paper is to present
preliminary results on a study which involves
the application of advanced adaptive control
techniques to the design of a stability augmen-
tation system in both the longitudinal and
lateral dynamics of the F-BC aircraft. NASA has
been using the F-BC aircraft as r test vehicle
for evaluating different digital-fly-by-wire
(DFBW) contrc.l techniques, using the IBM AP-101
an the airborne computer. Ylo remark that the
eventual implementation of the control algorithms
on the specific airborne computer has had a major
impact upon the philosophy adopted for the design
of the control system in view of the obvious sto-
rage and real-time computational constraints. In
addition, the design was crucially dependent upon
the sensors that could be utilized in the sense
that sensors that utilized external aerodynamic
measurements, e.g., airspeed, altitude, angle of
atthck and sideslip vanes shoule not be employed
in the cand:data design. Thus, the design guide-
lines required that the sensors associated with
the adaptive control system should be limited to
accelerom.;.ars, rate gyros, and perhaps attitude
sensors (although the latter were deemed undesir-
able in v.tow of their errors when the aircraft
underwent severe pilot induced maneuvers).
*The theory and initial algorithm development
associated with this study were developed with
support from NASA/Ames Research Center under
grant NCL-22-009-124 and from ArOSR under grant
72-2273, The specific application to the F-SC
was supported by NASA Langley Research Center
under grant NSG-1010.
From the viewpoint of modelling, it in ob-
vious that the dynamic state equations of an air-
craft involve nonlinear differential equations
Coca Etkin [11). ilovovor, the information given
by NASA Langley Research Canter (I,RC) to the MIT/
ESL team consisted in the specification of the
uncoupled, linear timo-invariant open-loop
longitudinal and lateral dynamics of the F-8C
aircraft associated with equilibrium flight.
Table I gives a list of the flight conditions
that were available for the design. Thus, the
general structure of the equations ware of the
f or m	 z(t)-Ax(t)+Bu(t). The numerical values
of the elements of the n and B matrices can be
found in a report by Gera (217 based upon wind
tunnal tests, and a report by Wooldy and Evans
(31, based upon linearization of the nonlinear
dynamics employed by NASA/LRC for their nonlinear
simulation of the F-BC aircraft. We remark at
this point that the numerical .al.uos for the A
and R matrices given in (2) and (3) are not idan-
tical reflecting the fact that different sources
were used to obtain them. The design reported in
this paper is based upon Gore's report (2).
The fact that the 16 flight conditions span
an extremely wide envelope for operating the
aircraft, with drastic changes in the open-loop
dynamics, makes the fixed-gain design of the con-
trol system unrealistic. Furthermore, handling
qualities requirements, such an the C • criterion,
indicate that pilots desire different closed-loop
dynamics at different flight conditions. Thus,
some sort of "adaptive" gain-scheduling control
system was required. However, straight-forward
gain scheduling based upon quantities such as
velocity, altitude, and dynamic pressure was not
permitted in view of the sensor restrictions men-
tioned above. hence, the adaptive control system
had to be designed in a novel way.
An additional restriction on the design was
that the sensor noise and wind disturbances had
to be incorporated. This led to the need for
employing Kalman filters, with constant coeffi-
cients because of the computer memory limitations.
The above problem overview sets the ground
for the specific adaptive control technique which
we selected to investigate in great detail. We
call the adaptive control technique the Multiple-
Model-Adaptive-Control (MMAC) method, and we shall
i
i
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discuss it in more detail in Section 5 of this
paper. it is only one of Several techniques
bnoed upon developments in modern control theory
(moo the survey article by Athens And Varaiya
(41) and it has its origins in combining
hypothesis-tenting and stochastic control ideas
(nee references (41 to (01). It was selected for
thin study because of its potential promise in
academic examples (5)-(8], and because its memory
and real-time computatio. lal requirements could be
readily assessed in view of its non-itarativo
nature.
An explained in more detail in Section 5,
the mMC method requires that a full blown Steady
state Linear-Quadratic-Gaussian (LQG) controller
be implemented for each flight condition. This
necessitated the development of nuitable quad-
ratio performance criteria for both the longiLud-
inal and the lateral dynamics; thene are
deacrtbad for the continuous time case (91 in
sections 2 and 3, respectively. For implementa-
tion, one needs a discrete time LQG controller
(101. This is described in Section 4, together
with the discussion of Sensor errors. The M[MC
algorithm is described in Section S. The simula-
tion results using the nonlinear F-GC dynamics
are described in Section G. Section 7 presents
the major conclusion of our studies so far.
We remark that in this paper we shall only
focus our attention to the regulation aspects of
the problem, i.e,, return to equilibrium flight
from some initial conditions and in the pre-
sence of stochastic wind disturbances. In our
study we are considering the proper way of incor-
porating human pilot inputs for both the longi-
tudinal and lateral cane. tlowavar, we shall not
present in this paper any of the approaches and
preliminary results for the pilot input case.
2. longitudinal Dynamics
2.1 Introduction
In this section we present an overview of
the LQG philosophy adopted for designing the reg-
ulator for the longitudinal dynamics. Attention
is given in the development of the quadratic per-
fomance index and the subsequent model simplifi-
cation using a short period approximation. The
main concept that we wish to stress is that the
quadratic performance criteria employed changed
In a natural way with each flight condition. The
surprising result was that the short period poles
of the resultant longitudinal closed-loop system
ware characterized for all flight conditions by
two constant damping ratios, one associated with
all subsonic flight conditions and one associated
with all supersonic flight conditions.
2.2 The Longitudinal State Description
Because of a rate constraint saturation on
the elevator rate, the control variable selected
was the time rate of change of the commanded
elevator rate (6 0c(t)). This was integrated to
generate the actual commanded elevator position
(aac(t)) which was introduced to A first order
servo with a time constant of 1/12 seconde to
generate the actual deviation of the elevator
6a (t) from its trimmed value. The elevator was
khan related to the four "natural" longitudinal
state variables namely pitch rate, q(t)(rad/sec),
velocity error v(t)(ft/vac), perturbed angle of
attack from its trimmed value, a(t)(red), and
pitch attitude deviation from its trimmed value
0(t)(red) 0 (2). In addition, a wind disturbence
State w(t) was included (see Appendix A). Thus
the state vector x(t) for the longitudinal dynam-
ics was characterized by seven components
(2.1) %'(t) A Jq(t), v(t), a(t), 0(t), 6 e (t),
acc (t), W M )
and the control variable u(t) was the commanded
elevator rate
(2.2) u(t ) keC(t)
This led to a linear-time invariant characteriza-
tion for each flight condition of the form
(2.3) it(t) •Alx (t)+OU (t)+L^[(Y)
where J(t) was zero mean white noise, generating
the wind disturbance and accounting for random
actuator errors. The elements of ni and Li
changed with each flight condition while
(2.4) Be (0 0 0 0 0 1 0)'
2.3 The longitudinal Cost Functional
In order to apply the standard steady state
LQG procedure (9) a quadratic performance index
has to be selected. The general structure of the
Index was
(2.5) a-!x'(t)gix(t)+u'(t)Riu(t)dt
Note that the weighting matrices g i , R  had to be
different from flight condition to flight condi-
tion reflecting in a natural way that the pilot
wants different handling qualities as the speed
(and dynamic pressure) changes.
In the initial design it was decided that
one should relate the maximum deviations of
• pitch attitude, Omax
• pitch rate,	 gmax
• normal acceleration, anzmax
• maximum commanded elevator rate, aeCmax
resulting in the following structure of
the performance criterion
z
°^-°nz
x (t)	 gz (tl	 Bz(t)	 6eC(t)(2.6) fir , WN e — + m^ex + 0zmax + ^ecmax— dt
• nzma  q 
The normal acceleration anz(t), in g's, was not
used as a state variable. However, it is linearly
related to some of the longitudinal state vari-
ables according to the formula
(2.7) anz (t) oo 
8 
^k, v(t)+Kza(t)+KZ6 0 (t
J
 in g's
^i'
i	 I	 I	 I
Vo being the equilibrium speed. The constants
k), k2, kl can be calculated from the open loop
A matrices, and hanca change with flight condi-
tion. Effectively the structure of the criterion
(2.6) implies that if at t •0 the maximum values
of acceleration, pitch rate, or pitch attitude
occurred, than one would be willing to saturate
the elevator rata to remove them. For the pre-
liminary design thefollowing numerical values
were selected (with the holp of T. Elliott and
J. Gera)
(2.0) anzmax 6g ' s , gmax+log/VO, 0max`69rvoo)2
,aecmax^0.435 rad/soc
where air is the (3,3) element of the open loop
longitudinal hi matrix.
Roughly speaking, this criterion means that
one is willing to saturate the elevator rate
(0.435 rad/see for the F-BC) if a normal accel-
eration of 69 was falt, or a pitch rate equiva-
lent to 109's, or A pitch urror which if
translated to angle of attack would also generate
a 6g normal acceleration.
The above numerical values were translnted
into the appropriate Qi matrix (non diagonal pos-
itive semide£inite) which  c1sianged from flight
condition to flight condition, while R ..R.•1/
(0.435) = frr all flight conditions. Hance, the
resulting `e?G problem could be solved using
available computer subroutinas (11).
2.4 Reduced Longitudinal Design
The design was modified for two reasons.
First the gain from the velocity state variable
v(t) was extremely small. Second, it was desir-
able to avoid using the pitch sensor. The pitch
0(t) is weakly observable from the system dynam-
ics so that oven if a Kalman filter was used in
the absence of pitch measurements, large estima-
tion errors would be ottoined which would adversly
affect the performance of the control system since
there is significant feedback from the estimated
pitrS. attitude. At any rate, since a pilot would
fly the aircraft he would be able to control
pitch himself.
This led us to eliminating the velocity error
V(t) and pitch NO from the state equations and
obtaining the "short period" approximation (5
state variables). Since pitch did not appear the
criteria (2.6) was amodified to	 =
(2.9) J2
	
/ °nz	 tq(t)	 sac (tI dt
,LON 
anzmax + 4 max +e^Temax
and the resultant L2G problem was resolved.
2.4 Summary of Results
From the viewpoint of transient responses to
the variables of interest (normal acceleration,
pitch rate, angle of attack) the transient re-
sponses to initial conditions were almost identi-
cal for both designs. Thus, the short period
motion of the aircraft was dominated by the rela-
tivo tradeoff between the maximum normal accelera-
tion, enzmax, and maximum pitch rata, gmax' This
is consistent with the CO criterion (12).
When the short-period closed-loop poles wore
evaluated for both deninns using the numerical
values given by(2.0), wa found the unmated
result that the dampinq ratio was constant (0.400)
for a11 . 11 subsonic flight conditions, and also
conatnnt (0.361) for all the supersonic flight
conditions, The closed-loop naturally frequency
increased with dynamic preesurc:
Since no polo-placement techniques were em-
ployed (i.e., the mathematics were not told to
place the closed-loop poles on a constant damp-
ing ratio line), we constructed a tradeoff by
changing (decreasing) the maximum pitch rate
gmax . This would increase the pitch rate penalty
in the coat functional, and one would expect a
higher damping ratio, The following values of
gmax wore employed
(2.10) q 
axa
l0g/Vo, Og/Vo, 69/Vo, 49No
once more the constant damping ratio phenomenon
wan obsorved, i.e., for each value of gmax the
short period cloned loop poles for all subsonic
flight conditions fall on a constant damping ratio
line, and similarly for all supersonic flight
Conditions. Thin was further verified by consid-
ering an additional 13 different flight condi-
tions.
The numerical results are presented in Table
II. The reason for this regularity of the solu-
tion of the IQ problem is under investigation.
3. Lateral Dynamics
3.1 Introduction
In this section we present the parallel
philosophy for the development of the control
system for the lateral dynamics. In thin case
the development or a pettonnaneo criterion was
not an straight-forward as in the cane of the
longitudinal dynamics. For An extensive discus-
sion see the S.M. thesis by Greene (13).
3.2 The Lateral Dynamics State Model
The control variables selected for lateral
control were
(3.1) u,(t)•lac (t) =commanded aileron rate
(rad/sec)
(3.2) u 2 (04 to (t)'•commanded rudder rate
(rad/sec)
so that the control vector is defined to be
(3.3) _l(t)-(u)(t' us(t))
The servo echanici were taken into account. The
commanded ailerol , and rudder rates were integrat-
ed to generate f,he commanded aileron (d ac (t)) and
rudder (dre (t) r positions, respectively. For the
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The following structure of the quadratic
performance criterion won established,
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'	 n
F-OC aircraft the commanded aileron rata 6ac(t)
drives a first order lag servo, with a time con-
struct of 1/30 seconds, to generate the actual
aileron position 6o(t)(rads).
The commandad rudder rate 6rc(t)(rods) drives
a first order lag servo, with a time constant of
1/25 seconds, to generate the actual rudder posi-
tion 6 r (t)(rAds). The actual aileron and rudder
position, de(t) and 6r(t), than excite the four
"natural" lateral dynamics state variables, name-
ly roll-rota p(t)(rod/scc), yaw-rate r(t)(rad/
soc), sideslip angle 8(t)(rad), and bank angle
Q(t)(rad). in Addition, a wind diaturb'Snco state
variable w(t), one Appendix A, driven 'he equa-
tions in the same way as the sideslip variable.
111ua, the state equations for the lateral
dynamics are chArActorizod by a g-dimensional
state vector x(t) with components
(3.4) x'(t)^IPIt) r(t) p (t) ON) da (t) 6r(t)
6ac (t) 6 rc (t) w(t))
and the overall lateral dynamics take the form
(3.5)	 u(t)+Lij(t)
where the zero mean whitu noise vector JW gon-
erates the wind disturbance and compensates for
modelling orrcrs, once more the matrices ni •'ti
change with flight conditions (2), 1131 whilr.
(3.6) O'•IO 0 o 0 0 0 1 0 01.0 0 0 0 0 0 0 1 0
3.3 The Lateral Cost Functional
The lateral performance index used (after
several iterations) weighted the following
variables,
• lateral acccleration, a (t) (in g's)
• roll rate, p(t)	 y	 (in rad/sec)
• sideslip angle, OW
	
(in rad)
• bank angle, §(t)	 (in red)
VS
• commanded aileron rate, §ae(t)
• commanded rudder rate, 6rc(t)
The lateral acceleration, a (C), is not a state
variable. Nwever, for smah perturbations from
equilibrium flight, it can be expressed an a
linear combination of the lateral state variables
and the trim angle of attack, co, by the following
relation
(3.7) ay(t)- 9 ((k;-aa)P(t)+(kr+l)r(t)+k°S(t)
+kh¢ W +k56r(t)I-p(t)
where the constants {;, ,..., ks can be found from
the lateral open loop Li matrix, and change with
the flight condition.
	
r yr (t)	 ^ (t)
(3.0) 3LAT^ ae^ + p=er+
 a, (t ,
 m
	
o ymax
	
also	 max	 max
^2	 ^t
ac(q + rr _(t) dt
a r	 o f
acmax	 rcm"
The following maximum values were used
Maximum lateral acceleration, aymax-0,25g's
Maximum roll rata, pmaz 4^ V0 (a31-ao)10g
We
Maximum sideslip angle, f)max^We °33log
Maximum bank angle, 0max 0.0 red (-450)
Maximum commanded aileron rate-1.63 rad/soc
Maximum commanded rudder rate-1.22 red/sec
see 113) for an extensive discussion of how this
performance criterion was derived; a 31 and a33
are obtained from the open loop. Al matrices
There is no natural way of arriving at a
simplified model for the lateral dynamics, an was
the case with the longitudinal dynamics. Nonce
the bank angle cannot be eliminated. Although a
bank angle sensor wan deemed undesirable, the
weak observability of the bank angle caused large
state estimation arrora, using Kalman filters, in
the bank angle and the sideslip ang le if a bank
angle sensor was r.: included. For these reasons,
it was decided to employ a bank angle sensor and
to penalize bank angle deviation, because bank
angles larger than 20° can introduce significant
nonlinearities through trigonometric functions
(1].
once more, the LQ can be solved. Notice that
the use of the perfcrnance criterion (3.$) results
in a state weighting matrix Ri (non-diagonal)
which chaages with flight condition.
3.4 Summary of Results
The above performance criterion gave reason-
able responses for a variety of initial conditions
Its main characteristic is to reduce any lateral
accelerations (by forcing the aircraft to go in
coordinated turns) and to null out beak angle
errors in a slower manner.
once more we observed a constant damping
ratio ( .515 ) for all supersonic conditions and
a relatively constant damping ratio ( .625 ) for
all subsonic flight conditions. No additional
tradooff studies were conducted by changing the
weights in the cost functional.
I	 I	 !	 I
4. sensors, Kalman Filters and
Discrete W Compensators
4.1 Introduction
The digital implementation of the control
system requires the discrate-time solution of the
LQG problem (10(. An we shall use in the next
section, the MC approach requires the construc-
tion of a bank of LQG controllers, oath of which
contains a discrete Kalman filter (whose raoid-
uale are used in probability calculations and
whose state estimates arc used to generate the
adaptive control Signals). 11ance, in this section
we present an overview of the issues involved in
the design of the I.QG controllers based upon the
noisy Sensor measurements.
4.2. The Sampling Interval
A sampling rate of 8 monsuraments/second
was established. such a slow sampling rate was
selected so as to be able to carry out in real
time the multitude of real time operations re-
quired by the )BIAC method.
4.1 Sensors and Noise Characteristics
As explained in the introduction, the guide-
lines for design excluded the use of air data
sensors. Thus, measurements of altitude, speed,
angle of attack, and sideslip angle iera not
available. After some preliminary investigations
it wan decided that sensors that depend on trim
variables (elevator angle and pitch attitude)
should not be used so as to avoid estimating trim
parameters. Table III lista the sensors and their
accuracy characteristics that were used in this
Study. We stress that the sensors measure the
true variables every 1/8 seconds in the presence
of discrota-zero mean white noise with the stan-
dard deviations given in Table III.
Finally, we remark that in this study we
assumed th-^ all sensors were located at the C.G.
of the aircraft.
4.4 The Design of Kalman Filters
For each flight condition the steady-state
discrete-time Kalman filter, with constant gains
was calculated, for both the longitudinal
and lateral dynamic models, ilia level of the
plant white noise associated with the wind dis-
turbance generation was selected so that we
assumed that the aircraft was flying in cumulus
clouds. (See Appendix A.)
The decision to use steady state constant
gain Kalman filters was made so as to minimize
the computer memory requirements.
Finally, we remark that in view of the slow
sampling rate, the continuous time filtering
problem was carefully translated into the equiva-
lent discrete problem ( 171 to 115).
The constant covariance matrices of the
Kalman filter residuals, denoted by SiLGN , RiLAT
for the longitudinal models and lateral models
were computed for each flight condition denoted
by I. As we shall see these are important in the
generation of the MMAC variables.
4.5 The Design of the Discrete LQG Compensators
Through the use of the separation theorem one
can design the discrete LQG compensators. Thin
implied that the W. problem defined in continuous
time in Sections 2 and 1 had to be correctly
transformed into the equivalent discrete-tima
problem in view of the slow measurement rate,
Effectivoly, we have used the transfo:aationo
given in references (11), (11) to (15),
4.6 Recapitulation
For each flight condition, indexed by i, a
complete discrete-time, steady State, LOG compon-
sator wag designed for both the longitudinal and
lateral dynamics, each compensator generated
every 1/8 recond the optimal cont¢rol, namely the
optimal commanded elevator rate 6 a (t) for the
longitudinal dynamics, and the optimal commended
aileron rata lac(t) and rudder rate o re (t) I based
upon the noisy measurements of the appropriate
sensors (Sec Tabld III) ovary 1/8 Second.
Becaube of the appropriate transfcirmatiOns
of the continuous time IQG problem to the discrete
one, we noted no significant degradation in per-
formance at thin low sampling rate.
The need for adaptive control is obvious be-
cause if we assume that the aircraft is in flight
condition i, but we use the LQG compensator ob-
tained for flight condition j for feedback con-
trol, this mismatching may generate either an
unstable system or, often, a system with degraded
performance,
S. The MMAC Method
5.1 Introduction
In this section we present the basic idea
behind the MMAC method, and discuss how it was
used in the F-BC context. In particular, we
demonstrate how the information generated by the
lateral and longitudinal sensors is blended to-
gether. Finally we make some remarks associated
with the MMAC method and its general applicability
to the design of adaptive control systems.
5.2 The Basic Idea
Suppose one has N linear, discrete-time
stochastic time-invariant dynamic systems,'ndexed
by iwl, 2, ..., N, generating discrete-time
measurements corrupted by white noise
suppose that at two "natura" selects ono of these
systems and places it inside a "black box." The
true system generate$ a discrete out of measure-
ments SM.  The objective is to apply a control
signal 7u (t) to the true model.
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T),a version of the Win method employed is
ae follows; one constructs a discrete-time steady
stato LQG controller for each modal( thus, one
has a bank of N LQG compensators. An shown in
Figuru 1 1 each LQG compensator is driven by the
actual control applied to the system, u(t), and
driven by the actual noisy measurement vector,
z(t). Thero are two signals of interest that
each LQG compensator generates at time t
(1)the control vector qi(t), which would be
the optimal control if indeed the system
in the black box (viz. aircraft) wait
identical to the i-th model
(2)the residual or innovations vector
Li (t) generated by each Kalman filter
(which is inside the i-th 1RG compensator)
It turns out that (see references (4), (5),
(6), 17), (0) for example) that from the residuals
of the Kalman filters one can recursively generate
N discrete time sequences denoted by P t (t), i-1,
2 .... No t-0, 1, 2, ..., which under suitable
aasumptions are the conditional probabilities at
time to given the pose mensuromonts z(T), T<t
and controls u(a), o<t-1, that the i-th modal is
the true one.
Assuming then that these probabilities are
generated on-line (the formula will be given
later) and given that each LQG compensator gan-
orates the control vector a W , than as shown in
Figure 1, the MMAC method computes the adaptive
control vector u(t), which drives the true system
(viz. aircraft) and each of the Kalman filters
inside the LQG compensators, by probabilistically
weighting the controls a (t) by the associated
probabilities, i.e.,
N
(5.1) !IM-E Pi(t)ui(t)
i- 1
5.3 calculation of the Probabilities Pi(t)
We assume that at t-0, i.e., before any
measurements are obtained, one has a act of prior
probabilities
N
(5.2) PI (0), ..., PN (0), P 1 (0)>_0, E Pi(0).1
iel
that represent our "beat guess" of which model is
indeed the true one.
in our version of the i MC method we have
available the steady-state (constant) covariance
matrix 1 of the r6aidualu associated with the
i-th Kalman filter. These N residual covariance
matrices are precomputable. l.et r denote the
number of sensors; then we can precompute the
N scalars
(5.3) Si A I(2s) rdac S,,-1/2
From the residual vector ri(t) generated by each
Kalman filter we generate on-line the N scalars
(5.4) "1,M ri'wai ar3(t)
Then the probabilities at time to Pi(t), 1-1, 2,
... N are computed recursively from the probabil-
ities at time t-1, Pi(t-1), by the formula
Pi(t-1)Ri•cxp(-mi(t)/2)
(5.5) P 
L 
W N
;.1Pi(t-1)9j'exp(- mj(t) /2)
with the initial probabilities, P (0) given. It
has boon claimed that 15), (6), (b), under suit-
able assumptions that asymptotically the true
model is identified with probability 1.
5.4 Important Remarks
1) It has been shown by willner (0), that
the MMC method, i.e., generating the control via
(5.1) is not optimal (it is optimal under suitable
assumptions for the last stage of the dynamic
programming algorithm).
2) The MMAC algorithm is appealing in an ad-
hhoc way because of its fixed structure and because
its real-time and memory requirements are readily
computable.
3) In the version used in this study, because
we use steady-state Kalman filters, rather than
time-varying Kalman filters, the
P (t) are not exactly the conditional
piobabilit!as.
4) We have been unable to find in the cited
literal' ntre a rigorous proof of convergence of the
claim that indeed the probability associated with
the true model will asymptotically converge to
unity.
5) From a heuristic point of view, the re-
cursive probability formula (5.5) makes sense with
respect to identification. If the system is sub-
ject to some sort of persistent exitation, then
one would expect that the residuals of the Kalman
filter associated with the correct model, say the
i-th one will be "small," while the residuals of
the mismatched Kalman filters (joi, j-1, 2, ...,
N) will be "large." Thus, if i indexes the
correct model we would expect
(5.6) mi (t)«mj (t) all j#i
If such a condition presista over several measure-
ments, the analysis of (5.5) shows that the
"correct" probability Pi(t) will increase while
the "mismatched model" probabilities will decrease.
To see this one can rewrite the formula (5.5) as
follows
N
(5.7) Pi(t)-Pi(t-1)_ E Pj (t-1)hjexp(-mj (t)/2) -1
1j
P1 (t-1) 1(1-Pi(t-1))(;iexp(-mj(t)/211
j E Pj lt-1)Sjexp(-mj(t)/2)
Under our assumptions
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(5.0) exp(-mL(t)/2):4
(5.9) exp(-mj(t)/2)=40
fiance the correct probability will grow according
to
(5.10) Pi(t)-pi(t-1)-. N
	
>0
1erIPj(t-1)Oj•exp(-mj(t) /2)
which demonstrates that an PL(t)+1, the rate of
growth slows down.
On the other hand, for the incorrect models,
indexed by jai, the soma assumptions yield
-Pi (t-1) PL (t-1) pl "(5.11) pj (t)- p	+j (t-1)
	
	 5 0
N
k-1Pk(t-1)dkexp(-Mk(t)/2)
so that the probabilities decrease.
The name conclusions hold if we rewrite
(5.7) in the form
((^'(5.12) PL(t)-pi(a1).,[ Nr pj (t-1)Bje%p(-mj (t) /2) -}
[Pi (t-1)jEipj(t-1)(3i`exp(-ml(t)/2)
The above discussion points out that this "identi-
fication" scheme is crucially dependant upon the
regularity of the residual behavior between the
"matched" and "mismatched" Kalman filters,
(6) The "identification" schema # in terms of
the dynamic evolution. of the residuals will not
work very well if for whatever reason (including
errors in the selection of the noise atatiatics)
the residuals of the Kalman filters do not have the
above regularity asamnptiona. Tobe specific, cup-
pose that for a prolonged sequence of measurements
the Kalman filter residuals turn out to be such
that
(5.13) mn(t)-m=(t)-...-mN(t)
Then
(5.14) exp(- mi(t)/2)c o	 for all i
Under these conditions and (5.12), we can nee
that
P (t-1) r P (t-1) (O " -(3 ")a
(5.15) Pi(t)-pi(t-1)- L	 i9ti j	 i	 j
N
J!1pj(t-10j"n
Pint-1) r (91"-9j")Pj(t-1)jri
N
j`lpjlt-ll8j•
Suppose that it turns out that one of the OL•on,
and to be specific Ok a , is dominant, i.e.,
(5.16) 6k">Oi • 	all ift
Tn thin cane, the PifS of eq. (5.15) will be nega-
tive for all ift, which moan$ that all the P (t)
will decrease while the probability Pk (aeso&ated
with the dominant 9k ") will increase. This be-
havior is very important, exxpocially when one lie s
to the mathenatica, and it has not been discussed
previously in the literature to the beat of our
knowledge.
5.5 Application to the F-0C
The MMAC method can be used in a straight
forward mannor using either the longitudinal or
lateral dynamics of the F-OC aircraft since we
have designed both longitudinal and lateral 14G
compensators for the available flight conditions#.
as we remarked in Section 4.
On the other hand, we obtain independent
information from the longitudinal and lateral
systems for the same flight condition (L.e „ model)
indexed by i. fiance, it should be possible to
blend this combined information into a set of sin-
gle probabilities.
Under the assumption that the longitudLnal
end lateral dynamics are decoupled K-P Dunn de-
rived the following relation.
Let 1 LAM and SS LhT denote the residual
covariance matrices of the Kalman filters, for
the i-th flight condition, associated with the
longitudinal and lateral dynamics respectively.
Define
(5.17) 8i * Lo [,,:rdekirON -1/2
(5.10) OiLATE2x  detsi IAT -1/2
where rrON and 
rIAT 
are the number of longitudinal.
and lateral sensors. Let 41r  and ri rAT(t)
denote the Kalman filter residual vectors at time
t, for flight condition i, associated with the
longitudinal and lateral dynamics respectively.
Define
(5.19) mi LON
e=i. t S-ILON=1 1.ON(t)
(5.20) mifATei L1T (t)Si, LA'M ]AT(t)
'lien the overall probability that the aircraft is
in flight condition i at time t, is generated by
the recursive formula
7
(5.21) PI (t)• 11si" -1)B ILON^ILAT - contribute some understanding upon the MMAC tmathoi
as a design concept.
exp(-miLON (t)/2) axp(-mi[AT(t)/2 }^/
N
jE1Pj(t"WitoNSj1AT•
	
l
exp(-mjLON(t) /2)axp(-mjLAT(t) /2l,
The 6• dominance of fact discussed above now rof era
to the relative magnitude of
(5.22) 6141*LON11i"LAT
Obviously the method should ho expected to work
wall when both longitudinal and lateral Kalman
filters are correctly designed no that the resid-
uals of the "matched" Kalman filters are smaller
titan those of the "mismatched" ones.
5.6 Discussion
It should be immediately obvious, that if the
MMAC method is applied for the control of the F-BC
aircraft (oL any other physical system for that
matter), one violates a multitude of the erotical
assumptions. The affect of these upon the perform-
ance of the overall system is difficult to estab-
liah on An analytical battles because the MMAC
system, in spite of its simple structure, ropre-
sonto 
all
	
nonlinear syntem. Hance, one
has to rely on extensive simulation results in
order to be able to make a judgment of the per-
formances of the overall algorithm.
Since the aircra:t never coincides with the
mathematical models ( ,;acalltho discussion on the
differences i.n the data given in references (2)
and), the P ! (t) are not truly ponterior probe-
bilities. Rathor they should he interpreted as
time sequences that have a reasonable physical
interpretation. Hence, in our opinion, the eval-
uation of the MMAC method solely by the detailed.
dynamic evolution of the Pi(t) is wrong. Sather
it should be judged by the overall performance of
the control system, in the case of the regulator,
this is easy since one can always compare the
response of the MMAO system with that which was
designed explicitly for that flight condition and
compare the results.
We remark that such a comparison is much more
complex when one attacks the case of pilot inputs
which result in several commanded maneuvers.
These aspects ate still under investigation.
There are several unresolved problem an vet
which pertain to the total number of models to be
used at each instant of time, how those models are
to be selected, how they should be scheduled in
the absence of any Air data, and how one can arrive
at a final design that meeto the speed-memory lim-
it-tions of tile ISM AP-101 computer which is used
in the NASA F-SC DFSW program.
We hope that some of the simulation results
and discussion presented in the sequel can
G. simulation Yteaults
6.1 Introduction
A variety of simulations have been done L,sing
both a linear model and nonlinear modal of the
F-SC aircraft. These simulations results are ty-
pical. They are selected such that they can dam-
Castrate
1) the speed of identification of the
Mc algorithms
2) the overall performance of the MMAC
systaml and
I) the 6* dominant behavior discussed in
Section 5.
Setae remarks about the MMAC method are given in
the conclusions.
6.2 The Simulation Results
The simulations were eon4uctod at a high al-
titude (40,000 ft), supersonic (Mach 1.4) flight
condition (F/C 019 in Table I). No plant noise
was introduced.ntroduced. All models available in the AC
controller wore given equal A priori probabilities
being the true model.
Experiment 0 1t
Thin is a not of linear simulations with two
degree sideslip angle ( a 9-gust) at time t-0.
No sensor noise was introduced and the Kalman
filters were net at the correct initial conditions.
Figure 2 shown the probability changes while
the eat of models available in the MMAC controller
were F/C S, 14, 18, 19 and 20. Note that the
true flight condition was included in the con-
troller. The correct model is initially chosen
with high probability within a very short period
of time (less than 1 sec.) and than switches to
another model slowly after a few seconds. Lateral
acceleration is removed within about one second,
while roll rate and oidealip angle are reduced to
zero almost as fast. With no noise perturbing the
system, $,a states of the system have carried to
near zero afLer about five seconds. Thus the
residuals in all the mismatch stable filters
approach zero. In this case the 8 0 dominant be-
havior discussed in Section 5 occurred. Figure ?
shows the probability changes when the true model
(F/C 019) was not included (which was substituted
by F/C 017). We observed the same 9 11 dominant
behavior after about five seconds. The most impor-
tant point to note is that responses of the MMAC
systtm are almost identical. Figure 4 shows the
responses of lateral acceleration with and without
F/C 019 in the controller, respectively.
Similar results were obtained with other ini-
tial conditions. However, the speed with which
the S• starts to dominate varies greatly. For
example, with a roll late initial condition, it
a
happonod much sooner. Ilowevor, there in vary
little degradation in Life overall system porfor-
manco.
Experiment 62 1
This to a sot of nonlinear simulations with
on initial six degree angle of Attack (an a-gust).
Sonsor noise was introduced and the Kalman filters
ware eat At zero initial conditions.
Figure 5 shows the change of probabilities
when the sot of models available in the MMAC con-
troller wore F/C 14, 17, 19, and 20 and when the
true flight condition (F/C 19) was included. The
probabilities Ara more active than 01086 we have
Scott in Exporiment Ill. It is balievod that the
toot variation of these probabilities is duo to
a combination of the transient response of the
system and the seine sequences on the sensors.
Howsver, the true flight condition Le identified
in about 1 second. The angle of attack returns
to its trimmed value within about 2 seconds, while
pitch rate and normal acceleration ere reduced to
zero Alnast As fast. In this case the 0" dominant
behavior only occurs for a very short period of
time. Hecauso of the Sonsor noise, it is not
certain if the drifting of probabilities are
mainly clue to the dominant 0 0 . Figure 6 shows
the probability chan,on when P/C 419 (true) was
substituted by F/C 01E in the MMAC controller.
Again, the responses of thefu4AC system are
almost identical. Figure 7 shows the responsen
of the angle of attack with and without F/C 019
in the controller, respectively.
7. Conclusions
Based upon many simulations using both a
linear model and a nonlinear modal of the F-GC
aircraft, there are several kinds of probabilities
responses that ono can guess before simulation,
such as during the transient period the MMAC al-
gorithm tends to pick F/C's which are mismatch
stable while during the equilibrium condition the
P dominant behavior tends to occur, Howovor, a
rigorous statement on the precise nature of the
probability responnes is still an open question.
Other than the modal identificationprohlem, the
overall parformanco of the MMAC method system is
very good. Although poorly selected F/C'o in the
bank of Kalman filters may degrade the performanc4
the MMAC method seems to stabilize the system
quite well. The R • dominant problem is basically
the same problem as in most parameter idontifi-
cation problems when there in lack of information.
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TOW: :0
wapin9 ratio for cloaod-loop short period
polas as a function of msinun pitch rate
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Appendix A
Wind Disturbance Model
As remarked in sections 2 and 3, A continuous
time wind disturbance model was included for both
the lateral and longitudinal dynamics, corres-
ponding to a state variable w(t). In this appon-
dix we give the mathematical details of this model
which was kindly provided by Mr. J. Elliott of
NASA/LHC, am a reasonable approximation to the von
Kerman model and the Haines approximation. It is
important to realize that the wind disturbance
model changes from flight condition to flight
condition. The power spectral density of the
wind disturbance in given by
x
(A. 1) mg
 ' n V 1
014+ V W
0
where L, the scale length, is
200 ft at sea level
(A.2) L	 2500 ft when altitude > 2500 ft
linearly interpolated in between
Vo is the speed of aircraft in ft/scc, W in
rad/sec, and
r 0 ft/sec normal
(A.3) C J 15 ft/aec in cumulus clouds
e 30 ft/sec in thunderstorms
To obtain a state variable model, a normal-
ized state variablew(t)(in rad) is used as the
wind state for both lateral and longitudinal
dynamics. The state variable w(t) is the output
of a first order system driven by continuous
white noise WO with zero mean. Thus the dynam-
ics of the wind ddist
``
urbance model are give by
(A.4) w(t) - -2(VLO /w(t) + 220	 ^(t)
nLv0
where F,(t) is zero mean white noise with unity
covariance function
(A.5) E ({(t)&(T)} ' 6(t-T)
The design was obtained for the intermediate case
o - 15 (cumulus Claude).
For the longitudinal dynamics the wind state
w(t) influences the dynamics in the sass manner as
the angle of attack. Thus, in the longitudinal
state equations the wind state w(t) enters the
equations as follows
Iq(t) ' ....... + a1.1w(t)
(A.6).
	
v(t). - ....... ..• x1 w(t).
.	 .
where a 17 , a11 , a 77 can be found from the open
loop longitudinal A matrix 121.
In the lateral dynamics the wind state w(t)
influences the dynamics in the mama manner as the
n ideslip angle. Thum, in the lateral state
equations the wind state w(t) enters the equa-
tions as follows
,	 17
(A.7)
	
r(t) . •• + ai7wli)
.....	 Is
where a is' ail, 
a17 
can be found from the open
loop lateral A matrix 12).
