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Abstract
Despite decades of increasing assessment activity in higher education, the
literature provides few examples of assessment leading to improved student learning
(Banta & Blaich, 2011). The simple model for learning improvement provides an avenue
for linking assessment efforts with faculty development and pedagogical changes in order
to increase students’ knowledge, skills, and abilities (Fulcher et al., 2014). Although this
model has been applied successfully in prior improvement efforts, previous initiatives
have focused on relatively small programs (reaching 200 or fewer students). This
dissertation reflects a large-scale application of the learning improvement model to
improve rhetorical awareness in general education writing program. This dissertation
outlines the development of a measure of rhetorical awareness as well as the collection of
relevant reliability and validity evidence. Interventions to enhance rhetorical awareness
were developed, piloted, and deployed. The measure was then administered to students at
the beginning and end of two adjacent semesters, during which time the interventions
were delivered to students. Students enrolled in course sections where targeted rhetorical
awareness interventions occurred had significantly higher rhetorical awareness skills at
the end of the semester than students in non-intervention sections (after accounting for
differences in beginning-of-semester rhetorical awareness ability). This finding reflects
an important step forward in deploying learning improvement efforts in large-scale
settings.

xii

Chapter 1: Introduction
Organizations gather information about things that matter. Ostensibly, that
information is then used to monitor key indicators or, in the case of disappointing
observations, spur future improvements. Although the indicators differ across sectors—
GDP for national governments, circulation figures for a newspaper publisher, speed for a
track coach—the pattern remains the same. An observer can infer what matters to an
organization by inquiring about what they measure.
In higher education, oceans of information are collected: any university in the
United States will likely have acceptance rates, graduation rates, enrollment in particular
majors, and reams of other figures readily available on their website. Acceptance rates
assist prospective students in estimating the exclusivity of a university. Knowledge of the
four- or six-year graduation rate can help prospective students predict their chances of
successful degree attainment and can help the university itself to identify potential
problems with attrition, dropout, or curriculum navigation. Relative enrollment across
majors may attract prospective students interested in particular fields while helping
administrators determine how best to allocate resources.
Arguably, the fundamental information that should matter most to a university is
much less likely to appear on a university homepage or in a marketing factbook: the types
and amounts of learning that take place among its students. Like the indices discussed
above, the fundamental idea behind collecting data on student learning is that knowledge
of these patterns can help identify areas of strength and weakness, guiding faculty and
administrators to take appropriate actions (Fulcher & Bashkov, 2012). For instance, if
students are under-performing in a particular skill or knowledge domain by the time they
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graduate, the university might seek to bolster that area through the general education
program, capstone requirements, or co-curricular experiences.
Shifts in accreditation requirements in the past forty years have slowly brought
assessment of student learning to a more prominent position within the institutional
architecture. In the intervening years, assessment quality has advanced, leading to better
measures, better data collection strategies, and better reporting systems. Many of these
strategies have occurred under the umbrella of meta-assessment, processes in which the
quality of assessment within a program or university is consistently monitored and
evaluated (Fulcher & Bashkov, 2012; Robinson, Frederick, & Demeter, 2017).
However, these advancements have not consistently led to improved student
learning (Fulcher et al., 2014). To understand why this is the case, it is important to first
understand the required elements for supporting a claim of learning improvement.
According to Fulcher et al. (2014), three basic elements must be in place. First, an initial
assessment must be conducted to determine the level of learning under the program in its
original, unmodified state. Often, this assessment occurs toward the end of a program
(e.g., senior college students shortly before graduation) in order to measure the level of
knowledge, skill, or ability of students who have completed the full program. Second, the
program needs to implement interventions—changes to pedagogical strategies,
curriculum, or both—that reach all students enrolled in the program. Third, and finally,
the program must re-assess students (this time, the students who have completed the
modified version of the program) to determine their level of knowledge, skill, or ability
upon completion of the program. Only if the difference in performance between these
two assessments demonstrate that students are achieving more favorable levels of the
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knowledge, skill, or ability can a claim of learning improvement be made. Further, note
that this framework emphasizes program-wide initiatives. In other words, the goal is to
improve the learning of all students, rather than just the students who happen to enroll in
courses taught by particularly intrepid faculty members. Fulcher et al. (2014) referred to
this three-step system as “the simple model for learning improvement.”
As is likely obvious from the description above, meeting each of these
qualifications sets the bar for improvement rather high. Coordinating efforts across an
academic program poses a challenge given traditional approaches to higher education.
While many faculty members pay careful attention to their teaching and adjust their
approaches year after year, program-level efforts to improve student learning are far less
common (Fulcher et al., 2014). So, while individual faculty members both care about and
take efforts to strengthen their individual courses, these efforts often occur in silos that
can inadvertently stifle consistent improvement across an entire program.
Further, effective coordination for learning improvement across a program
requires more than just a willingness for relevant faculty members to work toward
refining their pedagogical or curricular approaches. Also necessary is a willingness to
focus on one clearly-defined area of learning—a particular skill, domain of knowledge, or
key attitude—that is mutually decided to be crucial for students. If all instructors in a
program commit to improvement, but each person commits to improving a different
domain (or conceptualizes the same domain in different ways), it is unlikely that any
appreciable amount of improvement will actually occur. In these settings, the strength of
an entire program united behind a particular goal is far preferable to an entire program
committed to individual and non-overlapping projects.
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Other barriers to improving student learning at the program level are posed by
assessment strategies. Comparing scores across cohorts of students requires a static
measure and consistent measurement approaches. If a measure is “tweaked” following
the initial assessment, it is likely that the scores from the new version will not be
comparable to the scores from the old version (unless technical psychometric guidance is
available, which it frequently is not). Lacking comparability of scores, improvement
cannot be evidenced.
James Madison University (JMU) has been the site of important advances in
program-level learning improvement. Prior projects have resulted in improved ethical
reasoning skills (Good, 2015; Smith, 2017) and system requirements elicitation
interviewing skills among computer information systems (CIS) students (e.g., Lending et
al., 2018). Each of these initiatives presented a striking advancement in the benefits of
integrating assessment with pedagogical and content-area expertise to affect large groups
of students. In the case of Good (2015) and Smith (2017), the learning improvement
initiatives cut across academic programs, gathering faculty interested in improving their
students’ ethical reasoning skills. In both cases, students who were enrolled in courses
taught by faculty members participating in the learning improvement initiative
demonstrated more advanced ethical reasoning skills than comparable students who had
not participated in those courses. In other words, participating faculty did not all
necessarily belong to the same academic program; instead, they were united by their
interest in the particular skill area upon which the initiative was focused.
The CIS example (Lending et al., 2018) reflects a learning improvement initiative
spanning an entire academic major. Program faculty identified students’ weakness in
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eliciting requirements for new information systems in consultations with clients. In
response, the faculty developed a rubric for rating requirements elicitation skills and
applied it to recordings of students participating in mock consultations. Twelve faculty
members worked together to implement changes in eight courses, developing students’
understanding of the requirements elicitation process and providing them with additional
opportunities to practice and receive feedback on their skills. After the first year of the
new curriculum, students were assessed using the requirements elicitation rubric.
Students’ overall rubric scores were practically and statistically significantly higher for
the cohort who participated in the revised curriculum compared to the students who
completed the original curriculum (Lending et al., 2018).
The CIS program graduates between 100 and 200 students per year (JMU Office
of Institutional Research, n.d.), making it a moderately-sized major at JMU. Their
analysis, which demonstrated sizeable improvement in requirements elicitation skills,
compared 13 student teams from the initial cohort to 15 student teams in the second
cohort, representing approximately half of the students in each cohort. Good’s (2017)
study of learning improvement in ethical reasoning examined a sample of approximately
100 students taught by five faculty members. Smith’s (2017) study of learning
improvement in ethical reasoning examined the performance of approximately 200
students taught by 7 faculty members.
These studies will be discussed extensively throughout this dissertation. Together,
they have laid important groundwork for learning improvement as an approach, but they
do not provide examples of large-scale improvements. To my knowledge, no successful
learning improvement projects have been implemented in a way that impacts more than
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200 students, leading to an important question: can the techniques outlined by Fulcher et
al. (2014) and adopted by Good (2015), Smith (2017), and Lending et al. (2018), among
others, be applied to a general education program at a large university? What happens
when learning improvement initiatives are implemented with large groups of faculty
members, expanding beyond small groups of early adopters and innovators? Could the
toolbox used by these earlier studies be applied to dozens of faculty members and
thousands of students? What new skills, organizational strategies, and project
management considerations would be necessary in scaling up the simple model for
learning improvement?
This dissertation will explore these questions. The learning improvement initiative
that will be described took place in JMU’s general education program. The first “cluster,”
or group of courses, within the general education program concerns communication
abilities. All students are required to complete the same first-year writing course (WRTC
103) except those who enter with Advanced Placement, International Baccalaureate, or
transfer credit. In all, approximately 3,000 students (or about two thirds of first year
students) complete the course each year. The first-year writing course is therefore
positioned as an optimal site for impactful learning improvement efforts, as a successful
initiative in the course has the potential to impact the vast majority of incoming first-year
students. Further, because the course specifically targets first-year students, a successful
learning improvement initiative in this course has potential downstream effects as
students progress through their degree programs.
In short, the learning improvement initiative that will be explored in this
dissertation will expand upon the existing learning improvement literature—as well as
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JMU’s history of successful learning improvement projects—by applying the simple
model for learning improvement (Fulcher et al., 2014) to a larger program than previous
initiatives. Further, this initiative will explore the feasibility of learning improvement
when dozens of instructors are involved in the intervention and when instructors do not
individually opt into participation. If the effort is successful and student learning is
improved in the target domain, these contextual details will open new doors for the
application of program-level learning improvement initiatives.
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Chapter 2: Literature Review
Assessment writ large has a long history, dating back to the first uses of
standardized tests to select public servants in China during the Han Dynasty. The history
of assessment in higher education is far shorter, beginning in earnest in the United States
in the 1960s and 1970s (Ewell, 2002). As Ewell (2002) argues, though, the half-century
of progress in higher education assessment has not resulted in a crystallized definition of
what constitutes “assessment” in this sphere or how these tools should best be used.
Without clear standards of quality or adherence to best practices in adjacent disciplines,
assessment in the higher education context risks habitual engagement in low-quality and
low-use work, a shortcoming that Scriven (2017) describes as “indefensible” (p. 3).
The initial adoption of assessment practices in colleges and universities largely
served to meet external accountability demands, particularly state-mandated reporting to
justify public investment in institutions (Ewell, 2009). Though well-meaning, Ewell
(2009) notes that this accountability-based approach to assessment was met with distrust
and disengagement from faculty members. Even though universities began adopting the
required assessment practices, these activities were infrequently used for serious
institutional reflection or planning (Ewell, 2009). The landmark report by U.S. Secretary
of Education Margaret Spellings’ Commission on the Future of Higher Education, titled
A Test of Leadership: Charting the Future of U.S. Higher Education (often referenced as
the “Spellings Report”; U.S. Department of Education, 2006), harshly criticized the lack
of accountability in higher education. This report is often credited with spurring a shift
toward increased institutional accountability through the adoption—and assessment—of
measurable student learning outcomes (Liu, 2017). Still, the primary purpose of
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assessment was situated within that same framework of accountability: work conducted
for the sake of demonstrating that a college education means something in terms of
student learning.
In recent years, a new shift has occurred, framing assessment as a key to
improving student learning. As the logic goes, increasing the availability of information
about how much students are learning (or how well they are able to perform some task, or
what degree of behavioral or attitudinal traits they display) will lead to improvement
through the sheer utility of information. The amount of information available could be
increased by more assessment (collecting data from more students or using more
measures) or better-quality measurement (using more psychometrically sound tools or
strategies, for example). Theoretically, if instructors know how much their students
know, they will be better able to adapt instruction to fill gaps in learning. This view of
assessment’s role in the academy, while aspirational, is vastly oversimplified. Banta and
Blaich (2011), seeking to summarize the literature on assessment’s role in improving
learning in higher education, found very few examples of assessment findings leading to
improved student learning. In other words, although assessment is often assumed to result
in improvement as a natural course of action, there is no evidence to support that this is
the case.
The disconnect between the intended outcomes of assessment (e.g., improved
student learning) and the observed outcomes (e.g., little to no change in curricular or
pedagogical approaches, leading to little or no change in the quality of student learning)
is a gulf worth examining. If assessment is occurring and data are being collected, as is
mandated by accreditation agencies and state higher education councils, then what
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barriers prevent assessment findings from being used to improve student learning?
According to Blaich and Wise (2018), the absence of distinct links between collected data
and “compelling questions” (p. 12) about the quality of student learning poses a key
roadblock. If the assessment strategy does not provide answers to the questions faculty
and staff care about, results are likely to be greeted with minimal interest if not ignored
outright. Additionally, externally imposed mandates for assessment (e.g., those common
under accountability frameworks) are unlikely to result in enthusiasm, particularly if they
eschew locally developed tests (Banta & Blaich, 2011). Finally, limitations caused by
unrealistic timelines, rapid turnover of assessment coordinators, and inadequate resources
for assessment efforts combine to make the use of results unlikely (Banta & Blaich,
2011).
However, if assessment is instead conceptualized as a tool to provide answers to
questions about which the program does care, and if adequate resources are provided to
engage in high-quality assessment and use results effectively, findings are more likely to
be received with interest and enthusiasm. But high-quality assessment data and
assessment literacy are necessary but insufficient for creating more effective learning
systems. Learning improvement is an approach to assessment that seeks to achieve this
goal: reframing assessment as a part of a larger, systemic approach to increasing the
quality and degree of student learning throughout the course of an academic or cocurricular program. This model forms the basis of the present research, both conceptually
and methodologically.
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Learning Improvement and the Simple Model
The simple model for learning improvement was introduced by Fulcher et al.
(2014) to counteract the expectation that improved student learning will naturally result
from increased access to assessment data (e.g., Blaich & Wise, 2018). This model
contains three basic steps: assess student learning under the current curriculum or
program structure, implement targeted interventions or alterations to the program, and
then re-assess student learning under the new curriculum. It is important to note that the
two assessments under this model typically refer to two different groups or cohorts of
students: first, a set of students who have completed the original program are assessed,
followed by a second assessment occasion in which students who completed the new
program are assessed. The simple model is not intended to measure whether any
particular student’s skills or knowledge have improved. Instead, it is intended to measure
whether the quality of the program overall has improved, as evidenced by increased
achievement of the cohort under the new program compared to the cohort that completed
the original program.
The three basic components of the simple model build upon each other to increase
the likelihood of improvement occurring and capture data to tell the story of that
improvement. Collecting baseline data from students under the original version of the
program provides a picture of student learning as the program currently stands. This
information may be already available due to ongoing assessment practices, or it may
reflect a new assessment initiative of an objective or skillset that had not yet been
measured. Either way, gathering baseline assessment data provides a standard against
which later cohorts can be evaluated. Similarly, collecting re-assessment data enables that
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comparison by summarizing the knowledge, skills, and/or abilities of students under the
revised version of the program. In other words, the effectiveness of the intervention is not
a foregone conclusion, and the evaluation of the two cohorts of students depends on the
differences in scores across these two groups.
Finally, and most importantly, the key to increasing students’ knowledge, skills,
or abilities lies in the quality of the interventions themselves. As I will discuss in detail
later, learning improvement efforts are best situated for success when they integrate
expertise from faculty, assessment professionals, and instructional designers. The
assessment strategy and the intervention approach should both be closely linked to
specific student learning or development outcomes. Enlisting instructional designers (or,
at minimum, investing time to thoroughly review existing literature on effective
pedagogical and curricular strategies) in this process can increase the likelihood of
designing an effective intervention. Further, close attention must be paid to the quality of
the intervention’s implementation. Quality of interventions may be judged against a rigid
standard (e.g., a checklist describing specific instructional techniques, presentations,
activities, and assignments) or against a more flexible set of criteria (e.g., Peréz et al.,
2016), depending on the situation. Ultimately, though, interventions are only as good as
their implementation, and a theoretically sound intervention that is partially or sloppily
implemented is unlikely to result in learning improvement.
Learning improvement is a deceptively simple approach to assessment. In this
framework, learning improvement has been achieved if a cohort of students which has
undergone some intentional set of interventions scores higher on a given measure than a
prior cohort that did not experience those interventions. In practice, though, learning
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improvement requires a vast network of interconnected efforts, goals, and measurement
approaches. At the most basic level, consider the implications of removing a single step
of the model (Fulcher et al., 2014). If a program does not collect baseline assessment data
but faithfully intervenes and assesses students completing the revised program, any
growth in learning or skills will go undetected. Without a baseline to which the revised
program’s outcomes can be compared, it is impossible to determine whether
improvement has occurred. Similar problems occur when the re-assessment stage is
omitted. And, of course, omitting the intervention stage dooms any learning improvement
effort: if no change is made to the program, there is no sensible reason to expect any
degree of change to the program’s assessed outcomes.
Even with successful execution of the simple model’s three basic components,
improved student learning is far from guaranteed. Application of the model to real-world
settings necessitates reckoning with overburdened faculty, initiative fatigue,
administrative red tape, and coordination of potentially dozens of institutional faculty and
staff. In short, higher education systems are not currently organized to effectively
facilitate improvement projects. Although the simple model has repeatedly shown to be a
useful and effective structure for improving student learning (e.g., Good, 2015; Smith,
2017; Lending et al., 2018), far more research is necessary to demonstrate how these
projects can best be implemented in a variety of contexts and for a variety of learning
domains. The current project aims to add to this existing body of literature.
Alignment
Key to planning and implementing learning improvement initiatives is the concept
of alignment across courses and/or course sections. American higher education systems
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prioritize instructor autonomy. Individual course sections are often independently
designed by the faculty members or instructors by whom the sections are taught. Within a
given academic program, multiple instructors may teach different sections of the same
course, likely with different assignments, textbooks, pedagogical strategies, and levels of
rigor (Hansen, 2011; Good, 2015). As students piece together the required and elective
components of a major program of study, permutations of experience abound, and
students’ paths quickly diverge (even for those students who take the same sequence of
classes in the same order). When such variability exists across a program, developing a
cohesive understanding of the curriculum becomes more difficult (Hansen, 2011). The
reasons for this approach to teaching, curricular design, and implementation are beyond
the scope of this manuscript; however, their implications for learning improvement
initiatives are worth exploring.
When sections of the same course taught by different instructors cover the same
objectives to a comparable degree, these courses are said to demonstrate horizontal
alignment. Even if the instructors use different pedagogical strategies, horizontally
aligned classes are expected to result in largely interchangeable student outcomes: in
other words, students exit the course with essentially the same level of knowledge or skill
regardless of the section they completed. Similarly, vertical alignment is the degree of
alignment across sequences of courses (like the progression of an academic major). This
type of alignment is crucial in understanding how students are prepared by prerequisite
courses to complete later courses (e.g., understanding fundamental concepts in
introductory classes before employing them in more complex ways in later coursework).
When applied to the courses that comprise an entire academic program, vertical and
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horizontal alignment are a way to understand the complex interrelationships necessary to
provide well-coordinated educational experiences (Fulcher & Prendergast, 2019).
As noted by Fulcher et al. (2014), traditional methods of faculty development do
not typically account for complex vertical and horizontal alignment. Instead, faculty
development efforts are typically geared toward individual instructors who seek out
opportunities to improve their courses. Noble though these efforts are, they do little to
effect program-wide changes. Without collaboration with all other instructors who teach
the course (horizontal alignment) or the instructors who teach preceding or successive
courses (vertical alignment), changes to a single course section are likely only to benefit
those students who end up in that section. Learning improvement efforts, then, cannot
rely on the initiative of a small set of interested faculty members. To effectively improve
student learning at the program level, programs must prioritize alignment by embracing
program-level professional development methods. Doing so requires collaborative
approaches both within an academic program and between the offices supporting learning
improvement efforts, such as faculty development offices and assessment centers (Smith,
2017).
Attitudes, Readiness, and Openness to Change
Because of the organizational complexities and collaborative requirements of
learning improvement, programmatic readiness for change initiatives should be evaluated
before launching a learning improvement initiative. A variety of conditions can either
help or hinder a program’s quest to improve student learning. First, the affiliated
instructors need to reach some sort of agreement about the worthiness of the domain they
intend to improve. If instructors disagree about the importance (or even the definition) of
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the domain, it is unlikely they will be able to agree upon later, larger components of the
planned initiative. Second, the instructors need to be willing to collaborate on long-term
projects. Because of the alignment issues noted above, learning improvement efforts are
extremely unlikely to succeed if the involved faculty are unable or unwilling to work
together. Finally, the people involved in the effort need to be willing to make changes to
their teaching approaches. Openness to change is the responsibility of all instructors
affiliated with the program. As will be discussed below, leadership also plays an
important role in a program’s willingness to implement change efforts. As Tucker and
Stanny (2021) argue, embracing and publicly discussing “failures” (here, observing less
than the desired degree or quality of learning) is an essential step in improving student
learning. Fostering “brave, safe spaces” (Tucker & Stanny, 2021) in which programmatic
outcomes can be honestly discussed is a prerequisite to improvement. Departmental
cultures that solely reward “positive” findings, or encourage disappointing findings to be
hidden away, are unlikely to be prepared for the process of improving student learning.
Leadership in Learning Improvement
Like any change initiative, learning improvement efforts require effective and
bold leadership. Leaders in learning improvement play a crucial role in developing and
articulating a vision for the project as well as overseeing the collaboration between the
program in question, support groups (like faculty development offices and assessment
offices), and university administration. Because large-scale learning improvement as a
movement within higher education is still nascent, little information exists about effective
strategies for leading such efforts. Fulcher and Prendergast (2021) introduced an
expanded model for organizing learning improvement that integrates the initial three-step
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simple model (Fulcher et al., 2014) with the contextual factors believed to impact the
success of learning improvement initiatives. Their six-step model, outlined below,
presents a pathway to leading learning improvement efforts. This framework will be used
as the organizing structure of this dissertation.
Step 1: Testing the Collective Will to Improve. The first stage of any learning
improvement project, Fulcher and Prendergast (2021) argue, should be evaluating the
program’s readiness to engage in the improvement process. They note that the “collective
will” for improvement begins with a learning improvement mindset, which prioritizes
reflection on current teaching strategies and effectiveness and encourages “the pursuit of
more effective learning experiences” (Fulcher & Prendergast, 2021, p. 58).
In addition to a learning improvement mindset, the program must be able to agree upon
an area to improve. There are a variety of methods for choosing a focus area, including
deductive approaches (using existing assessment data to identify weaknesses), inductive
approaches (using instructors’ experiences with students to drive the focus of the project),
and external mandates (following a domain-specific call to action, perhaps from a
professional group or disciplinary accreditor). Finally, programmatic readiness for an
improvement project requires building a coalition of instructors who will be responsible
for the initiative. This coalition should include a leader, all instructors of the courses that
are to be affected by the intended curricular change, departmental leadership (such as an
academic unit head), and cross-campus partners like assessment professionals and faculty
developers.
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Step 2: Vision. With a coalition assembled, the next step is to develop a vision
for student learning within the area identified for improvement. In this step, the group
should develop a formal vision statement for the future of the program, which can then be
parlayed into student learning outcomes. Those student learning outcomes in turn form
the basis of the assessment strategy, whether a measure is selected or developed
specifically for the purposes of the initiative at hand.
Importantly, Fulcher and Prendergast (2021) note that developing the vision
requires varying degrees of involvement from participants throughout its stages.
Collective decision-making does not require consensus at all steps; seeking approval
from all involved parties can lead initiatives to stall before they have a chance to begin.
Vision development should therefore be largely undertaken by a small group of
instructors (or other relevant faculty or staff) who strategically seek input from their
colleagues in the broader group.
The process of developing a vision proceeds from a general idea about the area to
be targeted by the improvement effort through a series of progressively more specific
stages. Solidifying the general idea into student learning outcomes transforms that
general idea into the specific knowledge, skills, and ideas students should be able to
demonstrate upon completion of the revised program. Those outcomes, in turn, should
drive the assessment strategy. Fulcher and Prendergast (2021) argue that the process of
developing or selecting a measure can serve as the ultimate articulation of a student
learning outcome because the assessment serves to make visible the attainment of the
outcome. Approaching the measure selection or development process from this lens
underscores the importance of measure alignment with the intended objectives.
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Step 3: Where Are We Now? Once a vision and an assessment strategy have
been articulated, the next step is to use those tools to evaluate the program as it currently
stands. This step encompasses two major components. The first is to evaluate student
learning under the current program (using the assessment tools selected or developed
while articulating the vision). The second is to evaluate the learning environment itself:
how are students currently being taught with respect to the student learning outcomes of
interest? Is relevant instruction embedded in the curriculum already? Are some
instructors (but not all) covering the outcomes? Is the outcome outside the realm of the
current learning environment? These scenarios—and countless other possibilities—
demand different approaches to the learning improvement process, so understanding the
current composition of the learning environment is a crucial step prior to deciding how to
change that learning environment.
For example, consider a program in which some students score extremely well on
the measure of a given construct (an umbrella term used to reference a specified
knowledge, skill, or attitudinal domain) while most students display mediocre
achievement. Further, imagine that these high-scoring students had all taken two classes
from a particular professor who had recently restructured her course with the assistance
of the faculty development office. Now, consider an alternative scenario in which all
students score relatively poorly on the measure of interest, and a review of the curriculum
identifies that the construct is not currently covered by any instructors in any courses. In
the former case, the improvement initiative would likely start with a closer investigation
of the high-performing students (and the instructor they had in common). In the latter,
the improvement initiative would essentially start from a blank slate, as no current
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elements of the curriculum or the students’ performance hint at an existing promising
path.
Step 4: Developing Interventions. Effective interventions are the heart of
learning improvement. As Fulcher et al. (2014) argued, students do not become more
skilled or knowledgeable simply as a result of being assessed. While the assessment plays
a crucial role in observing improvement, the improvement itself stems from effective
interventions that are implemented with high fidelity (a detail to be discussed in the
following section). What constitutes an effective intervention will vary based on the
student learning outcomes at hand, the types of students the program serves, and the
various features and qualities of the existing program.
To guide this complex and important process, two tools are particularly helpful:
discipline-specific scholarship of teaching and learning (SoTL) and literature from
cognition and the learning sciences. Although SoTL, like faculty development, often
focuses on individual courses or course sections (Dickson & Treml, 2013), this body of
literature can be used as a guide toward developing effective interventions at the program
level. Conversely, scholarship in cognition and the learning sciences often focuses on
broader principles of thinking, learning, and memory, typically outside the context of a
particular academic discipline. When used in tandem, these two areas of research can
help guide programs in the process of designing effective interventions.
Why is it so important for intervention development to be guided by the literature
when the people responsible for intervention development already have ample teaching
experience? Finney and Buchanan (2021) argue that a failure to consult existing literature
when developing interventions is fundamentally inefficient. While an approach to
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intervention development guided by professional experience and “good intentions,
assumptions, and hunches” (Finney & Buchanan, 2021, p. 37) may take years of trial and
error before demonstrating effectiveness, empirically guided efforts have the capacity to
demonstrate improvement significantly faster. Given the resource-intensive nature of
learning improvement efforts more broadly, it is crucial to maximize efficiency where
possible: intervention development provides a key stage to do so.
Step 5: Intervention Implementation. Interventions are only as good as their
implementation. Even the best-designed intervention on paper will not result in improved
student learning until it is actually implemented in the real world. In other words,
interventions must be implemented with high fidelity—close adherence to the planned
intervention—in order to eventually support claims that the planned intervention led to
improved student learning (Fisher et al., 2014). If the quality of implementation is not
measured, it will not be known whether the intended intervention actually occurred. This
black box may then cause problems for future research as well as interpreting results
from the current project (Smith, Finney, & Fulcher, 2019; Swain, Finney, & Gerstner,
2013). If the intended student learning outcomes were not met, it is possible that the
intended program is ineffective, but it is also possible that the intended program never
actually occurred (or key components were missing). If the intended outcomes were met,
it is possible that something other than the intended intervention caused the improvement
(e.g., additional enthusiasm from instructors, an aberrantly skilled cohort of students).
Much like the role of assessment in learning improvement, measuring
implementation fidelity alone will not increase implementation quality. To make highfidelity intervention implementation more likely, it is crucial to provide faculty with the
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resources (specifically, time) to evaluate their current teaching methods and make
changes where necessary. Ideally, all instructors in the “intervention chain” (the people
responsible for implementing the intervention in various courses and cocurricular
experiences; Fulcher & Prendergast, 2021) should be provided with the funding and
support to spend at least one to two weeks to plan how the intervention(s) will be
implemented in their course. The importance of time underscores the need for structural
provision of resources when implementing learning improvement initiatives.
Step 6: Re-assessment. The final step of the learning improvement process is to
re-assess student learning. As noted earlier, this step does not mean measuring the
knowledge, skills, or abilities of the same students who were measured during the initial
assessment (Step 3). Instead, this sample should be composed of students who
experienced the new program (i.e., the program containing the new or revised
interventions).
The re-assessment stage serves to capture evidence for the effectiveness of the
intervention. Ideally, data will demonstrate that student learning has improved for the
current cohort in comparison to the prior cohort. Of course, it is also possible that reassessment will demonstrate that learning has not appreciably improved (or has even
declined). In that case, it is crucial to return to the implementation fidelity data to
determine what when wrong—and how it happened.
Examples of Learning Improvement
Although the simple model for learning improvement is relatively new, it has
successfully served as the basis of multiple improvement initiatives. At James Madison
University (JMU), where the simple model was developed, two examples are worth
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noting. Good (2015) and Smith (2017) applied the model to a university-wide ethical
reasoning program. Good (2015) conducted a mixed-methods study in which five faculty
members who had shown interest in integrating ethical reasoning into their courses were
invited to participate in a course redesign workshop. During this workshop, participants
were provided with the support necessary to infuse ethical reasoning concepts into their
courses. Following the implementation of the redesigned courses, students whose
instructors had participated in the course redesign workshop scored significantly higher
on a written measure of ethical reasoning than students whose instructors had not
participated in the workshop. However, the students who participated in the revised
versions of the course still did not reach the university’s desired standard of achievement,
indicating that the ethical reasoning interventions might need to be longer and/or stronger
in order to adequately increase students’ skills.
Smith (2017) expanded this line of research by integrating implementation fidelity
with Good’s (2015) course redesign approach, theorizing that higher levels of
implementation fidelity would be associated with greater learning gains. Indeed, Smith
(2017) found that students whose instructors participated in the course redesign process
had higher ethical reasoning scores than students whose instructors did not participate;
further, variability in student achievement between the treatment sections corresponded
to variability in implementation fidelity across the sections. In other words, interventions
that were implemented with high fidelity corresponded to higher student achievement,
while interventions implemented with low fidelity corresponded to lower student
achievement. Implementation fidelity, then, was positively related to improvement.

24
A second success story of learning improvement at JMU comes from the
computer information systems (CIS) program (Lending et al., 2018). This learning
improvement initiative focused on students’ requirements elicitation skills, which reflect
students’ ability to gather information from clients about the requirements of the client’s
desired system. A baseline assessment of students’ requirements elicitation skills in
Spring 2015 indicated that senior students in the program were poorly equipped for this
task, and a review of the curriculum revealed few interventions enabling students to
practice and receive feedback on their skills. Seven faculty members then participated in
a workshop facilitated by the campus faculty development office in the summer of 2015,
during which they planned revisions to the curriculum to enhance requirements elicitation
instruction. The new interventions were implemented the following fall and spring, and
data were collected from students in the following two spring semesters (2016 and 2017).
Students in the 2016 group had received a subset of the interventions (which spanned two
years of coursework), while students in the 2017 group had received the full set of
interventions. Re-assessment data showed that students’ requirements elicitation skills
increased dramatically following the implementation of the new interventions. The mean
score difference between the students who had not received the interventions and the
students who had amounted to a three standard deviation increase.
Outside of JMU, universities across the country are working to develop and
implement learning improvement systems. The Learning Improvement Community (n.d.)
serves as an online hub for reporting progress in these initiatives. Currently, the website
contains stories from five programs at five different universities: JMU, University of
Alabama (focusing on critical thinking skills in a consumer sciences program), York
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College (focusing on foundational chemistry knowledge in among biology, chemistry,
and engineering students), Waubonsee Community College (focusing on information
literacy in a general education program), and University of Hawai‘I at Mānoa (focusing
on writing ability in the Pacific Islands Studies program).
Cases like these provide essential proof-of-concept for the application of the
simple model to higher education settings. All three show that concerted efforts, carefully
implemented, can result in meaningful improvements to the quality of student learning.
Tucker and Stanny (2021) note, though, that discussion and publication of shortcomings
are just as important as that of successes. There are a variety of reasons why learning
improvement projects may not be successful: inadequate resources, timelines too brief to
allow for full implementation, unforeseen external circumstances (like those presented by
the COVID-19 pandemic), etc. Even empirically informed interventions may not be
effective in their first iteration. Although the goal of learning improvement efforts should
always be, fundamentally, to improve student learning, the path to that distal goal may
not always be smooth, linear, or short.
Content Domain: Rhetorical Reading and Teaching for Transfer
The current study focuses on improving student learning in a general education
writing program. In the following section, I will provide a brief overview of two key
concepts (teaching for transfer and rhetorical awareness) in the context of JMU’s firstyear writing program.
Teaching for Transfer
The distal purpose of in-class learning is rarely in-class use of knowledge and
skills. Instead, educators generally strive for their students to learn to transfer their
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learning into other contexts, like their later coursework, future employment, and civic
life. Halpern and Hakel (2003) explain:
Sometimes information learned in a school context will transfer to an out-ofschool context and sometimes it won’t. If we want transfer, we need to teach in
ways that actually enhance the probabilities of transfer. The purpose of formal
education is transfer. We teach students how to write, use mathematics, and think
because we believe that they will use these skills when they are not in school. We
need to always remember that we are teaching toward some time in the future
when we will not be present—and preparing students for unpredictable real-world
“tests” that we will not be giving—instead of preparing them for traditional
midterm and final exams. (p. 38)
The concept of learning transfer has its formal research origins in the early 20th
century, when Thorndike and Woodworth (1901a; 1901b; 1901c) published a series of
studies evaluating the effects of training in a particular domain on performance in later
adjacent tasks. Finding that training in the first area resulted in later improvement in
participants’ skills in the second area would support transfer of learning, providing
evidence that the training generalized beyond the specific domain of the training. In the
first article of the series, Thorndike and Woodworth (1901a) argued that “improvement in
any single mental function need not improve the ability in functions commonly called by
the same name. It may injure it” (p. 250). Stated differently, they rejected the belief that
training could be reasonably expected to generalize even within a content or skill area.
Thorndike and Woodworth’s series of experiments generally found that transfer
occurred most noticeably and reliably when the two tasks—one on which participants
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were trained and one on which they received no training—were quite similar. As the
tasks diverged, the relationship between training in the first task and performance in the
second weakened. Decades of Thorndike’s research led him to conclude that transfer was
rare, particularly when the difference between tasks was great (Perkins & Salomon,
1992). His findings stand in contrast to his era’s emphasis on classical education—like
Latin studies (Thorndike, 1923)—which were believed to discipline the minds of students
generally, preparing them for a broad array of tasks and learning in other subjects and
contexts (Perkins & Salomon, 1992; Bok, 2006). The so-called “doctrine of formal
discipline” (Barnett & Ceci, 2002) posited that the specific content or task area of focus
mattered less than a student’s exercise in mastery of that domain. In this theory, if a
student were to practice memorization of, say, lengthy Biblical passages in Latin, that
student’s memory would be strengthened overall.
Modern education research distinguishes between “near” and “far” transfer,
similar concepts to those observed by Thorndike and Woodworth. Near transfer occurs
when learning in one domain is applied to a very similar domain; far transfer occurs
when the difference between the domains is wide (Perkins & Salomon, 1992). In this
language, Thorndike and Woodworth’s (1901a; 1901b; 1901c) can be conceptualized as
providing limited support for near transfer and no support for far transfer. Indeed, near
transfer appears to be much more common than far transfer (Perkins & Salomon, 1992).
Researchers may also distinguish between positive transfer (that which enhances skills in
some other domain) and negative transfer (that which diminishes skills in another
domain), or between high-road transfer (effortful, focused abstraction from one domain
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to another) and low-road transfer (automatic, near-effortless application of knowledge in
one domain to another; Perkins & Salomon, 1992).
Of note, Barnett and Ceci (2002) argued that the distinction between the varied
types of transfer relies largely on researcher-specific definitions of terms like “near” and
“far.” Because of the lack of clear boundaries for different types and degrees of transfer,
they argue that many cognitive scientists have incorrectly concluded that transfer is rare
or nonexistent. For example, they point to Thorndike’s foundational studies, which found
that people rarely transferred their learning on a given task to a new, related task.
Findings like Thorndike’s—many of which have appeared in the literature in the
intervening century—are used to support the argument that expecting learning to transfer
is unreasonable. But Barnett and Ceci (2002) found that one of the key predictors of
transfer was depth; a “deep” principle to apply to new situations, a “deep” understanding
of an idea, “deep” processing of a concept (p. 616). Foundational studies, like
Thorndike’s, divorced transfer from these deeper connections. In other words, according
to Barnett and Ceci (2002), transfer might be reasonably expected in some situations, but
much of the transfer research relied on carefully-controlled situations devoid of context
and connection, paradoxically making the process of interest more difficult to observe.
Perkins and Salomon (1992) identified five conditions under which the likelihood
of transfer may be enhanced: thorough and diverse practice; explicit abstraction of a
situation or problem into specific rules or principles; active self-monitoring and
metacognitive awareness; situations stimulating mindfulness; and the use of metaphors
and analogies. Generally, these principles emphasize the importance of turning learning
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experiences into abstracted, portable lessons through focused attention on the qualities or
structural elements of a task.
Transfer in First-Year Writing Programs
Issues of transfer are particularly relevant to university first-year writing
programs, which are often tasked with preparing students to write in later coursework
(e.g., providing students with transferable writing skills; Wardle, 2007). Moore (2017)
defines writing transfer as “a writer’s ability to repurpose or transform prior knowledge
about writing for a new audience, purpose, and context” (Moore, 2017, p. 2). The
frequently cited Elon Statement on Writing Transfer (Elon University Center for Engaged
Learning, 2013) provides a framework for first-year writing programs to define and
understand transfer within their courses, connecting the lessons students learn in these
programs to the skills they will need in later disciplinary writing tasks. The Elon
Statement positions teaching for transfer as a fundamental best practice in first-year
writing programs.
However, Wardle (2007) argues that evidence of transfer following first-year
writing programs is scant. Wardle’s qualitative longitudinal research suggests that
students may fail to transfer skills learned in first-year writing to later writing tasks
because they do not perceive a need to apply these skills (e.g., creating outlines and
successive drafts instead of turning in a first and only draft of a paper), or because they
did not feel that their writing assignments allowed them to apply these skills (e.g., short
timelines for papers that leave little time to construct multiple drafts). In Wardle’s view,
lack of transfer is due partially to students’ actions and partially to the enabling factors
(or lack thereof) in later contexts.

30
Rhetorical Awareness
The Elon Statement on Writing Transfer (Elon University Center for Engaged
Learning, 2013) identifies threshold concepts as useful framework for the study and
promotion of writing transfer. Threshold concepts are those ideas central to disciplinary
ways of knowing, representing a transformative “conceptual gateway” (Meyer & Land,
2005) through which learners pass on their educational journeys. For example,
conceptualizing both regression and analysis of variance as applications of the general
linear model serves as a threshold concept in statistical education. Conceptualizing light
as both a particle and a wave serves as a threshold concept in physics. Meyer and Land
(2005) describe these concepts as “transformative (occasioning a significant shift in the
perception of a subject), irreversible (unlikely to be forgotten, or unlearned only through
considerable effort), and integrative (exposing the previously hidden interrelatedness of
something” (p. 373). It is this final quality of threshold concepts—their ability to make
previously hidden relationships visible—that makes them central to the pursuit of
transfer. If students can view connections between prior learning and future tasks and
contexts, they may be more readily able to draw upon their knowledge in new scenarios.
Rhetorical awareness—understanding the ways in which texts are situated within
specific contexts as well as the purposes and effects of various writerly decisions—
presents an essential threshold concept in students’ writing education (Smith, 2020).
Negretti (2012) describes rhetorical awareness as a metacognitive writing and reading
skill, demanding reflection upon the rhetorical choices made by an author.
Metacognition, according to Negretti (2012), allows students to purposefully choose
rhetorical strategies to meet specific communicative goals. In this way, learning the tools
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of rhetorical awareness can be an effective model for transferring writing skill to new
contexts: if students understand the components of effective writing and the strategies
(and results) of employing those components, they may more easily adapt to new and
unfamiliar writing contexts (Graff, 2010).
Learning Improvement in JMU’s First-Year Writing Program
JMU’s first-year writing program is ideally situated for learning improvement for
a variety of reasons. This project will track and discuss these efforts, which began in Fall
2019. The following section will provide an overview of the program and the learning
improvement effort, following Fulcher and Prendergast’s (2021) six-step method for
learning improvement.
The first-year writing program consists of a single semester-long course, rather
than a two-semester sequence. The current course outcomes are adapted from a set of
national standards, which were designed to align with the somewhat more common twosemester sequence. The course is taught each semester by three to four dozen instructors,
including tenured/tenure-track faculty, renewable-term appointment faculty (RTAs), and
graduate teaching assistants. Approximately 3,000 students enroll in the course each
academic year.
Step 1: Testing the collective will to improve
During the 2018-2019 academic year, Director of First Year Writing Dr. Kurt
Schick interviewed 30 instructors in the program to determine their needs and concerns
with the course. Consistently, instructors noted desiring increased coherence in the course
and consistency of focus across course sections. Generally, these discussions indicated
that the stated objectives of the course were misaligned with the way the course was
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being taught. Specifically, the objectives for the course—which, again, were intended for
a two-semester sequence not employed at JMU—could not be sufficiently addressed by
the first-year writing program. The objectives lacked specificity and focus, and they did
not appear to be attainable in a single semester. Thus, the instructors for the course
indicated that they were open to a reimagining of the course’s purpose, alongside
narrower, more specific student learning outcomes for the program.
In addition to the noted desire for change, multiple instructors within the first-year
writing program participated in assessment-related professional development
programming through JMU’s assessment office (the Center for Assessment and Research
Studies, or CARS). Because of these experiences, the faculty in the program began with a
higher-than-average level of program assessment knowledge . Their high level of
assessment knowledge was expected to enhance the partnership between the program and
CARS, easing collaboration on measure development, intervention development and
implementation, and data collection. Additionally, I am a graduate of the WRTC B.S.
program, and I worked alongside some of the WRTC faculty as a writing tutor during my
undergraduate years. This provided me with some additional familiarity with the
discipline and the first-year writing program as well as long-standing relationships with a
handful of the faculty members. These connections—my familiarity with the WRTC
faculty and a beginner’s knowledge of the discipline, and the assessment experience of a
handful of key WRTC faculty—enabled us to “speak each other’s language” during the
development of the learning improvement initiative.
The initiative also benefitted from the presence of a leader (Dr. Kurt Schick,
Director of First-Year Writing) and a core group of committed faculty members,
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hereafter referred to as the “pilot group”. Dr. Schick had previously participated in (and
helped facilitate) course redesign workshops with the campus faculty development office,
and he had participated in a week-long learning improvement workshop co-facilitated by
the campus assessment office and the faculty development office. Further, during the
course of this project, he audited a doctoral-level learning improvement course taught by
the director of the campus assessment office.
Step 2: Vision
As the program looked to narrow the focus of the first-year writing course, the
learning improvement initiative coalesced around rhetorical awareness skills. Rhetorical
awareness is the ability to integrate knowledge about the context of communication into
the interpretation of that communication. For example, a rhetorically aware reader may
consider the intended audience of a newspaper opinion column about an expansion
project in a local jail and—determining that the author likely imagined their reader to be
a fiscally-conservative property owner in the area—evaluate the author’s argument in
light of that intention. Fundamentally, rhetorical awareness is the use of these contextual
clues to interrogate the function and effectiveness of a text.
Rhetorical awareness is a useful skill in navigating how to effectively encounter
and respond to new kinds of writing situations. A rhetorically based approach to writing
instruction can be contrasted with instructional approaches that prioritize teaching
particular genres of writing (e.g., lab reports, memos, book reviews). In the latter
approach, students ideally leave the course with knowledge of writing conventions in
particular contexts and for particular purposes. In the former approach, students ideally
leave the course with the durable, transportable concepts they need to deconstruct,

34
evaluate, and determine how to respond to a variety of writing contexts. In other words,
they learn the tools to navigate writing situations, rather than the formulas or techniques
specifically demanded by a prescribed set of writing tasks. The instructors affiliated with
the first-year writing program believed that this focus on analyzing the rhetorical
components of a given writing situation would provide students with more transferable
writing skills than would be possible with a strategy focusing on a specific set of writing
styles or contexts.
This vision for improved rhetorical awareness skills among undergraduate
students also aligns with a university-wide focus on undergraduate research skills.
Participation in research requires engagement with a discipline’s scholarly discourse.
Students are expected to be better equipped to read, understand, and eventually contribute
to disciplinary discourse communities (e.g., through conference presentations and
publications) if they are able to deconstruct the components of scholarly communication.
If students are more aware of the various components that contribute to the quality of
written communication (e.g., audience, purpose, genre, and context), they may also be
better able to integrate these considerations into their own writing processes, engaging in
more intentional writing strategies.
For the purposes of this learning improvement initiative, rhetorical awareness is
defined through the awareness of five components: author/publisher, genre (“how” a text
is written), intended audience, purpose (“why” a text is written), and context. The target
student learning objectives are as follows:
Upon completion of WRTC 103, students will be able to:
•

Describe a text’s author/publisher, audience, purpose, context, and genre
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•

Infer, from clues within a text or context, choices made by a writer to achieve a
specific purpose for an intended audience.

Jointly, we developed a measure for the purposes of this learning improvement project.
The measure and its development will be discussed extensively later in this chapter and
throughout this dissertation.
Step 3: Where are we now?
Measures of writing ability occasionally include items targeting rhetorical
knowledge or rhetorical analysis. Ultimately, the first-year writing program chose to
create a new measure specifically for this project for a variety of reasons. First, rhetorical
awareness does not appear to be consistently defined by the various testing agencies
offering writing assessments with rhetorical components. Second, the partnership
between the campus assessment office and the program enabled a psychometrically
sound measure development process. Third, affiliates of the program desired a measure
that would provide targeted information that mapped specifically to the objectives
targeted for improvement; to our knowledge, no commercially available measure would
provide this information in isolation and in close alignment to the locally developed
objectives.
The rhetorical awareness measure was developed from a classroom assessment
tool that was originally created by a member of the pilot group. Rather than ask students
to complete a rhetorical analysis paper—the traditional way of assessing students’
rhetorical awareness skills in the classroom—the measure asks students to complete a
table of rhetorical elements using a selected text (see Appendix A). The table includes
rows for each of the five rhetorical elements—audience, author/publication, genre,
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purpose, and context—with two tasks for each element. First, students are asked to
identify the element in the accompanying text (for example, by identifying the text’s
genre). This first element is referred to as the “describe” process. Second, students are
asked to “show their work,” pointing to specific elements in the text that support their
element description (for example, by pointing to clues in the text that indicate it is a
newspaper op-ed). This second element is referred to as the “clues and indicators”
process. Each of the ten items are rated on a scale from 0 to 3.
This format was specifically chosen instead of a standard rhetorical analysis
essay. Essays require greater resource investment by both the student and the person
evaluating the student’s response, making them less easy to adopt on a wide scale. The
additional components of a formal essay (e.g., organization, formatting, transitions
between ideas) also introduce opportunities for construct-irrelevant variance in students’
scores. Although these elements are undoubtedly important in overall writing quality,
they are not the target of the learning improvement initiative and are therefore irrelevant
to the project at hand. The table format reduces the potential for construct-irrelevant
variance by stripping the task into its essential components, which also serves to make
the task faster to complete (for students) and rate (for instructors). Finally, this format
points students toward a small subset of crucial rhetorical elements and organizes this
information in a way that is more straightforward than an essay, both for the student and
the instructor.
The measure had been used for multiple semesters prior to the initiative’s launch
in Fall 2019, although it was limited to a small number of course sections. In the summer
of 2020, the measure was further developed by the pilot group, and it was administered in
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two pilot tests at the beginning and end of the Fall 2020 semester. The rubric for the
measure, also developed in Summer 2020, was revised using feedback from both pilot
tests before being “frozen” at the end of the Fall 2020 semester. Instructors were
encouraged to provide feedback for measure revisions following Fall 2021 data
collection, but were informed that changing the measure during the data collection
process would negatively affect our ability to draw inferences about learning
improvement.
In spring 2021, all WRTC 103 were requested to administer the measure in their
classes during the first two and final two weeks of the semester. Instructors were
randomly assigned to provide one of two possible versions of the measure (different
source texts, using the same table for student responses) at each time point.1 A sample of
these responses were rated during a professional development workshop in May 2021.
Responses were considered to be eligible for rating if the student who supplied the
response was above age 18, consented to use of their data for research purposes, and
completed the measure at both time points. A subset of student responses was rated by
two instructors to provide inter-rater reliability estimates for the measure.
Step 4: Developing interventions
Intervention development formally began during a week-long small-group
workshop in Summer 2020, although most instructors who participated in the workshop
had already integrated components of rhetorical awareness into their courses. The

1
Generally, the source texts for each time point were randomly assigned by course section. An
instructor teaching two sections of the course may end up using Text A at time 1 and Text B at time 2 in
one section, and Text B at time 1 and Text A at time 2 in the other. Occasionally, adjustments were made to
the randomized assignment due to instructors using a single Canvas page for all of their sections of the
course. In these cases, all sections under a given instructor were assigned the same ordering of measure
versions for logistical purposes.
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workshop was attended by all members of the pilot group, as well as representatives from
the campus assessment office (CARS) and JMU’s Center for Faculty Innovation (CFI).
During this workshop, the pilot group worked in small teams to develop interventions for
each of the five rhetorical elements, creating lesson plans and materials for about one
week of class time for each element.
The pilot group then trialed these interventions in their own course sections
during the Fall 2020 and Spring 2021 semesters. In May 2021, all first-year writing
instructors were invited to participate in a second workshop, during which they spent two
days learning about the interventions from members of the pilot group. The pilot group
developed and shared materials with all other first-year writing instructors in a central
shared Canvas page. All instructors are expected to begin implementing these
interventions in their courses beginning in Fall 2021.
Of note, the interventions developed for this learning improvement initiative are
not tightly prescribed. Although a “lockstep” approach to implementation works well for
some programs, it was not expected to be readily adopted by this group of instructors.
Instead, members of the pilot group prepared suggested lessons, assignments, and
readings, which the instructors are welcomed to adapt for their own courses.
Step 5: Intervention implementation
Following two semesters of pilot implementation with the pilot group (Fall 2020
and Spring 2021), all first-year writing instructors were invited to a workshop to learn
about the interventions and provided with materials to support intervention
implementation. In Fall 2021, most instructors in the first-year writing program
implemented the interventions (in some form) in their course sections.
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Due to the scale of the program (76 sections, each with approximately 22
students), the length of the interventions (2-6 weeks total), and the flexibility with which
interventions were implemented, formal implementation fidelity research did not appear
to be feasible (although future research is needed to determine practical methods of
gathering implementation fidelity data in large-scale learning improvement projects). The
lack of implementation fidelity data presents a limitation for this study and will be
discussed further in Chapter 5.
Step 6: Re-assessment
As in Spring 2021, students were assessed at two time points during the Fall 2021
semester: first during the initial two weeks of the semester and again during the last two
weeks of the semester. Unlike the student responses from Spring 2021, all students’
responses collected in Fall 2021 were rated by each student’s own instructor as part of the
course flow. Only those students who completed the measure at both time points and
consented to use of their data for research purposes were included in this study.
Novelty of the First-Year Writing Learning Improvement Project
This learning improvement initiative represents a novel step in first-year writing
pedagogy and in learning improvement research. At the time of this writing, no learning
improvement initiatives appear to have targeted the scale of this project (approximately
3,000 students per year, or two thirds of the entering first-year student body at JMU). All
JMU students are required to complete the course (or present credit in the form of AP, IB,
or transfer credit) during their first year of enrollment, uniquely positioning the course as
an effective site for facilitating later transfer of skills broadly across the university. If
students’ rhetorical awareness skills can be developed in the first-year writing program—
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and these skills are transported to later courses—then almost all of a student’s
educational experience at JMU could be impacted by this initiative.
Returning to the concept of alignment, vertical alignment is irrelevant in this
setting, as the first-year writing program is composed of a single course. However,
horizontal alignment is extremely important, as dozens of instructors teach dozens of
sections of the course every semester. Ensuring that all instructors are provided support
and resources to facilitate intervention delivery, assessment strategies, and rating student
responses requires careful development of and adherence to protocols, which were
developed specifically for this study. However, instructor autonomy also posed an
important consideration in approaching the way that horizontal alignment was
conceptualized in this initiative. If the need for rigid alignment superseded instructors’
need for control and autonomy in their own classrooms, the initiative would be unlikely
to succeed. Conversely, if a broad view of autonomy was promoted and all instructors
took radically different approaches to rhetorical awareness instruction, horizontal
alignment would likely plummet, and improvement would be unlikely. Balancing these
autonomy and alignment was therefore a crucial component of initiative planning and
execution.
Relationship to Prior Learning Improvement Initiatives at JMU
James Madison University has been a hub for learning improvement efforts for
the past decade. Multiple academic majors have embarked on learning improvement
projects in the past five years, and two prior dissertations (Good, 2015 and Smith, 2017)
have explored these initiatives. Both studies partnered with the Madison Collaborative
(MC), an ethical reasoning initiative formed as part of JMU’s quality enhancement plan
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(QEP). Over the course of a decade, MC and its campus partners developed student
learning objectives, pedagogical strategies, and assessment measures that have been used
to strengthen and evaluate students’ ethical reasoning skills. Because of the long-standing
partnership between MC and the campus assessment office (CARS), as well as the
university’s emphasis on the ethical reasoning skills upon which MC focuses, this
program has been a partner in multiple learning improvement projects.
Good (2015) conducted a mixed-methods study to demonstrate the capability of a
learning improvement approach to improve students’ ethical reasoning abilities. Through
a partnership between a campus assessment office and a campus faculty development
office, five participating faculty members completed a week-long course redesign
workshop. During the workshop, faculty focused on a small set of student learning
outcomes concerning ethical reasoning abilities. These objectives had been refined by
MC. Of the five faculty members who completed the course redesign workshop, four
taught their redesigned courses in the following semester.
At the end of the semester, after the relevant interventions had been fully
implemented, students were administered two measures of ethical reasoning. The ER-WR
is a written examination of students’ ethical reasoning abilities, and the ERIT is a
measure of students’ ability to identify ethical questions using the MC ethical reasoning
framework. These measures are also administered to students across campus during two
university-wide Assessment Days (one during first year students’ first week on campus
and the other during the spring semester of their sophomore year, or the year in which
they have accrued 45-70 credits). Good found that the ER-WR scores of students in the
treatment classrooms (M = 1.49) were significantly higher than those of the non-
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treatment controls on the ER-WR (M = 1.07). The difference between these two groups
was of high practical significance (Cohen’s d = 0.8). Scores on the ERIT did not
significantly differ across the treatment and control students.
Smith’s (2017) dissertation expanded upon Good’s (2015) work by integrating
implementation fidelity into the approach. Like Good, the faculty participating in Smith’s
study completed a course redesign workshop and focused on the ethical reasoning
initiative developed by MC. During the workshop, participants co-developed
interventions as well as an implementation fidelity checklist for the interventions. Smith
trained seven undergraduate and graduate students in implementation fidelity data
collection, and those students aided in the collection of fidelity data during the
intervention. In this way, implementation fidelity formed an important component of the
faculty development process as well as a cornerstone of the data collection strategy.
As in Good’s (2015) study, Smith (2017) administered both the ER-WR and the
ERIT to students in the intervention classrooms. Unlike Good (and like the present
study), both measures were administered at the beginning and the end of the semester.
This strategy allowed for longitudinal analyses of students’ score change across the
intervention semester as well as cross-sectional comparisons of treatment students to
control students. Smith found that ER-WR scores increased from the beginning (M =
1.20) to the end (M = 2.02) of the semester (Cohen’s d = 1.74). ERIT scores displayed a
similar pattern, increasing from the beginning (M = 33.28) to the end (M = 36.1) of the
semester (Cohen’s d = .38). More importantly, students in the treatment classrooms
displayed far higher end-of-semester ER-WR scores (M = 2.02) and ERIT scores (M =
36.1) than control students’ ER-WR scores (M = 1.51, Cohen’s d = .7) and ERIT scores
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(M = 34.77, Cohen’s d = .195). Additionally, Smith found that the fidelity with which the
interventions were implemented was related to the amount of growth students
experienced in their ethical reasoning scores over the course of the semester.
A final example of learning improvement at JMU comes from the computer
information systems (CIS) major (Lending et al., 2018). As noted earlier, the CIS faculty
noticed that their students were inadequately prepared for requirements elicitation tasks,
in which clients’ needs for to-be-developed information systems are determined. First,
the faculty worked with the Center for Assessment and Research Studies and the Center
for Faculty Innovation (CFI; the university’s educational development office) to develop
a rubric with which they could evaluate recorded mock requirements elicitation
interviews. Then, they collected samples of interviews from graduating students and rated
the results. They found that students performed poorly on the task, averaging a score of
1.96 (SD = .31) out of 5 (which corresponded to just under “Developing” on the rubric).
With assistance and support from the campus faculty development office, CIS faculty
across the program collaborated to develop new interventions across the curriculum.
After a year of interventions, a new cohort of graduating seniors were assessed, and their
average rubric score was found to be 3.10 (SD = .36). The effect size of this difference
(d=3) indicated a three standard deviation increase in average scores on the rubric
between the two cohorts.
My dissertation expands on these prior projects by scaling up learning
improvement initiatives. While the previous studies have impacted hundreds of students,
the current study impacts thousands. Although this requires greater flexibility in the
interventions and precludes formal study of implementation fidelity, it will provide
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crucial information about the feasibility of applying learning improvement at scale to a
program that is approximately ten times larger than any prior learning improvement
initiative at JMU.
Another key difference between the prior initiatives at JMU and the present study
is the way in which faculty were recruited to participate. Both Good (2015) and Smith
(2017) worked with relatively small groups of faculty members who volunteered to
participate in the initiative. These instructors were interested in the ethical reasoning
work conducted by MC and self-selected into participation in the learning improvement
project. It seems reasonable to expect that this selection procedure likely resulted in high
motivation among participating faculty. However, program-level learning improvement,
when situated within a formal academic degree program, will not often afford this type of
self-selection. Instead, initiatives may begin with a core group of dedicated faculty
members who slowly work to convince their colleagues that learning improvement is
worth pursuing (Fulcher & Prendergast, 2021). Depending upon the structure of the
program and the position of the initiative leaders, this process should be expected to
result in varying degrees of commitment. If faculty members do not self-select into
participating in the initiative but are instead instructed to join, motivation may be lower
than in cases of self-selection.
Fulcher and Prendergast (2021) refer to three levels of involvement in learning
improvement projects. The “champion” leads the initiative, collaborating closely with an
“inner circle” of invested colleagues. Together, people at these two levels plan the
initiative and develop strategies to improve student learning. The third group, the
“intervention chain,” consists of the instructors and staff members who are responsible
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for implementing the new intervention strategy but who are not champions or inner circle
members. This model is similar to Kotter’s (1995) theory of organizational change, in
which a guiding coalition develops urgency to adopt a change effort, defines and
communicates a clear vision for change, and spurs broad-based action among their
colleagues. In Good’s (2015) and Smith’s (2017) studies, all involved faculty members
could be classified as champions or inner circle members. In other words, there were no
additional members of the intervention chain to consider, and the vision was created by
and for a single (relatively small) group of people.
In the present study, the initiative was first conceptualized by the Director of
First-Year Writing (the initiative’s champion) and further developed by the First-Year
Writing Committee (serving as the inner circle). After a year of initial planning and pilot
development, the initiative was expanded to include all first-year writing faculty
members (approximately four dozen instructors, including tenured faculty, renewable
term appointment (RTA) faculty members, adjunct faculty members, and graduate
assistants). These additional instructors constitute the intervention chain. Both the scope
and the process of instructor recruitment for this initiative stand in sharp contrast to
Good’s (2015) and Smith’s (2017) strategies. However, the structure of the current
project may be more reflective of program-level improvement efforts in general: a core
group of instructors who are highly committed to the project must pitch the benefits of
involvement to their colleagues and, hopefully, garner their support. With an
improvement effort that only includes a champion and their inner circle, the process of
soliciting buy-in is generally less complex: those who are interested participate, and the
recruitment process ends.
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Learning improvement initiatives that span academic programs have been
demonstrated to be both feasible and successful, despite these potential limitations. In the
case of the CIS major (Lending et al., 2018), twelve of the thirteen full-time faculty
members in the program participated in the learning improvement initiative. Additionally,
the strategy of recruiting self-selecting faculty members will not always be feasible. In
the case of program level learning improvement, a key component of the strategy is
garnering the commitment of instructors across the program. This process will often
involve some degree of self-selection (e.g., highly motivated or committed faculty
members choosing to take on a leadership role in the initiative) and some degree of topdown or horizontal mandate (e.g., a given faculty member agreeing to participate because
their colleagues or academic unit head persuade them to do so). Therefore, this project
presents an opportunity to study the mechanisms of a learning improvement initiative in
which self-selection was not the sole driver of faculty involvement.
Purpose and Goals
The primary purpose of the current project is to demonstrate improved student
learning in rhetorical awareness when comparing students who received a targeted
intervention (students in Fall 2021 and students taught by pilot group instructors in
Spring 2021) to students who did not (students taught by non-pilot group instructors in
Spring 2021). This project was established to support faculty in the first-year writing
program in the development of effective measures of rhetorical awareness ability,
including task design, rating, and rater training. Additionally, this project aimed to
support instructors in developing and implementing interventions intended to improve
students’ rhetorical awareness abilities.
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Finally, this project aims to develop guidance for future large-scale learning
improvement initiatives, acknowledging the particular difficulties posed by diffuse
curricula and large groups of instructors. When learning improvement is pursued in
smaller programs with fewer instructors, instructor autonomy and flexibility pose less of
a problem because individual instructors have greater control over how their revised
course is enacted. However, when dozens of instructors are tasked with delivering the
same course, the instructors who are not involved in intervention creation may feel as
though their autonomy is infringed by the project. Further, it is unrealistic to assume that
all instructors could reasonably be included in an intervention development process
resulting in a single, uniform intervention. In other words, while it may be reasonable to
expect three instructors to agree upon a common intervention, the same may not be
reasonable for thirty instructors. Therefore, some degree of flexibility in implementation
is crucial in large-scale settings.
The first-year writing program offers an ideal site for meeting these goals. As
noted earlier, the program demonstrated readiness for change, and an initiative champion
and a core group of instructors were willing to take lead. A clear target of the
improvement project—rhetorical awareness—emerged early, and has been adopted with
little controversy by the program. Additionally, focusing the initiative on this domain is
in line with current disciplinary best practices (e.g., Elon University Center for Engaged
Learning, 2013). Many instructors affiliated with the program had already participated in
varying degrees of assessment-related professional development and had existing
relationships with the campus assessment office. Finally, the goals of the project can be
linked back to institution-wide initiatives, such as increasing undergraduate engagement
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in research experiences. Research participation requires an intimate understanding of how
scholarly writing functions—how it is structured, why it is written, the context in which it
is produced, and who writes and publishes articles and reports—that students may lack
without explicit rhetorical instruction. If students are better able to understand the
rhetorical context and components of existing research literature, they may be better
equipped to participate in undergraduate research experiences. In other words, the
transfer of rhetorical awareness skills from the first-year writing course could enhance
students’ abilities to participate in undergraduate research experiences.
Research Questions
This dissertation will explore multiple facets of the learning improvement
process. Learning improvement initiatives hinge on two essential components: a
measurement strategy and a pedagogical or curricular intervention. Good (2015) and
Smith (2017) developed their learning improvement initiatives in the context of a larger
university ethical reasoning initiative, for which measures, objectives, and some
interventions had already been developed and studied. In the case of the present study, a
new measure needed to be developed, and interventions needed to be designed or refined
using existing course materials. RQ1 through RQ3, listed below, concern the measure
development process.
The key question in any learning improvement initiative is whether students who
experienced the new curriculum learned more than students who experienced the old
curriculum. This question is addressed by RQ4. Finally, additional context will be
provided by RQ5, which investigates which—if any—components of the rhetorical
awareness measure remain troublesome for students following the intervention. The
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resulting information can be used to refine the intervention moving forward (e.g., by
adding additional activities or assignments to bolster those domains during the course).
•

RQ1: How similarly do two raters rate the same student response?
o RQ1a: Does rater reliability differ for the two versions of the measure?
Does rater reliability differ for the two processes (“Describe” and “Clues
and Indicators”) or the two text versions (Puri and Rawlings)?
o RQ1b: How much of the variability in ratings is attributable to various
sources (differences in difficulty of the rhetorical elements, differences in
rater leniency and harshness, differences in student ability, and the
interactions between these sources)?
o Because extensive rater training was implemented for the participating
instructors, I hypothesize that the overall reliability of the measure will be
adequately high. Ideally, variance attributable to non-student sources (i.e.,
sources other than the object of measurement, or student variance) will be
low. High variance stemming from the facets and their interactions would
be informative of future rater trainings and measure revisions.

•

RQ2: Are the two versions of the measure comparably difficult?
o Because the two versions of the measure were developed largely by
content experts who had extensive experience administering early versions
of the measure in their classrooms, I expect that the two versions of the
measure will be similar. However, if scores differ on the two measures,
this information will be used to implement equating procedures for the
two forms before final analyses.
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•

RQ3: How well do domain experts perform when asked to complete this
measure?
o I hypothesize that domain experts will score more highly on the measure
than their students.

•

RQ4: Can students’ rhetorical awareness be improved by the addition of a
multiweek intervention in a single general education course?
o RQ4a: How well do students perform at the beginning of the course
compared to the end of the course?
o RQ4b: Is the relationship between beginning-of-semester and end-ofsemester scores related to instruction type (intervention group vs.
treatment as usual control group)?
o Given the strong tradition of successful learning improvement initiatives
at JMU, I hypothesize that rhetorical awareness skills will show greater
gains across the semester for the students in intervention classrooms than
for the students in control classrooms.

•

RQ5: Are certain rhetorical awareness concepts more difficult for students than
others following completion of the new rhetorical awareness intervention?
o I expect that the five rhetorical elements covered on the measure will not
be of equal difficulty. Some concepts (like context), in my experience,
pose greater difficulty to students than other concepts (like
author/publication). Therefore, I do not expect that the elements will show
the same average score at the end of the intervention.
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Chapter 3: Methods
During Fall 2019, I began planning the learning improvement project with JMU’s
Director of First Year Writing, Dr. Kurt Schick. The majority of this initial planning
phase took place during a doctoral-level course learning improvement course taught by
Dr. Keston Fulcher. During the course, Dr. Schick and I created a vision of student
learning resulting from the first-year writing course, drafted student learning outcomes,
evaluated an early version of the measure, and outlined interventions for the course. We
also strategized plans for expanding the intervention to include all first-year writing
course sections, over 100 of which are offered each year.
In Spring 2020, we recruited a small team of pilot instructors. This group
consisted mainly of members of the First Year Writing Committee and other instructors
who expressed interest in the learning improvement project. We then held a week-long
professional development workshop with the pilot group during Summer 2020, during
which the measure was refined, and early versions of interventions developed. The
interventions and measure were piloted in Fall 2020 by the pilot group instructors.
Formal data collection began in Spring 2021, encompassing the pilot group instructors’
class sections (which included the new rhetorical awareness interventions) and the
remaining classrooms (which did not include the new interventions). In Summer 2021, a
second professional development workshop was held for all first-year writing instructors
to provide rater training and information about the interventions developed and piloted by
the pilot group. A second brief rater training was held later in the summer for newly hired
instructors and other instructors who were unable to attend the first Summer 2021
workshop. In Fall 2021, all first-year writing instructors were asked to implement the
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interventions in their sections of the course. Formal data collection for this study
concluded at the end of the Fall 2021 semester.
The bulk of this project spanned a two-year period, beginning with initial
planning and strategizing in Fall 2019 and culminating with re-assessment in Fall 2021.
The overview of the methods below will be divided into three main sections (measure
development, intervention development, and data collection) for the sake of clarity. Note,
though, that these sections do not reflect distinct stages in the learning improvement
process. Components of each domain frequently overlapped, creating a non-linear path as
the project progressed.
This chapter describes the measure development procedures, faculty development
workshops, intervention development process, pilot procedures for the measure and
intervention development, and data collection process. Data screening, rating procedures,
and participation rates are also discussed. Brief discussion of pandemic-related
disruptions to the research design and data collection process are also included. Finally, I
describe the general statistical procedures that will be used for each of the research
questions.
Measure Development
The initial version of the measure was a classroom assessment tool designed by a
member of the pilot group (Jay Varner) and adopted and revised by the Director of First
Year Writing (Kurt Schick). The tool, as described in Chapter 2, presents students with a
brief article to read and a table containing five rhetorical elements (author/publisher,
audience, genre, context, and purpose). For each element, students are asked to describe
the element as it appears in the article (e.g., by describing the genre of the article). They
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are also asked to provide support for their description (e.g., by identifying parts of the
text that support the genre they identified for that article). The two tasks for each element
will be referred to as processes: either “describe” or “clues and indicators.”
This measurement approach was selected, in part, because it provides opportunity
to examine students’ rhetorical awareness skills while reducing the impact of constructirrelevant variance (or CIV). The goal of an effective measure is to target a particular
construct (e.g., rhetorical awareness) and obtain scores reflecting each respondent’s
knowledge, ability, or skill with respect to that construct. Good measures encompass the
entirety of the construct and nothing else. Measures that exclude key components of a
construct suffer from construct under-representation, while measures that are affected by
undesired extraneous variables suffer from CIV. Importantly, these impacts are
systematic, meaning that they can be linked to measured or unmeasured characteristics of
the respondent or the testing situation (Haladyna & Downing, 2004).
As an example, consider a sixth-grade math test in which students are provided
with calculators during the testing session. Half of the examinees attend schools with
regular access to functioning calculators, while the other half attend schools where
calculators are scarce or frequently broken. We might expect students with reliable
calculator access to perform better on the measure because of their increased familiarity
with calculator use rather than any true difference in math ability. In this case, calculator
use during the testing session results in CIV because students from schools with
calculator access will have systematically higher scores than students from schools
without calculator access. Haladyna and Downing (2004) discuss other ways in which
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calculator use may be associated with CIV and provide a framework for identifying
potential sources of CIV in various measurement scenarios.
CIV is particularly threatening in measures that involve student writing. Writing
is labor-intensive for respondents to produce and for raters to score. The broad umbrella
of “writing ability” may encompass organization skills, vocabulary size and accuracy,
English language proficiency, and a variety of other subskills. Because of this interrelated
network of skills, the threat of CIV lurks when written responses are requested of
students. For example, students who have limited English proficiency may take longer to
respond to measures, leaving them with less time to complete all test items or review
answers prior to submission. Students with language processing disorders may similarly
find themselves unduly taxed by items that require written responses (Haladyna &
Downing, 2004). When the construct of interest is writing skill, these sources of variance
may very well be construct-relevant; however, when the construct of interest is simply
being made visible through writing (e.g., critical thinking skills, ability to explain
complex concepts), these sources of variance are likely to be construct-irrelevant.
Further, the impacts of these student characteristics may have consequences during the
scoring process. Hathcoat et al. (2016) noted that responses displaying poor writing may
pose difficulty for raters, even if the rating procedures exclude markers of writing quality.
Hathcoat et al. (2016) found that 25% of the variance in scores on a written measure of
critical thinking could be attributed to differences in the quality of writing. In other
words, a quarter of the variability in critical thinking scores reflected writing ability
rather than the construct the task was purported to measure. Writing ability was therefore
an important—and considerable—source of CIV.
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In the case of rhetorical awareness, the default assessment approach is the
rhetorical analysis essay. Tasks that require extensive writing offer similarly extensive
opportunity for CIV. Although the focal construct in these measures is the ability to
identify, analyze, and/or interpret the qualities of the rhetorical situation, the mode of
transmitting those skills necessarily requires secondary skills: producing text,
proofreading and revising, organizing, and adhering to the standards of classroom
writing. Students vary in their abilities on these secondary skills for the same reasons
outlined by Hathcoat et al. (2016). Language processing disorders, limited English
proficiency, or self-perceived poor writing skills may all make these tasks more difficult
for some groups of students, resulting in lower performance. If the measure aims to
showcase students’ abilities to develop a written rhetorical analysis, these secondary
skills may be “construct-relevant” variance; if the measure simply aims to showcase
rhetorical awareness abilities, however, they represent construct-irrelevant variance. In
simpler terms, evaluating the threat of CIV requires us to consider whether such skills—
here, writing, but also constructs like verbal ability (Haladyna & Downing, 2004)—are
relevant to the focal construct. First year writing instructors’ anecdotal experiences with
the measure developed for this project indicate that it seems to pose less difficulty to
English language learners and neurodiverse students than the standard rhetorical analysis
essay, indicating that this approach may indeed provide a necessary path to reduce CIV in
the measurement of rhetorical awareness.
The rhetorical awareness measure was first reviewed by the pilot group during a
week-long professional development workshop in Summer 2020. During that workshop,
teams of pilot group instructors developed suggested criteria for scoring responses to the
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measure. I used those suggested criteria to create a draft rubric, which was piloted at the
beginning of the Fall 2020 semester by the pilot group instructors. After rating the
responses from their course sections at the beginning of the semester, the pilot group
instructors provided feedback about the measure and the rubric. This feedback was
integrated prior to the second data collection during the final two weeks of the Fall 2020
semester. Final adjustments were made to both the measure and the rubric after the final
data collection of the pilot semester (during the last two weeks of the Fall 2020 semester).
Following these revisions, the measure and the rubric were frozen until the end of the
learning improvement initiative. Adjustments were made to the measure in Spring 2022,
but no data from the revised measure is included in the results below.
All instructors affiliated with the first-year writing program were invited to
participate in a three-day virtual professional development workshop held in May 2021,
immediately following the end of the spring semester. The first day of the workshop
included a rater training session with guided rating practice using student responses from
the 2020-2021 academic year. After rater training, all attendees were assigned to rate a
sample of student responses to the measure from the Spring 2021 semester. In Fall 2021,
instructors administered the measure at the beginning and end of the semester, rating their
students’ responses as they were received. This transition from blinded, randomly
assigned sample rating to course-embedded assessment leads to some inconsistencies in
the data collection. However, the associated drawbacks are balanced by the need to create
a sustainable assessment strategy for the program: holding annual rater trainings and
centrally pooling and randomly assigning student work for rating is not possible for this
program on an annual basis. Course-embedded assessment, wherein instructors receive
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training in how to administer and rate the assessment and then completes this process for
each of their students, is a more sustainable long-term approach for this department.
Intervention Development
Intervention development began formally during the week-long professional
development workshop in Summer 2020. Partnering with the campus faculty
development office, CARS facilitated this workshop as a site for development of both the
intervention and the measure. Five small groups (pairs or triads) of pilot group instructors
each worked on developing interventions for a given rhetorical element. At the end of the
workshop, each group presented their proposed intervention and shared materials with the
rest of the pilot group.
The interventions were then implemented in course sections taught by pilot group
instructors during the Fall 2020 and Spring 2021 semesters. During both of these
semesters, all first-year writing instructors who were not members of the pilot group
taught their classes in the typical fashion. During the Summer 2021 workshop, the pilot
group members provided training on the new interventions that they had developed and
refined in the prior academic year. Participating instructors left this workshop with
resources for integrating the interventions into their own course sections.
In the Fall 2021 semester, all instructors in the first-year writing program were
asked to implement the interventions in their courses. Common materials were provided
to all instructors to aid their integration of the interventions into their existing course
formats. Instructors were not expected to implement the interventions exactly as the pilot
group had. Instead, they were provided with lesson plans, activities, assignments,
readings, and ideas that they could integrate into their courses as they chose. Although
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this flexibility necessarily results in decreased consistency of interventions across
sections, it provides instructors with important ownership over their course section(s).
Additionally, attempting to plan identical interventions across dozens of instructors
would be unlikely to result in consensus. Flexible interventions were therefore
determined to be a more realistic pathway to improved instruction. However, all
instructors were expected to spend at least two weeks of their course on the rhetorical
awareness interventions. Additionally, all instructors were expected to use the rhetorical
awareness measure as a teaching tool with at least two different texts (i.e., not the Puri or
Rawlings articles used for the measurement strategy in this study). Instructors were asked
not to share the rating rubric with their students, although they were able to facilitate
discussions about response quality.
Data Collection
Data collection began in Fall 2020 and concluded in Fall 2021. Further data will
be collected by the First Year Writing Program in Spring 2022 and beyond; however,
those data will be used primarily for internal assessment purposes and will not be
included in the following analyses. The timeline below highlights the major elements of
the data collection strategy.
o Fall 2020: The pilot group of instructors administered and scored the measure at
the beginning and end of the semester in each of their course sections. Following
each measure administration, instructors were invited to provide feedback, and the
measure and rubric were refined accordingly.
o Spring 2021: The pilot group continued to integrate the intervention into their
sections, while all other sections functioned as treatment-as-usual control groups.
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Most sections (55 of 64 sections) participated in pre-test baseline data collection
during the first two weeks of the semester, although response rates varied widely
across sections. 51 of 64 sections participated in data collection at the end of the
semester, with 34 sections providing usable data at both time points from at least
one student. Data were considered “usable” if the instructor delivered the assigned
version of the measure at each time point and collected consent form data from
their students, and at least one student provided a response and consent at both
time points. Students who submitted a blank table were not counted as having
submitted a response. Data from the Spring 2021 semester were rated during the
Summer 2021 workshop. The final ratings provided for the Spring 2021 semester
represented 32 sections, 16 instructors, and 159 students.
o Summer 2021: All first-year writing instructors were invited to participate in a
multi-day professional development workshop. During this workshop, instructors
were trained to use the rubric and rated a subset of the student responses collected
during Spring 2021. Responses for each of the ten items were rated “0”, “1
(Beginning)”, “2 (Good)”, or “3 (Excellent)” using a detailed rubric. On the first
day of the workshop, before the rater training and intervention presentations, each
instructor was randomly assigned to complete one of the two measure versions.
Pilot group members were excluded from this task. After rating and rater
training, the instructors attended workshops facilitated by the pilot group. These
workshops covered the interventions developed by the pilot group members.
Participating instructors were provided with assignment ideas, slide decks, and
other course materials to facilitate their intervention development. Rating for
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Spring 2021 data included only students who consented and provided responses at
both time points (the beginning and end of the spring 2021 semester). Instructors
were randomly assigned to rate a batch of responses from a pool containing all
eligible responses. Each rater rated both responses (i.e., beginning and end of
semester) from their assigned students. Not all students who provided usable data
and consented to inclusion were rated due to time constraints. All contextual data,
including instructor names, time point information, and student names were
removed from the response documents before rating began to minimize
information that could potentially bias raters. Each rater also evaluated a response
that had been written by one of their colleagues during the first morning of the
workshop.
o Fall 2021: Prior to the beginning of the semester, a second, brief rater training
session was held. This session was open to all WRTC 103 instructors. Some
instructors had attended the Summer 2021 rating session and attended the second
session as a refresher, while other attendees had been unable to attend the
Summer 2021 rating session. During this session, participants were again
randomly assigned to complete one of the two measure versions (these responses
were rated by pilot group members in January 2022). All instructors were
expected to implement the interventions in their sections of WRTC 103 and
administer the measure twice (once in the first two weeks of the semester and
again in the final two weeks of the semester). Unlike Spring 2021, all instructors
rated all responses to the measure as part of their typical course grading activities.
No responses were rated by multiple raters. Student scores were removed from
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the analysis if the student earned scores of 0 for all elements of the table, which
generally meant that the student had submitted a blank table. Again, only students
who consented to use of their data and responded to the measure at both time
points were included in the analysis. The final data for Fall 2021 (i.e., the dataset
containing student responses at both time points) represented 45 sections, 19
instructors, and 564 students.
Data Preparation
Data from instructors’ ratings were examined in two ways. Ratings were provided
for each of the ten cells of the measure (each combination of the five rhetorical elements
and two processes) as well as overall sum scores. These summed scores were chosen for
their pedagogical relevance to the instructors. Consultation with first-year writing
instructors indicated that the two processes—describing the elements and identifying
evidence for those descriptions—were of primary interest. Students were expected to be
more adept at describing the elements than identifying elements of the text that led them
to their conclusions. Students’ responses were matched across time points so that each
resulting record contained beginning- and end-of-semester responses.
Effects of COVID-Related Interruptions
The coronavirus pandemic began shortly after the initial planning phase of the
first-year writing learning improvement project. Originally, we planned to conduct a pilot
test of the draft measure and design draft interventions during Spring 2020; however, the
transition to emergency remote instruction rendered this timeline infeasible.
As the lasting impact of COVID became apparent, the timeline and data
collection plans were adjusted to include two data collection time points per semester.
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The purpose of this adjustment was to account for potential differences in student
experiences and preparation prior to Spring 2021 and Fall 2021, when the majority of the
data for the learning improvement initiative was collected. As we were unsure when inperson instruction would resume, we adjusted our methods to better account for these
sources of variability.
Ultimately, the pandemic has undoubtedly tempered the conclusions that can be
drawn from this study. Students from whom data were collected in Spring 2021 were
participating in almost entirely online coursework with minimal access to typical
residential college experiences. Conversely, students in the Fall 2021 dataset largely
spent their semester in person as vaccinations enabled a slow and imperfect return to inperson instruction. Looking beyond the semester of data collection, these two groups of
students have likely had very different conclusions to their high school experiences,
which may impact their level of knowledge and motivation upon entry to the course.
The pandemic has also presented practical issues with data collection and
professional development. Remote work introduced communication difficulties and
increased the technological demands of teaching. Understanding the full spectrum of
COVID-related impacts on higher education is beyond the scope of this study. The
comparability between Spring 2021 and Fall 2021 students is inherently lower than other
adjacent semesters, and a variety of outside circumstances for which we cannot
statistically or empirically adjust are relevant to data interpretation. However, despite
these limitations, the opportunities presented by the current study remain promising.
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Overview of Data Cleaning
Data cleaning procedures differed across semesters due to differences in the rating
procedures and data collection processes. In Spring 2021, instructors did not rate
students’ responses as part of the course flow; instead, they submitted consent data and
the responses completed by the students at the beginning and end of the semester. Recall,
Spring 2021 responses were used as part of the rater training workshop, and not all
responses that were eligible for rating could be rated given limited resources and time
constraints. The pool of rating-eligible responses were those in which the student had
completed the measure and consented to use of their data at both time points. Data
cleaning for the spring semester included matching students’ responses with their consent
responses in order to create a database of rating-eligible responses. In total, 272 students
were eligible for rating from the pool of 1,397 students who were enrolled in the course
during Spring 2021. A large portion of the data loss in the Spring 2021 semester was due
to non-completion of the consent form. Implications of this data loss will be discussed
further in Chapter 5. Adjustments to the assessment delivery process were implemented
in Fall 2021 to increase the rate of consent form completion. The adjustments
successfully decreased consent form nonresponse to fewer than 4% of respondents in Fall
2021.
After the students eligible for rating were identified, I reviewed all submitted
tables to ensure that they did not contain identifying information (e.g., the student’s name
or a course section number at the top of the page) and assigned random identification
numbers to each student. From the pool of eligible responses, I randomly assigned each
rater to rate the beginning- and end-of-semester responses from about ten students. The
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time at which the response was completed was not labeled on the response. Each rater
was also provided a response written by one of their colleagues (which, again, was not
labeled with any information about the person who completed the table). Following the
rating process, I removed any responses from the dataset that had scores of 0 in all
categories. In the nine cases which were removed in this step of screening, the student
had submitted a blank table at one of the two time points which had not been identified in
my initial screening process.
Fall 2021 data collection followed slightly different procedures. First, we linked
the consent form to the assessment in the course management system so that accessing
the assessment was contingent upon completing the consent form (which included an
option to withhold consent). Second, instructors rated students’ responses to the
assessment as part of the normal course flow. Each instructor was provided a unique
QuestionPro survey to submit scores for their students. The survey asked the instructor to
identify the timepoint (beginning or end of semester), the course section number, and the
student’s name as it was listed in Canvas. Instructors were also asked to submit .csv files
containing the responses to the consent forms from their course Canvas pages.
Cleaning data from the Fall 2021 semester consisted of merging the consent
datasets from the Canvas pages and the rating datasets from the QuestionPro surveys.
Occasionally, student names were misspelled in the QuestionPro survey responses (for
example, due to typographical errors or due to the instructor using a nickname for the
student that did not match the student’s Canvas name), so I compared the names to
rosters of all WRTC 103 enrollees when mismatches occurred. Ultimately, this process
resulted in 993 student responses at the beginning of the semester and 772 responses at
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the end of the semester (with 774 and 664 students consenting to use of their data
respectively). In total, 564 students were rated and consented to data use at both time
points.
Participation Rates
As discussed in the prior section, a variety of sources contributed to missing data.
During both semesters, some instructors did not participate in the interventions, while
others participated at the beginning of the semester but not the end of the semester. In
total, 64 sections of the course were offered in Spring 2021 and 76 sections were offered
in Fall 2021. In Spring 2021, 57 sections, 25 instructors, and 1,205 students submitted
any data; in Fall 2021, 48 sections, 20 instructors, and 974 students submitted any data.
Ultimately, 159 students’ responses were rated from Spring 2021, with 83 students
coming from control group classrooms and 76 students coming from intervention
classrooms. The data were collected from 32 classrooms taught by 16 instructors. The
final dataset from the fall (i.e., the students who consented and were rated at both time
points) reflected 45 sections, 19 instructors, and 564 students.
Figure 1 contains a flow chart providing an overview of participation rates in
Spring 2021, and Figure 2 contains comparable information for Fall 2021. The Spring
2021 figure contains additional information about the number of students who were
eligible for rating at each time point because the rating process was restricted to only
those students who consented and completed the measure. In the fall, all instructors rated
all of their students’ responses regardless of consent status; therefore, eligibility for rating
is not listed in the fall figure.
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In addition to data loss due to non-completion of the measure or a student not
consenting to data use, data from two instructors were discarded in Fall 2021 due to outof-bounds responses (i.e., multiple ratings higher than the rubric maximum score of 3,
indicating improper application of the rubric).
Analyses
The analytic approach for this study relied heavily on generalizability theory.
Generalizability theory (or “G-theory”) can be used to evaluate the sources of
unreliability in a dataset. G-theory partitions the amount of variability that is associated
with different sources, or “facets,” such as raters and items. G-theory models will be used
to evaluate the sources of variability for each of the two versions of the measure and each
of the two processes across the five rhetorical elements (RQ1). The relevant research
question is how much variability in overall scores is due to sources other than student
ability levels. The sub-questions for RQ1 (reliability across versions and processes) will
provide additional fine-grained information about the sources of rater differences. The
Summer 2021 rating session included a subset of responses that were rated by two
independent raters. Comparing the similarity of scores given to the same response by
different raters provides an indication of the measure’s reliability. If scores were perfectly
reliable, we would expect scores for a given student to be the same regardless of which
rater assigned their scores. However, most assessment processes do not result in perfectly
reliable data, and the purpose of reliability analysis becomes an investigation of the
degree of (in)consistency across raters.
Many of the research questions will be addressed through evaluation of
descriptive statistics for the measure. For example, the performance of subject-matter
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experts on the measure (RQ3) and post-intervention differences in average achievement
across the ten items that comprise the measure (RQ5) will be evaluated using descriptive
statistics. Descriptive analyses will also be used to evaluate the necessity of equating the
two forms of the measure (RQ2): if the mean score and score variance are similar across
the two versions of the measure, scores may be comparable without equating. However,
if means and standard deviations differ across versions, equating will be necessary to
compare students’ performance on each version to the other. Given that each student
completed one of the two versions at the beginning of the semester and the other version
at the end, ensuring comparability of those versions is important for modeling the
relationship between students’ scores at the beginning and end of the semester.
The primary question to be answered by this study is whether students’ rhetorical
awareness skills improve more over the course of a semester when their first-year writing
course includes rhetorical awareness instruction than when their course does not include
this instruction (RQ4). This question will be evaluated using a regression model in which
beginning-of-semester rhetorical awareness scores and intervention status (intervention
occurred or did not occur) are used to predict end-of-semester rhetorical awareness
scores.
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Chapter 4: Results
Data cleaning and data analysis were conducted between November 2021 and
February 2022. In this chapter, I discuss the data cleaning procedures and then describe
the analyses conducted to answer the research questions outlined in Chapter 3. The
analyses connected to RQ1 concern the qualities of the rhetorical awareness measure,
including the reliability of its scores. These analyses are presented first because the
reliability of scores influences the weight that further analyses can bear: the degree of
reliability influences the relationships between observed variables and should therefore
be considered when interpreting results. Following the discussion of results related to
RQ1, I discuss the performance of students and subject matter experts on each version of
the measure (RQ2 and RQ3). The primary analysis of interest in this study is presented
next: the relationship between exposure to the rhetorical awareness intervention and endof-semester rhetorical awareness ability (RQ4). Finally, I provide a descriptive overview
of student performance on the measure at the end of the semester (RQ5); this information
is intended to guide future refinements of the rhetorical awareness intervention by
identifying areas in which students still have room to grow.
RQ1: How similarly do two raters rate the same student response?
Rater reliability is an important consideration whenever assessments require raters
to score student responses. Unlike selected response measures, performance assessments
typically have no single correct answer; raters are tasked with applying a rubric or other
set of scoring criteria to open-ended responses. Raters will generally vary to some degree
in their application of the scoring criteria. While slight variations pose little problem,
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larger deviations between raters are problematic because they indicate that students’
scores are largely dependent upon who rated their response.
One way to evaluate the consistency of ratings is through generalizability theory
(or “G-theory”). G-theory partitions variability in scores into a variety of constituent
sources. For example, imagine that 10 raters each provide an overall rating on speeches
composed and presented by 35 students. A G-theory approach would partition the
variance from those 350 ratings into rater variability, student variability, and variability
due to the interaction between students and raters (which will also be confounded with
unmodeled sources of error variance). Rater variability indicates the degree to which
raters differ in their leniency and harshness. Conversely, student variability indicates the
degree to which students differed in the quality of the speeches they composed and
presented. Student variability would be of primary interest because it reflects differences
in the quality of student work, which is generally the goal of assessment. The final
partitioned source of variability here is the interaction between students and raters, which
would be interpreted as differences in rater harshness and leniency across different
students. However, this source will also be confounded with error variance. Generally,
both rater variance and the student-rater interaction (plus error) variance are considered to
be sources of error. In this scenario, students are considered to be the object of
measurement, while raters are considered to be a facet (a source of variability other than
the object of measurement).
As measures and rating strategies become more complex, G-theory analyses
follow suit. In the case of the rhetorical awareness assessment, a subset of responses were
rated by multiple raters. The assessment was also delivered in two different versions (i.e.,
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in relation to two different source texts). Further, the items were grouped into five
rhetorical elements and two comprehension processes. Each of these elements of the
assessment design need to be accounted for in the G-theory analysis, and the options for
doing so depend on how the facets are conceptualized. Facets may be either fixed or
random. Further, the rating design may be considered either crossed or nested. I will first
discuss fixed and random facets and follow with a discussion of crossed and nested
designs.
Fixed and Random Facets
Understanding the distinction between fixed and random facets depends on the
concept of the universe of admissible observations. Meyer (2010) defines the universe of
admissible observations as “all of the facets from which samples may be drawn in order
to create an instance of the measurement procedure” (p. 34). In many measurement
situations, the finite number of items or tasks completed by respondents are considered to
be a sample of all possible items or tasks that could be administered (i.e., the universe
expands beyond just the items or tasks appearing on the measure; Meyer, 2010). The
analysis is intended to generalize beyond the subset of items or tasks presented to
students to the universe of generalization (Brennan, 2003), which is the theoretically
complete pool of possible items and tasks of interest. In simpler language, the items in a
random design represent a sample of the domain. For example, it is not reasonable to ask
a third-grade student to complete every possible two-digit multiplication question, so we
may ask that student to complete 25 randomly selected questions and use the resulting
responses to generalize to the whole universe of two-digit problems. In this case, we
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would likely be comfortable exchanging any of those 25 questions for another two-digit
multiplication problem.
Conversely, fixed facets are those which are conceptualized as reflecting the
entire domain of interest (i.e., the universe consists only of the levels of the facet that
have actually been included in the measure; Meyer, 2010). If there is no desire or
theoretical sense in generalizing beyond the provided levels of the facet, the design is
fixed. Consider a case in which those same third-grade students are given a measure
containing 15 history items, 15 math items, and 15 reading items. The three disciplines—
history, math, and reading—are not intended to reflect some larger theoretical universe of
possible academic disciplines (although the 15 items chosen to represent each domain are
likely considered to be random). We would not likely be comfortable swapping out the
history items for, say, science problems. Rather, the disciplines are simply intended to
represent themselves: three major domains of study common in elementary schools.
Because the three levels of the discipline facet are not intended to be a sample from
which the researcher can generalize, this facet would be considered to be fixed.
The distinction between fixed and random facets is important for interpreting the
G study. When a facet is considered to be random, we interpret the reliability in relation
to the universe of admissible observations (even those that were not included in the
measure that was actually used). When a facet is considered to be fixed, the reliability
estimate produced by the G study is interpreted within the constraints of the levels of that
facet that were used in the measure. At least one facet must be random in order for a Gtheory model to make sense (Shavelson & Webb, 1991); without a random facet, there is
no need for generalization (Brennan, 2003).
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One option for G studies with a fixed facet is to average across the conditions of
the fixed facet (Shavelson & Webb, 1991). For example, consider a case in which four
raters are used for each of five performance tasks, and the same two raters rate all
respondents’ work. If we have no interest in generalizing beyond these four raters, rater
becomes a fixed facet. In this case we might consider averaging across the fixed rater
facet. To do so, the model would first be estimated treating the fixed facet as random.
Then, the variance components corresponding to the random facets would be adjusted
using a portion of the variance between that facet and the fixed facet (Shavelson & Webb,
1991).
Another way to handle fixed facets is to conduct separate G-studies for each level
of the fixed facet (Shavelson & Webb, 1991). For example, in the case of the third-grade
exam containing history, math, and reading subscales, the G-study may be conducted
three times (one for each of the subject domains). In this case, averaging across the three
levels of the fixed facet is unlikely to be a useful approach because of the conceptual
difference between the three subscales. In cases where averaging across levels of the
fixed facet is illogical, separate G-studies should be conducted for each level of the fixed
facet, allowing for variance components to be estimated separately for each of the levels
(Shavelson & Webb, 1991).
In the case of the rhetorical awareness measure, students act as the unit of
analysis. Each student completed the table covering five rhetorical elements across two
processes (“describing” the element and identifying “clues and indicators” supporting
that description from the text). Students read one of two possible source texts upon which
their answers were based. Here, raters are random, as we wish to generalize beyond the
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specific subset of faculty who participated in the rater training session during the data
collection process. Elements, too, are considered random. Although they reflect five
major rhetorical elements, it is conceivable that these items could be exchanged for
others. Process is considered here to be fixed, as is text version. In the case of process,
variance estimates are expected to differ across the two levels. When differences in
variance components are expected (and of interest), it makes little sense to average those
variance components across the levels of the facet as they reflect fundamentally different
ways of engaging with the text that are worth examining individually (Shavelson &
Webb, 1991). Similarly, evaluating the variance components for each of the two texts
(i.e., the two versions of the measure) will help determine whether they represent
similarly reliable versions of the assessment task. If we were to average across the two
text versions (as is done when a facet is treated as random), this information would be
lost.
Due to the two fixed factors—text version and process—four G-studies will be
conducted:
•

Description scores for the Rawlings version

•

Clues and indicators scores for the Rawlings version

•

Description scores for the Puri version

•

Clues and indicators scores for the Puri version

Further, these G-studies will be conducted on two overlapping subsamples of scores.
During the rating session, faculty raters rated student responses to the measure as well as
responses completed by their peers (i.e., other faculty members participating in the rater
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training workshop). Thus, ratings are available for responses produced by students as
well as a small number of responses produced by instructors.
The purpose of rating faculty responses was twofold. First, doing so allowed us to
gather known-groups validity evidence for the measure (AERA, APA, & NCME, 2014).
Given that the instructors have extensive education and applied experience in writing and
composition, we would assume that they should achieve higher average scores than the
students. Finding this pattern would provide validity evidence for the score inferences,
while failing to find this pattern would cast doubt upon the measure. Second, collecting
responses from faculty members increased the variability of the scores in the doubly rated
subset of responses. When score variability is low, reliability estimates will be reduced.
In the present study, score variability was expected to be low because half of the
observations occurred at the beginning of the semester, and half of the students received
no intervention. Therefore, only about a quarter of the responses used in the reliability
analysis were collected from students who had already received an intervention. Because
of this design, approximately three-quarters of the responses would be expected to
receive relatively low scores because they were not collected from students who had
received the intervention. In other words, the reliability of the measure could be reduced
due to restricted score range in the sample rather than an issue with the measure’s quality;
adding a small number of faculty responses increases score variability, buffering this
effect. In order to estimate the effect of including faculty responses on the reliability-like
coefficients, I also conducted the G-studies excluding the faculty responses. Responses
from 70 students were rated twice while 13 faculty responses were rated twice. The 70
students in this pool were rated at both time points by the same rater pair.
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Crossed and Nested Facets
Whereas fixed and random facets refer to the relationship between the facets and
the universe of generalizability, crossed and nested facets refer to the rating design. When
a facet is fully crossed with another facet, all levels of the first facet co-occur with all
levels of the other facet. For example, if ten students are each rated by the same five
raters, then rater and student are fully crossed. Further, if those ten students each
complete the same eight items, students, raters, and items are fully crossed.
Crossed designs are useful because they allow variance components to be
estimated for each facet, as well as all interactions between facets. However, they are
often impractical in large-scale assessment. Consider a case in which 100 students each
respond to four items, and four raters are used to score responses. In order to create a
fully-crossed design, each rater would need to rate 400 item responses (for a total of
1,600 ratings across the four raters). In many cases, this is infeasible due to restrictions of
time, funding to pay raters, and rater fatigue. Instead, more raters may be used, with each
rater scoring only a subset of student responses. This would be an example of a nested
design, in which students are nested within raters.
Nested designs result in conflated variance estimates because levels of one facet
are only observed within some levels of another facet (Meyer, 2010). Imagine that five
rater pairs each rated 20 student responses for each of four items. In this case, students
would be nested within rater pairs, which would then be crossed with items. Because
different students were rated by each rater pair, variance due to differences in student
ability cannot be disentangled from variance due to differences in the rater pairs’
harshness and leniency across students. This is a limitation of nested designs that is
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sometimes outweighed by the need for reduced burden on raters and the overall cost of
the rating process.
In the current study, each rater scored the responses of a small set of students
(approximately six) at each of two time points, with each time point corresponding to a
different version of the measure. All students answered ten items (two processes for each
of five elements) at both time points. However, rater pairs were not consistent, meaning
that each rater was paired with multiple other raters across the ratings they submitted.
There are two ways to model this design. One option is to conduct separate G studies for
each rater pair in which students, raters, and elements are fully crossed (depicted as
R*S*E; see Figure 3). Then, the variance components could be averaged across all rater
pairs. However, the number of unique rater pairs in this design is quite large, making this
approach impractically cumbersome. DeMars (2015) showed that in similar cases,
variance estimates are biased only slightly when the design is treated as raters nested in
students crossed with elements (depicted as (R:S)*E; see Figure 4). The nested approach,
as noted above, results in conflation of some variance estimates. Here, rater variance will
be conflated with student*rater variance, and the three-way interaction variance for
students by raters by elements (S*R*E) will be conflated with both rater by element
variance (R*E) and random error variance. Therefore, the following five variance
components will be estimated for each of the G studies:
o Variance due to differences in student ability (𝜎𝑆2 )
o Variance due to variability in rater harshness and severity, which is conflated
2
variance due to differences in rater harshness and severity across students (𝜎𝑅,𝑆𝑅
)

o Variance due to variations in difficulty across the five elements (𝜎𝐸2 )
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o Variance due to differences in difficulty across the five elements across students
2
(𝜎𝑆𝐸
)

o Variance due to differences in rater harshness and leniency across the five
elements, which is conflated with differences in rater harshness across students
2
and elements as well as random error (𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
)

Generalizability Study Results
RQ1a: Does rater reliability differ for the two versions of the measure? Does
rater reliability differ for the two processes (“Describe” and “Clues and
Indicators”) or the two text versions (Puri and Rawlings)?
Tables 1-4 contain the results of the G studies both including and excluding the
faculty responses for each of the four combinations of version and process. Table 5
contains the standard errors and reliability-like coefficients for all eight G studies to
enable comparison across the G studies. In this section, I will address the reliability-like
coefficients produced by these analyses. In the following section (RQ1b), I will address
the partitioning of variance estimates produced by these analyses.
In order to interpret the reliability-like coefficients, it is important to first
understand the difference between absolute and relative error variance, as well as the
difference between G and φ coefficients (and the appropriate uses of each for drawing
inferences from test scores). Relative error variance is used for relative decisions, in
which examinees are evaluated based on their standing in relation to other examinees
(Shavelson & Webb, 1991). Absolute error variance is used for absolute decisions, in
which the obtained score—not just the relative standing of the examinee—is of interest
(Shavelson & Webb, 1991). These two error values are therefore composed of different
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variance components. While absolute error variance accounts for all variance sources
other than that of the object of measurement, relative error variance accounts only for the
sources of variance that interact with the object of measurement in fully-crossed designs
(Shavelson & Webb, 1991). In nested designs, the relative error variance also includes
the variance of facets that differ across examinees. In the case of the current study,
relative error variance includes the following components:
o Rater (Student*Rater), which is a combination of variability in rater harshness and
leniency (rater variance) and differences in rater harshness and leniency across
students (student*rater variance)
o Student*Element, which accounts for differences in difficulty across the five
elements across the students
o Rater*Element, Student*Rater*Element, and random error, which respectively
account for differences in rater harshness across the five elements, differences in
the difficulty of elements and rater harshness across students, and random error
(which, in this design, are conflated)
Absolute error variance includes all of these sources as well as Element variance, which
refers to differences in difficulty across the five rhetorical elements.
The two reliability-like coefficients in generalizability theory correspond to these
two forms of error variance (Shavelson & Webb, 1991). Specifically, the reliability-like
coefficients are calculated by dividing the variance attributed to the object of
measurement (here, students) by the sum of that variance plus one of the two types of
error variance. G coefficients are used for relative decisions and therefore use the relative
error variance. In cases where an absolute decision is desired, the φ coefficient (which
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uses the absolute error variance) is used. Because absolute error variance includes more
variance components than relative error variance, but both coefficients take the same
number (student variance) as the numerator, the G coefficient will always be as large or
(more typically) larger than the φ coefficient.
Generally, G coefficients obtained in this study (see Tables 1 through 5) were
reasonably high when faculty responses were included in the analysis (ranging from .68
to .75), and somewhat lower when faculty responses were removed (ranging from .54 to
.68). Generally, a G coefficient of .7 or higher is desirable for group-level decisions.
However, it is important to note that the reliability-like coefficients without faculty
included in the sample are relatively low. This aligns with expectations about the effects
of reduced score variability from the student pool of responses. Low reliability-like
coefficients could indicate that the measure does not adequately discriminate between
low-ability examinees (which constitute most of the students in the student-only
subsample). Given that the goal of the measure is to provide estimates of student ability
both at the beginning of the semester (when ability is expected to be low) and at the end
of the semester (when ability is expected to be higher), this finding might warrant
revisions to the measure to better discriminate among low-quality responses. This issue
will be discussed further in Chapter 5.
While these G studies are useful for understanding the reliability-like coefficients
under the two-rater system, they do little to clarify the expected reliability of the measure
when a single rater is used. Recall that multiple raters were used for a subset of responses
from Spring 2021. The remaining Spring 2021 responses that were rated were rated by a
single instructor. All Fall 2021 responses were also rated by a single instructor. The G-

80
theory framework allows for prediction of reliability-like coefficients under
circumstances other than those used for the G study through a decision study (or a “D
study”). Fundamentally, a D study uses the variance decomposition obtained in a G study
to estimate the G and φ coefficients with different values for the facets (e.g., increasing
the number of items from 5 to 7, or decreasing the number of raters). Variance
components that included rater variance (e.g., rater[student*rater] and the three-way
interaction between student, rater, and element variance, which is confounded with rater
by element variance and random error variance) contributed substantially to the error
variances for each of the G studies; reducing the number of raters from two to one is
therefore expected to substantially reduce the G and φ coefficients for each of the D
studies.
I conducted D studies to accompany the eight G studies described above. For
these D studies, I estimated the G and φ coefficients for a design with a single rater,
leaving the number of items equal to five. Table 6 contains these estimates. As expected,
the estimated G and φ coefficients are substantially lower when the D study estimates are
compared to the observed estimates. Generally, the G coefficient estimates are lower than
desired in the case of a single rater (generally .6 or below). The implications of these
values will be discussed further in Chapter 5. Briefly, lower G and φ coefficients indicate
less reliable ratings; this could pose problems for modeling the relationship between
beginning- and end-of-semester scores, and it underscores the importance of using
multiple raters when possible in large-scale assessment settings.
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RQ1b: How much of the variability in ratings is attributable to various
sources (differences in difficulty of the rhetorical elements, differences in rater
leniency and harshness, differences in student ability, and the interactions between
these sources)?
While the prior research question addressed the G and φ coefficients associated
with each of the G studies, RQ1b addresses the specific variance components that were
used to calculate the reliability-like estimates. As noted above, the design of the G study
allows estimation of five variance sources:
o Variance due to differences in student ability (𝜎𝑆2 )
o Variance due to variability in rater harshness and severity, which is conflated
2
variance due to differences in rater harshness and severity across students (𝜎𝑅,𝑆𝑅
)

o Variance due to variations in difficulty across the five elements (𝜎𝐸2 )
o Variance due to differences in difficulty across the five elements across students
2
(𝜎𝑆𝐸
)

o Variance due to differences in rater harshness and leniency across the five
elements, which is conflated with differences in rater harshness across students
2
and elements as well as random error (𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
)

The percent of total variance that can be attributed to each of these sources was
calculated for each of the eight G-studies outlined in the previous section. Evaluating the
sources of variance is informative for understanding scores as well as for determining
needs for future rater training or rubric adjustments. For example, if there is a large
amount of variance due to differences in rater leniency and harshness, more rater training
is likely to be useful for making rater harshness more consistent.
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Tables 7 through 10 contain the variance component estimates for each of these
sources (identical to those presented in Tables 1-4) as well as the proportion of total
variance accounted for by each source. Generally, the three-way interaction term (student
by rater by element) conflated with rater by element and random error variance
constituted the largest proportion of variance in the ratings, ranging from 37% to 40% of
the variance when faculty responses were included and 40% to 45% of the variance when
faculty responses were excluded. Because of the nested design, it is impossible to
disentangle rater by element variance from the three-way interaction and random error
variance. If we were able to isolate rater by element variance, this piece of information
could be useful in informing future rater training procedures. For example, if a large
amount of the variance comes from raters applying different degrees of harshness or
leniency to different elements, precautions could be taken to help them apply the rubric
more similarly across the elements (perhaps through more explicit attention to how the
rubric requirements differ across elements for a given score level).
Variance attributed to the student by element interaction also constituted a large
proportion of the variance, ranging from 12% to 22% of the variance when faculty
responses were included and from 12% to 23% of the variance when faculty responses
were excluded. This indicates that students differed in how well they performed across
the five elements; in other words, the relative difficulty of the elements was not the same
for all students. This variance term is smaller for the Puri version of the measure than the
Rawlings version.
As expected, the student variance is consistently lower when faculty responses are
excluded from the analysis. For examine, Table 7 provides the variance components for
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the Rawlings version of the measure and the “Describe” process. When faculty responses
are included, student variance is estimated to be 24.1% of the total variance. When
faculty responses are excluded, this proportion drops to 14.9%. Similar patterns are seen
in Tables 8-10, although the amount of variance reduction differs. This finding provides
evidence that person-level variance does indeed shrink when faculty responses are
excluded from the analysis.
RQ2: Are the two versions of the measure comparably difficult?
Recall that two different versions of the measure—based on two different texts—
were administered to students. The purpose of this method was to minimize practice
effects at the end of the semester (i.e., students scoring higher at the second time point
because of their increased familiarity with the article rather than an increase in their
rhetorical awareness skills). Participating course sections were randomly assigned to
complete the measures in one of the two possible orders, ensuring that roughly half of the
students encountered the Puri version at the beginning of the semester and the Rawlings
version at the end of the semester, with the other half of the students being assigned the
texts in the opposite order.
The texts used with the measure were reviewed extensively by members of the
pilot group to ensure relatively similar levels of difficulty. Following data collection and
rating, I calculated the mean sum scores, standard deviations, minimum sum scores, and
maximum sum scores for both versions from the 723 students who had admissible scores
at both time points across the Spring 2021 and Fall 2021 semesters. Note that faculty
members’ responses were not included in this analysis. Students’ sum scores on the
measure were those provided by their instructor (for Fall 2021 data collection) or the
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rating provided during the Summer 2021 rater session. If the student was part of the pool
of doubly rated responses used for the G-theory analyses discussed in RQ1, the student’s
sum score was the average of their ratings.
The descriptive statistics for each version at each time point are presented in
Table 11. As expected, end-of-semester scores were generally higher than beginning-ofsemester scores for both versions. Additionally, the means at a given time point were
quite similar between the two versions, with a mean near 17 at the beginning of the
semester and a mean slightly below 20 at the end of the semester. Standard deviations
differed somewhat more than means across the two versions at a given time point. These
slight differences in the means and standard deviations across forms necessitated
equating of the scores across forms, which will be explained further in the results for
RQ4.
RQ3: How well do domain experts perform when asked to complete this measure?
Instructors who participated in the Summer 2021 rater training were asked to
complete an assigned version of the measure prior to rater training. Similarly, faculty
members who participated in the end-of-summer rater refresher session were also asked
to complete an assigned version of the measure. Not all participants completed the
measure, and some respondents did not consent to use of their data for research purposes.
As noted earlier in this chapter, instructors were asked to complete the measure
for two reasons. First, we hoped that the process of completing the task being used to
assess student learning would help instructors to understand how rhetorical awareness
was being conceptualized in the learning improvement initiative. Understanding the
measure from the perspective of an examinee could also help instructors to plan their
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classroom interventions (i.e., by identifying rhetorical processes that might be confusing
to a student). Additionally, faculty responses were used to provide validity evidence
based on relationships between test scores and other variables; more specifically, this
information can provide known-groups validity evidence (AERA, APA, & NCME, 2014,
p. 16). If the measure is a reasonable reflection of rhetorical awareness skills, domain
experts—here, people who teach in a university writing department—should perform
well on the measure. Additionally, we would expect to see higher scores at the end of the
summer (after rater training) than at the beginning of the summer (prior to rater training).
The means, standard deviations, minimum scores, and maximum scores for each
version at each time point are presented in Table 12. Like the students’ scores, note that
instructors’ sum scores could contain half points if the response was scored by multiple
raters. As expected, instructors generally had higher mean scores than the students, and
mean scores at the end of the summer were much higher than the mean scores at the
beginning of the semester. Of note, though, is the similarity between the instructors’
mean score on the Puri version at the beginning of the summer (M = 17.833) and the
students’ mean score on the Puri version at the beginning of the semester (M = 17.092).
Even before rater training, it seems reasonable to expect that faculty would have higher
scores than entry-level students. The similarity in scores between these two groups might
warrant future attention to the Puri version of the measure.
RQ4: Can students’ rhetorical awareness be improved by the addition of a
multiweek intervention in a single general education course?
The main goal of the present study is to determine whether students’ rhetorical
awareness skills increase more over the course of the semester when they are enrolled in
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a class that includes at least two weeks of specific instruction in rhetorical awareness.
Although students are likely receive some instruction related to rhetorical awareness in
non-intervention classrooms, the purpose of developing and implementing a formal
rhetorical awareness intervention is to ensure that all WRTC 103 students have multiple
opportunities to learn and practice rhetorical awareness skills by increasing the
consistency with which these skills are taught across sections. Thus, if the intervention is
effective, we would expect to see higher end-of-semester rhetorical awareness scores for
students in the intervention classrooms than students in the non-intervention classrooms
(after controlling for differences in beginning-of-semester scores).
Given that two different versions of the measure were used (one based on the
Rawlings article, and another based on the Puri article), and that classes were randomly
assigned to one of two possible orders for administering the versions, scores could not be
compared without first transforming their scales. For example, consider a case in which
the Rawlings text resulted in a slightly easier version of the measure than the Puri text.
Under these circumstances, students would be expected to have slightly higher scores
when assigned to complete the Rawlings version than when assigned to complete the Puri
version. The resulting score pattern could lead to inflated differences in overall scores
between the beginning and the end of the semester for students who completed the Puri
version at time 1 and the Rawlings version at time 2, and attenuated differences in overall
scores for students who completed the versions in the opposite order.
To resolve this issue, scores on the versions needed to be placed on a common
scale prior to analysis. I used linear equating to put scores from the Rawlings version
onto the scale of the Puri version. Linear equating involves using the means and standard
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deviations of scores on two test forms to place scores of one form onto the scale of
another form (Kolen, 1988). This procedure is computationally straightforward and,
given that the means and standard deviations of the two forms were relatively similar,
resulted in only a slight change to the sum scores. The linear equating process is
accomplished using the following formula:
𝑙𝑌 (𝑥) =

𝜎̂𝑌
𝜎̂𝑌
𝑥 + [𝜇̂ 𝑌 − 𝜇̂ 𝑋 ]
𝜎̂𝑋
𝜎̂𝑋

Here, 𝑙𝑌 (𝑥) refers to the scores on form X that are placed on the metric of form Y. The
means of forms X and Y are represented by 𝜇̂ 𝑋 and 𝜇̂ 𝑌 respectively, and the standard
deviations of the forms are represented by 𝜎̂𝑋 and 𝜎̂𝑌 . In order to apply the linear equating
approach to the Rawlings scores, I calculated basic descriptive statistics on the Puri and
Rawlings scores of the 723 students who were included in the final analysis for RQ4. As
a reminder, the students included in this final analysis were those who had provided
responses at both time points and consented to use of their data at both time points.
Students with sum scores of 0 were dropped from the analysis as this typically indicated
that the student had submitted a blank version of the measure.
Of note, the descriptive statistics used in the equating process did not include
faculty responses. I included only student responses in this process because my goal was
to use the final equated scores in analyzing the difference in end-of-semester rubric
scores among students in treatment and control groups. In other words, responses of the
faculty members were not of primary interest in my eventual use of the sum scores.
Additionally, the descriptive statistics that were used in the equating process were
calculated with responses pooled across the two time points. Because the final dataset did
not include equal numbers of the two versions at each time point, I calculated weighted
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means using the relative proportion of each version at the beginning and end of the
semester. 54.77% of students in the final dataset completed the Puri version at Time 1
(with the remaining 45.23% completing the Rawlings version at Time 1), and 45.23% of
the students completed the Puri version at Time 2 (with the remaining 54.77%
completing the Rawlings version at Time 2).
Table 13 contains the weighted means and standard deviations for the Puri and
Rawlings versions obtained from this subset of responses. Inserting these values into the
linear equating formula results in the following:
𝑙𝑃𝑢𝑟𝑖 (𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠) =

=

𝜎̂𝑃𝑢𝑟𝑖
𝜎̂𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠

𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠 + [𝜇̂ 𝑃𝑢𝑟𝑖 −

𝜎̂𝑃𝑢𝑟𝑖
𝜎̂𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠

𝜇̂ 𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠 ]

5.2791834
5.2791834
𝑅𝑎𝑤𝑙𝑖𝑛𝑔𝑠 + [18.5203273 −
18.3479233]
5.2305816
5.2305816

In subsequent analyses, these equated scores will be used to compare students’
performance across time points (thereby collapsing across versions). Unweighted sum
scores will also be reported for individual versions and time points for descriptive
context.
RQ4a: How well do students perform at the beginning of the course compared to the
end of the course?
Using the equated scores calculated in the previous step, I examined the
beginning-of-semester and end-of-semester scores for the intervention classrooms and the
control classrooms. If the intervention is effective, we would expect to see higher scores
at the end of the semester than the beginning of the semester for the students who
experienced the intervention, with a smaller or nonexistent gain across the course of the
semester for students in control classrooms.
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Table 14 contains the means and standard deviations of the equated scores for the
intervention and control groups at each time point. As expected, mean scores were higher
at the end of the semester than at the beginning of the semester for the intervention group;
control group scores were similar across time points. On average, students in the control
group at both time points earned a score somewhere between “Beginning” (1) and
“Good” (2) on the rubric. Students in the intervention group earned slightly higher scores
at the first time point than the control group students at either time point, still falling
between “Beginning” and “Good” on average. At the second time point, students in the
intervention group had an average score around “Good” (2).
The relationship between scores at the beginning and end of the semester for the
two groups will be investigated further in RQ4a below. Also of note is the difference in
means between the beginning-of-semester scores for the intervention and control groups.
Intervention group beginning-of-semester scores were somewhat higher than the control
group scores at the same time point. It is worth considering the semesters during which
these data were collected when interpreting these values. All control group data were
collected during the Spring 2021 semester, when the university was still holding a portion
of its coursework online due to the COVID-19 pandemic. Intervention data were obtained
in Spring 2021 classes taught by the pilot group instructors as well as Fall 2021 classes
(when the intervention was expanded to include most WRTC 103 sections). I further
discuss potential implications of this timing in Chapter 5.
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RQ4b: Is the relationship between beginning-of-semester and end-of-semester scores
related to instruction type (intervention group vs. treatment as usual control group)?
Two regression models were estimated in order to evaluate this research question.
Model 1 used equated beginning-of-semester scores and intervention status (coded 1 if
the student’s class received the intervention and 0 if the class was a control classroom) to
predict equated end-of-semester scores. Model 2 added the interaction between
intervention status and beginning-of-semester scores. Adding this interaction term allows
the slope of the relationship between beginning-of-semester scores and end-of-semester
scores to differ across intervention conditions. A scatterplot of the relationship between
beginning- and end-of-semester scores indicated a linear relationship equated scores at
the beginning and end of the semester. Residual scatterplots for each of the models were
examined for nonlinearity, heteroscedasticity, and outliers; none were found, indicating
that the assumptions for the linear regression model were met.
Results from the two models are shown in Table 15 below. The interaction term
in Model 2 was not significant, so Model 1 model—which contained only beginning-ofsemester scores and intervention condition and was therefore more parsimonious—was
championed.
Model 1 explained a significant amount of variance in end-of-semester rhetorical
awareness scores, F[2,720]=92.36, p < .0001, R2=0.204. The significance of the
coefficient representing intervention condition indicates that students who received the
rhetorical awareness intervention performed significantly better on the measure at the end
of the semester than students who did not experience the intervention after accounting for
differences in performance at the beginning of the semester. On average, students in the
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intervention classrooms (who had an adjusted end-of-semester mean of 20.387) scored
about 3.75 points higher on the end-of-semester measure than their control group peers
(who had an adjusted end-of-semester mean of 16.640). This difference is akin to an
increase of about a third of a point (on a 0-3 scale) on each of the ten items on the
measure.
The significance of the intervention predictor in Model 1 provides some support
for the efficacy of the intervention. However, it is important to contextualize this result
within the context of the unique variance contributed by each of the predictors in Model
1. The squared semi-partial correlation for beginning-of-semester scores was .156, while
the squared semi-partial correlation for intervention status was .049. This indicates that
after accounting for differences in beginning-of-semester scores on the measure, about
5% of the variability in end-of-semester scores could be attributed to whether or not the
student received the intervention, and about 16% could be attributed to differences in
beginning-of-semester scores.
RQ5: Are certain rhetorical awareness concepts more difficult for students than
others following completion of the new rhetorical awareness intervention?
Even with a significant effect of the intervention, it is likely that the writing
program will want to continue working to improve students’ rhetorical awareness skills in
future semesters. The raw individual item scores may prove a useful resource for
determining which domains of rhetorical awareness on which to focus. To this end,
Tables 16 through 19 contain the mean scores and standard deviations for each item at
each time point, as well as the difference in mean scores. Tables 16 and 17 provide
descriptive statistics for the Puri and Rawlings versions, respectively, for students who
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were enrolled in intervention classrooms. Tables 18 and 19 contain the descriptive
statistics for the Puri and Rawlings versions, respectively, for students who did not
experience the intervention. Recall that students took different versions of the measure at
the two time points, so the students summarized in the beginning-of-semester means in a
given table (i.e., for a given version of the measure) are not the same group of students
summarized in the end-of-semester means in the same table. Additionally, calculating the
means of a four-category rating scale assumes continuous measurement; while this may
be reasonable for sum scores, applying the same logic to individual item scores is
somewhat less trustworthy. Differences between the mean scores should be interpreted
cautiously.
Overall, difference scores in Tables 16 and 17 (which reflect the intervention
group) are larger and more consistently positive than differences scores in Tables 18 and
19 (which reflect students who experienced no rhetorical awareness intervention). This is
to be expected: if the intervention is at all effective, we would expect to see positive
difference scores for the intervention group and lower (or near-zero) difference scores for
the control group. Indeed, some items have negative difference scores for the control
group students, indicating lower scores at the end of the semester than at the beginning of
the semester. For all items, students in the intervention classrooms had higher end-ofsemester mean scores than students in the control classrooms.
Among the students who experienced the intervention, end-of-semester mean
scores for the “How” element (which refers to the genre of the text) remain relatively low
in comparison to other rhetorical elements. Additionally, average scores for the
“Audience” and “Author/Publisher” elements for these students are relatively low. This
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indicates that the “How,” “Audience,” and “Author/Publisher” elements may be useful
domains for focused efforts in future semesters of the learning improvement project. Both
the clues and indicators item and the describe item for the “Context” element appear to be
quite difficult for the Rawlings version of the text, but not for the Puri version of the text,
although item-level descriptive statistics tend to be similar across versions for other
elements and processes.
It is also worth noting that almost all elements show lower scores for the clues
and indicators process than the describe process. This aligns with the conversations that
occurred during the development of the measure: instructors regularly find that students
can identify rhetorical elements (e.g., a text’s genre) correctly, but have trouble
identifying parts of the text that support their answer. Note, though, that these tables
reflect descriptive evaluations only. Further research on item-level measure functioning is
needed to support the calculation and interpretation of subscales, which would be
necessary to support inferential analyses regarding differences between “describe” and
“clues and indicators” process scores.
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Chapter 5: Discussion
When students enter college, they are expected to begin a multi-year process of
enhancing their skills and deepening their knowledge. This is the fundamental purpose of
a higher education: facilitating learning among students. But college programs, the
structures through which that learning is supposed to be imparted, are not often held to
the same standards as students. Stagnation is common (or, at least, evidence of
improvement is exceedingly rare). This dissertation builds upon a relatively young field
of assessment practice offering a better path: programs can be improved (Good, 2014;
Smith, 2017; Lending et al., 2018), and the processes pursued for improvement can be
scaled.
The results reported in this dissertation provide evidence of improved student
learning in rhetorical awareness in JMU’s First-Year Writing Program. Students who
received a targeted multi-week rhetorical awareness intervention had significantly higher
end-of-semester scores on a measure of rhetorical awareness (after accounting for
beginning-of-semester differences) than their peers who did not receive an intervention.
Further, this project demonstrates possibilities for retaining instructor autonomy by
prioritizing flexible interventions in learning improvement initiatives. Perhaps most
importantly, this dissertation provides an example of learning improvement at a much
larger scale than prior published initiatives. It is my hope that this work will spur
additional ambitiously large projects at JMU and elsewhere.
First, I discuss limitations of the present study, including techniques future
researchers might use to fill gaps in the project or design more effective learning
improvement studies. Then, I discuss specific implications for JMU’s First-Year Writing
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Program, including future avenues for research within this learning improvement
initiative. Finally, I discuss broader implications for large-scale learning improvement
projects, particularly those that span more than a dozen faculty members.
Limitations
Missing Data
A primary limitation of the results presented in the previous chapter is the
prevalence of missing data. Model estimates will be inaccurate when outcome
missingness is related to either the model’s predictors (e.g., students with low beginningof-semester scores drop the course) or the hypothetically complete outcome values (e.g.,
students who would have done poorly on the end-of-semester measure skip the
assignment; Enders, 2010). In the former case, known as a “missing at random” (or
MAR) pattern, unbiased estimates can be produced using maximum likelihood or
multiple imputation methods (Enders, 2010). In the latter case, known as a “missing not
at random” (or MNAR) pattern, more complex models are needed. Many approaches to
handling MNAR data require the researcher to understand, collect data on, and model the
causes of missingness (Graham, 2009), which are often unknown.
In the case of this project, missingness can be attributed to a variety of sources:
difficulty obtaining responses to the consent form in Spring 2021, students dropping out
of the class, data entry errors, instructors not collecting or rating data as expected, and
students simply skipping the assignment. This list is surely not exhaustive. Ultimately,
this study was not designed to identify, measure, and model the mechanisms of
missingness. Given how plentiful missing data were in this study (consider, for example,
that more than 75% of the students enrolled in the course at the beginning of Spring 2021
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did not provide rating-eligible responses at the end of the semester), this shortcoming
represents a serious limitation to the results. Cox et al. (2014) warned that missing data is
a commonly overlooked problem in higher education research: this barrier is by no means
unique to this study. However, the potential implications for the results are worth noting,
and future large-scale learning improvement efforts would do well to examine the causes
and prevalence of missingness in their resulting datasets. At bare minimum, clear
information should be presented about attrition, non-response, and other sources of
missingness so that data consumers may be more mindful of the potential impacts of
missingness on results.
Timing of Data Collection
The intervention development, measure development, and data collection for this
project overlapped with the COVID-19 pandemic. Courses were moved online midway
through the Spring 2020 semester, during which time the pilot group was beginning to
develop the interventions for the learning improvement initiative. The initial professional
development workshop, during which time the pilot group planned the interventions and
strategized for the learning improvement project’s deployment, was pivoted to a virtual
workshop in May 2020.
Although the Fall 2020 semester began with in-person instruction, the university
quickly pivoted to remote instruction. During this semester, pilot group members
implemented interventions and piloted the measure in their classrooms. Some courses
resumed in-person instruction in Spring 2021 while others remained remote or hybrid. By
Fall 2021, most courses had resumed in-person delivery.
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These disruptions impacted most elements of the learning improvement initiative.
Of primary importance is the fact that students who participated in this study were highly
atypical; most students had experienced pandemic-related disruptions to both their high
school education and the beginning of their college education. Students and instructors
alike were operating under a sustained state of stress, making additional tasks—like a
learning improvement initiative—difficult to manage. For example, as communication
shifted to virtual meetings and emails instead of in-person meetings and one-on-one
conversations, details of the learning improvement initiative were harder to communicate.
Although I did not set out to measure the impacts of the pandemic on a large-scale
change initiative, I believe that communication was less effective and efforts were less
organized due to the demands of remote work and pandemic-related constraints than they
would have been in a more typical time.
Additionally, there are compelling reasons to believe that students enrolled in the
course in Spring 2021 may have been meaningfully different from the students who
enrolled in the course in Fall 2021. Students in the Spring 2021 sections experienced a
much less typical first year of college than students in the Fall 2021 sections (for whom
many classes had resumed in-person status). However, a student beginning WRTC 103 in
the fall had also experienced an additional semester of COVID-disrupted education in
comparison to a student enrolled in the spring course. This may have made fall students
more able to weather the pandemic’s disruptions, but it also may have resulted in those
students being less prepared prior to the semester.
The full impacts of the pandemic are yet to be understood, and countless studies
in the coming years will certainly be focused on disentangling students’ experiences,
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losses, and gains over the past three years. In light of the many remaining questions,
though, it is worth being mindful of the as-yet unknown impacts COVID may have had
on the findings presented in this dissertation.
Reliability
The reliability of the key measure used in this initiative was relatively low. When
only students were included in the reliability analysis, the range of scores was restricted,
leading to lower G coefficients than when a small number of doubly-rated faculty
responses were included in the dataset. Across both analyses, G coefficients ranged from
.541 to .752; these values reflect moderate to moderately low reliability. However, when
I estimated the G coefficients for a single-rater scheme, these values declined to between
.418 and .648; all values for the student-only pool were below .55, which is lower than
desired for group-level inferences. Reliability has significant implications for the
accuracy of the model results: when a predictor has low reliability, its relationship with
the outcome is attenuated. As models become more complex, unreliability can have
unpredictable effects (Cole & Preacher, 2014).
Various options exist for increasing the reliability of the measure (e.g., increasing
the number of raters, providing more regular and more extensive rater training, alterations
to the rubric), but each of these avenues must be evaluated in the context of resource
availability and potential implications for validity. Below, I will discuss the implications
of low reliability further within the context of my suggestions for the future of this
project.
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Limitations on Rater Training
As noted above, high-quality rater training is linked to reliability. Further, the
design of the rater training process has implications for the validity of the score
inferences. The Summer 2021 workshop, during which raters were trained and the Spring
2021 responses were rated, presented a rating context that was quite different than that of
the Fall 2021 rating context. I will now briefly discuss these differences and their
potential implications for reliability and validity.
First, the number of Spring 2021 responses that could be rated during the Summer
2021 workshop was smaller than the number of responses that were eligible for rating.
With a limited amount of time, each rater was able to rate about a dozen responses, a
subset of which were also rated by a second rater. This design was a necessary
compromise between the desire to obtain multiple ratings for some of the responses and
the real constraints of time and workshop funding. However, the design also resulted in
unrated responses from an already small pool of eligible Spring 2021 responses.
Although the rated responses were randomly sampled from the eligible pool, reductions
in Spring 2021 ratings mean less information is available about the performance of nonintervention students. Recall, all Fall 2021 data were collected in intervention classrooms.
Only Spring 2021 data could reflect the abilities of students who did not receive specific
rhetorical awareness interventions.
Second, the method of rating for Spring 2021 was markedly different from the
Fall 2021 method. Spring responses were centrally gathered, cleaned of identifying
information, and presented to raters with no indication of the student’s name, instructor,
group membership (i.e., intervention or non-intervention) or time point (i.e., beginning-
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or end-of-semester responses). In the Fall 2021 semester, instructors rated the responses
of the students who were enrolled in their course sections, meaning that the information
that was removed from the Spring 2021 responses was readily available in the Fall 2021
responses. The shift to course-embedded assessment with rating streamlined into the
course flow was a necessary step toward creating a sustainable assessment practice:
indefinite annual funding and availability for summer rating is unlikely. However, it is
important to note that knowing student information could contribute to rater bias. For
example, consider the instructor who believes in the strength of the learning improvement
project. They may inadvertently score students more harshly at the beginning of the
semester and more leniently at the end of the semester, creating or exaggerating the
pattern of growth between time points. This same pattern would not be possible in the
Spring 2021 rating scheme, as instructors were not provided with information about the
response time point. This could explain the pattern of significantly higher end-ofsemester scores for the intervention classes than for the non-intervention classes. Future
research within the learning improvement initiative could attempt to measure whether
ratings that occur as part of the standard course procedure systematically differ from
those obtained in a blinded and randomized rating session. For example, a sample of
student responses could be collected each semester, cleaned of their identifying
information, and randomly assigned to be rated by a second instructor. These ratings
could then be compared to those assigned by the original instructor.
Future Directions for First-Year Writing
This project lays important groundwork for future learning improvement
initiatives within the First-Year Writing Program. In this section, I will discuss avenues
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for future inquiry if the program chooses to maintain the learning improvement project as
well as implications for similar programs across the country.
Determining Desired Results
Ideally, assessment is conducted within the context of pre-determined desired
results. Specifying the desired benchmark or amount of growth ahead of data collection
can help programs to ground their findings in a priori expectations instead of providing
retroactive justification for the results. When measures and initiatives are new, though,
determining specific desired results at the outset is difficult.
This learning improvement initiative found that being in an intervention
classroom was associated with about 3.75 additional points on the end-of-semester
measure than being in a control classroom (after accounting for differences in beginningof-semester scores). Instructors and program affiliates will need to determine whether this
reflects adequate growth in the context of the effort required to implement the
interventions. If the observed amount of growth is determined to justify the cost of the
intervention, next steps will include discussing whether additional interventions (e.g.,
new assignments or additional weeks of instruction focused on rhetorical awareness) are
worth attempting or if the interventions should remain in their current state. If the
observed amount of growth is deemed inadequate given the intervention costs, the
program will need to consider whether the interventions should be modified,
reconstructed, or discarded.
Any initiative that seeks to improve student learning through modified instruction
will necessarily require instructors to spend time and resources reconfiguring their
courses. Fulcher and Prendergast (2021) note the importance of evaluating the collective
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will to improve—the willingness of instructors to embark on a learning improvement
project—prior to beginning an initiative in earnest. However, it is also important to
evaluate the ongoing will for improvement following an improvement effort, particularly
once assessment results are reported to the instructors. Discussions about the desired
amount of improvement on the rhetorical awareness measure should therefore include
multiple faculty voices in order to determine whether the learning improvement initiative
should be maintained (e.g., no change in interventions), abandoned (e.g., returning to
former methods of instruction), or amplified (e.g., devoting more time and resources to
intervention development and deployment).
Ongoing Reliability Analysis and Rater Training
Rater training plays a crucial role in performance assessment tasks. Without
adequate rater training, even clearly written rubrics can be interpreted in different ways
by different raters. In the case of the present project, differences in rubric interpretation
could also lead to differences in teaching: rubrics serve as a guide to defining highquality student performance, and classroom interventions should be designed to target
that performance. Therefore, if rater training is too brief or re-norming is too infrequent,
instructors may end up conceptualizing rhetorical awareness in very different ways,
leading to inconsistencies in how these concepts are taught and assessed. One option for
observing potential reductions in reliability is to draw a sample of students each semester
for further rating by a core group of faculty members (e.g., the pilot group) who have
extensive experience with the rating process. Scores provided by the pilot group could
then be compared to scores provided by the instructors in order to evaluate whether
reliability has decreased and whether scores provided by a student’s own instructor are
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systematically biased. An approach like this would allow for continued reliability and
validity research without requiring the resources and time of the initial rater training
procedures.
Further, reliability is a characteristic of scores and their inferences, not the measure
itself. In other words, the same measure may be associated with very different levels of
reliability when applied in different contexts, with different raters and different
respondents. Ideally, then, reliability should be calculated for each administration of a
measure. The AERA, APA, and NCME Standards for Educational and Psychological
Testing (2014) state that locally scored measures should report reliability and/or precision
estimates for local scoring procedures. In the case of the present study, reliability is likely
to vary across years depending on the faculty involved in the learning improvement
initiative and their experience with rating the measure. If opportunities for re-norming
(and initial training for new instructors) are provided regularly, reliability will likely
remain at an acceptable level. However, if resources are not available for annual rater
training or re-norming, reliability is likely to decline in the coming years. It is therefore
important to develop procedures for obtaining multiple ratings of a sample of student
responses each year, which will allow reliability to be monitored. Additionally, if
possible, providing re-norming for returning instructors and initial rater training
opportunities for new instructors will likely help maintain reliability (and consistency in
how rhetorical awareness is conceptualized and taught across the First-Year Writing
program).
The G and D studies outlined in this dissertation indicate that further work may be
necessary for increasing the reliability of the scores. In particular, the instructors might
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consider further differentiating between low-ability examinees (or, more specifically,
students with low levels of rhetorical awareness prior to instruction) by adding an
additional level to each element of the rubric. For example, the new element may be
added between the current scores of “0” and “1 (Beginning)”. The extension of the rubric
to better differentiate between low-ability examinees could increase the reliability of the
measure by reducing the restriction of range present among beginning-of-semester
responses. However, it is also possible that adding an additional category will reduce
reliability if the categories cannot be clearly delineated. Additionally, it is worth
considering whether reduced reliability due to restricted range merits additional action. If
the majority of students are expected to have very low levels of ability at the beginning of
the semester, then restriction of range may be an indicator that the measure is functioning
well (i.e., by reflecting a legitimately narrow range of student abilities). When the G
studies were estimated for this project, approximately a quarter of the responses in the
dataset had been collected following the intervention; the remaining three quarters were
either collected at the beginning of the semester (prior to any relevant instruction) or at
the end of the semester in a non-intervention classroom. Thus, the range of scores was
likely more restricted in that pool of scores than it would have been if all responses had
been collected from students experiencing the intervention (as will be the case in future
semesters if the learning improvement project is maintained). For example, if the G study
had been conducted on data from Fall 2021 (when the interventions were scaled up to
include most of the program), the reliability-like coefficients might have been higher than
those observed in Spring 2021.
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One possible option for further reliability research is to evaluate the measure from
an instructional sensitivity lens. Instructional sensitivity refers to the idea that scores on a
measure should be “sensitive” to the delivery of high-quality instruction (Polikoff, 2016).
Instructional sensitivity may provide evidence of the reliability and validity of score
inferences by supporting claims that those scores can be reasonably expected to reflect
differences in exposure to instruction. Under this framework, restricted range may very
well be expected under conditions of little or no instruction (as was expected and
observed in this study). Thus, pursuing a variety of frameworks for the study of reliability
and validity could provide a more well-rounded approach to evaluating measure quality.
Avenues for Future Validity Research
Just as reliability evidence should be collected and examined regularly, other
validity evidence should be gathered and evaluated over time. This dissertation presented
two pieces of validity evidence for the measure—by detailing subject-matter expert
involvement in measure development and by finding that instructors scored more highly
on the measure than first-year students—but more validity evidence is needed to
strengthen the claims that can be made on the basis of the scores. For example, more
finely grained information about the ability of the measure to differentiate between
different levels of expertise could be obtained by administering the measure to
undergraduate writing and rhetoric majors or students in a writing and rhetoric graduate
program. The development of the measure ensured continuous evaluation by subject
matter experts (i.e., the instructors in the pilot group), but additional evaluation by subject
matter experts outside of JMU could strengthen the validity evidence based on test
content (AERA, APA, & NCME, 2014). Additional evidence may also be collected by

106
comparing scores on the measure to scores on more traditional rhetorical awareness tasks
(i.e., the rhetorical analysis paper). Although the measure used in this study is expected to
be less vulnerable to construct-irrelevant variance due to low writing skill and English
language learner status, we would still expect to see a fairly strong relationship between
students’ performance on the measure and performance on a traditional rhetorical
analysis essay. Finally, validity evidence related to cognitive processes (AERA, APA, &
NCME, 2014) could be collected by asking a small sample of students to complete a talkaloud protocol in which they explain to an observer how they are navigating their
responses to each of the items.
At its core, the purpose of the First-Year Writing learning improvement project
was to leverage the power of teaching for transfer. The fundamental idea behind focusing
instruction on rhetorical awareness is that the domain represents a flexible, widely
applicable approach to understanding writing contexts; if students are able to master these
concepts and apply them to their writing processes, they should be better equipped to
transfer their learning to new writing contexts. However, the measurement strategy used
in this project was not designed to measure whether transfer actually occurred (note, too,
that the literature presents widely divergent views on whether and how transfer can be
measured; Barnett and Ceci, 2002). Expanding the measure to include versions with
unfamiliar sample text styles or re-administering the measure over the course of multiple
semesters would allow for new validity arguments to be made regarding the measure’s
relevance to writing transfer. It is worth noting, though, that this approach could also
illuminate the potential constraints of applying the measure to different kinds of texts.
Students may struggle to complete the measure in reference to print advertisements for
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pharmaceutical companies, for example, as the text format and presentation deviates
significantly from the format of a newspaper article, blog post, or short essay. In other
words, as the measure is applied to a broader array of genres, the measure may become
more or less difficult (and more or less effective). These patterns are not possible to
predict without thorough field testing of new source text versions of the measure.
Broader Implications for Large-Scale Learning Improvement
This project reflects the largest-scale learning improvement project in JMU’s
history. Prior learning improvement projects at JMU have largely relied on instructors
who self-select to join the initiative; in the present initiative, self-selection was blended
with a top-down decision by the director of First-Year Writing to scale the learning
improvement project across the entire program. In the following sections, I provide an
overview of the key lessons that can be gleaned from this experience and applied to
future large-scale learning improvement efforts.
Coordination
Coordinating a learning improvement effort across dozens of instructors and
course sections requires a high degree of organization and effective communication.
Further complicating organizational strategies was the timing of the learning
improvement project in relation to the COVID-19 pandemic. This study was situated
during a time of substantial shifts in educational delivery, and the requirements of the
data collection procedure presented new challenges.
For example, we originally planned to conduct data collection using paper and
pencil in physical, in-person classrooms. However, after the onset of emergency remote
instruction in March 2020 (which continued to varying degrees throughout the study), we
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decided to collect assessment and consent data through the university learning
management system (LMS). Some instructors were unfamiliar with the LMS, especially
with respect to collecting assignment responses. Collection of consent data presented
particular difficulty, as the consent data had to be gathered through a separate assignment
in the LMS than the assessment itself. Following the Spring 2021 data collection, in
which consent response rates were lower than desired, we changed the data collection
strategy to link consent and assessment tasks in the LMS. Although this solved the
problem of low consent response rates (as students needed to complete the consent form
to “unlock” access to the assessment), the procedure for linking the tasks in the LMS was
cumbersome. Strategizing early and often about the difficulties instructors may face when
collecting data, scoring responses, and implementing interventions—and proactively
providing resources to make the processes easier—is a crucial lesson to be taken from
this study. Future studies in similar conditions may consider holding regular workshops
regarding data collection procedures and LMS troubleshooting.
Further, ensuring that instructors have regular opportunities to discuss their
interventions, their findings, and their ideas is crucial for developing and maintaining a
large-scale learning improvement initiative. In smaller programs, these conversations
might occur naturally in shared office spaces or in program meetings. With larger, more
diffuse programs, these conversations will likely need to be more intentionally cultivated.
Determining strategies for regular check-ins should therefore be part of the planning
process for large-scale initiatives.
Fulcher and Prendergast (2021) discuss the importance of determining readiness
for learning improvement before launching an initiative. Determining the degree of
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readiness is likely to look different in a large program than in a smaller program,
particularly if instructors do not self-select into the initiative. For example, instructors in
a larger initiative may be less likely to voice opposition to an initiative if they feel they
will be overshadowed by a larger group. Evaluations of the trust, collaborative nature,
and group cohesion in larger programs may be more difficult than in smaller programs,
but they are no less important to the success of the initiative overall. Future research in
learning improvement may therefore benefit from collaborations with experts in change
management and higher education leadership.
General vs. Specific Improvement Efforts
Learning improvement efforts have generally focused on improving the average
level of a given learning outcome in comparison to a cohort that did not experience the
intervention. Average achievement information is useful in monitoring large-scale
efforts, but future learning improvement initiatives can and should investigate whether
interventions are effective for all student groups. For example, English language learners
might have very different needs for developing their rhetorical awareness capabilities, as
might students who had limited writing experience in their prior education; these needs
may not be met by interventions that cater to the “average” student. Particularly when
successful initiatives are retained for future years, programs should focus their efforts on
determining who the interventions help, in which contexts they are effective, and how
interventions can be made more effective for a broader range of learners.
Implementation Fidelity
Implementation fidelity plays a crucial role in interpreting outcomes assessment
result. In short, implementation fidelity provides information about the degree of
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alignment between the planned intervention and the intervention that is delivered
(Gerstner & Finney, 2013). If desired outcomes are attained but implementation fidelity
is low, then something other than the intended intervention has led to the obtained
outcomes. If desired outcomes are not attained and implementation fidelity is low, then
the intervention itself cannot be deemed effective or ineffective. If desired outcomes are
not attained and implementation fidelity is high, the researcher may infer that the
program was ineffective. Ideally, implementation fidelity will be high and desired
outcomes will be attained, providing the researcher with necessary but insufficient
evidence that the program caused the improved outcomes. Smith (2017) integrated
implementation fidelity data into her study of a learning improvement initiative and
found that higher levels of implementation fidelity were associated with better student
outcomes in an ethical reasoning learning improvement initiative.
Collecting implementation fidelity data is difficult when interventions are lengthy
and when instructors are encouraged to take unique approaches to their interventions.
Traditionally, implementation fidelity research uses quantitative implementation fidelity
checklists, which detail the key components of the intervention and allow an observer (or
the instructor) to identify whether those components actually occurred, and what the
quality of those components was (Fisher et al., 2014). However, if the instructors each
take a different approach to their interventions, distilling common components in order to
create an implementation fidelity checklist is unlikely to be successful. Determining ways
to collect some degree of implementation fidelity data in adaptable interventions (as
explored by Peréz et al., 2016) will be a key issue for future large-scale learning
improvement initiatives. With small numbers of instructors, it may be possible to create
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some consensus for a common approach to the interventions; this is unlikely to be the
case when dozens of instructors are involved in deploying a learning improvement
initiative.
Assessment for Internal Purposes vs. Assessment as Research
A fundamental question that must be answered by leaders of learning
improvement initiatives is whether their goal is internal institutional assessment or
contribution to a scholarly conversation. When assessment is conducted for internal
purposes, student consent is not typically required; however, when assessment is used for
research, institutional review boards are likely to require student consent. In the present
study, we chose to collect student consent data in order to enable members of the project
to publish the results of their efforts. Naturally, some students did not consent to use of
their data, either by specifying that they did not consent to data use or by not completing
the consent form. Framing this initiative as a research project, then, resulted in a smaller
sample than would have been obtained if the sole goal was internal institutional
assessment.
The balance between learning improvement as an institutional endeavor and
learning improvement as research therefore plays an important role in designing a
learning improvement initiative and drawing conclusions from the resulting data.
Particularly given the sparse literature on learning improvement, framing these efforts as
research will provide crucial new perspectives to the higher education assessment
literature as well as the scholarship of teaching and learning. However, the loss of data
required when gathering student consent could lead to different findings than would be
obtained in an internal assessment. In the present study, a relatively small number of
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students actively withheld consent for their data to be used. A much larger number,
particularly in Spring 2021, did not complete the consent form. If the students who did
not provide consent systematically differed in their ability levels from the students who
did provide consent, then these patterns of missingness due to lack of consent could
change the research findings.
Further, providing consent forms in this study also meant that students were
informed about ongoing research on improving rhetorical awareness abilities. It is
possible that students’ perceptions of their courses were changed by this information. For
example, a student may display more effort if they know they are in an “intervention
classroom.” Alternatively, a student may feel that their instructor is using their classroom
work as an avenue for scholarly achievements. In short, the act of collecting consent also
provides students with information that may influence their perspectives on their
coursework and their interactions with peers and instructors. Weighing the potential
implications of this data loss against the benefits of developing the literature on learning
improvement is therefore an important step for future learning improvement initiatives.
Differences across Cohorts
Learning improvement, as initially framed by Fulcher et al. (2015), is generally
assessed by comparing cohorts of students on measurements taken at the end of a given
program. For example, a learning improvement initiative might compare graduating
seniors who experienced a new set of scientific reasoning interventions to seniors who
graduated before the new interventions were implemented. A weakness of this approach
is that it does not account for differences in cohorts across years (e.g., student differences
in baseline scientific reasoning ability between the two cohorts of students).
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In the present study, students in Fall 2021 had slightly higher beginning-ofsemester scores than students in Spring 2021. Further, contextual factors (specifically, the
COVID-19 pandemic) may have resulted in different levels of baseline ability and
preparation across the two semesters. When it became evident that the pandemic would
have long-lasting repercussions, we decided to assess students’ rhetorical awareness
abilities at both the beginning and end of the semester. While this allowed me to
statistically account for differences in baseline ability levels, it also illuminated the fact
that even students in adjacent semesters may differ meaningfully from each other.
The likelihood of meaningful differences between the groups of interest in a
learning improvement initiative is highly contextual. However, the pattern of baseline
scores across semesters in this study indicates that future improvement initiatives would
likely benefit from implementing some mechanism for evaluating the similarity of groups
at the beginning of the intervention.
Future Research on Improving Rhetorical Awareness
The study presented in this dissertation offers multiple avenues for future research
on efforts to improve rhetorical awareness. A brief and non-exhaustive overview of
potential future work is outlined below.
Learning improvement efforts rest on the expectation that strategically changing
elements of the learning environment will lead to favorable downstream effects for
student learning. In the case of the present study, we expected that an explicit focus on
rhetorical awareness in the introductory writing class would lead to increased levels of
rhetorical awareness at the end of the course. However, the underlying expectation of this
effort is that enhancing rhetorical awareness will also lead students to be better equipped
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as writers in other areas of their education and work life. If they are able to analyze a
rhetorical context and identify how writers respond to those contexts, they should be
better able to analyze and effectively respond to the demands of their own writing
contexts. This is the fundamental concept of transfer: what is learned in one context can
be applied to another. The logic model, or the chain of expected causal effects of the
intervention, might be stated as follows: “students will enhance their rhetorical awareness
skills through targeted intervention. Enhanced rhetorical awareness skills will result in
increased student ability to identify how writers respond to rhetorical contexts and
constraints. Finally, enhanced ability to identify and evaluate rhetorical decisions will
increase students’ ability to make effective decisions in their own writing.”
Importantly, though, this study was not designed to evaluate whether transfer
actually occurred. Instead, the focus of the project was on a key vehicle—rhetorical
awareness—that was expected to enable transfer. Future research should investigate the
entirety of the logic model: does rhetorical awareness in the classroom transfer to
students’ own writing? Does it transfer outside of the first-year writing classroom (say,
into major classes or the workplace)? Do the skills and concepts endure past the end of
the semester? How would students perform on the measure if they were given a text that
differed radically from those they had seen in prior coursework (i.e., a technical
document, a piece of legislation, or a manifesto)?
These questions could be answered through longitudinal studies of students as
they progress through their major coursework and begin their graduate studies or
employment. Additionally, they could be evaluated through an expansion of the measure
to include more versions reflecting a greater variety of genres, contexts, audiences,
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authors, and purposes. Continuing to investigate these questions reaches to the heart of
transfer: does learning in one situation help benefit performance in an adjacent situation?
In this way, continuing this body of work could substantially contribute to three scholarly
domains: learning improvement, teaching rhetorical awareness, and transfer theory.
This, perhaps, is the most important conclusion of this study: interdisciplinary
collaboration in higher education is a powerful tool. The study outlined in this
dissertation was heavily reliant upon campus assessment experts, faculty development
experts, the faculty in the First-Year Writing program, and various administrators who
provided funding and other forms of support. Without each of these players, the learning
improvement effort likely would not have been successful. Daunting as large-scale
collaboration may be, it is essential to large-scale change. People interested in facilitating
future large-scale improvement efforts would do well to examine their social
surroundings, develop strategic alliances with colleagues across the university, and
embrace the opportunities offered by an eclectic group of improvement-minded allies.
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Table 1
Variance Components and Reliability-Like Coefficients for the Rawlings Version and “Describe”
Process, Including and Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate
Variance Component
Estimate
2
Student
Student
𝜎𝑆2
𝜎
0.154
0.085
𝑆
2
2
Rater (Student*Rater)
Rater (Student*Rater)
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
0.038
0.041
2
2
Element
Element
𝜎𝐸
0.052
𝜎𝐸
0.058
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.138
0.131
2
2
Rater*Element
0.257
Rater*Element
0.255
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random error
Element+random error
2
Relative error variance
Relative error variance
𝜎𝛿
𝜎𝛿2
0.072
0.072
2
Absolute error variance
Absolute error variance
𝜎∆
𝜎∆2
0.083
0.084
G coefficient
G
0.681
G coefficient
G
0.541
φ coefficient
φ
0.651
φ coefficient
φ
0.503
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Table 2
Variance Components and Reliability-Like Coefficients for the Rawlings Version and “Clues &
Indicators” Process, Including and Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate
Variance Component
Estimate
2
Student
Student
𝜎𝑆2
𝜎
0.165
0.119
𝑆
2
2
Rater (Student*Rater)
Rater (Student*Rater)
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
0.045
0.033
2
2
Element
Element
𝜎𝐸
0.047
𝜎𝐸
0.047
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.138
0.136
2
2
Rater*Element
0.245
Rater*Element
0.244
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random error
Element+random error
2
Relative error variance
Relative error variance
𝜎𝛿
𝜎𝛿2
0.075
0.068
2
Absolute error variance
Absolute error variance
𝜎∆
𝜎∆2
0.084
0.077
G coefficient
G
0.689
G coefficient
G
0.636
φ coefficient
φ
0.663
φ coefficient
φ
0.606
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Table 3
Variance Components and Reliability-Like Coefficients for the Puri Version and “Describe”
Process, Including and Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate
Variance Component
Estimate
2
Student
Student
𝜎𝑆2
𝜎
0.199
0.130
𝑆
2
2
Rater (Student*Rater)
Rater (Student*Rater)
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
0.031
0.031
2
2
Element
Element
𝜎𝐸
0.069
𝜎𝐸
0.083
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.115
0.107
2
2
Rater*Element
0.272
Rater*Element
0.280
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random error
Element+random error
2
Relative error variance
Relative error variance
𝜎𝛿
𝜎𝛿2
0.066
0.065
2
Absolute error variance
Absolute error variance
𝜎∆
𝜎∆2
0.079
0.082
G coefficient
G
0.752
G coefficient
G
0.667
φ coefficient
φ
0.715
φ coefficient
φ
0.615
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Table 4
Variance Components and Reliability-Like Coefficients for the Puri Version and “Clues &
Indicators” Process, Including and Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate
Variance Component
Estimate
2
Student
Student
𝜎𝑆2
𝜎
0.255
0.207
𝑆
2
2
Rater (Student*Rater)
Rater (Student*Rater)
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
0.096
0.098
2
2
Element
Element
𝜎𝐸
0.053
𝜎𝐸
0.059
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.093
0.088
2
2
Rater*Element
0.303
Rater*Element
0.305
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random error
Element+random error
2
Relative error variance
Relative error variance
𝜎𝛿
𝜎𝛿2
0.097
0.097
2
Absolute error variance
Absolute error variance
𝜎∆
𝜎∆2
0.107
0.109
G coefficient
G
0.724
G coefficient
G
0.680
φ coefficient
φ
0.703
φ coefficient
φ
0.655
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Table 5
Error Variances and Reliability-Like Coefficients by Version, Process, and Sample (Faculty
Included and Faculty Excluded)
Version
Process
Sample
Rel. error
Abs. error
G
φ
var.
var.
coefficient coefficient
Rawlings Describe
Faculty included
0.072
0.083
0.681
0.651
Faculty excluded
0.072
0.084
0.541
0.503
Clues &
Faculty included
0.075
0.084
0.689
0.663
Indicators
Faculty excluded
0.068
0.077
0.636
0.606
Puri
Describe
Faculty included
0.066
0.079
0.752
0.715
Faculty excluded
0.065
0.082
0.667
0.615
Clues &
Faculty included
0.097
0.107
0.724
0.703
Indicators
Faculty excluded
0.097
0.109
0.680
0.655
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Table 6
Reliability-Like Coefficients Observed Under the Two-Rater Design and Estimated for A One-Rater
Design
Version
Process
Sample
Observed
Predicted with 1 rater
G
φ
G
φ
Rawlings Describe
Faculty included
0.681
0.651
0.568
0.547
Faculty excluded
0.541
0.503
0.418
0.395
Clues &
Faculty included
0.689
0.663
0.575
0.557
Indicators
Faculty excluded
0.636
0.606
0.522
0.501
Puri
Describe
Faculty included
0.752
0.715
0.648
0.620
Faculty excluded
0.667
0.615
0.546
0.510
Clues &
Faculty included
0.724
0.703
0.593
0.578
Indicators
Faculty excluded
0.680
0.655
0.539
0.523
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Table 7
Variance Components and Proportions for the Rawlings Version and “Describe” Process, Including and
Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate Proportion
Variance Component
Estimate Proportion
2
2
Student
Student
0.085
0.149
𝜎𝑆
𝜎𝑆
0.154
0.241
2
2
Rater (Student*
Rater (Student*
0.041
0.072
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
Rater)
Rater)
0.038
0.060
Element
Element
0.058
0.102
𝜎𝐸2
0.052
0.081
𝜎𝐸2
2
2
Student*Element
Student*Element
0.131
0.230
𝜎𝑆𝐸
𝜎𝑆𝐸
0.138
0.216
2
2
Rater*Element
0.257
0.402
Rater*Element
0.255
0.447
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater
Element+random
*Element+random
error
error
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Table 8
Variance Components and Proportions for the Rawlings Version and “Clues & Indicators” Process, Including
and Excluding Faculty Responses
Faculty Responses Included
Variance Component
Estimate Proportion
Student
0.165
0.258
𝜎𝑆2
2
Rater
0.045
0.071
𝜎𝑅,𝑆𝑅
(Student*Rater)
Element
0.047
0.073
𝜎𝐸2
2
Student*Element
0.138
0.216
𝜎𝑆𝐸
2
Rater*Element
0.245
0.382
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
Element+random
error

Faculty Responses Excluded
Variance Component
Estimate Proportion
Student
0.119
0.206
𝜎𝑆2
2
Rater
0.033
0.057
𝜎𝑅,𝑆𝑅
(Student*Rater)
Element
0.047
0.081
𝜎𝐸2
2
Student*Element
0.136
0.235
𝜎𝑆𝐸
2
Rater*Element
0.244
0.422
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater
*Element+random
error
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Table 9
Variance Components and Proportions for the Puri Version and “Describe” Process, Including and Excluding
Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate Proportion
Variance Component
Estimate Proportion
2
2
Student
Student
𝜎𝑆
0.199
0.290
𝜎𝑆
0.130
0.207
2
2
Rater
Rater
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
(Student*Rater)
0.031
0.045
(Student*Rater)
0.031
0.050
Element
Element
𝜎𝐸2
0.069
0.100
𝜎𝐸2
0.083
0.131
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.115
0.168
0.107
0.170
2
2
Rater*Element
0.272
0.396
Rater*Element
0.280
0.443
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random
Element+random
error
error
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Table 10
Variance Components and Reliability-Like Coefficients for the Puri Version and “Clues & Indicators” Process,
Including and Excluding Faculty Responses
Faculty Responses Included
Faculty Responses Excluded
Variance Component
Estimate Proportion
Variance Component
Estimate Proportion
2
2
Student
Student
𝜎𝑆
0.255
0.319
𝜎𝑆
0.207
0.273
2
2
Rater
Rater
𝜎𝑅,𝑆𝑅
𝜎𝑅,𝑆𝑅
(Student*Rater)
0.096
0.120
(Student*Rater)
0.098
0.130
Element
Element
𝜎𝐸2
0.053
0.066
𝜎𝐸2
0.059
0.078
2
2
Student*Element
Student*Element
𝜎𝑆𝐸
𝜎𝑆𝐸
0.093
0.117
0.088
0.116
2
2
Rater*Element
0.303
0.379
Rater*Element
0.305
0.403
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
𝜎𝑅𝐸,𝑆𝑅𝐸,𝑒
+Student*Rater*
+Student*Rater*
Element+random
Element+random
error
error
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Table 11
Student Sample Means, Standard Deviations, Minimum Scores, and Maximum Scores by
Version and Time Point
Version Time
N
Mean
SD
Min
Max
Beginning of semester
396
17.092
4.922
7
30
Puri
End of semester
327
19.949
5.244
8
30
Beginning of semester
327
16.918
4.510
5.5
30
Rawlings
End of semester
396
19.777
5.510
3
30
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Table 12
Faculty Sample Means, Standard Deviations, Minimum Scores, and Maximum Scores by
Version and Time Point
Version
Time
N
Mean
SD
Min
Max
Puri
Before rater training
6
17.833
6.014
12
28
End of summer
9
26.900
2.329
23.5
30
Rawlings Before rater training
5
20.111
5.152
12
26.5
End of summer
5
24.100
4.547
12
29.5
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Table 13
Weighted Means and Standard Deviations of Rawlings and Puri Forms for Students with
Admissible Data in Spring 2021 and Fall 2021
Version
Mean
SD
Puri
18.5203273
5.2791834
Rawlings
18.3479233
5.2305816
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Table 14
Means and Standard Deviations of Equated Sum Scores for Control and Intervention
Groups by Time Point
Group
Time
Mean
SD
Control (n=83)
Beginning of semester
16.315
4.813
End of semester
16.304
4.529
Intervention (n=640) Beginning of semester
17.186
4.741
End of semester
20.430
5.344
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Table 15
Nested Regression Models Predicting End-of-Semester Scores from Beginning-ofSemester Scores and Intervention Conditions
b
SE (b)
t
p
Model 1
Intercept
9.212
0.816
11.29
<.0001
Beginning-of-semester score
0.435
0.038
11.46
<.0001
Intervention
3.747
0.565
6.63
<.0001
Model 2
Intercept
9.367
1.889
4.96
<.0001
Beginning-of-semester score
0.425
0.111
3.83
0.0001
Intervention
3.570
2.021
1.77
0.0778
Beginning-of-semester
0.011
0.118
0.09
0.9274
score*Intervention
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Table 16
Intervention Group Means and Standard Deviations by Item and Time Point for Puri
Version
Element Process
Describe
Why
Clues & Indicators
Describe
How
Clues & Indicators
Author/ Describe
Publisher Clues & Indicators
Describe
Audience
Clues & Indicators
Describe
Context
Clues & Indicators

Beginning of semester
M
SD
2.193
0.656
2.114
0.737
1.544
0.759
1.587
0.788
1.650
0.824
1.534
0.818
1.495
0.691
1.529
0.740
1.789
0.769
1.681
0.808

End of semester
M
SD
2.428
0.731
2.235
0.778
1.909
0.711
1.892
0.810
2.088
0.811
1.871
0.828
1.930
0.568
1.894
0.748
2.278
0.768
2.097
0.861

Difference
0.235
0.121
0.365
0.306
0.438
0.337
0.435
0.365
0.488
0.416
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Table 17
Intervention Group Means and Standard Deviations by Item and Time Point for Rawlings
Version
Beginning of semester End of semester
M
SD
M
SD
Element Process
Difference
2.068
0.731
2.404
0.665
0.335
Describe
Why
2.032
0.778
2.290
0.733
0.258
Clues & Indicators
1.561
0.711
1.910
0.803
0.349
Describe
How
1.543
0.810
1.939
0.794
0.396
Clues & Indicators
1.686
0.811
2.009
0.825
0.323
Author/ Describe
Publisher Clues & Indicators
1.520
0.828
1.837
0.864
0.317
1.887
0.568
2.094
0.688
0.207
Describe
Audience
1.618
0.748
1.897
0.781
0.278
Clues & Indicators
1.652
0.768
1.935
0.802
0.283
Describe
Context
1.547
0.861
1.779
0.877
0.232
Clues & Indicators
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Table 18
Non-Intervention Group Means and Standard Deviations by Item and Time Point for Puri
Version
Beginning of semester End of semester
M
SD
M
SD
Element Process
Difference
2.114
0.796
2.160
0.717
0.045
Describe
Why
2.157
0.706
1.899
0.868
-0.258
Clues & Indicators
1.576
0.619
1.333
0.509
-0.243
Describe
How
1.624
0.764
1.417
0.671
-0.207
Clues & Indicators
1.471
0.701
1.434
0.588
-0.037
Author/ Describe
Publisher Clues & Indicators
1.286
0.711
1.427
0.682
0.141
1.638
0.672
1.469
0.656
-0.169
Describe
Audience
1.552
0.756
1.410
0.645
-0.143
Clues & Indicators
1.833
0.691
1.851
0.634
0.017
Describe
Context
1.595
0.787
1.635
0.713
0.040
Clues & Indicators
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Table 19
Non-Intervention Group Means and Standard Deviations by Item and Time Point for
Rawlings Version
Beginning of semester End of semester
M
SD
M
SD
Element Process
Difference
1.979
0.805
2.219
0.676
0.240
Describe
Why
1.785
0.874
2.100
0.673
0.315
Clues & Indicators
1.524
0.711
1.600
0.726
0.076
Describe
How
1.375
0.606
1.533
0.785
0.158
Clues & Indicators
1.632
0.698
1.700
0.730
0.068
Author/ Describe
Publisher Clues & Indicators
1.274
0.575
1.471
0.745
0.197
1.750
0.593
1.714
0.598
-0.036
Describe
Audience
1.563
0.624
1.519
0.681
-0.043
Clues & Indicators
1.583
0.746
1.419
0.589
-0.164
Describe
Context
1.313
0.685
1.243
0.690
-0.070
Clues & Indicators
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Total number of
enrolled students
prior to Day 1 of
the semester:
1,397

Time 1: Data
provided for
994 (71.15%)
students

696
(49.82%)
consented
to data
use

62
(4.44%)
did not
consent
to data
use

2 (0.14%)
were
under 18

Time 2: Data
provided for
905 students
(64.78%)

234
(16.75%)
did not
respond
to the
consent
survey

625
(44.74%)
were
eligible
for rating

479
(34.29%)
consented
to data
use

62
(4.44%)
did not
consent
to data
use

0 (0.00%)
were
under 18

327
(23.41%)
were
eligible
for rating

Figure 1 Participation Rates in Spring 2021
Note: All listed percentages are calculated in reference to the total number of enrolled
students (N=1,397).

364
(26.06%)
did not
respond
to the
consent
survey
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Total number of
enrolled students
prior to Day 1 of
the semester:
1,648
Time 1:
Data
provided
for 933
(56.61%)
students
774
(46.97%)
consented
to data
use

90
(5.46%)
did not
consent
to data
use

41
(2.49%)
were
under 18

Time 2:
Data
provided
for 772
(46.84%)
students
28
(1.70%)
did not
respond
to the
consent
survey

664
(40.29%)
consented
to data
use

76
(4.61%)
did not
consent
to data
use

7 (0.42%)
were
under 18

Figure 2 Participation Rates in Fall 2021
Note: All listed percentages are calculated in reference to the total number of enrolled
students (N=1,648).

25
(1.52%)
did not
respond
to the
consent
survey
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Rater

Student

Element

Figure 3 Fully Crossed Design (R*S*E)
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Student

Rater

Figure 4 Nested design ((R:S)*E)

Element

139
Appendix A: Rhetorical Awareness Measure
Instructions: This quiz is meant to measure your knowledge at the beginning of
this course. I don’t expect you to be an expert at this task, only that you give it
your best effort. Your task is to read the assigned article, “We Should Teach
Media Literacy in Elementary School,” and complete this table. You are welcome
to construct answers in complete sentences or in bullet point format. I
recommend that you take a few minutes to review the table before you read the
article. Try to budget your time so that you can complete the table in about 45
minutes. It might be helpful to skim the article quickly first to get a general sense
of its contents and structure, then re-read it with the table components in mind.
When constructing your responses, please use only the information available in
the article.
Description
Describe the element.
WHY was it written? (purposes)
● What do you imagine motivated the author to write
this?
● What do you think the author wants to accomplish?
● What do you think the writer wants readers to do?
HOW is it written?
● What category (or “genre”) of writing is this?
● How would you describe its features (such as style,
format, and structure)?
WHO wrote it? (author and publication)
● What does the article reveal about the author(s)?
● What does the article reveal about the
publication/publisher?
WHO was it written for? (audiences)
● Who is the intended audience?
WHERE & WHEN was it written? (context)
● What is the historical, political, and/or cultural
background for this article?
● Is there anything significant about the timing of this
article?

Clues & Indicators
Explain how you know.
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