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Con el trabajo de J. Fourier en 1807, en el que se demuestrg^ que una 
serie temporal se puede aproximar tanto como se quiera mediante la suma 
de términos de senos y cosenos, podemos decir que nace el Análisis de 
Series Temporales (AST). N o obstante, esta expansión de Fourier es sola-
mente válida para series dcterminísticas y, durante todo el siglo XIX y 
primeros años del XX, en el AST el enfoque dcterminístico fue ei único 
que prevaleció. En tal contexto, la discrepancia entre los valores de los 
modelos y los datos reales se atribuía a un elemento residual estocástico. 
Siguiendo a Yaglom (1962), p. 4, podemos decir que los primeros 
intentos de introducir un enfoque estocástico en el AST se encuentran en 
Bachelier (1912), pero fue en los años treinta, con los trabajos de Slutski 
(véase Slutski, 1960), Kolmogorov (véase Kolmogorov, 1931 y 1950) y 
Kinchin (1934), cuando empieza a construirse una teoría general sobre 
procesos estocásticos. Por o t ro lado, en Yule (1926 y 1927) se señala que el 
análisis de Fourier no es adecuado para series reales, pues en ellas las ampli-
tudes y períodos de los componentes sinuosidales son estocásticos, y que 
tal faceta se puede recoger expresando una serie en función de sus valores 
pasados. En concreto. Yule (1927) introduce y desarrolla los procesos 
autorregresivos de segundo orden como esquemas teóricos capaces de 
generar series con oscilaciones cíclicas estocásticas. La generalización del 
análisis de Fourier para funciones estocásticas no se obtuvo hasta los años 
cuarenta con dos trabajos independientes de Kolmogorov (1940) y Crámcr 
(1942), que constituyen el soporte teórico del moderno análisis espectral y 
establecen la correspondencia entre el enfoque de las covarianzas (o del 
dominio del t iempo) y el enfoque espectral (o del dominic:) de las frecuen-
cias) en el estudio de los procesos estocásticos estacionarios. Previamente, 
el proceso de Yule fue generalizado por Walker (1931) introduciendo un 
esquema general de procesos autorregresivos, y Slutski (1937) establecía 
que series temporales con oscilaciones cíclicas podían también venir gene-
radas por o t ro tipo de procesos e introdujo los procesos de medias móviles. 
La integración de los procesos de Yule y Slutski se realizó con el trabajo de 
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Wold (1938), donde se establece una formulación general para cualquier 
tipo de proceso estocástico estacionario y se introducen los procesos 
mixtos, autorregresivos y de medias móviles (ARMA). 
Este desarrollo teórico sobre procesos estocásticos se ciñó a procesos 
estacionarios; sin embargo, desde finales del siglo XIX, véanse Poynting 
(1844) y Hooker (19Ü1)', se tenía asimilado en el análisis empírico que las 
series reales podían contener, además de oscilaciones cíclicas, un compo-
nente tcndencial. De hecho, esta descomposición de una serie temporal en 
tendencia, componentes cíclicos y elemento residual se fue popularizando 
en las aplicaciones económicas hasta culminar en el trabajo de Shiskin el al. 
(1967), en que se presenta un procedimiento de extracción de señales 
( X - U ) , por el que una serie se descompone en tendencia, componente 
estacional y elemento irregular. En estos procedimientos de descomposi-
ción de series temporales, los componentes de las mismas fueron, desde los 
años veinte, considerados como estocásticos y su estimación se basaba en 
aplicar medias móviles a los datos originales. De esta forma empiricista se 
suplía la falta de una teoría sobre procesos estocásticos evolutivos. 
En el campo de la predicción también se desarrollaron procedimientos 
empiricistas para abordar con cierto éxito la predicción de series tempora-
les con tendencia. Así surgieron los denominados procedimientos de alisa-
do; véanse Holt (1957), Brown (1959), Hol t et al. (1960), Win te r (1960), 
Harrison (1965), etc.2. 
En resumen, podemos decir que al final de los sesenta el análisis aplica-
do de Series Temporales asumía plenamente que, en general, las series rea-
les eran no estacionarias y para predecir y extraer señales en una serie con-
creta se utilizaban procedimientos que tenían en cuenta tal faceta de las 
series y, además, se operaba de forma que tanto el componente estacionario 
como el evolutivo eran estocásticos. J u n t o con esto, el análisis teórico sólo 
había desarrollado un esc|uema estocástico general para el componente 
estacionario de las series temporales y, así, en aplicaciones más académicas 
era frecuente la práctica de eliminar previamente (véase Nelson y Ploser, 
1982) tendencias determinísticas. 
El puente entre los desarrollos teóricos y los procedimientos aplicados 
se ha tendido con la introduccicSn por Box y Jenkins (1970) de los modelos 
ARIMA. Estos modelos generalizan los modelos ARMA permit iendo que 
no sea la serie original, sino una versión de la misma debidamente diferen-
ciada, quien venga determinada por un modele:) estacionario ARMA. Es 
decir. Box y Jenkins introducen un contexto teórico en el que las series 
' Referencias tomadas de Makridakis (1976); para un mayor detalle bibliográfico, véase 
la sección III.4 de dicho artículo 
- Para un mayor detalle bibliográfico, véase Makridakis (1976), sección III.3. 
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pueden ser evolutivas, pues no son sus niveles, sino sus incrementos o los 
incrementos de éstos, quienes tienen un comportamiento estacionario. En 
términos algebraicos, esto supone permitir raíces unitarias en la parte auto-
rregresiva del modelo ARMA. Claramente, la evolutividad que consideran 
Box y Jenkins no es una evolutividad general, sino una evolutividad especí-
fica, que se puede denominar homogénea, y que sirve para explicar el com-
portamiento de series temporales que, pudiendo ser no estacionarias, su 
velocidad de avance o su aceleración tienen un comportamiento estaciona-
rio. Esta estacionariedad en la primera o segunda derivadas es la que 
confiere un carácter relativamente homogéneo a las series generadas por 
modelos ARIMA. Enfocando el problema a partir de la transformación 
(diferenciación) de la serie real que es estacionaria, tenemos qu^e mediante 
la aplicación, una o dos veces, de un procedimiento de suma, integración 
(que es la transformación inversa a la diferenciación), de la serie estaciona-
ria se llega a la serie real; de ahí el nombre de modelos Auto Regresivos 
integrados y medias móviles (Aloving y^verages). 
Como hemos señalado, los modelos ARIMA sólo son aptos para expli-
car una evolutividad de tipo homogéneo, pero Box y Jenkins intuyeron 
que ésta era una forma útil de aproximar la realidad evolutiva que observa-
mos. De hecho, hoy en día sabemos que, si nos ceñimos a esquemas linea-
les, los procedimientos de alisado utilizados para predecir (véase Granger y 
Newbold, 1977) son óptimos cuando se aplican a series que siguen un tipo 
concreto de modelo ARIMA, Asimismo, sabemos (véase Cleveland y Tiao, 
1976) que el procedimiento de X-11 es ópt imo cuando se aplica a series 
generadas por un determinado modelo ARIMA. Es decir, los modelos 
ARIMA suponen una generalización de los esquemas teóricos implícitos en 
los procedimientos empíricos que, previamente al libro de Box y Jenkins, 
se habían mostrado útiles y relativamente satisfactorios. Esta generalización 
a nivel univariante lograda por los modelos ARIMA ha determinado que 
en la investigación sobre extracción de señales, que mayoritariamcnte se 
enfoca como un problema univariante, se hayan desarrollado con éxito pro-
cedimientos de descomposición de Series Temporales que se basan en 
modelos ARIMA; a) el modelo ARIMA de la serie observada —procedi-
mientos de forma reducida—: Burman (1980), HiUmer y Tiao (1982), 
Maravall (1987)...; b) los modelos ARIMA postulados para los componen-
tes —procedimientos estructurales—: Engle (1978), Harvey y Todd 
(1983), Fernández (1988)... 
La contribución de Box-Jenkins no fue meramente teórica, sino enor-
memente práctica, pues, junto con el esquema teórico de modelo estocásti-
co, propusieron una metodología para que sean los datos quienes, en cada 
caso, determinen el modelo ARIMA más adecuado para explicar su genera-
ción. Esto supone un progreso importante en el trabajo aplicado de predic-
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ción y extracción de señales, ya que no se utiliza un procedimiento de caja 
negra, más o menos basado en la experiencia analista, sino un procedimien-
to validado por los datos y que corresponde a un modelo del tipo ARJMA, 
que es un esquema que permite una explicación general de la evolutividad 
hi-jmogénea. 
Hay que señalar que la derivación de u!i esquema general para explicar 
un proceso evolutivo cualquiera será necesariamente una labor poco opera-
tiva en un mundo real en el que no se pueden replicar series temporales de 
un mismo proceso y, en consecuencia, los grados de libertad para estimar el 
comportamiento del proceso son limitados. Por ello, nos vemos obligados a 
trabajar con esquemas que meramente aproximen los verdaderos modelos 
teóricos bajo hipótesis específicas. 
Así, si el mundo real cumpliese las condiciones de lineariedad y evoluti-
vidad homogénea, los modelos ARJMA constituirían un esquema general 
para explicar el comportamiento de una serie en función de su pasado. Box 
y Tiao (1975) han ampliado los modelos ARIMA con la introducción de 
variables artificiales, generalmente binarias, dando lugar a la clase de mode-
los dcnommados ARJMA con ANÁLISIS DE I N T E R V E N C I Ó N , que son 
aptos para explicar series temporales que contengan, además de su evolu-
ción cstocástica, determinados movimientos bruscos o atípicos. 
La generalización que supone un modelo ARJMA tiene dos puntos 
débiles, ya que no es válida para un universo no lineal y sólo contempla una 
evolutividad de tipo homogéneo. Respecto la no linealidad hay que señalar 
que un esquema general sobre la misma, véase Weiner (1958), ha de ser 
necesariamente no operativo y, por tanto, una actitud más realista es pre-
tender determinar contextos no lineales específicos, pero suficientemente 
amplios, para que sean capaces de aproximar la generación de cualquier 
serie real de forma más adecuada que los modelos lineales. Los «modelos 
dependientes del estado», introducidos por Priestley (1981), son modelos 
no lineales que van en la dirección mencionada y que contienen como casos 
particulares a los modelos bilincales, autorregresivos por zonas (Threshold 
autoregresive) y autorregresivos exponenciales. N o obstante, no existe 
todavía una metodología debidamente desarrollada para la aplicación de 
procedimientos no lineales; por ello, en el resto de este trabajo nos ceñire-
mos a modelos lineales. 
La extensión de la evolutividad homogénea se ha logrado a nivel teóri-
co, por ejemplo, con los modelos ARIMA de D I F E R E N C I A C I Ó N FRAC-
C I Ó N AL [véase Granger y joyeux (1980) y referencias previas allí mencio-
nadas], pero las aplicaciones realizadas no han llevado, generalmente, a 
mejoras sustanciales sobre los modelos ARIMA, por lo que tampoco los 
consideraremos en el resto del trabajo. 
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La caracterización de la evolutividad a través de las raíces unitarias es 
también el procedimiento empleado en Econometría, con la teoría de la 
cointegración; véanse Granger (1981 y 1986), Engle y Granger (1987), 
Escribano (1990), ICE (1990), Dolado (1990), etc. De hecho, el empleo 
del mismo tratamiento en cuanto a la evolutividad de las series económicas 
y la generalización estacionaria lineal que recogen los modelos ARIMA es 
lo que determina el resultado, comentado más adelante, de que los modelos 
ARJMA son formas finales de los modelos econométricos simultáneos 
lineales. 
Si, bajo las restricciones señaladas, hemos concluido que los modelos 
ARIMA con ANÁLISIS DE I N T E R V E N C I Ó N constituyen una clase 
general para explicar series económicas en función exclusivamc'iite de su 
propio pasado, conviene estudiar cuál es su relación con un modelo global 
que contemple la determinación multivariante de la serie en cuestión junto 
con todas aquellas con las que está relacionada. 
A nivel econométrico, el modelo lineal global por excelencia es el 
modelo econométrico estructural (SEM, stritctiiral econometric mociel), 
desarrollado a principios de Icjs años cincuenta en el seno de la Cowlcs 
Foundation (véase Koopmans y Hood, 1953) y dinamizado de forma para-
métrica en Sargan (1959 y 1961) y Hendry (1976), y de forma semiparamé-
trica en el componente residual en Hannan y Terrell (1973), y globalmente 
en Espasa y Sargan (19 77) y Espasa (1977). La relación de los modelos 
ARIMA univariantes con el modelo SEM fue inicialmentc tratada por Zell-
ner y Palm (1974) y ha sido poster iormente desarrollada por Prothero y 
Wallis (1976), Wallis (1977), Zellner (1979) y Walhs (1980). El resultado 
que se desprende de esos trabajos consiste en cjue si las variables exógenas 
del modelo vienen determinadas por un modelo ARIMA multivariante ' , 
cada una de las variables endógenas del modelo SEM viene determinada 
individualmente por un modelo ARIMA. 
Este resultado es de gran relevancia práctica. En efecto, dado que al 
modelo ARIMA univariante de una serie concreta se llega a partir del 
modelo global SEM, tenemos que en la medida que el modelo SEM refleja 
las características del mundo real, el modelo ARIMA de una serie indivi-
dual incorpora, de forma ineficiente pero ciertamente de modo consistente, 
las características básicas de dicha serie. 
En consecuencia, un modelo ARIMA no es una caja negra, ni un mode-
lo ad hoc de mayor o menor utilidad en la predicción, sino que es mucho 
más: un modelo correcto para describir a nivel univariante el comporta-
•' Los modelos ARIMA multivanantcs (véase Tiao y Box, 1991) son una gcntralización 
le los modelos multivariantes utilizados por Quenouille (19')7). 
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miento y características fundamentales de un fenómeno económico. Por 
tanto, un modelo ARIMA es una herramienta útil para hacer análisis eco-
nómico, pues, si el modelo es correcto, sus resultados no pueden estar en 
contradicción con los que se deriven del modelo SEM. Obviamente, el aná-
lisis económico que se puede realizar a partir cic un modelo ARIMA es 
enormemente limitado, pues ignora la relación de la variable en cuestión 
con'el resto de variables que configuran el universo económico y, en conse-
cuencia, no se pueden realizar con él análisis de control, simulación, ni 
estructural, pero se puede realizar un análisis sobre las características bási-
cas del fenómeno, que es plenamente válido. 
Una aplicación del tipo de análisis económico que se puede realizar con 
un modelo ARIMA se enuncia en Espasa (1990) y se puede resumir como 
sigue. El modelo ARIMA contiene una descripción adecuada del comporta-
miento a largo plazo del fenómeno en cuestión y, a su vez, incorpora la 
estructura temporal con la que dicho fenómeno tiende a volver en cada 
momento a su sendero de crecimiento equilibrado (stady state), que es esto-
cástico en el sentido de que viene determinado por las condiciones iniciales 
del sistema. 
A nivel univariante, el interés de disponer de un instrumento que 
sirviera para interpretar y caracterizar la variable en cuestión ha sido 
durante mucho tiempo ambiguo, o inexistente, debido fundamentalmente 
a que tanto los procedimientos de predicción basados en el alisamiento de 
series como los de descomposición en tendencia, componentes cíclicos y 
elemento residual no se apoyaban en una teoría univariante de aceptación 
general, ni estaban vinculados de forma directa con el modelo SEM, que es 
el esquema reconocido en la profesión como válido para representar el uni-
verso económico. Sin embargo, los modelos ARIMA incorporan una teoría 
univariante bastante general y se derivan de los modelos SEM, por lo que 
podemos concluir que sirven para caracterizar una serie económica. Un 
procedimiento de aplicación automática de ios modelos ARIMA con Análi-
sis de Intervención para caracterizar un conjunto amplio de series tempora-
les se encuentra en Revilla et al. (1990). 
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