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ABSTRACT
We develop a framework for estimating unknown partial dif-
ferential equations (PDEs) from noisy data, using a deep
learning approach. Given noisy samples of a solution to an
unknown PDE, our method interpolates the samples using a
neural network, and extracts the PDE by equating derivatives
of the neural network approximation. Our method applies
to PDEs which are linear combinations of user-defined dic-
tionary functions, and generalizes previous methods that
only consider parabolic PDEs. We introduce a regularization
scheme that prevents the function approximation from over-
fitting the data and forces it to be a solution of the underlying
PDE. We validate the model on simulated data generated by
the known PDEs and added Gaussian noise, and we study
our method under different levels of noise. We also compare
the error of our method with a Cramer-Rao lower bound for
an ordinary differential equation (ODE). Our results indicate
that our method outperforms other methods in estimating
PDEs, especially in the low signal-to-noise (SNR) regime.
Index Terms— Partial differential equations, neural net-
works, Cramer Rao bound.
1. INTRODUCTION
Partial differential equations (PDEs) are widely used in sev-
eral quantitative disciplines, from physics to economics, in
an attempt to describe the evolution and dynamics of phe-
nomena. Often, such equations are derived using first princi-
ple approaches in conjunction with data observations. How-
ever, as datasets are often cumbersome and difficult to an-
alyze through traditional means, there arises a need for the
automation of such processes. We present an approach that
uses neural function approximation with function regulariza-
tion to recover the governing partial differential equations a
wide range of possible PDEs.
Recent work [1, 2] used finite difference and polynomial
approximation to extract the governing equation from data.
However, the methods perform poorly in the presence of
noise. In [3], the authors use convolutional neural networks
This research is funded in part by DARPA grant No. HR00111890040.
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Fig. 1. Schematic of training process. The black line is the
function trained by the neural network. Lu forces this func-
tion to match the data and Ld forces it to be smooth and re-
covers the equation
with filters constrained to finite difference approximations to
learn the form of a PDE, but no sparsity constraint is enforced
on the learned PDE, which may lead to verbose solutions. Al-
though the approaches described in [4] and [5] consider deep
learning approaches for function approximation, these do not
analyze the low signal-to-noise (SNR) regime. All previous
methods [1, 4, 5] consider parabolic PDEs, that is, PDEs that
depend on first order derivatives of the function in time. Our
work is, to the best of our knowledge, the first to consider
more general PDEs.
Similar to previous methods [1, 4, 5], we consider PDEs
which are linear combinations of dictionary functions, but in-
stead of assuming this linear combination has a dependence
on time, we recover the underlying PDE from the null space
of the dictionary functions. We interpolate the observed data
using a neural network, and include a regularization term that
forces the neural network to follow the PDE that best de-
scribes the data. In order to calculate this regularization term,
we use automatic differentiation to calculate derivatives of the
neural network. We finally determine the underlying PDE
by checking the learned regularization term. A byproduct of
this dual optimization is the increase in performance of the
method in the low SNR regime. To summarize, our main con-
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tributions are:
1. Establish a deep learning framework for the identifica-
tion of PDEs which are linear combinations of user-
defined dictionary functions.
2. Introduce a regularization scheme for preventing func-
tion approximators from overfitting to noise.
3. Compare our method with the Cramer-Rao lower
bound for a simple ordinary differential equation
(ODE).
Our paper is organized as follows. In Section 2 we intro-
duce the PDE estimation problem. In Section 3, we present
our approach to estimating the underlying PDE using neural
networks. In Section 4 we present a Cramer-Rao lower bound
[6] for a simple ODE and compare it with the results obtained
by our methods. Finally, in Section 5 we present numerical
results obtained with simulated data and in section 6 we sum-
marize our contributions and discuss future applications.
2. PROBLEM
A PDE is a equation that relates a function with its partial
derivatives. For a function u : Ω→ R, where Ω ⊂ RN , and a
vector of non-negative integers α = (α1, . . . , αn), we denote
Dαu := ∂
α1
∂x
α1
1
· · · ∂αn
∂xαnn
u and |α| = α1 + · · ·+αn. Using this
notation, we can define any PDE by
F (x, u(x), Dαu(x)) = 0, (1)
where F is a function that relates x ∈ Ω with u and its partial
derivatives at x. We say u is a solution to the PDE if (1) holds
for every point x ∈ Ω. In this paper, we observe data points
(x, y) = {(x1, y1) . . . , (xJ , yJ)}, where y are noisy function
values at x, that is,
yi = u(xi) + ξi, i = 1, . . . , J, (2)
where the noise ξi, i = 1, . . . , J is assumed to be Gaussian,
with variance σ2, and u is a solution to (1) for some un-
known function F . Since the space of possible functions is
prohibitively large, we restrict our attention to PDEs that are
linear combinations of dictionary functions, relating u and its
derivatives. More formally, let D = {D1, . . . ,DL} be such a
dictionary, we consider PDEs of the form
L∑
i=1
φ∗iDi(x, u(x), Dαu(x)) = 0, ∀x ∈ Ω, (3)
where φ∗ = (φ∗1, . . . , φ
∗
L) is a vector of linear coefficients to
be determined. For brevity, we use the notationD(u,x)φ∗ for
the left-hand side in (3).
2.1. Wave Equation Illustration
As a motivating example, consider the 1D wave equation. For
brevity, denote by u∗ = ∂u∂∗ , where ∗ is any variable within
the domain of u. Then u : Ω → R, where Ω ⊂ R2, is a
solution to the 1D wave equation if
utt − uxx = F (utt, uxx) = 0 ∀x ∈ Ω. (4)
If we then define our dictionary as D1 = utt and D2 = uxx,
then D1(u, x)−D2(u, x) = 0 and the PDE is of the form (3)
with φ∗ = (1,−1).
3. METHODS
Suppose we observe (x, y) defined as in (2), where u is a
solution to (3). Our approach is to approximate u by a neural
network function uˆ : Ω → R, where x is the input/training
data. The loss function contains two main components, Lu
and Ld, which we explain in the following subsections.
3.1. Fitting the Data
The first component of the loss function is a mean square error
(MSE) loss between the observed data points {(xi, yi)}Ji=1
and the value of the neural network at these points. That is,
Lu(x; θ) = 1
N
J∑
i=1
(yi − uˆ(xi, σ))2, (5)
where θ are the neural network parameters. As a consequence
of universal approximation theorems [7], not only can u be
approximated with arbitrary accuracy, by a neural network uˆ,
but also its derivatives are approximated by uˆ up to arbitrary
accuracy. More formally, if we define the Sobolev norm as
‖u‖m,2 =
√ ∑
|α|≤m
‖Dαu‖22, (6)
then for any  > 0 there exists a neural network uˆ such that
||uˆ− u||m,2 < . Since u is a solution to (3) and uˆ is arbitrar-
ily close to u in Sobolev norm, uˆ is an approximate solution
to the same PDE, and the parameters {φ∗i } can be determined
from uˆ. However, the sampled data contains noise, and min-
imizing Lu may lead to uˆ overfitting. We circumvent this by
introducing a regularization term.
3.2. PDE Estimation
To estimate the underlying PDE, we first construct a dictio-
nary withL terms,D = {D1,D2, . . . ,DL} and evaluate these
functions at K points x′ = {xi}Ki=1, sampled from Ω, obtain-
ing a RK×L matrix with entries
D(uˆ,x′)kl := Dl(x′k, uˆ(x′k), Dαuˆ(x′k)).
From (3), D(u,x′)φ∗ = 0, and therefore φ∗ lies in the null
space of D(u,x′). Equivalently, φ∗ is a singular vector of
Name Equation Dictionary
Wave utt = uxx utt, uxx, ut, ux, u, u2, uux, uut
Helmholtz (∇2 + k2)u = 0 ux0x0 , ux1x1 , ux0 , ux1 , u, u2, uux1 , uux0
Inviscid ut + uxu = 0 utt, uxx, ut, ux, u, u2, uux, u2xx
KdV ut + uxxx − 6uux = 0 uxxx, utt, uxx, ut, ux, u, uux, u2x
Vortex ut + xuy = yux ut, ux, uy, xux, yux, xuy, yuy, u
HJB ux0x0 = ux1 + u
2 + u2x0 ux1x1 , ux0x0 , ux1 , ux0 , u, u
2, uux0 , u
2
x0
Table 1. List of equations and dictionaries used.
D(u,x′), with associated singular value 0. If ||uˆ−u||m,2 < ,
we have, assuming some regularity conditions on D, that
‖D(u,x′)−D(uˆ,x′)‖ < C,
for some constant C that depends on D. Therefore the sin-
gular values and associated singular vectors of both matri-
ces are close, and the singular vector of D(uˆ,x′), associated
with its smallest singular value, is an approximation of φ∗.
In order to calculate the smallest singular vector of D(uˆ,x′),
we invoke the min-max theorem for singular values [8, The-
orem 8.6.1], which states the minimum of ||D(uˆ,x′)φ||, sub-
ject to ||φ|| = 1, is the smallest singular value of D(uˆ,x′).
Therefore, we introduce the loss term
Ld(x′; θ, φ) = ‖D(uˆ(x′; θ),x′)φ‖22, (7)
and add the constraint ‖φ‖ = 1. We note that enforcing these
constraint is necessary, otherwise the minimizer of (7) would
be φ = 0. The contribution of Ld is twofold: while minimiz-
ing (7) over φ recovers the PDE, minimizing (7) over uˆ forces
it to be a solution to the PDE, and prevents it from overfitting
to noise.
Finally, as we believe that laws of nature are inherently
simpler and depend on fewer terms, we impose an additional
`1 loss term φ to promote sparsity in the recovered law.
Lsparse = ‖φ‖1 (8)
3.3. Combining Losses
We combine the different loss terms in the following manner
to obtain the final loss function we optimize.
L(x,x′;φ, θ) = λuL1/2u (1 + λdLd + λsparseLsparse). (9)
The multiplicative scaling of Lu on the other loss terms acts
as an additional regularizer for the function. When Lu is
large, this means the noise variance is larger, and thus the
contribution of the other terms increases in order to force uˆ
to be smooth and prevent it from overfitting to noise. On the
other hand, when Lu is small, the noise variance is smaller
and it is more important for uˆ to interpolate the data.
4. A CRAMER-RAO BOUND FOR A SIMPLE ODE
In this section we present a lower bound on estimating a sim-
ple ordinary differential equation (ODE), using the Cramr-
Rao bound [6], in order to assess the performance of our
method. We consider the ODE
du
dt
= au. (10)
Our goal is to estimate a ∈ R by observing noisy data points
of a solution to the ODE. All solutions of this ODE are of the
form
u(t) = Ceat, (11)
for some latent variable C ∈ R. Consider we observe J data
points {(t1, y1) . . . , (tJ , yJ)}, with each ti drawn indepen-
dently from the uniform distribution in [0, 1], yi defined as in
(2), and u(ti) defined by (11). The probability distribution of
(ti, yi) is given by:
f(yi, ti; a,C) = f(yi|ti; a,C)f(ti),
=
1√
2piσ
exp
(
(yi − C exp(ati))2
2σ2
)
, (12)
where we used f(ti) = 1, since ti is drawn from the uniform
distribution in [0, 1], and yi − u(ti) is a centered Gaussian
variable with variance σ2. If â and Ĉ are unbiased estimators
for a and C, respectively, the Cramer-Rao bound [6] states
that
Cov
([
â
Ĉ
])
 1
J
F−1 =
1
J
[
Faa FaC
FaC FCC
]−1
, (13)
where F is the Fisher information matrix, J is the number
of data points and we write A  B if A − B is a positive
semi-definite matrix. The entries of F are defined by
Fpq =
∫ 1
0
∫ ∞
−∞
∂f
∂p (y, t; a,C)
∂f
∂q (y, t; a,C)
f(y, t; a,C)
dy dt, (14)
where (p, q) is any of (a, a), (a,C) or (C,C), and f is defined
in (12). If we define MSE := E[(â − a)2], or equivalently
MSE = Var(â), since â is an unbiased estimator, (13) implies
MSE ≥ 1
J
(F−1)aa
=
1
J
FCC
FaaFCC − F 2aC
. (15)
Noise Level 1 0.01 0
Wave 5.55×10−2 ± 9.23×10−3 1.48×10−3 ± 5.75×10−4 6.06×10−4 ± 4.51×10−4
Helmholtz 3.60×10−2 ± 9.58×10−3 1.34×10−2 ± 2.19×10−3 4.75×10−3 ± 2.36×10−3
Vortex 7.81×10−2 ± 4.14×10−2 7.98×10−4 ± 4.45×10−4 9.41×10−4 ± 2.05×10−4
HJB 1.98×10−1 ± 2.07×10−1 2.64×10−3 ± 1.31×10−3 2.42×10−3 ± 1.27×10−3
Inviscid 5.65×10−1 ± 3.77×10−1 5.78×10−4 ± 0.00 1.85×10−4 ± 1.69×10−4
KdV 6.84×10−1 ± 4.40×10−1 6.50×10−1 ± 4.59×10−1 2.15×10−2 ± 8.47×10−3
Table 2. Table showing average and standard deviation of error for different noise levels and equations. Here the noise level
represents σ in (2) and the error is defined by (17).
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Fig. 2. Plot comparing the derived Cramer Rao lower bound
(CRLB) to observed empirical results of the described algo-
rithm for 5 noise levels. Algorithms performance is compara-
ble to CRLB shown in orange.
We now use (14) to evaluate (15). For brevity, we omit the
evaluation, and just present the final expression:
MSE ≥ 8σ
2
C2J
a3e−a sinh a
cosh(2a)− 1− 2a2 . (16)
In order to compare our proposed method to the Cramer-
Rao lower bound, we consider two dictionary functions,
D1(t) = u(t) and D2(t) = ut(t), we generate 1000 data
points as in (2), with u(t) = et, and check if our algorithm
recovers (10) with a = 1. We run the experiment 3 times and
compare the error with (16). Finally, we plot the results in
Fig. 2.
5. NUMERICAL SIMULATIONS
As motivating examples, we consider the wave equation,
the Helmholtz equation, the Korteweg-de Vries (KdV) equa-
tion, a simulated vortex, and Hamilton-Jacobi-Bellman (HJB)
equation. A summary of these equations and of the dictionar-
ies used is presented in Table 1. Our neural network is a feed
forward fully connected neural network, 4 hidden layers, 50
neurons per hidden layer similar to [4], using the softplus [9]
activation function as the nonlinearity. For optimization, we
use the Adam optimizer with learning rate of 0.02 for the pa-
rameter φ and 0.002 for θ. The learning rate for both decays
exponentially by 0.9998 each epoch. All hyperparameters
are maintained constant through all different experiments.
Finally, we sample 10000 points randomly within the domain
for the function approximation.
In order to measure the error of our PDE recovery, we use
the following formula
err(φ, φ∗) =
√√√√1− ∣∣∣∣∣ φTφ∗‖φ‖2‖φ∗‖2
∣∣∣∣∣. (17)
We note this quantity is always non-negative, and is 0 if and
only if φ and φ∗ are colinear. Moreover, this formula also
gives an estimate on how many digits of the recovered coeffi-
cients are correct: if the error is of the order of 10−n, then φ
has n correct digits.
For all the equations in Table 1 and noise levels σ =
{1, 0.01, 0}, we run our method 3 times and present the re-
sults in Table 2. We include the associated code at https:
//github.com/alluly/pde-estimation.
6. DISCUSSION
We present a method for reconstructing the underlying PDE
for a set of data while being robust to noise and generalizing
to a variety of PDEs. We consider the method’s applicabil-
ity to multiple equations at various noise levels. Finally, we
show that the method approaches the theoretical bound for
parameter estimation for noisy cases for a simple ODE. In
the future, extensions to stochastic differential equations and
higher dimensional equations should be considered. While
we present all results for a fixed set of algorithm hyperpa-
rameters, it is unclear if these hyperparameters are optimal,
and the effects of different hyperparameter regimes should be
studied. Different algorithm hyperparameters may aid in re-
ducing the variability of the recovered solutions. The results
present an opening to apply our method to problems where
the estimation of an underlying PDE is necessary.
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