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ON THE REALIZATION PROBLEM FOR N∞ OPERADS
JONATHAN RUBIN
Abstract. We show that every indexing system arises as the admissible sets
of a large, but explicit, categorical N∞ operad. This positively resolves a
conjecture of Blumberg and Hill on the classification of N∞ operads.
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1. Overview
Classically, E∞ operads were introduced by May [6] to parametrize the homotopy
coherent, additive structure present on infinite loop spaces. They are the basis for
a delooping machine, and because of their explicit and relatively simple nature,
there are several usable examples (e.g. the linear isometries operad, the little discs
operad, the Steiner operads, and so on). One pleasant feature of nonequivariant E∞
operads is that they are all interchangeable for homotopical purposes: given two
E∞ operads O and O
′, both projections in the product diagram O ← O×O ′ → O ′
are levelwise Σ-equivariant homotopy equivalences. However, the situation becomes
more complicated once we introduce a group action.
Fix a finite, discrete group G and consider the G-operads whose underlying
nonequivariant operads are E∞. We say that a map of G-operads f : O → O
′
is a weak equivalence if each component fn : O(n) → O
′(n) is a (G × Σn)-weak
equivalence. Pass to the homotopy category. Work by Blumberg and Hill in [1]
proves that these operads are not all the same: in fact, they show that for suitable
universes U , the associated equivariant linear isometries and little discs operads
are homotopically inequivalent. Thus, we have a classification problem, and once
again, [1] proposed a solution for an interesting subclass of G-operads called the
“N∞ operads”. We briefly explain their approach.
Suppose O is a G-operad, and as usual, consider its fixed points. Each O is a
G×Σn space, and it will often be the case that Σn acts freely. For such operads, the
only subgroups that can have fixed points are of the form Λ = {(h, α(h)) |h ∈ H},
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where H ⊂ G is a subgroup and α : H → Σn is a homomorphism. While c ∈ O(n)
corresponds to an operation Xn → X on algebras, if c ∈ O(n)Λ, then it corresponds
to an H-equivariant norm map X(n,α) → X , where H acts diagonally on the factors
of X(n,α) and permutes inputs by α.1 We say that a G-operad O is an N∞ operad if
it is Σ-free, its fixed point subspaces are all either empty or contractible, and every
trivial representation Λ = H × {e} ⊂ G × Σn has fixed points. In other words, O
parametrizes a system of compatible, homotopically unique norm maps, including
standard G-maps Xn → X . Now, given any N∞ operad O, we can construct a
coefficient system A(O) that tracks the finite H-sets T for which O admits a norm
XT → X .2 The same product diagram O ← O × O ′ → O ′ implies that A is
a complete homotopy invariant for N∞ operads: two N∞ operads O and O
′ are
equivalent if and only if A(O) = A(O ′).
The story does not end here, though. Coefficient systems are defined on the
level of underlying symmetric sequences, and one would like to understand how
the operad structure on O is reflected through its admissible sets A(O). To that
end, [1] identified several operations present on every A(O), and defined indexing
systems to be those coefficient systems closed under these operations. By design,
every N∞ operad O produces an indexing system A(O), and it was conjectured
that every indexing system arises from an N∞ operad. The purpose of our present
paper is to prove this conjecture.
Theorem. Suppose that F is an indexing system. Then there is an N∞ operad O
such that the admissible sets of O are precisely F .
We show how to construct a large, categorical N∞ operad that realizes any given
indexing system (Theorem 3.3). Since [1] already proved that A induces a full and
faithful functor from Ho(N∞-Op) to the poset Ind of indexing systems ordered
under inclusion, we deduce that these categories are equivalent.
Corollary. The functor A : Ho(N∞-Op)→ Ind is an equivalence of categories.
A bit more can be said: Blumberg and Hill actually show that the derived
mapping space between any pair of N∞ operads is either empty or contractible [1,
Proposition 5.5]. Thus, we have a Dwyer-Kan equivalence between the simplicial
localization of N∞-Op and the discrete poset Ind.
We take a moment to outline some of the ideas going into our proof of Theo-
rem 3.3. In broad strokes, what we are doing is showing that the following three
conditions on a coefficient system C are equivalent:
(A) C is realized by an N∞ operad.
(B) C satisfies “all required” closure conditions implied by an operad structure.
(C) C satisfies the closure conditions of an indexing system.
Of course, one has to make (B) precise. We do the following: choose a symmetric
sequence S• of G-sets realizing C, take the free G-operad F(S), and then look at
its admissible sets A(F(S)).3 Thus, we represent C’s norm maps with points, freely
close them up, and then look at the resulting norms. The rigorous formulation of
condition (B) is A(F(S)) = C.
1Explicitly: h(x1, x2, . . . , xn) = (hxα(h)−11, hxα(h)−12, . . . , hxα(h)−1n).
2In [1], A is denoted C.
3In the combinatorial setting, we say a set is admissible if the corresponding fixed point subset
is nonempty. See remark 2.1.
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Now, the implication (A) ⇒ (B) holds essentially by design, and we regard
it as an analogue to first-order logical soundness. The work of [1] implies that
(B) ⇒ (C): indeed, indexing systems were invented to axiomatize these closure
conditions. Our work is to show the two reverse implications.
The “logical completeness” implication (B)⇒ (A) is very nearly built in to the
definition of (B): indeed, the free operad F(S) already has the correct admissible
sets. The only issue is that this is a discrete space, whereas N∞ operads must have
empty or contractible fixed point subspaces. This situation is easily rectified: every
discrete set X canonically determines a contractible groupoid X˜ with the same
object set, and hence F˜(S) is a categorical N∞ realization of C.
The real work we do is in the implication (C) ⇒ (B). It amounts to showing
that the conditions Blumberg and Hill identified completely axiomatize the closure
conditions implied by an operad structure. The proof is by brute force: we write
down a tractable model for the free G-operad F(S), and then analyze its admissible
sets. One sees that they have a recursive description, which mirrors the axioms for
an indexing system. Indeed, we show that A(F(S)) is the indexing system generated
by A(S) (Theorem 2.16). Sections 4 and 5 give a detailed proof.
The remainder of this paper is structured as follows. In section 2, we review
relevant background material and isolate the key combinatorial problem (Diagram
2.15). Our treatment is based on [1], but we must modify a few of the definitions.
In section 3, we give a proof of our realization theorem (Theorem 3.3), assuming
the result in Theorem 2.16.
In section 4, we build an explicit model for the free G-operad on a Σ-free sym-
metric sequence by choosing representative trees, and then expressing all structure
in those terms. Our model is specific enough for us to understand its fixed points
using the methods in [1, Theorem 6.8].
Finally, in section 5, we prove Theorem 2.16. We begin by describing the rela-
tionship between the admissible sets of F(A) and the G-action on F(A), and then
we use this link to construct a proof of our theorem in section 5.2.
We would like to thank Peter May for suggesting this problem, and for many
useful comments and conversations.
2. Preliminary notions
To reiterate, our basic goal is to understand the fixed points of G-operads, but
experience has shown that for this problem, it is better to work “coordinate-free”.
We shall review the basic definitions of [1] and introduce some of our own. Note
that although the original motivation for studying these matters was homotopical,
our present work is purely combinatorial.4 As a result, some of the definitions from
[1] must be modified slightly.
Remark 2.1. The essential point is that in the N∞ setting, the (G × Σn)-spaces
under consideration are universal, i.e. their fixed point subspaces are either empty
or contractible for every subgroup. In our combinatorial setting, we replace “con-
tractible” with “nonempty”, but these are equivalent notions for N∞ objects. In-
formally, the difference is that we are asking whether a norm map exists, rather
than whether a homotopically unique norm map exists.
4except for a fleeting reference to (˜−) and B
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Let G be a finite, discrete group, and let GSet be the category of all (possibly
infinite) G-sets. We consider a combinatorial variant5 of N∞ symmetric sequences.
Definition 2.2. Suppose that S• is a Σ•-free symmetric sequence in GSet such
that for every n ≥ 0 and subgroup H ⊂ G, we have S
H×{e}
n 6= ∅. We write
NSym for the full subcategory of such symmetric sequences. Define the family of
subgroups associated to S• to be the sequence F•(S) of sets
Fn(S) := {Λ ⊂ G× Σn |S
Λ
n 6= ∅}.
Observe that for every n ≥ 0, the set Fn(S) is closed under subconjugacy and
that every element Λ ∈ Fn(S) intersects Σn trivially.
6 By design, every subgroup
H × {e} is in F•(S). Thus, we make the following definition.
Definition 2.3. Let NFam be the poset whose elements are sequences S• of sets
such that for every n ≥ 0:
(a) every element of Sn is a subgroup Λ ⊂ G×Σn such that Λ∩Σn = {(e, e)},
(b) for every n ≥ 0 and H ⊂ G, we have H × {e} ∈ Sn, and
(c) the set Sn is closed under subconjugacy.
We order NFam under levelwise inclusion, and regard it as a poset category. By
design, we have a functor F• : NSym→ NFam.
To go coordinate-free, we regard a subgroup Λ = {(h, α(h)) |h ∈ H} ⊂ G×Σn as
the isomorphism type of the H-set (n, α) given by α : H → Σn = Perm({1, . . . , n}).
Definition 2.4. Let NCoef be the poset of tuples (C(H))H⊂G such that
(i) for every subgroup H ⊂ G, C(H) is a proper class whose elements are finite
H-sets, and which contains every H-set with a trivial action,
(ii) for every subgroup H ⊂ G and finite H-sets S and T , if S ∈ C(H) and
S ∼= T , then T ∈ C(H),
(iii) for all subgroups K ⊂ H ⊂ G and finite H-sets T , if T ∈ C(H), then
resHKT ∈ C(K), and
(iv) for all subgroups H ⊂ G, finite H-sets T , and elements a ∈ G, if T ∈ C(H),
then aT ∈ C(aHa−1).
We order NCoef under levelwise inclusion. In the language of [1] and [5], the
elements of NCoef are the object classes of full, isomorphism-closed subcoefficient
systems of Set that contain all trivial actions. Thus, we shall abusively refer to the
elements of NCoef as coefficient systems.
By reinterpreting subconjugacy in terms of actions, we obtain the following.
Proposition 2.5. There is an isomorphism of posets NFam ∼= NCoef . If S• ∈
NFam, then the associated coefficient system C(S ) has H-component⋃
n≥0
{
T ∈ HSet
∣∣∣ |T | = n and ∃{(h, α(h)) |h ∈ H} ∈ Sn such that T ∼= (n, α)}.
If C ∈ NCoef , then the associated sequence of families S (C) has nth term⋃
H⊂G
{
{(h, α(h)) |h ∈ H} ⊂ G× Σn
∣∣∣ (n, α) ∈ C(H)}.
5In [1], there is no requirement that H × {e} fixed points be nontrivial in N∞ symmetric
sequences. We have added this condition to streamline the passage to N∞ operads.
6Equivalently, Λ = {(h, α(h)) |h ∈ H} for a subgroup H ⊂ G and homomorphism α : H → Σn.
ON THE REALIZATION PROBLEM FOR N∞ OPERADS 5
Definition 2.6. Define the functor A : NSym→ NCoef to be the composite
NSym
F•→ NFam
∼=
→ NCoef .
Given any symmetric sequence S• ∈ NSym, we call the elements of A(S) the
admissible sets of S•. If S• is a symmetric sequence of G-categories (resp. G-
spaces), we understand its admissible sets to be the admissible sets of Ob(S•)
(resp. the underlying G-sets).
Remark 2.7. This agrees with [1] when S• is an N∞ symmetric sequence in GTop.
Spelled out, a finite H-set T is an admissible set for S• if, under some ordering
T ∼= {1, . . . , |T |} with associated permutation representation α : H → Σ|T |, the
subgroup Λ = {(h, α(h)) |h ∈ H} is such that SΛ|T | 6= ∅. Thus, if S• is a G-operad,
then admissible H-sets T give rise to H-equivariant norm maps XT → X .
We consider the combinatorial analogue to N∞ operads.
Definition 2.8. Let NOp denote the full subcategory of operads in GSet whose
underlying symmetric sequences are in NSym, and write
F : NSym⇄ NOp : U
for the free-forgetful adjunction.
Remark 2.9. The adjunction above makes good sense. By definition, U lands in
NSym. On the other hand, one can use universality to show that the free G-
operad on a Σ-free symmetric sequence is also Σ-free. Then, since there is a unit
map η : S• → F(S), it follows that F(S) must have fixed points for all H × {e}.
We have a composite functor NOp
U
→ NSym
A
→ NCoef , and we would like to
identify its image. The maps γ : O(k) × O(j1) × · · · × O(jk) → O(j1 + · · · + jk)
induce relations between the nonempty fixed point subsets of the O(n), which in
turn correspond to closure conditions on the admissible sets of O. In [1], Blumberg
and Hill introduced indexing systems to codify these conditions.
Definition 2.10. A coefficient system F ∈ NCoef is an indexing system if it
satisfies the following three additional conditions:
(v) For every subgroup H ⊂ G, F(H) is closed under passage to subobjects.
(vi) For every subgroup H ⊂ G, F(H) is closed under finite coproducts.
(vii) (Closure under self-induction) For all subgroups K ⊂ H ⊂ G, if T ∈ F(K)
and H/K ∈ F(H), then indHKT = H ×K T ∈ F(H).
It follows that indexing systems are completely determined by the orbits they con-
tain. Let Ind be the subposet of NCoef spanned by the indexing systems.7
Remark 2.11. The definition in [1] is equivalent to ours: while [1] explicitly requires
that indexing systems be closed under Cartesian products, this is already implied by
the above. Indeed, if S, T ∈ F(H) and we write S ∼=
∐
iH/Ki and T
∼=
∐
j H/Lj,
then S×T ∼=
∐
i,j(H/Ki×H/Lj) and thus it will be enough to show H/K×H/L ∈
F(H) for any K,L ⊂ H ⊂ G and H/K,H/L ∈ F(H). However, one can check
that H/K ×H/L ∼= indHKres
H
KH/L.
7In [1], Ind is denoted I.
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Crucially, Blumberg and Hill proved that the admissible sets of an N∞ operad
form an indexing system. Their arguments work just as well combinatorially be-
cause they only ever use the nonemptiness of fixed point subsets.
Theorem 2.12 (Blumberg and Hill). The functor A ◦U : NOp→ NCoef factors
through Ind. We shall also write A : NOp→ Ind for the lift.
Proof. The idea is to build new permutation representations out of old ones, and
then to use the G and Σ-equivariance of operadic composition to show that we get
fixed points. See the arguments in [1, Lemmas 4.15, 4.10, and 4.12] for the precise
constructions. 
Example 2.13. Let HSetfin denote the class of all finite H-sets. Then, of course,
(HSetfin)H⊂G is an indexing system. It is also easy to see that arbitrary intersec-
tions of indexing systems are indexing systems. Nontrivial examples arise by taking
the admissible sets of equivariant linear isometries or little discs operads over an
incomplete universe.
In light of these remarks, the following definition makes sense.
Definition 2.14. For any C ∈ NCoef , write I(C) for the indexing system generated
by C. We obtain an adjunction
I : NCoef ⇄ Ind : ι,
where ι is the inclusion.
Key Diagrams 2.15. We are led to consider the following two squares.
NCoef
NSym
Ind
NOp
NCoef
NSym
Ind
NOp
A A A A
F
I
U
ι
By definition, the right square commutes. The left square also commutes, but this
is the crux of our entire paper.
Theorem 2.16. For any A• ∈ NSym, we have A(F(A)) = I(A(A)).
We defer the proof to section 5.2. There is nothing sophisticated about the
argument: one writes down the elements of the free G-operad explicitly (cf. section
4), and then computes the admissible sets.
3. The realization problem
The original realization problem for N∞ operads asks whether every indexing
system F arises as the admissible sets of an N∞ operad in G-spaces. However, the
space-level result follows from its combinatorial analogue: we essentially show that
A : NSym→ NCoef and A : NOp→ Ind
are both surjective, and then apply the chaotic category and classifying space func-
tors to convert a discrete realization in G-sets into an N∞ realization in G-spaces.
We begin by reviewing the chaotic category construction.
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Definition 3.1. Suppose that S is a set. The chaotic category S˜ on S is the small
category whose objects are the elements of S, and which has a unique morphism
s→ t for every s, t ∈ S. There is an adjunction Ob : Cat⇄ Set : (˜−).
Thus, taking S˜ replaces the discrete set S with a contractible groupoid. There is
an induced adjunction Ob : GCat ⇄ GSet : (˜−), and since (˜−) is a right adjoint,
it preserves products. Thus, (˜−) preserves operads and algebras over operads.
We now turn to the combinatorial realization problem. First, a triviality.
Lemma 3.2. Suppose that C ∈ NCoef . Then there is a symmetric sequence
S• ∈ NSym such that A(S) = C.
Proof. It is enough to show that F• : NSym → NFam is surjective on objects.
Given S• ∈ NFam, take Sn :=
∐
Λ∈Sn
(G× Σn)/Λ. 
From here, we can give a solution to the realization problem for A : NOp→ Ind.
Theorem 3.3. Suppose that C ∈ NCoef and choose S• ∈ NSym such that A(S) =
C. Then the following are equivalent:
(1) C is realized by an N∞ operad (in GCat or GTop).
(2) C is realized by an operad in NOp.
(3) A(F(S)) = C.
(4) C is an indexing system.
Moreover, if C is an indexing system, then F˜(S) realizes C as an N∞ operad.
Proof. The argument is essentially given in section 1, but we repeat it here. We
shall show (1)⇒ (2)⇒ (3)⇒ (1) and (3)⇔ (4). (1)⇒ (2) is clear.
For (2) ⇒ (3), suppose O is a G-operad such that A(O) = C. Choose an orbit
decomposition of S•, say Sn ∼=
∐
i∈In
(G × Σn)/Λn,i, and write xn,i = eΛn,i ∈
(G × Σn)/Λn,i for every n ≥ 0 and i ∈ In. Then every Λn,i determines a set
in A(S) = C = A(O), and hence O(n)Λn,i 6= ∅. For every pair (n, i), choose
cn,i ∈ O(n)
Λn,i and let f : S• → O be the induced map of symmetric sequences
sending xn,i to cn,i for every (n, i). By freeness, f extends to a map f : F(S)→ O
of G-operads, and therefore A(F(S)) ⊂ A(O) = C. On the other hand, the unit
map η : S• → F(S) is (G× Σ•)-equivariant, and hence C = A(S) ⊂ A(F(S)).
For (3) ⇒ (1), suppose A(F(S)) = C. Applying (˜−) to F(S) does not affect its
admissible sets, but now the fixed points of F˜(S) are either empty or contractible
groupoids, i.e. F˜(S) is an N∞ realization of C. If one prefers an N∞ operad in
G-spaces, just apply the classifying space functor B : Cat→ Top.
The equivalence (3)⇔ (4) is the substance of this theorem. By Theorem 2.16, we
see that (3) is equivalent to C = A(F(S)) = I(A(S)) = I(C), which is true precisely
when C is an indexing system. 
Remark 3.4. The operad F(S) is large, but understandable when S• is Σ-free.
We give an explicit description in section 4. Unfortunately, producing nontrivial
algebras over the operads F˜(S) seems difficult, so our result should be viewed as
an existence theorem. The problem of finding explicit, geometric N∞ operads,
or small categorical models, is still interesting and important. Along these lines,
Bonventre [2] has investigated the extent to which indexing systems can be realized
as suboperads of the G-permutativity operad PG. He has shown that the natural
candidate for realizing an indexing system is not generally a suboperad of PG.
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4. A model for the free G-operad on a Σ-free symmetric sequence
In this section, we give an explicit construction of the free G-operad on a Σ-free
symmetric sequence. It is used in the following section to prove Theorem 2.16. Our
approach is based on the following observations:
(1) iterated operadic composition can be represented by tree diagrams, whose
nodes correspond to operations, and whose branches encode composition,
(2) using the Σ-equivariance of composition, we may replace every node with
a chosen Σ-orbit representative, and
(3) again using the Σ-equivariance of composition, we may perform all compo-
sitions lexicographically, and then permute inputs at the end.
Thus, every iterated operadic composite has at least one “standard representation”,
but the natural question is whether it is unique in any way. The fixed points
computation requires this level of specificity, and we will construct a model for the
free operad F(A) on a Σ-free symmetric sequence A•, where this sort of uniqueness
holds. Moreover, it turns out that once we restrict to chosen Σ-orbit representatives,
the G-action on F(A) will visibly resemble the action on an indexed power.
Remark 4.1. The use of trees to encode operadic structure is well-established [3, 4].
Recently, Pereira and Bonventre [7] (and more to appear) have developed a highly
detailed equivariant theory.
4.1. Labeled trees. Suppose A• is a Σ-free symmetric sequence in GSet, and for
each n ≥ 0, choose a set Rn of Σn-orbit representatives for An. Thus An ∼= Σn×Rn
as a Σn-set. We shall use trees labeled by the elements of R• to give an explicit
description of the elements in the free operad F(A).
4.1.1. The picture. Informally, we consider finite, labeled trees of the sort below:
a
b c
d 2 e f g
h 3 i
1 4
j
56
k
l
2 1
1
2
4
3 3
2
1
2
1 1 3
2
1 2
1
Here, every letter is an element of some Rn, where n is the number of incoming
edges. Since the elements c ∈ O(n) are meant to represent maps Xn → X , there
is a definite order to their inputs, and the numbering on edges reflects that. We
think of the collection of edges entering a given node as specifying composition. A
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leaf node is labeled by a letter or number according to whether we have “bound”
it with 0-ary operation, or left it “free”. We think of free leaf nodes as the inputs
to the composite operation defined by the entire tree. In the case above, this is a
6-ary operation, and again, we have given a definite order to the inputs.
Due to the numbering on the edges, we can regard such trees as planar, but we
find it more convenient to visualize them as embedded in R3. Indeed, we shall soon
explain how subgroups H ⊂ G may act on the free leaf nodes of a tree, and using
a planar representation implicitly orders these nodes.
4.1.2. The underlying tree. An R•-labeled tree t is a tree with labels attached to its
nodes and edges. We start by describing their directed graphs. These consist of:
(a) a finite, nonempty set V of vertices,
(b) a finite set E of edges,
(c) source and target functions s, t : E ⇒ V ,
subject to the following conditions.
(1) For every e ∈ E, we have se 6= te.
(2) There is a unique root v0 ∈ V such that s
−1v0 = ∅, and for any vertex
v 6= v0, there is a unique edge e such that se = v.
Define u > v if there is an edge e such that se = u and te = v. We may rebuild the
directed graph one edge at a time by choosing a vertex v and then looking at the
vertices below it in succession. Every >-chain must either terminate at the root or
form an infinite cycle. Thus, write u ≥ v if there is a finite, nonempty sequence of
vertices such that u = u1 > u2 > · · · > un = v.
(3) We require that ≥ is a partial order on V .
Under this condition, every vertex v determines a unique chain to the root v0. We
define the height of a vertex v to be the length of its chain to v0 and we define the
height of a tree t to be the maximum height of a vertex in t. Observe that t may
be reconstructed by starting with the root, and then inductively attaching vertices
in order of increasing height.
4.1.3. Labeling Data. We add in labeling data. These consist of:
(d) an edge labeling function
lE : E → N,
and
(e) a vertex labeling function
lV : V → N ⊔
∐
n≥0
Rn,
which we subject to the following conditions. Define the valence of a vertex v by
|v| := |t−1(v)|, and say that a vertex v is a leaf node if |v| = 0.
(4) For any vertex v, if v is not a leaf node, then lV (v) ∈ R|v|, and lE restricts
to a bijection
lE : t
−1(v)
∼=
→ {1, . . . , |v|},
i.e. lE orders the incoming edges at v.
(5) For any vertex v, if v is a leaf node, then lV (v) ∈ N ⊔R0.
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A leaf node v will be called free if lV (v) ∈ N and bound if lV (v) ∈ R0. More
generally, we say that a vertex v is a bound node if lV (v) ∈
∐
Rn. We think of free
leaf nodes as input slots to the operation described by the tree. Define the arity of
the tree t by ar(t) := |l−1V N|.
(6) If ar(t) > 0, then we require that lV restrict to a bijection
lV : l
−1
V N
∼=
→ {1, . . . , ar(t)},
i.e. lV orders the free leaf nodes.
4.1.4. Branches. For any vertex v, the branch of t above v consists of all vertices
u ≥ v, all edges between such vertices, and all labeling data on these vertices and
edges. Branches satisfy conditions (1) – (5), but not (6) in general, which will
lead to some complications. However, the order on the free leaf nodes of t induces
an order on the free leaf nodes in every branch, and we may make (6) hold by
renumbering them in ascending order. We will write b for this renumbering of a
given branch b.
4.2. The definition and nonequivariant structure of F(A). As above, let A•
be a Σ-free symmetric sequence in GSet. We construct F(A) in stages. In this
section, we describe its nonequivariant structure.
4.2.1. The elements of F(A). As a set, we define F(A)(n) to be the set of isoclasses
of n-ary R•-labeled trees. Since A• is fixed for now, we will sometimes just write
F(n). Here, an isomorphism of R•-labeled trees is a pair of bijections between the
respective vertex and edge sets that preserves sources, targets, and labelings.
4.2.2. The Σ-actions. The symmetric group actions are obtained by permuting the
labels on the free leaf nodes. If t is a k-ary tree and σ ∈ Σk, then σt = tσ
−1 is
obtained by replacing the label j with σ(j). Schematically,
r
1 2 k· · ·
c1
c2
ck
σ =
r
σ1 σ2 σk· · ·
c1
c2
ck
The term ci is meant to represent the chain of edges connecting the ith free leaf
node to the root r. They need not be pairwise disjoint, and we are suppressing the
chains out of bound leaf nodes.
Remark 4.2. Formally, we are changing the value of lV : V → N ⊔
∐
Rn on free
leaf nodes. Note that this is a free action.
4.2.3. Composition. Given a k-ary tree t, and k more trees u1, . . . , uk of arity
j1, . . . , jk respectively, we construct γ(t;u1, . . . , uk) by grafting the root of ui on to
the ith free leaf node of t, and reordering the remaining free leaf nodes lexicograph-
ically. Thus, the mth free node of ui becomes the (j1 + · · ·+ ji−1 +m)th free node
of γ(t;u1, . . . , uk). Schematically,
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r
s1 si sk
1 2 j1 + · · · ji−1 +m j1 + · · ·+ jk
· · · · · ·c11
c12 c
i
m
ckjk
c1
ci
ck
We use the same notational conventions that we made for the Σ• actions.
4.2.4. The unit. We define id ∈ F(1) to be the single free leaf node, i.e. “1”.
Lemma 4.3. The definitions above make F(A) into an operad in Set.
4.3. The G-action on F(A). Informally, an element g ∈ G acts on a tree by
multiplying the label of every bound node by g. However, we have restricted our
vertex labels to lie in R•, so we must correct this by factoring out an element of
the symmetric group and permuting branches. One would like to go up the tree
recursively, but to do this, we must take branches seriously. As observed above,
branches are not generally elements of F, so we construct the desired G-action on
a superset, and then restrict.
4.3.1. Recursive definition of the G-action. Consider isoclasses of trees t that satisfy
(1) – (5) of section 4.1, but not necessarily (6). Thus, the free leaf nodes of t are
labeled by natural numbers, but are not necessarily in bijection with an initial
segment of N. Given g ∈ G, we define g · (−) on such trees recursively: for t of
height 0, either t = r for some r ∈ R0, or t = k for some k ∈ N. We set
g · r := gr and g · k := k.
Now suppose g · (−) has been defined up to height n, and let t have height n+ 1.
Suppose r is the root of t, that it is m-valent, and let bi be the branch of t above the
ith edge. We consider the product gr ∈ Am: we have gr = σr
′ for unique σ ∈ Σm
and r′ ∈ Rm, and then we define gt by replacing the label r with r
′, permuting the
branches by σ−1, and then multiplying all branches by g. Schematically,
r
b1 b2 bm· · ·
1
2
m
g =
r′
g bσ1 g bσ2 g bσm· · ·
1
2
m
One continues up the tree iteratively.
Remark 4.4. Formally, we are changing the values of lV : V → N⊔
∐
Rn on bound
nodes, and modifying the value of the source function s : E → V .
By induction on height, one sees that this defines a G-action, and moreover, if
the free leaf nodes of t are labeled bijectively with a set L, then so is gt for any
g ∈ G. Hence this action restricts to a G-action on F(n) for every n ≥ 0.
12 JONATHAN RUBIN
4.3.2. Action interchange. Note that throughout the recursion that defines g · (−),
we only modify the labels on bound nodes and adjust the edge relations. On the
other hand, the Σn action on F(n) only changes the labels on free leaf nodes. Thus,
the G and Σn actions interchange, and therefore F(n) is a (G× Σn)-set.
Lemma 4.5. These definitions make F(A) into an operad in GSet.
Proof. The above shows that F is a symmetric sequence in GSet, and id = 1 is
G-fixed by the definition of g · (−). It remains to check that γ is a G-map.
We outline the idea. One wants to induct on the height of t in γ(t;u1, . . . , uk)
using associativity to isolate a height one leading term. Unfortunately, γ is not
quite the right device because the recursion for g · (−) uses a different operation.
Thus, consider more general trees, which satisfy (1) – (5), but not necessarily (6).
One can define a grafting function δ(t;u1, . . . , uk), provided the free leaf nodes of t
are ordered (i.e. the labeling function is injective on free leaf nodes). The function δ
attaches the root of ui to the ith free leaf node of t, but does not renumber anything.
We may express the recursion for g · (−) in terms of δ, and since the operation
δ satisfies a form of associativity, it follows that δ(t;u1, . . . , uk) is a G-map by
induction on the height of t. To finish the argument, observe that γ(t;u1, . . . , uk) =
δ(t;u′1, . . . , u
′
k), where u
′
i is obtained from ui by adding j1+ · · ·+ ji−1 to every free
leaf node in ui. As observed earlier, the G-action interchanges with renumberings
of free leaf nodes, and hence γ is a G-map. 
4.4. The definition of the unit η : A• → F(A) and its universality. To prove
that F(A) is free, we shall construct a unit map η : A• → F(A).
4.4.1. The unit map η : A• → F(A). The map η : A0 → F(A)0 is defined by η(a) =
a, considered as a single vertex tree. Now let n > 0. To define η : An → F(A)(n),
start with an element a ∈ An, write a = σr for unique σ ∈ Σn and r ∈ Rn, and
then send a to the R•-labeled tree
r
σ1 σ2 σn· · ·
1
2
n
=η(a)
In other words, we send r ∈ Rn to the evident tree, and then we extend using the
Σn action. The map η : An → F(A)(n) is G× Σn-equivariant for every n ≥ 0.
Lemma 4.6. The map η : A• → F(A) has the universal property of a unit.
The proof is outlined in the two parts below.
4.4.2. Uniqueness of extensions along η. Suppose that O is an operad and that
f : A• → O is a map of symmetric sequences. If an operadic extension f : F(A)→ O
of f along η : A• → F(A) exists, then it is completely determined by induction on
height. Indeed, every height 0 tree t is either id ∈ F(A) or uniquely of the form
η(a) for some a ∈ A0 = R0, and then
f(1) := id and f(η(a)) := f(a) (for a ∈ A0)
respectively. Then, assuming f has been defined for all height n trees, we extend
it to t of height (n+1) as follows. Suppose that t is a k-ary tree with root r ∈ Rm,
and let bi be the branch of t above the ith edge into the root. So t looks like
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r
b1 b2 bm· · ·
1
2
m
and there are k free leaf nodes. Recall that bi is the tree obtained by renumbering
the free leaf nodes of bi as an initial segment of N. Then by the Σ-freeness of F(A),
there is a unique σ ∈ Σk such that
t = σγ(η(r); b1, . . . , bm),
the point being that γ(η(r); b1, . . . , bm) is in lexicographic order, but t need not be.
We shall refer to this as the standard decomposition of t. It is unambiguous, and
we are forced to define
f(t) := σγ(f(r); f(b1), . . . , f(bm)).
4.4.3. Existence of extensions along η. Given f : A• → O, we obtain well-defined
set maps fn : F(A)n → O(n) as above, but one must still verify that f is a map
of G-operads that extends f . The proof is straightforward, but a bit tedious. We
describe one possible path.
(i) First off, f preserve the identity element by definition.
(ii) Next, we see f extends f because if a ∈ Am and we write a = σr, then the
standard decomposition of η(a) is σγ(η(r); 1, . . . , 1).
(iii) One may show f(σt) = σf(t) by induction on the height of t. It is trivial
at height 0, but in the induction, note that if σγ(η(r); b1, . . . , bm) is the
standard decomposition of t, then τσγ(η(r); b1, . . . , bm) need not be the
standard decomposition of τt. However, the Σ-freeness of F(A) lets us
relate them through unique permutations, and that is enough.
(iv) One can now show fγ(t;u1, . . . , uk) = γ(f(t); f(u1), . . . , f(uk)) using simi-
lar methods. One inducts on the height of t and uses the associativity and
Σ-equivariance of γ, together with the Σ-equivariance of f .
(v) Finally, one can show f(gt) = gf(t) using induction on the height of t, and
the already established facts that f and g · (−) both commute with γ.
In summary, we find that
Proposition 4.7. F(A) is the free G-operad on the Σ-free symmetric sequence A•.
5. The admissible sets of a free G-operad
Our main goal in this section is to prove that A(F(A)) = I(A(A)) for every
A• ∈ NSym. We begin by describing a useful identification of the admissible sets
of F(A), and then we turn to the proof of Theorem 2.16.
5.1. Leaf permutations. We give a conceptual description of the admissible sets
of F(A) in terms of actions on the free leaf nodes of trees, which are induced from
the G action on F(A). The proofs are routine, so we omit them.
Fix a Σ-free symmetric sequence A• in GSet, let F(A) be the free G-operad on
A• constructed in section 4, and let t be an n-ary tree in F(A)(n).
14 JONATHAN RUBIN
Definition 5.1. We say that an element (g, σ) ∈ G × Σn is a leaf permutation of
t if there is a ν ∈ Σn such that (g, σ)t = νt. We let LP (t) ⊂ G× Σn be the subset
of all leaf permutations of t.
In our case, the element ν such that (g, σ)t = νt is unique by Σ-freeness.
Lemma 5.2. The set LP (t) is a subgroup of G×Σn that contains Σn. Hence there
is a subgroup K = π(LP (t)) ⊂ G such that LP (t) = K × Σn.
Leaf permutations give rise to actions on leaves. We make this precise.
Definition 5.3. Let p : LP (t) → Σn be the set map defined by p(g, σ) = ν
−1,
where ν is the unique permutation such that (g, σ)t = νt.
Lemma 5.4. Write LP (t) = K ×Σn. Then the function p : LP (t)→ Σn restricts
to a homomorphism p : K → Σn and an antihomomorphism p : Σ
op
n → Σn. It is
not generally a homomorphism K × Σopn → Σn.
Definition 5.5. Let N(t) denote the set of free leaf nodes of the tree t,8 and let
lV : N(t)→ {1, . . . , n} be the labeling. Define the set map q : LP (t)→ Perm(N(t))
to be the composite function
LP (t)
p
→ Σn = Perm({1, . . . , n})
l−1
V
◦(−)◦lV
→ Perm(N(t))
If LP (t) = K × Σn, then as above, q restricts to a homomorphism on K and an
antihomomorphism on Σn.
Remark 5.6. Suppose (g, σ) ∈ LP (t). Then the permutation q(g, σ) : N(t)→ N(t)
sends the node labeled j in t to the node labeled j in (g, σ)t.
We now describe the link between actions by leaf permutations, and the admis-
sible sets of F(A).
Proposition 5.7. Suppose that Λ = {(h, α(h)) |h ∈ H} is a subgroup of the sta-
bilizer of t. Then H ⊂ LP (t), and the function lV : N(t) → {1, . . . , n} defines an
isomorphism between the action
H →֒ LP (t)
q
→ Perm(N(t))
of H on N(t), and the action α : H → Σn of H on {1, . . . , n}.
Proposition 5.8. Fix a subgroup H ⊂ G.
(1) If T is an admissible H-set for F, Λ ⊂ G×Σ|T | is a corresponding subgroup,
and t ∈ F(|T |)Λ, then H ⊂ LP (t).
(2) If t is a tree in F and H ⊂ LP (t), then H →֒ LP (t)
q
→ Perm(N(t)) is an
admissible H-action on N(t).
(3) Start with an admissible H-set T . If we choose any corresponding Λ and
t ∈ F(|T |)Λ to get H ⊂ LP (t), and then construct the admissible H-action
on N(t), then T ∼= N(t).
(4) Start with a tree t ∈ F(n) and H ⊂ LP (t). If we form the admissible action
on N(t) and then construct Λ using lV : N(t)→ {1, . . . , n}, then t ∈ F(n)
Λ.
Thus, the admissible sets of F(A) are interchangeable with the actions of sub-
groups of G through leaf permutations.
8Strictly speaking, we take the colimit of these sets over the trees isomorphic to t everywhere
except possibly the labeling on their free leaf nodes.
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5.2. The proof of Theorem 2.16. The force of Proposition 5.7 is that it lets
us identify an admissible H-set T with an action of H on the free leaf nodes of a
tree through leaf permutations. This allows us to use the recursive definition of the
G-action on F(A) to decompose T into simpler pieces. We arrive at the proof of
Theorem 2.16: for any A• ∈ NSym, we have A(F(A)) = I(A(A)).
Proof of Theorem 2.16. One inclusion is easy: we have a unit η : A• → F(A), and
hence A(A) ⊂ A(F(A)). Then, Theorem 2.12 implies I(A(A)) ⊂ A(F(A)): the
admissible sets of an operad always form an indexing system.
For the other inclusion, we use induction on height to prove the following:
(∗) For any tree t in F(A), if Λ ⊂ Stab(t), then NΛ(t) ∈ I(A(A)).
Here, NΛ(t) is shorthand for the action H = π(Λ) →֒ LP (t)
q
→ Perm(N(t)) on the
free leaf nodes of t. Spelled out, for any h ∈ H , the permutation q(h) : N(t)→ N(t)
sends the node labeled j in t to the node labeled j in ht. In what follows, we are
essentially reversing the inductive construction considered in [1, Theorem 6.8].
Suppose that t has height 0 and let Λ ⊂ Stab(t) ⊂ G× Σn, where n is the arity
of t. Then n is either 0 or 1, and in either case, G× Σn ∼= G. Hence Λ = H × {e}
for some subgroup H ⊂ G. Such Λ correspond to the trivial H-actions on ∅ and ∗
respectively, and must be contained in any indexing system.
Now suppose that (∗) is true for trees of height at most n, and let t have height
(n + 1) and arity k. Suppose Λ = {(h, α(h)) |h ∈ H} ⊂ Stab(t), so that H ⊂
LP (t) by Proposition 5.7. To show that NΛ(t) ∈ I(A(A)), we shall break it apart
into simpler pieces. Recall that indexing systems are closed under subobjects,
coproducts, and self-induction (cf. Definition 2.10), and we shall have occasion to
consider all three of these constructions.
Let r ∈ Rm be the root of t and let bi be its branches for i = 1, . . . ,m. For any
h ∈ H , the tree ht must also have root r because h is a leaf permutation of t. It
follows that for every h ∈ H , we have hr = β(h)−1r for a unique β(h) ∈ Σm, and
then Γ := {(h, β(h)) |h ∈ H} ⊂ Stab(r). Thus, ht is
r
h bβ(h)−11 h bβ(h)−1m
· · ·
1 m
i.e. we permute the branches by β(h) and multiply them all by h. Now, since
r ∈ AΓm, theH-action (m,β) given by β : H → Σm is an element of A(A) ⊂ I(A(A)).
We conclude that every orbitH/K ⊂ (m,β) is an element of I(A(A)), since indexing
systems are closed under subobjects.
Write Si for the set of free leaf nodes in the branch bi. Then as a set, NΛ(t) =∐
Si, but as an action, we have h(Si) ⊂ Sβ(h)i for every h ∈ H . It follows that
NΛ(t) =
∐
orbits O of β
(∐
i∈O
Si
)
,
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and for each orbit, the set TO :=
∐
i∈O Si is closed under the H-action. We ulti-
mately wish to show NΛ(t) ∈ I(A(A)), but since I(A(A)) is closed under coproducts,
it is enough to show each TO ∈ I(A(A)).
Consider a factor T = TO over the orbit O ≡ H/K. Then T =
∐
aK∈H/K SaK ,
and as before, we have h(SaK) ⊂ ShaK for every h ∈ H . Thus, we find that:
(i) the H-action on T restricts to a K-action on SK ,
(ii) all SaK have the same cardinality, and hence
(iii) |T | = |H/K| · |SK |.
Consider the inclusion ι : SK → T . It is K-equivariant, and it induces a surjective
H-map j : H ×K SK → T . The domain and codomain of j have the same (finite)
cardinality, and therefore T ∼= H ×K SK = ind
H
KSK . From earlier, we know that
H/K ∈ I(A(A)), and by definition, indexing systems are closed under self-induction.
Thus, to show indHKSK ∈ I(A(A)), it will be enough to show SK ∈ I(A(A)).
So consider SK . By definition, this is the set of free leaf nodes in a branch
bi of t, where i is a K-fixed point of the H-action on {1, . . . ,m}. We know that
H ⊂ LP (t), and it follows that K ⊂ LP (bi), since the ith branch must be taken
into itself by k ∈ K and renumbering free leaf nodes commutes with the K-action.
For each k ∈ K, choose ν(k) ∈ Σ|SK| such that (k, ν(k))bi = bi. Then we have
Φ := {(k, ν(k)) | k ∈ K} ⊂ Stab(bi), and since the height of bi is smaller than
the height of t, the induction hypothesis implies condition (∗) holds for bi, i.e.
SK ∼= NΦ(bi) ∈ I(A(A)).
By induction, we conclude (∗) is true for every tree t, which implies the inclusion
A(F(A)) ⊂ I(A(A)) holds. 
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