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We considered the initial value problem for a class of nonlinear fractional differential 
equations that involve Hilfer and Hilfer-Hadamard fractional derivatives. The first one 
interpolates the Riemann-Liouville fractional derivative and the Caputo fractional 
derivative and the second one interpolates the Hadamard fractional derivative and its 
Caputo counterpart. We obtained existence and uniqueness results for both types in 
suitably selected underlying spaces. We proved stability results for a certain class of 
nonlinearity. Also, we established non-existence results in case the nonlinearity is of 
polynomial type using the test function method.
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IIV
اﻟﺮﺳﺎﻟﺔ ﻣﻠﺨﺺ
  ﻣﺤﻤﺪ دﺣﺎن أﺣﻤﺪ ﻗﺎﺳﻢ :اﻻﺳــــــــــــــــــــــﻢ
       ﻏﯿﺮ ﺻﺤﯿﺤﺔ ﺗﺤﺘﻮي ﻋﻠﻰ ﺐ رﺗﺗﻔﺎﺿﻠﯿﺔ ذات ﻟﻤﻌﺎدﻻت ﻟﻤﺴﺄﻟﺔ ﻛﻮﺷﻲاﻟﺼﯿﺎﻏﺔ اﻟﺠﯿﺪة    :ﻟﺔﻋﻨﻮان اﻟﺮﺳـــــــﺎ
  ﻣﺸﺘﻘﺔ ھﯿﻠﻔﺮ                            
  ﻣﺎﺟﺴﺘﯿﺮ  : اﻟﺪرﺟــــــــﺔ اﻟﻌﻠﻤﯿﺔ
  رﯾﺎﺿﯿﺎت    :ــﺺـــــــــاﻟﺘﺨﺼــــ
1102ﻮ ـــﻣﺎﯾ     :اﻟﺘﺨـــــﺮج ﺎرﯾﺦﺗــــ
  
ﺗﺤﺘﻮي ذات رﺗﺐ ﻏﯿﺮ ﺻﺤﯿﺤﺔ ﻄﯿﺔاﻟﺨﻏﯿﺮ ﺔ ﻟﻨﻮع ﻣﻦ اﻟﻤﻌﺎدﻻت اﻟﺘﻔﺎﺿﻠﯿﺔ درﺳﻨﺎ ﻣﺴﺎﻟﺔ اﻟﻘﯿﻤﺔ اﻻﺑﺘﺪاﺋﯿ
ﻟﻨﻮع اوﻣﺸﺘﻘﺔ ﻛﺎﺑﻮﺗﻮ و  ﻟﯿﻮﻓﻞ-ﻣﺸﺘﻘﺔ رﯾﻤﺎن ﺴﺘﻜﻤﻞاﻟﻨﻮع اﻻول ﯾ. ھﺪﻣﺎرد-و ھﯿﻠﻔﺮ ھﯿﻠﻔﺮ ﻣﺸﺘﻘﺔﻋﻠﻰ 
 اﻟﺤﻞ وﺣﺪاﻧﯿﺔ و ﺟﻮدو ﻧﺘﺎﺋﺞﺣﺼﻠﻨﺎ ﻋﻠﻰ . ﺮة ﻟﮭﺎاﻟﻤﻨﺎﻇ ﻣﺸﺘﻘﺔ ھﺪﻣﺎرد وﻣﺸﺘﻘﺔ ﻛﺎﺑﻮﺗﻮ ﺴﺘﻜﻤﻞاﻟﺜﺎﻧﻲ ﯾ
ﻏﯿﺮ اﻟﺤﻞ ﻟﻨﻮع ﻣﻌﯿﻦ ﻣﻦ اﻟﺪوال ﺳﺘﻘﺮارإ اﺛﺒﺘﻨﺎﻛﻤﺎ . ﻣﻨﺎﺳﺒﺔ ﺑﻄﺮﯾﻘﺔ اﺧﺘﯿﺎره ﺗﻢ ﻓﻀﺎء ﻓﻲﻟﻜﻼ اﻟﻨﻮﻋﯿﻦ 
ﺗﻢ اﺛﺒﺎت ﻋﺪم وﺟﻮد اﻟﺤﻞ ﺑﺎﺳﺘﺨﺪام ة اﻟﺤﺪود ﻛﺜﯿﺮﻓﻲ ﺣﺎﻟﺔ ﻛﻮن اﻟﺪاﻟﺔ اﻟﻐﯿﺮ ﺧﻄﯿﺔ ﻣﻦ ﻧﻮع  ’اﯾﻀﺎ. ﺨﻄﯿﺔاﻟ
  .ﻃﺮﯾﻘﺔ اﻟﺪاﻟﺔ اﻻﺧﺘﺒﺎرﯾﺔ
  
Chapter 1
INTRODUCTION
1
1.1 What is Fractional Calculus
Fractional calculus is the eld of mathematical analysis which deals with the inves-
tigation and applications of integrals and derivatives of arbitrary order, unlike the
classical calculus, the order of the integrals and derivatives are not necessarily of
integer order. It could be any real or complex number or even a variable order.
1.2 First contributions
The idea of fractional derivative goes back to more than three hundred years. In fact,
fractional calculus may be considered an old and yet novel topic. It is an old topic
since, starting from some speculations of G.W. Leibniz (1697) and L. Euler (1730),
it has been developed up to nowadays. A list of mathematicians, who have provided
important contributions up to the middle of the last century, includes P. S. Laplace
(1812), J. B. J. Fourier (1822), N. H. Abel (1823-1826), J. Liouville (1832-1873), H.
Laurent (1884), P. A. Nekrassov (1888), A. Krug (1890), J. Hadamard (1892) , O.
Heaviside (1892-1912), S. Pincherle (1902), G. H. Hardy and J.E. Littlewood (1917-
1928), H. Weyl (1917), P. Lévy (1923), A. Marchaud (1927), H. T. Davis (1924-1936),
A. Zygmund (1935-1945), E. R. Love (1938-1996), A. Erdélyi (1939-1965), H. Kober
(1940), D. V. Widder (1941), M. Riesz (1949),...
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1.3 First books
The rst book entirely devoted to the subject is the book by Oldham and Spanier
[79]. Other books are by: Samko, Kilbas and Marichev [89], Podlubny [83], Kilbas,
Strivastava and Trujillo [55], Mainardi [68]. For the rst monograph the merit is
ascribed to K. B. Oldham and J. Spanier, see [79], who, after a joint collaboration
started in 1968, published a book devoted to fractional calculus in 1974. Nowadays,
the list of texts and proceedings devoted solely or partly to fractional calculus and its
applications includes about a dozen of titles [87, 88], among which the encyclopedic
treatise by Samko, Kilbas & Marichev [89] is the most prominent.
Furthermore, we draw the attention of the reader to the treatises by Davis [17],
Erdélyi [36], Gelfand and Shilov [43], Dzherbashian [25, 26], Caputo [16], Babenko
[8], Goreno and Vessella [45], which contain a detailed analysis of some mathematical
aspects and/or physical applications of fractional calculus, although without explicit
mention in their titles.
1.4 Journals
There are three journals in the subject: Journal of Fractional Calculus, Fractional
Calculus and Applied Analysisand the recent one Fractional Dynamic Systems.
These journals publish work exclusively on fractional calculus and analysis. Spe-
cial issues are also being published in other journals (like : Advances in Di¤erence
equations) from time to time.
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1.5 First conferenc
Fractional calculus may also be considered as a novel topic, since only from a little
more than twenty years it has been the subject of specialized conferences and treatises.
For the rst conference the merit is ascribed to B. Ross who organized the First
Conference on Fractional Calculus and its Applications at the University of New
Haven in June 1974, and edited the proceedings, see [87].
1.6 Fractional Di¤erential Equations
Fractional di¤erential equations have been of great interest recently because of both
the intensive development of the theory of fractional calculus itself and the applica-
tions of such constructions in various sciences such as physics, mechanics, chemistry,
nance, engineering, possibly including fractal phenomena, etc. For details,the reader
is referred to the monographs of Lakshmikantham et al. [62], Miller and Ross [73]
and Samko et al. [89], Podlubny [83], Kilbas [55] and the papers of Diethelm et al.
[21, 22, 23], Gaul et al [42], Glockle and Nonnenmacher [44], Mainardi [67], Metzler
et al. [71], Momani and Hadid [75], Momani et al. [76], Podlubny et al. [84], Yu and
Gao [99] and the references therein.
4
1.7 Physical Systems
It should be noted that there are a growing number of physical systems whose behavior
can be compactly described using fractional-order system theory. Of specic interest
to engineers are viscoelastic materials [12, 57, 58, 92], electrochemical processes [50,
94], long lines [48], dielectric polarization [93], colored noise [69], and chaos [46]. With
the growing number of applications, it is important to establish a clear initialized
system theory for these fractional-order systems, so that it may be accessible to the
general engineering and scientic communities.
1.8 First experiments and interpretations
Four decades ago engineers were ignoring fractional derivatives and avoided dealing
with them directly because of their complexity and sometimes inconsistency. There
was no solid basis as their study is very di¤erent from the integer order case. The
interest to fractional calculus has been accelerated in the past three decades after the
publication of the three papers of Bagley and Torvik [9-11] and the paper by Podlubny
[83]. The authors proved by experiments that when using fractional derivatives for
viscoelastic materials leads to:
- experimental data (amplitude/frequency and dispersions) are in agreement within
a broad frequency range,
- time domain responses as stress relaxation and creep are well represented,
- the number of parameters is signicantly reduced.
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In addition to that, Podlubny established in [85] a geometric interpretation of the
fractional integral and a physical interpretation of the fractional derivative.
1.9 Di¤erent kinds of derivatives
Several kinds of fractional derivatives have been dened: The Riemann-Liouville,
Weyl, Weyl-Liouville, Chen, Bessel, Marchaud, Grunwald-Letnikov, Dzerbashyan,
Hadamard derivative, etc... The rst two are the most used ones. The rst one is
commonly used especially by mathematicians but it does not work with the usual
initial conditions as the physical meaning of initial fractional derivatives is not clear
and there are no ways how to measure them. Solutions must behave like the inverse of
a power type function nearly the initial point. Physicists and engineers preferred the
Caputo derivative which is compatible with the usual initial conditions although we
can nd nowadays several tentative justifying the use of fractional initial conditions.
1.10 Usefulness of fractional calculus
Fractional calculus has attracted a large number of researchers and has become very
popular in numerous elds of sciences and engineering. It has been shown that frac-
tional derivatives and fractional integrals are very successful in describing for instance
anomalous kinetics and continuous time random walks. In general it has been con-
rmed that fractional derivatives are more suitable and adequate than derivatives of
integer orders for the description of properties of many materials (especially materi-
6
als with memory) and hereditary phenomena and processes. There are many other
complex systems in atmospheric di¤usion of pollution, network tra¢ c, anomalous dif-
fusion, chaotic processes, biology, medicine, modeling and identication, electronics
and wave propagation, mechanics, astrophysics, signal processing, chaotic dynamics,
optics and porous media where fractional calculus has applications.
1.11 History of the problem
For the Riemann-Liouville Fractional Di¤erential Problem (R-L FDP)
8>><>>:
 
Da+y

(x) = f [x; y (x)] ; x > a; 0 <  < 1 
D 1a+ y

(a+) = c;
(1.1)
and the Caputo Fractional Di¤erential Problem (C FDP)
8>><>>:
 
CDa+y

(x) = f [x; y (x)] ; x > a; 0 <  < 1
y (a+) = c;
(1.2)
we may quote almost all the papers in our references.
Most of these publications are concerned with the issue of existence and uniqueness.
We can cite the rst work of Pitcher and W. Sewell [82] who in 1938 studied the
nonlinear fractional di¤erential equation (1.1) when f is bounded and Lipschitz con-
tinuous with respect to y. But special cases of f have been treated before that by
some researches such as OShaughnessy [80] (1918), Post [86] (1919) and Mandelbrojt
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[70] (1925).
The R-L FDP (1.1) was studied for the rst time by Al-Bassam [6] (1965) in the
space of continuous functions when f is a real-valued continuous and Lipschitz in a
certain domain.
Then we can nd the papers of Al-Abedeen [4] and Al-Abedeen and Arora [5], Arora
and Alshamani [7], Tazali [95], Tazali and Karim [96] when the nonlinearity satises
a generalized Lipschitz condition using di¤erent methods. We also quote the works of
Leskovskij [64], Semenchuk [90], Luszczki and Rzepecki [66], El-Sayed and El-Sayed
and collaborators [27-35]. In almost all these publications there was a serious prob-
lem regarding the equivalence between the Fractional Di¤erential Problem and its
corresponding Integral Equation. These publications were followed by many others
written by Delbosco and Rodino [18], Hayek et al. [47], Podlubny [83], Kilbas et al.
[51,52], Diethelm and Ford [24], Kilbas and Marzan ([53] and [54] where the equiva-
lence was proved rigorously, using successive expansion and xed point theorems. In
parallel we can nd many works on special nonlinearities f , the linear case and also
on fractional di¤erential problems involving other types of fractional derivatives than
the Riemann-Liouville fractional derivative.
More recently, in addition to the Picard-type iterative process and the approximate-
iterative method by Dzjadyk, several kinds of xed point theorems have been used in
[2,14,3,53,98,65,99,97,54,59,61,13,24,78,91,100].
Some stability results have been established in [1], [34], [27-34], [56], [35], [37], [77].
Finally we mention that the quasilinearization method has been generalized to the
fractional order case in [19,20].
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1.12 Our contribution
In [49], Hilfer introduced a new type of fractional derivative which we name after him
in this thesis 
D;a y

(x) = 

I
(1 )
a
d
dx
I
(1 )(1 )
a y

(x) : (1.3)
This fractional derivative may be viewed as interpolating the Riemann-Liouville deriv-
ative and the Caputo derivative in the sense that for  = 0 we recover the Riemann-
Liouville fractional derivative (1.1) and for  = 1 we nd the Caputo fractional
derivative (1.2).
We intend to study the basic fractional di¤erential problem with the fractional deriv-
ative of Hilfer type :
8>><>>:

D;a+ y

(x) = f [x; y (x)] ; x > a; 0 <  < 1; 0    1
I
(1 )(1 )
a+ y

(a) = c:
(1.4)
In this thesis we are interested in problem (1.4). It had appeared for the rst time in
[49] but we could not nd any mathematical basic treatment (well-posedness, stability,
asymptotic behavior, ...) for this problem.
The topics to be covered in this thesis are the following
- Existence and uniqueness of solutions
- Some stability issues
- Non-existence and/or blow up of solutions.
As it is mentioned earlier, the equation with Riemann-Liouville derivative or Caputo
9
is supplemented by an initial value condition which depends on the considered type of
fractional derivative. These two problems are mathematically and physically di¤er-
ent. Nevertheless, we hope that our investigation will lead to some sort of unication
of both treatments.
For the existence and uniqueness we will rst establish an equivalence between the
FDP (1.4) and an integral equation. This integral equation will determine the oper-
ator T for which we apply later a suitable xed point theorem. We will follow the
nice proof in the book of Kilbas et al. [55] where they rst establish the equivalence
between the Fractional Di¤erential Problem and its corresponding Nonlinear Volterra
Integral Equation, then using the contraction principal they establish the existence
and uniqueness of a solution.
This equivalence is crucial and more important is the space where it holds true. This
space is delicate and should be carefully selected as fractional derivatives (apart from
Caputo fractional derivative) cause some regularity problems as they (and the func-
tions) may be singular at the initial point.
For the stability we will exploit the initial decayof solutions, that is the behavior
of solutions nearby the initial point and determine su¢ cient conditions on the non-
linearity which allow us to push and keep this behavior for all time in case of global
existence. We apply some desingularization techniques to be able to use a singular
version of the Gronwall inequality.
There are several ways to investigate the non-existence and the blow up of solutions.
We use the test function method developed by Pohozaev and Mitidieri [74]. This
technique is very e¢ cient and it has been used successfully for the case of Riemann-
10
Liouville fractional derivative. It works perfectly for a polynomial source. We will
follow in particular the paper by Laskri and Tatar [63].
This thesis is organized as follows:
In chapter two, we present the basic denitions, lemmas, properties and notation
needed later in this thesis. In chapter three, the existence and uniqueness of a solu-
tion, a stability result and a non-existence result are stated and proved. The same
kinds of questions are addressed for the corresponding Hilfer-Hadamard type problem
in chapter four. Some recommendations for future work are presented in chapter ve.
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Chapter 2
PRELIMINARIES
12
In this chapter we present some denitions, lemmas, properties and notation which
will be used in our theorems later.
2.1 Spaces of Integrable Functions and Weighted
Continuous Functions
In this section we present the denition of p-integrable functions, weighted p-integrable
functions and some weighted spaces of continuous functions. We also give some char-
acterizations of these modied spaces which will be used later. Moreover, some im-
portant embeddings are stated.
Denition 2.1.1. [55, p. 1]: Let 
 = (a; b) ( 1  a < b  1) be a nite or in-
nite interval of the real axis R = ( 1;1). We denote by Lp (a; b) ( 1  p  1) the
set of those Lebesgue real-valued measurable functions f on [a; b] for which kfkp <1;
where
kfkp =
Z b
a
jf (t)jp dt
1=p
; 1  p <1;
and
kfk1 = ess sup
axb
jf (x)j :
Here ess sup jf (x)j is the essential supremum of the function jf (x)j.
Denition 2.1.2. [55, p. 1]: The space Xpc (a; b) ( c 2 R, 1  p  1) consists
of those real-valued Lebesgue measurable functions g on (a; b) for which kgkXpc <1;
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where
kgkXpc =
Z b
a
jtcg (t)jp dt
t
1=p
; 1  p <1; c 2 R
and
kgkX1c = ess sup
axb
jxcg (x)j ; c 2 R:
In particular, when c = 1=p we see that Xp1=p (a; b) = Lp (a; b).
Denition 2.1.3. [55, p. 3]: Let 
 = [a; b] ( 1 < a < b < 1) and m 2
N0 = f0; 1; :::g. We denote by Cm (
) the space of functions f which are m times
continuously di¤erentiable on 
 with the norm
kfkCm =
Xm
k=0
f (k)
C
=
Xm
k=0
max
x2

f (k) (x) ; m 2 N0:
In particular, for m = 0, C0 (
)  C (
) is the space of continuous function f on 

with the norm
kfkC = maxx2
 jf (x)j :
Denition 2.1.4. [55, p. 4]: Let 
 = [a; b] be a nite interval and 0   < 1, we
introduce the weighted space C [a; b] of continuous functions f on (a; b]
C [a; b] = ff : (a; b]! R: (x  a) f (x) 2 C [a; b]g :
In the space C [a; b] ; we dene the norm
kfkC = k(x  a) f (x)kC ; C0 [a; b] = C [a; b] :
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Denition 2.1.5. [55, p. 4]: For n 2 N we denote by Cn [a; b] ( 0   < 1) the
Banach space of functions f which are continuously di¤erentiable on [a; b] up to order
n  1 and have the derivative f (n) of order n on (a; b] such that f (n) 2 C [a; b]
Cn [a; b] =

f 2 Cn 1 [a; b] : f (n) 2 C [a; b]
	
;
with the norm
kfkCn =
n 1X
k=0
f (k)
C
+
f (n)
C
; C0 [a; b] = C [a; b] :
From this denition we have the following characterization of the space Cn [a; b].
Lemma 2.1.1. [55, p. 4]: Let n 2N= f1; 2; :::g and 0   < 1. The space Cn [a; b]
consists of those and only those functions f which can be represented in the form
f (x) =
1
(n  1)!
Z x
a
(x  t)n 1 ' (t) dt+
Xn 1
k=0
ck (x  a)k ;
where ' 2 C [a; b] and ck ( k = 0; 1; :::; n  1) are arbitrary constants.
Moreover,
' (t) = f (n) (t) ; ck =
f (k) (a)
k!
(k = 0; 1; :::; n  1):
Denition 2.1.6. [55, p. 4]: Let 
 = [a; b] ( 0 < a < b < 1) be a nite interval
and 0   < 1, we introduce the weighted space C;log [a; b] of continuous functions g
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on (a; b]
C;log [a; b] =
n
g : (a; b]! R:

log
x
a

g (x) 2 C [a; b]
o
:
In the space C;log [a; b] ; we dene the norm
kgkC;log =
log x
a

g (x)

C
; C0;log [a; b] = C [a; b] :
Denition 2.1.7. [55, p. 5]: Let  = x d
dx
be the -derivative, for n 2 N we denote
by Cn; [a; b] ( 0   < 1) the Banach space of functions g which have continuous
-derivatives on [a; b] up to order n   1 and have the derivative ng of order n on
(a; b] such that ng 2 C;log [a; b]
Cn; [a; b] =

kg 2 C [a; b] ; k = 0; :::; n  1; ng 2 C;log [a; b]
	
with the norm
kgkCn; =
n 1X
k=0
kg
C
+ kngkC;log :
When n = 0 we set
C0; [a; b] = C;log [a; b] :
From this denition we have the following characterization of the space Cn; [a; b].
Lemma 2.1.2. [55, p. 5]: Let 0 < a < b < 1, n 2N0 = f0; 1; :::g and 0 
 < 1. The space Cn; [a; b] consists of those and only those functions g which can be
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represented in the form
g (x) =
1
(n  1)!
Z x
a

log
x
t
n 1
' (t)
dt
t
+
Xn 1
k=0
dk

log
x
a
k
;
where ' 2 C;log [a; b] and dk ( k = 0; 1; :::; n  1) are arbitrary constants.
Moreover,
' (t) = (ng) (t) ; dk =
 
kg

(a)
k!
(k = 0; 1; :::; n  1):
From the Denitions 2.1.3 to 2.1.7 we have the following embeddings.
Property 2.1.1. [55, p. 5]: Let n 2 N0 = f0; 1; :::g and let 1 and 2 be real
numbers such that
0  1  2 < 1:
The following embedding hold:
Cn [a; b]! Cn1 [a; b]! Cn2 [a; b] ;
with
kfkCn2  K kfkCn1 ; K = min

1; (b  a)2 1 ;
Cn [a; b]! Cn;1 [a; b]! Cn;2 [a; b] ;
with
kfkCn;2  K kfkCn;1 ; K = min
"
1;

log
b
a
2 1#
:
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In particular,
C [a; b]! C1 [a; b]! C2 [a; b] ;
with
kfkC2  (b  a)
2 1 kfkC1 ;
C [a; b]! C1;log [a; b]! C2;log [a; b] ;
with
kfkC2;log 

log
b
a
2 1
kfkC1;log :
Denition 2.1.8. [55, p. 24]: The Euler gamma function   (z) is dened by the
socalled Euler integral of the second kind:
  (z) =
Z 1
0
tz 1e tdt; z > 0;
where tz 1 = e(z 1) log t.
2.2 Riemann-Liouville Fractional Integrals and Frac-
tional Derivatives
In this section we introduce the denitions of the Riemann-Liouville fractional inte-
grals and fractional derivatives on a nite interval of the real line and present some
of their properties in the space of continuous functions.
Denition 2.2.1. [55, p. 69]: Let 
 = [a; b] ( 1 < a < b < 1) be a nite
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interval on the real axis R. The Riemann-Liouville left-sided fractional integral Ia+f
of order  > 0 is dened by
(Ia+f) (x) :=
1
 ()
Z x
a
f(t)
(x  t)1 dt; (a < x < b;  > 0)
provided that the integral exists. Here  () is the Gamma function. When  = 0, we
set
I0a+f = f:
Denition 2.2.2. [55, p. 69]: Let 
 = [a; b] ( 1 < a < b < 1) be a nite
interval on the real axis R. The Riemann-Liouville right-sided fractional integral
Ib_ f of order  > 0 is dened by
(Ib f) (x) :=
1
 ()
Z b
x
f(t)
(t  x)1 dt; (a  x < b;  > 0)
provided that the integral exists. When  = 0, we dene
I0b f = f:
Denition 2.2.3. [55, p. 70]: Let 
 = [a; b] ( 1 < a < b < 1) be a nite
interval on the real axis R. The Riemann-Liouville left-sided fractional derivative
Da+f of order  (0   < 1) is dened by
 
Da+f

(x) =
d
dx
 
I1 a+ f

(x)
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that is  
Da+f

=
1
 (1  )
d
dx
Z x
a
f(t)
(x  t)dt (x > a; 0 <  < 1) ;
when  = 1 we have Da+f = Df . In particular, when  = 0, then
D0a+f = f:
Denition 2.2.4. [55, p. 70]: Let 
 = [a; b] ( 1 < a < b < 1) be a nite
interval on the real axis R. The Riemann-Liouville right-sided fractional derivative
Db f of order  ( 0   < 1) is dened by
(Db f) (x) =  
d
dx
 
I1 b  f

(x)
that is
(Db f) =  
1
 (1  )
d
dx
Z b
x
f(t)
(t  x)dt (a  x < b; 0 <  < 1) :
In particular, when  = 0, then
D0b f = f:
It can be directly veried that the Riemann-Liouville fractional integral and fractional
derivative of the power function (x  a) 1 ( > 0) yield the same power function
with  added or subtracted from the power  > 0 with a certain coe¢ cient in front
of this power function.
20
Property 2.2.1. [55, p. 71]: If   0 and  > 0; then

Ia+ (t  a) 1

(x) =
  ()
  ( + )
(x  a)+ 1 ;   0

Da+ (t  a) 1

(x) =
  ()
  (   ) (x  a)
  1 ;   0:
In particular, if  = 1 and   0, then the Riemann-Liouville fractional derivative
of a constant is not equal to zero:
 
Da+1

(x) =
(x  a) 
  (1  ) ;   0:
Property 2.2.2. [55, p. 72]: If 0 <   1, then
 
Da+ (t  a) 1

(x) = 0:
Lemma 2.2.1. [60, p. 6]: If 0   < 1, then the fractional integration operator
Ia+ of order  ( > 0) is bounded in C [a; b] :
Ia+gC    (1  )  (1 +   ) (b  a) kgkC ;
here Ia+ is the Riemann-Liouville fractional integral operator and g 2 C [a; b].
Furthermore, we have the following important lemmas.
21
Lemma 2.2.2. [60, p. 6]: The fractional integration operator Ia+ of order 
( > 0) is a mapping from C [a; b] to C [a; b] ; and
Ia+gC  (b  a)  () kgkC ;
where g 2 C [a; b].
Lemma 2.2.3. [60, p. 5]: Let 0   < 1, a < c < b, g 2 C [a; c] and g 2 C [c; b].
Then g 2 C [a; b] and
kgkC [a;b]  max
h
kgkC [a;c] ; (b  a) kgkC[c;b]
i
:
Now we consider some other properties of the Riemann-Liouville fractional integral
(Denition 2.2.1) and the Riemann-Liouville fractional derivative (Denition 2.2.3)
in the space C [a; b] and Cn [a; b] dened in Denition 2.1.4 and Denition 2.1.5,
respectively. The existence of the fractional integral Ia+f in the space C [a; b] and
the fractional derivativeDa+f in the space C
n
 [a; b] are given by the following lemmas.
Lemma 2.2.4. [55, p. 76]: The following hold
(a) Let  > 0 and 0   < 1:
If  > ; then the fractional integration operator Ia+ is bounded from C [a; b]
into C  [a; b] : Ia+fC   k1 kfkC ;
k1 =
  (1  )
  (1 +   ) :
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In particular Ia+ is bounded in C [a; b] :
(b) If   , then the fractional integration operator Ia+ is bounded from C [a; b]
into C [a; b] : Ia+fC  k2 kfkC ;
k2 = (b  a)    (1  )
  (1 +   ) :
In particular Ia+ is bounded in C [a; b] :
Lemma 2.2.5. [55, p. 77]: Let 0 <  < 1 and 0   < 1. If f 2 C1 , then the
fractional derivatives Da+ and D

b  exist on (a; b] and [a; b) respectively, and can be
represented in the forms
(Da+f) (x) =
1
  (1  )

f (a)
(x  a) +
Z x
a
f
0
(t) dt
(x  t)

and
(Db f) (x) =
1
  (1  )

f (b)
(b  x)  
Z b
x
f
0
(t) dt
(t  x)

;
Lemma 2.2.6. [55, p. 77]: (The Semigroup Property of the fractional integration
operator Ia+) Let  > 0,  > 0 and 0   < 1: If f 2 C [a; b] then the equation
Ia+I

a+f = I
+
a+ f
holds at any point x 2 (a; b]: When f 2 C [a; b] this relation is valid at any point
x 2 [a; b].
The following assertion shows that the fractional di¤erentiation is an inverse operation
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to the fractional integration from the left.
Lemma 2.2.7. [55, p. 77]: Let  > 0 and 0   < 1: If f 2 C [a; b] ; then the
relation
Da+I

a+f = f
holds at any point x 2 (a; b]: When f 2 C [a; b] this relation is valid at any point
x 2 [a; b]:
Another composition property between the fractional di¤erentiation operator (De-
nition 2.2.3) and the fractional integration (Denition 2.2.1) is given next.
Property 2.2.3. [55, p. 77]: Let  >  > 0 and 0   < 1: If f 2 C [a; b] ; then
the relation
Da+I

a+f = I
 
a+ f
holds at any point x 2 (a; b]: When f 2 C [a; b] this relation is valid at any point
x 2 [a; b]. In particular, when  = k 2N and  > k; then Dka+Ia+f = I ka+ f .
The following result provides another composition of the fractional integration oper-
ator Ia+ with the fractional di¤erentiation operator D

a+.
Lemma 2.2.8. [55, p. 77]: Let 0 <  < 1, 0   < 1. Also let I1 a+ f be the
fractional integral of the function f of order 1  .
If f 2 C [a; b] and I1 a+ f 2 C1 [a; b], then the equality
 
Ia+D

a+f

(x) = f (x) 
 
I1 a+ f

(a)
  ()
(x  a) 1 ;
holds at any point x 2 (a; b].
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Lemma 2.2.9. [55, p. 76]: (Fractional Integration by Parts) : Let  > 0; p  1;
q  1 and 1
p
+ 1
q
 1 +  ( p 6= 1 and q 6= 1 in the case when 1
p
+ 1
q
= 1 + ). If
' 2 Lp (a; b) and  2 Lq (a; b) ; then
Z b
a
' (x)
 
Ia+ 

(x) dx =
Z b
a
 (x)
 
Ib '

(x) dx:
2.3 Hadamard Type Fractional Integrals and Frac-
tional Derivatives
In this section we present the denitions and some properties of the Hadamard type
fractional integrals and fractional derivatives which will be involved in the problems
investigated later.
Denition 2.3.1. [55, p. 110]: Let (a; b) (0  a < b  1) be a nite or innite
interval of the halfaxis R+ and let  > 0. The Hadamard leftsided fractional
integral J a+f of order  > 0 is dened by
(J a+f) (x) :=
1
  ()
Z x
a

log
x
t
 1 f (t) dt
t
(a < x < b)
provided that the integral exists. When  = 0, we set
J 0a+f = f:
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Denition 2.3.2. [55, p. 110]: Let (a; b) (0  a < b  1) be a nite or innite
interval of the halfaxis R+ and let  > 0. The Hadamard rightsided fractional
integral J b f of order  > 0 is dened by
(J b f) (x) :=
1
  ()
Z b
x

log
t
x
 1
f (t) dt
t
(a < x < b)
provided that the integral exists. When  = 0, we set
J 0b f = f:
Denition 2.3.3. [55, p. 111]: The leftsided Hadamard fractional derivative of
order 0   < 1 on (a; b) is dened by
(Da+f) (x) := 
 J 1 a+ f (x) ;
that is
(Da+f) (x) =

x
d
dx

1
  (1  )
Z x
a

log
x
t
  f (t) dt
t
(a < x < b) :
In particular, when  = 0 we have
D0a+f = f:
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Denition 2.3.4. [55, p. 111]: The rightsided Hadamard fractional derivative of
order  ( 0   < 1) on (a; b) is dened by
(Db f) (x) :=  
 J 1 b  f (x) ;
that is
(Db f) (x) =  

x
d
dx

1
  (1  )
Z b
x

log
t
x
 
f (t) dt
t
(a < x < b) :
In particular, when  = 0 we have
D0b f = f:
It can be directly veried that the Hadamard fractional integral and fractional deriv-
ative of the logarithmic function
 
log x
a
 1
yield the same logarithmic function with
 added or subtracted from the power with a certain coe¢ cient in front of the loga-
rithmic function.
Property 2.3.1. [55, p. 112]: If  > 0,  > 0 and 0 < a < b <1, then
 
J a+

log
t
a
 1!
(x) =
  ()
  (+ )

log
x
a
+ 1
;
and  
Da+

log
t
a
 1!
(x) =
  ()
  (   )

log
x
a
  1
:
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In particular, if  = 1 and   0; then the Hadamard fractional derivative of a
constant is not equal to zero:
(Da+1) (x) =
1
  (1  )

log
x
a
 
;
when 0 <  < 1.
Lemma 2.3.1. [55, p. 113]: If 0 <   1 and 0 < a < b < 1. The equality Da+y (x) = 0 is valid
y (x) = c

log
x
a
 1
for any c 2 R.
The Hadamard fractional integra (Denition 2.3.1) satises the following semigroup
property.
Property 2.3.2. [55, p. 118]: Let  > 0;  > 0 and 0   < 1: If 0 < a < b <1;
then, for f 2 C;log [a; b]
J a+J a+f = J +a+ f
holds at any point x 2 (a; b]. When f 2 C [a; b] this relation is valid at any point
x 2 [a; b].
Compositions between the fractional di¤erentiation and fractional integration opera-
tors are given in the following properties.
Property 2.3.3. [55, p. 118]: Let  >  > 0. If f 2 C;log [a; b] and
0 < a < b <1 then
Da+J a+f = J  a+ f
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holds at any point x 2 (a; b]. When f 2 C [a; b] this relation is valid at any point
x 2 [a; b].
In particular, when  = k 2 N and  > k; then
Dka+J a+f = J  ka+ f:
The Hadamard fractional derivative is the left inverse operator to the corresponding
fractional integral.
Property 2.3.4. [55, p. 116]: Let  > 0. If 0 < a < b < 1 and f 2 C;log [a; b]
then
Da+J a+f = f; x 2 (a; b]:
The following result provides a formula for the composition of the fractional di¤er-
entiation operator Da+ with the fractional integration operator J a+. It shows that
fractional di¤erentiation is not the right inverse operator of the fractional integral in
general.
Theorem 2.3.1. [55, p. 119]: Let 0 <  < 1 and 0 < a < b <1. Also let J 1 a+ f
be the Hadamard fractional integral of the order 1   of the function f .
If f 2 C;log [a; b] and J 1 a+ f 2 C1; [a; b], then
(J a+Da+f) (x) = f (x) 
 J 1 a+ f (a)
  ()

log
x
a
 1
:
holds at any point x 2 (a; b]. If f 2 C [a; b] and J 1 a+ f 2 C1 [a; b], then the relation
holds at any point x 2 [a; b].
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Nowwe consider the properties of the Hadamard fractional integral and the Hadamard
fractional derivative in the spaces C;log [a; b] and C1; [a; b] (see Denitions 2.1.6 and
2.1.7). The existence of the fractional integral J a+f in the space C;log [a; b] and of the
fractional derivative Da+y in the space C1; [a; b] are given by the following assertions.
Lemma 2.3.2. [55, p. 118]: Let 0 < a < b <1;  > 0 and 0   < 1.
(a) If  >  > 0, then the fractional integration operator J a+ is bounded from
C;log [a; b] into C ;log [a; b]:
kJ a+fkC ;log  k1 kfkC;log
where
k1 =

log
b
a

  (1  )
  [1 +   ] :
In particular, J a+ is bounded in C;log [a; b].
(b) If   , then the fractional integration operator J a+ is bounded from C;log [a; b]
into C [a; b]:
kJ a+fkC  k2 kfkC;log
where
k2 =

log
b
a
 
  (1  )
  (1 +   ) :
In particular, J a+ is bounded in C;log [a; b].
Lemma 2.3.3. [55, p. 118]: Let 0   < 1 and 0   < 1. If f 2 C1;log [a; b], then
the fractional derivatives Da+ and Db  exist on (a; b] and [a; b), respectively (a > 0)
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and can be represented in the forms
(Da+f) (x) =
f (a)
  (1  )

log
x
a
 
+
1
  (1  )
Z x
a

log
x
t
 
f
0
(t) dt;
and
(Db f) (x) =
f (b)
  (1  )

log
b
x
 
  1
  (1  )
Z b
x

log
t
x
 
f
0
(t) dt;
respectively.
Lemma 2.3.4. [55, p. 118]: The Hadamard fractional integration operator J a+ of
order  ( > 0) is a mapping from C [a; b] to C [a; b] and
kJ a+gkC[a;b] 
 
log b
a

  ()
kgkC[a;b] ;
where g 2 C [a; b].
Lemma 2.3.5. [60, p. 7]: Let 0   < 1; 0 < a < c < b < 1; g 2 C;log [a; c] and
g 2 C [c; b] : Then g 2 C;log [a; b] and
kgkC;log[a;b]  max

kgkC;log[a;c] ;

log
b
a

kgkC[c;b]

:
Lemma 2.3.6. [15, p. 13] (Fractional Integration by Parts): Let  > 0 and
1  p  1. If ' 2 Lp (R+) and  2 Xq 1=p; then
Z 1
0
' (x)
 J +  (x) dxx =
Z 1
0
 (x)
 J  ' (x) dxx ;
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where 1
p
+ 1
q
= 1.
2.4 Caputo Fractional Derivative
In this section we present the denitions of the Caputo fractional derivative cDa+f and
HadamardCaputo fractional derivative cDa+f of order  (0 <  < 1), respectively.
Denition 2.4.1: Let [a; b] be a nite interval of the real line R. The fractional
derivative cDa+f of order  (0 <  < 1) on [a; b] dened by
cDa+f = I
1 
a+ Df
where D = d
dx
, is called the Caputo fractional derivative of f of order  (0 <  < 1).
Denition 2.4.2: Let (a; b) be a nite interval of the halfaxis R+. The fractional
derivative cDa+f of order  (0 <  < 1) on (a; b) dened by
cDa+f = J 1 a+ f
where  = x d
dx
, is called the HadamardCaputo fractional derivative of order .
2.5 Some Important Results
In this section we present some other important denitions, lemmas, theorems and
properties. These will determine the assumption, tools and the methods utilized in
our results later.
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Denition 2.5.1. [60, p. 3]: (Lipschitz condition) Assume that f [:; y(:)] is
dened on the set (a; b]G (G R). f [:; y(:)] is said to satisfy the Lipschitz condition
with respect to the second variable, if for all x 2 (a; b] and for any y1; y2 2 G R one
has
jf [x; y1]  f [x; y2]j  A jy1   y2j ;
where A > 0 does not depend on x 2 (a; b]: In this case we say that the function is
Lipschitz continuous with respect to y with Lipschitz constant A.
Lemma 2.5.1. [72, p. 23]: If ; ; ! > 0; then for any t > 0; we have
Z t
0
(t  s) 1 s 1e !sds  Ct 1;
where C is a positive constant independent of t. In fact,
C = max

1; 21 
	
  () (1 +  (+ 1) =)! :
Lemma 2.5.2. [41, p. 581]: We have, for positive a, b and  > 1, the inequality
(a+ b)  2 1 (a + b) :
Lemma 2.5.3. [81, p. 126]: Let a, b be two continuous, positive functions dened
on [t0;1), t0  0, and w : [0;1)! [0;1) be a continuous monotonic nondecreasing
function such that w (0) = 0 and w (x) > 0 for x > 0. If u is a positive di¤erentiable
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function on [t0;1) that satises
u0 (t)  a (t)w (u (t)) + b (t) ; t 2 [t0;1);
then we have
u (t)  G 1

G

u (t0) +
Z t
t0
b (s) ds

+
Z t
t0
a (s) ds

;
for the values of t, for which the right-hand side is well-dened, where
G (r) =
Z r
r0
ds
w (s)
; r > r0 > 0:
Theorem 2.5.1. [55, p. 68]: (Banach Fixed Point Theorem) Let (U; d) be a
nonempty complete metric space, let 0  w < 1; and let T : U ! U be a map such
that, for every u; v 2 U; the relation
d (Tu; Tv)  wd (u; v) ; 0  w < 1
holds. Then the operator T has a unique xed point u 2 U .
Furthermore, if T k (k 2 N) is the sequence of operators dened by
T 1 = T and T k = TT k 1 (k 2 Nn f1g) ;
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then, for any u0 2 U; the sequence

T ku0
	1
k=1
converges to the above xed point u.
Theorem 2.5.2. [63, p. 1268] : (Youngs inequality) If a and b are nonnegative
real numbers and p and q are positive real numbers such that 1=p+ 1=q = 1 then we
have
ab  a
p
p
+
bq
q
:
Equality holds if and only if ap = bq.
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Chapter 3
Fractional Di¤erential Problems
with Hilfer-Riemann Fractional
Derivative
36
This chapter is devoted to proving the existence and uniqueness of solutions to a
Cauchy type problem of fractional order on a nite interval of the real axis in a
weighted space of continuous functions.
Also a stability result and a non-existence result are stated and proved with Hilfer
type fractional derivative.
We consider the Cauchy type problem
8>><>>:

D;a+ y

(x) = f [x; y (x)] ; x > a; 0 <  < 1; 0    1
I
(1 )(1 )
a+ y

(a) = c:
(3.1)
in the space C;1  [a; b] dened for  = +     (0 < ;  < 1) by
C;1  [a; b] =
n
y 2 C1  [a; b] ; D;a+ y 2 C1  [a; b]
o
; (3.2)
and
C1  [a; b] = fy 2 C1  [a; b] ; Da+y 2 C1  [a; b]g :
We recall that C1  [a; b] is the weighted space of continuous functions on (a; b]
C1  [a; b] =

g : (a; b]! R: (x  a)1  g (x) 2 C [a; b]	 ; (3.3)
and 
D;a+ y

(x) =

I
(1 )
a+
d
dx
I
(1 )(1 )
a+ y

(x)
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is the Hilfer fractional derivative of order 0 <  < 1 and type 0    1.
Our investigations are based on reducing the considered problem to a Volterra integral
equation of the second kind
y (x) =
c (x  a)( 1)(1 )
  (+    ) +
1
  ()
Z x
a
(x  t) 1 f [t; y (t)] dt; x > a; (3.4)
and on using the Banach xed point theorem.
3.1 Equivalence of the Cauchy Type Problem and
the Volterra Integral Equation
In this section we prove the equivalence between the Cauchy type problem (3.1) and
the nonlinear Volterra integral equation (3.4) in the sense that, if y 2 C1  [a; b]
satises one of these relations, then it also satises the other one. To establish such a
result, we assume that a function f [:; y (:)] belongs to C1  [a; b] for any y 2 C1  [a; b].
For this we need the auxiliary assertion.
Lemma 3.1.1: Let  > 0, 0   < 1 and f 2 C [a; b]
If  <  then
 
Ia+f

(a) = lim
x!a
 
Ia+f

(x) = 0; 0   < :
Proof : Since f 2 C [a; b] then (x  a) f (x) is continuous on [a; b] and on [a; b] we
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have
j(x  a) f (x)j < M;
for some positive constant M .
Therefore
 M  Ia+ (t  a)  (x) <  Ia+f (x) < M  Ia+ (t  a)  (x)
and by using Property 2.2.1 (with  = 1   > 0) we have
 M  (1 )
 (+1 ) (x  a)  <
 
Ia+f

(x) < M  (1 )
 (+1 ) (x  a)  :
As  >  we see that
 
Ia+f

(a) = lim
x!a
 
Ia+f

(x) = 0; 0   < 
which completes the proof of Lemma 3.1.1.
Theorem 3.1.1: Let  =  +     where 0 <  < 1 and 0    1: Let
f : (a; b]R!R be a function such that f [:; y(:)] 2 C1  [a; b] for any y 2 C1  [a; b] :
If y 2 C1  [a; b] ; then y satises the (CFDP) (3.1) if and only if y satises the
(IE) (3.4).
Proof : First we prove the necessity. Let y 2 C1  [a; b] be a solution of problem
(3.1). We want to prove that y is also a solution of the integral equation (3.4). It is
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clear, by the denition C1  [a; b] above and Denition 2.2.3, that
Da+y = D
 
I1 a+ y
 2 C1  [a; b] ; I0a+y = y;
and by Lemma 2.2.4(b) we have I1 a+ y 2 C [a; b] since y 2 C1  [a; b]. Then by
Denition 2.1.5 we have
I1 a+ y 2 C11  [a; b] :
Thus we can apply Lemma 2.2.8 to get
(Ia+D

a+y) (x) = y (x) 
 
I1 a+ y

(a)
  ()
(x  a) 1 (3.5)
or
(Ia+D

a+y) (x) = y (x) 
c
  ()
(x  a) 1 ; (3.6)
where c comes from the initial condition in (3.1). By our hypothesis f [:; y(:)] 2
C1  [a; b], and Lemma 2.2.1, we see that Ia+f 2 C1  [a; b]. Applying the operator
Ia+ to both sides of (3.1) we get
Ia+I
(1 )
a+ (D

a+y) = I

a+f [x; y(x)] :
As we can apply lemma 2.2.6 to get

I
+(1 )
a+ D

a+y

(x) = Ia+f [x; y(x)]
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or
(Ia+D

a+y) (x) =
 
Ia+f [t; y (t)]

(x) ; x 2 (a; b]: (3.7)
From (3.6) and (3.7) we obtain
y (x) =
c
  ()
(x  a) 1 +  Ia+f [t; y (t)] (x)
which is the equation (3.4), where  = + , and hence the necessity is proved.
Now we prove the su¢ ciency. Let y 2 C1  [a; b] satisfy the equation (3.4), then
Da+y exists and D

a+y 2 C1  [a; b]. Applying the operator Da+ to both sides of (3.4)
we nd
(Da+y) (x) =
c
  ()
 
Da+ (t  a) 1

(x) +
 
Da+I

a+f [t; y (t)]

(x) :
By using Property 2.2.2 and Denition 2.2.3 when 0 <  < 1, we have
(Da+y) (x) =
d
dx
 
I1 a+ I

a+f [t; y (t)]

(x)
= d
dx

I
1 (1 )
a+ f [t; y (t)]

(x)
=

D
(1 )
a+ f [t; y (t)]

(x) :
(3.8)
From (3.8) and Da+y 2 C1  [a; b], we obtain that

D
(1 )
a+ f [t; y (t)]

2 C1  [a; b] :
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Applying the operator I(1 )a+ to both sides of (3.8) we get

I
(1 )
a+ D

a+y

(x) =

I
(1 )
a+ D
(1 )
a+ f [t; y (t)]

(x) :
That is
I
(1 )
a+
d
dx
 
I1 a+ y

(x) =

I
(1 )
a+ D
(1 )
a+ f [t; y (t)]

(x) :
By virtue of d
dx

I
1 (1 )
a+ f [t; y (t)]

=

D
(1 )
a+ f [t; y (t)]

2 C1  [a; b] and Lemma
2.2.4(b) we have

I
1 (1 )
a+ f [t; y (t)]

2 C [a; b] since f [:; y (:)] 2 C1  [a; b] with
1    1   (1  ). Hence by Denition 2.1.5 we have

I
1 (1 )
a+ f [t; y (t)]

2 C11  [a; b] :
Then Lemma 2.2.8 allows us to write

D;a+ y

(x) = f [x; y (x)] 

I
1 (1 )
a+ f [t; y (t)]

(a)
  [ (1  )] (x  a)
(1 ) 1 : (3.9)
Lemma 3.1.1 (with  replaced by 1 ,  by 1  (1  ) and (1  ) < 1  (1  ))
implies that 
I
1 (1 )
a+ f [t; y (t)]

(a) = 0:
Hence the relation (3.9) reduces to

D;a+ y

= f [x; y(x)] :
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Now we show that the initial condition in (3.1) also holds. To this end we apply the
operator I1 a+ to both sides of (3.4)
 
I1 a+ y

(x) =
c
  ()
 
I1 a+ (t  a) 1

(x) +
 
I1 a+ I

a+f [t; y (t)]

(x)
and use the Property 2.2.1 (with  replaced by 1   and  by ) and Lemma 2.2.6
to obtain  
I1 a+ y

(x) = c+

I
1 (1 )
a+ f [t; y (t)]

(x) : (3.10)
In (3.10), taking the limit as x! a; we obtain
 
I1 a+ y

(a) = c+

I
1 (1 )
a+ f [t; y (t)]

(a) :
But

I
1 (1 )
a+ f [t; y (t)]

(a) = 0 since f [:; y (:)] 2 C1  [a; b] (See Lemma 3.1.1) with
 replaced by 1   and  by 1   (1  ) where 1   < 1   (1  )). Therefore
 
I1 a+ y

(a) = c
and su¢ ciency is proved.
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3.2 Existence and Uniqueness of the Global Solu-
tion to the Cauchy Type Problem
In this section we establish the existence of a unique solution to the Cauchy type
problem (3.1) in the space C;1  [a; b] dened in (3.2) under the conditions of Theorem
3.1.1 and an additional Lipschitz condition on f [:; y (:)] with respect to the second
variable: for all x 2 (a; b] and for all y1, y2 2 G R,
jf [x; y1]  f [x; y2]j  A jy1   y2j (A > 0) ; (3.11)
where A > 0 does not depend on x 2 (a; b].
We use the Banach xed point theorem (see Theotem 2.5.1) to prove the existence
and uniqueness in the appropriate space C;1  [a; b] where  = +    .
Theorem 3.2.1: Let  =  +     where ( 0 <  < 1; 0    1). Let
f : (a; b]R!R be a function such that f [:; y (:)] 2 C1  [a; b] for any y 2 C1  [a; b]
and the Lipschitzian condition (3.11) holds with respect to the second variable.
Then there exists a unique solution y for the Cauchy type problem (3.1) in the
space C;1  [a; b].
Proof : First we prove the existence of a unique solution y in the space C1  [a; b].
According to Theorem 3.1.1, it su¢ ces to prove the existence of a unique solution
y 2 C1  [a; b] to the nonlinear Volterra integral equation (3.4). Let us select x1 such
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that the inequality
w1 =
A  ()
  (+ )
(x1   a) < 1; (3.12)
where A > 0 is the Lipschitz constant in (3.11), is satised. We start by proving
that a unique solution y 2 C1  [a; x1] to equation (3.4) exists on the interval (a; x1]:
For this, we use the Banach xed point theorem for the spaceC1  [a; x1], which is a
complete metric space with the distance given by
d (y1; y2) = ky1   y2kC1  [a;x1] := maxx2[a;x1]
(x  a)1  [y1(x)  y2 (x)] :
The integral equation (3.4) takes the form
y (x) = (Ty) (x) (3.13)
where
(Ty) (x) = y0 (x) +
 
Ia+f [t; y(t)]

(x) (3.14)
with
y0 (x) =
c
  ()
(x  a) 1 : (3.15)
Notice that T maps C1  [a; x1] to itself. Since y0 is clearly in C1  [a; x1] and 
Ia+f [t; y(t)]

also is in C1  [a; x1] by Lemma 2.2.1 when y 2 C1  [a; x1]. Therefore
Ty 2 C1  [a; x1].
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Moreover T is a contraction, that is
kTy1   Ty2kC1  [a;x1]  w1 ky1   y2kC1  [a;x1] ; 0 < w1 < 1: (3.16)
This follows from (3.14), (3.11) and Lemma 2.2.1 as follows
kTy1   Ty2kC1  [a;x1] =
Ia+f [t; y1 (t)]  Ia+f [t; y2 (t)]C1  [a;x1]
 Ia+ [jf [t; y1(t)]  f [t; y2(t)]j]C1  [a;x1]
 (x1   a)  () (+) kf [t; y1(t)]  f [t; y2(t)]kC1  [a;x1]
 A (x1   a)  () (+) ky1(t)  y2(t)kC1  [a;x1]
 w1 ky1(t)  y2(t)kC1  [a;x1] :
Our assumption (3.12) allows us to apply the Banach xed point Theorem (Theorem
2.5.1) to obtain a unique solution y 2 C1 [a; x1] to the equation (3.4) on the interval
[a; x1].
Theorem 2.5.1 tells us that this solution y is a limit of a convergent sequence Tmy0
:
lim
m!1
kTmy0   ykC1  [a;x1] = 0;
where y0 is any function in C1 [a; x1] and
(Tmy0) (x) =
 
TTm 1y0

(x) = y0 (x) +
 
Ia+f

t;
 
Tm 1y0

(t)

(x) ; m 2 N
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It is convenient to take y0 (x) = y0 (x) with y0 (x) dened by (3.15). If we denote by
ym (x) := (T
my0) (x) ; m 2 N
then clearly
lim
m!1
kym   ykC1  [a;x1] = 0:
Next, we consider the interval [x1;b] : From the equation (3.4) we have
y (x) = c
 ()
(x  a) 1 +  Ia+f [t; y (t)] (x)
= c
 ()
(x  a) 1 + 1
 ()
R x
a
(x  t) 1 f [t; y(t)]dt
= c
 ()
(x  a) 1 + 1
 ()
R x1
a
(x  t) 1 f [t; y(t)]dt
+ 1
 ()
R x
x1
(x  t) 1 f [t; y(t)]dt:
Since the function y (t) is uniquely dened on the interval (a;x1], the last integral can
be considered as the unknown function, and we rewrite the last equation as
y (x) = y01 (x) +
1
  ()
Z x
x1
(x  t) 1 f [t; y(t)]dt; (3.17)
where y01 (x) is dened by
y01 (x) =
c
  ()
(x  a) 1 + 1
  ()
Z x1
a
(x  t) 1 f [t; y(t)]dt; (3.18)
and is a known function. We note that y01 (x) 2 C [x1; b].
Next we prove the existence of a unique solution y 2 C [x1; b] to equation (3.4) on
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the interval [x1; b]. For this, we also use Banach xed point theorem for the space
C [x1; x2], where x2 2 (x1; b] satises
w2 =
A
  ()
(x2   x1) < 1: (3.19)
C [x1; x2] is a complete metric space with the distance given by
d (y1; y2) = ky1   y2kC[x1;x2] := maxx2[x1;x2] jy1(x)  y2 (x)j :
The integral equation (3.17) may be written shortly as
y (x) = (Ty) (x) ; (3.20)
where the operator (again denoted by T ) is given by
(Ty) (x) = y01 (x) +
1
  ()
Z x
x1
(x  t) 1 f [t; y(t)]dt: (3.21)
As in the rst part of this proof, since y01 (x) 2 C [x1; x2] and f [x; y (x)] 2 C [x1; x2]
for any y 2 C [x1; x2], then, by Lemma 2.2.2, We deduce that the integral in the
righthand side of (3.21) also belongs to C [x1; x2] ; and hence Ty 2 C [x1; x2].
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Moreover, using the Lipschitz condition (3.11) and applying Lemma 2.2.2, we nd
kTy1   Ty2kC[x1;x2] =
I
x+1
f [t; y1 (t)]  Ix+1 f [t; y2 (t)]

C[x1;x2]

I
x+1
[jf [t; y1(t)]  f [t; y2(t)]j]

C[x1;x2]
 1
 ()
(x2   x1) kf [t; y1(t)]  f [t; y2(t)]kC[x1;x2]
 A
 ()
(x2   x1) ky1(t)  y2(t)kC[x1;x2]
 w2 ky1(t)  y2(t)kC[x1;x2] :
This, together with our assumption 0 < w2 < 1, shows that T is a contraction and
therefore from Theorem 2.5.1, there exists a unique solution y1 (x) 2 C[x1; x2] to
equation (3.20) and hence to (3.4) on the interval [x1; x2]. Notice that y1 (x1) =
y (x1) = y01 (x1). Furthermore Theorem 2.5.1, guarantees that this solution is the
limit of a convergent sequence Tmy01 :
lim
m!1
kTmy01   y1kC[x1;x2] = 0
where y01 is any function in C[x1; x2], which we can pick y

01 (x) = y01 (x) dened
by (3.18), if y0 (x) 6= 0 on [x1; x2] we can take y01 (x) = y0 (x) dened by (3.15).
Therefore
lim
m!1
kym   y1kC[x1;x2] = 0;
where
ym (x) = (T
my01) (x) = y01 (x) +
1
  ()
Z x
x1
(x  t) 1 f [t;  Tm 1y01 (t)]dt:
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If x2 6= b, we consider the interval [x2; x3]; such that x3  b and
w3 =
A
  ()
(x3   x2) < 1:
Using the same arguments as above, we derive that there exists a unique solution
y2 (x) 2 C [x2; x3] to equation (3.4) on the interval [x2; x3] : If x3 6= b; then we continue
the process until we reach a solution y (x) to equation(3.4), y (x) = yk (x) ; and
yk (x) 2 C [xk; xk+1] (k = 1; :::; L), where a = x0 < x1 < ::: < xL+1 and
wk+1 =
A
  ()
(xk+1   xk) < 1;
and we take y0 (x) = y0k (x) ; and y0 (x) = y

0k (x) (k = 1; :::; L) on each interval
[xk; xk+1] : Assume that b   a >  (+)A () (for otherwise take x1 = b). Then, divide
the length of the interval
h
a+  (+)
A ()
; b
i
by

 ()
A
1=
. Let M be that quotient. It
is clear that L = [M ] + 1 and b is reached after a nite number of steps, xL+1 = b.
Then, there exists a unique solution y (x) 2 C [x1; b] to equation (3.4) on the interval
[x1; b].
Considering both parts of the solution in [a; x1] and [x1; b] as one single part on [a; b]
and taking into account Lemma 2.2.3, we obtain that there exists a unique solution
y (x) 2 C1  [a; b] to the Volterra integral equation (3.4) on the whole interval [a; b] ;
and hence y 2 C1  [a; b] is the unique solution to the Cauchy-type problem (3.1).
It remains to show that such a unique solution y 2 C1  [a;b] is actually in C;1  [a; b].
To this end we need to prove that D;a+ y 2 C1  [a;b]. Let us recall that our y is a
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limit of the sequence ym (x) ; where ym (x) = (Tmy0) 2 C1  [a;b] (where T is dened
by (3.14) for [a; x1], by (3.21) for [x1; x2], etc...), that is
lim
m!1
kym   ykC1  [a;b] = 0;
with the choice of certain y0 on each [a; x1],...,[xL; b]. If y0 6= 0, then we can take
y0 = y0.
The equation in (3.1) and the Lipschitz condition (3.11), imply that
D;a+ ym  D;a+ y
C1  [a;b]
= kf [x; ym]  f [x; y]kC1  [a;b]
 A kym   ykC1  [a;b]
and therefore
lim
m!1
D;a+ ym  D;a+ y
C1  [a;b]
= 0:
We entail from this relation thatD;a+ y 2 C1 [a; b] ifD;a+ ym 2 C1 [a; b],m = 1; 2; :::
This latter property holds from the relation
(Tmy0) (x) = y0 (x) +
 
Ia+f

t;
 
Tm 1y0

(t)

(x) ; m 2 N
and the fact that f [x; y (x)] 2 C1 [a; b] for any y 2 C1 [a; b]. This completes the
proof of Theorem 3.2.1.
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3.3 Stability of Hilfer Fractional Derivative
In this section we are consider with the following fractional di¤erential problem with
weighted initial data
8>><>>:
D;0+ u (t) = f [t; u (t)] ; t > 0;
t(1 )(1 )u (t) jt=0 = b;
(3.22)
where D;0+ is the Hilfer fractional derivative (HFD) of order 0 <  < 1 and type
0    1, b 2 R (the set of all real numbers except 0) and f is a continuous nonlinear
function with respect to both of its arguments. We exploit the initial decaythat is
the behavior of solutions nearby the initial point and determine su¢ cient conditions
on the nonlinearity which allow us to push and keep this behavior for all time in case
of global existence.
We will assume the following hypotheses on the function f (t; u):
(F) f (t; u) is a continuous nonlinear function on R+  R and is such that
jf [t; u(t)]j  te t' (t) jujm ;   0; m > 1;  > 0;
where ' is a continuous function on R+. As f [:; y (:)] is continuous, under the as-
sumption of Theorem 3.2.1 we have existence and uniqueness in the space C;1  [0; T ]
for any T > 0.
Let p and q be conjugate exponents, i.e. pq = p + q and 1 := 1 + p [  (1  )m],
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2 := 1 + p (  1) where  :=  +    . If   (m  1) (1  ) > 0 and q > 1=,
then 1 > 0 and 2 > 0. We denote by L the positive real number
L :=
1
(m  1) 2m(mq 1) jbjmq(m 1)
"
 p () (p)1
2p(1 )  (1) (1 + 1=2)
#mq=p
:
Theorem 3.3.1: Suppose that the hypotheses of Theorem 3.2.1 holds, f [t; u (t)]
satises (F) and    (m  1) (1  ) > 0. If ' (t), ' (t) t m(1 ) 2 Lq (0;1) for
some q > 1=; then there exists a positive constant C such that the solution of (3.22)
satises ju (t)j  Ct 1; t > 0 where  = +    , provided that
k'k(m 1)qq
Z 1
0
s qm(1 )'q (s) ds

< L:
Proof : Let us consider the Volterra integral equation
u (t) = bt 1 +
1
  ()
Z t
0
(t  s) 1 f [s; u (s)] ds; t > 0; (3.23)
associated to problem (3.22). Multiplying both sides of (3.23) by t1  and using the
assumption (F) on f ([t; u (t)]) ; we get
t1  ju (t)j  jbj+ t
1 
  ()
Z t
0
(t  s) 1 se s' (s) ju (s)jm ds; t > 0: (3.24)
Let v denote the left-hand side of (3.24). Inserting the term s(1 )ms (1 )m inside
53
the integral gives
v (t)  jbj+ t
1 
  ()
Z t
0
(t  s) 1 s (1 )me s' (s) vm (s) ds; t > 0: (3.25)
Now the Hölder inequality with exponents p and q yields
Z t
0
(t  s) 1 s (1 )me s' (s) vm (s) ds

Z t
0
(t  s)p( 1) sp[ (1 )m]e psds
1=pZ t
0
'q (s) vqm (s) ds
1=q
; t > 0:
The last term in the previous relation is nite for each t xed. This follows from the
fact ' is continuous and u is in C1  [0; T ].
Since 1 1 = p [  (1  )m] ; 2 1 = p (  1) and 1; 2; p > 0, we may apply
Lemma 2.5.1 (with  replaced by 2;  replaced by 1 and ! replaced by p) to get
Z t
0
(t  s) 1 s (1 )me s' (s) vm (s) ds  C1t 1
Z t
0
'q (s) vqm (s) ds
1=q
;
(3.26)
where C1 is the constant appearing in Lemma 2.5.1 corresponding to the present
exponents. That is
C1 =
h
2p(1 )  (1) (1 + 1 (1 + 1) =2) (p)
 1
i1=p
:
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Combining (3.25) and (3.26) we entail that
v (t)  jbj+ t (1 )C^1
Z t
0
'q (s) vqm (s) ds
1=q
; t > 0; (3.27)
where C^1 = C1=  (). Multiplying both sides of (3.27) by t(1 ) we obtain
t(1 )v (t)  jbj t(1 ) + C^1
Z t
0
'q (s) vqm (s) ds
1=q
; t > 0: (3.28)
Let z (t) denote the left-hand side of (3.28). Inserting the term s qm(1 )sqm(1 )
inside the integral gives
z (t)  jbj t(1 ) + C^1
Z t
0
'q (s) s qm(1 )zqm (s) ds
1=q
; t > 0; (3.29)
and raising both sides of (3.29) to the power q, we get (using Lemma 2.5.2)
zq (t)  2q 1

jbjq tq(1 ) + C^q1
Z t
0
'q (s) s qm(1 )zqm (s) ds

; t > 0: (3.30)
Let us set
w (t) = C^q1
Z t
0
'q (s) s qm(1 )zqm (s) ds; t > 0: (3.31)
Then, by the continuity of z and the assumption ' (t) t m(1 ) 2 Lq (0;1) the
integrand is summable and w (0) = 0, and by di¤erentiation
w0 (t) = C^q1'
q (t) t qm(1 )zqm (t) : (3.32)
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Moreover, it is clear that ' and v are nonnegative continuous functions in R+, and
thus w is a continuous, nonnegative and nondecreasing function in R+.
Now, we would like to estimate the right hand side of (3.32) in terms of w.
From (3.30) and (3.31) we entail that
zq (t)  2q 1  jbjq tq(1 ) + w (t) ; t > 0:
Raising both sides to the power m and using Lemma 2.5.2, we get
zqm (t)  2mq 1  jbjmq tmq(1 ) + wm (t) : (3.33)
Next, a substitution of (3.33) into (3.32) yields
w0 (t)  2mq 1C^q1'q (t) t qm(1 )
 jbjmq tmq(1 ) + wm (t)
 2mq 1 jbjmq C^q1'q (t) + 2mq 1C^q1t qm(1 )'q (t)wm (t) ; t > 0: (3.34)
Applying Lemma 2.5.3 (with w (u) = um) we infer that
w (t)  G 1 [G(w (0) + l (t)) + k (t)] ;
where
l (t) = 2mq 1 jbjmq C^q1
R t
0
'q (s) ds and k (t) = 2mq 1C^q1
R t
0
s qm(1 )'q (s) ds. Since
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G (r) =
R r
r0
ds
sm
, r > 0, r0 > 0, then
G (r) =
r1 m
1 m  
r1 m0
1 m
and
G 1 (y) =

r1 m0   (m  1) y
  1
m 1 :
That is
w (t)  G 1
"
l (t)1 m
1 m  
l (t0)
1 m
1 m + k (t)
#

"
l (t0)
1 m   (m  1)
 
l (t)1 m
1 m  
l (t0)
1 m
1 m + k (t)
!#  1
m 1
 l (t)1 m   (m  1) k (t)  1m 1
as long as
l (t)m 1 k (t) <
1
m  1 :
In particular, if
R t
0
'q (s) ds
m 1 R t
0
s qm(1 )'q (s) ds

< L then w (t)  K1 for
some positive constant K1, and thus from (3.29) we nd that
z (t)  jbj t(1 ) +K1=q1
or
t(1 )v (t)  jbj t(1 ) +K1=q1 ;
57
then
v (t)  jbj+K1=q1 t (1 )  C; t  t0 > 0
for some positive constant C. This yields that ju (t)j  Ct 1 for t  t0 > 0 and the
proof is complete.
3.4 Non-existence of Solutions
In this section we consider the Cauchy problem of fractional order with a polynomial
nonlinearity with variable coe¢ cient
8>><>>:

D;0+ u

(t)  t ju (t)jm ; t > 0; m > 1;  2 R 
D 10+ u

(0) = b > 0;
(3.35)
where D;0+ is the Hilfer Fractional Derivative (HFD) of order 0 <  < 1 and type
0    1 and  = +    .
There are several ways to investigate the non-existence and the blow up of solutions.
We will follow the paper by Laskri and Tatar [63], the proof is based on the test
function method and the integration by parts formula.
For this we need the following lemma.
Lemma 3.4.1: If  > 0 and f 2 C [a; b], then
 
Ia+f

(a) = lim
t!a
 
Ia+f

(t) = 0
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and
(Ib f) (b) = lim
t!b
(Ib f) (t) = 0:
Proof : Since f 2 C [a; b], then on [a; b], we have
jf (t)j < M;
for some positive constant M .
Therefore  Ia+f (t)  1  ()
Z t
a
(t  s) 1 jf (s)j ds
 M
  ()
Z t
a
(t  s) 1 ds
 M
  ()
[  (t  s)]ts=a =
M
  ()
(t  a) :
As  > 0 we see that  
Ia+f

(a) = lim
t!a
 
Ia+f

(t) = 0:
Similarity
j(Ib f) (t)j 
1
  ()
Z b
t
(s  t) 1 jf (s)j ds
 M
  ()
Z b
t
(s  t) 1 ds
 M
  ()
[(s  t)]bs=t =
M
  ()
(b  t) :
As  > 0 we see that
(Ib f) (b) = lim
t!b
(Ib f) (t) = 0:
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Theorem (3.4.1): Assume that  >   and 1 < m  +1
1  : Then, Problem (3.35)
does not admit global nontrivial solutions in C1  [0; T ], when b > 0.
Proof : Assume, on the contrary, that a nontrivial solution u exists for all time t > 0:
Let ' 2 C1 ([0;1)) be a test function satisfying : ' (t)  0; ' is non-increasing such
that
' (t) :=
8>><>>:
1; t 2 [0; T=2]
0; t 2 [T;1)
for some T > 0. Multiplying the inequality in (3.35) by ' (t) and integrating we get
Z T
0

D;0+ u

(t)' (t) dt 
Z T
0
t ju (t)jm ' (t) dt
and from the denition of

D;0+ u

(t) we can write
Z T
0
I
(1 )
0+
d
dt
 
I1 0+ u

(t)' (t) dt 
Z T
0
t ju (t)jm ' (t) dt: (3.36)
By virtue of Lemma 2.2.9, we may deduce from (3.36) that
Z T
0
d
dt
 
I1 0+ u

(t)

I
(1 )
T  '

(t) dt 
Z T
0
t ju (t)jm ' (t) dt: (3.37)
An integration by parts in (3.37) yields
h 
I1 0+ u

(t)

I
(1 )
T  '

(t)
iT
t=0
 
Z T
0
 
I1 0+ u

(t)
d
dt

I
(1 )
T  '

(t) dt
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
Z T
0
t ju (t)jm ' (t) dt:
Note that the derivative inside the second term in the right hand side is meaningful
because ' 2 [0;1) and ' (T ) = 0 so the Riemann-Liouville and Caputo exist and
are equal.
By using Lemma 3.4.1 we see that

I
(1 )
T  '

(T ) = 0 and also from initial condition 
I1 0+ u

(0) =
 
D 10+ u

(0) = b, so
 b

I
(1 )
T  '

(0) 
Z T
0
 
I1 0+ u

(t)
d
dt

I
(1 )
T  '

(t) dt 
Z T
0
t ju (t)jm ' (t) dt;
(3.38)
It appears from Denition 2.2.4 that
 b

I
(1 )
T  '

(0) +
Z T
0
 
I1 0+ u

(t)

D
1 (1 )
T  '

(t) dt 
Z T
0
t ju (t)jm ' (t) dt
(3.39)
and from Lemma 2.2.5 we see that
 b

I
(1 )
T  '

(0) +
Z T
0
 
I1 0+ u

(t)
"
1
  [ (1  )]
 
' (T )
(T   t)1 (1 )
 
Z T
t
'
0
(s) ds
(s  t)1 (1 )
!#

Z T
0
t ju (t)jm ' (t) dt: (3.40)
Since ' (T ) = 0 the relation (3.40) becomes
 b

I
(1 )
T  '

(0) 
Z T
0
 
I1 0+ u

(t)

I
(1 )
T  '
0

(t) dt 
Z T
0
t ju (t)jm ' (t) dt:
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Lemma 2.2.9 again allows us to write
 b

I
(1 )
T  '

(0) 
Z T
0
'
0
(t)

I
(1 )
0+ I
1 
0+ u

(t) dt 
Z T
0
t ju (t)jm ' (t) dt
and by Lemma 2.2.6
 b

I
(1 )
T  '

(0) 
Z T
0
'
0
(t)
 
I1 0+ u

(t) dt 
Z T
0
t ju (t)jm ' (t) dt: (3.41)
Notice that
Z T
0
'
0
(t)
 
I1 0+ u

(t) dt =
1
  (1  )
Z T
0
'
0
(t)
Z t
0
u (s)
(t  s)dsdt
 1
  (1  )
Z T
0
'0 (t) Z t
0
ju (s)j
(t  s)dsdt:
Since ' (t) is nonincreasing, ' (s)  ' (t) for all t  s; and thus
1
' (s)1=m
 1
' (t)1=m
, 0  s  t < T , m > 1:
Also we have
'
0
(t) = 0; t 2 [0; T=2] :
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Therefore
R T
0
'
0
(t)
 
I1 0+ u

(t) dt  1
 (1 )
R T
0
'0 (t) R t
0
ju(s)j
(t s)
'(s)1=m
'(s)1=m
dsdt
 1
 (1 )
R T
0
'0 (t)
'(t)1=m
R t
0
ju(s)j
(t s)' (s)
1=m dsdt
 1
 (1 )
R T
T=2
'0 (t)
'(t)1=m
R t
0
ju(s)j
(t s)' (s)
1=m dsdt:
From Denition 2.2.1 we have
Z T
0
'
0
(t)
 
I1 0+ u

(t) dt 
Z T
T=2
'0 (t)
' (t)1=m
 
I1 0+

'1=m juj (t) dt
and by Lemma 2.2.9, we nd
Z T
0
'
0
(t)
 
I1 0+ u

(t) dt 
Z T
T=2
 
I1 T 
'0
'1=m
!
(t)' (t)1=m ju (t)j dt:
(Note that we may assume that
'0 (t)' (t) 1=m is summable even though ' (t)! 0
as t! T; for otherwise we consider ' (t) with su¢ ciently large exponent ).
Next, we multiply by t=m:t =m inside the integral in the right hand side
Z T
0
'
0
(t)
 
I1 0+ u

(t) dt 
Z T
T=2
 
I1 T 
'0
'1=m
!
(t)' (t)1=m
t=m
t=m
ju (t)j dt:
For   <  < 0 we have t =m < T =m (because t < T ) and for  > 0 we get
t =m < 2=mT =m (because T=2 < t), that is
t =m < max

1; 2=m
	
T =m:
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Therefore Z T
0
'
0
(t)
 
I1 0+ u

(t) dt
 max1; 2=m	T =m Z T
T=2
 
I1 T 
'0
'1=m
!
(t) t=m' (t)1=m ju (t)j dt: (3.42)
A simple application of the Young inequality (Theorem 2.5.2) with m and m
0
such
that 1
m
+ 1
m0 = 1 gives Z T
0
'
0
(t)
 
I1 0+ u

(t) dt
 1
m
Z T
T=2
t' (t) ju (t)jm dt+
 
max

1; 2=m
	m0
m0
T 
m
0
m
Z T
T=2
 
I1 T 
'0
'1=m
!m0
(t) dt
 1
m
Z T
0
t' (t) ju (t)jm dt+
 
max

1; 2=m
	m0
m0
T 
m
0
m
Z T
T=2
 
I1 T 
'0
'1=m
!m0
(t) dt:
(3.43)
Clearly from (3.41) and (3.43) we see that
 b

I
(1 )
T  '

(0) +
 
max

1; 2=m
	m0
m0
T 
m
0
m
Z T
T=2
 
I1 T 
'0
'1=m
!m0
(t) dt


1  1
m
Z T
0
t ju (t)jm ' (t) dt;
or since b > 0
1
m0
Z T
0
t ju (t)jm ' (t) dt 
 
max

1; 2=m
	m0
m0
T 
m
0
m
Z T
T=2
 
I1 T 
'0
'1=m
!m0
(t) dt:
(3.44)
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Therefore, by Denition 2.2.2 we have
Z T
0
t ju (t)jm ' (t) dt
  max1; 2=m	m0 T  m0m Z T
T=2
 
1
  (1  )
Z T
t
(s  t) 
'0 (s)
' (s)1=m
ds
!m0
dt: (3.45)
The change of variable T = t yields
Z T
0
t ju (t)jm ' (t) dt
  max1; 2=m	m0 T  m0m Z 1
1=2
 
1
  (1  )
Z T
T
(s  T ) 
'0 (s)
' (s)1=m
ds
!m0
Td:
(3.46)
Another change of variable s = rT gives
Z T
0
t ju (t)jm ' (t) dt
  max1; 2=m	m0 T  m0m Z 1
1=2
 
1
  (1  )
Z 1

(rT   T ) 
'0 (r)
' (r)1=m
dr
!m0
Td;
or Z T
0
t ju (t)jm ' (t) dt

 
max

1; 2=m
	m0
 m
0
(1  ) T
1 m0 m0=m
Z 1
1=2
 Z 1

(r   ) 
'0 (r)
' (r)1=m
dr
!m0
d: (3.47)
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At this point it is clear that we may assume that the integral term in the right hand
side of (3.47) is bounded, that is
Z 1
1=2
 Z 1

(r   ) 
'0 (r)
' (r)1=m
dr
!m0
d  K1;
for some positive constant K1, for otherwise we consider ' (r) with some su¢ ciently
large . Therefore
Z T
0
t ju (t)jm ' (t) dt  K2T 1 m
0 m0=m; (3.48)
with
K2 :=
 
max

1; 2=m
	m0
 m
0
(1  ) K1:
If m < +1
1  we see that 1   m
0   m0=m < 0 and consequently T 1 m0 m0=m ! 0
as T !1. Then from (3.48) we obtain
lim
T!1
Z T
0
t ju (t)jm ' (t) dt = 0:
We reach a contradiction since the solution is supposed to be nontrivial.
In the case m = +1
1  we have 1   m
0   m0=m = 0 and the relation (3.48) ensures
that
lim
T!1
Z T
0
t ju (t)jm ' (t) dt  K2: (3.49)
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Moreover, it is clear that
Z T
T=2
 
I1 T 
'0
'1=m
!
(t) t=m' (t)1=m ju (t)j dt

24Z T
T=2
 
I1 T 
'0
'1=m
!m0
(t) dt
35
1
m
0 Z T
T=2
t' (t) ju (t)jm dt
 1
m
:
This relation, together with (3.41) and (3.42), implies that
Z T
0
t' (t) ju (t)jm dt  K3
Z T
T=2
t' (t) ju (t)jm dt
 1
m
for some positive constant K3, with
lim
T!1
Z T
T=2
t' (t) ju (t)jm dt = 0
due to the convergence of the integral in (3.49). This leads again to a contradiction.
This completes the proof of Theorem 3.4.1.
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Chapter 4
Fractional Di¤erential Problems
with Hilfer-Hadamard Fractional
Derivative
68
In this chapter we discuss the existence, uniqueness and solution, the stability of so-
lutions of the Cauchy type problem (4.2).
Motivated by the denition of Hilfer fractional derivative which interpolates the
Riemann-Liouville fractional derivative and the Caputo fractional derivative, we in-
troduce next a similar one which interpolates the Hadamard fractional derivative
(Denition 2.3.3) and its corresponding Hadamard-Caputo fractional derivative (De-
nition 2.4.2).
Denition (4.1): (HilferHadamard Fractional Derivative (HHFD)) The left sided
fractional derivative of order  (0 <  < 1) and type 0    1 with respect to x is
dened by 
D;a+ f

(x) =

J (1 )a+ D+ a+ f

(x) (4.1)
where D+ a+ is the Hadamard fractional derivative, for functions for which the
expression on the right hand side exists.
Indeed for  = 0 this derivative (4.1) reduces to the Hadamard fractional derivative
(Denition 2.3.3) and when  = 1 we recover the Hadamard-Caputo fractional deriv-
ative Denition (2.4.2).
We will study the existence and uniqueness of a solution of the Cauchy type problem
8>><>>:

D;a+ y

(x) = f (x; y) ; x > a > 0
J (1 )(1 )a+ y

(a) = c;
(4.2)
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where 0 <  < 1, 0    1 and D;a+ is the HHFD (4.1) of order  and type  and
c is a real number. We consider the underlying spaces C;;1 ; [a; b] dened by
C;;1 ; [a; b] =
n
y 2 C1 ;log [a; b] ;D;a+ y 2 C;log [a; b]
o
(4.3)
and
C1 ;log [a; b] =

y 2 C1 ;log [a; b] ;Da+y 2 C1 ;log [a; b]
	
(4.4)
where  = +     and 0   < 1: It is clear that 0 <  < 1 for 0 < ;  < 1.
Here C1 ;log [a; b] and C;log [a; b] are weighted spaces of continuous functions on (a; b]
dened by
C;log [a; b] =
n
g : (a; b]! R:

log
x
a

g (x) 2 C [a; b]
o
; (4.5)
Our investigations are based on reducing the fractional di¤erential problem to a
Volterra integral equation of the second kind
y (x) =
c
  ()

log
x
a
 1
+
1
  ()
Z x
a

log
x
t
 1
f [t; y (t)]
dt
t
; x > a; (4.6)
and on using the Banach xed point theorem.
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4.1 Equivalence of the Cauchy Type Problem and
the Volterra Integral Equation
In this section we prove the equivalence of the Cauchy type problem (4.2) and the
nonlinear Volterra integral equation (4.6) in the sense that, if y 2 C1 ;log [a; b] satises
one of them, then it also satises the other one. To establish this result, we assume
that the function f [x; y (x)] belongs to C;log [a; b] for any y 2 G R. We will need
the following lemma.
Lemma 4.1.1: Let 0 < a < b <1,  > 0, 0   < 1 and g 2 C;log [a; b]. If  > ,
then J a+g is continuous on [a; b] and
J a+g (a) = lim
x!a
J a+g (x) = 0:
Proof : Since g 2 C;log [a; b] then
 
log x
a

g (x) is continuous on [a; b] and on [a; b]
we have log x
a

g (x)
 M;
for some positive constant M . Therefore
 J a+g (x) M J a+ log xa 

(x)
and by using Property 2.3.1 (with  = 1   > 0) we have
 J a+g (x) M   (1  )  (+ 1  ) log xa  :
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As  > , we obtain the result.
Theorem 4.1.1: Let  =  +     where 0 <  < 1 and 0 <  < 1: Let
f : (a; b]  R!R (a > 0) be a function such that f (x; y) 2 C;log [a; b] for any
y 2 C;log [a; b] with 1     < 1   (1  ).
If y 2 C1 ;log [a; b] ; then y satises the (CFDP) (4.2) if and only if y satises
the (IE) (4.6).
Proof : First we prove the necessity. Let y 2 C1 ;log [a; b] be a solution of problem
(4.2). We want to prove that y is also a solution of the integral equation (4.6). By
the denition of the space C1 ;log [a; b] relation (4.4) above, we have

 J 1 a+ y = Da+y 2 C1 ;log [a; b] :
Moreover, by Lemma 2.3.2(b) we have J 1 a+ y 2 C [a; b] since y 2 C1 ;log [a; b]. Then
by Denition 2.1.7 we have
 J 1 a+ y (x) 2 C1;1  [a; b] :
Thus we can apply Theorem 2.3.1 (with f replaced by y) to get
 J a+Da+y (x) = y (x) 
 J 1 a+ y (a)
  ()

log
x
a
 1
; x 2 (a; b] (4.7)
or  J a+Da+y (x) = y (x)  c  () log xa 1 ; x 2 (a; b] (4.8)
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where c comes from the initial condition in (4.2). By our hypothesis f [x; y (x)] 2
C;log [a; b], since y 2 C1 ;log [a; b]  C;log [a; b], and Lemma 2.3.2 (a) and 2.3.2 (b)
we see that the integral J a+f [x; y (x)] 2 C ;log [a; b] for  >  and J a+f [x; y (x)] 2
C [a; b] for   . Applying the operator J a+ to both sides of (4.2) we get
J a+J (1 )a+
 Da+y (x) = J a+f [x; y (x)] ; x 2 (a; b]:
We can sum up the exponents by Property 2.3.2 to get
J +(1 )a+ Da+y (x) = J a+f [x; y (x)] ; x 2 (a; b]
or  J a+Da+y (x) = (J a+f [t; y (t)]) (x) ; x 2 (a; b]: (4.9)
From (4.8) and (4.9) we obtain
y (x) =
c
  ()

log
x
a
 1
+ (J a+f [t; y (t)]) (x) ;
which is the equation (4.6), and hence the necessity is proved.
Now we prove the su¢ ciency. Let y 2 C1 ;log [a; b] satisfy the equation (4.6), then
Da+y exists and Da+y 2 C1 ;log [a; b]. Applying the operator Da+to both sides of
(4.6) we nd
 Da+y (x) = c  ()Da+

log
t
a
 1
(x) +
 Da+J a+f [t; y (t)] (x) :
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By using Lemma 2.3.1, Denition 2.3.3, Property 2.3.2 and the hypothesis f (x; y) 2
C;log [a; b], we have
 Da+y (x) =   J 1 a+ J a+f [t; y (t)] (x)
= 

J 1 (1 )a+ f [t; y (t)]

(x)
=

D(1 )a+ f [t; y (t)]

(x) ; x 2 (a; b]:
(4.10)
From (4.10) and the fact that Da+y 2 C1 ;log [a; b], we obtain that
D(1 )a+ f [x; y (x)] 2 C1 ;log [a; b] :
Next, applying the operator J (1 )a+ to both sides of (4.10) we get

J (1 )a+ Da+y

(x) =

J (1 )a+ D(1 )a+ f [t; y (t)]

(x) :
That is
J (1 )a+ 
 J 1 a+ y (x) = J (1 )a+ D(1 )a+ f [t; y (t)] (x) :
By virtue of


J 1 (1 )a+ f [t; y (t)]

(x) =

D(1 )a+ f [t; y (t)]

(x) 2 C1 ;log [a; b] ;
and  >  (1  ) and Denition 2.1.7 we have J 1 (1 )a+ f 2 C1;1  [a; b] (see the
rst part of the proof for the continuity of J 1 (1 )a+ f for  < 1    (1  )). Then
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Theorem 2.3.1 allows us to write

D;a+ y

(x) = f (x; y) 

J 1 (1 )a+ f

(a)
  [ (1  )]

log
x
a
(1 ) 1
; x 2 (a; b]: (4.11)
Lemma 4.1.1 implies that 
J 1 (1 )a+ f

(a) = 0
because 1   (1  ) > . Hence the relation (4.11) reduces to

D;a+ y

(x) = f (x; y) ; x > a:
Now we show that the initial condition in (4.2) also holds. To this end we apply the
operator J 1 a+ to both sides of (4.6)
 J 1 a+ y (x) = c  ()J 1 a+

log
t
a
 1
(x) +
 J 1 a+ J a+f [t; y (t)] (x)
and use the Property 2.3.1 (with  replaced by 1   and  by ) and the Property
2.3.2 to obtain  J 1 a+ y (x) = c+ J 1 (1 )a+ f [t; y (t)] (x) : (4.12)
In (4.12), taking the limit as x! a, we obtain
 J 1 a+ y (a) = c+ J 1 (1 )a+ f [t; y (t)] (a) :
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But as mentioned above

J 1 (1 )a+ f [t; y (t)]

(a) = 0, therefore
 J 1 a+ y (a) = c
and the su¢ ciency is proved, which completes the proof of Theorem 4.1.1.
4.2 Existence and Uniqueness of a Solution
In this section we establish the existence of a unique solution to the Cauchy type
problem (4.2) in the space C;;1 ; [a; b] dened in (4.3) above under the conditions
of Theorem 4.1.1 and an additional Lipschitz condition (Denition 2.5.1).
Theorem 4.2.1: Let  =  +     where ( 0 <  < 1; 0    1). Assume
that f : (a; b]  R!R (a > 0) is a function such that f [x; y] 2 C;log [a; b] for any
y 2 C;log [a; b] with 1    < 1  (1  ) and the Lipschitz condition (Denition
2.5.1) holds with respect to the second variable. Then there exists a unique solution
y for the Cauchy type problem (4.2) in the space C;;1 ; [a; b].
Proof : First we prove the existence of a unique solution y in the space C1 ;log [a; b].
According to Theorem 4.1.1, it su¢ ces to prove the existence of a unique solution
y 2 C1 ;log [a; b] to the nonlinear Volterra integral equation (4.6).
Let us select x1 in (a; b) such that
w1 :=
A  ()
  (+ )

log
x1
a

< 1; (4.13)
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where A > 0 is the Lipschitz constant in Denition 2.5.1. We start by proving that
a unique solution y 2 C1 ;log [a; x1] to equation (4.6) exists on the interval (a; x1]. It
is easy to see that the space C1 ;log [a; x1] is a complete metric space when equipped
with the distance given by
d (y1; y2) = ky1   y2kC1 ;log[a;x1] := maxx2[a;x1]
log xa1  [y1 (x)  y2 (x)]
 : (4.14)
The integral equation (4.6) takes the form
y (x) = (Ty) (x) (4.15)
where
(Ty) (x) = y0 (x) + (J a+f [t; y(t)]) (x) (4.16)
with
y0 (x) =
c
  ()

log
x
a
 1
: (4.17)
We claim that T maps C1 ;log [a; x1] to itself. Indeed, y0 (x) given by (4.17) is clearly
in C1 ;log [a; x1]. Also since f [x; y (x)] 2 C;log [a; b] for any y 2 C;log [a; b] with
 2 R (0   < 1), then by Lemma 2.3.2 (a) and 2.3.2 (b) the integral in the right
hand side of (4.16) belongs to C ;log [a; b] for  >  and to C [a; b] for   . Since
    < 1   , ( < 1    (1  )), and 1     0. Then, by Property 2.1.1 the
right-hand side of (4.16) belongs to C1 ;log [a; b]. Therefore, the operator T dened
by (4.16) maps C1 ;log [a; x1] onto C1 ;log [a; x1], that is Ty 2 C1 ;log [a; x1].
77
Our second claim is that T is a contraction, that is
kTy1   Ty2kC1 ;log[a;x1]  w1 ky1   y2kC1 ;log[a;x1] ; 0 < w1 < 1: (4.18)
This follows from (4.16), Denition 2.5.1, Lemma 2.3.2 (a) and the fact that
kTy1   Ty2kC1 ;log[a;x1] =
J a+f [t; y1 (t)]  J a+f [t; y2 (t)]C1 ;log[a;x1]
 J a+ jf [t; y1(t)]  f [t; y2(t)]jC1 ;log[a;x1]
  log x1
a
  ()
 (+)
kf [t; y1(t)]  f [t; y2(t)]kC1 ;log[a;x1]
 A  log x1
a
  ()
 (+)
ky1(t)  y2(t)kC1 ;log[a;x1]
 w1 ky1(t)  y2(t)]kC1 ;log[a;x1] :
Our assumption (4.13) allows us to apply the Banach xed point theorem (Theorem
2.5.1) to obtain a unique solution y 2 C1 ;log[a; x1] to the equation (4.6) on the
interval [a; x1].
Theorem 2.5.1 tells us that this solution y is a limit of a convergent sequence Tmy0:
lim
m!1
kTmy0   ykC1 ;log[a;x1] = 0; (4.19)
where y0 is any function in C1 ;log[a; x1]. It is convenient to take y

0 (x) = y0 (x) with
y0 (x) dened by (4.17). If we denote by
ym (x) := (T
my0) (x) = y0 (x) +
 J a+f t;  Tm 1y0 (t) (x) ; m 2 N (4.20)
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and ym 1 (t) = (Tm 1y0) (t), then clearly limm!1 kym   ykC1 ;log[a;x1] = 0.
Next, we consider the interval [x1; b]. From the equation (4.6) we have
y (x) = c
 ()
 
log x
a
 1
+
 J a+f [t; y (t)] (x)
= c
 ()
 
log x
a
 1
+ 1
 ()
R x
a
 
log x
t
 1 f [t;y(t)]
t
dt
= c
 ()
 
log x
a
 1
+ 1
 ()
R x1
a
 
log x
t
 1 f [t;y(t)]
t
dt
+ 1
 ()
R x
x1
 
log x
t
 1 f [t;y(t)]
t
dt:
Since the function y (t) is uniquely dened on the interval (a; x1], the last integral can
be considered as the unknown function, and we rewrite the last equation as
y (x) = y01 (x) +
1
  ()
Z x
x1

log
x
t
 1 f [t; y(t)]
t
dt; (4.21)
where y01 (x) is dened by
y01 (x) =
c
  ()

log
x
a
 1
+
1
  ()
Z x1
a

log
x
t
 1 f [t; y(t)]
t
dt; (4.22)
and is a known function. We note that y01 (x) 2 C [x1; b].
Next, we consider the point x2 2 (x1; b], x2 = x1 + h1, h1 > 0
w2 =
A
  ()

log
x2
x1

< 1: (4.23)
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C [x1; x2] is a complete metric space with the distance given by
d (y1   y2) = ky1   y2kC[x1;x2] = maxx2[x1;x2] jy1 (x)  y2 (x)j : (4.24)
The integral equation (4.21) may be written shortly as
y (x) = (Ty) (x) ; (4.25)
where the operator (again denoted by T ) is given by
(Ty) (x) = y01 (x) +
1
  ()
Z x
x1

log
x
t
 1 f [t; y(t)]
t
dt: (4.26)
As in the rst part of this proof, since y01 (x) 2 C [x1; x2] and f [x; y (x)] 2 C;log [a; b]
for any y (x) 2 C;log [a; b], then f [x; y (x)] 2 C [x1; x2] for any y (x) 2 C [x1; x2], then
by Lemma 2.3.4, we deduce that the integral in the right-hand side of (4.26) also
belongs to C [x1; x2], and hence (Ty) (x) 2 C [x1; x2].
Moreover, using the Lipschitz condition Denition 2.5.1 and applying the Lemma
2.3.4, we nd
kTy1   Ty2kC[x1;x2] =
J 
x+1
f [t; y1 (t)]  J x+1 f [t; y2 (t)]

C[x1;x2]

J 
x+1
jf [t; y1(t)]  f [t; y2(t)]j

C[x1;x2]
 1
 ()

log x2
x1

kf [t; y1(t)]  f [t; y2(t)]kC[x1;x2]
 A
 ()

log x2
x1

ky1(t)  y2(t)kC[x1;x2]
 w2 ky1(t)  y2(t)]kC[x1;x2] :
(4.27)
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This, together with our assumption 0 < w2 < 1, shows that T is a contraction
and therefore from Theorem 2.5.1, there exists a unique solution y1 (x) 2 C[x1; x2]
to equation (4.6) on the interval [x1; x2]. Notice that y1 (x1) = y
 (x1) = y01 (x1).
Further, Theorem 2.5.1 guarantees that this solution is the limit of a convergent
sequence Tmy01:
lim
m!1
kTmy01   y1kC[x1;x2] = 0 (4.28)
where y01 is any function in C[x1; x2], which we can pick y

01 (x) = y01 (x) dened by
(4.22). Therefore
lim
m!1
kym   y1kC[x1;x2] = 0; (4.29)
where
ym (x) = (T
my01) (x) = y01 (x) +
1
  ()
Z x
x1

log
x
t
 1 f [t; (Tm 1y01) (t)]
t
dt: (4.30)
If x2 6= b, we consider the interval [x2; x3], where x3 = x2 + h2, h2 > 0 such that
x3  b and
w3 =
A
  ()

log
x3
x2

< 1: (4.31)
Using the same arguments as above, we derive that there exists a unique solution
y2 2 C [x2; x3] to the equation (4.6) on the interval [x2; x3]. If x3 6= b, then we continue
the process until we reach a solution y to (4.6), y (x) = yk (x), and y

k 2 C [xk; xk+1]
(k = 1; :::; L), where a = x0 < x1 < ::: < xL+1 and
wk+1 =
A
  ()

log
xk+1
xk

< 1; (4.32)
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Assume that b   a >  (+)
A ()
(for otherwise take x1 = b). Then, divide the length of
the interval
h
a+  (+)
A ()
; b
i
by

 ()
A
1=
. Let M be that quotient. It appears that
for L = [M ]+1 and b is reached after a nite number of steps, xL+1 = b. Then, there
exists a unique solution y (x) 2 C [x1; b] to equation (4.6) on the interval [x1; b].
Putting together the solutions in [a; x1] and [x1; b] and taking into account the Lemma
2.3.5, we obtain that there exists a unique solution y 2 C1 ;log [a; b] to the Volterra
integral equation (4.6) on the whole interval [a; b]. Hence y 2 C1 ;log [a; b] is the
unique solution to the Cauchy-type problem (4.2).
It remains to show that such a unique solution y 2 C1 ;log [a; b] is actually in
C;;1 ; [a; b]. To this end we need to prove that D;a+ y 2 C;log [a; b]. Let us re-
call that our y is a limit of the sequence ym; where ym (x) = (Tmy0) 2 C1 ;log [a; b],
that is
lim
m!1
kym   ykC1 ;log[a;b] = 0; (4.33)
with a certain choice of y0 (x) on each [a; x1] ; :::; [xL; b].
If y0 (x) 6= 0; then we can take y0 (x) = y0 (x). Since   1   , then by (4.2), the
Lipschitz condition Denition 2.5.1 and Property 2.1.1, we have
D;a+ ym  D;a+ y
C;log[a;b]
= kf [x; ym]  f [x; y]kC;log[a;b]
 A kym   ykC;log[a;b]  A
 
log b
a
 1+ kym   ykC1 ;log[a;b] :
(4.34)
In virtue of (4.33) and (4.34) it follows that
lim
m!1
D;a+ ym  D;a+ y
C;log[a;b]
= 0: (4.35)
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We entail from this relation that

D;a+ y

(x) 2 C;log[a; b] if

D;a+ ym

(x) 2 C;log[a; b],
m = 1; 2; :::. This latter property holds in as much as D;a+ ym (x) = f [x; ym 1 (x)]
and f [x; y (x)] 2 C;log[a; b] for any y (x) 2 C;log[a; b]. Hence a unique solution
y (x) 2 C1 ;log [a; b] has the property

D;a+ y

(x) 2 C;log[a; b]. Consequently,
y (x) 2 C;;1 ; [a; b]. This completes the proof of Theorem 4.2.1.
4.3 Stability of Hilfer-Hadamard Fractional Deriv-
ative
In this section we consider the weighted Cauchy-type problem
8>><>>:
D;a+ u (t) = f (t; u) ; t > a > 0; 
log t
a
(1 )(1 )
u (t) jt=a = b;
(4.36)
where D;+ is the Hilfer-Hadamard fractional derivative (HHFD) of order 0 <  < 1
and type 0    1 and b 2 R (the set of all real numbers except 0). We will assume
the following hypotheses on the function f (t; u):
(F*) f (t; u) is a continuous nonlinear function on (a;1) R and is such that
jf (t; u)j 

log
t
a

' (t) ju (t)jm ;   0; m > 1; t  a
where ' is a continuous function on [a;1).
For this we need the following inequality.
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Lemma 4.3.1 : If ; ; ! > 0; then for any t > a, a > 0 we have

log
t
a
1  Z t
a

log
t
s
 1 
log
s
a
 1 s
a
 ! ds
s
 C! ;
where C is a positive constant independent of t.
Proof : Let us denote by I (t) the left-hand side of the inequality in the Lemma. We
consider the change of variable,  = log(s=a)
log(t=a)
then s
a
=
 
t
a

and log t
s
= (1  )  log t
a

.
It follows that
I (t) =

log
t
a
 Z 1
0
(1  ) 1  1

t
a
 !
d
or
I (t) =

log
t
a
 Z 1
0
(1  ) 1  1 exp

 ! log

t
a

d:
Observe that, for   1 and []+1   we have []+1  . Also since +2  []+2
and the Gamma function is increasing for [2;1), we have   (+ 2)    ([] + 2) or
1
 ([]+2)
 1
 (+2)
. Moreover e  []+1
 ([]+2)
(  ([] + 2) = ([] + 1)!), and hence
e  
[]+1
  ([] + 2)
 

  ([] + 2)
 

  (+ 2)
or
e     (+ 2)

:
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Therefore, for 0   < 1=2 we get
(1  ) 1  max  1; 21  :
For 1=2 <   1 we have
exp

 ! log

t
a

   (+ 2) 
! log
 
t
a
  !    (+ 2)  2!   (+ 2) :
This means that

log
t
a

(1  ) 1  1 exp

 ! log

t
a


8>><>>:
max (1; 21 )
 
log t
a

 1 exp
  ! log   t
a

for 0   < 1=2;
2 (1  ) 1   (+ 2)!  for 1=2 <   1:
Consequently
I (t)  max  1; 21 log t
a
 Z 1=2
0
 1 exp

 ! log

t
a

d
+2!   (+ 2)
Z 1
1=2
(1  ) 1 d:
Let u = ! log
 
t
a

, we see that
I (t)  max  1; 21 log t
a
 Z 1
0
 
u
! log
 
t
a
! 1 e u du
! log
 
t
a

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+2!   (+ 2)

 (1  )


1
=1=2
:
Thus
I (t)  max  1; 21 !   () + 21 !   (+ 2)

:
As a result, I (t)  max f1; 21 g  () (1 +  (+ 1) =)! .
For 0 <  < 1, e  1 it is clear that
  (+ 2) e  1  
holds and we proceed in the same manner to conclude that

log
t
a
1  Z t
a

log
t
s
 1 
log
s
a
 1 s
a
 ! ds
s
 C! ;
where C = max f1; 21 g  () (1 +  (+ 1) =). The proof is complete.
Let p and q be conjugate exponents, i.e. pq = p+q, and let 1 := 1+p [  (1  )m]
and 2 := 1+p (  1), where  := + . If  (m  1) (1  ) > 0 and q > 1=,
then 1 > 0 and 2 > 0: We denote by L the positive real number
L :=

  ()
2m+( 1) jbjm 1
m
(2a)m
m  1
1=q "
(p  1)1
  (1) (1 + 1=2)
#m=p
; m > 1:
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Theorem 4.3.1: Suppose that f (t; u) satises (F*) and  > (m  1) (1  ). If

k' (t)kq
m 1 ' (t)

log
t
a
 m(1 )
q
< L
for some q > 1=; then there exists a positive constant C such that ju (t)j 
C
 
log t
a
 1
, t > ae (a > 0), where  = +    .
Proof : Let us consider the Volterra integral equation
u (t) = b

log
t
a
 1
+
1
  ()
Z t
a

log
t
s
 1
f [s; u (s)]
ds
s
; t > a > 0 (4.37)
associated to problem (4.36). Multiplying both sides of (4.37) by
 
log t
a
1 
and using
the assumption (F*) on f (t; u) ; we get

log
t
a
1 
ju (t)j  jbj+
 
log t
a
1 
  ()
Z t
a

log
t
s
 1 
log
s
a

' (s) ju (s)jm ds
s
:
(4.38)
Let v (t) denote the left-hand side of (4.38). The insertion of the term

log
s
a
(1 )m 
log
s
a
 (1 )m
inside the integral gives
v (t)  jbj+
 
log t
a
1 
  ()
Z t
a

log
t
s
 1 
log
s
a
 (1 )m
' (s) vm (s)
ds
s
; t > a:
(4.39)
87
Now the Hölder inequality with exponents p and q yields
Z t
a

log
t
s
 1 
log
s
a
 (1 )m
' (s) vm (s)
ds
s

 Z t
a

log
t
s
p( 1) 
log
s
a
p( (1 )m) ds
sp
!1=pZ t
a
'q (s) vqm (s) ds
1=q
;
or Z t
a

log
t
s
 1 
log
s
a
 (1 )m
' (s) vm (s)
ds
s
 a 1=q
 Z t
a

log
t
s
p( 1) 
log
s
a
p( (1 )m) s
a
 (p 1) ds
s
!1=p

Z t
a
'q (s) vqm (s) ds
1=q
; t > a:
Since 1   1 = p [  (1  )m], 2   1 = p (  1) and 1, 2, p   1 > 0, we may
apply Lemma 4.3.1 (with  replaced by 2,  replaced by 1 and ! replaced by p 1)
to get
Z t
a

log
t
s
 1 
log
s
a
 (1 )m
' (s) vm (s)
ds
s
 a 1=qC1

log
t
a
 1
(4.40)

Z t
a
'q (s) vqm (s) ds
 1
q
; t > a
where C1 is the constant appearing in Lemma 4.3.1 corresponding to the present
exponents. That is
C1 =

2p( 1)  (1) (1 + 1 (1 + 1) =2) (p  1) 1
1=p
:
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Combining (4.39) and (4.40) we entail that
v (t)  jbj+ C^1

log
t
a
 (1 )Z t
a
'q (s) vqm (s) ds
1=q
; t > a (4.41)
where C^1 = a 1=q C1 () . Multiplying both sides of (4.41) by
 
log t
a
(1 )
, we obtain

log
t
a
(1 )
v (t)  jbj

log
t
a
(1 )
+ C^1
Z t
a
'q (s) vqm (s) ds
1=q
; t > a:
(4.42)
Let z (t) denote the left-hand side of (4.42). The insertion of the term

log
s
a
 qm(1 ) 
log
s
a
qm(1 )
inside the integral gives
z (t)  jbj

log
t
a
(1 )
+ C^1
Z t
a
'q (s)

log
s
a
 qm(1 )
zqm (s) ds
1=q
: (4.43)
Raising both sides of (4.43) to the power q and using Lemma 2.5.2, we get
zq (t)  2q 1
 
jbjq

log
t
a
q(1 )
+ C^q1
Z t
a
'q (s)

log
s
a
 qm(1 )
zqm (s) ds
!
:
(4.44)
Let us set
w (t) = C^q1
Z t
a
'q (s)

log
s
a
 qm(1 )
zqm (s) ds; t > a: (4.45)
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Then, clearly w (a) = 0, and by di¤erentiation
w0 (t) = C^q1'
q (t)

log
t
a
 qm(1 )
zqm (t) ; t > a: (4.46)
Moreover, it is clear that as ' and v are nonnegative continuous functions in [a;1).
Thus w is a continuous, nonnegative and nondecreasing function in [a;1).
Now, we would like to estimate the right hand side of (4.46) in term of w (t). From
(4.44) and (4.45) we entail that
zq (t)  2q 1
 
jbjq

log
t
a
q(1 )
+ w (t)
!
; t > a: (4.47)
Raising both sides of (4.47) to the power m and using Lemma 2.5.2 again, we get
zqm (t)  2mq 1
 
jbjmq

log
t
a
mq(1 )
+ wm (t)
!
; t > a: (4.48)
The substitution of (4.48) in (4.46) yields
w0 (t)  2mq 1C^q1'q (t)

log
t
a
 qm(1 ) 
jbjmq

log
t
a
mq(1 )
+ wm (t)
!
 2mq 1 jbjmq C^q1'q (t) + 2mq 1C^q1

log
t
a
 qm(1 )
'q (t)wm (t) : (4.49)
Applying Lemma 2.5.3 (with w (u) = um) we infer that
w (t)  G 1

G

w (a) +
Z t
a
2mq 1 jbjmq C^q1'q (s) d

s
90
+Z t
a
2mq 1C^q1

log
s
a
 qm(1 )
'q (s) ds

:
Let us set
l (t) = 2mq 1 jbjmq C^q1
Z t
a
'q (s) ds
and
k (t) = 2mq 1C^q1
Z t
a

log
s
a
 qm(1 )
'q (s) ds;
then
w (t)  G 1 [G(l (t)) + k (t)] ;
where we have used the fact that w (a) = 0. Since G (r) =
R r
r0
ds
sm
, r > 0, r0 > 0, then
G (r) = r
1 m
1 m  
r1 m0
1 m and G
 1 (y) =

r1 m0   (m  1) y
  1
m 1 . That is
w (t)  G 1
"
l (t)1 m
1 m  
l (t0)
1 m
1 m + k (t)
#

"
l (t0)
1 m   (m  1)
 
l (t)1 m
1 m  
l (t0)
1 m
1 m + k (t)
!#  1
m 1
 l (t)1 m   (m  1) k (t)  1m 1
as long as
l (t)m 1 k (t) <
1
m  1 :
In particular, if

k' (t)kq
m 1 ' (t)  log ta m(1 )
q
< L=2, then w (t)  K1 for
91
some positive constant K1 for all t > a, and thus from (4.43) we see that
z (t)  jbj

log
t
a
(1 )
+K
1=q
1 ;
and then
v (t)  jbj+K1=q1

log
t
a
 (1 )
 C; t  t0 > ae
for some positive constant C. This yields that ju (t)j  C  log t
a
 1
for t  t0 > ae.
The proof is complete.
4.4 Non-existence result
We consider the Cauchy-type problem
8>><>>:

D;a+ u

(t) = f [t; u (t)] ; t > a
D( 1)(1 )a+ u

(a) = b
(4.50)
where 
D;a+ u

(t) = J (1 )a+

t
d
dt

J (1 )(1 )a+ u

(t)
is the Hilfer-Hadamard Fractional Derivative (HHFD) of order 0 <  < 1 and type
0    1.
We investigate the case when f [t; u (t)]   log t
a
 ju (t)jm for some m > 1 and  2R.
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That is we consider the Cauchy problem
8>><>>:

D;a+ u

(t)   log t
a
 ju (t)jm ; t > a > 0; m > 1;  2 R D 1a+ u (a) = b  0 (4.51)
where D;a+ is theHHFD of order 0 <  < 1 and type 0    1 and  = + .
For this we need the following lemma.
Lemma 4.4.1: If  > 0 and f 2 C [a; b], then
 J a+f (a) = lim
t!a
 J a+f (t) = 0
and
(J b f) (b) = lim
t!b
(J b f) (t) = 0:
Proof : Since f 2 C [a; b], then on [a; b], we have
jf (t)j < M;
for some positive constant M .
Therefore  J a+f (t)  1  ()
Z t
a

log
t
s
 1
jf (s)j ds
s
 M
  ()
Z t
a

log
t
s
 1
ds
s
 M
  ()

 

log
t
s
t
s=a
=
M
  (+ 1)

log
t
a

:
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As  > 0 we see that  J a+f (a) = lim
t!a
 J a+f (t) = 0:
Similarity
j(J b f) (t)j 
1
  ()
Z b
t

log
s
t
 1
jf (s)j ds
s
 M
  ()
Z b
t

log
s
t
 1 ds
s
 M
  ()
h
log
s
t
ib
s=t
=
M
  (+ 1)

log
b
t

:
As  > 0 we see that
(J b f) (b) = lim
t!b
(J b f) (t) = 0:
Theorem 4.4.1: Assume that   0. Then, Problem (4.51) does not admit global
nontrivial solution in C1 ;log [a; b] when b  0.
Proof : Assume that a nontrivial solution exists for all time t > a. Let ' (t) 2
C1 ([a;1)) be a test function satisfying : ' (t)  0, ' (t) is non-increasing and such
that
' (t) :=
8>><>>:
1; a  t  T
0; t  T
for some T > a and some  ( < 1) such that a < T < T . Multiplying the inequality
in (4.51) by '(t)
t
and integrating over [a; T ] we get
Z T
a
' (t)

D;a+ u

(t)
dt
t

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
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and from the denition of

D;a+ u

(t) we can write
Z T
a
' (t)

J (1 )a+ t
d
dt
J 1 a+ u

(t)
dt
t

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
: (4.52)
By virtue of Lemma 2.3.6 (after extending by zero outside [a; T ]), we may deduce
from (4.52) that
Z T
a
d
dt
 J 1 a+ u (t)J (1 )T  ' (t) (t) dt  Z T
a

log
t
a

ju (t)jm ' (t) dt
t
: (4.53)
Notice that Lemma 2.3.6 is valid in our case since (
 
log t
a
(1 )  Da+u 2 C [a; T ]
implies that
 log ta(1 )  Da+u (t) M on [a; T ] for some positive constant M)
Z T
a
t  1p  Da+u (t)p0 dtt M
Z T
a
t1 p
0

log
t
a
 p0(1 )
dt
t
M
Z 1
a
t1 p
0

log
t
a
 p0(1 )
dt
t
:
Let s = (p0   1)  log t
a

; then by the denition of the Gamma function
Z T
a
t  1p  Da+u (t)p0 dtt  Ma1 p
0
(p0   1)1 p0(1 )
Z 1
0
s p
0(1 )e sds
 Ma
1 p0
(p0   1)1 p0(1 )
  (1  p0 (1  )) <1:
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Hence t d
dt
 J 1 a+ u t =  Da+u (t) 2 Xp0 1=p (and ' 2 Lp) for some p > 1 .
An integration by parts in (4.53) yields
h J 1 a+ u (t)J (1 )T  ' (t)iT
t=a
 
Z T
a
 J 1 a+ u (t) ddt J (1 )T  ' (t) dt

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
or
 b

J (1 )T  '
  
a+
  Z T
a
 J 1 a+ u (t) ddt J (1 )T  ' (t) dt (4.54)

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
because

J (1 )T  '

(T ) = 0 (see Lemma 4.4.1) and
 J 1 a+ u (a) =  D 1a+ u (a) = b:
Multiplying by t
t
inside the integral in the left hand side of (4.54) we see that
 b

J (1 )T  '

(a) +
Z T
a
 J 1 a+ u (t) t ddt

J (1 )T  '

(t)
dt
t

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
:
It appears from Denition 2.3.4 that
 b

J (1 )T  '
  
a+

+
Z T
a
 J 1 a+ u (t)D1 (1 )T  ' (t) dtt
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
Z T
a

log
t
a

ju (t)jm ' (t) dt
t
and from Lemma 2.3.3 we see that
 b

J (1 )T  '
  
a+

+
Z T
a
 J 1 a+ u (t)
"
' (T )
  ( (1  ))

log
T
t
(1 ) 1
  1
  ( (1  ))
Z T
t

log
s
t
(1 ) 1
'
0
(s) ds

dt
t

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
:
Since ' (T ) = 0 and
1
  ( (1  ))
Z T
t

log
s
t
(1 ) 1
'
0
(s) ds =

J (1 )T  '

(t) ;
the last inequality becomes
 b

J (1 )T  '
  
a+
  Z T
a
 J 1 a+ u (t)J (1 )T  ' (t) dtt

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
:
Note that ' 2 Lp and by the same argument as the one used at the beginning of
the proof we may show that J 1 a+ u 2 Xp
0
 1=p since J 1 a+ u 2 C1 ;log [a; T ] : Therefore,
Lemma 2.3.6 again allows us to write
 b

J (1 )T  '
  
a+
  Z T
a
' (t)

J (1 )a+ J 1 a+ u

(t)
dt
t

Z T
a

log
t
a

ju (t)jm ' (t) dt
t
;
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and by the Semigroup Property 3.3.2
 b

J (1 )T  '
  
a+
  Z T
a
' (t)
 J 1 a+ u (t) dtt 
Z T
a

log
t
a

ju (t)jm ' (t) dt
t
:
(4.55)
On the other hand
Z T
a
' (t)
 J 1 a+ u (t) dtt = 1  (1  )
Z T
a
' (t)
Z t
a

log
t
s
 
u (s)
s
ds
dt
t
 1
  (1  )
Z T
a
j' (t)j
Z t
a

log
t
s
  ju (s)j
s
ds
dt
t
:
As ' is nonincreasing, we have ' (s)  ' (t) for all t  s and 1
'1=m(s)
 1
'1=m(t)
, m > 1.
Also it is clear that
'
0
(t) = 0; t 2 [a; T ] :
Therefore Z T
a
' (t)
 J 1 a+ u (t) dtt
 1
  (1  )
Z T
a
j' (t)j
Z t
a

log
t
s
  ju (s)j'1=m (s)
s'1=m (s)
ds
dt
t
 1
  (1  )
Z T
T
j' (t)j
'1=m (t)
Z t
a

log
t
s
  ju (s)j'1=m (s)
s
ds
dt
t
:
Denition 2.3.1 allows us to write
Z T
a
' (t)
 J 1 a+ u (t) dtt 
Z T
T
j' (t)j
'1=m (t)
 J 1 a+ juj'1=m (t) dtt :
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By the same argument as the one used at the beginning of the proof we may show
that ju (t)j'1=m (t) 2 Xp0 1=p (ju (t)j'1=m (t) < ju (t)j). Moreover, it is easy to see that
j'(t)j
'1=m(t)
2 Lp (for otherwise we consider ' (t) with some su¢ ciently large ). Thus,
we can apply Lemma 2.3.6 to get
Z T
a
' (t)
 J 1 a+ u (t) dtt 
Z T
T
ju (t)j'1=m (t)

J 1 T 
j'j
'1=m

(t)
dt
t
: (4.56)
Next, we multiply by
 
log t
a
=m
:
 
log t
a
 =m
inside the integral in the right hand side
of (4.56)
Z T
a
' (t)
 J 1 a+ u (t) dtt 
Z T
T

J 1 T 
j'j
'1=m

(t) ju (t)j'1=m (t)
 
log t
a
=m 
log t
a
=m dtt :
For   0 we have  log t
a
 =m   log T
a
 =m
(because  =m < 0 and t > T ), that
is 
log
t
a
 =m


log
T
a
 =m
:
It follows that Z T
a
' (t)
 J 1 a+ u (t) dtt


log
T
a
 =m Z T
T

J 1 T 
j'j
'1=m

(t)

log
t
a
=m
ju (t)j'1=m (t) dt
t
: (4.57)
By using the Young inequality (see Theorem 2.5.2), withm andm
0
such that 1
m
+ 1
m0 =
1; in the right hand side of (4.57) we nd
Z T
a
' (t)
 J 1 a+ u (t) dtt
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 1
m
Z T
T

log
t
a

' (t) ju (t)jm dt
t
+
 
log T
a
 m0=m
m0
Z T
T

J 1 T 
j'j
'1=m
m0
(t)
dt
t
 1
m
Z T
a

log
t
a

' (t) ju (t)jm dt
t
+
 
log T
a
 m0=m
m0
Z T
T

J 1 T 
j'j
'1=m
m0
(t)
dt
t
:
(4.58)
Clearly from (4.55) and (4.58) we see that
 b

J (1 )T  '
  
a+

+
 
log T
a
 m0=m
m0
Z T
T

J 1 T 
j'j
'1=m
m0
(t)
dt
t


1  1
m
Z T
a

log
t
a

' (t) ju (t)jm dt
t
;
or, since b  0 and ' (t)  0 (b

J (1 )T  '

(a+)  0)
1
m0
Z T
a

log
t
a

' (t) ju (t)jm dt
t

 
log T
a
 m0=m
m0
Z T
T

J 1 T 
j'j
'1=m
m0
(t)
dt
t
:
Therefore, by Denition 2.3.2 we have
Z T
a

log
t
a

' (t) ju (t)jm dt
t

 
log T
a
 m0=m
 m
0
(1  )
Z T
T
Z T
t

log
s
t
  j' (s)j
'1=m (s)
ds
s
m0
dt
t
:
The change of variable T = t yields
Z T
a

log
t
a

' (t) ju (t)jm dt
t

 
log T
a
 m0
m
 m
0
(1  )
Z 1

 Z T
T

log
s
T
  '0 (s)
' (s)1=m
ds
!m0
d

:
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Another change of variable r = s=T gives
Z T
a

log
t
a

' (t) ju (t)jm dt
t

 
log T
a
 m0=m
 m
0
(1  )
Z 1

 Z 1


log
r

  '0 (r)
' (r)1=m
dr
!m0
d

: (4.59)
We may assume that the integral term in the right hand side of (4.59) is convergent,
that is
1
 m
0
(1  )
Z 1

 Z 1


ln
r

  '0 (r)
' (r)1=m
dr
!m0
d  C
for some positive constant C, for otherwise we consider ' (r) with some su¢ ciently
large . Therefore
Z T
a

log
t
a

' (t) ju (t)jm dt
t
 C

log
T
a
 m0=m
(4.60)
If  > 0, we claim that  m0
m
< 0, and consequently

log
T
a
 m0=m
! 0
as T !1. Finally from (4.60) we obtain
lim
T!1
Z T
a

log
t
a

' (t) ju (t)jm dt
t
= 0:
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We reach a contradiction since the solution is not supposed to be trivial.
In the case  = 0 we have  m0=m = 0 and the relation (4.60) ensures that
lim
T!1
Z T
a

log
t
a

' (t) ju (t)jm dt
t
 C: (4.61)
Moreover, it is clear that

log
T
a
 =m Z T
T

J 1 T 
j'j
'1=m

(t)

log
t
a
=m
ju (t)j'1=m (t) dt
t


log
T
a
 =m "Z T
T

J 1 T 
j'j
'1=m
m0
(t)
dt
t
# 1
m
0 Z T
T

log
t
a

ju (t)jm ' (t) dt
t
 1
m
:
This relation, together with (4.55) and (4.57), implies that
Z T
a

log
t
a

' (t) ju (t)jm dt
t
 K
Z T
T

log
t
a

ju (t)jm ' (t) dt
t
 1
m
for some positive constant K, with
lim
T!1
Z T
T

log
t
a

ju (t)jm ' (t) dt
t
= 0
due to the convergence of the integral in (4.61). This is again a contradiction. This
completes the proof of Theorem 3.4.1.
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Chapter 5
RECOMMENDATIONS
103
In this thesis we have restricted ourselves to the case 0  ;   1. It will be certainly
interesting to extend the Hilfer fractional derivative and Hilfer-Hadamard fractional
derivative to the cases where  and  takes values above one.
It is also important to consider di¤erent types of nonlinearities in the stability and
non-existence issues other than the ones we have investigated in this document.
Due to the time constraint the Hilfer fractional derivative has been dened and stud-
ied only for the Hadamard fractional derivative. It is worth introducing a similar
Hilfer type fractional derivative which interpolates the Erdélyi-Kober fractional deriv-
ative and the corresponding Caputo type modication of the Erdélyi-Kober fractional
derivative.
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