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Re´sume´ – Dans cet article, nous pre´sentons une me´thode de fusion d’images multispectrales et hyperspectrales dans un contexte
d’observation astrophysique. Nous formulons un mode`le direct d’observation et re´solvons un proble`me inverse re´gularise´ par un
algorithme de type descente de gradient. Le mode`le de fusion est teste´ sur des donne´es simule´es d’observations de la barre d’Orion
par l’imageur NIRCam et le spectrome`tre NIRSpec, embarque´s a` bord du te´lescope spatial James Webb. Notre me´thode de fusion
montre une bonne reconstruction spatiale et spectrale de l’objet observe´.
Abstract – In this paper, we introduce a multispectral and hyperspectral image fusion method in an astrophysical observation
context. We define an observation forward model and solve a regularised inverse problem by a gradient descent algorithm. The
fusion model is evaluated on simulated observations of the Orion Bar by the imager NIRCam and the spectrometer NIRSpec,
embedded on the James Webb Space Telescope. Our fusion method shows a good spatial and spectral reconstruction of the
observed scene.
1 Introduction
Le te´lescope spatial James Webb (JWST) sera envoye´
dans l’espace en 2021 et les premie`res observations seront
exploitables de´but 2022 via plusieurs programmes de re-
cherche Early Release Science (ERS), dont un sera coor-
donne´ par une e´quipe franco-canadienne [2]. Les images
exploite´es par ce programme, ≪ Radiative Feedback from
Massive Stars as Traced by Multiband Imaging and Spec-
troscopic Mosaics ≫, seront des images de la ne´buleuse
d’Orion, ou d’une autre re´gion de formation d’e´toiles mas-
sives proche de la Terre. Le te´lescope James Webb four-
nira deux types d’images diffe´rentes, des images multis-
pectrales et des images hyperspectrales. Les images mul-
tispectrales auront une bonne re´solution angulaire (spa-
tiale) mais ne comporteront que quelques canaux spec-
traux, alors que les images hyperspectrales contiendront
des spectres tre`s de´taille´s (quelques milliers de canaux),
mais une moindre re´solution spatiale.
Le principe de la fusion d’images multi- et hyperspec-
trales pour l’astronomie est de cre´er une image fusionne´e,
comportant les avantages de chacune des images du te´les-
cope. Le produit fusionne´ aura donc de tre`s hautes re´solu-
tions spatiale et spectrale. L’inte´reˆt d’une telle me´thode
pour les astrophysiciens est d’ame´liorer l’exploitation des
donne´es acquises par le JWST.
Le proble`me de fusion d’images est bien connu dans le
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cadre de l’observation de la Terre. Plusieurs me´thodes ont
e´te´ de´veloppe´es. Elles reposent par exemple sur le principe
de de´me´lange spectral [5, 6] ou sur la re´solution rapide
d’un proble`me inverse [4]. Cependant, les approches de ce
type en observation de la Terre ne´gligent la de´pendance
spectrale des re´ponses impulsionnelles (PSF) des instru-
ments d’observation. La dimension du proble`me est e´gale-
ment bien infe´rieure, car la re´solution typique d’une image
a` haute re´solution spatiale et spectrale de te´le´de´tection
est de quelques dizaines de milliers de pixels et au plus
quelques centaines de canaux spectraux contre quelques
dizaines de milliers de pixels et plusieurs milliers de ca-
naux spectraux en observation astrophysique par le JWST.
L’approche utilise´e dans cet article est base´e sur la for-
mulation d’un mode`le direct des instruments d’observa-
tion multispectrale et hyperspectrale, tenant compte de
la variation spectrale des PSFs et des autres spe´cificite´s
techniques des instruments. Ce type d’approche a de´ja`
e´te´ utilise´ pour de la reconstruction spatiale et spectrale
d’images multispectrales provenant d’un imageur du JWST
[3]. Le processus de fusion est ici de´crit comme la re´solution
d’un proble`me inverse re´gularise´ spatialement et spectra-
lement. La me´thode de´veloppe´e est teste´e sur des donne´es
simule´es d’observations d’une re´gion de la barre d’Orion
par les instruments NIRCam et NIRSpec du JWST. Les
re´sultats montrent une bonne reconstruction des de´tails
spatiaux non pre´sents sur l’image hyperspectrale. Les raies
spectrales indisponibles dans l’information multispectrale
sont e´galement toutes bien re´tablies.
Figure 1 – A` gauche : PSF de NIRCam pour une longueur
d’onde observe´e de 1.87 µm. A` droite : PSF de NIRCam
pour une longueur d’onde observe´e de 4.66µm. (E´chelle de
couleur logarithmique).
2 E´nonce´ du proble`me
On conside`re ici une image X a` haute re´solution spa-
tiale et spectrale repre´sentant la sce`ne astrophysique qu’on
observe et qu’on souhaite reconstruire. Cette image est
observe´ a` travers les instruments NIRCam et NIRSpec
dont la sortie est respectivement une image multispectrale
Ym et une image hyperspectrale Yh. Ces deux instru-
ments sont conc¸us pour effectuer des observations dans
l’infrarouge proche, entre 0.6 et 5.0µm. La suite de´taille
le mode`le d’observation de ces deux instruments.
2.1 Observation multispectrale : NIRCam
Le trajet de la lumie`re a` travers le te´lescope et l’ins-
trument est mode´lise´ par la suite d’ope´rations suivantes.
La lumie`re est d’abord de´forme´e par le syste`me optique,
ce qui est repre´sente´ par l’ope´rateur M, une convolution
spatiale 2D par une re´ponse impulsionelle spatiale (point
spread function, PSF) variant suivant la longueur d’onde
[7]. La largeur a` mi-hauteur de la PSF est proportionnelle
a` la longueur d’onde observe´e. Pour une observation entre
0.6 et 5.0µm par l’imageur NIRCam, la largeur de la PSF
a` 5µm est plus de 8 fois plus importante qu’a` 0.6µm. Une
illustration de ces variations est repre´sente´e sur la Fig. 1.
Le passage a` travers les filtres spectraux de l’instru-
ment est mode´lise´ par une multiplication matricielle par
Lm dont les lignes correspondent au gabarit des filtres de
NIRCam [8]. Cette ope´ration peut eˆtre interpre´te´e comme
un e´chantillonnage spectral de l’imageX. Le mode`le direct
d’observation multispectrale est donc :
Xm = LmM(X) (1)
2.2 Observation hyperspectrale : NIRS-
pec
De la meˆme manie`re que pour l’observation multispec-
trale, le passage a` travers l’optique du te´lescope et de l’ins-
trument est repre´sente´e par une convolution spatiale 2DH
avec un noyau variant suivant la longueur d’onde [7]. Les
filtres et prismes de NIRSpec ont un effet d’atte´nuation
sur la lumie`re et les fonctions de transmission sont donc
mode´lise´es par une multiplication matricielle par Lh, ma-
trice diagonale. La re´ponse spatiale du de´tecteur peut
eˆtre interpre´te´e comme un ope´rateur matriciel S de sous-
e´chantillonnage, se´lectionnant un pixel sur d2. Le mode`le
direct d’observation hyperspectrale est donc :
Xh = LhH(X)S (2)
2.3 Hypothe`se de bruit
On suppose que les images multispectrale Xm et hyper-
spectrale Xh sont entache´es d’un bruit additif gaussien de
variance σ2m et σ
2
h respectivement tel que les observations
s’e´crivent :
Ym|X ∼ N Xm, σ
2
m
)
(3)
Yh|X ∼ N
(
Xh, σ
2
h
)
(4)
3 Re´solution propose´e
3.1 Proble`me inverse de fusion
Chercher l’objet Xˆ a` hautes re´solutions spatiale et spec-
trale ve´rifiant (3) et (4) revient a` minimiser le crite`re sui-
vant :
Xˆ = argmin
X
(
1
2σ2m
‖Ym − LmM(X)‖
2
F+
1
2σ2h
‖Yh − LhH(X)S‖
2
F + ϕspa(X) + ϕspec(X)
)
Les termes de re´gularisation ϕspa et ϕspec refle`tent les in-
formations a priori sur l’objet a` reconstruire. Les bandes
spectrales de cet objet a priori sont tre`s corre´le´es de telle
sorte queX vit dans un espace de dimension bien infe´rieure
a` sa dimension spectrale. E´crireX = VZ avecV repre´sen-
tant la base de spectres de l’espace dans lequel vit X et
Z sa projection revient donc a` minimiser ϕspec(X), et
donc re´gulariser spectralement. Par ailleurs, on suppose
que l’objet X est spatialement lisse. On introduit alors D
la matrice des diffe´rences finies 2D du premier ordre et la
re´gularisation :
ϕspa(Z) = µ‖ZD‖
2
F (5)
Apre`s avoir de´termine´ le sous-espace dans lequel l’objet
a` reconstruire vit, le proble`me inverse a` re´soudre s’e´crit
Zˆ = argmin
Z
(
1
2σ2m
‖Ym − LmM(VZ)‖
2
F+
1
2σ2h
‖Yh − LhH(VZ)S‖
2
F + µ‖ZD‖
2
F
)
(6)
3.2 Optimisation
De´termination du sous-espace – La re´gularisation
spectrale, c’est-a`-dire la re´duction de dimension, peut eˆtre
effectue´e en extrayant les composantes spectrales princi-
pales non corre´le´es de l’image hyperspectrale par analyse
en composantes principales (ACP). On ne gardera que les
vecteurs propres (composantes spectrales) correspondant
aux plus grandes valeurs propres issues de l’ACP.
Algorithme pour la re´solution – La re´gularisation
spatiale e´tant quadratique, re´soudre le proble`me (6) re-
vient a` re´soudre un proble`me line´aire diffe´rentiable en tre`s
grande dimension. Le proble`me peut alors eˆtre re´solu par
un algorithme de type descente de gradient (a` pas adap-
tatif ou acce´le´re´) [9].
4 Re´sultats expe´rimentaux
4.1 Jeu de donne´es
Le te´lescope spatial James Webb n’e´tant pas encore
fonctionnel, la re´solution du proble`me de fusion multispec-
trale et hyperspectrale a e´te´ teste´e sur un jeu de donne´es
synthe´tique repre´sentant une re´gion particulie`re de la barre
d’Orion. Cette re´gion est la cible privile´gie´e du programme
d’observation Early Release Science auquel nous partici-
pons [2]. L’e´quipe de l’ERS a synthe´tise´ 4 spectres cor-
respondant a` 4 re´gions de la barre d’Orion ayant des pro-
prie´te´s chimiques diffe´rentes. L’ide´e e´tant d’utiliser un jeu
de donne´es re´aliste afin d’estimer les performances en si-
tuation re´elle de la me´thode de fusion, on associe a` chaque
spectre l’image de sa re´partition spatiale de´duite d’obser-
vations du te´lescope Hubble, du radiote´lescope Atacama
Large Millimeter/submillimeter Array (ALMA). La sce`ne
ainsi cre´e´e permet de simuler des images multispectrales
et hyperspectrales selon (3) et (4) respectivement et de
comparer le re´sultat de la fusion avec l’image originale.
Les images simule´es des instruments NIRCam et NIRS-
pec ont e´te´ bruite´es de telle sorte que le SNR moyen par
bande soit environ e´gal a` 40dB. Le mode`le de fusion a
e´te´ teste´ sur un champ de vue de taille 90 × 900 pixels,
repre´sentant dix acquisitions concate´ne´es de l’instrument
NIRSpec. La dimension spectrale des donne´es utilise´e ici
est de 1205 bandes, pour une couverture spectrale allant
de 1.8 a` 2.2µm. Les spe´cificite´s techniques des instruments
NIRCam et NIRSpec (PSFs, gabarits des filtres) ont e´te´
obtenues a` partir de la documentation technique de ces
instruments [7, 8] disponible en ligne 1. La dimension spec-
trale retenue du sous-espace engendre´ par V est de 4. La
valeur du parame`tre µ conside´re´e ici est de 1 × 103.
4.2 Me´triques
Pour e´valuer les performances de l’algorithme de fusion,
on utilise les me´triques suivantes. Le SNR (signal-to-noise
ratio) mesure la qualite´ de la reconstruction spatiale. Pour
1. https://jwst.stsci.edu/documentation/technical-documents
zoom
Figure 2 – Re´sultat obtenu pour la bande de longueur
d’onde 2.073µm. De haut en bas : Image originale, image
hyperspectrale (simulation NIRSpec), image reconstruite.
Figure 3 – Zoom de la figure 2. De gauche a` droite :
Image originale, image hyperspectrale (simulation NIRS-
pec), image reconstruite.
une certaine bande spectrale λ, il est de´fini par
SNR(λ) = 20 log10
(
‖Xλ‖2
‖Xλ − Xˆλ‖2
)
Le SAM (spectral angle mapper) mesure la distorsion spec-
trale et donc la qualite´ de la reconstruction spectrale. Pour
un pixel p, il est de´fini par
SAM(p) = arccos
(
XTp Xˆp
‖Xp‖2‖Xˆp‖2
)
L’ERGAS (erreur relative globale adimensionnelle de syn-
the`se) mesure la qualite´ globale de la reconstruction.
ERGAS = 100d
√√√√√ 1
lh
lh∑
λ=1
‖Xλ − Xˆλ‖22(
1
pm
1pmX
λ
)
On cherche a` obtenir des valeurs de SAM et d’ERGAS
les plus petites possibles, et des valeurs de SNR les plus
grandes possibles. Ces valeurs seront compare´es aux va-
leurs obtenues avec l’initialisation utilise´e pour l’algorithme
de descente de gradient (GD), qui est une version inter-
pole´e par splines cubiques de l’image hyperspectrale a` la
dimension spatiale de l’image multispectrale.
4.3 Re´sultats
Les Figures 2 et 3 pre´sentent le re´sultat de la me´thode
de fusion introduite pre´ce´demment pour une raie tre`s e´ner-
ge´tique du H2 situe´e a` 2.073µm. Le gain en re´solution spa-
tiale qu’apporte la fusion par rapport a` l’image hyperspec-
trale est nettement visible. Les de´tails spatiaux absents
dans la bande de l’image hyperspectrale sont bien res-
titue´s par la fusion, notamment ceux correspondant aux
structures de l’image (Figure 3).
Figure 4 – Spectres original, reconstruit et provenant de
l’image hyperspectrale pour un meˆme pixel.
Table 1 – Performance des algorithmes de fusion : SNR
moyen (dB), SAM moyen (en degre´s), ERGAS et en
temps(minutes).
Me´thode SNR SAM ERGAS Temps
Initialisation 25.20 0.016 6299 /
GD 40.79 0.005 1376 690
CNMF 26.31 0.014 5358 10
La Figure 4 illustre la reconstruction spectrale effectue´e
par la fusion. L’inte´reˆt de la re´gularisation spectrale est
clairement visible ici puisque le bruit pre´sent dans le spectre
provenant de l’image hyperspectrale est significativement
atte´nue´, tout en restituant une grande partie des raies
meˆme de faible e´nergie. Le continuum est e´galement bien
restitue´ et presque indissociable du continuum original. Il
reste cependant quelques raies dont le flux maximal est
sous-estime´.
L’algorithme de CNMF [5] est tre`s largement utilise´ a` ce
jour pour des proble`mes de fusion d’images multi- et hy-
perspectrales applique´s a` des images de te´le´de´tection, dont
le niveau de bruit est bien infe´rieur a` celui observe´ pour
des images d’observation astrophysique. Cette me´thode
est une me´thode de de´me´lange spectral alterne´ sur les
images multi- et hyperspectrale. Les composantes a` plus
haute re´solution (spatiale ou spectrale) sont ensuite uti-
lise´es pour former le produit fusionne´. On compare les
re´sultats de cet algorithme avec la me´thode de fusion pro-
pose´e, re´sultats reporte´s dans le Tableau 1. L’algorithme
de CNMF reconstruit spatialement (SNR), spectralement
(SAM) et globalement (ERGAS) mieux l’objet observe´
que l’initialisation de l’algorithme de descente de gradient,
mais moins bien que celui-ci, avec toutefois un temps de
calcul bien infe´rieur.
5 Conclusion
Nous avons, dans cet article, propose´ une me´thode de
fusion d’images multispectrales et hyperspectrales en grande
dimension dans le cadre d’observations astrophysiques.
Cette me´thode est base´e sur la re´solution d’un proble`me
inverse line´aire re´gularise´, e´tabli a` partir de mode`les d’ins-
truments. Ces mode`les prennent en compte, pour les deux
types d’images, la de´pendance spectrale de la re´ponse im-
pulsionnelle spatiale des instruments. La me´thode de´velop-
pe´e ici a e´te´ teste´e sur des donne´es simule´es d’observations
de la barre d’Orion par des instruments embarque´s a` bord
du JWST. Les re´sultats montrent une bonne reconstruc-
tion spatiale et spectrale. L’algorithme de CNMF, large-
ment utilise´ en fusion d’images de te´le´de´tection, ne montre
pas de re´sultat satisfaisant sur les donne´es simule´es uti-
lise´es. La suite du travail consistera a` de´velopper diffe´rentes
strate´gies algorithmiques afin de rendre la fusion plus ra-
pide, de de´velopper et tester d’autres me´thodes de re´gulari-
sation spatiale ou spectrale. Nous pourrons e´galement con-
side´rer le cas ou` le champ de vue de chacune des images
n’est pas identique.
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