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a b s t r a c t
Health monitoring data are increasingly collected and widely used for reliability assessment and lifetime pre- 
diction. They not only provide information about degradation state but also could trace failure mechanisms of
assets. The selection of a deterioration model that optimally ﬁts in with health monitoring data is an important
issue. It can enable a more precise asset health prognostic and help reducing operation and maintenance costs.
Therefore, this paper aims to address the problem of degradation model selection including goals, procedure and
evaluation criteria. Focusing on continuous degradation modeling including some currently used Lévy processes,
the performance of classical and prognostic criteria are discussed through numerous numerical examples. We
also investigate in what circumstances which methods perform better than others. The eﬃciency of a new hybrid
criterion is highlighted that allows to take into account the information of goodness-of-ﬁt of observation data
when evaluating prognostic measure.
1. Introduction
Degradation modeling in the presence of health monitoring data is
extremely important for lifetime prognosis and maintenance planning.
Complex models permit to take advantage of all available information
and describe precisely the dynamics of degradation. However, these
models are not easily tractable, and their calibration in the presence
of data is a burdensome task. On the other hand, a very simple model
which can be easily ﬁtted to data but can underestimate or overstate
the uncertainty around the lifetime prediction. This latter can induce
risks and additional costs in prognosis based decision making and
maintenance. A useful and suitable degradation model leads to a
balance between accuracy and tractability, [1,2] .
The degradation considered as a random phenomenon often has
a gradual time-continuous trajectory. Regarding the system under
consideration, the degradation can take values in discrete or contin- 
uous space. For instance, in a crack growth phenomenon, the crack
length can take inﬁnite possible values as soon as it begins to grow.
Similarly, a deteriorating production process can have several quality
states which will impact the production and result of gain or losses. In
these two cases, the modeling procedure should take into account the
phenomenon under consideration, see for instance [3–5] .
This paper focuses on the gradual degradation modeling and progno- 
sis with health monitoring data. When data is available, the important
issue is to select the model which describes the underlying degradation
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phenomenon in the best possible way. The data are collected under
given environmental conditions and may not represent the average
behavior of the deteriorating system. A suitable model is one who
can take into account the possibility of extreme behaviors during data
collection without losing in perspective the real average degradation
behavior. The ﬁnal use of the degradation model can largely impact the
way data is handled, and a model is favored. If the result of modeling
has a large impact on safety issues, the choice and the procedure are
not carried out in the same way as if only economic proﬁts or losses
are taken into account. Similarly, the cost induced by decision policies
based on diﬀerent models may inﬂuence the model selection. Regarding
statistical properties, the best candidate is well characterized from data
trajectories. It can permit fast calibration and straightforward lifetime
estimation. For more details and examples, refer to [6,7] .
To be able to discard irrelevant models it is necessary to have some
prior knowledge about the degradation phenomenon under considera- 
tion. In the presence of such information and degradation data, the goal
of degradation modeling is to select one model from a set of competing
models that best captures the underlying degradation process. As it is
mentioned before the selection criteria depend mainly on the speciﬁc
purpose for which the model can be used, see for instance [5,8] .
This paper deals partly with Lévy processes [9] and focuses on the
most commonly used which are Wiener and Gamma processes. Model
calibration and data ﬁtting of these models have been widely addressed
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in the ﬁelds of ﬁnance, biology and engineering [10,11] . However,
the model selection criteria in the ﬁnance and biology ﬁeld have some
diﬀerences with engineering domain where maintenance and safety
constraints are signiﬁcant concerns [5,12,13] . The model selection for
engineering prediction problems is an important issue but has not been
generalized and extensively addressed, [14] .
This paper proposes diﬀerent criteria for model selection, to avoid
system failure and with the most reasonable calculation time. First,
an overview of the considered stochastic processes is given, and their
use in degradation modeling is underlined. Afterwards, to provide a
ﬁrst selection criterion and to continue to outline a methodological
guide, some widely addressed and well known statistical data ﬁtting
criteria are pointed out. Their limits and performances are highlighted,
and new prognostic basis criteria are introduced. To complete the
methodological task, the proposed procedure is applied to diﬀerent
simulated data sets. The behavior, weakness, and performances of the
model selection are analyzed and discussed.
The remainder of the paper is as follows. Section 2 describes the
set of models under consideration. In Section 3 , the criteria for the
data-based model selection are exposed. Section 4 gives some prognosis
criteria. Eventually, in Section 5 the proposed models and criteria are
tested on simulated data.
2. Stochastic degradation modeling and parameter estimation
This section focuses on the considered Levy processes in the
framework of degradation modeling, [12,15,16] . A Lévy process is
a stochastically continuous process with stationary and independent
increments. It can be decomposed into the sum of a drifted Brownian
motion and a jump process such as Gamma or Poisson process. These
properties make this class of processes a good candidate for degradation
modeling. In this paper, the widely used Levy processes, particularly
Brownian and Gamma family, are the models under consideration to
describe the degradation behavior. They are presented in the following.
Let us introduce some notations. Let X t be the degradation level of the
system at time t . Let L be the failure threshold in the sense that the sys- 
tem is supposed to be failed if the degradation level exceeds the level L .
Let t ps ( L ) be the ﬁrst passage time of the degradation process to level L :
푡 푝푠 ( 퐿 ) = inf { 푡 ∈ ℝ 
+ , 푋 푡 ≥ 퐿 } . (1) 
The residual useful life time (RUL) at time t given 푋 푡 = 푥 denoted by
RUL ( x, t ) is the time duration before the ﬁrst passage time t ps ( L ) starting
from the degradation level x at t . In the following t ps ( L ) will be denoted
t ps except in case of ambiguity.
2.1. Lévy type diﬀusion process
To consider a general degradation modeling framework and take
into account the possible existing physical models, it is natural to
introduce stochastic diﬀerential equations (SDE) based on a standard
Brownian motions B t :
푑 푋 푡 = 푚 ( 푋 푡 , 푡 ) 푑 푡 + 휎( 푋 푡 , 푡 ) 푑퐵 푡 ,
( 푚, 휎) ∶ ℝ ×ℝ + ↦ ℝ are respectively the drift and the diﬀusion co- 
eﬃcient. These equations appear at the beginning of 20th century
in statistical mechanics and have been thoroughly formulated by Itô
[17,18] . Such equations can be derived directly from existing physical
models by adding Gaussian “white noises ” on measurements. They
permit a wide range of degradation modeling due to the ﬂexibility of
the structure and functional parameters.
In this section, some speciﬁc Levy diﬀusions processes are presented,
and their interest in degradation modeling is underlined. For each case,
the diﬀerential equation, the related distribution functions, and some
statistical properties are exposed.
2.1.1. Wiener process
The Wiener process is very popular deterioration modeling when
observations increments vary non-monotonically. The statistical prop- 
erties of the failure time in the case of a Wiener process are studied
in [19,20] . It has been considered in reliability and lifetime analysis
widely since the 1970s. Authors in [21] used the Wiener process with
drift to model accelerated life testing data. In [22,23] the impact of
measurement errors on the Wiener degradation model of self-regulating
heating cables is analyzed. Authors in [24–26] also focused on the
stopping time (failure time) of Wiener deterioration models and ex- 
panded the existing theoretical results in this domain. The Brownian
motion with non-linear drift has attracted more attention in engineering
problems and residual lifetime estimation, see for example [27–29] .
More precisely, a diﬀusion process in Brownian motion family has
the following properties. The increments are independent, X t is solution
of the SDE 푑 푋 푡 = 휇( 푡 ) 푑 푡 + 휎푑퐵 푡 , where 휇( t ) is a function of t and B t
is a standard Brownian motion. The transition probability to 푋 푡 = 푥
knowing that 푋 푠 = 푦 is given by:
푝 ( 푥, 푡 |푦, 푠 ) = 1 √
4 휋휎( 푡 − 푠 ) 
푒푥푝 
(
− 
( 푥 + 푀( 푡, 푠 ) − 푦 ) 2 
4 휎2 ( 푡 − 푠 )
)
, (2) 
where M ( t, s ), 훾( t, s ) are given by:
푀( 푡, 푠 ) = − ∫
푡 
푠 
휇( 푢 ) 푑푢, (3) 
The mean and variance values of X t are given by:
피 [ 푋 푡 ] = − 푀( 푡, 0) , Var [ 푋 푡 ] = 휎
2 푡 (4) 
M 1 : Wiener process with linear drift. This process is the special case of a
Wiener process when the drift and the variance are not time dependent
( 휇( 푡 ) = 휇 is constant). This diﬀusion process which is also a Lévy process
is suitable for ﬂuctuating degradation records linearly increasing in
time. It will be referred as M 1 in Section 5 .
The RUL cumulative distribution function (cdf) for a drifted Brown- 
ian motion given the observation value 푋 푡 = 푥 at the observation time
t are given as follows [30] :
퐹 푅푈퐿 ( 푥,푡 ) ( 푢 ) = Φ
( 
− 퐿 + 휇푢 + 푥
휎
√
푢 
) 
+ 푒 
2
휇
휎2 
( 퐿 − 푥 ) 
Φ
( 
− 퐿 − 휇푢 + 푥
휎
√
푢 
)
(5) 
where Φ( · ) is the standard normal cumulative distribution function.
M 2 : Wiener process with time-dependent drift. This process is the par- 
ticular case of a diﬀusion process when the degradation process is
exponentially increasing in time ( 휇( 푡 ) = 푎푡 푏 ). It will be referred as M 2
in Section 5 . In this case, the ratio between its drift and diﬀusion is
not a constant and also depends on the time. Therefore, it is diﬃcult
to derive the explicit expression of the RUL distribution. Its evaluation
requires solving a non-singular Volterra Integral Equation. It can be
done numerically, see e.g. [31] .
2.1.2. M 3 : diﬀusion process with purely time-dependent drift and diﬀusion
This process is the particular case of a diﬀusion process when 휇( t )
and 휎( t ) are time dependent functions independent of X t ). This is suitable
for a degradation process including random walks with time-dependent
drift and diﬀusion terms. In this paper, we consider a special case of the
purely time dependent drift and diﬀusion Brownian motion: 휇( 푡 ) = 푐푎푡 푏
and 휎( 푡 ) = 
√
2 푎푡 푏 . It will be denoted as M 3 in Section 5 . As the power-law
drift is proportional with drift, according to [32] , the RUL CDF of the
process at time t given a degradation level at time t , 푋 푡 = 푥, is derived:
퐹 푅푈퐿 ( 푥,푡) ( 푢 ) = Φ
( 
− 퐿 − 푐훾( 푡 푝푠 , 푡 ) + 푥√
2 훾( 푡 푝푠 , 푡 )
) 
+ 푒 푐( 퐿 − 푥 ) Φ
( 
− 퐿 − 푐훾( 푡 푝푠 , 푡 ) + 푥√
2 훾( 푡 푝푠 , 푡 )
)
(6) 
where 훾( t ps , t ) is given by Eq. (3) .
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2.1.3. M 4 : Ornstein–Uhlenbeck process
A time-dependent Ornstein–Uhlenbeck (OU) Process is widely
used to describe physical dynamics of systems which stabilize at its
equilibrium point. In the ﬁeld of reliability modeling, OU process could
be a good candidate for modeling the degradation process when the
drift is time-dependent and also depends on the degradation state
[31,33] . Indeed for commonly used processes such as drifted Brownian
motion [30] , the mean or the drift trend can be chosen quite freely,
but the variance strongly depends on the stochastic process properties.
To control the variance function independently of the mean tendency,
a time-dependent OU process is a good candidate. The increments of
Ornstein–Uhlenbeck process are independent, X t is solution of the SDE:
푑 푋 푡 =
(
휆( 푡 ) 푋 푡 + 휇( 푡 )
)
푑 푡 + 휎( 푡 ) 푑 퐵 푡 , where 휆( t ), 휇( t ) and 휎( t ) are functions
in t . The transition probability density function from 푋 푠 = 푦 to 푋 푡 = 푥
is given by:
푝 ( 푥, 푡 |푦, 푠 ) = 푒 훼( 푡,푠 )√
4 휋훾( 푡, 푠 ) 
푒푥푝 
(
− 
( 푥푒 훼( 푡,푠 ) + 푀( 푡, 푠 ) − 푦 ) 2 
4 훾( 푡, 푠 ) 
)
(7) 
where 훼( t, s ), M ( t, s ), 훾( t, s ) are given by:
훼( 푡, 푠 )=− ∫
푡 
푠 
휆( 푢 ) 푑푢, 푀( 푡, 푠 )=− ∫
푡 
푠 
휇( 푢 ) 푒 훼( 푢,푠 ) 푑푢, 훾( 푡, 푠 )= ∫
푡 
푠 
휎2 ( 푢 ) 푒 2 훼( 푢,푠 )
2 
푑푢 
In this paper, we consider a special case of OU process, denoted as
M 4 and deﬁned by:
휆( 푡 ) = 푎, 휇( 푡 ) = 푚 ′( 푡 ) − 푎 ⋅ 푚 ( 푡 ) , 푚 ( 푡 ) = 푏푡 푐 , 푐 ≥ 1 , 휎( 푡 ) = 푑 (8) 
The remaining useful lifetime pdf of this OU process can be nu- 
merically evaluated as the solution of a non-singular Volterra integral
equation, see [33] .
2.2. Gamma process
The gamma process is a positive stochastic process with independent
increments. Hence it is useful to describe the deterioration caused by
the accumulation of wear [34] . This process is a jump process which
can be roughly considered as a succession of the frequent arrival of
tiny increments. This rough description makes it relevant to model
gradual deterioration such as corrosion, erosion, wear of structural
components, concrete creep, crack growth [35] . Moreover, the gamma
process has an exact probability distribution function which permits
feasible mathematical developments. This process has been widely used
in deterioration modeling for condition-based maintenance (see [12] ).
The increments of a gamma process ( X t ), 푋 푡 − 푋 푠 , are independent,
푋 푡 − 푋 푠 ∼ 퐺푎 ( 훼( 푡 ) − 훼( 푠 ) , 훽) with the transition probability density
function from 푋 푠 = 푦 to 푋 푡 = 푥 as follows:
푝 ( 푥, 푡 |푦, 푠 ) = 훽훼( 푡 )− 훼( 푠 )
Γ( 훼( 푡 ) − 훼( 푠 )) 
( 푥 − 푦 ) 훼( 푡 )− 훼( 푠 )−1 푒 −( 푥 − 푦 ) 훽 (9) 
where the shape function 훼( t ) is an increasing function deﬁned on ℝ + .
Γ is the Euler ’s Gamma function. and 훽 the scale parameter. The mean
and variance values of X t are given by:
피 [ 푋 푡 ] =
훼( 푡 ) 
훽
, Var [ 푋 푡 ] = 
훼( 푡 )
훽2 
(10) 
The choice of 훼(.) and 훽 allows to model various deterioration
behaviors from almost deterministic to very chaotic. Note that, based
on the form of 훼( t ), the Gamma process can be:
• Homogeneous Gamma Process if 훼( t ) is a linear function in t :
훼( 푡 ) = 푎푡 . This process is denoted M 5 .
• Non-homogeneous Gamma Process if 훼( t ) is a non-linear function:
for instance 훼( 푡 ) = 푎푡 푏 , a > 0, b > 1 for the process referred as M 6 in
the following.
Given a degradation level 푋 푡 = 푦 at time t , the cumulative distribu- 
tion of the remaining useful life of a gamma process is given by [36] :
퐹 푅푈퐿 ( 푦,푡 ) ( 푢 ) =
Γ( 훼( 푢 + 푡 ) − 훼( 푡 ) , ( 퐿 − 푦 푡 )∕ 훽)
Γ( 훼( 푢 + 푡 ) − 훼( 푡 )) 
; 
Γ( ⋅, ⋅) is the upper incomplete Gamma function. (11) 
2.3. Parameter estimation
Parameter estimation refers to the process of using sample data
(degradation records at observation times) to determine the values of
the model parameters that best ﬁts the data. The parameter estimation
of Lévy processes is discussed in [37] . Among numerous parameter
estimation methods, the Maximum Likelihood Estimation (MLE) is one
of the most widely used [38] . It proposes a uniﬁed approach to select
the set of values of the model parameters through the maximization
of the likelihood function. Intuitively, this maximizes the matching
between the chosen model and the observed data.
Suppose that the degradation records have been obtained from n
identical independent components. Let m l be the number of records
collected on the l th component (1 ≤ l ≤ n ) and assume m l ≥ 2. Then, x lj
is the degradation records of the l th component at the j th observation
time (1 ≤ j ≤ m l ). Recall that 푝 휃( 푥 푙푗 , 푡 푙,푗 |푥 푙푗−1 , 푡 푙푗−1 ; 휃) is the transition
probability density function of the degradation process knowing that 휃
is the vector of model parameters. The log-likelihood function for the
whole uncensored sample data set is given by:
퐿 ( 휃) = 
푛∑
푙=1
log ( 푝 휃( 푥 푙1 , 푡 푙1 |푋 0 , 0); 휃)) + 푛∑
푙=1 
푚 푙∑
푗=2 
log ( 푝 휃( 푥 푙푗 , 푡 푙푗 |푥 푙( 푗−1) , 푡 푙( 푗−1) ; 휃))
The objective of MLE method is to ﬁnd the parameter vector which
maximizes the log-likelihood function: 휃∗ = arg max 휃 log 퐿 ( 휃) . Deriving
analytical treatment is diﬃcult. The optimization problem is usually
solved by numerical algorithms. In this paper, we propose to use the
Nelder–Mead (NM) method to estimate the model parameters.
3. Degradation model selection criteria
The degradation process is considered as a random phenomenon,
presented by time-continuous trajectories. The criteria considered for
model selection have to take into account the stochastic characteristics
of the degradation process variability. The problem is posed on the
choice of the best model among a class of competing models given a
data set according to diﬀerent goals. The primary objective of model
selection is to choose the model that best ﬁts a particular observation
data, i.e., with maximal goodness-of-ﬁt. However, for some reasons
such as constraints about the time of parameter estimation or the model
manageability a sub-optimal simple model could be favored. In these
cases, the aim of the model selection is to balance goodness-of-ﬁt and
model complexity. Thus, a simple slight model can be preferred to
an unnecessarily complicated one. On the other hand, the purpose of
model selection should also include the ability to predict the future
degradation behavior and assess its associated uncertainty from a
particular degradation path. For this purpose, errors of predictions have
to be taken into account in the selection criteria. In summary, selection
criteria for degradation modeling and prognosis can take into account
three diﬀerent objectives which are the goodness-of-ﬁt, the complexity
level and the relevance for prognosis.
3.1. Goodness-of-ﬁt
The goodness of ﬁt measures characterizes the model ’s ability to
match the observation data. They describe the discrepancy between ob- 
served values and the values expected under the considered model. For
regression analysis of deterministic models, goodness-of-ﬁt measures
are typically based on the evaluation of residual values, such as the
mean squared errors (MSE), the mean absolute errors (MAE), between
theoretical values generated by the model and observation values.
For a degradation process characterized by stochastic models (for
example, the models presented in Section 2 ), goodness-of-ﬁt measures
are typically dedicated to the distribution of degradation data. In
detail, the goodness-of-ﬁt tests are introduced to assess whether a
speciﬁc distribution is matched to a frequency data set. Among them,
Pearson ’s Chi-squared test and Kolmogorov–Smirnov test are widely
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used in the statistics. For more details about the goodness-of-ﬁt test for
Lévy processes, refer to [39] . However, these tests are not relevant to
select a model among a list of competing models. Then the distribution
error measure (Pearson ’s Chi-square or Kolmogorov–Smirnov error) is
introduced as one of the diﬀerent model selection criteria.
3.1.1. Pearson ’s Chi-square error
Pearson ’s Chi-squared error (PCSE) is used to examine the discrep- 
ancy between the number of observations in each category with the
theoretical expectation number. It strictly depends on the sample data
size. In general, the PCSE is evaluated through the following steps
considering that the degradation process is time homogeneous and that
the inspections are periodic:
1. Divide observation data (increments of degradation) into k bins
(e.g. k regular intervals)
2. Let O i and E i be respectively the observed data frequency in bin i
and the probability that an increment is in bin i for the considered
model. The PCSE is given by:
휒2 = 
1 
푘 
푘∑
푖 =1 
( 푂 푖 − 퐸 푖 ) 
2
퐸 푖
(12) 
which follows asymptotically when the sample data size tends to
inﬁnity a chi-square distribution with 푘 − 1 degrees of freedom.
3.1.2. Kolmogorov–Smirnov error
The Kolmogorov–Smirnov error (KSE) characterizes the discrepancy
between the empirical distribution function (ECDF) and the theoretical
distribution estimated from a given model. The Kolmogorov–Smirnov
statistic is given by:
퐾푆퐸 = sup 
푥 
||||
∑푛
푖 =1 ퟏ { 푥 푖 ≤ 푥 } 
푛 
− 퐹 ( 푥 ) 
||||
where ퟏ { 푥 푖 ≤ 푥 } = 1 if x i ≤ x and 0 otherwise and 퐹 ( 푥 ) = ℙ (Δ푋 ≤ 푥 푖 ) is
the cumulative distribution function obtained from the model for the
increments distribution. Under the hypothesis that the observed sample
comes from the distribution F ,
√
푛 퐾푆퐸 converges to the Kolmogorov
distribution.
Both of PCSE and KSE could be implemented for the selection
degradation model as goodness-of-ﬁt measures. In fact, consider the
homogeneous degradation models, such as the drifted Brownian or
the homogeneous gamma model, the degradation increments are
independent of the time and the degradation state. Under periodic
observation policy, the degradation increases between two consecutive
observation times are identical and follow the same distribution having
the same parameters. Therefore, they could be divided into k bins
to evaluate the distribution error measures. However, it is diﬃcult
to assess these distribution errors in the following cases when the
degradation increments between two consecutive observation are not
related to iid random variables i.e. when:
• degradation states are non-periodically inspected,
• degradation processes are assumed to follow non-stationary models,
such as non-homogeneous gamma process, time-dependent drift or
diﬀusion Brownian model, or OU process whose future increments
are also dependent on the current degradation state.
Therefore, it is necessary to introduce more general goodness-of-ﬁt
measures that could be easily implemented for all type of parametric
models with periodic and non-periodic observation data.
3.1.3. Empirical average log likelihood function
The likelihood function is a most popular goodness-of-ﬁt measure,
widely used in model selection because it can be evaluated from both
of periodic or non-periodic observation data for all type of models. The
likelihood function of the sample data is the probability measure that a
particular data set is obtained given the chosen probability distribution
model [40] . To compare the likelihood function values when consid- 
ering diﬀerent sizes of data, it prefers to evaluate its empirical average
values. Besides, as the log is a monotonic transformation and allows
to easily evaluate the sum instead of the product of the likelihood,
the Empirical Average Log-Likelihood (EAL) is assessed in this paper.
However, its values are often negative, that ’s why in Eq. (13) we
add the minus sign to obtain the positive ones. Therefore, we use the
minimal log-likelihood instead of the maximal likelihood concept in
our code for the examples given later in the paper.
Let n be the total number of data observation points, x i be the
observation value at observation time t i , then the EAL measure of the
model deﬁned by parameter set 휃 is given by:
퐸퐴퐿 = 
− log 푝 휃( 푥 1 , 푡 1 |푋 0 , 0; 휃) −∑푛푖 =2 log 푝 휃( 푥 푖 , 푡 푖 |푥 푖 −1 , 푡 푖 −1 ; 휃)
푛 
(13) 
where p 휃 is the process transition probability from given state to
another state. As EAL could be easily applied for all type of parametric
models with periodic or non-periodic observation data, hereafter, we
chose this measure to quantify the goodness-of-ﬁt.
3.2. Parametric complexity
The criteria presented in the Section 3.1 are only based on the
discrepancy between the given data set and the considered model.
It can lead to the choice of a complex model that overﬁts the data
set. In order to overcome this problem, criteria that take into account
complexity for model selection are introduced. The importance of
complexity in model selection is highlighted in [41] .
3.2.1. Minimum description length
Minimum Description Length (MDL) originates from the ﬁeld
of information theory in computer science. It was ﬁrstly proposed
for model selection by Rissanen in 1978. It is based on the shortest
encoding length principle of the data and the model itself.
Let D, M represent respectively the observed data set and a model
from the list of models candidates to be selected. The “best ” model M ∗
can be chosen as that which minimizes the MDL measure deﬁned by
푀퐷퐿 = 퐿 ( 푀) + 퐿 ( 퐷|푀) , [42] where:
• L ( M ) is given by (see [43,44] ):
퐿 ( 푀 ) = 
푘 
2 
ln 
(
푛
2 휋
)
+ ln ∫
√|퐼 ( 휃) |푑휃 (14) 
It depends on the number of parameters in the model k , on the
number of observations in the data set n and also on the Fisher
information I ( 휃). In the cases of universal priors where there is no
information on the distribution of data and model, the Eq. (14) is
simpliﬁed by Ramos [42] as follows:
퐿 ( 푀) = ( 푘 + 1) log 2 푘 + 
푘 
2 
log 2 푛 (15) 
• L ( D | M ) is the log likelihood function of the data given the model M
with parameter 휃:
퐿 ( 퐷|푀 ) = − log 푝 휃(푥 1 , 푡 1 |푋 0 , 0; 휃)− 푛 ∑
푖 =2 
log 푝 휃
(
푥 푖 , 푡 푖 
||푥 푖 −1 , 푡 푖 −1 ; 휃 ) (16)
3.2.2. Akaike information criterion
Akaike Information Criterion (AIC) is based on information theory,
ﬁrstly introduced in [45] and widely used for model selection [46] .
It is dedicated to select the model with the closest distribution to the
true distribution in the Kullback–Leibler sense and having the smallest
number of parameter. In fact, considering the data set D , AIC of model
M having k parameters is given by:
퐴퐼 퐶 = 2 퐿 ( 퐷|푀 ) + 2 푘 (17) 
where L ( D | M ) is the logarithm of the model ’s maximum likelihood.
Given this criteria, among candidate models, the one with minimum
AIC will be chosen.
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3.2.3. Bayesian information criterion
Bayesian Information Criterion (BIC) ﬁrstly derived by Schwarz in
1978 is an approximation for the posterior distribution of Bayesian
methods using the assumption that the priors are equal. It provides
a measure for model selection that penalizes the model having more
parameters, refer to [47,48] . In fact, BIC is given by:
퐵퐼 퐶 = 2 퐿 ( 퐷|푀 ) + 푘 ln ( 푛 ) (18) 
where L ( D | M ) is the logarithm of the model ’s maximum likelihood.
According to the BIC criterion, the model having the lowest value of
BIC is the best. Besides the number of parameter k , the BIC also takes
into account the size of the data set n . When n increases, the model
having a smaller number of parameters k is favored by the BIC which
is not necessarily the case for the AIC.
The three criteria AIC, BIC and MDL deal with the trade-oﬀ between
the model goodness of ﬁt and the model complexity, but only MDL con- 
siders the model ’s functional form given in (14) . Therefore, it is expected
to give the more accurate decision for model selection. However, it is
not always easy to evaluate the integral term of the Fisher information.
3.3. Robustness - generalizability
Three criteria AIC, BIC and MDL penalize the complexity of the
model and favor the simpler one. In fact, the eﬀects of model complexity
on model ﬁt strictly depend on the mutual inﬂuence of complexity and
generalizability. Generalizability is described in [49] as the “model ’s
ability to accurately predict future, as yet unseen, data samples from
the same process that generated the currently observed sample ”.
The concept of generalizability is close to the robustness which is
the insensitivity to outliers in the observed dataset. Considering the
generalizability, a model which does not only ﬁt to a given data set
but also has the high ability to match other data generated by the
same underlying distribution will be prioritized. Therefore, in this
section, selection measures that characterize the robustness or the
generalizability of the model are considered.
3.3.1. Bootstrap method
The main idea of Bootstrap methods, introduced by Efron (1979),
is to draw repeated samples from the initial data set (that usually has
small size), a large number of times to create a great size of “phantom
samples ”. Then, based on these samples, the underlying distribution of
population of interest is studied, for more details see [50] . Following
the idea of using bootstrap method for model selection [51] , we present
the procedure to evaluate the bootstrap metric (BS) that characterizes
the generalizability and robustness of a proposed degradation model
( M ) given a data set D having n samples as follows:
1. For 푗 ∈ 퐾 ∶ {1 , … , 푘 } where k is a large number.
• Randomly draw m samples from the data set D , ( m < n ) to create
a bootstrap data set D j ,
• Estimate the model parameters from this data set D j , 휃̂( 퐷 푗 ) , by
maximizing the log likelihood L ( D j ),
• Evaluate the natural logarithm of the predictive model ’s
likelihood for the initial data set with 휃̂( 퐷 푗 ) : 퐿 ̂휃( 퐷 푗 ) ( 퐷) ,
2. The average BS metric of model Mj is given by : 퐵푆 =
1 
푘 
∑푘
푗=1 퐿 ̂휃( 퐷 푗 ) 
( 퐷) 
The BS method is suitable for the small size data set because its
implementation time is an issue. When the number of observation
points is large enough, the Cross Validation method is preferred than
the BS method.
3.3.2. Cross validation method
Cross validation (CV) method is a computer science technique for
assessing how accurately a predictive model will match to data in prac- 
tice [52] . Its principle is to split the data into subsamples including a
training sample set for estimation of model parameters and a validation
sample set for testing the performance of predictive model in order to
limit overﬁtting problem. Among CV techniques, k -fold CV presented
by Boyce et al. [53] is widely used for model selection [54] . In the
application of degradation model selection, we propose to evaluate the
k -fold CV measure of model M as follows:
1. Divide the data set D in to k folds
2. For 푗 ∈ 퐾 ∶ {1 , … , 푘 } :
• Estimate model parameters ( ̂휃|퐷 { 퐾⧵푗} ) using all data that do not
belong to fold j ,
• Evaluate the natural logarithm of the predictive model ’s
likelihood for data that belong to fold j : 퐿 ( 퐷 푗 |( ̂휃|퐷 { 퐾⧵푗} ))
3. The CV value of model M is given by:
퐶푉 = 
푘∑
푗=1 
퐿 ( 퐷 푗 |( ̂휃|퐷 { 퐾⧵푗} ) (19) 
where n is the size of data set D .
The CV measure gives an idea of the robustness of the considered
model by examining how the model ﬁts to an independent unknown
dataset. The model having the minimum CV will be chosen.
4. Prognostic metrics
In the above section, the model selection criteria have introduced
that measure how candidate models are close enough to available
degradation data. In reliability engineering, one of the primary pur- 
poses of degradation modeling is to predict the system reliability. The
Residual Useful Lifetime (RUL) is considered extensively for mainte- 
nance decision and planning. Therefore, the degradation models can
be selected based on their lifetime prognostic performance. Authors in
[55] introduced a set of metrics to assess the prognostic ability of a given
model when degradation data and true failure time ( t F ) are known.
Inspired by this work we consider, in this section, three measures to
evaluate the prognostic performances for degradation model selection.
4.1. Prognostic horizon
The Prognostic Horizon (PH) is introduced in [56] . Let t be the last
observation time and RUL t be the predicted RUL of component at t . Let
t F be the actual failure time. For two given values 휖 > 0 and 휁 > 0, let
deﬁne t 휖, 휁 by:
푡 휖,휁 = inf
{
푡, ℙ 
{
(1 − 휖) 푡 퐹 − 푡 ≤ 푅푈퐿 푡 ≤ (1 + 휖) 푡 퐹 − 푡 } ≥ 휁}
The Prognostic Horizon is deﬁned as 푃 퐻 = 푡 퐹 − 푡 휖,휁 . For model se- 
lection, the model having the greatest PH will be chosen. In other
words, the prognostic horizon criterion ( PHC ) is also characterized by
the minimal value of the observation time, 푃 퐻퐶 = 푡 휖,휁 such that the
estimated RUL distribution satisﬁes the above requirement. The model
having the minimal value of t 휖, 휁 , can be chosen as it estimates faster
and more precisely the failure time.
4.2. Prognostic accuracy
Let L be the failure threshold and t 휏 be the ﬁrst time the degradation
level exceeds the threshold 퐿 휏 = 휏 ⋅ 퐿 with 휏 ∈ [0, 1]. The prognostic
accuracy criterion ( PAC ) is deﬁned in this paper as a prognostic measure
that evaluates the probability mass of predicted RUL of component at
time t 휏 within the 휖-bounds 휖
+ = (1 + 휖) 푡 퐹 − 푡 휏 and 휖
− = (1 − 휖) 푡 퐹 − 푡 휏 .
The model having the maximal value of PAC is the best one. Then, the
PAC is given by:
푃 퐴퐶 = ℙ 
{
휖− ≤ 푅푈퐿 푡 휏 ≤ 휖+ 
}
(20) 
For PHC and PAC metrics, the choice of 휖, 휁 , and 휏 depend on
the operation requirements of the considered system. Note that, the
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Table 1 
Summary of the model selection criteria investigated in numerical examples. 
Purposes Selection criteria Features 
To assess how candidate models are close enough to 
available degradation data. 
Empirical Average Log-Likelihood ( EAL ) Classical selection criteria to quantify the goodness-of ﬁt. 
To assess how candidate models are close enough to 
available degradation data. 
Akaike Information Criterion (AIC) Classical selection criteria to quantify the goodness-of ﬁt and the 
model complexity. 
To assess how candidate models are close enough to 
available degradation data. 
Bayeisan Information Criterion ( BIC ) Classical selection criteria to quantify the goodness-of ﬁt and the 
model complexity, taking into account data size. 
To assess how candidate models are close enough to 
available degradation data. 
Minimum Description Length ( MDL ) Classical selection criteria to quantify the goodness-of ﬁt and the 
model complexity, taking into account data size and model 
formality. 
To assess how candidate models are close enough to 
available degradation data. 
Cross Validation ( CV ) Classical selection criteria to quantify the goodness-of ﬁt and the 
generalizability. 
To assess the prognostic ability of candidate models 
when degradation data and true failure time are 
known. 
Prognostic Horizon Criterion ( PHC ) Prognostic criterion to investigate which model could predict an 
acceptable RUL distribution as soon as possible. 
To assess the prognostic ability of candidate models 
when degradation data and true failure time are 
known. 
Prognostic Accuracy Criterion ( PAC ) Prognostic criterion to investigate the precision of the RUL 
prediction of candidate models. 
To assess the prognostic ability of candidate models 
when degradation data and true failure time are 
known. 
Hybrid Criterion ( HyC ) New criterion to taking into account the goodness-of-ﬁt 
information of the observation data when investigating the 
precision of the RUL prediction of candidate models. 
( 푃 퐴퐶) 휏=30% characterizes the value of PAC criterion when the degrada- 
tion data is observed until 휏 = 30% of the failure threshold ( 휏 · L ). The
predicted RUL distribution is evaluated by the mathematical formulas
as given e.g. in Eqs. (5) , (6) , or (11) .
4.3. Hybrid criterion
In this subsection, we propose a new criterion called Hybrid Crite- 
rion ( HyC ) to take into account the goodness-of-ﬁt information of the
observation data when evaluating the prognostic measure. In fact, HyC
is calculated by the weighted sum between the weighted probability
mass of predicted RUL at time t 휏 (as deﬁned in the previous section)
and the log-likelihood of the observation data that does not excess the
threshold L 휏 (deﬁned in the previous section).
퐻푦퐶 = − 푤 ⋅ log 
(
ℙ 
(
휖− ≤ 푅푈퐿 푡 휏 ≤ 휖+ 
))
+ ( 푤 − 1)
{
log 푝 ( 푥 1 , 푡 1 |푋 0 , 0; 휃)
+ 
푛 휏∑
푖 =2 
log 푝 ( 푥 푖 , 푡 푖 |푥 푖 −1 , 푡 푖 −1 ; 휃)} (21) 
where 푛 휏 = max { 푛, 푥 푛 ≤ 휏 ⋅ 퐿 } and w ∈ [0, 1] is the weight parameter
for the prognostic measure. In this paper, w is proposed to be the ratio
between the number of observation periods from the last observation
time to the failure time and the total number of observation periods
from initial moment to the failure time. As a consequence, it increases
with the prognostic horizon. For model selection, the model having
the minimal value of HyC will be chosen. Similar to PAC , ( 퐻푦퐶) 휏=30%
characterizes the value of HyC criterion when the degradation data is
observed until 휏 = 30% of the failure threshold ( 휏 · L ).
Table 1 summarizes the features of the selection criteria that are eval- 
uated and discussed in numerical examples. These criteria are applied to
choose the best model for degradation data generated by one among the
Brownian motion ( M 1 , M 2 , M 3 , M 4 ) and the Gamma ( M 5 , M 6 ) family.
5. Numerical experiments
5.1. Design of numerical experiments
Consider six models presented in Section 2 which are respectively
M 1 a drifted Brownian motion, M 2 a time-dependent drifted Brownian
motion, M 3 a time diﬀusion-dependent drifted Brownian motion, M 4
a particular OU process as presented by Eq. (8) , M 5 a homogeneous
gamma process and M 6 a non-homogeneous gamma process. These
models are classiﬁed into two principal groups: diﬀusion processes
(Brownian and O.U.) and Gamma processes. In detail, M 1 is a particular
case of M 2 and M 4 while M 5 can be nested into M 6 (when choosing ap- 
propriate parameters). Corresponding to the classic criteria introduced
in Section 3 and to the prognostic criteria introduced in Section 4 , the
best model is chosen for given simulated data set.
The selection procedure follows the following steps:
Data generation One of above models is chosen to generate data.
Its parameters are chosen in order to have the mean degradation level
100 at time 푡 = 100 : E [ 푋 100 ] = 100 with diﬀerent values of coeﬃcient of
variation at time 100, vc 100 ∈ {10%, 30%, 50%, 70%}. The maximum
simulation time t m is 500. For each simulation, the evolution of a degra- 
dation process from 0 to t m is generated with the time step Δ푡 = 0 . 01 .
Data collection and parameter estimation Consider a failure
threshold 퐿 = 80 , the ﬁrst time when degradation process exceeds this
threshold is the true failure time t F . The degradation data are recorded
until this time through periodic inspection policy (at every period
푇 = 푘 ⋅ Δ푡 ). Then, following the methods presented in Section 2.3 , the
recorded observation data are used to estimate parameters for all six
models.
Evaluation of comparison criteria and selection of the best
model corresponding to every criterion The comparison criteria are
evaluated for every model with their estimated parameters. Among cri- 
teria presented in Sections 3 and 4 , we only evaluate the characterized
criteria as follows:
• Empirical Average Log-Likelihood ( EAL ) that characterizes the
goodness-of-ﬁt measures and could be used for all above 6 types
degradation models with periodic and non-periodic observation
data.
• Akaike Information Criteria ( AIC ) that takes into account the
goodness-of-ﬁt measures and the model complexity presented by
the number of parameters.
• Bayesian Information Criteria ( BIC ) that does not only take into
account the goodness-of-ﬁt measures, the number of parameters but
also the number of observation data.
• Minimum Description Length ( MDL ) that take into account the
goodness-of-ﬁt measures, the number of observation data, the
model complexity presented through parameter number and model
formulation.
• Cross Validation ( CV ) that veriﬁes the model robustness. In this
paper, the 5-fold-CV is considered. In detail, observation data are
divided into ﬁve subsets (four subsets for parameter estimation and
one subset for testing model).
• Prognostic Horizon ( PHC ) is a measure that considers which model
gives us an acceptable estimation of RUL in the best time (as soon
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Table 2 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a Wiener process with drift ( M 1 ) with diﬀerent coeﬃcient of variation vc t . The numbers
in the table represents the percentage that M i is chosen according to every selection criterion .
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 22 23 76 98 100 42 45 38 1 5 43 92 100 10 26 25 3 1 43 92 100 6 21 19 
M2 48 23 5 1 0 13 17 17 4 5 3 3 0 4 31 33 12 20 3 2 0 3 44 51 
M3 7 16 4 0 0 37 36 42 0 12 9 1 0 6 36 34 5 8 9 0 0 4 27 23 
M4 23 38 15 1 0 6 2 3 95 78 45 4 0 56 7 8 80 71 45 6 0 21 8 7 
M5 0 0 0 0 0 2 0 0 0 0 0 0 0 18 0 0 0 0 0 0 0 54 0 0 
M6 0 0 0 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 12 0 0 
Table 3 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a Wiener process with time-dependent drift ( M 2 ) with diﬀerent coeﬃcient of variation
vc t . The numbers in the table represents the percentage that M i is chosen according to every selection criterion.
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 0 0 0 1 19 0 2 1 0 0 9 69 97 1 10 8 0 0 20 84 99 0 9 11 
M2 88 83 90 97 81 71 46 49 7 12 23 24 3 43 36 42 30 26 37 12 1 34 43 44 
M3 0 1 1 1 0 1 33 32 1 2 1 1 0 1 33 31 0 4 4 1 0 0 20 21 
M4 12 17 9 1 0 4 19 18 92 86 67 6 0 38 21 19 70 70 39 3 0 28 28 24 
M5 0 0 0 0 0 18 0 0 0 0 0 0 0 13 0 0 0 0 0 0 0 28 0 0 
M6 0 0 0 0 0 6 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 10 0 0 
Table 4 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a Brownian motion with time dependent drift and diﬀusion coeﬃcient ( M 3 ) with diﬀerent
coeﬃcient of variation vc t . The numbers in the table represents the percentage that M i is chosen according to every selection criterion .
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 0 0 0 0 0 1 0 0 0 0 0 0 0 6 4 6 0 0 0 0 0 1 7 5 
M2 0 0 0 0 0 12 14 15 0 0 0 0 0 14 21 19 0 0 0 0 0 0 19 16 
M3 100 100 100 100 100 67 83 80 100 100 100 100 100 20 64 66 100 100 100 100 100 12 63 72 
M4 0 0 0 0 0 0 2 5 0 0 0 0 0 24 10 9 0 0 0 0 0 42 8 7 
M5 0 0 0 0 0 20 1 0 0 0 0 0 0 36 1 0 0 0 0 0 0 45 3 0 
M6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
as possible). In this section, we chose arbitrarily 휖 = 0 . 1 , 휁 = 0 . 7
(results with diﬀerent value of 휁 are discussed later).
• Prognostic accuracy criterion ( PAC ) is a measure that evaluates
the precision of RUL estimation corresponding to an amount of
accumulated observation data with a ﬁxed observation period.
In this section, we chose arbitrarily 휖 = 0 . 01 , 휏 = 0 . 3 (results with
diﬀerent value of 휏 are discussed later).
• Hybrid Criterion ( HyC ) is a measure that allows us to take into
account the goodness-of-ﬁt information of observation data in the
evaluation of the RUL estimation accuracy. The value of 휖 and 휏
are chosen similar to the PAC (results with diﬀerent values of 휏 are
discussed later).
Repeat the procedure for N times, where N is an enough large
number, and analyze the statistical results
5.2. Analysis of numerical experiments
In this section, we consider a degradation process that is inspected
at every period 푇 = 0 . 2 time unit (i.e 푘 = 20 ). The model selection is
performed following the steps presented in the above section. For every
simulation case, the best model corresponding to every comparison
criteria is recorded to evaluate the percentage of simulation cases when
model M i is chosen. The results are then presented in Tables 1–6 .
5.2.1. Dissociation of the two families
When data are generated from one family (Gamma processes or
diﬀusion processes), the classical criteria chose very often a model
in the same family. In this sense, the classical criteria are better than
the prognostic criteria. For example, consider Table 2 , when data are
generated by M 1 with the coeﬃcient of variation varying from 10% to
50%, all the classical criteria can identify that the data are generated by
a diﬀusion process while according to the prognostic criteria a Gamma
process could be chosen.
5.2.2. Identiﬁcation within a family
Thanks to a good estimation of the model parameters, within the
same group the obtained models are similar to the model used for data
generation. Furthermore:
• In the ﬁrst group, M 1 is a particular case of M 2 and M 4 (when
choosing appropriate parameters). Therefore, consider Table 2 ,
when M 1 is the true model, especially with high coeﬃcients of
variation, M 2 and M 4 are also frequently chosen to be the best
model. In these cases, according to the estimated parameters, M 2
and M 4 are almost the same as M 1 .
• In the ﬁrst group, M 2 could be nested into M 4 , and M 1 could be
considered as a simple particular case of M 2 . Table 3 shows that
when M 2 is the true model, M 2 and M 4 are chosen to be the best
model in almost all cases. However, with the high coeﬃcient of
variation, according to BIC and MDL criteria, a simpler model as M 1
is more favorable. Each time another model ( M 1 or M 4 ) is chosen,
its estimated parameters make these models very close to M 2 .
• In the ﬁrst group, M 3 is a particular case of the Brownian family
where the drift and the diﬀusion also depend on time. Therefore,
consider Table 4 , according to all of the selection criteria in the most
of cases (except the PHC in the case of high coeﬃcient of variation),
M 3 is the best one that ﬁts the data. This model is very ﬂexible for
the parameter estimation and data ﬁtting, even if this model is cho- 
sen for data generated from M i , 푖 = 1 , 2 , 3 , the estimated parameters
of M 3 lead to a model which is very close to the original one.
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Table 5 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a OU process ( M 4 ) with diﬀerent coeﬃcient of variation vc t . The numbers in the table
represents the percentage that M i is chosen according to every selection criterion .
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 0 0 0 3 37 0 2 2 0 0 14 74 98 0 7 7 0 0 15 86 99 1 6 10 
M2 1 1 13 63 63 14 31 33 5 6 18 19 2 0 47 44 5 4 20 10 1 0 64 57 
M3 0 0 0 1 0 27 44 45 0 2 1 1 0 3 27 32 0 1 4 1 0 0 20 22 
M4 99 99 87 33 0 46 23 20 95 92 67 6 0 69 19 17 95 95 61 3 0 52 10 11 
M5 0 0 0 0 0 10 0 0 0 0 0 0 0 21 0 0 0 0 0 0 0 38 0 0 
M6 0 0 0 0 0 3 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 9 0 0 
Table 6 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a homogeneous gamma process ( M 5 ) with diﬀerent coeﬃcient of variation vc t . The
numbers in the table represents the percentage that M i is chosen according to every selection criterion .
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 0 0 0 0 0 7 16 0 0 0 0 0 0 1 33 12 0 0 0 0 0 10 26 19 
M2 0 0 0 0 0 21 13 3 0 0 0 0 0 6 19 2 0 0 0 0 0 10 14 4 
M3 0 0 0 0 0 21 21 8 0 0 0 0 0 6 12 5 0 0 0 0 0 9 22 4 
M4 0 0 0 0 0 6 6 5 0 0 0 0 0 17 6 3 0 0 0 0 0 9 10 8 
M5 46 0 89 99 0 17 16 47 66 5 63 85 98 55 19 44 91 35 65 80 90 52 13 33 
M6 54 100 11 1 100 28 28 37 34 95 37 15 2 15 11 34 9 65 35 20 10 10 15 32 
Table 7 
Model selection for periodic observation data ( 푇 = 0 . 2 ) of a degradation process generated by a non-homogeneous gamma process ( M 6 ) with diﬀerent coeﬃcient of variation vc t . The
numbers in the table represents the percentage that M i is chosen according to every selection criterion .
vct = 10% vct = 30% vct = 50% 
CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC CV EAL AIC BIC MDL PHC PAC HyC 
M1 0 0 0 0 0 0 0 0 0 0 0 0 0 2 4 5 0 0 1 2 2 4 2 5 
M2 0 0 0 0 0 52 29 6 0 2 0 0 0 29 10 1 0 2 1 0 0 21 15 4 
M3 0 0 0 0 0 21 13 6 0 0 0 0 0 3 6 1 0 0 0 0 0 0 9 1 
M4 0 0 0 0 0 1 14 6 0 0 0 0 0 20 15 3 0 0 0 0 0 30 9 4 
M5 40 5 5 5 5 0 3 3 5 1 4 6 15 0 17 25 21 1 2 7 14 2 32 41 
M6 60 95 95 95 95 26 41 79 95 97 96 94 85 46 48 65 79 97 96 91 84 43 33 45 
• In the ﬁrst group, when data are generated by M 4 , see Table 5 ,
according to CV and EAL criteria, M 4 is the best model in almost
case, whereas AIC, BIC, MDL prefer a simpler model M 1 or M 2 .
Considering prognostic criteria, in the case of high coeﬃcient of
variation, the PAC and HyC (with 휏 = 30% ) also prefer M 2 while
according to the PHC , the gamma family ( M 5 , M 6 ) could be chosen
as the best one. With high variance the identiﬁability is diﬃcult,
and the model simplicity and reactivity criteria take over.
• Among the Gamma family, M 5 is considered as a particular case of
M 6 when 푏 = 1 . Therefore, for data generated by M 5 and according
to the classic criteria, either M 5 or M 6 is the best model that ﬁts
the data, see Table 6 . When data are generated by M 6 , the classical
criteria can select the good model in almost all cases, see Table 7 .
However, according to the prognostic criteria that are based on
the predicted RUL, a model based on diﬀusion process could also
be chosen when data are generated by M 5 or M 6 . Because of
a good parameter estimation, the degradation process made by
Brownian/OU models are also close to the one generated by Gamma
models. Thus, the predicted RUL of Brownian/OU models is also
close to the real value of RUL.
5.2.3. Considering classical criteria
• Better data ﬁtting for models with a high number of parame- 
ters: A model with many parameters which is consequently a more
complex model can ﬁt an observation data set better than a simpler
model with few parameters, even if the latter has generated the data.
It is related to the well-known overﬁtting phenomenon. Therefore,
according to goodness-of-ﬁt criterion ( EAL ), an excessively complex
model could be chosen more often than the true model. For example
consider Table 2 with the coeﬃcient of variation 30%. According to
the EAL criterion, M 4 is chosen as the best model for 78 scenarios
while the true model M 1 is only selected for ﬁve scenarios. Similarly,
consider Table 6 with the coeﬃcient of variation 30%. According to
the EAL criterion, M 6 is chosen to be the best model for 95 scenarios
while the true model M 5 is only chosen for ﬁve scenarios.
• Number of models parameters versus criteria: In most of the
cases, compared to EAL criterion the CV criterion promotes a general
model while AIC and BIC criteria favor a simpler model. For exam- 
ple, see Table 2 with the coeﬃcient of variation 50%. According to
this CV and for 80% of the scenarios, M 4 is the best model while
according EAL, AIC and BIC, M 4 is the best model for respectively
71%, 45% and 6% of the scenarios. The model complexity is more
penalized by BIC measure than AIC measure. Therefore, according
to BIC , the simpler model is more favored ( M 1 is chosen for 92% of
scenarios with BIC instead of 43% of scenarios with AIC ).
• Prior knowledge in a criteria: Using hypothesis of universal priors
when there are not any knowledge about the distribution of the
data and the model, the MDL criterion given by Eq. (15) promotes
a simple model. For example, consider Table 3 . According to MDL,
M 1 is the best model that ﬁts the observation data generated by M 2
in almost all scenarios, especially when the coeﬃcient of variation
is high. Hence it is necessary to improve the formulation of MDL by
taking into account the prior information about the data distribution
and the model.
5.2.4. Considering prognostic criteria
The considered prognosis criteria are based on the RUL prediction
of the component.
• PHC and identiﬁcation problem: It is diﬃcult to identify the
underling model of the observed data based on the PHC , especially
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Fig. 1. Box plot of the estimated failure time t 휖, 휁 for every model with data generated with M 3 with coeﬃcient of variation 10%.
Fig. 2. Box plot of the estimated failure time t 휖, 휁 for every model with data generated from M 3 with coeﬃcient of variation 50%.
in the case of high coeﬃcients of variation. In fact, an eﬃcient
estimation parameter methods lead to obtaining very similar values
of PHC criterion for all the models.
For example, consider the case where data are generated by M 3
with a coeﬃcient of variation equals to 10% (see Fig. 1 ). The box
plot of t 휖, 휁 with model M 3 is quite lower than the ones with other
models. According to PHC when 푣푐 푡 = 10% , M 3 is chosen to be the
best model for 67% of scenarios (see Table 4 ). In the case of high
coeﬃcient ( 푣푐 푡 = 50% ), the box plot of t 휖, 휁 for M 3 is approximately
equal to the ones with other models (for 휁 = 0 . 6 and 0.7) and is
quite higher than the ones of M 5 and M 6 (for 휁 = 0 . 8 and 0.9), see
Fig. 2 . Therefore, according to PHC when 푣푐 푡 = 50% and 휁 = 0 . 7 M 5
is chosen to be the best model for 77% of scenarios (see Table 4 ).
• Comparison of PHC and PAC : Compared to the PHC , the PAC gives
better results. Consider for example Table 4 . For a high coeﬃcient
of variation (50%), the true model M 3 is detected for only 12% of
scenarios with PHC while according to PAC , this ratio is increasing
to 63%.
• Inﬂuence of the observation duration: A paradox result is rec- 
ognized. When the threshold of observation data 휏 is increasing
(i.e., for more gathered data), a model that belongs to another
group could be selected to be the best model according to PAC .
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Fig. 3. Degradation processes generated (after parameter estimations from observation data generated by M 1 with 푣푐 푡 = 30% ) and failure time distributions estimated by models ( M 1 , ...
M 6 ) with diﬀerent values of 휏.
For example, consider Table 8 that presents the results of model
selection according to the PAC and PHC with diﬀerent value of 휏 for
data generated by M 1 . When 휏 is increasing from 30% to 90%, the
percentage of the choice of Gamma family is increasing, especially
with high values of coeﬃcient of variation.
In order to explain this paradox result, we consider an example in
which data are generated by M 1 with the coeﬃcient of variation
30% (see Fig. 3 ). Based on the observation data with diﬀerent values
of the threshold 휏, the parameters of every model are estimated.
Then, the corresponding degradation processes are generated (see
Fig. 3 (a), (c), (e)). Their corresponding RUL distributions are esti- 
mated (see Fig. 3 (b), (d), (f) for estimated failure time distribution).
When 휏 is increasing (i.e., for more gathered observation data), the
RUL distributions are more precise. Whatever their shapes are, they
are more peaky, with a low variance and centered on the actual
failure time. Remark that this is mainly because the prognostic
horizon is getting shorter (i.e., the last observation time is closer to
the failure time) as the value of 휏 increases. Even the degradation
process generated by Gamma models ( M 5 or M 6 ) give results which
are close to real data on a short time prediction horizon. It can be
observed e.g. on Fig. 3 (f). The ﬁrst passage times of degradation
processes generated by M 5 and M 6 are close to the failure time.
Then the failure time distribution estimated by Gamma models are
the most accurate compared to the real failure time. For a short term
horizon, these processes give good lifetime estimation with low
variance. That is the reason why a Gamma model could be chosen
to be the best model according to PAC when more measurements
are obtained, and the prognostic horizon is short.
• Eﬃciency of the hybrid criterion: The HyC that takes into account
the goodness-of-ﬁt of observation data is the best criterion among
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Table 8 
Model selection according to PAC and HyC with diﬀerent thresholds of observed data 
generated by M 1 .
vc t Criteria M 1 M 2 M 3 M 4 M 5 M 6
(true model) 
10% ( 푃퐴퐶) 휏=30% 45% 17% 36% 2% 0 0 
( 퐻푦퐶) 휏=30% 39% 17% 41% 3% 0 0 
( 푃퐴퐶) 휏=50% 37% 14% 30% 19% 0 0 
( 퐻푦퐶) 휏=50% 33% 16% 34% 17% 0 0 
( 푃퐴퐶) 휏=70% 35% 21% 28% 16% 0 0 
( 퐻푦퐶) 휏=70% 34% 23% 27% 16% 0 0 
( 푃퐴퐶) 휏=90% 21% 8% 25% 35% 5% 6% 
( 퐻푦퐶) 휏=90% 25% 12% 29% 34% 0 0 
30% ( 푃퐴퐶) 휏=30% 26% 31% 36% 7% 0 0 
( 퐻푦퐶) 휏=30% 25% 33% 34% 8% 0 0 
( 푃퐴퐶) 휏=50% 25% 22% 23% 30% 0 0 
( 퐻푦퐶) 휏=50% 20% 30% 21% 29% 0 0 
( 푃퐴퐶) 휏=70% 11% 18% 16% 54% 1% 0 
( 퐻푦퐶) 휏=70% 13% 21% 16% 50% 0 0 
( 푃퐴퐶) 휏=90% 2% 9% 3% 35% 26% 25% 
( 퐻푦퐶) 휏=90% 3% 16% 13% 68% 0 0 
50% ( 푃퐴퐶) 휏=30% 21% 44% 27% 8% 0 0 
( 퐻푦퐶) 휏=30% 19% 51% 23% 7% 0 0 
( 푃퐴퐶) 휏=50% 7% 33% 36% 23% 0 1% 
( 퐻푦퐶) 휏=50% 9% 37% 32% 22% 0 0 
( 푃퐴퐶) 휏=70% 4% 33% 20% 37% 4% 2% 
( 퐻푦퐶) 휏=70% 3% 26% 23% 38% 0 0 
( 푃퐴퐶) 휏=90% 1% 11% 3% 7% 44% 34% 
( 퐻푦퐶) 휏=90% 1% 23% 18% 58% 0 0 
70% ( 푃퐴퐶) 휏=30% 14% 59% 22% 4% 0 1% 
( 퐻푦퐶) 휏=30% 13% 64% 19% 4% 0 0 
( 푃퐴퐶) 휏=50% 9% 60% 18% 8% 3% 2% 
( 퐻푦퐶) 휏=50% 11% 62% 19% 8% 0 0 
( 푃퐴퐶) 휏=70% 5% 37% 12% 8% 22% 16% 
( 퐻푦퐶) 휏=70% 8% 56% 23% 13% 0 0 
( 푃퐴퐶) 휏=90% 0 3% 0 2% 44% 51% 
( 퐻푦퐶) 휏=90% 1% 46% 22% 31% 0 0 
prognostic criteria. In fact, consider all the results on Tables 2–7 .
Based on HyC , the underlying model family (whether diﬀusion- 
based or Gamma-based processes) can be correctly identiﬁed in
most of the cases, even if when the coeﬃcient of variation is high.
Moreover, the paradox result discussed for PAC is also bypassed.
Looking for example at Table 8 , it comes that the underlying model
family is well identiﬁed with the diﬀerent thresholds of 휏 even if
the coeﬃcient of variation is high.
6. Conclusion
In this paper, we have discussed characteristics of selection criteria
for degradation models. The selection criteria are classiﬁed into two
groups: (1) classical statistical criteria that are based on the discrepancy
between observation degradation data and the values expected under
the considered model and (2) prognostic criteria that are based on
the relevance between failure time and its expected distribution under
the considered model. The advantages and disadvantages of these
criteria are considered through numerous numerical examples for
model selection between solutions of stochastic diﬀerential equations
and Gamma processes.
In general, the classic criteria is better than the prognostic criteria
for the purpose of dissociation of the two families (Gamma vs. Brown- 
ian/OU models). In detail among classical criteria, compared to EAL cri- 
terion, CV criterion favors general models with high parameters number
while AIC and BIC prefers a simple model having fewer parameters. As
the model complexity is more strongly penalized by MDL criterion with
the hypothesis of universal priors, then MDL criterion frequently favors a
simple model. Hence, it is necessary to improve the formulation of MDL
by taking into account the prior information about the data distribution
and the model formality. On the other hand, among prognostic criteria,
PHC is the worst criteria to identify the underlying model family of ob- 
served data. When model parameters are well estimated, the prognostic
measure assessment of each model is approximately equal. Considering
PAC , an interesting paradox result is recognized: the longer the obser- 
vation duration is, the more frequently a wrong underlying model is
selected. In fact, when the prognostic horizon is small it means that
the last observation time is close to the failure time. The degradation
process generated by another model can be close to real data during a
short period of time. Therefore, it may be counterproductive to increase
the observation time for a model selection based on the PAC criterion.
Thus, we proposed new criteria, HyC that allows taking into account the
goodness-of-ﬁt of observation data when evaluating the prognostic mea- 
sures. Numerical experiments highlight the performance of HyC . Partic- 
ularly the underlying model family of an observation data set, whether
it is diﬀusion (Brownian/OU) family or Gamma family, can be correctly
identiﬁed in most of the cases, even if the coeﬃcient of variation is high.
In summary, the classical statistical methods for model calibration
are very eﬃcient. These methods are usually powerful with a large
set of data and they do not take into account the possible posterior
information on the system operation conditions. The prognostic criteria
are more strict and very sensitive to the coeﬃcient for variation of
data and the decision parameters. Moreover, these criteria are more
useful when the operational conditions are diﬀerent from the available
training degradation data. In this paper, the same degradation data are
considered for classical model selection and prognostic criteria. There- 
fore, the results of model selection bring out the interest of classical
methods. Regarding the sensitivity of the prognostic criteria and the
precision sought by the latter, they are more recommended when the
operational conditions after the last observation are very ﬂuctuating.
The selection criteria presented in this paper primarily take account
of the sampling errors in parameter estimation. Further works will
consider the inﬂuence of conﬁdence intervals of estimated parameters
on a model comparison. On the other hand, the impact of some
characteristic features of the observed data set on model selection will
be investigated, particularly such as the necessary amount of data, the
frequency of the observations, periodic or not. Moreover, new appro- 
priate criteria that allow comparing parametric and non-parametric
models eﬃciently could be developed. The set of models can also be
extended, and some other models such as Variance-Gamma or jump
diﬀusion models can be included.
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