We consider two kinds of stochastic volatility models. Both kinds of models contain a stationary volatility process, the density of which, at a fixed instant in time, we aim to estimate.
Introduction
Let S denote the log price process of some stock in a financial market. It is often assumed that S can be modelled as the solution of a stochastic differential equation or, more general, as an Itô diffusion process. So we assume that we can write dS t = b t dt + σ t dW t , S 0 = 0, (1.1) or, in integral form,
where W is a standard Brownian motion and the processes b and σ are assumed to satisfy certain regularity conditions (see Karatzas and Shreve (1991) ) to have the integrals in (1.2) well defined. In the financial context, the process σ is called the volatility process.
In this paper we model σ as a strictly stationary positive process satisfying a mixing condition, for example an ergodic diffusion on [0, ∞) and we make the assumption that σ is independent of W . We will assume that the one dimensional marginal distribution of σ has a density with respect to the Lebesgue measure on (0, ∞). This is typically the case, since in all stochastic volatility models that are proposed in the literature, the evolution of σ is modelled by a stochastic differential equation, mostly in terms of σ 2 . It is the purpose of the paper to estimate the (marginal) invariant density of the volatility process σ. The method that we will use focusses on the estimation of the marginal density of log σ 2 t . The density of σ t can then be obtained by a simple transformation by using the convention that σ is the square root of σ 2 .
Examples of such volatility models, all of them of diffusion type, are given below. The b 1 , b 2 and δ are real constants and B is a standard Brownian motion (independent of W ). In equation (1.3) an Ornstein-Uhlenbeck process is used to model the logarithm of the volatility and was proposed as a model by Wiggins (1987) . The model of equation (1.4) was suggested by Heston (1993) . It is the same as the one that Cox, Ingersoll and Ross (1985) used for the term structure of interest rates. Finally, equation (1.5) arises in a natural way as a limit of a GARCH(1,1) process, see below for an explanation of this terminology. In the examples above the conditions to ensure an ergodic stationary solution are satisfied by all of them for proper choices of the parameters.
Moreover, in all these cases we can characterize the invariant distribution. Under appropriate conditions, see e.g. Gihman and Skorohod (1972) or Skorokhod (1989) , for stochastic differential equations of the type
where X t takes its values in an open (bounded or unbounded) interval (l, r) the invariant density is up to a multiplicative constant equal to 6) where x 0 is an arbitrary element of the state space (l, r). Using this formula and simplyfying to the case where δ = 1, we get for the model of equation (1.3) that log σ 2 has an invariant N (
) distribution. For the model of equation (1.4) we find that σ 2 has an invariant Γ(2b 1 , 2b 2 ) distribution and for the model of equation (1.5) the invariant distribution of σ 2 is inverse gamma with density which is proportional to y → e −2b 1 /y y −2b 2 −2 .
These examples show that some of the models that are used to describe the volatility display rather different invariant distributions. This observation supports our point of view that nonparametric procedures are by all means sensible tools to get some insight in the behaviour of the volatility. Moreover, all the invariant distributions given in the examples above are unimodal. Since it is known that volatility clustering is an often occurring phenomenon, it is hard to believe that this can be explained by any of these models. Instead, one would expect in such a case for instance a bimodal distribution with peaks at certain levels of low and high volatility. Nonparametric density estimation could perhaps reveal such a shape of the invariant density of the volatility.
Our main goal is estimating the density f if we don't have a continuous record of observations of S, but we only observe S at the discrete time instants, say at times 0, ∆, 2∆, . . . , n∆. To illustrate the underlying ideas, we consider (1.1) but first without the drift term, so we assume to have
Let's keep the time ∆ between the observations fixed (but small) for the moment. For i = 1, 2, . . . we work, like in Genon-Catalot et al. (1998 , 1999 , with the normalized increments
For small ∆, we have the rough approximation
where for i = 1, 2, . . . we define
By the independence and stationarity of Brownian increments, the sequence Z ∆ 1 , Z ∆ 2 , . . . is an i.i.d. sequence of standard normal random variables. Moreover, the sequence is independent of the process σ by assumption.
It is therefore useful to first analyze discrete time models that exhibit a similar structure. Again refraining from the presence of a drift in (1.1), we consider stochastic models of the form
where {Z t } is an i.i.d., standard normal noise sequence and {σ t } is a predictable sequence of random variables, meaning that the random variable σ t is adapted to the filtration generated by the past noise variables Z t−1 , Z t−2 , . . . etc. This class of models has become popular in the econometrics literature, in particular for the description of certain financial times series. Financial data such as log-returns of stock prices or exchange rates are believed to share a number of stylized features, including for instance heavy-tailedness and long-range dependence. Models of the type (1.7) have been proposed to capture those features. A well-known family included in the class (1.7) is the family of GARCH-models, introduced by Bollerslev (1986) . For the GARCH(p, q)-model the sequence {σ t } in (1.7) is assumed to satisfy the equation 8) where the α i and β j are nonnegative constants. Under suitable assumptions, see Bougerol and Picard (1992) , GARCH processes are stationary and the statistical problem in this case would be to estimate the coeficients α i and β j in (1.8).
As we said before, we do not want to make a parametric assumption such as (1.8), but we still want to measure the volatility of the data somehow. In the present paper we propose a nonparametric statistical procedure for this problem. In what follows, we will only assume that the (squared) volatility process {σ 2 t } is stationary and strongly mixing and that its marginal distribution is absolutely continuous. Using ideas from deconvolution theory, we will propose a procedure for the estimation of the marginal density at a fixed point. The asymptotic properties of our estimator for the sampled process will be studied under the assumption that ∆ = ∆ n → 0 and n∆ n → ∞ as n → ∞. To asses the quality of our procedure, we will study how the bias and variance of the estimator behave under these assumptions. We want to stress that the results that we obtain for the discrete time model not only serve as a vehicle for the analysis of models in continuous time, but that they are of independent interest.
The remainder of the paper is organised as follows. In Section 2 we review deconvolution estimators for observations that form an i.i.d. sequence. Then, in Section 3 we apply this to the model described by (1.7). In Section 4 we turn to models in continuous time, although we keep on having observations at discrete time instants. The proofs of some technical lemmas needed in the proofs of the main results have been collected in Section 5.
Primer on kernel type deconvolution
We briefly review the construction of the deconvolution kernel density estimator based on i.i.d. observations. Recall that the characteristic function or Fourier transform of a density function g is defined by
where X is a random variable with density function g. In the standard deconvolution setting the random variable X is equal to the sum of two independent random variables, say Y , with unknown density f , and Z, with known density k. So g is the convolution of f and k and
The objective is to estimate f from i.i.d. observations of X 1 , . . . , X n having density g. In identity (2.2) we know φ k (t) and we can estimate φ g (t) by the characteristic function of a kernel estimator g nh of g. So
where w is an integrable function with integral one, called the kernel function, and h > 0 is a positive number, called the bandwidth, governing the curvature of the estimate. The kernel estimator itself is also a convolution of the empirical distribution function G n of the observations and the rescaled kernel function w h (x) = w(x/h)/h. So
where
is called the empirical characteristic function. From (2.2) we see that
is an obvious candidate to estimate φ f . Applying an inverse Fourier transform we obtain an estimator of f . Define the estimator f nh of f as
The inversion is allowed if the function (2.6) is integrable. In general this is not guaranteed. However, to enforce integrability, we assume that φ w has a bounded support. Note that (2.7) can be rewritten as
It is easy to see that under the condition, which we will impose in the sequel, that w is symmetric, the function v h , and hence the estimator f nh (x), is real valued. A popular performance measure for deconvolution kernel estimators is the mean squared error (MSE). The MSE of f nh (x) is defined as E (f nh (x) − f (x)) 2 . To obtain asymptotic expansions for the MSE, we need expansions for the bias and variance of the estimator. The expectation of f nh (x) is equal to the expectation of an ordinary kernel density estimator of f based on observations from f . We have
as n → ∞, h → 0 and nh → ∞, provided that w is symmetric and f satisfies some smoothness conditions, essentially twice differentiability at x. The asymptotic variance of f nh (x) depends on the tails of the characteristic function of the density k. The smoother k, the faster the tails of the characteristic function vanish and the larger the asymptotic variance, see for instance Fan (1991) .
Discrete time models
We consider the discrete time model (1.7). If we square this equation and take logarithms we get
By assumption, for each t the random variable σ t is measurable with respect to the σ-algebra generated by Z t−1 , Z t−2 , . . . and the noise variables Z t are independent. It follows that for every t, the two terms on the right-hand side of equation (3.1) are independent. The density of log Z 2 t , denoted by k, is given by
Its graph is given in Figure 1 . The density function k of log Z 2 t .
As in Section 2 it again seems reasonable to use a deconvolution kernel density estimator to estimate the unknown density f of log σ 2
t . An estimate of the density of σ 2 t or σ t can then be obtained by a simple transformation. Computing the characteristic function φ k of log Z 2 we get, with k(x) as in (3.2),
The graphs of Re(φ k ), Im(φ k ) and |φ k | are given in Figures 2 and 3.
For the discrete time model (1.7) this leads to the estimator
of the density f of log σ 2 t , with v h (x) as in (2.9). 
Asymptotics
The bias of the deconvolution estimator described in Section 2 is the same as the bias of a kernel density estimator based on observations from f . Hence it is of order h 2 as h → 0. The variance of this type of deconvolution estimator heavily depends on the rate of decay to zero of |φ k (t)| as |t| → ∞. The faster the decay the larger the asymptotic variance. In other words, the smoother k the harder the estimation problem. This follows for instance for i.i.d. observations from results in Fan (1991) and for stationary observations from the work of Masry (1991 Masry ( , 1993a . The rate of decay of |φ k (t)| for the density (3.2) is given by Lemma 5.1 in Section 5. We have for this k
By the similarity of the tail of this characteristic function to the tail of a Cauchy characteristic function we can expect the same order of the mean squared error as in Cauchy deconvolution problems, where it decreases logarithmically in n, cf. Fan (1991) for results on i.i.d. observations. Note that this rate, however slow, is faster than the one for normal deconvolution.
In the model (3.1) the sequence σ 2 t is not independent, so results on the asymptotic behavior of the kernel estimator of Section 2 are not directly applicable. In the literature also more general deconvolution problems have been studied, where the i.i.d. assumption has been relaxed. For instance, the deconvolution model X j = Y j + Z j , where {Y j , Z j } is a stationary sequence and the sequence {Z j } is independent of the Y 's has been treated by E. Masry (1991 Masry ( , 1993a . In our problem, which fits into this scheme, {Z j } is an i.i.d. sequence. Expansions for the variance of the deconvolution kernel estimator have been derived under several mixing conditions. So, let us define the mixing conditions. For a certain process {X j } let F b a be the σ-algebra of events generated by the random variables X j , j = a, . . . , b. Let the mixing coefficient α k be defined by
We call a process {X j } strongly mixing if α k → 0 as k → ∞.
To obtain expansions for the bias and variance we also need conditions on the kernel function w such as bounded support of its characteristic function φ w (t). Moreover, the rate of decay to zero of φ w (t) at the boundary of its support turns up in the asymptotics. The complete list of assumptions on w that we use is the following.
Condition W. Let w be a real symmetric function satisfying
6. φ w , the characteristic function of w, is real valued and = symmetric, and has support [-1,1],
Note that by Fourier inversion these conditions imply that w is bounded and Lipschitz. More precisely, we have
An example of such a kernel, from Wand (1998) , with α = 3 and A = 8, is
It has characteristic function
The next theorem establishes the order of the bias and an order bound on the variance of our estimator under a strong mixing condition. Under broad conditions this mixing condition is satisfied if the process σ is a Markov chain, since then convergence of α k to zero takes place at an exponential rate, see Theorems 4.2 and Theorem 4.3 of Bradley (1985) for precise statements. Similar behaviour occurs for ARMA processes with absolutely continuous distributions of the noise terms (Bradley (1985) , Example 6.1).
Theorem 3.1. Assume that the process {σ 2 j } is strongly mixing with coefficient α k satisfying
for some β ∈ (0, 1). Let the kernel function w satisfy Condition W and let the density f of log σ 2 t be bounded, continuous and twice continuously differentiable. Then we have, for the density estimator f nh defined as in (3.4) and h → 0,
Remark 3.2. Because of the exponential factor in the variance bound, in order to obtain consistency, one has to take essentially h ≥ π/ log n, see also Stefanski (1990) for a related problem. On the other hand we would like to minimize the bias, so the choice h = π/ log n is optimal. Both bias and variance decay at a logarithmic rate for this choice of bandwidth. This seems disappointing, however Fan (1991) shows for the i.i.d. situation of Section 2 that we can not expect anything better.
Remark 3.3. Notice that the results in Masry (1993a,b) establishing strong consistency, rates of convergence and asymptotic normality are not useful here, because the condition that φ k has either purely real or purely imaginary tails is not satisfied.
Proof of Theorem 3.1. The expansion (3.10) follows from Theorem 1 in Masry (1991) . To prove the variance bound (3.11) we follow the proof of Corollary 2 in the same paper. To check the conditions on the tail of |φ k | we need the expansion given by Lemma 5.1 below. Note that our function v h (x) corresponds = to Masry's W b (−x) and that we have replaced his Proposition 3 by the sharper bound of Lemma 5.2. Theorem 3.1 then follows as in the proof of his Theorem 2.
Sampled continuous time models
The model we consider in this section is (1.1) with observations at the equidistant times 0, ∆, 2∆, . . . , n∆. First we specialize to the situation where the drift term is absent.
Observations from a model without drift
Consider the model
where σ is a stationary process, independent of the Brownian motion W , adapted such that for all t the integral t 0 σ 2 s ds is a.s. finite. For this model with observations at the time instants 0, ∆, 2∆, . . . , n∆ we construct an estimator as follows.
Let's keep the time ∆ between the observations fixed for the moment. For i = 1, 2, . . . we define, as in the introduction, the normalized increments
Consider again (for small ∆) the rough approximation
with the sequence Z ∆ 1 , Z ∆ 2 , . . . an i.i.d. sequence of standard normal random variables. As we noticed before, the sequence is independent of the process σ by assumption. So for small ∆ we have the approximation
where Z 1 , Z 2 , . . . is an i.i.d. sequence of standard normal random variables, independent of (σ 0 , σ ∆ , . . . ). Taking the logarithm of the squares of the X ∆ 's we get
where the terms in the sum are independent. Assuming that the approximation is sufficiently accurate we can use a deconvolution kernel density estimator to estimate the unknown density of log(σ 2 i∆ ) from the observations log((X ∆ i ) 2 ). In the sampled continuous process model it is therefore reasonable to use as before a deconvolution kernel density estimator to estimate the density of log σ 2 i∆ . So we propose in this case the estimator
of the density f of log(σ 2 t ), with v h (x) as in (2.9).
Asymptotics
The asymptotics for the sampled continuous time model the situation are somewhat similar to the discrete time case. What is needed again is a condition on the mixing behaviour of the volatility process. The mixing coefficients α(t) that we need below are defined by the obvious continuous time analogue of (3.6). However, contrary to the situation of Section 3 here we also have to deal with the approximation (4.2), that we needed to get a convolution structure. Throughout this section we need additional assumptions on the volatility process to handle the approximation error.
As we mentioned in the introduction, it is common practice to model the volatility process V = σ 2 as the stationary, ergodic solution of an SDE of the form
It is easily verified that for such processes it holds that E |V t − V 0 | = O(t 1/2 ), provided that b ∈ L 1 (µ) and a ∈ L 2 (µ), where µ is the invariant probability measure. Indeed,
. Throughout the paper we will not assume explicitly that σ 2 solves an SDE, but the above observation motivates the following condition.
Remark 4.1. Note that under Condition σ
for t → 0 and, consequently, there exists a constant C > 0 such that
for ∆ → 0.
Another serious complication that occurs in the continuous-time setting is that the dependence structure of the process {σ 2 t } depends on the distance ∆ of the sample instants. As ∆ becomes smaller, the dependence increases. This effect is quantified in the second term in (4.9) in the following theorem that gives an expansion of the bias and an order bound on the variance of the estimator. The mixing condition that we need here is satisfied if σ or σ 2 is given as the solution of a stochastic differential equation. The precise conditions needed are given in Corollary 2.1 of Genon-Catalot et al. (2000) .
Theorem 4.2. Let the process σ be strongly mixing with coefficient α(t) satisfying, for some 0 < q < 1,
Let the kernel function w satisfy Condition W and let the density f of log σ 2 t be bounded, continuous, and twice continuously differentiable. Suppose that ∆ = n −δ for given 0 < δ < 1 and choose h = γπ/ log n, where γ > 4/δ. Then, if Condition σ holds, the bias of the estimator (4.4) satisfies
Moreover, if Condition σ holds and the density of σ 2 0 is bounded in a neighbourhood of 0, then
Remark 4.3. The choices ∆ = n −δ , with 0 < δ < 1 and h = γπ/ log n, with γ > 4/δ render a variance that is of order n −1+1/γ (1/ log n) 2α for the first term of (4.9) and n −1+δ (log n) 1+q for the second term. Since by assumption γ > 4/δ we have 1/γ < δ/4 < δ so the second term dominates the first term. The order of the variance is thus n −1+δ (log n) 1+q . Of course, the order of the bias is still logarithmic.
Remark 4.4. Better bounds on the asymptotic variance can be obtained under stronger mixing conditions. Consider for instance uniform mixing. In this case the mixing coefficient φ t is defined for t > 0 as
Similar to strong mixing, a process is called uniform mixing if φ t → 0 for t → ∞. Obviously, uniform mixing implies strong mixing. As a matter of fact, one has the relation
See Doukhan (1994) for this inequality and many other mixing properties. If {σ t } is uniform mixing with coefficient ϕ satisfying
The proof of this bound runs similarly to the strong-mixing bound. The essential difference is that in equation ( Remark 4.5. Smoothness conditions on the density at each time of the solution of a stochastic differential equation are guaranteed under Hörmander's condition, see Theorem 2.3.3 in Nualart (1995) . Recall also relation (1.6), which can be used to relate the smoothness of the drift and diffusion coefficients of an SDE to the smoothness of the corresponding invariant density.
Proof of Theorem 4.2. Let F σ denote the sigma field generated by the process σ and writef nh for the estimator based on the approximating random variables, i.e.f
whereX j denotes σ (j−1)∆ Z j . The proof of (4.8) follows from the following two lemmas, whose proof is deferred to Section 5. Lemma 4.6. We have
Lemma 4.7. For h → 0 and ε small enough we have
, (4.14) and γ 1 (h, x) is the function that appears in Lemma 5.5.
Notice that the equality (4.13) is the same as for ordinary kernel estimators, cf. Silverman (1986) . Statement (4.8) of the theorem then follows by combining standard arguments of kernel density estimation and Lemma 4.7. We will show that the bound in Lemma 4.7 is a negative power of n, whereas h 2 is of logarithmic order. Recall that we have assumed δ > 4/γ. It follows that 1/2γ < δ/4 − 1/2γ, so we can pick a β ∈ (1/2γ, δ/4 − 1/2γ) and take ε = n −β . Omitting factors that are logarithmic in n the order of |E f nh (x) − Ef nh (x)| is then 15) which is negligible to h 2 = γ 2 π 2 /(log n) 2 for the chosen values of the parameters.
To prove the bound (4.9) we first we consider the variance off nh (x). The following lemma is proved in Section 5.
Lemma 4.8. We have, for h → 0,
We proceed with showing that Var (f nh (x) −f nh (x)) is negligible. Recall that {σ t } is strongly mixing with coefficient α(t) satisfying ∞ 0 α(t) q dt < ∞ for some 0 < q < 1. We have the following lemma, see Section 5 for its proof.
Lemma 4.9. We have, for h → 0 and ε > 0 small enough,
The proof of (4.9) is finished as soon as we show that the estimate in Lemma 4.9 is of lower order than the one in Lemma 4.8. Omitting terms that are logarithmic in n, the bound in Lemma 4.8 is of order n δ−1 . Choosing again ε = n −β and omitting logarithmic factors, the order of Var (f nh (x) − Ef nh (x)) is
If we pick β less than 1 4 δ(1 − q), then under our assumption δγ > 4, all these terms are indeed of lower order than n δ−1 .
Remark 4.10. Theorem 4.2 is formulated under Condition σ. It is clearly possible to prove similar assertions, if we replace in this condition the order O(t 1/2 ) by another power of t.
The condition in Theorem 4.2 that σ 2 0 has a bounded density in a neigbourhood of zero is not always satisfied. For instance in the model (1.4) the invariant density is only bounded if 2b 1 ≥ 1. It is however possible to maintain the conclusions of Theorem 4.2 if the condition on the boundedness is relaxed to P (σ 2 0 ≤ x) = O(x ν ) for x → 0 (with ν > 0). The consequence of this is that P (|X 1 | ≤ x) = O(x 2ν∨1 ), a fact we prove as follows.
By symmetrie it is sufficient to consider x > 0. Let g be the density of σ 2 0 . ThenX 1 has density p given by p(
2s )g(s) ds. We consider two cases, ν > Let G be the distribution function of σ 2 0 . Integration by parts shows that I 1 (x) is less than or equal to 2 2π 2ν 2ν−1 η ν−1/2 , hence p is a bounded density. Consider now the case ν ≤ Integration by parts yields
2s ) ds. The stock term is bounded by C exp(−
1−2ν
ν )x 2v−1 . Using the assumption on G, we can bound I 2 (x) by a constant times the integral η 0 s ν−3/2 exp(− x 2 2s ) ds. With the substitution s = x 2 /2u the last integral becomes a constant times
this is less than a constant times ∞ x 2 /2η exp(−u) du, so it is bounded in x, wheras for ν < 1 2 we bound the integral by a constant times x 2ν−1 Γ( 1 2 − ν). Summing up, we can find two constants C 1 and C 2 such that p(x) ≤ C 1 + C 2 x 2ν−1 , which proves our claim on the distribution ofX 1 in a neighbourhood of zero.
Under the relaxed condition, the last term in Lemma 4.7 only changes for ν ≤ 1/2 and then to γ 1 (h, | log 2ε|/h) ε 2ν | log 2ε| . Consequently, if we strenghten the condition γ > 4/δ in the theorem to γ > (2 + 1/ν)/δ, we can finish the proof on the expansion of the bias as before. The changes in Lemma 4.9 are similar, but the rest of the proof of the expansion of the variance goes through without changing the conditions of the theorem.
Observations from a model with drift
We assume that now that the observations are governed by equation (1.1) and that they are actually made at the times 0, ∆, . . . , n∆. We have the following corollary to Theorem 4.2. The extra condition that we assume is boundedness of E b 2 t . This condition is typically satisfied in realistic models for the log returns of a stock, since b t is the local rate of return and this will be mostly bounded itself. Proof. In this case the approximation error
The first term is dealt with by Condition σ, whereas the expectation of the square of the second term can be estimated from above by E i∆ (i−1)∆ b 2 t dt. Under the assumption that E b 2 t is bounded, this term is also of order ∆. So we can simply use the results for the case where the there was no drift to handle this case and in terms of order estimates of bias and variance we get exactly the same results as before.
Proofs

Analytic properties
All the estimators that we proposed involve the functions φ k and φ w . For these functions and related ones we need expansions and order estimates. These are collected in the lemmas of this subsection.
Lemma 5.1. For |t| → ∞ we have
Proof. By the Stirling formula for the complex gamma function, cf. Abramowitz and Stegun (1964) Chapter 6, we have
as |z| → ∞ and |Arg z| < π for some δ > 0. So for z = 1 2 + it and |t| → ∞ we get log Γ(
Taking the modulus of the exponent the imaginary part vanishes and we get
Here we have used the expansion t arctan t = (1/u) arctan(1/u) = (1/u)(
, as t = 1/u tends to infinity. For negative t a similar expansion holds. Since 2 it = exp(it log 2) has modulus one, substituting this expansion in (3.3) now proves the first statement of the lemma. The argument of Γ(
So, since Arg (2 it ) = t log 2, we have
which proves the second and third statement of the lemma.
Consider now the function v h defined in (2.9).
Lemma 5.2. We have the following order estimate for the L 2 norm of v h . For h → 0
Proof. By Parseval's identity
The integral in (5.3) can be rewritten as
by the dominated convergence theorem. Omitting constants, we can rewrite the integral (5.4) as
by the dominated convergence theorem. We have used the fact that both the functions φ w (1 − u)/u α and |(2 exp(−πu)/|φ k (u)| 2 ) − 1| are bounded and that the second function is of order O(1/u) as u tends to infinity. This shows that the term (5.4) is negligible with respect to (5.3).
Let us write γ 0 (h) for the integral
Proof. The proof is similar to that of Lemma 5.2. Write
π|s/h| ds (5.6)
π|s/h| ds (5.7)
The integral in (5.6) can be rewritten as 
by the dominated convergence theorem. Omitting constants the integral, (5.7) can be rewritten as π(|s/h|−(1/h)) ds
by the dominated convergence theorem. We have used the fact that both the functions φ w (1 − u)/u α and |( √ 2 exp(− 1 2 πu)/|φ k (u)|) − 1| are bounded and that the second function is of order O(1/u) as u tends to infinity. This shows that the term (5.7) is negligible with respect to (5.6).
Lemma 5.4. The functions v h are bounded and Lipschitz. More precisely, for all x we have |v h (x)| ≤ γ 0 (h) and for all x and u
(5.8)
Proof. The bound for |v h (x)| is obvious. To prove (5.8) write
Lemma 5.5. For x → ∞ we have the following estimate on the behavior of v h . It holds that
as |x| → ∞, for some function γ 1 with
Proof. By a bound in the proof of the Riemann Lebesgue lemma on page 402 of Hewitt and Stromberg (1965) we have, with y = π/x,
First we need a bound on the integral (5.11). Since it follows from Conditions W that φ w is Lipschitz (the proof is similar to that of (5.8)), with Lipschitz constant C 1 say, we have
π/h |y|, by Lemma 5.1. To bound the integral (5.12) we need an estimate on the behaviour of |φ
Hence, with Ψ = Γ ′ /Γ the digamma function,
and, as |t| → ∞,
by Lemma 5.1 and by the expansion |Ψ(z)| ∼ log z for z → ∞, |Arg z| < π, cf. Abramowitz and Stegun (1964) , Chapter 6.
We now turn back to the integral (5.12) and write
π|(1+|y|)/h| in view of (5.13). By defining
π|(1+π/|x|)/h| (5.14)
we complete the proof of (5.10).
Proof of the lemmas in the proof of Theorem 4.2
We start with the proof of Lemma 4.6. Recall that F σ is the σ-algebra generated by the process σ.
Proof of Lemma 4.6. Write
By taking expectation the result follows.
Proof of Lemma 4.7. Write
(5.16)
By lemma 5.4 and (4.6) the term (5.15) can be bounded by
In the same way the term (5.16) can be bounded by
Since the absolute value of both arguments of v h below are eventually larger than | log 2ε|/h, by Lemma 5.5 the term (5.17) can be bounded by
for some constant C 2 , since the density ofX 1 is bounded, which we prove as follows. We haveX 1 = σ 0 Z with Z standard normal and independent of σ 0 . The density p ofX 1 expressed in terms of the density g of σ 2 0 is
Obviously the integrand can be bounded by g(s)/ √ 2πs, so that p(x) is majorized by a constant times E |σ 0 | −1 . We show that this expectation is finite. Since we assumed that σ 2 0 has a bounded density in a neighbourhood of zero. Hence there exist M, η > 0 such that the density g of σ 2 0 is bounded by M on (0, η). Therefore E
Proof of Lemma 4.8. Consider the decomposition
By Lemma 4.6 the conditional expectation is equal to a kernel estimator of the density of log σ 2 t . By Theorem 3 of Masry (1983) , with his β equal to our ∆, we can bound its variance by
Given the process σ the random variables logX 2 t are independent, so we can bound the second term in (5.18) by
Since φ w (s) has support [-1,1] we have
The result follows by an application of lemma 5.3.
Proof of Lemma 4.9. Note that for different i, j, conditional on the process σ, the pairs X ∆ i ,X i and X ∆ j ,X j are independent. Hence the conditional covariance of functions of these pairs vanish. Write
We have
Cov (E (W i |F σ ), E (W j |F σ )).
(5.20)
Let us first derive a bound on E W 2 1 . We have Note that given F σ , X ∆ i is N (0,σ i ) distributed andX i is N (0, σ 2 (i−1)∆ ). As in Lemma 4.6 it follows that E (W i |F σ ) = w x − logσ i h − w x − log σ 2 (i−1)∆ h .
We follow the line of arguments in the proof of Theorem 3 in Masry (1983) . The stationarity of W j implies that also the conditional expectations W j := E (W j |F σ ) are stationary. Hence we have (n − k)Cov (W 0 ,W k ). Now note that the processW j is strongly mixing with a mixing coefficient α(k) ≤ α((k − 1)∆), k = 1, 2, . . . , where α is the coefficient of the process σ. By a lemma of Deo (1973) for stongly mixing processes it follows that for all τ > 0
.
By the monotonicity of the mixing coefficient α we get
Next we derive a bound on E |W 1 | 2+τ . 
