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Abstract— We consider rank-one non-symmetric tensor esti-
mation and derive simple formulas for the mutual information.
We start by the order 2 problem, namely matrix factorization.
We treat it completely in a simpler fashion than previous proofs
using a new type of interpolation method developed in [1].
We then show how to harness the structure in “layers” of
tensor estimation in order to obtain a formula for the mutual
information for the order 3 problem from the knowledge of the
formula for the order 2 problem, still using the same kind of
interpolation. Our proof technique straightforwardly general-
izes and allows to rigorously obtain the mutual information at
any order in a recursive way.
I. INTRODUCTION
In the last two decades tensor estimation (also called
tensor factorization or decompostion) has found many appli-
cations in signal processing, high dimensional stastitistics,
data mining and machine learning [2–4]. In this contribu-
tion we consider simple versions of the problem within a
Bayesian framework. One observes a noisy version of an n-
dimensional, rank-one, order p tensor U1 ⊗ U2 ⊗ · · · ⊗ Up
and the goal is to provide an estimate of the n-dimensional
random vectors Ui, i = 1, . . . , p constituting the tensor.
We consider additive Gaussian noise and in the Bayesian
formulation the variance of the noise as well as the priors
on the vectors to be estimated are supposed to be known.
A central quantity is the average mutual information, or
log-partition function, associated to the Bayes posterior.
Indeed from this quantity one can typically determine phase
transitions as well as performance measures related to min-
imum mean-square-errors (MMSE). There are very precise
conjectures within this framework that come from analytical
computations based on the replica method [5] of statistical
physics and message-passing methods providing the so-
called approximate message-passing (AMP) algorithm [6, 7].
These calculations have allowed to derive phase diagrams
predicting stuctural phase transitions inherent to the problem,
and to compare them to the algorithmic phase transitions
[8]. The main finding is that there is a region of parameters
where AMP performs (in an MMSE sense) as well as the
optimal Bayesian estimator, but there also typically exist
large regions of parameters where AMP is sub-optimal or
cannot even estimate better than a pure random guess.
We point out that this phenomenology seems to be quite
universal and is found in many other problems related to
Bayesian inference [9].
In this contribution we provide a rigorous analysis of
the mutual information for rank-one, order p tensor esti-
mation in the asymptotic regime n → ∞. Computing the
mutual information (or log-partition sum) a priori involves
intractable n-dimensional integrals or sums. We reduce the
problem to low dimensional (typically of order p) variational
expressions which can in principle be solved on a computer.
These variational problems also lead to interesting questions
that are not fully solved, and we provide related conjectures.
Our method of analysis is based on a recently developed
adaptive interpolation method [1] together with an inherent
layered structure that underpins the tensor estimation prob-
lem: We will relate the solution of the order p+1 problem
to that of the order p one and provide recursive variational
formulas. The case p=2, the so-called “matrix factorization”
problem, forms the base case and will be presented first as
a pedagogical example of our interpolation technique. We
then explicitly show how to go from p = 2 to p = 3. The
generalization as well as other details of our analysis are left
to a longer forthcoming contribution.
Let us briefly say a word on the history of interpolation
techniques which are central to this work. They first origi-
nated in the seminal works of Guerra and Toninelli [10, 11]
which paved the way towards Talagrand’s proof [12] of the
Parisi formula [13] for the free eenrgy of the Sherington-
Kirkpatrick spin glass. Not only these methods have allowed
to obtain many more rigorous results on mean-field spin-
glasses [14], but remarkably, they have found numerous ap-
plications in coding theory, signal processing and theoretical
computer science problems. So far, Bayesian inference has
provided the most fertile ground and replica (symmetric)
formulas for mutual informations are completely proved in
many such cases. A non-exhaustive list of examples is: Cod-
ing theory [15], random linear estimation [16, 17] and matrix
factorization [18–20]. All these works combine the original
Guerra-Toninelli interpolation with some other methodology
such as spatial coupling [15, 18] or the Aizenman-Sims-Starr
principle [20, 21]. The present contribution uses a refined
form of interpolation which is self-contained and provides
what we believe is a much simpler and unified approach. This
approach has also been successfully used very recently for
non-linear estimation [22]. Finally, as pointed out above, a
special feature of the present problem is the layered structure
of tensor estimation and we believe that this aspect can be
leveraged to analyze other relevant multilayered problems.
II. SETTING AND RESULTS
A. Non-symmetric tensor estimation
1) Order 2 tensor estimation: We use the notation X iid∼P
to express that the vector (or tensor) X has i.i.d. components
distributed according to P . The order p=2 rank-one tensor
estimation problem, or matrix factorization, is the task of
infering the vectors U ∈ Rαun and V ∈ Rαvn (all α’s are
fixed) from the matrix Y ∈ Rαun×αvn obtained from the
following observation model
Yij =
√
λ
n UiVj + Zij , (1)
for 1 ≤ i ≤ αun and 1 ≤ j ≤ αvn. Here Z iid∼ N (0, 1)
is a Gaussian noise matrix. λ is the signal-to-noise ratio
and the normalization 1/
√
n makes the estimation problem
non trivial. We suppose that U iid∼ Pu and V iid∼ Pv where
the probability distributions Pu and Pv are known by the
statistician. We assume that Pu and Pv have a bounded
support (this boundedness hypothesis can be relaxed at the
end of the proof by approximation arguments, see e.g [22]),
and we denote by ρu and ρv their second moments.
Let nu=αun, nv=αvn. We consider a Bayesian setting
and associate to the model (1) its posterior distribution. The
likelihood of the (component-wise conditionally indepen-
dent) observation matrix Y is
P (Y|u, v)= 1
(2π)
nunv
2
exp
{− 12∑nu,nvi,j=1 (Yij −√λnuivj)2},
and from the Bayes formula we get the posterior distribution
(Θ is the set of quenched variables, in this case U,V and Z)
P (u, v|Y) = 1Z(Θ)Pu(u)Pv(v)e−H(u,v;Θ) (2)
where we slightly abuse notation by writing Pu(u) =∏nu
i=1 Pu(ui) and so forth. We employ the vocabulary of
statistical physics and call
H(u, v;Θ) ≡ λ∑nu,nvi,j=1 ( (uivj)22n − uivjUiVjn − uivjZij√λn ) (3)
the Hamiltonian of the model (for obtaining the posterior we
replaced Y by (1) and simplified the terms independent of
u, v when normalizing it). The partition function
Z(Θ) ≡ ∫ dPu(u)dPv(v)e−H(u,v;Θ)
is the (λ-dependent) posterior normalization factor.
Our principal quantity of interest is the average free energy
(the upperscript stands for order p=2)
f
(2)
n (λ) ≡ − 1nE lnZ(Θ) (4)
where E always means expectation w.r.t. the quenched ran-
dom variables appearing inside an expression. It is equal
up to an additive constant to the Shannon entropy H(Y) of
P (Y). This object is related to the mutual information:
1
nI(U,V;Y) = f
(2)
n (λ) +
λ
2αuαvρuρv. (5)
Its limit limn→∞ f
(2)
n (λ) contains interesting information
such as the location of phase transitions corresponding to its
non analyticity points. Of particular interest is its first (as λ
is deacreased from infinity) non-analyticity point sometimes
called the information theoretic threshold λOpt: It is the low-
est signal-to-noise ratio such that inference of (U,V) from
Y is information theoretically “possible”. Indeed the optimal
value of performance measures, such as the minimum mean-
square-errors of the vectors, is typically low only above
λOpt. We refer to [8, 16, 17, 19, 20] for more motivations for
computing free energies, including algorithmic aspects.
Remark 2.1 (Channel universality): The Gaussian noise
setting (1) is actually sufficient to completely characterize
the generic model where Y is observed through a noisy
element-wise (possibly non-linear) output probabilistic chan-
nel Pout(Yij |uivj/√n). This is made possible by a theorem
of channel universality [23] (conjectured in [24] and already
proven for community detection in [25]). The same remark
applies to higher order tensor estimation models [8, 24, 26].
2) Order 3 tensor estimation: We now observe the order
3 tensor F with entries
Fijk =
√
λ
n UiVjWk + Zijk (6)
for 1 ≤ i ≤ αun, 1 ≤ j ≤ αvn and 1 ≤ k ≤ αwn. The
normalization dividing the product of vector is n(p−1)/2 for
an order p tensor problem; again this normalization makes
the problem non-trivial. There is now an additional W ∈
R
αwn to infer. It has i.i.d. components drawn from the known
prior Pw with bounded support and with second moment ρw.
Now Z iid∼ N (0, 1) is a Gaussian noise tensor.
As for matrix estimation one can define the posterior
P (u, v,w|F) similarly as (2) but with the additional w
dependence. The associated Hamiltonian H(u, v,w;Θ) is
equal to
λ
∑nu,nv,nw
i,j,k=1
( (uivjwk)2
2n2 − uivjwkUiVjWkn2 − uivjwkZijk√λn
)
.
Then the average free energy f
(3)
n (λ) for this model is
defined similarly as (4), but with the partition function
(the normalization of P (u, v,w|F)) being now Z(Θ) =∫
dPu(u)dPv(v)dPw(w) exp(−H(u, v,w;Θ)). The average
free energy is related to the mutual information through
1
nI(U,V,W;F) = f
(3)
n (λ) +
λ
2αuαvαwρuρvρw.
Note the following recursive, or “layered”, structure link-
ing the order 2 and 3 versions of tensor estimation: Con-
ditional on W, model (6) is an instance of (1). Indeed if
one is given W and observes (6) then the inference of
(U,V) from the knowledge of F collapses to an order p=2
tensor estimation problem (this remark generalizes to higher
orders). This trivial remark is actually essential and is at the
root of our recursive proof construction. We will exploit it
in order to show that the knowledge of a simple expression
for the mutual information of order p tensor estimation can
be used to obtain one for the order p+ 1 problem. For
pedagogical purpose we prove the result for p=2.
B. Variational formulas for the mutual information
An important role in our proof is played by simple scalar
estimation problems under Gaussian noise. Consider the
estimation of the scalar r.v. X ∼ Pu from the observation
Y =
√
mX+Z where Z∼N (0, 1) and m plays the role of
a signal-to-noise ratio. Then the average free energy for this
problem is
f˜u(m) ≡ −E ln
∫
dPu(x)e
−m( x22 −xX−xZ/
√
m). (7)
It is related to minus the expected logarithm of the normal-
ization of the posterior P (x|Y ). Define similarly f˜v and f˜w
as the r.h.s of (7) but with x,X ∼ Pv or Pw respectively.
Note that by similar computations as in sec. III-A.5 we have
−2f˜ ′u(m) = E〈xX〉u,m ∈ [0, ρu], where 〈−〉u,m is the ex-
pectation w.r.t. the x-p.d.f. ∝ dPu(x)e−m( x
2
2 −xX−xZ/
√
m).
Define the potential for matrix estimation as
f
(2)
pot(mu,mv;λ) ≡ λ2αuαvmumv
+ αuf˜u(λαvmv) + αvf˜v(λαumu). (8)
In the next section we prove using the adaptive interpolation
method the following result, first proven in [20] using a more
technical strategy based on a rigorous version of the cavity
method [5, 9], the so-called Aizenman-Sims-Starr scheme
[21]. In order to state the result we need to introduce the
set of critical points of the potential (8):
Γ2(λ) ≡
{
(mu,mv) ∈ R
2
+
∣∣∣∣ mu = −2f˜ ′u(λαvmv)mv = −2f˜ ′v(λαumu)
}
.
These equations are known as “replica-symmetric equa-
tions” in spin glass theory (see [9, 27] for instance) or “state
evolution equations” in the context of approximate message-
passing algorithms [28, 29].
Theorem 2.2 (Free energy of matrix estimation): Fix
λ > 0. The average free energy of model (1) verifies
lim
n→∞
f (2)n (λ) = inf
Γ2(λ)
f
(2)
pot(mu,mv;λ)
= inf
mu
sup
mv
f
(2)
pot(mu,mv;λ)
where this optimization is over mu ∈ [0, ρu], mv ∈ [0, ρv].
Define the potential of the order 3 problem as
f
(3)
pot(mu,mv,mw;λ) ≡ λαuαvαwmumvmw
+ αuf˜u(λαvαwmvmw) + αv f˜v(λαuαwmumw)
+ αwf˜w(λαuαvmumv)
and the corresponding set of critical points:
Γ3(λ)≡

(mu,mv,mw) ∈ R3+
∣∣∣∣∣∣
mu =−2f˜
′
u(λαvαwmvmw)
mv =−2f˜
′
v(λαuαwmumw)
mw=−2f˜
′
w(λαuαvmumv)

.
Once Theorem 2.2 proven, we will use it for obtaining
Theorem 2.3 (Free energy of tensor estimation): Fix
λ > 0. The average free energy of model (6) verifies
lim
n→∞
f (3)n (λ) = inf
Γ3(λ)
f
(3)
pot(mu,mv,mw;λ).
Remark 2.4: The fact that the sets Γ2(λ) and Γ3(λ)
are not empty follows from the fact that the func-
tions −2f˜ ′u,−2f˜ ′v,−2f˜ ′w are continuous, bounded and non-
negatives (see Lemma 39 in [20]) and from an application
of Brouwer’s theorem.
III. PROOFS
The main ingredient of our proof is the adaptive inter-
polation method recently introduced by two of us in [1].
Note that in contrast with the discrete version of the method
presented in [1] we will here use it in a continuous form
which is even more straightforward for the present problem
(yet equivalent). The main difference with the canonical
interpolation method developed by Guerra and Toninelli in
the context of spin glasses [11, 30] is the following: The
interpolating estimation model that we introduce next is
parametrized by “trial interpolating functions” instead of
a single trial parameter. These will allow for much more
flexibility when choosing the interpolation path, and will
actually permit us to select an “optimal” interpolation path.
A. Initializing the recursion: Proof of Theorem 2.2
1) The interpolating model: Let ǫ = (ǫu, ǫv) ∈ [sn, 2sn]2
where sn ∈ (0, 1/2] is a sequence that goes to 0+. Let
also mu/v(s) ∈ [0, ρu/v] (that can depend on ǫ; also the
notation mu/v means mu or mv and similarly for the other
quantities). Let the interpolation parameter (or “time”) t ∈
[0, 1] and the interpolating functions Ru/v(t, ǫ) ≡ ǫu/v +∫ t
0 mu/v(s)ds. Consider the joint estimation of (U,V) from
the three following types of “time-dependent” observations
Y
(t)
ij =
√
λ
n (1− t)UiVj + Zij ,
Y
(u,t)
i =
√
λαvRv(t, ǫ)Ui + Z
(u)
i ,
Y
(v,t)
j =
√
λαuRu(t, ǫ)Vj + Z
(v)
j ,
(9)
for 1≤ i≤ nu and 1≤ j ≤ nv. Again U iid∼ Pu, V iid∼ Pv and
Z, Z(u), Z(v) iid∼ N (0, 1). This model interpolates between
the matrix factorization model at t = 0 (when there is no
“perturbation”, i.e. ǫ = (0, 0)) to a model composed of
two independent scalar Gaussian channels (one for U, one
for V) at t = 1. The λ(1− t) appearing in the first set of
observations in (9) as well as the interpolating functions all
play the role of signal-to-noise ratios, with t giving more and
more “power” (or weight) to the scalar inference channels
when increasing. Here is a crucial and novel ingredient of our
interpolation scheme. In classical interpolations, these signal-
to-noise ratios (snr) would all take a trivial form (i.e. would
be linear in t) but here, the additional degree of freedom
gained from the non-trivial dependency in t of the two latter
snr through the introduction of the interpolating functions
will be essential.
Let us define the following interpolating Hamiltonian
Ht,ǫ = Ht,ǫ(u, v) (from now on we do not indicate any-
more the dependence w.r.t. quenched variables to ease the
notations) associated with (9):
Ht,ǫ ≡ λαvRv(t, ǫ)
∑nu
i=1
(u2i
2 − uiUi −
uiZ
(u)
i√
λαvRv(t,ǫ)
)
+ λαuRu(t, ǫ)
∑nv
j=1
( v2j
2 − vjVj −
vjZ
(v)
j√
λαuRu(t,ǫ)
)
+ λ(1−t)∑nu,nvi,j=1 ( (uivj)22n − uivjUiVjn − uivjZij√λ(1−t)n). (10)
We note that for t = 0 and ǫ = (0, 0) so that both Ru/v
cancel, this Hamiltonian is (3). This Hamiltonian relates to
the t-dependent posterior of the interpolating model through
Pt,ǫ(u, v) =
1
Zt,ǫPu(u)Pv(v)e
−Ht,ǫ (11)
where Zt,ǫ is the normalization. To (11) is associated a Gibbs
bracket 〈−〉t,ǫ defined as 〈A〉t,ǫ =
∫
dPt,ǫ(u, v)A(u, v).
Moreover the interpolating free energy is
fn,ǫ(t) ≡ − 1nE lnZt,ǫ = − 1nE ln
∫
dPu(u)dPv(v)e
−Ht,ǫ
where here E is the expectation w.r.t. U,V,Z,Z(u) and Z(v).
2) Overlap concentration: Let us define the overlaps
Qu ≡ 1nu
∑nu
i=1 uiUi and Qv ≡ 1nv
∑nv
j=1 vjVj
where (u, v) are jointly drawn from the posterior (11). The
next lemma plays a key role in our proof. Essentially it
states that the overlaps concentrate around their mean, a
behavior called “replica symmetric” in statistical physics.
Similar results have been obtained in the context of the
analysis of spin glasses [27]. Here we use a formulation
taylored to Bayesian inference problems as developed in
the context of LDPC codes, linear estimation and Nishimori
symmetric spin glasses [31–33].
In order to prove this concentration the precense of the
“small” perturbation ǫ = (ǫu, ǫv) is crucial. It can be inter-
preted as having extra observations coming from Gaussian
side-channels Ŷ
(u)
i =
√
ǫu Ui+Ẑ
(u)
i and similarly for V. This
perturbation induces only a small change in the free energy,
namely of the order of the ǫ’s. Indeed, a simple computation
gives that at t = 0, |∂ǫu/vfn,ǫ(t = 0)| = 12 |E〈Qu/v〉0,ǫ|. The
overlaps are bounded for priors Pu, Pv of bounded support.
This implies that for priors with bounded supports, we have
for all ǫ ∈ [sn, 2sn]2 and t = 0 that
|fn,ǫ(0)− fn,ǫ=(0,0)(0)| ≤ C sn → 0+ (12)
for some constant C depending only on the priors Pu and
Pv (and recall that fn,ǫ=(0,0)(0) = f
(2)
n (λ)) This small
perturbation forces the overlaps to concentrate.
Lemma 3.1 (Overlap concentration): Assume that for
any t ∈ (0, 1) the map ǫ = (ǫu, ǫv) ∈ [sn, 2sn]2 7→
R(t, ǫ) = (Ru(t, ǫ), Rv(t, ǫ)) is a C1 diffeomorphism with
Jacobian determinant greater or equal to 1. Then one can
find a sequence sn going to 0 slowly enough such that there
exist positive constants C and γ that only depend on the
support and moments of Pu and Pv and on α, and such that:
1
s2n
∫
[sn,2sn]2
dǫ
∫ 1
0 dtE
〈(
Qu − E〈Qu〉t,ǫ
)2〉
t,ǫ
≤ Cn−γ
and similarly for Qv.
We refer to [1, 22] for more details where the method used
to show the overlap concentration has been streamlined. Note
that the method is based on the concentration of the free
energy around its average w.r.t. the quenched variables. In
[1] this concentration is proven for the problem of symmetric
rank-one matrix factorization but the proof straightforwardly
generalizes to non-symmetric tensors.
3) Adaptive interpolation: We now have all the necessary
ingredients to prove Theorem 2.2 using the adaptive interpo-
lation method. The first step is to notice, using in particular
identity (12), that fn,ǫ(t) verifies{
fn,ǫ(0) = f
(2)
n (λ) +O(sn),
fn,ǫ(1) = αuf˜u(λαvRv(1)) + αv f˜v(λαuRu(1)).
(13)
So at t=0 one (almost) recovers the average free energy (4)
of the original model, while at t=1 appear two terms of the
potential (8). This is the reason for the introduction of the
scalar channels in (9). In order to compare f
(2)
n (λ) with the
potential we use the fundamental theorem of calculus
fn,ǫ(0) = fn,ǫ(1)−
∫ 1
0
f ′n,ǫ(t)dt.
It is thus natural to compute (see sec. III-A.5 for the proof)
f ′n,ǫ(t) =− λ2αuαv
{
mu(t)mv(t)
− E〈(Qu −mu(t))(Qv −mv(t))〉t,ǫ}. (14)
Replacing (13) and (14) in the fundamental theorem of
calculus and using Lemma 3.1 for Qu, Qv together with
the Cauchy-Schwarz inequality leads that f
(2)
n (λ) is equal to
1
s2n
∫
dǫ
[
αuf˜u(λαv
∫ 1
0 mv(t)dt)+αvf˜v(λαu
∫ 1
0 mu(t)dt)
+ λ2αuαv
{∫ 1
0 dtmu(t)mv(t) (15)
− ∫ 1
0
dt(E〈Qu〉t,ǫ−mu(t))(E〈Qv〉t,ǫ−mv(t))
}]
+ On(1),
where On(1) denotes a quantity that goes to 0 as n → ∞,
uniformly in t,mu,mv, ǫ. To obtain this last identity we also
used the continuity and boundedness of f˜u and f˜v (see e.g.
[22] or sec. 7.1 in [20]). We are now in position to provide
the core identity of our proof scheme:
Lemma 3.2 (Sum rule): Assume ǫ 7→ R(t, ǫ) satisfies the
hypotheses of Lemma 3.1, and choose sn → 0+ according to
this lemma. Assume that for all t ∈ [0, 1] and ǫ ∈ [sn, 2sn]2
we have mv(t, ǫ) = E〈Qv〉t,ǫ. Then:
f
(2)
n (λ) = On(1) + 1s2n
∫
dǫ
[
λ
2αuαv
∫ 1
0 dtmu(t, ǫ)mv(t, ǫ)
+ αuf˜u(λαv
∫ 1
0 mv(t, ǫ)dt) + αvf˜v(λαu
∫ 1
0 mu(t, ǫ)dt)
]
where On(1) is uniform in t,mu,mv, ǫ.
From this we can derive in a unified way matching bounds.
But first we emphasize on a crucial and novel point of the
adaptive interpolation method which makes it quite powerful:
In previous interpolations, the remainder (i.e. the last term
in (15)) always remains and if by luck it has an obvious
sign, then comparisons between the left and right hand sides
of identities like (15) may eventually lead to a (single-
sided) bound. But with our method the remainder can be
directly canceled, which allows to obtain much stronger
results irrespective of the remainder’s sign as we show now.
4) Matching bounds: Similar bounds can be found in
[22], to which we will refer when needed for more details.
• Upper bound: Let mu(t) = mu ∈ [0, ρu] be a constant.
We then fix R = (Ru, Rv) as the solution R(t, ǫ) = (ǫu +
mut, ǫv +
∫ t
0 mv(s, ǫ)ds) to the first order differential equa-
tion: ∂tRu(t) = Fu, ∂tRv(t) = Fv(t, R(t)), and R(0) =
ǫ, with Fu ≡ mu, Fv(t, R(t)) ≡ E〈Qv〉t,ǫ which takes
values in [0, ρv]. One can check (see [22]) that this ODE
satisfies the hypotheses of the Cauchy-Lipschitz theorem.
As F = (Fu, Fv) (which also depends on n) is continuous
and admits continuous partial derivatives, R(t, ǫ) is C1 (in
both arguments). By the Liouville formula, the Jacobian
determinant Jn,ǫ(t) of ǫ 7→ R(t, ǫ) satisfies Jn,ǫ(t) =
exp{∫ t0 ∂RvFv(s,R(s, ǫ))ds} ≥ 1; indeed, ∂RvFv ≥ 0, see
Prop. 6 of [22]. Also, as this Jacobian never cancels, and
as ǫ 7→ R(t, ǫ) is injective (by unicity of R(t, ǫ)), it is a
diffeomorphism by the inversion theorem. Recall (8). Then
Lemma. 3.2 implies:
f (2)n (λ)=
1
s2n
∫
[sn,2sn]2
dǫ f
(2)
pot(mu,
∫ 1
0 mv(t, ǫ)dt;λ)+On(1).
Thus lim supn→∞ f
(2)
n (λ) ≤ infmu supmvf (2)pot(mu,mv;λ)
where the optimization is over mu ∈ [0, ρu], mv ∈ [0, ρv].
• Lower bound: Fix R as the solution R(t, ǫ) = (ǫu +∫ t
0 mu(s, ǫ)ds, ǫv +
∫ t
0 mv(s, ǫ)ds) to the following Cauchy
problem: ∂tRu(t) = Fu(t, R(t)) ≡ −2f˜ ′u(λαvE〈Qv〉t,ǫ)
(recall (7)) and ∂tRv(t) = Fv(t, R(t)) ≡ E〈Qv〉t,ǫ with
R(0) = ǫ. We denote this equation ∂tR(t) = F (t, R(t)).
The solutions verify mu(t, ǫ) ∈ [0, ρu] and mv(t, ǫ) =
E〈Qv〉t,ǫ ∈ [0, ρv]. It is possible to verify (see the details in
a similar case in [22]) that F (t, R) is a bounded C1 function
of R, and thus the Cauchy-Lipschitz theorem implies that
R(t, ǫ) is a C1 function of both t and ǫ. The Liouville
formula for the Jacobian determinant Jn,ǫ(t) of the map
ǫ 7→ R(t, ǫ) yields Jn,ǫ(t) = exp{
∫ t
0 ∂RuFu(s,R(s, ǫ))ds+∫ t
0
∂RvFv(s,R(s, ǫ))ds} ≥ 1 as both partial derivatives (in
the exponential) are non-negative for all s ∈ (0, 1) (see again
[22]). By the same arguments as in the previous bound,
for any t, the map ǫ 7→ R(t, ǫ) a C1 diffeomorphism. All
hypotheses of Lemma. 3.2 are verified. It leads to:
f
(2)
n (λ) = On(1) + 1s2n
∫
dǫ
[
λ
2αuαv
∫ 1
0 dtmu(t, ǫ)mv(t, ǫ)
+ αuf˜u(λαv
∫ 1
0 mv(t, ǫ)dt) + αvf˜v(λαu
∫ 1
0 mu(t, ǫ)dt)
]
.
Both f˜u and f˜v are concave (it is simple to show, see e.g.
[22]). Jensen’s inequality thus yields (and recalling (8))
f
(2)
n (λ) ≥ 1s2n
∫
dǫ
∫ 1
0
dt f
(2)
pot(mu(t, ǫ),mv(t, ǫ);λ) + On(1),
(ǫ is integrated over [sn, 2sn]
2). Notice now that
f
(2)
pot(mu(t, ǫ),mv(t, ǫ);λ) = sup
mv∈[0,ρv ]
f
(2)
pot(mu(t, ǫ),mv;λ).
Indeed, gmu : mv 7→ f (2)pot(mu,mv;λ) is concave (by
concavity of f˜v), with derivative g
′
mu(mv) =
λ
2αuαv[mu +
2f˜ ′u(λαvmv)]. By definition of the solution R(t, ǫ) of the
ODE, g′mu(t,ǫ)(mv(t, ǫ)) = 0 for any (t, ǫ), so by concavity
gmu(t,ǫ) reaches its maximum at mv(t, ǫ). Therefore,
f
(2)
n (λ) ≥ 1s2n
∫
dǫ
∫ 1
0 dt supmv f
(2)
pot(mu(t, ǫ),mv;λ)+On(1)
≥ infmu supmv f (2)pot(mu,mv;λ)+On(1).
Thus lim infn→∞ f
(2)
n (λ) ≥ infmu supmvf (2)pot(mu,mv;λ),
which ends the proof of the second equality of Theorem 2.2.
The first equality follows from Lemma 1.1 in appendix. 
5) Proof of (14): Let us show how the derivative of the
interpolating free energy is obtained. Is is given by
f ′n,ǫ(t) =
1
nE
〈
dHt
dt
〉
t
= λαvmv(t)n E
〈∑nu
i=1
(u2i
2 − uiUi −
uiZ
(u)
i
2
√
λαvRv(t)
)〉
t
+ λαumu(t)n E
〈∑nv
j=1
( v2j
2 − vjVj −
vjZ
(v)
j
2
√
λαuRu(t)
)〉
t
− λnE
〈∑nu,nv
i,j=1
( (uivj)2
2n − uivjUiVjn − uivjZij2√λ(1−t)n
)〉
t
.
Let (u′, v′) be jointly drawn from the posterior (11) and
this independently from (u, v), itself also drawn from the
same posterior. We now integrate by part the Gaussian noise
variables using the elementary formula E[Za(Z)]=E[a′(Z)]
for Z ∼N (0, 1) and for continuously differentiable a such
that these expectations are well-defined. This leads to
f ′n,ǫ(t) =
λαvmv(t)
n E
〈∑nu
i=1
(− uiUi + uiu′i2 )〉t
+ λαumu(t)n E
〈∑nv
j=1
(− vjVj + vjv′j2 )〉t
− λnE
〈∑nu,nv
i,j=1
(− uivjUiVjn + uiu′ivjv′j2n )〉t.
We now use the following identities E〈uiUi〉t = E〈uiu′i〉t
and E〈vjVj〉t = E〈vjv′j〉t. These follow directly from the
following identity which is nothing more than a direct
consequence of Bayes formula (see [17, 20] for a proof):
E〈g(u, v,U,V)〉t = E〈g(u, v, u′, v′)〉t for any continuous
bounded function g. Thus
f ′n,ǫ(t) = −λαvmv(t)n E
〈∑nu
i=1
uiUi
2
〉
t
− λαumu(t)n E
〈∑nv
j=1
vjVj
2
〉
t
+ λnE
〈∑nu,nv
i,j=1
uivjUiVj
2n
〉
t
= −λαuαv2 E
〈
mv(t)Qu +mu(t)Qv −QuQv
〉
t
which is (14). 
B. From p = 2 to p = 3: Proof of Theorem 2.3
Let us now prove the second theorem using our previous
findings, using again the adaptive interpolation method. We
will start by proving an alternative version of the limit of the
free energy, using an auxiliary potential:
f
(3)
aux(mw,muv;λ) ≡ λ2αuαvαwmuvmw (16)
+ αwf˜w(λαuαvmuv) + inf
mu
sup
mv
f
(2)
pot(mu,mv;λαwmw)
where the optimization is over mu/v ∈ [0, ρu/v].
Proposition 3.3 (Auxiliary free energy formula): Fix λ >
0. The average free energy of model (6) verifies
lim
n→∞
f (3)n (λ)=inf
mw
sup
muv
f (3)aux(mw,muv;λ)
with optimization over mw ∈ [0, ρw] and muv ∈ [0, ρuρv].
Once Proposition 3.3 will be proved, Theorem 2.3 will
simply follow from Lemma 1.3 presented in appendix (f˜u, f˜v
and f˜w are indeed strictly concave, differentiable, Lipschitz,
non-increasing functions over R+ by Lemma 39 from [20]).
1) The “layered” interpolating model: Similarly as before
t∈ [0, 1], ǫ = (ǫw, ǫuv) ∈ [sn, 2sn]2 with sn ∈ (0, 1/2] going
to 0+ and the interpolating functions Rw/uv(t, ǫ) ≡ ǫw/uv+∫ t
0 mw/uv(s)ds withmw(s)∈ [0, ρw ] andmuv(s)∈ [0, ρuρv].
Consider this time the following observation model:
F
(t)
ijk =
√
λ(1−t)
n UiVjWk + Zijk,
Y
(uv,t)
ij =
√
λ
nαwRw(t)UiVj + Z
(uv)
ij ,
Y
(w,t)
k =
√
λαuαvRuv(t)Wk + Z
(w)
k ,
for 1≤ i ≤ nu, 1≤ j ≤ nv and 1≤ k ≤ nw. Here U iid∼ Pu,
V iid∼Pv , W iid∼Pw and Z, Z(uv), Z(w) iid∼N (0, 1). This model
interpolates between an order p+1 = 3 tensor estimation
at t = 0 and ǫ = (0, 0), to a model combined of a scalar
estimation problem over W under Gaussian noise and an
order p= 2 tensor joint estimation problem over (U,V) at
t=1. This model is “layered” in the sense that one decoupled
scalar estimation problem is considered in addition of the
order p= 2 joint estimation problem that has already been
treated analytically, see Theorem 2.2.
As previously, we associate to this model its posterior dis-
tribution Pt,ǫ(u, v,w) =Z−1t,ǫ Pu(u)Pv(v)Pw(w) exp(−Ht,ǫ)
where the interpolating Hamiltonian Ht,ǫ = Ht,ǫ(u, v,w)
(again quenched variables are not indicated explicitly) is
Ht,ǫ = λ(1 − t)
∑nu,nv,nw
i,j,k=1
( (uivjwk)2
2n2 − uivjwkUiVjWkn2
− uivjwkZijk√
λn2(1−t)
)
+ λαwRw(t)
∑nu,nv
i,j=1
( (uivj)2
2n − uivjUiVjn −
uivjZ
(uv)
ij√
λnαwRw(t)
)
+ λαuαvRuv(t)
∑nw
k=1
(w2k
2 − wkWk −
wkZ
(w)
k√
λαuαvRuv(t)
)
.
The Gibbs bracket 〈−〉t,ǫ is, as before, the expectation w.r.t.
this posterior. Finally the interpolating free energy is
fn,ǫ(t) = − 1nE ln
∫
dPu(u)dPv(v)dPw(w)e
−Ht .
2) Adaptive interpolation: The steps that we follow now
are similar to sec. III-A.3. The free energy fn,ǫ(t) verifies,
using identity (12) and fn,ǫ=(0,0)(0) = f
(3)
n (λ),{
fn,ǫ(0) = f
(3)
n (λ) +O(sn),
fn,ǫ(1) = f
(2)
n (λαwRw(1)) + αwf˜w(λαuαvRuv(1)).
Here clearly appears the recursive construction of our proof
that exploits the layered structure of the problem: Theorem
2.2 allows to compute f
(2)
n (λαwRw(1)) (note the “effective”
signal-to-noise λαwRw(1)) that we will then use to obtain
f
(3)
n (λ) through the adaptive interpolation method. By the
very same steps as in sec. III-A.5 we get
f ′n,ǫ(t) = −λ2αuαvαw
{
muv(t)mw(t)
− E〈(QuQv −muv(t))(Qw −mw(t))〉t,ǫ}. (17)
As mentionned in sec. 3.1, the concentration of overlaps
Lemma 3.1 generalizes to the present setting. Plugging the
values of fn,ǫ(t) at t = 0, 1 and (17) in the fundamental
theorem of calculus and then using the concentration of Qu,
Qv, Qw combined with Cauchy-Schwarz then yields
f
(3)
n (λ) = On(1) + 1s2n
∫
dǫ
[
f
(2)
n (λαw
∫ 1
0 mw(t)dt)
+ αwf˜w(λαuαv
∫ 1
0 muv(t)dt)
+ λ2αuαvαw
{ ∫ 1
0
muv(t)mw(t)dt
− ∫ 1
0
dt(E〈Qu〉t,ǫE〈Qv〉t,ǫ−muv(t))(E〈Qw〉t,ǫ−mw)
}]
.
We again used the continuity and boundedness of f˜u/v/w.
Combining this identity with Theorem 2.2 (and using Cauchy-
Schwarz and the boundedness of the potentials) leads to:
Lemma 3.4 (Sum rule): Assume that ǫ = (ǫw, ǫuv) 7→
R(t, ǫ) = (Rw(t, ǫ), Ruv(t, ǫ)) satisfies the hypotheses of
Lemma 3.1, and choose sn → 0+ according to this lemma.
Assume that for all t ∈ [0, 1] and ǫ ∈ [sn, 2sn]2 we have
muv(t, ǫ) = E〈Qu〉t,ǫE〈Qv〉t,ǫ. Then:
f
(3)
n (λ) =
1
s2n
∫
dǫ
[
λ
2αuαvαw
∫ 1
0 muv(t, ǫ)mw(t, ǫ)dt (18)
+ αwf˜w(λαuαv
∫ 1
0 muv(t, ǫ)dt)
+ inf
mu
sup
mv
f
(2)
pot(mu,mv;λαw
∫ 1
0
mw(t, ǫ)dt)
]
+On(1)
where On(1) is uniform in t,mw,muv, ǫ.
• Upper bound: Set mw(t) = mw ∈ [0, ρw], and
then R = (Rw, Ruv) as the solution R(t, ǫ) = (ǫw +
mwt, ǫuv +
∫ t
0
muv(s, ǫ)ds) to the ODE: ∂tRw(t) = mw,
∂tRuv(t) = Fuv(t, R(t)) ≡ E〈Qu〉t,ǫE〈Qv〉t,ǫ (with values
in [0, ρuρv]), and R(0) = ǫ. By the Cauchy-Lipschitz theo-
rem R(t, ǫ) is unique and C1 (in both arguments). Liouville’s
formula for the Jacobian determinant of ǫ 7→ R(t, ǫ) then
implies Jn,ǫ(t) = exp{
∫ t
0
∂RuvFuv(s,R(s, ǫ))ds} ≥ 1 as
∂RuvFuv ≥ 0. By the same arguments as before ǫ 7→ R(t, ǫ)
is a C1 diffeomorphism. Recalling (16), Lemma. 3.4 gives:
f
(3)
n (λ) =
1
s2n
∫
dǫ f
(3)
aux(mw,
∫ 1
0 muv(t, ǫ)dt;λ) + On(1).
Thus lim supn→∞f
(3)
n (λ)≤ infmw supmuvf (3)aux(mw,muv;λ).
• Lower bound: Fix R as the solution R(t, ǫ) = (ǫw +∫ t
0 mw(s, ǫ)ds, ǫuv+
∫ t
0 muv(s, ǫ)ds) to the ODE (recall (7)):
∂tRw(t) = Fw(t, R(t)) ≡ −2f˜ ′w(λαuαvE〈Qu〉t,ǫE〈Qv〉t,ǫ)
and ∂tRuv(t) = Fuv(t, R(t)) ≡ E〈Qu〉t,ǫE〈Qv〉t,ǫ with
R(0) = ǫ. The solutions verify mw(t, ǫ) ∈ [0, ρw] and
muv(t, ǫ) = E〈Qu〉t,ǫE〈Qv〉t,ǫ ∈ [0, ρuρv]. As previously
the Cauchy-Lipschitz theorem implies that R(t, ǫ) is a C1
function of both t and ǫ. The Liouville formula for the
Jacobian determinant of the map ǫ 7→ R(t, ǫ) gives Jn,ǫ(t) =
exp{∫ t0 ∂RwFw(s,R(s, ǫ))ds+∫ t0 ∂RuvFuv(s,R(s, ǫ))ds} ≥
1 by non-negativity of the partials. Again, we also have that
the map ǫ 7→ R(t, ǫ) a C1 diffeomorphism. Lemma. 3.2
then leads to formula (18) with mw and muv solutions of
the ODE above. Both f˜w and infmu supmv f
(2)
pot(mu,mv; · )
are concave; the latter is a consequence of Theorem 2.2
combined with the concavity of f
(2)
n (λ) (itself concave by
λ-concavity of the mutual information for Gaussian channels
and recalling (5)). Jensen’s inequality thus yields
f
(3)
n (λ) ≥ 1s2n
∫
dǫ
∫ 1
0 dt f
(3)
aux(mw(t, ǫ),muv(t, ǫ);λ)+On(1).
The same mechanism as in the previous lower bound (for
the p = 2 case) takes place here:
f (3)aux(mw(t, ǫ),muv(t, ǫ);λ) = sup
muv
f (3)aux(mw(t, ǫ),muv;λ).
Indeed, gmw : muv 7→ f (3)aux(mw,muv;λ) is concave with
derivative g′mw(muv) =
λ
2αuαvαw[mw+2f˜
′
w(λαuαvmuv)].
The solutions then verify g′mw(t,ǫ)(muv(t, ǫ)) = 0, so by con-
cavity gmw(t,ǫ) reaches its maximum at muv(t, ǫ). Therefore,
f
(3)
n (λ) ≥ 1s2n
∫
dǫ
∫ 1
0
dt sup
muv
f
(3)
aux(mw(t, ǫ),muv;λ) + On(1)
≥ inf
mw
sup
muv
f
(3)
aux(mw,muv;λ) + On(1).
Taking the lim infn→∞ end the proof of the bound, and thus
of Theorem 2.3. 
APPENDIX
This appendix gathers some technical results regarding
the manipulation of “sup-inf” expressions. The first lemma
comes from [22] (Appendix D).
Lemma 1.1: Let f and g be two convex, non-decreasing
Lipschitz functions on R+. Suppose that g is strictly convex
and differentiable. For q1, q2 ∈ R+ we define ψ(q1, q2) =
f(q1)+g(q2)−q1q2. Then
sup
q1≥0
inf
q2≥0
ψ(q1, q2) = sup
q2≥0
inf
q1≥0
ψ(q1, q2) = sup
q1=g
′(q2)
q2=f
′(q+1 )
ψ(q1, q2).
(19)
Moreover, the above extremas are achieved precisely on the
same couples (q1, q2) and f is differentiable at q1.
Lemma 1.2: Let f and g be two convex, non-decreasing
Lipschitz functions on R+. Suppose that f and g are differ-
entiable and strictly convex. Then the function
ϕ : t ≥ 0 7→ sup
q1≥0
inf
q2≥0
f(tq1) + g(tq2)− tq1q2 (20)
is convex, Lipschitz and non-decreasing. Moreover ϕ′(0+) =
f ′(0+)g′(0+) and for all t > 0:
ϕ
′(t−) = min{q∗1 (t)q
∗
2(t) | (q
∗
1(t), q
∗
2(t)) optimal couple in (20)},
ϕ
′(t+) = max{q∗1 (t)q
∗
2(t) | (q
∗
1(t), q
∗
2(t)) optimal couple in (20)}.
Proof: Let g∗ : x ∈ R 7→ supy∈R+{xy − g(y)} ∈
R ∪ {+∞} be the Fenchel-Legendre transform of g. For
t ≥ 0
ϕ(t) = sup
q1≥0
f(tq1)− g∗(q1) (21)
(this is true for t > 0 and one can verify easily that it is
also true for t=0 because g∗ is non-decreasing). ϕ is thus
a suppremum of convex functions and is therefore convex.
Let 0<a<b. For all t∈ [a, b], Lemma 1.1 gives that the
supremum (21) is achieved on a compact set (that does not
depend on t, but only on a, b). Thus Corollary 4 from [34]
gives that
ϕ′(t−) = min{q∗1(t)f ′(tq∗1(t)) | q∗1(t) optimal in (21)},
ϕ′(t+) = max{q∗1(t)f ′(tq∗1(t)) | q∗1(t) optimal in (21)}.
Using Lemma 1.1 one see that f ′(tq∗1(t)) is equal to the q
∗
2(t)
from the proposition. ϕ′(0+) is computed analogously.
The fact that ϕ is Lipschitz and non-decreasing follows
from the expression of its left- and right-derivatives. Indeed,
we know by Lemma 1.1 that the optimal couples on (20) are
in [0, supx≥0 g
′(x)]× [0, supx≥0 f ′(x+)].
Lemma 1.3: Let f1, f2, f3 be 3 strictly convex, non-
decreasing, differentiable, Lipschitz functions from R+ to
R. Then
sup
q3≥0
inf
r≥0
f3(r) + sup
q1≥0
inf
q2≥0
{f1(q2q3) + f2(q1q3)− q1q2q3} − rq3
= sup
q1=f
′
1(q2q3)
q2=f
′
2(q1q3)
q3=f
′
3(q1q2)
f1(q2q3) + f2(q1q3) + f3(q1q2)− 2q1q2q3.
Proof: Let us define
ϕ : q3 ≥ 0 7→ sup
q1≥0
inf
q2≥0
{f1(q2q3) + f2(q1q3)− q1q2q3} .
We know by Lemma 1.2 that ϕ is convex, Lipschitz and
non-decreasing over R+.
We will first prove that in the setting of Lemma 1.1, all
the quantities of (19) are equal to supq1=g′(q2) ψ(q1, q2).
Obviously,
sup
q1=g′(q2)
ψ(q1, q2) ≥ sup
q1=g
′(q2)
q2=f
′(q+1 )
ψ(q1, q2) . (22)
Now, let q1, q2≥ 0 such that q1= g′(q2). The function r 7→
ψ(q1, r) is convex and its derivative at r=q2 vanishes. Thus
ψ(q1, q2) = inf
r≥0
ψ(q1, r) ≤ sup
r1≥0
inf
r2≥0
ψ(r1, r2)
which combined with (22) and (19) gives that
supq1=g′(q2) ψ(q1, q2) is equal to (19). We now apply
this result twice to obtain
sup
q3≥0
inf
r≥0
f3(r)+ sup
q1≥0
inf
q2≥0
{f1(q2q3)+f2(q1q3)−q1q2q3}−rq3
= sup
q3=f
′
3(r)
sup
q1=f
′
1(q2q3)
{f3(r)+f1(q2q3)+f2(q1q3)−q1q2q3−rq3} .
Let us add two more constraints to the last supremums,
namely “r= q1q2” and “q2= f
′
2(q1q2)”. Adding constraints
to a supremum cannot increase it, therefore
sup
q3≥0
inf
r≥0
f3(r) + sup
q1≥0
inf
q2≥0
{f1(q2q3) + f2(q1q3)− q1q2q3} − rq3
≥ sup
q3=f
′
3(r), q1=f
′
1(q2q3)
r=q1q2, q2=f
′
2(q1q3)
{f3(r) + f1(q2q3) + f2(q1q3)− q1q2q3 − rq3}
= sup
q1=f
′
1(q2q3)
q2=f
′
2(q1q3)
q3=f
′
3(q1q2)
f1(q2q3) + f2(q1q3) + f3(q1q2)− 2q1q2q3.
Let us now prove the converse bound. We apply Lemma
1.1 twice to obtain
sup
q3≥0
inf
r≥0
f3(r) + sup
q1≥0
inf
q2≥0
{f1(q2q3) + f2(q1q3)− q1q2q3} − rq3
= sup
q3=f
′
3(r)
r=ϕ′(q+3 )
f3(r) + sup
q1=f
′
1(q2q3)
q2=f
′
2(q1q3)
{f1(q2q3) + f2(q1q3)− q1q2q3} − rq3
= sup
q3=f
′
3(r)
r=ϕ′(q+3 )
sup
q1=f
′
1(q2q3)
q2=f
′
2(q1q3)
{f3(r) + f1(q2q3) + f2(q1q3)− q1q2q3 − rq3} .
Let now (r∗, q∗3) be a couple that achieves the first supre-
mum (we know from Lemma 1.1 that such a couple exists).
Let now (q∗1 , q
∗
2) be a couple that achieves the corresponding
second supremum, for which the product q∗1q
∗
2 is maximal.
By Lemma 1.2, we have r∗ = ϕ′(q∗+3 ) = q
∗
1q
∗
2 . However,
we know from Lemma 1.1 that this couple verifies q∗1 =
f ′1(q
∗
2q
∗
3) and q
∗
2 = f
′
2(q
∗
1q
∗
3). Thus
sup
q3≥0
inf
r≥0
f3(r) + sup
q1≥0
inf
q2≥0
{f1(q2q3) + f2(q1q3)− q1q2q3} − rq3
= f1(q
∗
2q
∗
3) + f2(q
∗
1q
∗
3) + f3(r
∗)− q∗1q
∗
2q
∗
3 − r
∗
q
∗
3
= f1(q
∗
2q
∗
3) + f2(q
∗
1q
∗
3) + f3(q
∗
1q
∗
2)− 2q
∗
1q
∗
2q
∗
3
≤ sup
q1=f
′
1(q2q3)
q2=f
′
2(q1q3)
q3=f
′
3(q1q2)
f1(q2q3) + f2(q1q3) + f3(q1q2)− 2q1q2q3
which concludes the proof.
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