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We theoretically propose that the Dirac fermion in two-dimensions shows the giant nonlinear
responses to electromagnetic fields in terahertz region. A scaling form is obtained for the current
and magnetization as functions of the normalized electromagnetic fields E/Eω and B/Bω, where the
characteristic electric (magnetic) field Eω (Bω) depends on the frequency ω as ~ω2/evF (~ω2/ev2F ),
and is typically of the order of 80 V/cm ( 8 mT) in the terahertz region. Applications of the present
theory to graphene and surface state of a topological insulator are discussed.
I. INTRODUCTION
Nonlinear electromagnetic responses (NLEMRs) [1–9]
are essential for creating efficient electric/magnetic de-
vices because their functions are closely related to the
nonlinearity. In particular, the NLEMRs in the low en-
ergy region, e.g., terahertz frequency region, is the focus
of keen attention due to the development of the inten-
sive terahertz excitations, and the strong coupling be-
tween the free carriers and electromagnetic field (EMF)
in semiconductors [10–13]. To achieve the strong non-
linearity in low energy, two conditions must be satisfied.
One is that there are enough excited states in that region,
and the other is that the strong EMF can exist in the
material. Nonlinear responses are enhanced when there
exist resonant states corresponding to the frequency of
the external fields and the electric field within the mate-
rial can be large by avoiding the screening effect. If we
focus on the low frequency region which is our interest
in this paper, metals could be a good candidate to show
the NLEMRs for the first point, because there are large
density of states in the low energy region. However, the
electromagnetic field is screened by the conducting elec-
trons and hence cannot be strong enough to show the
nonlinearity. In insulators, on the other hand, the energy
gap Eg leads to the stability of the system, while the en-
ergy denominator ~ω−Eg appearing in the perturbation
theory reduces the higher order effects, and hence strong
nonlinear effects. The resonance at ω ∼ Eg is one way
to enhance the NLEMRs, but it does not work for the
low energy responses in the THz regime. Another source
of the nonlinearity is the symmetry breaking such as the
ferroelectricity, which produces the giant responses by
the small external field. For example, photovoltaic cur-
rents have recently been studied for ferroelectric materi-
als [8, 9]. However, the switching speed of ferroelectricity
is usually very slow, which deteriorates its applicability
for realistic devices.
From this viewpoint, the Dirac fermion having lin-
ear dispersions (Fig. 1) is located between the met-
als and insulators, and has an advantage of having
low energy excitations and poor screening. Therefore,
it deserves to explore theoretically the possible giant
FIG. 1. Schematic picture of nonlinear responses of a Dirac
fermion.
NLEMRs of two-dimensional Dirac fermions which are
realized in condensed matters at the surface of three-
dimensional topological insulators (TIs) [14, 15], and also
in graphene [16, 17]. The screening of external fields are
weak for Dirac fermions since the density of states van-
ish at zero energy. At the same time, the linear disper-
sion of Dirac fermions enables that a light of any fre-
quency matches the resonance condition, especially in
the terahertz region. Actually, it has been proposed that
graphene is a promising candidate for the NLEMRs [18–
24]. In addition, Dirac fermions in TIs show a non-
trivial topological nature such as magneto-electric re-
sponses [25, 26], which makes TIs the attractive system
for the NLEMRs. Since Dirac fermions in TIs are sub-
ject to the spin-orbit coupling, NLEMRs in TIs indicate
nonlinear responses of spins. In this regard, nonlinear
responses of TIs will lead to novel spintronics functions
of TIs.
In this paper, we study nonlinear responses of a two-
dimensional Dirac fermion and derive a scaling form for
them. This provides a unified description of various non-
linear phenomena supported by two-dimensional Dirac
fermions which are realized in graphene and at the sur-
face of TIs.
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2FIG. 2. Two regimes of nonlinear responses. Strong nonlin-
earity appears when E > Eω and E > Ec. Weak nonlinearity
appears otherwise. Similar phase diagram applies for ω − B
plane.
II. TWO REGIMES OF NONLINEAR
RESPONSES
We consider the Dirac fermion at the surface of a topo-
logical insulator or in a graphene (neglecting the valley
and spin degrees of freedom) which is described by the
Dirac Hamiltonian,
H = ~vF (kxσy − kyσx), (1)
where h = 2pi~ is the Planck constant, σ are Pauli matri-
ces acting on spin degrees of freedom, and vF is the Fermi
velocity of the Dirac fermion. The Green’s function for
the Dirac fermion is given by
G(iω) = (i~ω −H)−1 = ~−1 iω + vF (kxσy − kyσx)
(iω)2 − v2F k2
,
(2)
and the current operator is given by
jx = evFσy. (3)
We study NLEMRs of the Dirac fermion focusing on
responses of uniform current J and magnetization M of
the Dirac fermion to external ac EMFs E and B. The
NLEMRs of J and M obey the following scaling forms
J =
eω2
vF
f
(
E
Eω
,
B
Bω
)
, (4)
M = eωg
(
E
Eω
,
B
Bω
)
, (5)
because the Dirac fermion is gapless and the only energy
scale is introduced by the frequency ω of the external
EMFs. Here, Eω and Bω are the typical scales of EMFs
determined by the frequency of EMFs, and f and g are
scaling functions. We note that the spatially uniform
limit q → 0 is taken in this scaling argument.
Now there are two typical regimes of nonlinear re-
sponses depending on the strength of the EMFs and the
frequency: (i) strong nonlinearity where E (B) is larger
than Eω and Ec (Bω and Bc), and (ii) weak nonlinearity
otherwise, as summarized in Fig. 2. The typical order of
electric fields Eω is determined by
eEωvF t =
h
t
, (6)
which equates the energy that a Dirac fermion driven by
E gains by the time t and the energy scale corresponding
to t. The typical order of magnetic fields Bω is deter-
mined by
(vF t)
2Bω =
h
2e
, (7)
which equates the magnetic flux in an area (vF t)
2 to
a flux quantum. These two equations indicate that
the nonlinear effects are qualitatively different when the
EMFs are larger or smaller than
Eω =
h
evF t2
=
hω2
evF
, Bω =
h
2ev2F t
2
=
hω2
2ev2F
, (8)
where we set the typical time scale to be t = 1/ω: (i)
the NLEMRs are non-perturbative with respect to the
applied EMFs when E and B are stronger than these
typical scales, (ii) the NLEMRs can be obtained by a
perturbation theory with respect to E and B in the op-
posite limit. If we consider the static limit (ω → 0), the
typical time scale t = 1/ω is replaced by the relaxation
time of electrons τ which is in the order of THz regime,
i.e., τ ' 1 ps for TIs [27]. Magnitudes of electromagnetic
fields Ec and Bc corresponding to the relaxation time τ
are estimated to be
Ec ' 80 V/cm, Bc ' 8 mT. (9)
Figure 2 shows the two typical regions of nonlinear re-
sponses in the parameter space spanned by ω and E.
NLEMRs show strong nonlinearity in a region bounded
by E > Eω and E > Ec. NLEMRs show weak non-
linearity in the perturbative region E < Eω or in the
relaxation-dominant region E < Ec.
III. STRONG NONLINEARITY
An insight into the strong nonlinearity regime is ob-
tained by considering the static limit ω = 0 and E > Ec.
In this case, the effective action for static EMFs is known
from (2 + 1)D QED. The action is given by [28]
S =
∫
d3xL, L = A
(
B2 − E2) 34 , (10)
3where A = ζ
(
3
2
)
e
3
2 /(2
5
2pi2) is a numerical constant with
ζ(x) being the zeta function and we adopted the conven-
tion ~ = vF = 1 [Note that E in this unit corresponds to
(c/vF )E in the natural unit (c = 1)]. This effective action
was obtained for the gauge fields with constant E and B
fields coupled to a Dirac fermion. This (2 + 1)D QED
action in Eq. (10) is understood from the energy den-
sity of Landau levels for Dirac fermions as explained in
Appendix A. By using this effective action, the nonlinear
responses and current and magnetization are summarized
as
J = iω
∂L
∂E
= −i3A
2
ωE
(
B2 − E2)− 14 (11)
M = − ∂L
∂B
=
3A
2
B
(
B2 − E2)− 14 , (12)
which can be translated to the asymptotic behavior of
the scaling functions f and g as f(x, y) ∼ x (y2 − x2)− 14 ,
g(x, y) ∼ y (y2 − x2)− 14 in the limit of large |x| and |y|.
These can be interpreted by the more directly measurable
quantities, i.e., the dielectric constant  and magnetic
susceptibility χ as
 = − d
2L
dE2
=
3A
4
(
B2 − E2)− 54 (2B2 − E2) , (13)
χ = − d
2L
dB2
= −3A
4
(
B2 − E2)− 54 (B2 − 2E2) . (14)
If we focus on the magnetic susceptibility χ, we can read-
ily see that χ shows a singularity for B → 0 and E = 0
as
χ = −3A
4
B−
1
2 , (15)
which indicates that the Taylor expansion with respect to
B fields around B = 0 is not applicable and this is a non-
perturbative result. The above formula for χ = dM/dB
satisfies the scaling form for M in Eq. (5) with M '
ω(B/Bω)
1/2. The magnetic susceptibility χ is subject to
a nonlinear suppression with respect to small E as
χ = −3A
4
B−
1
2
(
1− 3E
2
4B2
)
. (16)
When the magnitude of E exceeds that of B (|E| > |B|),
the action in Eq. (10) is no longer real and indicates that
the system becomes unstable. This corresponds to the
Schwinger process where applied electric fields E induce
Zener tunneling of an electron between adjacent Landau
levels in a successive manner and the energy distribution
of the Dirac electrons is no longer stable. However, the
scaling forms in Eqs. (5), (12) together with Eq. (10) still
work. A theoretical study [29] on the Schwinger process
of the Dirac fermion concluded the crossover from the
linear response regime J ∝ E to the nonlinear regime J ∝
τE3/2 at E ∼= Ec = Eω=1/τ with τ being the relaxation
time. Both are consistent with Eqs. (5), (12) as f(x, 0) ∼
x (|x|  1), f(x, 0) ∼ x3/2 (|x|  1) when one replace ω
by 1/τ . In the case of the surface Dirac fermion in TIs,
the current J is tied to the spin polarization 〈s〉 due to
the spin-momentum locking in TIs. Thus the Schwinger
process of the Dirac fermions in TIs leads to a strong
nonlinear spin generation with applied electric fields; we
expect the similar crossover for spin generation from the
linear response regime 〈s〉 ' E to the nonlinear response
regime 〈s〉 ' τE3/2 with strong E( Ec).
IV. WEAK NONLINEARITY
When the magnitudes of the applied electromagnetic
fields do not exceed the typical scales (E < Eω, B < Bω)
or they are below the the scales determined by the relax-
ation time (E < Ec, B < Bc), the nonlinear responses
show weak nonlinearity where perturbative treatments
with respect to E and B are valid.
Weak nonlinear responses are described by the expan-
sion in terms of the applied E and B fields as
J = βn,m(ω)B
n(ω)Em(ω), (17)
where we consider Fourier components of J , B, and E
oscillating in frequencies of the order of ω. The behavior
of βn,m(ω) can be determined by the scaling forms Eq.(5)
as
βn,m ∝ e
n+m+1
~n+m
v2n+m−1F
ω2n+2m−2
. (18)
In a similar manner, the nonlinear response of the orbital
magnetization to the applied E and B fields is given by
M = χn,m(ω)B
nEm, (19)
and
χn,m ∝ e
n+m+1
~n+m
v2n+mF
ω2n+2m−1
. (20)
V. NONLINEAR RESPONSE FUNCTIONS
Now we study nonlinear response functions in the weak
nonlinearity regime. We obtain the response functions by
the diagram approach and confirm that they are consis-
tent with the scaling form in Eqs. (18) and (20). (The
details of the calculations are given in Appendices.) We
start with a nonlinear suppression of the orbital magnetic
susceptibility with electric fields. The orbital magnetic
susceptibility χ(ω) given by
M = χ1,0(ω)B, (21)
is obtained from the current-current correlation function
χ1,0(ω) = −1
2
∂2
∂q2y
〈jxjx〉(ω, q)
∣∣∣∣
q=0
, (22)
4where qy is the wavenumber in the y-direction. Its real
part is written as
Re[χ1,0(ω)] = −pie
2v2F
32h
δ(ω). (23)
(For details, see Appendix B.) The magnetic susceptibil-
ity of Dirac fermions is diverging in the dc limit where
cutoffs are introduced by the relaxation time or the fi-
nite temperature [30, 31]. Now we consider modulation
of the orbital magnetic susceptibility by applying electric
fields E(ω) which is captured by the nonlinear response
function
M(ω′) = χ1,2(ω′, ω)B(ω′)E(ω)E(−ω). (24)
Here, the magnetic susceptibility is measured in the fre-
quency ω′ in the presence of laser light of the frequency
ω, and χ1,2(ω
′, ω) quantifies the change of the magnetic
susceptibility proportional to the laser intensity. In the
limit of static magnetic fields (ω′ → 0) for a fixed fre-
quency ω of the incident light, the nonlinear response
function is given by
Re[χ1,2(ω
′, ω)] =
pie4v4F
16h3ω4
δ(ω′), (25)
where the power of ω−4 is the one expected from the
scaling analysis (for derivation, see Appendix B). Thus
the orbital magnetic susceptibility undergoes a nonlinear
suppression by applying the electric fields as
M(ω′) = −pie
2v2F
32h
δ(ω′)
(
1− 2e
2v2F
h2ω4
|E(ω)|2
)
B(ω′).
(26)
This is a nonlinear cross correlation effect between the
magnetic properties and the electric fields. This nonlin-
ear cross correlation effect is enhanced in the low fre-
quency limit, typically in the terahertz regime.
Next we discuss high harmonic generations which are
schematically illustrated in Fig. 1. The N -th harmonic
generation is a nonlinear process where the electron ab-
sorbs N photons of frequency ω and emits one photon
of frequency Nω. Here we focus on the third harmonic
generation which is described by
J(3ω) = β0,3(ω)E(ω)
3, (27)
where J(3ω) is the induced current with frequency 3ω,
and E(ω) is the electric field of incident light. [32]
The response function β0,3(ω) is related to a correlation
function of three current operators (as detailed in Ap-
pendix C) and is given by
β0,3(ω) =
e4
~3
v2F
384ω4
. (28)
This response function is usually denoted as χ(3)(ω) and
takes a value in the order of 10−20 m2/V2 for molecular
liquids like CS2 in the terahertz regime [11]. In the case
of Dirac fermions in TIs, β0,3(ω) in Eq. (28) amounts to
the order of 10−12 m2/V2 for ω = 1 THz, if thin films
of TIs are stacked in a separation of 10 nm. This is
a significant enhancement compared to the conventional
molecular liquids which is attributed to the gaplessness of
Dirac fermions at the surface of TIs, as has been discussed
in the case of graphene [19, 20]. We note that a similar
order of χ(3) was theoretically predicted to stacked layers
of two-dimensional electron gas [33].
Finally we discuss the nonlinear modulation of refrac-
tive index by an incident light. This effect is described
by the response function
J(ω′) = β˜0,3(ω′, ω)E(ω′)E(ω)E(−ω). (29)
Here, ω′ is the frequency of transmitting light for which
we are interested in the refractive index, and ω is the
frequency of incident light that modulates the refractive
index. The response function β˜0,3(ω
′, ω) is a monotoni-
cally decreasing function of ω′ for a fixed ω, and it takes
the asymptotic form β˜0,3(ω
′ → 0, ω) = (e4/~3)(v2F /8ω4)
for the nonlinear modulation of the dc refractive index
with a laser light of the frequency ω. (For details, see Ap-
pendix D.) Again this power law behavior is consistent
with the scaling form Eq. (18), and hence, its significant
enhancement is expected in the terahertz region. Fur-
thermore, due to the spin-momentum locking in Dirac
fermions at the surface of TIs, the induced current in-
dicates spin generation. Therefore, in the case of TIs,
the nonlinear modulation of the refractive index leads
to a nonlinear Edelstein effect [34], i.e., nonlinear spin
generation induced by strong electric fields, as follows.
When the weak electric field is applied to the surface of
a TI, there appears spin generation 〈s〉 proportional to
the applied field E. As E is increased, the above non-
linear refractive index in Eq. (29) indicates the nonlinear
spin generation 〈s〉 ' E3. If E is further increased, the
crossover to the strong nonlinearity regime takes place
and the spin generation is governed by the Schwinger
process with 〈s〉 ' tE3/2.
VI. SUMMARY
To summarize, we have studied the nonlinear electro-
magnetic responses of Dirac fermion from the viewpoint
of the scaling laws, which provide a unified view of var-
ious nonlinear phenomena in this system. The nonlin-
earity increases as the frequency ω decreases, and the
strong limit of the nonlinearity can be understood by a
Lagrangian for constant electric (E) and magnetic (B)
fields. The crossover strength Eω (Bω) of E (B) are
determined by Eω =
hω2
evF
(Bω =
hω2
2ev2F
), and is of the
order of Eω ' 80 V/cm (Bω ' 8 mT) in the terahertz
region, which is accessible experimentally. The nonlinear
response of graphene has been experimentally studied in
the THz regime up to E = 120 V/cm [24] where non-
5linearity of thermalized excited electrons has been ob-
served. Unfortunately, strong high harmonic generation
has not been observed in these experiments, which may
be attributed to some extrinsic effects such as disorder
effects. Thus observation of scaling behavior of nonlinear
responses of Dirac fermions is expected in future experi-
ments. Furthermore, given the recent advances of exper-
iments on TIs [35, 36], Dirac fermions in TIs will offer a
platform for novel nonlinear electromagnetic responses.
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Appendix A: (2+1)D QED action
The (2+1)D QED action for constant gauge strength can be obtained by considering Landau levels for Weyl
fermions. The Landau level energy and Landau level degeneracy are given by
EN = sgn(N)vF
√
2N~eB, (A1)
1
2pi`2
=
eB
2pi~
. (A2)
Then the energy density is given by
H =
0∑
N=−∞
EN
2pi`2
= (eB)
3
2
vF
2pi
√
2
~
ζ
(
−1
2
)
=
vF ζ(
3
2 )
2pi2
√
~
(
eB
2
) 3
2
, (A3)
where we used ζ(− 12 ) = ζ( 32 )/4pi in the last line. If we replace B2 → (B2 − E2) for the Lorenz invariance and set
e = ~ = vF = 1, we obtain the effective Lagrangian for (2 + 1)D QED.
Appendix B: Orbital magnetic susceptibility
We study the orbital magnetic susceptibility,
M = χ(ω)B. (B1)
The magnetic susceptibility is obtained from the current-current correlation function as
χ = −1
2
∂2
∂q2y
〈jxjx〉, (B2)
〈jxjx〉(iΩ, q) = 1
(2pi)2
∫
d2k
∑
iωn
Tr[jxG(iωn + iΩ,k + q)jxG(iωn,k)], (B3)
where qy is the wavenumber in the y-direction. This is understood from M = ∇× J and B = ∇× A. The Green’s
function and the current operator for the Weyl fermion are given by
G(iω,k) = (iω −H)−1, (B4)
ji =
∂H
∂ki
, (B5)
with
H = kxσy − kyσx, (B6)
where we used the convention ~ = vF = 1. By using the relation ∂qyG = −G∂qyG−1G = GjyG, this is rewritten as
χ(iΩ) = − 1
(2pi)2
∫
d2k
∑
iωn
Tr[jxG(iωn + iΩ,k)jyG(iωn + iΩ,k)jyG(iωn + iΩ,k)jxG(iωn,k)]. (B7)
6The integration over the angle of k and the summation of Matsubara frequencies give
χ(ω) = − 1
2pi
∫
kdk
32k4 − 52k2ω2 − ω4
8k(4k2 − ω2)3 , (B8)
after the analytic continuation iΩ→ ω. The imaginary part is obtained from the residue at k = ω2 as
Im[χ(ω)] = − 1
32ω
. (B9)
By using the Kramers-Kronig relation, the real part is obtained as
Re[χ(ω)] =
1
pi
P
∫ ∞
−∞
dω′
Im[χ(ω′)]
ω′ − ω = −
pi
32
δ(ω). (B10)
Now we proceed to the nonlinear effect in χ in the presence of electric fields by focusing on
M(ω′) = χ1,2(ω′, ω)B(ω′)E(ω)E(−ω), (B11)
which is a nonlinear modulation of χ(ω′) proportional to an intensity of incident light |E(ω)|2. From the dimension
analysis, this modification is expected to take the form
χ1,2(ω
′, ω) ∝ χ(ω
′)
ω4
. (B12)
We verify this by an explicit calculation in the following. The coefficient χ1,2(ω
′, ω) is obtained by computing four
point correlation functions of the current operator jx, which are illustrated in Fig. 3, and looking at the contributions
proportional to −q2y. If we again use the relation, ∂qyG = −G∂qyG−1G = GjyG, this is written as
χ1,2(ω
′, ω) = Re
[
Q(ω)
(−iω)(iω)
]
(B13)
Q(iΩ) = − 1
(2pi)2
∫
d2k
∑
iωn
Tr[A1(iωn, iΩ, iΩ
′) +A2(iωn, iΩ, iΩ′) +A3(iωn, iΩ, iΩ′)], (B14)
where
A1(iωn, iΩ, iΩ
′) = jxG(iω)jxG(iω + iΩ)jxG(iω)jxG(iω + iΩ′)jyG(iω + iΩ′)jyG(iω + iΩ′), (B15)
A2(iωn, iΩ, iΩ
′) = jxG(iω)jxG(iω − iΩ)jxG(iω)jxG(iω + iΩ′)jyG(iω + iΩ′)jyG(iω + iΩ′), (B16)
and
A3(iωn, iΩ, iΩ
′)
= jxG(iω)jxG(iω + iΩ)jxG(iω + iΩ + iΩ
′)jyG(iω + iΩ + iΩ′)jyG(iω + iΩ + iΩ′)jxG(iω + iΩ′)
+ jxG(iω)jxG(iω + iΩ)jxG(iω + iΩ + iΩ
′)jxG(iω + iΩ′)jyG(iω + iΩ′)jyG(iω + iΩ′)
+ jxG(iω)jxG(iω + iΩ)jxG(iω + iΩ + iΩ
′)jyG(iω + iΩ′ + iΩ′)jxG(iω + iΩ′)jyG(iω + iΩ′), (B17)
The result for the imaginary part is given by
Im[χ(ω)] =
{
2ω3−2ω2ω′+2ωω′2+ω′3
32ω4ω′(ω+ω′)3 , (ω
′ < ω)
− 2ω3+4ω2ω′−ωω′2−8ω′332ωω′4(ω+ω′)3 . (ω′ ≥ ω)
(B18)
In the limit of ω′ → 0 for a fixed ω, this reduces to
Im[χ1,2(ω
′, ω)] =
1
16ω4ω′
, (B19)
which is the form expected from the scaling analysis. This indicates that the real part of the orbital magnetic
susceptibility behaves as
Re[χ(ω′)] = − pi
32
δ(ω′)
(
1− 2
ω4
|E(ω)|2
)
, (B20)
which shows a nonlinear suppression of the orbital magnetic susceptibility with an applied electric field.
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FIG. 3. Diagrams for the nonlinear response χ1,2(ω
′, ω). Panels (a), (b), and (c) corresponds to A1, A2, and A3 in Eq. (B14),
respectively.
Appendix C: High harmonics generation
We study the high harmonic generations described by the nonlinear response,
J(Nω) = χN (ω)E(ω)
N , (C1)
where J(Nω) is the induced current with frequency Nω, and E(ω) is the electric field of incident light. The coefficient
χN (ω) is given by an N -particle correlation function as
χN (ω) = Re
[
Q(ω)
(−iω)N
]
, (C2)
Q(iΩ) =
1
(2pi)2
∫
d2k
∑
iω
Tr
[
jxG
(
iω − iN − 1
2
Ω
)
jxG
(
iω − iN − 3
2
Ω
)
. . . jxG
(
iω + i
N − 1
2
Ω
)]
. (C3)
We notice that the coefficients χN (ω) for even N vanish after integration over the angle of k because of the reflection
symmetry. Here we study the third harmonic generation χ3(ω) deduced from
Q(iΩ) =
∫
d2k
∑
iω
Tr
[
jxG
(
iω − i3
2
Ω
)
jxG
(
iω − i1
2
Ω
)
jxG
(
iω + i
1
2
Ω
)
jxG
(
iω + i
3
2
Ω
)]
. (C4)
After integrating over the direction of k and summing over the Matsubara frequency, one obtains
Q(ω) =
1
2pi
∫
kdk
−(k3 + 4kω2)
16(k2 − 94ω2)(k2 − ω2)(k2 − 14ω2)
. (C5)
Since the imaginary part of Q(ω) is obtained from residues at k = ω2 , ω,
3ω
2 (which are evaluated with ω shifted into
the upper half plane), the coefficient χ3(ω) is given by
χ3(ω) =
1
384ω4
, (C6)
which is consistent with the scaling law.
Appendix D: Intensity dependent refractive index
The intensity dependent refractive index is related to the intensity dependent optical conductivity which is described
by
J(ω1) = χ
(3)(ω1, ω2)E(ω1)E(ω2)E(−ω2). (D1)
8The coefficient χ(3) is obtained from a correlation function of four current operators as
χ(3)(ω1, ω2) = Re
[
Q(ω1, ω2)
(−iω1)ω22
]
, (D2)
and
Q(iΩ1, iΩ2) =
1
(2pi)2
∫
d2k
∑
iω
Tr
[
jxG(iω + iΩ2)jxG(iω)jxG(iω + iΩ1)jxG(iω)
+ jxG(iω + iΩ2)jxG(iω)jxG(iω − iΩ1)jxG(iω)
+ jxG(iω + iΩ2)jxG(iω + iΩ1 + iΩ2)jxG(iω + iΩ1)jxG(iω)
]
. (D3)
After integrating over the direction of k and summing over Matsubara frequencies, one obtains
Q(ω1, ω2) =
1
2pi
∫
kdk
−k
(ω21 − 4k2)2 (ω22 − 4k2)2 (4k2 − (ω1 − ω2)2) (4k2 − (ω1 + ω2)2)
×
[
768k8 + 192k6
(
ω21 + ω
2
2
)− 16k4 (7ω41 − 29ω21ω22 + 7ω42)
+ 4k2
(
ω61 − 13ω41ω22 − 13ω21ω42 + ω62
)
+ 5ω21ω
2
2
(
ω21 − ω22
)2 ]
. (D4)
The final result after the k integration reads
χ(3)(ω1, ω2) =
{
2ω1−ω2
16ω31ω2(ω1+ω2)
, (ω1 > ω2)
2ω2−ω1
16ω42(ω1+ω2)
, (ω1 ≤ ω2) (D5)
The coefficient χ(3)(ω1, ω2) is a monotonically decreasing function of ω1 for fixed ω2, where χ
(3) ' 1/8ω21ω2 for
ω1  ω2. In the limit of ω1 → 0 which corresponds to the dc conductivity modulated by laser light of the frequency
ω2, one obtains
χ(3)(ω1 → 0, ω2) = 1
8ω42
. (D6)
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