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1. INTR~DLJCTION 
In this paper we study the existence and the asymptotic behavior of solutions 
to the following nonlinear initial boundary-value problem 
u,-Lu-Id,-- 
(# 
i$I %CX> %yc, + gI ui(X) %+) =flt, x~ u, tt > O, x E an) 
(l-1) 
+I = b,(x) a24/av + b(x) u = g(4 ~4) (t>o,xEaq 
(1.2) 
u(O, x) = %(X) (x EL?) (1.3) 
where L is a strongly elliptic operator in a bounded domain Q in R”, l& is the 
boundary of 9, v is the outward unit normal vector on aQ, b,(x) > 0 and 
b(x) > 0 on &‘, and f, g are, in general, nonlinear functions of u. The above 
problem has been investigated in an earlier paper [24] in which the existence and 
nonexistence of global nonnegative solutions is discussed. The existence problem 
studied there is based on the monotone method which also leads to an upper 
bound for the solution. This bound, called an upper solution, is necessary and 
sufficient for the existence of a non-negative solution. The non-existence 
problem discussed in [24] uses the technique of [20] when both f and g grow 
faster than linear order of u. In the present paper we use, in addition to an 
upper solution, a similar notion of a lower solution which serves as a lower 
bound of the solution (see Definition 2.1). Under the usual smoothness require- 
ments on the coefficients of L, the boundary surface LX2, and the nonlinear 
functions f, g we show that the problem (1 .l)-( 1.3) h as a (classical) solution if and 
only if there exist an upper and a lower solution (see Theorem 2.1). If, in 
addition, f (t, x, 0), g(t, x, 0) and uO(x) are non-negative then the problem has a non- 
negative solution if and only if there exists a non-negative upper solution (Theo- 
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rem 2.2). This latter result is in analogy to a result in [I] (see also [7, 161) for 
elliptic boundary-value problems and has important implications in the investi- 
gation of the asymptotic behavior of the solution. Indeed, under some rather 
natural conditions on the functions f, g, it is possible to construct suitable upper 
and lower solutions for obtaining various information about the solution. 
Specifically, we investigate the question of (a) the existence and non-existence of 
a global solution when the boundary function g does not necessarily grow faster 
than linear order; (b) the asymptotic behavior of the solution as t + 00 when a 
global solution does exist, and (c) the stability and instability of non-negative 
equilibrium solutions when the system has more than one equilibrium solution. 
Here by an equilibrium solution (or steady-state solution) we mean a solution 
of the boundary-value problem 
-Lu = f(X,U) (XEQ) (1.4) 
%4 = g@, 4 (x E a-2). (1.5) 
In the above system, the functions f, g are assumed to be independent of t even 
though this assumption is not necessary so long as the equilibrium solution is 
independent of t. 
Literature dealing with the asymptotic behavior of semi-linear parabolic 
equations is extensive and various methods have been used for the study of the 
problem but are mostly devoted to linear boundary conditions (cf. [2-6, 8, 
21-23, 26-32, 36, 39-401). A frequently used approach is the comparison 
method by comparing the solution with another function though some compari- 
son theorems. This method was used in [3, 8,22,23, 32, 35,401 for the asymp- 
totic behavior of a solution and in [lo, 12, 14, 15, 381 for the non-existence of 
global solutions. The work in [3] by Ar onson and Weinberger includes a thres- 
hold result for a one-dimensional diffusion system in population genetics (see 
also [25, 401). The non-existence of global solutions for a linear equation under 
a non-linear boundary condition was discussed in [20] by Levine and Payne 
using a concavity argument. A different approach to the stability problem is 
related to the semi-group theory and dissipative operators for semi-linear 
equations under linear boundary conditions (cf. [28,29]). However, this approach 
requires rather restrictive conditions on the nonlinear function. More recently, 
Chafee and Infante [4-61 treated a one-dimensional semi-linear equation under a 
linear boundary condition by considering the problem as a dynamical system 
which is closely related to the non-linear semi-group theory. Their approach 
is along the line of Lyapunov’s stability theory which has recently been extended 
to both partial and abstract operator differential equations. There are also other 
methods for the treatment of the asymptotic behavior of a solution but they are 
devoted to either linear boundary conditions or linear equations (cf. [ll, 13, 17, 
26, 27, 301). 
In this paper we use the comparison method by establishing a comparison 
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theorem for the more general system (1 .l)-(1.3). This comparison theorem 
involves an upper and a lower solution which is a direct consequence of the 
existence theorem and is the basic tool in our study of the asymptotic behavior 
of a solution as well as the blowing-up property of the solution. Our approach 
to the construction of upper and lower solutions is based on the corresponding 
linear eigenvalue problem. This construction involves only the least eigenvalue 
A,, and its corresponding eigenfunction (b from which some threshold results 
about the asymptotic behavior of a solution in terms of the growth property of 
f, g are obtained. These results include, for example, that when g = 0 the 
solution decays to zero if (for 7 > O)f(t, X, 7) < (ho - /3) 7; it grows unbounded 
as t + co if f(t, X, 77) 3 (A, + p) 7; and it blows-up during a finite interval of 
time if f(t,x, 7) > X,7 + /3~r+~, where p, y are positive constants which are allowed 
to be arbitrarily small (see Theorem 4.2). By a similar argument we also obtain a 
threshold result for the stability and instability of a multi-equilibrium solution 
problem (Theorem 5.2). Here we consider three “separated” equilibrium solu- 
tions ur , ua , ua , and our results show that either u1 , us are stable and u2 is 
unstable or u1 , ua are unstable and ua is stable, depending on the respective 
conditions on f, g. 
In Section 2, we use the notion of upper and lower solutions to construct two 
monotone sequences which converge from above and below, respectively, to a 
“maximal” and a “minimal” solution. The convergence of these sequences leads 
to an existence theorem and a comparison theorem for the solution. Through 
the construction of suitable upper and lower solutions we obtain in Section 3 
some threshold results on the asymptotic behavior of the solution and on the 
global and local stability problem. In Section 4 we discuss the non-existence of 
global solutions, including the case of a semi-linear equation under a linear 
boundary condition. Finally, in Section 5 we study the stability problem when 
the system has more than one equilibrium solution. Sufficient conditions are 
given to insure the stability and instability of a three-equilibrium solution 
problem. 
2. UPPER AND LOWER SOLUTIONS 
In this section we employ the notion of upper and lower solutions as in [l, 7, 
16,24,35] and describe how these functions become upper and lower bounds of 
the solutions to (l.l)-(1.3). Our approach is again by the monotone arguments 
which also leads to the existence of a classical solution. Throughout the paper 
we assume that the coefficients of L and the first order derivatives of aij are 
Holder continuous in R+ x D (of exponent ‘Y, 0 < 01 < l), the matrix (au) is 
symmetric positive definite in D, f and g are Holder continuous in (t, X, U) in 
every bounded subset of R+ x a x R and R+ x 8sZ x R, respectively, the 
boundary 8Q is of class C2+a, bi , b E H1+a(aQ), and finally, u,, E H2+~(o) and 
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satisfies the boundary condition (1.2) at t = 0, where Rf = [0, co), 
R=(--co,co),Q is the closure of Q and H2+n(D), EP+“(aQ) are the function 
spaces in the sense of [19] ( see also [9]). The above smoothness assumptions are 
required only for insuring the existence of a solution for the corresponding 
linear problem. 
Let D = (0, T] x Q, S = (0, T] x 8s2, where T > 0 is finite but can be 
arbitrarily large. Denote by F(D) the set of functions which are continuous in 
D = [0, T] x Q, continuously differentiable in t and twice continuously 
differentiable in x for (t, x) E D. 
DEFINITION 2.1. A function C E (l?(D) is said to be an upper solution of 
(1 .l)-(1.3) if it satisfies the conditions 
1, - LG >f(t, x, 12) ((t, 4 E D) 
qq 2 g(4 x, 6) ((t,x) E S) (2.1) 
qo, x) 3 %(X) (XEJ-4 
Similarly, a function u E C2(D) is said to be a lower solution if u satisfies the 
conditions in (2.1) with all the inequalities reversed. 
In view of the above definition, any solution of (l.l)-(1.3) is an upper solution 
as well as a lower solution. In order to insure the existence of a solution we make 
the following assumptions on f, g: 
(H,) There exist upper and lower solutions C, u such that u < zi on iI and 
for some real constants c, c’, 
04 x> 112) -"of, x9 71) B -cc?72 - 71) 
g(4 x', 112) - A4 X'> 772) 3 -c'(rlz - 71) 
(fJ G 771 G 772 <P) (2.2) 
for every (f, x) ED, s’ E 2Q, where 
p = max{ti(t, x); (t, x) E n}, _p = min{z$t, x); (t, x) E is). (2.3) 
Remark. The condition (2.2) is satisfied under any one of the following 
conditions: 
(i) fU , g, exist and fu > -c, g, 3 -c' for _p < u < p 
(ii) J; g satisfy a Lipschitz condition for p < u < j‘j 
(iii) f, g are monotone non-decreasing in u for p < u < p. 
These conditions can be easily tested for specific functions when upper and lower 
solutions (which are to be constructed) are known. In the absence of upper and 
lower solutions it suffices to assume that any of the above conditions holds for 
(t, x, U) in compact subset of R+ x a x R. 
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Let M, M’ be any constants such that M > c, M’ > c’, where c, c’ are the 
constants in (2.2). Define 
F(t, x, 4 = f(t, x, u) + ilJfu 
G(t, x, u) = g(t, x, u) -+ M’u. 
(2.4) 
Then the system (1 .l)-( 1.3) is equivalent to 
ut -- (L - M) u = F(t, x, u) ((4 4 E D) (2.5) 
B[u] + M’u = G(t, x, u) ((4 4 E S) (2.6) 
u,(O, 4 = uo(x) (x E q. (2.7) 
Starting from a suitable function U(O) we can construct a sequence (0) suc- 
cessively from the linear system 
Ut (k) - (L - n/l) utk) zzz F(t, x, u(“-l)) ((t, 4 E w 
B[dk’] + M’u’“’ = G(t, x, u+l)) ((t, x) E S) k = 1, 2 ,.... 
/ 
(2.8) 
zdyo, x) = uo(x) (XEJ-4 
The existence of {u(“)} follows from the hypothesis at the beginning of this 
section (cf. [9, 191). Now if we choose u(O) = 6 or U(O) = u then the corresponding 
sequences, denoted by {P)} and (g(“)), respectively, possess the following 
properties: 
LEMMA 2.1. The sequence {iitk)} is monotone non-increasing while the sequence 
{u’~)} is monotone non-decreasing. Furthermore, _U(~) < zSk) for every k = 1, 2,.... 
Proof. The proof of the above lemma is essentially contained in [24] and 
[l, 351. We omit the details. 
In view of the above lemma, we see that the pointwise limits 
pi U_(k)(t) x) = qt, x) and F-2 zpyt, x) = zj(t, x) 
exist. It can be shown by a regularity argument that c and 21 are solutions of 
(2.5)-(2.7) and thus of (l.l)-(1.3). In fact, z? and g are the maximal and the 
minimal solution with respect to d, g in the sense that if u is any other solution 
of (l.l)-(1.3) with u < u < ZZ then g < u < u (cf. [24]). Since every solution 
of (l.l)-(1.3) is also an upper solution as well as a lower solution we see that 
upper and lower solutions exist unless the problem has no solution. In conclusion, 
we have 
THEOREM 2.1. Assume that (2.2) holds. Then the problem (1 .l)-( 1.3) has a 
solution if and only if there exists an upper and a lower solution u’, 5 such that 
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u_ < ii. When such functions J, u exist, the sequence {Gk)} converges monotonically to 
a maximal solution u while the sequence {u(k)} converges monotonically to a minimal 
solution u. Furthermore, 
In order to insure the existence of a non-negative solution which is our main 
concern, we assume, in addition to the condition (2.2), the following physically 
motivated conditions: 
(H,) For any t >, 0, x E a, x’ E &Q, 
f (6 x, 0) 3 0, g(4 x’, 0) 2 0, u&) 3 0. (2.10) 
The above condition implies that g = 0 is a lower solution and consequently any 
upper solution should be non-negative. We will construct other non-negative 
lower solutions for the instability and the multi-equilibrium solution problems 
Our investigation of these problems is based on the following: 
THEOREM 2.2. Assume that (2,2), (2.10) hold for every finite j5 3 p > 0. 
Then a necessary and.suJicient condition for the existence of a non-negative solution 
to (1. I)-( 1.3) is the existence of a non-negative lower solution z and an upper solution 
1 such that u < u”. When such upper and lower solutions exist the solutions u, u 
satisfy the relation 
Furthermore, every non-negative solution u* of (l.l)-(1.3) with u < u* < u” 
satisjies the relation u < u* < ii. 
Proof. The first part of the theorem and the relation (2.11) follows from 
Theorem 2.1. To show that _u < u* < ii for any non-negative solution u* we 
simply consider u* as a lower solution with repect to ti and as an upper solution 
with respect to u. Then the result in Theorem 2.1 implies u* < P (resp., 
U* > ZJ) since in this situation ,cr) = II* (resp., Gk) = u*) for all k. This proves 
the theorem. 
As indicated in [24] the maximal and the minimal solutions obtained in 
Theorem 2.1 are not necessarily the same. In order to insure the uniqueness 
problem we impose the following additional conditions: 
(Ha) There exists a bounded function cI(t, x) such that for t > 0, x E Q, 
x’ E a-2, 
f (4 x> rlz) - f (t, x> 71) G 4t* x) (72 - 711) 
(p G 71 G 712 GP)* (2.12) 
g(L x', 772) -At, x', 71) d @x') (172 - d 
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THEOREM 2.3. Assume that upper and lower solutions 6, u (with u < G) exist 
and (2.2), (2.12) hold. Then the maximal solution u coincides with the minimum 
solution _u. Moreover, if (2.10), (2.12) hold for _p = 0 and every finite jj then the 
problem (1 .l)-( 1.3) has a unique non-negative solution. 
Proof. By writing the boundary condition (1.2) in its equivalent form 
B,[u] s b,(x) aupv = gl(t, x, u), 
where gl(t, x, u) = g(t, X, u) - b(x) u we see from (2.12) that 
gl(t> 3, 72) - &, X,%) G 0 
for p ,( Q < ~a < p. The remaining proof follows from the same argument as 
that in [24]. We omit the details. 
It is seen from the above discussion that the zero function g = 0 is a lower 
solution and thus Theorem 2.2 insures the existence of a positive (at least non- 
negative) solution if we can find a non-negative upper solution 22. The existence 
of such a function can be guaranteed if, for example, f, g satisfy either the 
condition 
If (t, x,71) - f (I> x, O)l < K, I 17 : , g(t, x, 7) < K’b(x) eA’t (rl 3 K”) 
(2.13) 
or the condition 
f (t> x, 4 < K’, g(tt x, 7)) G b(x) rl for 7 > K” (2.14) 
where K,, , K’, K” and A’ are any positive constants and K,, may depend on 7. 
In fact, for sufficiently large values of K and A, (say K > K’ + K” and X > 
K,, + K’/K), the function D = Keht is indeed an upper solution. However, in 
the following sections we will construct other non-negative upper and lower 
solutions so that these functions can be used to determine the asymptotic beha- 
vior of a solution and the stability or instability of equilibrium solutions. 
3. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
In this section we investigate the asymptotic behavior of a solution to (l.l)- 
(1.3) through the construction of explicit upper and lower solutions. Throughout 
the remaining sections of this paper we assume, unless stated otherwise, that 
(2.2) (2.10) hold for every p > p 3 0. This assumption implies by Theorem 2.2 
that a solution u to the problem (l.l)-(1.3) exists and satisfies the relation 
u < u < zi for any non-negative upper and lower solutions. Hence our main 
task is to construct such functions u”, u so that they possess certain diminishing 
or growth property, depending on the behavior of the functions f, g. Our approach 
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to the construction of upper and lower solutions is based on the linear eigenvalue 
problem: 
LCp + A+ = 0 (XEJ-4 
B[r#] = 0 (XE aq 
(3.1) 
It is well-known that the least eigenvalue A,, of (3.1) is real and non-negative (cf. 
[34]). In view of the boundary condition under consideration, an application 
of the maximum principle shows that A, is strictly positive (cf. [33]). The eiegn- 
function 4 corresponding to the eigenvalue A, is also positive in 52 (e.g., see [36], 
p. 21-22 or [IS], p. 267). In fact, if b,(x) # 0 then by the maximum principle, 
d(x) is positive on Q. In any case. we normalize + so that max{+(x); x ~a} = 1. 
Using the eigenvalue A, and its corresponding eigenfunction 4 we charac- 
terize the global asymptotic behavior of a non-negative solution to (l.l)-(1.3). 
THEOREM 3.1. Let u(t, x) be a non-negative solution of (1 .l)-(1.3). u there 
exists a positive constant /3 < A,, such that for t > 0, x E Q, x’ E aQ, 
Then for any constant K > 0, 
0 < u(t, x) < Ke-B”+(x) (t >O,xEs) 
when u,,(x) < K#(x). On the other hand, if (3.2) is replaced by 
f (4 x, 7) 2 (A” + PI rl 
(7 3 0) 
g(t, x, 7) 3 0 
(3.3) 
(3.4) 
then for any constant S > 0, 
u(t, x) >, SeQ)(x) (t >O,XEQ) (35) 
when uO(x) 3 S+(x). 
Proof. Consider the function v(t, x) = p(t)+(x), where p(t) is a positive 
function on [0, co) to be chosen. Then 
vt - Lv = p’+ - pL+ = (p’/p + A,) v 
B[v] = pB[+] = 0 (3.6) 
v(O, 4 = P(O) 4(x)* 
By the hypothesis (3.2), the function v is an upper solution if 
P’IP + Al 3 Al - P and P(O) 464 b %W (3.7) 
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The above condition is clearly satisfied by choosing p(t) = Ke-et. Hence 
1 = z, = Kc-et+ is an upper solution which proves (3.3). On the other hand, if 
(3.4) holds then v becomes a lower solution when 
This condition is satisfied by choosing p(t) = &eat. Hence u = &at+(x) is a 
lower solution. To complete the proof of (3.5) we need to construct an upper 
solution. For this purpose we fix T > 0 and choose a large constant N > GesT. 
Define modified functions f,,,(t, X, u), gN(t, X, U) such that fN , g, are uniformly 
bounded in D x R+ and coincide with f, g, respectively, when 0 < u < N (e.g. 
see Eq. (4.8)). Then fN , g, satisfy the condition (2.14) for some constants K’, 
K” and thus u’ = KeAt is an upper solution for the “modified problem” (l.l)- 
(1.3) (i.e. with f, g replaced by fN , g,,,,), where K > 6, h >, /3. Hence a solution 
u(t, X) to the modified problem exists and satisfied 0 < u(t, zc) < KeAt. More- 
over, the function u = GesG$(x) is also a lower solution of the modified problem 
on D since the condition (3.4) was used only for 0 < 7 < Sea=. This shows that 
Seat+(x) < u(t, x) < KeAt ((6 4 E [O, Tl x a). (3.8) 
Since u is a solution of the original problem (1 .l )-( 1.3) for as long as zr(t, X) < N 
we see by choosing N sufficiently large that u is a solution of the original problem 
and satisfies (3.8) unless the solution of the original problem is unbounded in 
finite time. In the latter case, the inequality (3.5) is trivially satisfied. This 
completes the proof of the theorem. 
From the conditions (3.2), (2.10) we see that f (t, x, 0) = g(t, x, 0) = 0. An 
immediate consequence of Theorem 3.1 is the following global asymptotic 
stability of the zero solution. 
THEOREM 3.2. Assume that (3.2), (2.10) hold. Then the zero solution is 
globally asymptotically stable in the sense that for any initial function uO(x) > 0 
there exists a constant K, depending on u0 , such that 
0 < u(t, x) < Ke-B* (t 20, XEQ). (3.9) 
Proof. When bl(x) # 0 on &Q, the eigenfunction 4 is positive on 0. Thus 
for any u,, 2 0 there exists a constant K such that u,, < K$. It follows from 
Theorem 3.1 that u(t, x) < Ke+j(x) < Ke-et since 4(x) < 1. When b,(x) = 0 
at some points on 52 then + is positive in Q but has zero value on Z2. However, 
since ua satisfies the boundary condition (1.2) at t = 0, it satisfies the condition 
b(x) u,, = g(0, x, u,J < 0. This implies that us(x) = 0 on ZQ. Hence if u& is 
uniformly bounded it is still possible to find a constant K such that u0 < K+. 
In case uO/# is not uniformly bounded we replace (b as in [8] by a modified 
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function defined by 4 = + + &(d), w h ere d = d(x) is the distance from x E .Q 
to the boundary asZ, h(d) is a function defined on [0, co) and E > 0 is a 
constant. It was shown in [37] that a function h having the property 
h > 0, h’ > 0, h” < 0 exists and Lc$ + A,4 < 0. This implies that for any 
constant K > 0 the function C = Z&+%$(x) satisfies the conditions 
z+LtZ>(X,-/3)d>f(t,x,u”) and B[u”] >, 0. (3.10) 
Since 4 = e/z(O) > 0 on aSJ, there exists K > 0 such that u0 < K$. With this 
value of K, El” is an upper solution. This completes the proof of (3.9) and thus 
the theorem. 
Remark 3.1. (a) The requirement of u0 < K$ and u0 3 SC$ in Theorems 
3.1 and 3.2 can be replaced, respectively, by ~(t, , x) < K+(X) and ~(t, , X) >, 
6+(x) for some t, > 0. In this case, the relations in (3.3), (3.5) and (3.9) hold with 
t replaced by t - t, . (b) Theorem 3.2 extends a result in [8] to nonlinear 
boundary conditions; and due to the treatment of non-negative solutions our 
requirement on f is also weaker. 
From the proof of Theorem 3.1 we see that the condition (3.2) is only required 
for 7 E [0, K]. Moreover if we strengthen the condition (3.4) to some extent it is 
possible to obtain a lower bound for the solution. This is given in the following. 
THEOREM 3.3. Assume thutfor some constant p > 0, (3.2) holdsfor 0 < 17 < p. 
nen 
0 < u(t, x) < pe-%$(x) (t >O,XEQ) (3.11) 
when q-,(x) < p+(x). On the other hand, if (3.2) is repZuced by 
f(t, XT 11) 2 +I - B) (P - 7) 
(0 G 77 G P> (3.12) 
id4 x, 7) 3 44P 
then for any 6 E (0, p] 
u(t, x) 2 p - Se-@+(x) (t >O,XELq (3.13) 
when u,,(x) 3 p - &b(x). 
Proof. Let u’(t, X) = pe-%,4(x). Then 0 < C(t, x) < p. From the proof of 
Theorem 3.1 we see that zi is an upper solution and thus (3.11) holds. In case 
(3.2) is replaced by (3.12) we set u(t, X) = p - Ge-sy(z). Then p - 6 < s(t, x) 
< p and thus by (3.12), 
3 - Lu = Se-YB+ + L+) = -(h - P> (P - ~1 <f (6 x, E) 
B[g] = bp - GerBtB[+] = bp < g(t, x, 24). 
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The above inequalities imply that g is a lower solution when uO(x) > p - &j(x). 
A similar argument as in the proof of Theorem 3.1 shows that (3.13) holds. 
It is seen from the above discussion that when g = 0 the requirement on f 
in (3.2) is best possible for the exponential decay of the solution. However, if we 
do not require exponential decay it is still possible to weaken this condition 
somewhat. In fact, we have 
THEOREM 3.4. Assume that there exists positive constants p, p with /3 < X, such 
that 
then 
0 < 44 4 < P(1 + ww (t >O,XEcy (3.15) 
when u,,(x) < p~$(x). If (3.14) is replaced by 
The-n for any 6 > 0 
u(t, x) 3 S(l + t>@ 4(x> (t>0,xd2) (3.17) 
when q,(x) > 64(x). 
Proof It is easily seen by direct computation that under the condition (3.14) 
the function C = ~(1 + t)-B+(X) is an upper solution; and under the condition 
(3.16) u r= 6( 1 + t)fl4(x) is a lower solution. This proves the theorem. 
Remark 3.2. (a) When g = 0 and f is linear in U, say f = c(t, x) u, the 
results in Theorems 3.1 and 3.4 characterize the asympotitc behavior of the 
linear system z+ - (L + c) u = 0, B[u] = 0, ~(0, x) = uO(x). In fact, the solu- 
tion of this system decays exponentially to zero if c is strictly less than A0 and 
grows (exponentially) unbounded if c is strictly larger than A0 . When c(t, x) 4 h, 
as t - co, Theorem 3.4 can be used to determine whether it decays to zero or 
grows unbounded. (b) In terms of Lyapunov theory of dynamical systems, the 
results in Theorems 3.3 and 3.4 state that under the condition (3.2) (resp., 
(3.14)) for 0 < 7 < p, the set 
s = {u. E Ii?+“( 0 < u&x) < p+(x)} 
is a positive invariant set, and the w-limit set contains only the zero function 
(cf. [4-61). Other invariant sets can be obtained from Theorem 5.2. 
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We next discuss another classs of functions f by imposing some conditions 
on fu which is assumed to exist and is continuous for u >, 0. Our first result in 
this direction is the following. 
THEOREM 3.5, Let w be a positive non-decreasing function on (0, co) such that 
w(O) = 0 and 
s 
P 
s-bJ(s) ds < co (3.18) 
0 
fop every p > 0 satisfying w(p) < X0. Assume that f(t, x, 0) = 0 and that 
f,(t, x, u) exists and is continuous for (t, x) E D, u > 0. If 
fu(t, x, 7) d 47) 
(7 2 0) (3.19) 
g(t, x, 7) < 0 
then given any 6 > 0 with w(6) < ho there exists a constant K >, 6 such that 
0 < u(t, x) < Ke-@4(x) (t &O,XEQ) (3.20) 
when uo(x) < 6+(x). If the requirement (3.18) is removed then for any 6 > 0 with 
w(S) < ho 7 
0 < u(t, x) < Se- (kw(~))t&x) (t > 0, x E &cl). (3.21) 
Proof. We follow a similar argument as that used in [8] under the weakened 
condition (3.19). By the relation (3.6) and the condition ong in (3.19) the func- 
tion z? = p(t) 4(x) is an upper solution provided that p is a positive function on 
[0, co) satisfying p(O) 4(x) 3 u,,(x) and 
(P’lP + ho) P# 3 f (4 XT P$Q 
To find such a function we observe from the mean-value theorem and the 
hypothesis on f that for any 77 > 0, 
f (4 x, 7) = rlfu(t, x9 7) < v(rl) < v4T) (3.22) 
where 0 < ?j < r). Hence it suffices to find p(t) > 0 such that p(O) 3 6 and 
P’/P + A0 2 4P). (3.23) 
Notice from $(x) < 1 that w(p$) < w(p). N ow consider the Cauchy problem 
P’ + XOP = P4Ph p(0) = 6. (3.24) 
Without any loss we may assume that w is continuous so that the Cauchy pro- 
blem (3.24) is insured to have a solution. Indeed, since w@(O)) = w(S) < A, the 
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functionp(t) given by (3.24) . d is ecreasing in t and can be determined from the 
relation 
(3.25) 
With this choice of p(t), Zz = p(t) +( x is an upper solution. Notice from (3.25) ) 
that p(t) > 0 on [0, cc). We next give an estimate for p(t). Since A, - w(s) > 
A,, - W(S) > 0 for 0 < s < 6 and by (3.18), si s-L(s) ds E K,, < cc we obtain 
from (3.25) 
ln(P(t)/S) < --hot + K&b - w(S))-~ (t 2 0). 
It follows that 
p(t) < KemAot (t 2 0) 
where K = 6 exp[&(A,, - w(S))-~]. This proves (3.20). In case (3.18) is removed 
we seek a decreasing function p(t) such that p’ + Asp = pw(p(0)) with p(O) = 6. 
Clearly the function p(t) = 6 exp[-(A, - w(S)) t] satisfies the inequality (3.23). 
This completes the proof of the theorem. 
Remark 3.3. It is seen from (3.22) that the first condition in (3.19) can be 
replaced by 
f(4 x,4 G WJbd (77 a 0). 
For later comparison purpose we state the following 
COROLLARY. Assume that f (t, x, 0) = 0 and that f,(t, x, u) exists and is 
continuous on iJ x Ii+. If for some positive constants a, y with y 3 1, 
fu(t, x, 7) < 4, g(4 x, 7) < 0 (7 3 0) (3.26) 
then for any 6 < (A,,/a)l/A there exists a constant K > 6, such that 
0 < u(t, x) < KemAot+(x) (t>O,xd2) (3.27) 
Proof. The result follows from Theorem 3.5 by letting w(n) = a$. 
When f = f (x, U) is independent of t, we may impose a different kind of 
condition on f to insure the decay property of the solution. For this purpose, 
we consider the eigenvalue problem: 
-b+ [~+fu(x,o)lz=O 
B[$q = 0. 
(3.28) 
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Denote by p,, the least eigenvalue of (3.28) and # the corresponding eigen- 
function. It can be shown that #(x) > 0 in 9. We again normalize + so that 
max 9(x) = 1. Then we have 
THEOREM 3.6. Assume that fu(x, u) exists and is continuous on B x Rf and 
that for some positive constants p, /3, 
Then 
(0 < 7 < PI. (3.29) 
0 < 44 x) < P~6”w (t >O,XEQ (3.30) 
when uo(x) < p+(x). On the other hand, if 
f(x, 17) 2 (f&G 0) + PO + P> rl 
3 
g(4 x9 7) 
h 0)s (3.31) 
2 0 
thenforany6>0 
u(t, x) > &y(x) (t ~O,xd2) (3.32) 
Proof. Define Iz(t, x) = pest+(x). Then 0 < u” < p and thus by (3.29), 
~2~ - Lu” = pe-Bt(-/3f/i - L#) = [fu(x, 0) + p. - 81 22 3 f (x, 27) 
B[ti] = pe-BtB[#] = 0 > g(t, x, ti). 
Hence fi is an upper solution. Similarly, by the condition (3.31), the function 
u = Sest#(x) is a lower solution. The remaining proof follows from the same 
as in Theorem 3.1. 
4. NON-EXISTENCE OF GLOBAL SOLUTIONS 
It is seen from Theorem 3.1 that under the condition (3.4) the solution u 
grows unbounded at every point in L? as t + co whenever u. > S+, no matter how 
small 6 may be. We show in this section that if the condition (3.4) is slightly 
weakened then the system has a finite escape time, that is, there exists a finite 
Tl > 0 such that u grows unbounded in Q as t -+ Tl . An upper bound for the 
value of Tl can be determined from the growth property off and the initiai 
function u,, (but not the derivatives of uo). To achieve this, we first prepare the 
following lemma which gives a possible lower bound of the solution. 
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LEMMA 4.1. Let b,(x) # 0 08 aQ and z+,(x) 3 S+(x) for some constant 6 > 0 
If there exist positive constants ,6, y such that 
(4.11 
then the function c = S(1 - u~)-~‘~$(x), where 
u = k4%2 with & = min{+(x); x ~a], (4.2) 
satisjies all the reversed inequalities in (2.1). 
Proof. Let c(t, X) = p(t) d(x) where p(t) > 0 is to be chosen. By (3.6) and 
the hypothesis on g and u,, we need only to show that 
P’$ + AoP4 \c f(t, 4 P#h P(0) < 8. 
In view of (4.1) it suffices to find p such that 
P’$ G P(P5Q1+y and P(0) < 6. (4.3) 
Since 6,(x) # 0 on 2Q, the minimum & of #(x) is positive on a. Thus the 
requirement in (4.3) is fulfilled if p satisfies the relation 
P’ < PhnYP1+y and P(0) < 6. (4.4) 
It is clear that such a function can be obtained from the Cauchy problem 
p’ = (p&~)pr+y, p(0) = 6, yielding 
p(t) = S[l - p$#,p t]-r/y. (4.5) 
This proves the lemma. 
In view of the above lemma the function c would be a lower solution if we 
can find an upper solution u” such that 22 3 c. Unfortunately, this function 22 
can not exist unless the solution has a finite escape time at Tr = u-l which, in 
general, does not seem to be the case. To overcome this difficulty, we observe 
from Lemma 2.1 that the sequence {zJ”)} obtained from (2.8) is always monotone 
non-decreasing whenever u(O) satisfies the reversed inequalities in (2.1). Hence 
the existence of a solution u satisfying u 3 c will follow if we can show that the 
sequence {zJk)} with &co) = g is bounded from above. Clearly if Tl # u-1 this 
sequence cannot converge in [0, u-l] x a but it may converge in [0, T] x !2 
for T < Tl . However, due to the lack of information about the value of Tl we 
are again led to the consideration of a modified problem which is contained in 
the proof of the following theorem. 
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THEOREM 4.1. Let b,(x) # 0 on 8sZ and for some 6 > 0, uO(x) >, S+(x). 
Assume that (2.2), (2.10) and (4.1) hold for every p >p 3 0, where c, c’ in (2.2) 
may depend on ii, p. Then given any preassigned constant N > u,,(x) there exists 
a number t > 0 such that a soktion to (1 .l)-( 1.3) exists on [0, t] x D and satisJes 
u(t, x) > 6(1 - ut)-l”+(X) (0 < t < t, x EQ). (4.6) 
Moreover, u(I, 2) = N for some x E 0 and there exists Tl < 0-l such that 
big mix u(t, x) = a. (4.7) 
Proof. Given any N > 0 we define functions fN , g,,, by 
for0 <T <N 
for 7] < 0 (4.8) 
for7 > N 
and a similar expression for gN(t, x, 7). Consider the “modified problem” 
Ut - Lu = fN(t, x, u) (O<t<T,,xEQ) 
B[ul = g.ef(t, x, 4 (0 < t < T,, , x E aJ2) (4.9) 
40, x) = 44 @E-Q) 
where TN = a-l(l - (S/NY) (so that 6(1 - CT,,,)-l/y = N). Then by the 
hypothesis on f, g the functions f,,, , g, satisfy the conditions (2.2), (2.10) for 
every j5 > p > 0, where c, c’ are independent of p, p. Hence if we let II(O) = c 
as the ini& iteration in (2.8) in which f, g are replaced by f,,, , g, then the cor- 
responding sequence {&‘} is monotone non-decreasing on D, I= [0, TN] x 0. 
Since by the definition of fN , g, , the sequences {fN(t, x, &$)}, {gN(t, x, z&‘)} are 
uniformly bounded we conclude from (2.8) and the a priori estimates for linear 
parabolic systems that the sequence {$> is uniformly bounded on D, (e.g., 
see [9], p. 146). By the same reasoning as for Theorem 2.1 we see that the 
sequence {I&‘} converges monotonically to a solution u of the modified problem 
(4.9) and u > F. Now since uo(x) < N there exists t ,( TN such that 0 < u(t, X) 
< N for (t, x) E [0, t] x g and u(t, 9) = N for some point XE~. The latter 
is due to the fact that max g = N for (t, X) E D,,, . But fN , g, coincide with f, g, 
respectively, when 0 ,( u < N we see that u is a solution of the original problem 
(1 .l)-(1.3) for at least (t, x) E [0, t] x D. This proves the existence of a solution 
satisfying (4.6) and the relation u(t, X) = N. To show the relation (4.7) we 
observe that if the solution u were bounded (say by N’) on [0, u-l] x D then we 
may choose N > N’ in the modified problem (4.9) and find some (t, X) E 
[0, T,,,] x 0 such that u(i, 5) = N. Since f < TN < u-r this is clearly a contra- 
diction which completes the proof of the theorem. 
409/65/3-9 
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When g(t, x, U) = 0, the problem (1.1)-(1.3) reduces to the frequently 
discussed semi-linear equation under a linear boundary condition (cf. [3-6, 8, 
10, 12, 14, 21-32, 35, 36, 39,403). In view of Theorems 3.1 and 4.1 we have the 
following interesting conclusions. 
THEOREM 4.2. Let g(t, x, 7) = 0, b,(x) # 0 and K, /3, y be some positive 
constants with /3 < A0 . Assume that (2.2), (2.10) hold for every p 2 p > 0. Then 
- a solution u to the problem (l-1)-(1.3) exists and satisfies 
0 < u(t, x) < Ke+y(x) (t >O,xd) 
iff(t, x, 7) < (A, - p) 7 for 7] > 0; and 24 satis$es 
(4.10) 
u(t, x) > Keot+(x) (t >O,XEQ) 
iff(t, x, 7) >, (A, + 13> 77 for 7 > 0; andfinally for some Tl < u-l, 
(4.11) 
u(t, x) 3 K(1 - at)-“‘+(X) (0 < t < Tl, x E 0) 
f%lm;x u(t, X) = co 
(4.12) 
if f(t, x, rl) b 4lrl + 811+5 for 7 2 0. In each case, it is assumed that the cor- 
responding conclusion holds at t = 0. 
The results in Theorems 3.1 and 4.1 have an interesting physical interpreta- 
tion which, in part, motivates our hypothesis on the nonlinear functions f, g. 
In terms of heat-conduction or diffusion process, the nonlinear function f may 
be considered as an internal source (or sink) in the diffusion medium while g 
as a radiation (g < 0) or an absorption (g > 0) on the boundary surface of the 
medium. The results in these theorems state that if f is a source whose rate of 
growth in u is less than the linear growth rate X, and g is non-absorption then the 
solution decays to zero exponentially as t -+ 03. This decay property is due to 
the fact that the energy (or heat) generated by the source leaks out from the 
boundary surface through diffusion. However, if the source f grows faster than 
the linear rate h, and g is non-radiation then the energy generated by the source 
is faster than that leaks out and eventually accumulates unbounded as time 
increases. Furthermore, if the rate of growth of the source is larger than ha + /3u” 
for some positive constants /I, y, no matter how small they may be, the generated 
energy not only overtakes the leakage but also grow unbounded during a finite 
interval of time. This condition for the existence of finite escape time is best 
possible in the sense that neither the linear term X,,u nor the nonlinear term 
pu1+y can be removed. In other words, the linear growth rate ha is just as essential 
as the nonlinear rate PUY for the blowing-up property of the solution for 
every positive initial function. As an example, we consider the function f =Pu~+~, 
where /3 > 0, y 2 1 which can be arbitrarily large. Then since fu = p(l + y) ZP 
the function W(U) = /?(l + 7) UY satisfies all the requirements in the corollary 
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to Theorem 3.5. Hence if u,,(x) < 6$( x ) f or some 0 < 6 < [h,/p(l + r)]l/y then 
the solution u not only exists for all t > 0 but also decays to zero exponentially 
as t -+ 00. This is in sharp contrast to the case whenf = A,ZJ + @lfY. 
5. STABILITY OF MULTI-EQUILIBRIUM SOLUTIONS 
From the discussion of Section 3 we see that if the system (1 .l)-(1.3) has only 
one non-negative equilibrium solution then Theorem 3.1 can be used to charac- 
terize the stability property of this solution. However, if the system has more than 
one equilibrium solution, some of these solutions may be stable while others may 
be unstable. In this situation it is interesting to know which of these solutions 
are stable and which are unstable. To investigate this question it suffices to 
consider a three-equilibrium solution problem since the other cases can be 
deduced from our discussion. Here we limit our study to some “separated” 
equilibrium solutions in the sense that one equilibrium solution is strictly 
greater or smaller than the other at every point x in 8. For simplicity, we consider 
the case where f, g do not depend on t explicitly even though this restriction 
is not always necessary. We first discuss the stability problem for a single 
equilibrium solution. 
THEOREM 5.1. Let UJX) be a non-negative equilibrium solution and let u(t, x) 
be a non-negative solution of (1.1)-(1.3). If th ere exists positive constants p, /I with 
j3 < A,, such that 
then 
0 < 44 4 ,< u,(x) + fe-5W (t >O,XEQ) 
when z+,(x) < u,(x) + p+(x). Similarly, if there exists p’ > 0 such that 
then 
u(4 x) > U&X) - p’ecBtq%(x) (t >O,XEQ, 
when u,,(x) > u,(x) - P’+(X). 
Proof. Let C(t, x) = u,(x) + pe++(x). Then 
zit - Lzi = -pe-st(# + L+) - Lu, = (A, - /3) pe-e%$ - Lu, 
B[zZ] = B[uJ + pe-6tB[q5] = B[uJ. 
(5.1) 
(5.2) 
(5.3) 
(5.4) 
(5.5) 
634 C. V. PA0 
Since 0 < pe@‘“rj(x) ,< p and by definition, 
--L% =f(x, 4, 
we see from (5.1) and (5.5) that 
ml = g(x, 4 (5.6) 
z& - Lu” = (A, - 8) pe+$ + f(x, 24,) 3 f(x, u, + pe-%j) = f(x, 12) 
B[Gl = g(x, 4 > g(x, u, + pe-@#) = g(x, 22). 
This shows that d is an upper solution when ua < u, + p+. In case (53) holds 
we let u(t, x) = u,(x) - p’e-at+(x). Then by (5.3), (5.6) and the fact that 
0 < p’e+C$(x) < p’, 
It follows that g is a lower solution when ua > u, - ~‘4. A corresponding upper 
solution can be obtained as in the proof of Theorem 3.1. 
The result in Theorem 5.1 implies that if f, g are non-increasing in u for u 
from above of u, (resp., from below of u,) then, roughly speaking, the equilibrium 
solution u, is asymptotically stable with respect to initial perturbation u0 > u, 
(resp., u0 < u,). In this case, u(t, x) decays exponentially to u, with a decay 
constant ,f3 = A,, . However, the function f is allowed to increase in a neigh- 
borhood of u, so long as its rate of increase is less than A, . In particular, iffU , g,L 
exist and satisfy the condition 
Then the conditions (5.1) (5.3) are both satisfied. This observation leads to the 
following. 
COROLLARY. Assume thatfor some p E (0, h,] the condition (5.7) holds. Then the 
solution u satisfies the relation 
k,(x) - p’e-Bt$(x) < u(t, x) < u,(x) + pe-%$(x) (t >O,XESZ) (5.8) 
when it is satisjied at t = 0. 
Remark 5.1. When u, is a solution of (1.4) but does not satisfy the boundary 
condition (1.5) then it is no longer an equilibrium solution. However, the func- 
tion u” = u, + pe-“G# remains to be an upper solution if B[ue] > g(x, u, -L 7) 
for 0 < 7 < p and g = u, - p’e+$ is a lower solution if B[uJ ,( g(x, u, ~ 7) 
for 0 < 77 < p’. In this case, the conclusions in (5.2) and (5.4) remain valid. 
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In view of the above corollary we can deduce a threshold result for the 
stability problem when the system has multi-equilibrium solutions. 
THEOREM 5.2. Let u(t, LX) be a solution of (l.l)-(1.3) and let ul, u2, us be 
separated equilibrium solutions in the sense thatfor some constants c3 > c2 > cl > 0, 
Cl < Ul(X) < u&) - c2 < 44 - c, (x E 32). (5.9) 
Iffor some constant /3 E(O,hJ, 
f&Y rl) G Al - B? &(XT 17) G 0 fey u1 - Cl < 7 d u1+ c2 (5.10) 
then u satisfies the relation 
q(x) - cle+$(x) < u(t, x) < ul(x) + c2e-““4(x) (t >O,xd2> (5.11) 
when it is satisjied at t = 0. If case (5.10) holds for u3 - (c3 - c2) < 7 < u3 + c, 
then 
u&x) - (c3 - c2) e@“+(x) < u(t, x) < us(x) + c3e+“$(x) (t >O,xEa) 
(5.12) 
whenever it lwlds at t = 0. On the other hand, if 
f&,rl) 2 -('\o - B), g&G 7) < 0 foyk! - c2 < 7 < % + c3 - cz 
(5.13) 
then 
adz(x) - c2e+V(x) < u(t, x) < ~~(4 + (c3 - 4 e-aV(4 (t>O,xEQ) 
(5.14) 
when it holds at t = 0. 
Proof. The inequalities in (5.11) and (5.12) follows from the corollary to 
Theorem 5.1 with p = ci , p’ = c2 and p = ca - ca , p’ = ca , respectively. To 
show the inequalities in (5.14) welet22=u,+(~,-c~)e-~~+and~=u,- 
c2e-Qj. It is easily seen by direct computation, using the hypothesis (5.13), that C 
is an upper solution and u is a lower solution when u,,(x) = ~(0, x) satisfies 
(5.14) at t = 0. This proves the theorem. 
Remark 5.2. (a) In view of Theorem 5.1 the requirements (5.10) and (5.13) 
can be replaced by the weakened conditions in the form of (5.1) and (5.3). For 
instance, the relation (5.14) holds if (5.13) is replaced by (5.1) and (5.3) with 
u, = ua , p = cs - ca and p’ = c2 . (b) Th e results in Theorem 5.2 state that if 
the condition (5.10) holds for 7 in a neighborhood of ul, us then these two 
equilibrium solutions are asymptotically stable while ua is unstable. On the other 
hand, if (5.13) holds then ua is asymptotically stable while u1 , us are unstable. 
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These conclusiovns valso yield a stability region for the corresvcvcpondinstable 
solution. The same argument can be used to study the stability or instability 
problem when the system has more than three equilibrium solutions. 
REFERENCES 
I. H. AMMAN, On the existence of positive solutions of nonlinear elliptic boundary 
value problems, lndiuna Univ. IMath. J. 21 (1971), 125-146. 
2. R. ARIMA AND Y. HASEGAWA, On global solutions for mixed problem of a semi-linear 
differential equation, Proc. Japan Acad. (lo), 39 (1963), 721-725. 
3. D. G. ARONSON AND H. F. WEINBERGER, Nonlinear diffusion in population genetics, 
combustion and nerve propagation, in “Proceedings of the Tulane Program in 
Partial Differential Equations,” Lecture Notes in Mathematics, Springer-Verlag 
Berlin/New York, 1975. 
4. N. CHAFEE AND E. F. INFANTE, A bifurcation problem for a nonlinear partial differen- 
tial equation of parabolic type, Applicable Anal. 4 (1974), 17-37. 
5. N. CHAFEE, A stability analysis for a semi-linear parabolic partial differential equa- 
tion, J. Differential Equations 15 (1974), 522-540. 
6. N. CHAFEE, Asymptotic behavior for solutions of a one-dimensional parabolic equa- 
tion with homogeneous Neumann boundary conditions, J. Differential Equations 
18 (1975), 111-134. 
7. D. S. COHEN AND H. B. KELLER, Some positone problems suggested by nonlinear 
heat generation, J. Math. Mech. 16 (1967), 1361-1376. 
8. J. P. G. EWER AND L. A. PELETIER, On the asymptotic behavior of solutions of semi- 
linear parabolic equations, SIAM J. Appl. Math. 28 (1975), 43-53. 
9. A. FRIEDMAN, “Partial Differential Equations of Parabolic Type,” Prentice-Hall, 
Englewood Cliffs, N. J., 1964. 
10. A. FRIEDMAN, Remarks on nonlinear parabolic equations, Symposium Appl. Math., 
Pvoc. Amer. Math. Sot. 17 (1965), 3-23. 
11. A. FRIEDMAN, Generalized heat transfer between solids and gases under nonlinear 
boundary conditions, J. Math. Mech. 8 (1959), 161-183. 
12. H. FUJITA, On the blowing up of solutions of the Cauchy problem for nt = du + 
u’+=, J. Fat. Sci. Univ. Tokyo Sect. I 13 (1966), 109-124. 
13. J. E. HARTKA, Temperature of a semi-infinite rod which radiates both linearly and 
nonlinearly, Quart. Appl. Math. 32 (1974), 101-l 11. 
14. K. HAYAKAWA, On nonexistence of global solutions of some semi-linear parabolic 
differential equations, PYOC. Japan Acad. 49 (1973), 503-505. 
15. S. KAPLAN, On the growth of solutions of quasi-linear parabolic equations, Comm. 
Pure Appl. Math. 16 (1963), 305-330. 
16. H. B. KELLER, Elliptic boundary value problems suggested by nonlinear diffusion 
processes, Arch. Rational Mech. Anal. 35 (1969), 363-381. 
17. J. B. KELLER AND W. E. OLMSTEAD, Temperature of a nonlinearly radiating semi- 
infinite solid, Quart. Appl. Math. 29 (1972), 559-566. 
18. M. G. KREIN AND M. A. RUTMAN, Linear operators leaving invariant a cone in 
Banach space, Amer. Math. Sot. Transl. (l), 10 (1962), 199-325. 
19. 0. A. LADYZENSKAJA, V. A. SOLONIKOV, AND N. N. URALCEVA, “Linear and Quasi- 
Linear Equations of Parabolic Type,” Amer. Math. Sot., Providence. R. I., 1968. 
20. H. A. LEVINE AND L. E. PAYNE, Non-existence theorem for the heat equation with 
nonlinear boundary conditions and for the porous medium equation backward in 
time, J. Differential Equations 16 (1974), 319-334. 
NONLINEAR BOUNDARY VALUE PROBLEMS 631 
21. D. Luss AND J. C. M. LEE, On global stability in distributed parameter systems, 
Chem. Eng. Sci. 23 (1968), 1237-1240. 
22. K. MASUDA, On the growth of solutions of nonlinear diffusion equation nt = Au f 
F(u), Publ. Res. Inst. Math. Sci. 9 (1974), 675-682. 
23. A. MCNABB, Notes on criteria for the stability of steady state solutions of parabolic 
equations, J. Math. Anal. Appl. 4 (1962), 193-201. 
24. C. V. PAO, Positive solutions of a nonlinear boundary value problem of parabolic 
type, J. Differential Equations 22 (1976), 145-163. 
25. C. V. PAO, Population growth described by a nonlinear boundary value problem of 
parabolic type, 2. Appl. Math. Phys. 26 (1975), 453-461. 
26. C. V. PAO, Successive approximations of some nonlinear initial boundary value 
problems, SIAM J. Math. Anal. 5 (1974), 91-102. 
27. C. V. PAO, Positive solution of a nonlinear diffusion system arising in chemical 
reactors, J. Math. Anal. Appl. 46 (1974), 82G835. 
28. C. V. PAO, On the asymptotic stability of differential equations in Banach spaces, 
Math. Systems Theory 7 (1973), 25-31. 
29. C. V. PAO, Semigroups and asymptotic stability of nonlinear differential equations, 
SIAM J. Math. Anal. 3 (1972), 371-379. 
30. C. V. PAO, Asymptotic behavior of temperature in a nonlinear radiating, linear 
absorbing rod of finite length, Quart. Appl. Math. 34 (1977), 429-436. 
31. C. V. PAO, Non-existence of global solutions and bifurcation analysis for a boundary- 
value problem of parabolic type, Proc. Amer. Math. Sot. 65 (1977), 245-251. 
32. L. D. PETERSON AND C. A. MAPLE, Stability of solutions in nonlinear diffusion 
problems, J. Math. Anal. Appl. 14 (1966), 221-241. 
33. M. H. PROTTER AND H. F. WEINEIERGER, “Maximum Principles in Differential 
Equations,” Prentice-Hall, Englewood Cliffs, N. J., 1967. 
34. M. H. PROTTER AND H. F. WEINBERGER, On the spectrum of general second order 
operators, Bull. Amer. Math. Sot. 72 (1966), 251-255. 
35. D. H. SATTINGER, Monotone methods in nonlinear elliptic and parabolic boundary 
value problems, Indiana Univ. Math. J. 21 (1972), 979-1000. 
36. D. H. SATTINGER, “Topics in Stability and Bifurcation Theory,” Lecture Notes 
in Mathematics, Vol. 309 Springer-Verlag, Berlin/New York, 1973. 
37. J. Serrin, A remark on a preceding paper of Amann, Arch. Rational Mech. Anal., 
44 (1972), 182-186. 
38. S. SUGITANI, On non-existence of global solutions for some nonlinear integral equa- 
tions, Osaka J. Math. 12 (1975), 45-51. 
39. F. J. TESTA, The maximum principle and bounds on solutions to semilinear parabolic 
equations, J. Differential Equations 19 (1975), 134-141. 
40. S. YOSHIZAWA, Population growth process described by a semilinear parabolic 
equation, Math. Biosci. 7 (1970), 291-303. 
