Excited states in large molecular systems through polarizable embedding by List, Nanna Holmgaard et al.
Syddansk Universitet
Excited states in large molecular systems through polarizable embedding
List, Nanna Holmgaard; Olsen, Jógvan Magnus Haugaard; Kongsted, Jacob
Published in:
Physical Chemistry Chemical Physics
DOI:
10.1039/c6cp03834d
Publication date:
2016
Document version
Final published version
Document license
CC BY
Citation for pulished version (APA):
List, N. H., Olsen, J. M. H., & Kongsted, J. (2016). Excited states in large molecular systems through polarizable
embedding. Physical Chemistry Chemical Physics, 18(30), 20234-20250. DOI: 10.1039/c6cp03834d
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 19. Apr. 2017
20234 | Phys. Chem. Chem. Phys., 2016, 18, 20234--20250 This journal is© the Owner Societies 2016
Cite this:Phys.Chem.Chem.Phys.,
2016, 18, 20234
Excited states in large molecular systems through
polarizable embedding
Nanna Holmgaard List,*† Jo´gvan Magnus Haugaard Olsen and Jacob Kongsted*
In this perspective, we provide an overview of recent work within the polarizable embedding scheme to
describe properties of molecules in realistic environments of increasing complexity. After an outline of
the theoretical basis for the polarizable embedding model, we discuss the importance of using an
accurate embedding potential, and how this may be used to significantly reduce the size of the part of
the system treated using quantum mechanics without compromising the accuracy of the final results.
Furthermore, we discuss the calculation of local electronic excited states based on response theory. We
finally discuss aspects related to two recent extensions of the model (i) eﬀective external field and (ii)
polarizable density embedding emphasizing their importance for eﬃcient yet accurate description of
excited-state properties in complex environments.
1 Introduction
Photoresponsive systems are ubiquitous in Nature, and biolo-
gical functions such as photosynthesis, phototropism, photo-
taxis and vision are all triggered and regulated by electronic
excitation processes.1 Excitation phenomena in molecular systems
also find applications in many areas within physics and chemistry
such as organic solar cells,2 light-driven molecular rotors3 and
optical probes4,5 and are thus critical to our understanding of
physical, chemical and biological processes. To gain insight
into such fundamental processes at the molecular level use of
computational methods is highly beneficial. The great virtue of
computational science is that simulations can provide informa-
tion directly at the atomistic scale and classical simulation
methods, like classical molecular dynamics (MD), have for a
long time been established methods within the physical,
chemical and biological sciences where they are used to comple-
ment theory and experiment. However, the main shortcoming
of classical MD is its lack of flexibility in regards to processes
that can be studied, and the fact that it relies on a predefined
force field.6
Quantum chemistry and dynamics provide a powerful tool to
elucidate key aspects of the fundamental mechanisms under-
lying light-triggered processes that are imperative to achieve
rational molecular design. The large-scale nature of molecular
materials and biomolecular systems, however, greatly challenges
the use of conventional quantum-chemical methods because
of their high computational cost which rapidly increases with
system size. A successful strategy to treat local electronic
transitions in large molecular systems is combined quantum-
classical models most notably combined quantum mechanics/
molecular mechanics (QM/MM) models.7–10 Such models rely
on the assumption that the total system can be partitioned into
two systems in which the quantum-mechanical description is
restricted to only a smaller part of the system (the chromophore),
whereas the remaining part (the environment) is treated classically.
This effectively extends the range of applicability of quantum-
mechanical methods to large molecular systems. Focusing on
properties related to the part of the system treated using
quantum mechanics, embedding methods may be introduced
as models in which the environment is represented by an
embedding potential. Such potentials may be of purely electro-
static nature or contain non-electrostatic components as well.
One usually distinguishes between embedding methods that
treat the environment as an unstructured medium or in atomic
detail. In the continuum models, belonging to the first class of
these methods, the environment is represented by a dielectric
medium that surrounds a cavity hosting the quantum region.11
The most advanced continuum models belong to the class of
polarizable continuummodels (PCM)12,13 in which the environ-
ment polarization is represented by an apparent surface-charge
distribution spread on the cavity surface. The great advantage
of the continuum models is the implicit description of the
environment dynamics meaning that there is no need for
explicit configurational sampling. A physically more appealing
strategy is atomistic embedding in which the environment
is represented by its discrete charge distribution. The most
common embedding strategy is electrostatic embedding, where
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the environment is represented by a static charge distribution
(described by charges or more generally by multipoles). The
impact of the environment then enters into the Hamiltonian
for the quantum region as a one-electron operator mimicking
the nucleus–electron interaction operator. While this scheme
allows the quantum region to be polarized by the environment,
the latter cannot respond to changes in the quantum region.
This effect, however, can be very important and is crucial for a
physically correct coupling, and mutual polarization between the
quantum region and the environment—so-called polarized
embedding—was in fact already considered in the pioneering
work on QM/MM by Warshel and Levitt.7 An overview of selected
features of various embedding methods are summarized in Fig. 1.
Within the context of embedding strategies designed for describ-
ing excited states, polarization is usually accounted for either on
the basis of induced dipoles,14–17 or by means of a fluctuating
charge (FQ) model.18 Fig. 1 also includes QM/QM embedding
methods in which a quantum-mechanical description of the
environment is retained. Examples are embedding fragment
ab initio model potentials (FAIMP)19,20 and frozen density embed-
ding (FDE).21,22 In such QM/QM-based embedding methods,
polarization can be included through so-called freeze-and-thaw
iterations making these models computationally more costly but
provides on the other hand a more complete description of the
electrostatics, and, in addition, they also include non-electrostatic
interactions. A detailed comparison of various embedding
methods can be found in ref. 23 and 24 together with general
discussions of the relationship between QM/QM embedding
approaches and fragmentation-based many-body computational
schemes such as the fragment molecular orbital (FMO) method.25
With the aim of addressing general molecular properties and
excited states of embedded systems, we have in recent years for-
mulated and applied the polarizable embedding (PE) model26,27—as
detailed in the following sections—to various molecular systems.
The strength of the PE model lies in its formulation within
quantum-mechanical response theory28 which makes it possible
to calculate a variety of molecular properties for complex systems
in an eﬃcient yet accurate manner. The PE model is a focused
computational scheme meaning that only a part of the total
system is treated using quantum mechanics whereas the major
part of the system is described through an embedding potential.
This makes the PE model very eﬃcient and thus ideal
for combination with, e.g., MD in order to include eﬀects of
configurational sampling – an issue which is very important for
both homogeneous and heterogeneous molecular systems. In
addition, we have recently introduced the focused polarizable
density embedding (PDE)29 model which, as detailed later in this
perspective, captures the main physics of QM/QM embedding
but at a reduced computational cost.
In this perspective, a description of the PE model will be
presented. Particular emphasis will be given to the description of
electronic transition properties associated with local electronic
excitations and the physical nature of their coupling to the
environment. The presentation will be organized in five parts:
first, we define the model in a qualitative fashion highlighting
the approximations made in going to an eﬀective environment
description followed by a more rigorous definition of the basic
elements of the model. We also address the construction and
accuracy of the central embedding potential. We proceed by
extending the model to a quantum-mechanical response theory
framework and discuss an important problem caused by the non-
linear embedding operator. Then, we illustrate the capabilities of
the model by its application to the calculation of absorption
properties of two chromophore–protein complexes, including a
discussion of the importance of the explicit polarization compo-
nent. We further briefly outline the PDE model, which is a recent
extension that addresses two issues of the PE model. Finally, we
conclude with some reflections on future developments.
2 Fundamentals of the PE model
The PE model relies on a physical division of the system into
subsystems: a quantum region and its environment, which are
Fig. 1 Schematic representation of diﬀerent classes of embedding models and some selected features. By sampling is meant configurational sampling
and by 2  SCF is meant double SCF, i.e., a dual SCF solution for the quantum region and environment polarization.
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treated at diﬀerent levels of theory. We start with a brief outline
of the series of approximations made in the transition from
a full quantum-mechanical description to this diﬀerentiated
treatment. To this end, consider a system that can be decom-
posed into subsystems A and B. In the end, the goal is to
describe only subsystem A (defining the quantum region) explicitly,
while incorporating the eﬀect of subsystem B (the environment)
through an eﬀective embedding operator. Fig. 2 provides an
overview of the approximations that lead to the embedding
operator defining the PE model.
The key assumption in the PE model and other quantum-
classical approaches is that the subsystems are strictly non-
overlapping (step 1). This implies that exchange-repulsion
between subsystems vanishes and there is no need for inter-
subsystem antisymmetrization.30 Within this approximation,
the exact wave function of the system can be written as a linear
combination of the states in the direct-product space of the
complete subsystem spaces.31 The next step is to invoke a
mean-field approximation of the inter-subsystem interactions
by restricting the wave function of the composite system to a
single generalized Hartree product of subsystem wave func-
tions (step 2). The variational condition then leads to a set of
coupled subsystem equations, each involving the electrostatic
potential of the other subsystem.32 At this point, no distinction
is made between the description of subsystem A and B.
To achieve a diﬀerentiated treatment of the subsystems, a
perturbation approach is taken for subsystem B (the environment),
allowing it to be only linearly responsive. This corresponds to
keeping terms in the electrostatic potential through second
order in the interaction (step 3).32,33 Hereby, we obtain an
eﬀective optimization equation for subsystem A (the quantum
region), involving the electrostatic potential of the permanent
and induced charge distributions of B. This potential depends
on the density of subsystem A itself through the induced charge
distribution of B and thus leads to a non-linear eﬀective
Hamiltonian. Finally, we make the approximation to represent
the permanent and first-order induced electrostatic potentials of
subsystem B by multipole expansions to eliminate the explicit
reference to its wave function (step 4). The use of multipole
expansions is computationally advantageous because the inter-
subsystem two-electron Coulomb integrals involved in steps 2
and 3 are replaced by one-electron integrals.
In summary, this series of approximations leads to an
eﬀective Schro¨dinger equation for the quantum region in which
the electrostatic eﬀect of the environment enters through
an embedding operator. In the PE model, the permanent and
first-order induced charge distribution of the environment is
described by distributed multipole expansions taking the iso-
lated environment molecules as expansion points: each site in
the environment is assigned a set of permanent multipole
moments as well as an anisotropic dipole–dipole polarizability.
The partitioning of the density into site contributions is not
unique and several distribution schemes for multipole moments
are available.34–38 A comparison of different schemes can be
found in ref. 39.
In the following, we detail the working equations for the PE
model. While |0i will denote a generic variational wave function
and j~0i its time-dependent counterpart, we note that the PE
model has been implemented at several quantum-mechanical
levels, encompassing both variational and non-variational elec-
tronic structure methods. Starting with the original formulation
and implementation of the PE model at the level of Hartree–Fock
(HF) and Kohn–Sham density functional theory (KS-DFT)
for linear and up to cubic response,26,27,40 the PE model has
been implemented within the framework of multiconfigurational
self-consistent-field (MCSCF) wave function theory and linear
response,41,42 including the multiconfiguration short-range DFT
(MC-srDFT) approach,43 and the density matrix renormalization
Fig. 2 Schematic representation of the approximations made in going from
a full quantum mechanical description of a composite system, exemplified
by an acetophenone–dimethylsulfoxide system, to the differentiated treat-
ment defining the PE model, where the solute is the quantum region and the
solvent is the environment. See description in the text.
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group (DMRG)method,44 coupled-cluster (CC) linear and quadratic
response theory45,46 including the very efficient RI-CC2 model,47,48
as well as a linear response implementation within the second-
order polarization propagator approximation (SOPPA) formalism.49
Furthermore, the use of London atomic orbitals has made
it possible to calculate gauge-origin independent magnetic
properties.50 We also note that the PE model has been com-
bined with continuum solvation descriptions for inclusion of
bulk solvation effects.51,52
2.1 The PE-QM energy functional
In the PE model, the energy functional for a composite system
consisting of a quantum region embedded in a polarizable
environment is partitioned into three contributions
Etot ¼ EQM þ EPE þ Eenv; (1)
where EQM is the energy of the quantum region (including wave
function polarization), and Eenv is the internal energy of all
fragments in the environment, including the electrostatic inter-
action between these fragments, but excluding the energy
associated with the creation of the dipole polarization in the
environment. The latter contributes to the variational determi-
nation of the wave function/density of the quantum region, and
it is therefore expedient to include the polarization energy of the
environment in EPE together with the contributions arising from
the direct interactions of the quantum region with the environ-
ment. The polarizable embedding energy can be decomposed as
EPE ¼ Ees þ Eind; (2)
where Ees and Eind are the electrostatic contributions arising
from interactions between the quantum region and the perma-
nent and induced charge distributions of the environment,
respectively. Terms modeling non-electrostatic interactions such
as dispersion, non-electrostatic repulsion and charge transfer
can in principle be added as energy corrections, but they are not
part of the PE model because such energy corrections do not
enter into the optimization of the wave function/density of the
quantum region.
The electrostatic interaction energy can be written succinctly
by introducing a multi-index notation.53 A multi-index
k = (kx, ky, kz) is a 3-tuple, i.e., an ordered list of non-negative
integers, where each integer is associated to the indicated
component of a Cartesian coordinate. The norm and factorial
of a multi-index are defined as |k| = kx + ky + kz and k! = kx!ky!kz!,
respectively. Using this notation, the electrostatic interaction
energy takes the form
Ees ¼ 0jv^esj0h i þ
XS
s¼1
XKs
jkj¼0
ð1Þjkj
k!
MðkÞs
XN
n¼1
T ðkÞsn Zn; (3)
where the |k| summation runs over the (|k| + 1)(|k| + 2)/2 multi-
indices for a given |k|, e.g., for |k| = 1, the summation is over
(1,0,0), (0,1,0) and (0,0,1), which corresponds to x, y and z
components. M(k)s is the k-component of the |k|’th-order Carte-
sian multipole moment located at Rs in the environment, and Zn
is the nuclear charge of the n’th nucleus in the quantum region.
Ks is the truncation level of the multipole expansion assigned to
site s. S is the number of sites in the environment.
Within a second-quantization formalism, the electrostatic
vˆes operator is defined as
v^es ¼
XS
s¼1
XKs
jkj¼0
ð1Þjkj
k!
MðkÞs
X
pq
tðkÞpq Rsð ÞE^pq; (4)
where Eˆpq is a one-electron orbital excitation operator
54 and p
and q label general molecular orbital indices belonging to the
quantum region. The t(k)pq(Rs) integrals are given by
tðkÞpq Rsð Þ ¼ 
ð
fp
ðriÞT ðkÞsi fq rið Þdri (5)
and involve the k’th component of the interaction tensor defined as
a partial derivative of the potential between two sites i and j, i.e.,
T
ðkÞ
ij ¼
@jkj
@xkxj @y
ky
j @z
kz
j
1
rj  ri
 
 !
: (6)
For a linearly responsive environment, the variationally
optimized induction energy associated with the polarization
of the environment both internally and by the electrons and
nuclei in the quantum region amounts to half the interaction
energy with the induced dipole moments32,55,56
Eind ¼ 1
2
XS
s¼1
lsðFÞTF Rsð Þ; (7)
where the vector ls is the induced dipole moment at site s in the
environment. F(Rs) is the electric field vector acting on site s
that contains the fields from the nuclei and electrons in the
quantum region as well as the fields from the permanent
multipole moments in the environment
FðRsÞ ¼ FnðRsÞ þ h0jF^eðRsÞj0i þ FmðRsÞ: (8)
The induced dipole moments are obtained from a varia-
tional optimization of the classical energy of a collection of
induced dipoles interacting with an electric field. This can be
cast into a set of classical linear response equations given as57
lðFÞ ¼ BF; (9)
where the 3S-dimensional vector l contains all the induced dipole
moments at the polarizable sites in the environment and F the
corresponding electric fields. B is the classical linear responsematrix
(also called the relay matrix) of dimension 3S 3S. It is defined as57
B ¼
a11 Tð2Þ12    Tð2Þ1S
Tð2Þ21 a21 . .
. ..
.
..
. . .
. . .
. Tð2ÞðS1ÞS
Tð2ÞS1    Tð2ÞSðS1Þ aS1
0
BBBBBBBBBB@
1
CCCCCCCCCCA
1
; (10)
where the inverse of the electronic dipole–dipole polarizabilities are
placed on the diagonal, while the dipole–dipole interaction tensors
are found as the off-diagonal elements.
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The wave function/density describing the quantum region is
determined by requiring Etot to be stationary with respect to
variations of the wave function/density of the quantum region.
As discussed in the previous section, the only diﬀerence in the
resulting wave function optimization equations compared to
the vacuum counterparts is the presence of the embedding
operator
v^PE ¼ v^es þ v^ind; (11)
where the electrostatic operator is defined in eqn (4) and the
induction part is given by
v^ind ¼ 
XS
s¼1
X
a¼x;y;z
ma;sðFÞF^
e
a Rsð Þ: (12)
A Cartesian component of the electric-field operator is given by
F^
e
a Rsð Þ ¼
X
pq
ta;pq Rsð ÞE^pq; (13)
with electric-field integrals defined as
ta;pq Rsð Þ ¼ 
ð
fp
ðrÞRa;sra
Rsrj j3 fqðrÞdr: (14)
The induced dipole moments, and in turn the embedding
operator, depend on the electronic wave function/density of
the quantum region through the electric fields. In other words,
the presence of the embedding operator leads to a non-linear
eﬀective Hamiltonian. In Section 3.1, we discuss a complication
that arises from this non-linearity upon addressing excited
electronic states.
As apparent from eqn (4), (10) and (12), an essential step in
setting up a PE-QM calculation is the embedding potential,
i.e., the distributed multipoles moments and polarizabilities in
the environment representing its electrostatic eﬀects on the
quantum region. The next section will be concerned with the
construction of the embedding potential.
2.2 The embedding potential
The embedding potential parameters (multipole moments
and polarizabilities) that are used in the PE model are derived
from quantum-mechanical calculations in order to achieve an
accurate description of the environment. Special considera-
tions are therefore required in the generation of the embedding
potential of large environments involving covalently bonded units
(e.g., proteins and DNA), where a full quantum-mechanical
treatment cannot be aﬀorded. To overcome this, we employ
the fragment-based molecular fractionation with conjugate caps
(MFCC) scheme, originally developed by Zhang and Zhang58 for
the calculation of interaction energies but later extended to
distributed properties by So¨derhjelm and Ryde.59 Fig. 3 provides
an overview of the steps involved in the generation of the
embedding potential, as exemplified by a protein.
In the MFCC approach, the environment is divided into
chemically-sound fragments (here, amino acids: A1, A2) that
are capped with groups built from the neighboring fragments
(step 1). The capping groups (c1; c2) serve to saturate the valen-
cies of the broken bonds as well as to mimic the eﬀects from the
covalently bonded fragments. Moreover, capping groups from
neighboring fragments are merged to form a so-called concap
to remove the double counting introduced by the capping.
Independent distributed property calculations can now be per-
formed on the individual capped fragments and concaps (step 2).
The final set of embedding parameters {Ps} for a given site s in
the environment are finally obtained by subtracting the distrib-
uted properties associated with this site in concaps from those in
the capped fragment (step 3). The MFCCmethod leaves the open
question of an optimal choice of fragmentation site and size of
capping groups. We recently investigated suitable choices for
fragmentation of environments involving proteins,60 nucleic
acids52 and phospholipids.61
Fig. 3 Steps involved in the generation of the MFCC-based embedding
potential: (1) decompose the environment into smaller capped fragments f
and merge capping groups to form concaps c. (2) Compute distributed
properties of all fragments generated in step 1. (3) Recombine the distrib-
uted property Ps for each site s in the environment according to the MFCC
scheme to construct the final embedding potential. For environments
comprised of individual molecules, e.g. solvents, the embedding parameters
can be obtained directly from step 2.
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An obvious drawback of this approach is the significant
computational cost associated with the preparation of the
embedding potential compared to standard QM/MM embedding
using parametrized force fields. Indeed, when dealing with
large environment fragments and relatively small quantum
regions, this step can take more time than the molecular
property calculation of the embedded quantum region itself,
and this is worsened further by the need to consider dynamic
eﬀects due to finite temperature. We have shown, for a set of
electric and optical molecular properties, that a combination of
geometry-specific embedding parameters close to the quantum
region and averaged isotropic embedding parameters further
away constitutes a cost-eﬀective embedding potential without
compromising the accuracy significantly.62 At present, such
averaged isotropic embedding parameters have been derived
and validated for a range of common solvents,62 nucleic acids52
and phospholipids.61
2.2.1 Performance of the embedding potential. The accuracy
of the final PE-QM calculation relies to a high degree on the
quality of the underlying structure, the quantum-chemical
method, the embedding potential and the coupling between
the quantum region and the environment. In this section,
we will focus on the quality of the embedding potential, the
importance of the explicit polarization component and how it
aﬀects molecular properties.
Within the limitations of the quantum-classical embedding
strategy, the performance of the embedding potential is
restricted by the introduction of a multipole representation
of the electrostatic potential as well as by the use of the
fragmentation procedure for environments involving covalently
bonded units. The most direct way of evaluating the quality of
the embedding potential is to compare the resulting electro-
static potential (ESP) to a quantum-mechanical reference, since
the ESP is the quantity entering the eﬀective Hamiltonian
[eqn (11)]. Here we will use the LoProp procedure63 to obtain
the distributed multipole moments and polarizabilities that
define the embedding potential. Previous analyses, based on
LoProp-derived parameters of solvents and amino acids,
have shown that the embedding potential is essentially con-
verged with respect to the order of multipole expansion at the
quadrupole level.60,64 The typical strategy, also followed in
the examples in this work, is therefore to include permanent
multipole moments up to quadrupoles and anisotropic dipole–
dipole polarizabilities, giving the so-called M2P2 potential. All
PE-QM calculations presented in this work were performed
in a development version of the Dalton program. The PE
contributions were handled by the PE library,40,65 which has
been interfaced with Dalton. The LoProp-based embedding
potentials were computed using the Molcas program66,67 or
Dalton combined with the Loprop-for-Dalton Python script.68
All steps in the generation of the potentials were handled using
the PE Assistant Script.40
In Fig. 4, the ESP of insulin generated by the M2P2 potential
(B3LYP69–72/cc-pVDZ73,74) derived using the MFCC scheme is
benchmarked against a full-structure DEC-MP275/cc-pVDZ
reference ESP76 (see Fig. 4b). The ESP difference is probed on
a molecular surface defined by twice the van der Waals (vdW)
atomic radii, and its distance dependence, given as root-mean-
square-deviations (RMSDs), is shown in Fig. 5. From Fig. 4c, it
is clearly seen that the fragment-based embedding potential
reproduces the quantum-mechanical reference quite well (RMSDs
ofB5 kJ mol1) except at short distances (as seen in Fig. 5) where
the deviation expectedly increases as a result of charge penetra-
tion errors and divergence of the multipole expansions.30 In fact,
the M2P2 potential completely outperforms the corresponding
full-structure B3LYP ESP, which has substantial errors (Fig. 5).
Fig. 4 (a) Structure of an insulin monomer (PDB ID: 1MSO77) with five
cationic residues (blue) and six anionic residues (red). (b) The ESP of insulin
computed at the DEC-MP2/cc-pVDZ level of theory. The diﬀerence
between the ESP of insulin generated by (c) the M2P2 potential (B3LYP/
cc-pVDZ) based on the fragmentation procedure described in Fig. 3 and
(d) the embedding potential based on the electrostatic component of the
AMBER ﬀ94 force field, both relative to the MP2 reference. The surfaces
are defined at twice the vdW atomic radii and the error is reported as
interaction energies with an elementary charge. Results from ref. 60.
Fig. 5 RMSD of the ESP at diﬀerent distances relative to the DEC-MP2/
cc-pVDZ reference. The vertical dashed line indicates the vdW radius
factor used for the ESPs in Fig. 4. The RMSDs are calculated at a molecular
surface defined by spheres of the vdW atomic radii times a factor. Results
from ref. 60.
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As discussed in ref. 76, the reason for these large errors is that
B3LYP and other common exchange–correlation functionals
suffer from charge-transfer overstabilization due to incomplete
cancellation of self-interactions. This issue does not appear in
the B3LYP-based embedding potential because the fragmenta-
tion procedure does not allow charge transfer between non-
neighboring amino acids. The errors can be partly removed by
using the long-range corrected CAM-B3LYP functional but the
embedding potential still rivals the full-structure CAM-B3LYP
ESP even relatively close to insulin. For comparison, we include
in Fig. 4d and 5 the ESP derived from the electrostatic compo-
nent of the AMBER ff94 force field78 as a representative of an
embedding potential that is often used in electrostatic embed-
ding QM/MM calculations. The RMSD at twice the vdW radii
increases by a factor ofB7 with respect to the M2P2 potential,
illustrating that the implicit polarization included in ff94
through enhanced but fixed charges is not flexible enough to
yield an accurate ESP. As shown in ref. 79, the inclusion of
explicit polarization is particularly important for heterogeneous
environments with many charged residues, which is indeed the
case for insulin (see Fig. 4a).
We have seen that high-quality potentials can be obtained from
fragment-based distributed property calculations and that explicit
inclusion of polarization eﬀects is a necessity for an accurate ESP.
An important reason for using high-quality embedding potentials
in actual calculations is that the size of the quantum region can be
reduced without deteriorating the accuracy, as exemplified below.
This is particularly important when considering higher-level
quantum-chemical methods, such as CC theory, where larger
quantum regions cannot be aﬀorded.
To illustrate the importance of a good quality embedding
potential on the molecular properties of the quantum region,
we consider as an example the convergence of the excitation
energy of the lowest p - p* transition in acrolein in aqueous
solution with respect to the size of the quantum region (total
system size defined by radius 12 Å). More specifically, we
compare the behavior when the classically-treated water mole-
cules are represented by a polarizable M2P2 potential (based on
CAM-B3LYP/6-31+G*80–84) to that obtained using the non-
polarizable TIP3P water potential.85 Fig. 6 shows the conver-
gence obtained using the M2P2 and TIP3P potentials and a
center-of-mass-based distance criterion, RQM, for selecting sol-
vent molecules to be included in the quantum region.
The M2P2-based excitation energy shows a faster conver-
gence with respect to the size of the quantum region than the
TIP3P counterpart. Without any waters in the quantum region,
the M2P2 result is already within 0.08 eV of the converged
value, which is an almost 0.2 eV improvement over the TIP3P
potential. As shown by the open markers in Fig. 6 at RQM = 2 Å,
the inclusion of two water molecules closest to the CQC bond
midpoint, and thereby to the p-conjugated system involved in
the transition, brings the excitation energy within 0.03 eV of the
converged result using the M2P2 potential. This clearly shows
that care should be taken when selecting solvent molecules to
be included in the quantum region and if chosen wisely a faster
convergence can indeed be obtained. It is, however, important
to note that this good agreement to some degree relies on
fortuitous error cancellation that hides the eﬀects of the inter-
subsystem quantum interactions still neglected (as seen from
the initial convergence behavior of the M2P2 results). We will
return to this point in Section 5. Nevertheless, the diﬀerent
performances of the M2P2 and TIP3P potentials can also be
attributed to the much more accurate ESP provided by the
M2P2 potential.
For electronic transitions the explicit environment polariza-
tion not only aﬀects the electronic ground state but also the
excitation process, as will be discussed in more detail in Section 3.
To distinguish these two polarization contributions, we have in
Fig. 6 also included M2P2-based results obtained by neglecting
the environmental response upon excitation (labeled PE(GS), see
Table 1). In the present case, the account of polarization in the
ground state provides a modest improvement for the smallest
quantum regions, but it is similar to TIP3P in terms of conver-
gence behavior with respect to the size of the quantum region.
This illustrates that the response of the environment to the
electronic excitation in the quantum region extends far in this
environment (more than 6 Å), and that its inclusion is essential to
obtain a realistic description of the excitation process.
In summary of this section, we have seen that classical
embedding potentials constitute an eﬃcient yet realistic way
of describing the long-range electrostatic eﬀects of an environ-
ment provided that the embedding potential is formulated
accurately and includes explicit environmental polarization.
3 Molecular properties
Optical spectroscopy plays an important role in experimental
characterization of molecular properties and the electronic
structure of molecules. In such experiments the sample is
Fig. 6 Convergence of the excitation energy of the lowest p - p*
transition in acrolein in aqueous solution with respect to the size of the
quantum region (defined by RQM) for diﬀerent embedding potentials. Open
markers at RQM = 2 Å indicate results obtained by including the two
water molecules closest to the CQC bond midpoint. The results are
for an arbitrary MD configuration. Calculations were performed at the
CAM-B3LYP/6-31+G* level of theory.
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subjected to electromagnetic radiation and the electronic and/
or geometric structure is probed by observing the molecular
response to the applied perturbation. From a theoretical point of
view, molecular properties are linked to response functions that
can conveniently be calculated based on response theoretical
methods.28,86–88 In the standard formulation, the theory gives
access—by analogy to exact-state theory—to the determination of
transition properties associated with stationary states through pole
and residue analyses of resonant-divergent molecular response
functions. The alternative resonant-convergent formulation of
response theory provides response functions that are physically
sound across the entire frequency range.89–91 This allows addres-
sing resonance spectroscopies without having to resolve individual
states, a feature that can be of particular importance in frequency
regions with a high density of states.
In this section, we will briefly outline the formulation of PE
within a quantum-mechanical response framework, which
allows for the calculation of response and transition properties
of molecules embedded in large environments. Two new con-
cepts need to be introduced to describe the physical aspects of
the interactions between the quantum region, the environment
and the external perturbing fields: (i) the non-equilibrium
regime due to the existence of diﬀerent relaxation times for
various degrees of freedom and (ii) the local field.
As mentioned in Section 2, the PE model has been developed
and implemented for both linear and non-linear response
functions at several quantum-mechanical levels, including
variational and non-variational theories. Recently, we consid-
ered resonant-convergent response theory within the PE form-
alism. The extension to resonance-convergent linear response
theory parallels the PE modifications in the standard formula-
tion and has been presented in ref. 92 and 93 at the time-
dependent DFT and CC levels, respectively. In the following, we
restrict our attention to the coupling of PE to the conventional
response theory approach and specifically consider the linear
response to a uniform oscillating electric field. For simplicity
of interpretation, we work within a configuration interaction
(CI) framework, which is parametrized via the state-transfer
operators: R^
y
n ¼ jnih0j and R^n ¼ j0i njh , where {|ni} is a set of
orthonormalized states that spans the orthogonal complement
of the reference state |0i.
In the unperturbed ground state (no external field), the
quantum region and the environment are fully equilibrated.
However, upon applying a time-dependent field, the nuclear
frameworks cannot follow the dynamics of the field, and the
molecular response to the external field therefore only involves
the electronic degrees of freedom. This is characteristic for a
vertical electronic (de-)excitation where the electronic degrees of
freedom of the environment respond immediately to the electro-
nic transition in the quantum region with no appreciable
changes in the intra- or inter-subsystem nuclear configuration.
For an isolated molecule, this is equivalent to the standard
Franck–Condon approximation and corresponds, in the termi-
nology of embedding models, to the so-called non-equilibrium
regime.94,95 The non-equilibrium response can be properly
described with polarized embedding models. In the PE model,
the electronic polarization of the environment due to the exter-
nal perturbation is included through the induced dipole
moments while the permanent multipole moments and induced
dipole moments from the ground-state calculation represent the
fixed orientational polarization of the environment.
The second important aspect to be taken into account in the
definition of molecular properties of embedded systems is the
distinction between the field actually acting on the quantum
region—the local field—and the externally applied electric
field, which would be experienced by the quantum region in
isolation (see ref. 11, 96–100 and references therein). The local
field at the embedded molecule differs from the externally
applied field due to the interactions involving the quantum
region, its environment and the external field: it is the super-
position of the external field and the fields generated by the
permanent and induced charge distributions of the environ-
ment. In the PE model, a Cartesian component of the local
electric field probed at location Rm within the quantum region
is given by101
FLFa Rmð Þ ¼ Fta Rmð Þ þ Fma Rmð Þ þ
XS
s¼1
X
b¼x;y;z
T
ð2Þ
sm;abms;bð~FÞ; (15)
where F˜ is the time-dependent version of eqn (7) augmented
with the external electric field:
~F ¼ Fn þ ~0ðtÞjF^ej~0ðtÞ þ Fm þ Ft: (16)
The local field is the central quantity for deriving response
and transition properties of embedded molecules that can be
related to those measured in experiments, i.e., defined in terms
Table 1 Hierarchy of models for inclusion of polarization in response-theoretical calculations in the PE framework
Model Description
PE(GS) Static reaction field The induced dipole moments are determined self-consistently in the optimization of
the reference state but kept fixed in the subsequent response calculation. This corresponds
to including only the E[2](0) term [eqn (21)] of the electronic Hessian. Essentially, this is
analogous to electrostatic embedding.
PE(EEF) Full (static and dynamic)
reaction field
The environment is allowed to respond to the perturbation-induced changes in the quantum
region such that both static and dynamic contributions to the reaction field are included.
In a response picture, this eﬀect is incorporated through E[2]d in terms of transition
electric fields [eqn (22)].
PE(+EEF) Full reaction field and
eﬀective external field
All contributions to the local field [eqn (15)] are taken into account in this model. In particular,
the environment polarization is modified directly by the external field resulting in an
eﬀective external field.
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of the applied external field. As will be discussed further below,
the local field can be divided into two contributions: (i) the
reaction field originating from the dipole polarization in eqn (15)
induced by the first two terms of eqn (16), and (ii) the effective
external field, which is the superposition of the external field and
the field from the dipole polarization caused by the external field
itself. An additional term to the local field arises in the PE model
due to the permanent multipole moments of the environment
[second term in eqn (15)]. In Section 4.1, the importance of these
contributions in describing transition properties of embedded
molecules will be illustrated.
The incorporation of the local-field eﬀects in a response
framework can be accomplished using the quasi-energy deri-
vative formulation,86 where the ground-state energy is replaced
by the time-averaged quasi-energy. Within this formalism, the
molecular response functions are determined by expanding
the time-averaged quasi-energy in orders of the periodic per-
turbation, V^ðtÞ ¼P
o
P
a¼x;y;z
V^oa F
o
a e
iot, and by imposing that the
variational condition is satisfied at the various orders.
Response functions can then be identified from the time-
averaged Hellmann–Feynman theorem as derivatives of the
time-averaged quasi-energy with respect to suitable external
field strengths.86
The time-dependent quasi-energy in the PE framework
is obtained by augmenting the quasi-energy of the isolated
quantum region with the time-dependent analogue of EPE and
Eenv in eqn (1). The resulting expression becomes
QtotðtÞ ¼ h~0ðtÞjH^0 þ V^ðtÞ  i @
@t
j~0ðtÞi
þ ~0ðtÞjv^esj~0ðtÞ  1
2
XS
s;s0¼1
~F Rsð ÞTBss0 ~F Rs0ð Þ þ E 0env;
(17)
where Hˆ0 denotes the vacuum Hamiltonian, and an apostrophe
signifies inclusion of interaction terms with the external field. j~0ðtÞi
is the phase-isolated wave function built from the unperturbed
reference state. The response functions are then defined as
derivatives of the time average of eqn (17), evaluated at zero field
strength. Applying the above procedure, the linear response
function for the composite system becomes
d2 QtotðtÞf gT
dFoa dF
o
b

Fo¼0
¼ aenvab ðo;oÞ þ hh ^Voa ; ^Vob ii; (18)
where
hh ^Voa ; ^Vob ii ¼ Voya E½2  oS½2
 1
V
o
b : (19)
As seen from eqn (18), the quasi-energy formulation results in a
symmetric form of the response function involving two terms:
aenv is an explicit contribution from the isolated environment
to the linear polarizability of the composite system, while the
second term in eqn (18) encompasses the interactions between the
embedded quantum region and the environment. This expression
for the linear response function is suited for determining transition
properties of the embedded system. Note that an alternative
formulation of response theory follows from the Ehrenfest
approach in which properties are defined from a perturbation
expansion of the expectation value of a one-electron operator.28
Applied in the PE context, the latter approach leads to a single
asymmetric term
hhV^oa ; ^Vob ii ¼ Voya E½2  oS½2
 1
V
o
b ; (20)
which corresponds to the so-called eﬀective linear response
property of the embedded quantum region, i.e., defined with
respect to the external field.96 The choice of symmetric [eqn (19)]
or asymmetric [eqn (20)] response functions corresponds to
diﬀerent divisions of the property of the total system, where the
former is appropriate for transition strengths and the latter if
focus is on properties of the quantum region.
Within a variational framework, the overall form of the linear
response function in eqn (19) [or eqn (20)] is preserved as in
vacuum but with environmental contributions entering through
the electronic Hessian E[2] and property gradient %Voa . The situation
is not this simple in a non-variational framework, where addi-
tional purely environment-related terms appear (see e.g. ref. 102
for a comparison of PE-QM linear response theory in the two
frameworks). The metric matrix S[2] is unchanged and its defini-
tion can be found, e.g., in ref. 86. The electronic Hessian can be
partitioned into static and dynamic contributions that read as
E½2ð0Þ ¼ h0j½R^; H^0 þ v^PE; R^y
 j0i: (21)
E½2d ¼ 
XS
s;s0¼1
0j R^; F^es
 j0 TBss0 0j R^y; F^es0 j0 : (22)
The PE contributions to the electronic Hessian model the eﬀects of
the reaction-field contribution to the local field, i.e., the impact of
the direct coupling between the quantum region and the environ-
ment. The static term reflects the situation in which the environ-
ment is not allowed to respond to the changes in the electronic
density of the quantum region induced by the applied perturbation.
This picture can be viewed as a special case of electrostatic
embedding, where the environment is frozen at the polarization
induced by the ground state of the quantum region. In standard
electrostatic embedding schemes only the term from vˆes of the
embedding operator in eqn (11) is retained in E[2](0). The inclusion
of explicit environment polarization introduces the additional E[2]d
contribution. This term accounts for the indirect linear response of
the environment to the applied field. In other words, it describes
the environmental response to the oscillating density of the
quantum region (at frequency o) induced by the time-dependent
external field, and thus it gives rise to a dynamic contribution to the
reaction field. It should be noted that the polarizabilities entering
the classical responsematrixB in eqn (22) are usually approximated
with their static limit irrespective of the frequency o of the external
field. This is a reasonable approximation for frequencies in the UV/
Vis region that are far from resonances in the environment.103,104
The remaining part of the local field describes the implica-
tions of the direct environmental response to the applied
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external field. The additional environment polarization gives
rise to an eﬀective external field in the void of the quantum
region that diﬀers from the applied field:101
FEEF;oa Rmð Þ ¼ Foa þ
XS
s¼1
X
b¼x;y;z
T
ð2Þ
sm;abms;b F
oð Þ: (23)
Such diﬀerence introduces an explicit environment contribu-
tion to the property gradient
V
o
a ¼ h0j½R^; V^oa j0i 
XS
s;s0¼1
eTa;sBss0 0j R^; F^e Rs0ð Þ
 j0 ; (24)
where the first term is the usual unmodified property gradient
Voa , and ea is a column vector of length 3S holding the a’th
Cartesian unit vector for each site in the environment. This
eﬀect is similar in origin to the so-called cavity field eﬀect in
polarizable continuum models,97,100 although the latter is
relative to the macroscopic (Maxwell) field inside the dielectric
rather than the external field. The modification of the applied
field due to its interactions with the environment can conve-
niently be expressed in terms of eﬀective external field tensors
that are defined as the linear response of the eﬀective external
field with respect to the externally applied field:101,105
Loab Rmð Þ ¼ dab þ
XS
s¼1
X
c¼x;y;z
T ð2Þsm;ac
@ms;c F
oð Þ
@Fob
: (25)
By recasting the transition electric field in the second term of
eqn (24) to a dipolar form, the direct influence of the environ-
ment can be related to the eﬀective external field tensors as
V
o
a ¼
ðIÞ X
b¼x;y;z
Vob L
o
ba Rmð Þ; (26)
where ¼ðIÞ signifies that the expression on the right-hand side is
correct through first order. Insertion of this into eqn (19) gives
an (approximate) expression for the response function in terms
of the unmodified property gradient and eﬀective external field
tensors. The latter gives the connection between the measur-
able molecular properties, describing the molecular response
to the external field, and those in terms of the eﬀective external
field (unmodified property gradients).
To distinguish the significance of the diﬀerent local-field
contributions, we introduce a hierarchy of polarization models
based on the extent to which environment polarization is
incorporated in the response properties of an embedded mole-
cule. These models are summarized in Table 1. In Section 4.1,
we will consider the importance of the diﬀerent contributions
as given by this hierarchy of polarization models. Having
discussed the key equations in PE-QM linear response theory,
we will continue to consider the transition properties resulting
from these expressions and how they compare to those obtained
from the alternative state-specific formalism.
3.1 Electronic excitations: energies and transition strengths
Within the response framework, excitation energies of electronic
transitions in the quantum region are identified as the poles of
the linear response function in eqn (19). This involves the
solution of a generalized eigenvalue equation for the electronic
Hessian with the metric S[2]:
E½2  onS½2
 
xn ¼ 0; (27)
where xn represents the n’th excited state with excitation energy
hon = DEn0. State-specific approaches provide an alternative
strategy for determining excitation energies involving explicit
optimization of the initial and final states of interest and simple
subtraction of the associated energies. For an isolated molecule
the two formalisms give the same results in the limit of exact
theory or for linearly parameterized approximate (CI-like) wave
functions. Turning to the PE model, and polarized embedding
models in general, this equivalence is, however, destroyed as a
consequence of the non-linear nature of the eﬀective embedding
operator.106–108
The diﬀerence between the linear-response and state-specific
excitation energies in the framework of PE can be illustrated
within a first-order perturbation analysis using the eigenvectors
{|0(0)i,|n(0)i} and -energies {E(0)0 , E(0)n } of E[2](0) in eqn (21) as zeroth-
order basis.108 The linear response and state-specific transition
frequencies for an excitation from the initial state |0i to the
final state |ni can through first order be written as
oLRn ¼
ðIÞ
oð0Þn 
XS
s;s0¼1
hnð0ÞjF^e Rsð Þj0ð0ÞiTBss0 h0ð0ÞjF^e Rs0ð Þjnð0Þi;
(28)
oSSn ¼
ðIÞ
oð0Þn 
1
2
XS
s;s0¼1
ðhnð0ÞjF^e Rsð Þjnð0Þi  h0ð0ÞjF^e Rsð Þj0ð0ÞiÞT
 Bss0 ðhnð0ÞjF^e Rs0ð Þjnð0Þi  h0ð0ÞjF^e Rs0ð Þj0ð0ÞiÞ:
(29)
The first (zeroth-order) term is equivalent in the two formula-
tions and can be interpreted as the excitation energy associated
with an artificial transition with the environment frozen at
the polarization of the ground state of the quantum region.
Accordingly, the diﬀerence between the two approaches con-
cerns only the second term describing the electronic response
of the environment to the excitation process, i.e., the dynamic
reaction field contribution. In a linear-response formulation,
the environmental response reflects the transition electric field
of the quantum region rather than the change in the electric
field upon excitation as in state-specific models. Recasting
these terms into dipolar forms translates into the environment
response being induced either by the transition dipole moment of
the quantum region or the diﬀerence dipole upon the electronic
excitation. The behavior of these two terms will therefore
depend crucially on the nature of the specific excitation under
consideration. In particular, the dynamical contribution in
linear response theory is only significant for bright singlet
excitations that have non-vanishing transition dipole moments.
The diﬀerence between the linear-response and state-specific
approaches common to polarized embedding models has been
analyzed in ref. 108 on the basis of an exact four-state-model
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(within the zero-overlap assumption) for two interacting mole-
cules. Within this picture, the dynamical PE contribution
retrieved in the linear-response framework has been inter-
preted as inter-subsystem correlation eﬀects beyond the
pure Casimir–Polder dispersion term. On the other hand, the
state-specific term is purely electrostatic in nature, taking into
account the differential environment response upon excitation
and is therefore consistent with the classical description of the
environment taken in the PE model.108
From the residues of the linear response function in
eqn (19), we can identify the one-photon transition strengths
associated with the electronic transitions in the quantum
region. We obtain101
lim
o!on
o onð Þhh ^Voa ; ^Vob ii ¼ Vonya xnxyn Vonb : (30)
From this it is clear that the environment aﬀects the transition
strengths in two ways: (i) indirectly throughmodified eigenvectors,
as discussed above, and (ii) directly through the property gradients
in terms of the eﬀective external field. As seen in eqn (26), the
impact of the latter can be approximated by means of eﬀective
external field tensors. As a consequence, the influence of the
eﬀective external field will depend on the orientation of the
transition dipole moment for a given excitation, and it may
therefore change the shape of the spectrum. The eﬀect becomes
even more pronounced when going to higher-order transition
properties, which involve longer strings of external eﬀective field
tensor components. We will consider an example in Section 4.1.
The strength of combining the PE model with a response-
theoretical framework is a direct generalization to higher-order
(transition) properties. In the alternative state-specific approach,
one-photon transition strengths can be computed in analogy to
eqn (30), but using individually optimized electronic states.
However, the need to perform separate calculations of all
(relevant) electronic states and account for the fact that their
mutual orthogonality is, in general, no longer ensured means
that the generalization of the state-specific model to higher-
order transition properties is not straightforward. Finally, we
recall that the inequivalence between the response and state-
specific approaches is not restricted to polarized embedding
approaches, but is an issue that already enters for molecules in
vacuo when using non-linearly parameterized wave functions.
4 Example calculations
4.1 Importance of local electric field contributions
Having described how local-field eﬀects enter into the defini-
tions of the transition properties of an embedded molecule in
the PE-QM response framework, we turn to examine the impor-
tance of the various field contributions by comparing to a full
quantum-mechanical reference calculation, keeping in mind
inherent diﬀerences due to, e.g., basis-set incompleteness. As
an example, we consider the one- and two-photon absorption
(1PA and 2PA, respectively) properties of the lowest p - p*
transition in a 242-atoms cluster model of the red fluorescent
protein DsRed (Fig. 7) obtained using the hierarchy of polariza-
tion models introduced in Table 1.
The CAM-B3LYP functional was used for the quantum
region, together with the 6-31+G* basis set, and the embedding
potential was generated at the B3LYP/6-31+G* level of theory.
For more details on the preparation of the system and the
computational setup, we refer to the literature.110 All calcula-
tions are based on a response treatment.
The transition energy (DE), associated oscillator strength ( f )
and 2PA cross section (s2PA) are listed in Table 2 for the diﬀerent
polarization models alongside with the quantum-mechanical
reference results. In addition, we include the results for the
isolated DsRed chromophore adopting the in-protein geometry.
The static reaction field, represented by the incremental con-
tribution when going from vacuum (vac) to a static reaction field
(PE(GS)), gives rise to a substantial blue shift of the excitation
energy that overshoots the reference shift by 0.15 eV. This is
largely remedied by allowing the environment to respond to the
excitation process in terms of the dynamic reaction field
(PE(EEF)), which brings the PE-TDDFT excitation energy within
0.04 eV of the reference (full QM). The 1PA and 2PA intensities,
however, reflect the eﬀective external field at the location of the
chromophore rather than the applied external field and are thus
not comparable to the full quantum-mechanical reference.
Incorporating the eﬀective external field eﬀects (PE(+EEF)), i.e.,
defining the properties with respect to the external field, leads to
absolute intensities that are in good agreement with the full
quantum-mechanical counterparts.
The results obtained with the hierarchy of models clearly
demonstrate the eﬃcacy of the PE model to simulate environ-
mental eﬀects in systems where the inter-subsystem interac-
tions are dominated by long-range electrostatics. In particular,
it provides physical insight into the relative importance of the
various contributions to the local electric field, which is not
easily accessible from full quantum-mechanical calculations.
Fig. 7 Cutout of a monomer of the DsRed protein (PDB ID: 1ZGO109)
defining the cluster model used in the calculations. The chromophore
defining the quantum region in the PE-TDDFT calculations is shown in
unfaded colors.
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4.2 In silico mutations in channelrhodopsin
There is great potential in the use of computational models and
tools for the rationalization and optimization of the properties
of biomolecular systems. The PE model can provide valuable
information that can be used to investigate the molecular
mechanisms underlying experimental measurements. Furthermore,
since we have an atomistic description of the environment, this
allows us to manipulate the composition of the environment
and to estimate the eﬀects it has on the properties of the
quantum region.
Here we present a proof-of-principle example to demonstrate
the usefulness of the PE model for in silico mutation studies.
Specifically, we investigate the 2PA activity of a channelrhodopsin,
which belongs to a subfamily of 7-transmembrane retinylidene
proteins that act as light-gated ion channels. The channel-opening
is triggered by a light-induced isomerization in the all-trans-
retinylidene chromophore, a vitamin A derivative, which is
bound covalently to a lysine residue through a protonated
Schiﬀ base (see Fig. 8). Channelrhodopsins are often used as
actuators in optogenetics, which is a biological technique that
allows in vitro or in vivo optical control of cellular processes.111
Their use in living tissue is complicated, however, because of
the relatively high absorption and scattering coeﬃcients in
biological tissue. The issues can potentially be overcome
by using red-shifted variants, or, alternatively, activating the
channel using 2PA techniques.
In Fig. 9, we present 2PA results for a Channelrhodopsin-1
(ChR1) and Channelrhodopsin-2 (ChR2) chimera called
C1C2112 (see Fig. 8). The 2PA transition probabilities were
calculated at PE-CAM-B3LYP/6-31+G* level using an embedding
potential derived at the B3LYP/6-31+G* level. The structures
were taken from ref. 113. By mutating residues to glycine, the
eﬀect of each residue on the 2PA properties can be mapped,
and this gives valuable information that can be used in a
rational design process. For example, the largest eﬀect comes
from the two Schiﬀ base counter-ions, D292 and E162, that
cause a substantial decrease in the 2PA. It has been shown that
a D292A mutant does not produce a photocurrent whereas a
E162A mutation only has a moderate eﬀect.112 The E162
residue would therefore be a good candidate for further more
elaborate computational mutation studies.
5 The next generation: polarizable
density embedding
We have so far demonstrated the reliability and eﬃciency of the
PE model to study localized properties in large molecular
systems. The reliability, however, is only guaranteed if the
interactions between the quantum region and its environment
are dominated by long-range electrostatics. The next generation
of our embedding model, polarizable density embedding
(PDE),29 addresses two potential issues that can arise when
the distance between the quantum region and the molecules in
its immediate environment is short.
As seen in Fig. 5, the error in the embedding potential
increases rapidly at short distances. This is mainly because of
an incomplete description of the short-range electrostatics partly
due to the use of point multipoles, i.e., charge-penetration eﬀects
are missing. Therefore, to improve the short-range electrostatics
in the PDE model, we use the explicit electron density of the
fragments in the environment, instead of a multipole repre-
sentation of the permanent charge distribution. This increases
the computational cost compared to the PE model because
the interfragment two-electron Coulomb integrals between the
Table 2 Excitation energies DE (eV), oscillator strengths f, and 2PA cross
section s2PA (GM) of the lowest p- p* transition in a DsRed cluster model
computed using the various polarization models defined in Table 1. Results
from ref. 101
Model DE (eV) f s2PA (GM)
vaca 2.53 1.16 47
PE(GS) 3.07 1.08 58
PE(EEF) 2.96 1.11 77
PE(+EEF) 2.96 0.80 42
full QM 2.92 0.84 38
a Vacuum results are taken from ref. 110 and correspond to the
conformation adopted by the chromophore inside the protein.
Fig. 8 Cartoon structure of a channelrhodopsin (left) and its retinylidene
protonated Schiﬀ base chromophore (right).
Fig. 9 The gain or loss of 2PA in the C1C2 chimera as a result of point
mutations to glycine. Calculated as the relative diﬀerence between 2PA
transition probabilities. The distance to the chromophore is increasing
from left to right.
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quantum region and the permanent charge distribution of each
fragment in the environment are reintroduced. Compared to other
QM/QM-embedding methods, PDE is muchmore eﬃcient because
the classical description of environment polarization from the PE
model is retained, thus avoiding the costly iterations that require
multiple calculations of the electron density of each fragment in
the environment. PDE is designed as a focused model in contrast
to e.g. FMO which aims for a description of the total molecular
system at a consistent level of quantum mechanics through the
use of many-body expansions.25 Since the distributed multipoles
in the PE model describe the long-range electrostatics quite well,
a three-layer model may be introduced where the environment
is split into two regions: an inner region containing fragment
densities, and an outer region consisting of distributed multi-
poles. Correspondingly, we introduce a splitting of the electro-
static part of the embedding operator
v^es ¼ v^mul þ v^fd; (31)
where vˆmul is defined as in eqn (4) but only includes fragments
that are outside a defined threshold distance from the quantum
region. The vˆfd operator describes the electrostatic interactions
between the quantum region and the fragment densities in the
inner region, and is thus defined as
v^fd ¼
XNfd
f¼1
X
pq2QM
X
rs2f
Drsvpq;rs 
XMf
m2f
Zmvpq Rmð Þ
 !
E^pq: (32)
Here, the summation runs over Nfd fragments, Drs is an element
of the density matrix belonging to the f’th fragment, and
Zm is the charge of the m’th nucleus in the f’th fragment. The
one-electron integrals in eqn (32) are given by
vpqðRÞ ¼
ð
fp
ðrÞ 1jRrjfqðrÞdr; (33)
and the interfragment two-electron integrals by
vpq;rs ¼
ðð
fp
 r1ð Þfq r1ð Þ 1r1r2j jfr r2ð Þfs r2ð Þdr1dr2; (34)
where molecular orbital indices r and s belong to fragments in
the inner region as indicated in eqn (32).
The other potential issue that can arise in the PE model is
artificial stabilization of the electron density at classical sites in
the environment – the so-called electron-spill effect. It is related
to the lack of non-electrostatic repulsion, i.e., exchange-repulsion
or Pauli repulsion, which introduces substantial errors at short
distances when there is significant wave-function overlap.114,115
In the PDE model, this issue is remedied by introducing a
projection operator, based on the work by Huzinaga and
Cantu,116 that models wave-function orthogonality between
the quantum region and the fragments in its environment.
This non-electrostatic repulsion operator is defined as
v^rep ¼ 
XNfd
f¼1
X
pq2QM
XNocc
i2f
eiSpiSiqE^pq; (35)
where ei is the energy of the i’th occupied orbital of the a’th
fragment in the environment, and Spi and Siq are overlap
integrals between molecular orbitals in the quantum region
and molecular orbitals belonging to fragments in the environ-
ment. As seen from eqn (35), the operator associates an energy
penalty that scales with the square of the overlap and is
weighted by the energy of the occupied molecular orbitals
belonging to the fragments in the environment. This effectively
prevents the electrons in the quantum region from penetrating
too far into the environment. However, since we use the orbitals
calculated for each fragment in isolation, the repulsive
effect can be too strong, as shown in ref. 29. It may therefore
be necessary to introduce a scaling of the non-electrostatic
repulsion. In the preliminary analysis in ref. 29, we found that a
simple linear scaling gave good results. Further investigations
along this line are currently in progress.
6 Concluding remarks and
perspectives
In this perspective, we have given an overview of the status as well
as recent developments of the polarizable embedding method.
The high-quality embedding potential is a key ingredient for
an accurate description. The examples in this perspective illus-
trate that the electrostatic component of the embedding potential
is well-described by the combination of a fragmentation-based
approach with quantum-mechanical distributed property calcula-
tions as used in the PE and PDE models. However, there remain
some directions for further improvements. First of all the environ-
ment is assumed to be linearly responsive. Yet, strong electric
fields are not unusual in e.g. proteins,117–123 which can be
expected to require a treatment of non-linear environmental
polarization. The generalization of the LoProp scheme to first
hyperpolarizabilities was recently presented in the context of a
second-order Applequist model.124 However, it has not been
explored in the context of embedding calculations and the second
hyperpolarizability is naturally expected to be of greater impor-
tance in isotropic systems. Furthermore, although the use of
distributed properties to some extent account for anisotropies in
the induced charge distribution, improvements can be made by
including higher-order terms in the multipole expansion.125,126
New computational methodologies for the calculation of distrib-
uted properties are currently being explored and initial investiga-
tions of distributed multipoles are promising.39 Current efforts
are focused on the extension to distributed any-order multipole
polarizabilities and hyperpolarizabilities, as well as the inclusion
of these in the PE model.
At present, the PE and PDEmodels do not include dispersion in
the embedding operator but this component might become very
important especially when studying apolar species. The simplest
approach would be to add the leading-order Casimir–Polder like
term as an energy-correction as done in e.g. the EFP model.127
However, such an approach does not lead to an effective dispersion
operator entering into the expression for the embedding potential.
Ongoing work addresses the construction of such effectivemethods
for inclusion of dispersion directly into the embedding potential
for a discrete environment.
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Several new features are in progress to broaden the use of
the PE and PDE models. One of the strengths of the PE model is
its formulation within a quantum-mechanical response frame-
work. The PE model has recently been combined with an open-
ended response theory framework128,129 at the HF and KS-DFT
levels. The details of the implementation together with pilot
calculations will be published shortly. This will enable the
calculation of electric response properties to any order including
also multiphoton transition strengths via the recent single residue
functionality.130 In addition, eﬀorts are presently focused on an
extension of the capabilities of our previous molecular gradient
implementation131 to any-order geometric and mixed electric-
geometric derivatives. This will open the door to the calculation
of vibrational spectroscopies and vibrational contributions to
molecular properties as well as the optimization of excited
electronic states. Based on such novel developments, we expect
that the PE and PDE models will play an important role in
future advanced spectroscopies and materials design.
The main concern of this work has been on molecular
systems consisting of a single chromophore embedded in a
complex environment. However, in many cases molecular
systems contain a number of chromophores and it is thereby
necessary to consider collective excitation and energy-transfer
processes, i.e., the excitations become non-local. In such cases
it is important to include environment eﬀects directly in the
description of the excitation energy and transfer processes. The
environment not only tunes the excitation energies of the
specific chromophores, it also contributes both directly and
indirectly to the calculation of the electronic couplings.15,132
The PE model has recently been extended to multichromopho-
ric systems paying special attention to the role played by the
environment.133 In the future, the PE model as well as exten-
sions hereof especially in the direction of energy transfer
processes for multiconfigurational descriptions of molecular
systems will be used to predict and rationalize energy-transfer
mechanisms in complex biological systems.
Finally, an important point that has not been touched upon
in this work is that of configurational sampling and finite
temperature eﬀects, which is crucial when relying on an
atomistic representation of the environment. Typically, we have
addressed such sampling based on a sequential approach in
which the sampling and embedding calculations are treated in
an uncoupled manner.134 Usually the sampling is based on
classical MD simulations and the quality of both the sampling
and the produced molecular structures thus relies on the quality
of the underlying force field. In the future, an interesting
approach will be to sample the structures at the same level as
the embedding, i.e., use the embedding potential directly in
the classical MD, or as an intermediate alternative to use the
previously mentioned PE-QM molecular gradient implementa-
tion to optimize the geometries of snapshots extracted from a
classical MD run using a conventional force field. The latter
approach will, however, remove finite temperature eﬀects from
the central part and we are therefore investigating the possibility
to use ab initio MD to fully address the issue of configurational
sampling and finite temperature eﬀects.
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