This study proposes a method to improve performance of sparse recovery inverse solvers in three-dimensional electrical impedance tomography (3D EIT), especially when volume under study contains small-sized inclusions, e.g., 3D imaging of breast tumours. Initially, a quadratic regularized inverse solver is applied in a fast manner with a stopping threshold much greater than the optimum. Based on assuming a fixed level of sparsity for the conductivity field, finite elements are then sampled via applying a compressive sensing (CS) algorithm to the rough blurred estimation previously done by the quadratic solver. Finally, a sparse inverse solver is applied solely to the sampled finite elements, with the solution to the CS as its initial guess.
Introduction
As an imaging modality emerging in field of medical diagnosis, electrical impedance tomography (EIT) seeks to calculate a map of conductivity field inside human body organs. This is done via successively injecting an electrical current through some electrodes attached to the surface of the medium and reading the induced voltages on the remaining surface electrodes (Cheney et al 1999) . By employing finite element method, a discrete approximation of partial information over the domain, the so-called Neumann-to-Dirichlet (NtD) map, is calculated (Holder 2005) . Typically, image reconstruction in EIT involves forward and inverse problems, the first of which is to calculate electrical potential distribution over the domain based on the NtD map and the second is to update the conductivity field by minimizing 2 l norm of discrepancy between the computed and the real measured voltages on the electrodes, namely residual function (Yorkey et al 1987 , Lionheart 2004 . To combat instability of such minimization problem, a regularization penalty, which usually exploits a priori assumption around the solution, is added to the residual function. Classical quadratic ( 2 l ) penalty have been of interest from the inaugural work in EIT (Cheney et al 1990 , Adler and Guardo1996, Javaherian et al 2013 . Recently, sparse regularization has shown its great potentials in recovering conductivity fields having a sparse representation (Gehre et al 2012 . Total Variation (TV) regularization can also be regarded as a class of sparse regularization with the capability of preserving sharp variations over piecewise conductivity fields (Dobson and Santosa 1994, Borsic et al 2010) .
Since electrical current cannot stay solely aligning the electrodes plane, and inherently spreads out in three dimensions, 3D EIT has provoked much attention (Gobel et al 1992 , Metherall et al 1996 , Vauhkonen et al 1999 , Halter et al 2007 , Goharian et al 2009 , Javaherian and Soleimani 2013 . It, however, suffers from the need for a large number of finite elements for the inverse mesh, which makes the inverse problem severely ill-posed (Blue et al 2000 , Yang et al 2013 . To mitigate the ill-posedness of 3D EIT, numerous methods have been put forward. One way is to employ Nodal Jacobian inverse solver, which treats nodal points over the mesh rather than the finite elements (Graham and Adler 2006) .
The objective of this work is to improve sparse recovery for large-size 3D EIT. It will be shown that the standard application of sparse recovery algorithms to large-size 3D
EIT fails to yield an accurate solution. Indeed, the ratio of data size to the number of the unknown parameters is much low in such cases, leading to a severely ill-posed problem. In light of the fact that convergence of gradient based recovery algorithms specifically depend on the number of the sought parameters and the starting point, an approach to deal with large-size 3D EIT is proposed. A classical quadratic regularized solver is first employed in a fast manner with a stopping threshold 50-100 times greater than the optimum. The quadratic solver that is usually employed in 3D EIT is the preconditioned conjugate gradient (PCG), thanks to its ability to solve the problem without the need for the costly calculation of inverse Hessian (Polydorides et al 2002) . The finite elements are then sampled via application of a compressive sensing (CS) scheme to the erroneous solution already calculated by the PCG. Generally, the CS states that a random projection of a sparse signal preserves most of its salient information under some certain conditions (Candès and Tao 2005 , Baraniuk 2007 , Baraniuk 2010 . Inspired by this theory, the fast estimation already done through the PCG is assumed as a random projection of an unknown sparse conductivity field with a fixed level of sparsity (K). The K-sparse solution is now calculated from this random projection based on the CS theory. K must be chosen so that it represents a maximum level of sparsity for the conductivity field.
The sparse recovery is then applied solely to the K sampled finite elements with the CS solution as the initial guess. The conductivity over the remaining elements is set to background. The proposed scheme is applied to the most efficient sparse recovery codes, i.e., sparse reconstruction by separable approximation (SpaRSA) (Wright et al 2009), Gradient projection for sparse reconstruction (GPSR) (Figueiredo et al 2007) and TVAL3 (Li 2009 ). The results show that the CS scheme appreciably improved the accuracy of the 1 l recovery codes, while preserving the computational time.
Theory

Forward and inverse models
The forward problem in EIT is to calculate the voltages on the electrodes ( V ) as responses to the injected currents and as a function of the conductivity field ( σ ).
Since the NtD map is a nonlinear function of the conductivity field, the forward operator is linearized around an arbitrary conductivity via computing the Jacobian ( J ) (Lionheart 2004).
It turns out that time difference reconstruction, which deals with conductivity changes between two different times, suitably combats errors during the measurement (Barber and Brown 1998 
In the unconstrained form of the problem, the a priori is added to the residual function in the form
where
(3)
The choice of 2 = r conducts the problem to the classical quadratic form, whereas 1 = r yields the sparse recovery.
Preconditioned conjugate gradient (PCG)
Employing classical Newton's methods for solving the quadratic regularized solvers typically requires the inverse Hessian, and therefore, does not suit the large-size 3D EIT. To deal with the large number of the unknown parameters in such cases, conjugate gradient methods are often employed. In the first stage of the proposed scheme, the PCG solver was run with a terminating threshold 50-100 times greater than the optimum. The PCG solver is available on the EIDORS website (http://eidors3d.sourceforge.net). For further information on the PCG, the reader is referred to Shewchuk (1994) or Polydorides et al (2002) . Note that the PCG is not applied here to reconstruct the final image, but only provides a fast rough estimate of the conductivity field.
Compressed sampling (CS)
It turns out that signal
can be represented as a sparse signal over basis
projecting the basis coefficients α to x .
Generally, K-sparsity of α over basis ψ implies that only K of N coefficients of α are nonzero. Compressed sampling (CS) states that a signal with a K-sparsity over basis ψ can be recovered from noisy measurement φx y = under the condition that φ satisfies so-called restricted isometry property (RIP) (Candès and Tao 2005, Donoho 2006 , Baraniuk 2007 , Baraniuk 2010 .
In a similar way, assuming a K-sparsity for the unknown conductivity field σ δ , the objective is to extract K finite elements involving the salient information of σ δ from the noisy measurement y , where y is assumed to be the rough estimation already done by the PCG.
Theoretically, the K-sparse signal x can be exactly calculated from the compressive
where K d is a small scalar value.
Application of structure to the K-sparse signal
Let K-sparse signal x resides in Here we adopt a model-based compressive sensing scheme, the so-called CoSaMP (Baraniuk 2007 , Baraniuk 2010 .
The most accurate K-structured sparse approximation of
The B-order sum for the structured sparse signals residing in the union of subspaces K M is defined as
is an integer value, and 0 > r is the regularity parameter. Accordingly, the most accurate K-structured sparse approximation of x that resides in the enlarged union of subspaces 
Where, υ is the scaling function, Î j i w . In this way, the set Ω will be a subspace of signals whose support resides in Ω , with all wavelet coefficients outside Ω zero. Accordingly, the structured sparsity model K G is defined as the union of all possible K-dimensional subspaces pertaining to supports Ω that form connected subtrees.
The set of all K-tree sparse signals is defined as (Baraniuk 2007 and Baraniuk 2010) { } subtree a forms and s.t. 0 :
Based on the above concept, the objective is now to seek ) , ( K x G , i.e., the most accurate K-tree sparse solution over K G , i.e.,
To solve Eq. (12), condensing sort and select algorithm (CSSA) was implemented. In case the wavelet coefficients are monotonically increasing from the leaf to the root,
is computed by easily sorting the wavelet coefficients. Otherwise, the CSSA solves the problem by condensing the nonmonotonic segments of the tree branches via an iterative sort-and-average scheme during a greedy search through the nodes.
For further details, see Baraniuk and Jones (1994) , Baraniuk (1999) and Baraniuk (2002) . The tree-based CS scheme is outlined as follows.
Algorithm 1. The tree-based CS (Baraniuk 2007 , Baraniuk 2010 )
Update the measurement residual End Do i x x¬
Application of the CS to 3D EIT
In the sequel, the fast rough solution to the PCG is modeled as the compressive noisy measurement y . It is done through assuming a fixed level of sparsity for the conductivity changes, so the blurred solution calculated by the PCG is considered as a noisy random transformation of the sparse conductivity field. The objective is thus to infer the K-tree sparse conductivity x from the blurred erroneous conductivity y .
Theoretically, to exactly recover K-sparse x from φx y = , N M RÎ φ must satisfy the K-RIP condition. Many subgaussian random matrices satisfy the RIP with a high probability, e.g., Gaussian and Bernoulli (Rauhut 2010). From an application oriented perspective, pure random measurement matrices are typically of limited use in reality since they are not justifiable according to the application. Another drawback is that no fast multiplication is available when such random matrices are applied (Rauhut 2010), so large-scale problems like 3D EIT will not be practicable using them.
To address such issues, structured random measurement matrix is formed as
, where the structure is defined by functions j w , while the randomness is introduced by sampling locations k t .
In most application of the CS, the high degree of freedom of matrix φ aligning bothk and j disallows satisfying the RIP. To define a measurement matrix that can be bound according to the RIP, the problem is simplified such that it is merely focused on selecting support of x , i.e., finite elements that contain the salient information over the conductivity field, rather than the exact calculation of x itself. To reach this purpose, structured random partial Fourier matrix is applied. To define the structure for each independent measurement M ,..., 1 = k , the discrete Fourier transform is computed over N j ,..., 1 = as follows (Rauhut 2010).
The randomness is introduced by random parameters M t k ,..., 1 , = k , i.e., randomly sorting the rows of φ . By fixing φ over each column N j ,..., 1 = and allowing the freedom solely over rows M ,..., 1 = k , the sparse solution x is calculated in a way in which the exact solution of x is lost in exchange for the exact selection of indices including the desired K-sparsity. From the 3D EIT oriented perspective, the exact conductivity change over the finite elements is lost at the cost of exactly selection of the K finite elements pertaining to support of x .
Application of sparse recovery inverse solvers
The choice of 1 = r conducts Eq.
(2) to the sparse recovery. The ill-posedness of the 1 l recovery specifically depends on the ratio of the number of the unknown parameters to the data size. It will be shown that applying the sparse recovery solvers solely to the finite elements selected by the CS, rather than to the whole domain, appreciably improves the accuracy of the solution. In this way, the conductivity change over the unselected finite elements is set to background, so the degree of freedom of the problem is significantly reduced. Furthermore, sparse recovery codes considerably benefit from a good initialization. This suggests that the solution to the CS ( x ) is considered as the initial point.
Theoretical and numerical studies have demonstrated the superiority of the GPSR and SpaRSA with regard to both accuracy and speed over a wide range of sparse recovery solvers (Figueiredo et al 2007 , Wright et al 2009 . In addition, to best of our knowledge, TVAL3 outperforms other total variation solvers (Li 2009 ). Accordingly, this study applies the proposed CS-based scheme to the SpaRSA, GPSR and TVAL3.
These solvers are, respectively, detailed in Appendices A, B and C. 
Numerical results
Simulated model A
Fast application of the PCG with a great stopping threshold (Stage 1)
To solve the inverse problem, a homogenous mesh constituted of 12288 tetrahedral elements was created. The PCG solver was implemented with two different terminating thresholds. 
where simulated δσ is calculated by mapping the simulated conductivity changes over the forward mesh onto the inverse mesh. The solution at 2 e was used as a benchmark to compare the standard PCG to the proposed CS-based approach.
Application of the CS for selecting the finite elements representing K-sparsity (Stage 2)
The sparsity level of the solution to the CS ( x ) was set to 1000. Therefore, almost 0.08 of the voxels were selected for the sparse recovery, and the conductivity change over the remaining voxels was set to zero. In this way, the condition number of the Jacobian ( J ) was reduced from 19 10 02 . 2´ to 16 10 07 . 1´. In figure 2(d) , the blue areas represent the selected finite elements over the different slices.
Application of the sparse inverse solvers to the selected voxels (Stage 3)
In light of Appendix A, the SpaRSA algorithm was implemented The parameters were heuristically chosen so that the solution produces the minimal RE. The dependency of the RE on l was much more than the other parameters. The
SpaRSA was first applied to the whole domain in a standard manner with an initial guess of zero, and produced the image shown in figure 2(c). It was then applied solely to the selected 1000 finite elements with the solution to the CS as its initial guess. 
Simulated model B
The forward and inverse meshes were created in the same way as applied to model A.
Three inclusion having conductivities of 2 
Simulated model C (breast tumours)
A breast phantom was simulated with a normalized dimension, i.e., 1.5 in height and e denotes the stopping threshold that minimizes the RE.
The CS was then applied to reduce the number of the voxels to 1000. The conductivity change over the remaining voxels was set to zero. As a result, the condition number of the Jacobian was reduced from 18 10 85 . 1´ to 15 10 34 . 5´. In Figure 8(d) , the finite elements selected by the CS were represented by the blue areas.
Finally the SpaRSA solver was applied to the model. Figure 8 
Computational cost and Figures of merit
Execution time elapsed at each stage of the proposed scheme was computed, and the total time was compared to that of the standard PCG and the employed pure sparse solvers. Note that the PCG solution calculated at the optimal threshold ( 2 e ) represents the standard PCG. Table 1 shows the CPU time elapsed by the competing inverse solvers. According to this table, although the proposed CS-based approach consists of three stages, the total CPU time was still smaller than that of the standard PCG. The CPU time was, however, slightly greater than that of the standard SpaRSA and GPSR.
Note that the standard sparse codes have produced misleading results. The CS-based TVAL3, however, was faster than the standard TVAL3. Indeed, total variation inverse solvers are typically slower than sparse recovery codes, as the TV minimization deals with the Gradient of the conductivity, rather than the conductivity itself. remarkably, and produced images with an RE much smaller than that of the PCG.
Furthermore, a comparison between the standard 1 l solvers clarifies that the SpaRSA was slightly better than the GPSR regarding both the accuracy and time. The standard TVAL3 was the worst solver, as the TV minimization typically deals with piecewise conductivity fields to produce sharp edges (Borsic et al 2010) , rather than small inclusions. The CS, however, considerably improved the performance of the TVAL3 regarding both accuracy and time, making it as efficient as the other proposed CSbased solvers in dealing with small inclusions. There were no significant differences between the CS-based SpaRSA and GPSR regarding both the RE and CPU time. 
Experimental results
To validate the performance of the proposed scheme in real cases, the solvers were applied to an experimental 3D data available on the EIDORS website (http://eidors3d.sourceforge.net). A cylindrical phantom, 30 cm in diameter and height, was filled with 0.9% saline solution. Sixteen electrodes were divided into two rings. The data was collected according to the zigzag-offset protocol (Graham and Adler 2007) . Two nonconductive golf balls having a radius of 2cm were located in the following positions. The inverse solvers were applied to an inhomogeneous mesh made up of 50645 finite elements.
4.1.
Object 1 at (7,0,10) cm and object 2 at (0,7,10) cm Figure 10 (a) shows the image reconstructed by the standard PCG terminated at the optimal point ( 2 2 2 -= e e ). Figure 10 (b) and (d) , respectively, display the optimal images reconstructed by the standard SpaRSA and GPSR. Figure 10 As a result of the inhomogeneity of mesh density, which is much finer near the electrodes than the central regions, the RE resigns to deal with the differences between size of the finite elements. The solvers were thus optimized in terms of the RES volume instead, i.e., the volume of the inverse mesh involving finite elements with an absolute conductivity change greater than 0.25 of the maximal absolute conductivity change. 1 at (7,0,10) cm and object 2 at (0, 7, 20) cm Figure 11 shows the reconstructed images in the same way as applied to the first data. 
Object
Discussion
This study proposed a CS-based approach to deal with large-size 3D EIT, as the existence of a large number of finite elements causes significant problems regarding convergence and speed. Indeed, the large number of degrees of freedom of the problem in such cases gives rise to a severely ill-posed inverse problem. Adoption of a coarse inverse mesh is an alternative to moderating the ill-posedness, but deteriorates the spatial resolution considerably, especially when the conductivity field involves small-sized inclusions.
Sparse recovery has aroused growing interest in EIT, but the large size of the forward operator in 3D cases affects its performance deleteriously. The proposed method mitigates the high ill-posedness of the sparse solvers via conducting the solution solely to the voxels containing the salient information of the conductivity field, at the same time setting the conductivity over the unselected voxels to background. This method was initialized by a PCG solver, which produces a fast blurred estimate of the conductivity at the first stage. A CS-based algorithm was then applied to sample voxels based on assuming a fixed level of sparsity on the solution. In this way, a sparse representation of the domain that contains the true solution was estimated from the rough solution to the PCG. The 1 l recovery codes were finally applied merely to the selected finite elements, with the solution to CS as the initial guess. The results showed that the proposed scheme significantly improved the accuracy of solution to 1 l recovery codes. Further studies need to be done to find a way to applying the compressed sampling theory directly to the forward operator so that the finite elements are sampled without the need for the preprocessing PCG solver. Indeed, the sever ill-posedness of the forward operator in 3D EIT is the main impediment to this aim.
Conclusion
There are many cases in medical applications of 3D EIT, where the organ under study involves small inclusions. Such cases arise for example in determination of tumours is a constant that is often chosen near zero.
Appendix B. Gradient Projection for Sparse Reconstruction (GPSR)
The framework is based on Figueiredo et al (2007) , and is available on (http://www.lx.it.pt/~mtf/GPSR).
Consider the convex unconstrained optimization problem The base of this approach is to split x into its positive and negative parts, i.e., 
(B.5)
A backtracking line search is then performed over ] 
End Do
The stopping criterion for both the SpaRSA and GPSR was motivated by perturbation results for linear complementarity problems, which is defined as
Appendix C. Total Variation minimization through augmented Lagrangian and alternating direction method (TVAL3)
The framework is based on Li (2009) , and is available on (C.
2)
The so-called alternating direction method yields 2 2 2 2 , 2 ) (
The augmented Lagrangian function is first minimized with respect to i w , i.e., ) sgn( 0 , 1 max
(C.4)
The AL function at 1 + k i w is then minimized with respect to x as follows.
] 2 ) ( (C.6)
The costly calculation of pseudoinverse in large-scale problems encourages steepest descent method to solve Eq. (C.5), i.e., recurrence formula d x x a -= .
The steepest descent requires iteratively calculating ) (x d k , which is still too costly for large-scale problems like 3D EIT. However, it turns out that only one step can still guarantee the convergence of the algorithm, which yields (C.7)
To choose k a , the BB scheme was used, i.e., (C.10)
Where, d and h are set between 0 and 1. The best convergence is obtained byh close to 1 for the initial point far from the optimum and close to zero when near the optimum. In the sequel, the TVAL3 is outlined. 
