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This paper presents a central limit theorem for a pre-averaged version of the realized covari-
ance estimator for the quadratic covariation of a discretely observed semimartingale with noise.
The semimartingale possibly has jumps, while the observation times show irregularity, non-
synchronicity, and some dependence on the observed process. It is shown that the observation
times’ effect on the asymptotic distribution of the estimator is only through two characteristics:
the observation frequency and the covariance structure of the noise. This is completely different
from the case of the realized covariance in a pure semimartingale setting.
Keywords: jumps; microstructure noise; non-synchronous observations; quadratic covariation;
stable limit theorem; time endogeneity
1. Introduction
The quadratic covariation matrix of a semimartingale is one of the fundamental quan-
tities in statistics of semimartingales. In the context of the estimation of the diffusion
coefficient of an Itoˆ process observed discretely in a fixed interval, limit theorems as-
sociated with the discretized quadratic covariation play a key role, and such research
has a long history (cf. [17, 19]). Furthermore, in recent years such an asymptotic theory
has been applied to measuring the covariance structure of financial assets from high-
frequency data. This was pioneered by [4, 7], and has become one of the most active
areas in financial econometrics. In such a context, the discretized quadratic covariation
is also called the realized covariance.
However, raw high frequency data typically deviates from the ideal situation where
we observe a continuous semimartingale at equidistant times, and this motivates statis-
ticians to develop the theory in more complicated settings. One topic is the treatment of
measurement errors in the data. For financial high-frequency data, such errors originate
from market microstructure noise and have attracted vast attention in the past decade;
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among various studies, see, for example, [5, 46, 47, 52, 54]. In the univariate context,
central limit theorems under irregular sampling settings have also been studied by many
authors, especially assuming the independence between the observed process and the
observation times; see, for example, [19, 22, 42]. In the multivariate case, the irregularity
of the observation times causes the non-synchronicity which makes the analysis more
complicated. The prominent works on this topic are the Fourier analysis approach of
[40], the sampling design kernel method of [23] and the quasi-likelihood analysis of [44].
In addition, recently various approaches to deal with these issues simultaneously have
been proposed by many authors; see, for example, [1, 6, 8, 9, 15, 51].
Another important issue is incorporating jumps into the model. In such a situation
interest is often paid to estimating the integrated volatility and the integrated covariance
matrix, that is, the integrated diffusion coefficient, and there are many studies on this is-
sue in various settings. Regarding the central limit theories, see, for example, Chapters 11
and 13 of [31] for the basic setting, [45] for the noise setting, [34] for the non-synchronous
observation setting and [13] for the noisy and non-synchronous observation setting.
In contrast, turning to the entire quadratic covariation estimation in the presence of
jumps, there are fewer works. A central limit theorem for the realized covariance of an
equidistantly observed Le´vy process has been proved in (author?) [30] in the context
of the analysis of the Euler scheme. This result has been extended to general Itoˆ semi-
martingales in (author?) [27] as a special case of the asymptotic results on various
functionals of semimartingale increments. The situation where measurement errors are
present has been treated by Jacod, Podolskij and Vetter (author?) [29] who focus on the
“pre-averaging” counterparts of the functionals discussed in [27], which were introduced
in (author?) [46] to extend classical power variation based methods to a noisy obser-
vation setting. The theory requires a different treatment in the absence of the diffusion
coefficient, and this case has been studied in (author?) [16].
When we further focus on the situation where the observation times are irregular,
at least to the best of the author’s knowledge, there is no comprehensive study on the
central limit theory for the quadratic covariation estimation, except for the recent work
of Bibinger and Vetter [12] and Bibinger and Winkelmann [13]; the former have derived
central limit theorems for the realized covariance and the Hayashi–Yoshida estimator
of Hayashi and Yoshida [23] for a general Itoˆ semimartingale observed irregularly and
non-synchronously, while the latter have established a central limit theorem for an ad-
justed version of the spectral covariance estimator of Bibinger and Reiß [11] in a non-
synchronous and noisy observation setup, focusing on asymptotically regular observation
times in the sense that they satisfy conditions in Proposition 2.54 of [43]. The aim of
this study is to develop such a theory in the situation where the observation data is con-
taminated by noise and the observation times are as general as possible. More precisely,
we derive a central limit theorem for the pre-averaged version of the realized covariance
proposed in (author?) [14] (called the modulated realized covariance) under an irregular
sampling setting in the presence of jumps. The main finding of this paper is that in the
synchronous case the observation times’ effect on the asymptotic distribution of the es-
timator is only through their conditional expected durations, provided that the limit of
such quantities are well-defined. In other words, the irregularity of the observation times
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has no impact on the asymptotic distribution of the estimator because the conditional
expected durations of the observation times naturally link with the magnitude of the
observation frequency, and thus their effect is not due to the irregularity. This is com-
pletely different from the pure semimartingale setting of [12] where the distribution of the
durations around the jump times of the semimartingale directly affects the asymptotic
distribution of the realized covariance.
To deal with non-synchronous observations we rely on a data synchronization method
proposed in (author?) [1], which also matches the proposal of Section 3.6 of [14]. The
non-synchronicity naturally links with the covariance structure of the noise, hence it
affects the asymptotic distribution through that relation. On the other hand, the inter-
polations to the synchronized sampling times do not matter asymptotically. This can be
seen as a counterpart of the finding of (author?) [8] in the continuous case.
Another issue we attempt to solve is how the dependence between the observed process
and the observation times (called the time endogeneity) affects the asymptotic theory in
our setting. This issue has recently been highlighted by several authors such as Fukasawa
[18], Li et al. [37], Li, Zhang and Zheng [38], Rosenbaum and Tankov [50] in various
settings, and it is indeed known that such dependence possibly causes a non-standard
limit theorem even in the continuous semimartingale setting. In this paper, this issue is
partly solved in the sense that we do not rule out the dependence between the continuous
component of the process and the observation times, but partly rule out the dependence
between the jump component and the observation times. The result shows that the time
endogeneity is also immaterial in our setting.
This paper is organized as follows. Section 2 presents the mathematical model and the
construction of the estimator we are focusing on. Section 3 is devoted to the main result
of this paper. Section 4 provides some illustrative examples of the observation times,
while Section 5 provides a simulation study. All proofs are given in Section 6.
2. The set up
Given a stochastic basis B(0) = (Ω(0),F (0), (F (0)t )t≥0, P (0)), we consider a d-dimensional
semimartingale X = (Xt)t∈R+ of the form
Xt =X0 +
∫ t
0
bs ds+
∫ t
0
σs dWs + (δ1{‖δ‖≤1}) ⋆ (µ− ν)t + (δ1{‖δ‖>1}) ⋆ µt,
where W is a d′-dimensional (F (0)t )-standard Brownian motion, µ is an (F (0)t )-Poisson
random measure on R+×E with E being a Polish space, ν is the intensity measure of µ
of the form ν(dt,dz) = dt⊗ λ(dz) with λ being a σ-finite measure on E, b is an (F (0)t )-
progressively measurable Rd-valued process, σ is an (F (0)t )-progressively measurable Rd⊗
R
d′ -valued process, and δ is an (F (0)t )-predictable Rd-valued function on Ω(0)×R+×E.
Also, ⋆ denotes the integral (either stochastic or ordinary) with respect to some (integer-
valued) random measure. Here and below, we use standard concepts and notation in
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stochastic calculus, which are described in detail in, for example, Chapter 2 of [31]. Our
aim is to estimate the quadratic covariation matrix process [X,X ] = ([Xk,X l])1≤k,l≤d of
X from noisy and discrete observation data of X .
The observed process Y is subject to additional measurement errors as follows:
Yt =Xt + ǫt.
The mathematical construction of the noise process ǫ is explained later. We observe
the components of the d-dimensional process Y = (Y 1, . . . , Y d) discretely and non-
synchronously. For each k = 1, . . . , d the observation times for Y k are denoted by tk0 , t
k
1 , . . . ,
that is, the observation data (Y k
tki
)i∈Z+ is available. We assume that (tki )
∞
i=0 is a sequence
of (F (0)t )-stopping times which implicitly depend on a parameter n ∈N representing the
observation frequency and satisfy that tki ↑∞ as i→∞ and supi≥0(tki ∧ t− tki−1 ∧ t)→p 0
as n→∞ for any t ∈R+, with setting tk−1 = 0 for notational convenience (hereafter we
will refer to such a sequence as a sampling scheme for short).
Now we introduce the precise definition of the noise process ǫ. It is basically the
same as the one from Chapter 16 of [31], but we need a slight modification to ensure
the (joint) measurability of the process ǫ, which is necessary for us to consider vari-
ables such as ǫk
tki
. For any t ∈ R+ there is a transition probability Qt(ω(0),du) from
(Ω(0),F (0)t ) into Rd satisfying
∫
uQt(ω
(0),du) = 0 (this will correspond to the condi-
tional distribution of the noise at the time t given F (0)t ). Then, at each frequency
n ∈ N, the stochastic basis B = (Ω,F , (Ft)t∈R+ , P ) supporting the observed process Y
is constructed in the following manner (for notational simplicity we subtract the index
n from B): we endow the space Ω(1) = (Rd)N with the product Borel σ-field F (1) and
with the probability measure Q(ω(0),dω(1)) which is the product
⊗
i∈NQT ni (ω(0))(ω
(0), ·).
Here, (T ni )i≥0 is the increasing reordering of total observation times {tki : k = 1, . . . , d
and i ∈ Z+}. More formally, it is defined sequentially by T n0 = mink=1,...,d tk0 and
T ni =mink=1,...,dmin{tkj : tkj > T ni−1} for i= 1,2 . . . . Note that T ni is an (F (0)t )-stopping
time since T ni =mink=1,...,d infj≥1(tki ){tkj>T ni−1}, where for an (F
(0)
t )-stopping time τ and
a set A ∈ F (0)τ , we define τA by τA(ω(0)) = τ(ω(0)) if ω(0) ∈ A; τA(ω(0)) =∞ otherwise
(see Claim 1.15 from Chapter 1 of [32]). Then we define the probability space (Ω,F , P )
by
Ω = Ω(0) ×Ω(1), F =F (0) ⊗F (1),
(2.1)
P (dω(0),dω(1)) = P (0)(dω(0))Q(ω(0),dω(1)).
After that, the noise process ǫ= (ǫt)t≥0 is defined on this probability space by ǫt = ǫ0Nn(t),
where (ǫ0i )i∈N denotes the canonical process on (Ω
(1),F (1)) and Nn(t) =
∑∞
i=0 1{T ni ≤t}.
By construction, given F (0), (ǫT ni )i∈Z+ is (serially) independent and ǫT ni obeys the law
QT ni (ω(0))(ω
(0), ·) for every i. Finally, the filtration (Ft)t≥0 is defined as the one generated
by (F (0)t )t≥0 and (ǫt)t≥0.
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Any variable or process defined on either Ω(0) or Ω(1) is considered in the usual way
as a variable or a process on Ω. Specifically, our noisy process Y = (Yt)t≥0 is the process
defined as the sum of the latent process X on Ω(0) and the noise process ǫ on Ω.
Remark 2.1. To ensure that the probability measure P in (2.1) is well-defined, we
further need the measurability of the map ω(0) 7→Q(ω(0),A) for any Borel subset A of
R
d. This is ensured by the progressive measurability of the process (Qt(·,A))t≥0 which
we will assume later (see assumption [A4]). This assumption also ensures that B is the
very good filtered extension of B(0), which is necessary to apply the version of Jacod’s
stable limit theorem described by Theorem 2.2.15 of [31].
To deal with the non-synchronicity of the observation times we rely on a data synchro-
nization method, which is commonly used in the literature; see, for example, [1, 6, 14, 53].
Let (Tp)
∞
p=0 and (τ
k
p )
∞
p=0 (k = 1, . . . , d) be sampling schemes such that
τk0 ≤ T0 and Tp−1 < τkp ≤ Tp for any p≥ 1 and any k = 1, . . . , d. (2.2)
We assume that the observation data (Y kτkp
)p∈Z+ is available for every k = 1, . . . , d, that
is, {τkp : p≥ 0} ⊂ {tki : i≥ 0}, and construct statistics based on this synchronized data set
(Y kτkp
)p∈Z+ , k = 1, . . . , d. In (author?) [1] this type of synchronization method is called
the Generalized Synchronization method and (Tp)
∞
p=0 is called the Generalized Sampling
Time. One way to implement such synchronization is the so-called refresh time sampling
method introduced by Barndorff-Nielsen et al. (author?) [6] to this area. Namely, we
first define the refresh times T0, T1, . . . of the sampling schemes {(tki )}dk=1 sequentially
by T0 =max{t10, . . . , td0} and Tp =maxk=1,...,dmin{tki : tki > Tp−1} for p= 1,2, . . . . After
that, for each k, (τkp ) is defined by interpolating the next-ticks into (Tp) as follows:
τk0 = t
k
0 and τ
k
p =min{tki : tki > Tp−1}, p= 1,2, . . . .
Note that τkp is an (F (0)t )-stopping time due to an analogous reason to that for T ni .
Now the modulated realized covariance (henceforth MRC) estimator we focus on is
constructed in the following way. First, we choose a sequence kn of positive integers and
a number θ ∈ (0,∞) such that kn = θ√n+o(n1/4) as n→∞. We also choose a continuous
function g : [0,1]→R which is piecewise C1 with a piecewise Lipschitz derivative g′ and
satisfies g(0) = g(1) = 0 and
∫ 1
0 g(x)
2 dx > 0. After that, for any d-dimensional stochastic
process V = (V 1, . . . , V d) we define the quantity
V
k
i =
kn−1∑
p=1
g
(
p
kn
)
(V kτki+p
− V kτki+p−1), (2.3)
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and set V i = (V
1
i , . . . , V
d
i )
∗ (hereafter an asterisk denotes the transpose of a matrix). The
MRC estimator is defined by
MRC[Y ]nt =
1
ψ2kn
Nnt −kn+1∑
i=0
Y i(Y i)
∗ − ψ1
2ψ2k2n
[Y,Y ]nt ,
where Nnt =max{p: Tp ≤ t}, ψ1 =
∫ 1
0
g′(x)2 dx, ψ2 =
∫ 1
0
g(x)2 dx and
[Y,Y ]nt =
Nnt∑
p=1
∆pY (∆pY )
∗, ∆pY = (Y 1τ1p − Y
1
τ1p−1
, . . . , Y dτdp − Y
d
τdp−1
)
∗
for each t ∈ R+. Here, we set
∑q
i=p ≡ 0 if p > q by convention. In the synchronous and
equidistant sampling setting, the asymptotic distribution of the MRC estimator has been
derived in (author?) [29] (see Theorem 4.6 of that paper, and see also Section 4 of (au-
thor?) [21]). Our purpose is to develop the asymptotic distribution of the MRC estimator
in the situation where the observation times are possibly irregular, non-synchronous and
endogenous.
3. Main result
3.1. Notation
In this subsection, some notation is introduced in order to state our main result. First we
introduce notation appearing in the assumptions stated in the next subsection. We write
Xn
ucp→ X for processes Xn and X to express shortly that sup0≤t≤T |Xnt −Xt| →p 0 for
any T > 0. ̟ denotes some (fixed) positive constant. We denote by (G(0)t ) (resp., (Gt))
the smallest filtration containing (F (0)t ) (resp., (Ft)) such that G(0)0 (resp., G0) contains
the σ-field generated by µ, that is, the σ-field generated by all the variables µ(A), where
A ranges all measurable subsets of R+ ×E.
Next, we introduce some quantities appearing in the representation of the asymptotic
variance of the estimator. We set Σs = σsσ
∗
s for each s ∈ R+, that is, Σ denotes the
diffusion coefficient matrix process. We denote by Υt the covariance matrix of ǫt, that
is, Υt(·) =
∫
uu∗Qt(·,du) (we will assume the existence of the second moment of the noise
later, so this matrix always exists). For any real-valued bounded measurable functions
u, v on [0,1], we define the function φu,v on [0,1] by φu,v(y) =
∫ 1
y
u(x− y)v(x) dx. Then,
we put
Φ22 =
∫ 1
0
φg,g(y)
2 dy, Φ12 =
∫ 1
0
φg,g(y)φg′,g′(y) dy, Φ11 =
∫ 1
0
φg′,g′(y)
2 dy.
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On the other hand, for any k, l= 1, . . . , d we define the process Jkl by
Jkls =∆X
k
s∆X
l
s
{
Φ22θ(Σ
kl
s−Gs− +Σ
kl
s Gs) +
Φ12
θ
(Υkls−χ
kl
s− +Υ
kl
s χ
kl
s )
}
.
Remark 3.1 (Properties of φu,v). We will use the following properties of φu,v : first,
for any real-valued bounded measurable function u on [0,1], φu,u is non-negative. In fact,
setting u(x) = 0 for x /∈ [0,1], we have φu,u(y) =
∫∞
−∞ u(−(y− x))u(x) dx for all y ∈ [0,1],
and we can extend the domain of φu,u to the whole real line using this expression. Then,
denoting by fˆ the Fourier transform of a function f on R, we have φˆu,u = |uˆ|2 ≥ 0.
Hence, φu,u is a positive definite function and, in particular, φu,u(y) ≥ 0 for all y ∈ R.
Next, we can easily check that φ′g,g = φg,g′ = −φg′,g and φ′′g,g = −φg′,g′ . In particular,
Φ12 =
∫ 1
0 φg′,g(y)
2 dy due to integration by parts.
3.2. Assumptions
We impose the following condition on the sampling schemes (Tp)p≥0 and (τkp )p≥0 (k =
1, . . . , d):
[A1] (Tp)p≥0 and (τkp )p≥0 (k = 1, . . . , d) are sequences of (F (0)t )-stopping times and
satisfy (2.2). It also holds that
rn(t) := sup
p≥0
(Tp ∧ t− Tp−1 ∧ t) = op(n−ξ) (3.1)
as n→∞ (note that T−1 = 0 by convention) for every t > 0 and every ξ ∈ (0,1). Moreover,
for each n we have a (G(0)t )-progressively measurable positive-valued process Gnt , a (G(0)t )-
progressively measurable [0,1]d⊗ [0,1]d-valued process χnt = (χn,klt )1≤k,l≤d and a random
subset Nn of Z+ satisfying the following conditions:
(i) {(ω, p)∈Ω×Z+ : p ∈Nn(ω)} is a measurable set of Ω×Z+. Moreover, there is a
constant κ ∈ (0, 12 ) such that #(Nn ∩ {p: Tp ≤ t}) = Op(nκ) as n→∞ for every
t > 0.
(ii) E[n(Tp+1 − Tp)|G(0)Tp ] = GnTp and E[1{τkp+1=τ lp+1}|G
(0)
Tp
] = χn,klTp for every n, every
p ∈ Z+ −Nn and any k, l= 1, . . . , d.
(iii) There is a cadlag (F (0)t )-adapted positive valued process G such that:
(iii-a) n̟(Gn −G) ucp→ 0,
(iii-b) Gt− > 0 for every t > 0,
(iii-c) G is an Itoˆ semimartingale of the form
Gt =G0 +
∫ t
0
b̂s ds+
∫ t
0
σ̂s dWs + (δ̂1{|δ̂|≤1}) ⋆ (µ− ν)t + (δ̂1{|δ̂|>1}) ⋆ µt,
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where b̂s is a locally bounded and (F (0)t )-progressively measurable real-valued
process, σ̂s is a cadlag (F (0)t )-adapted R⊗Rd
′
-valued process, and δ̂ is an (F (0)t )-
predictable real-valued function on Ω(0) × R+ × E such that there is a sequence
(ρ̂j) of (F (0)t )-stopping times increasing to infinity and, for each j, a deterministic
non-negative function γ̂j on E satisfying
∫
γ̂j(z)
2∧1λ(dz)<∞ and |δ̂(ω(0), t, z)| ≤
γ̂j(z) for all (ω
(0), t, z) with t≤ ρ̂j(ω(0)).
(iv) There is a cadlag (F (0)t )-adapted [0,1]d ⊗ [0,1]d-valued process χ such that
n̟(χn−χ) ucp→ 0 as n→∞. Furthermore, for each j ∈N we have a cadlag (F (0)t )-
adapted [0,1]d ⊗ [0,1]d-valued process χ(j), an (F (0)t )-stopping time ρˇj , and a
constant Λˇj such that ρˇj ↑∞ as j→∞ and χ(ω(0))t = χ(j)(ω(0))t if t < ρˇj(ω(0))
and
E[‖χ(j)t1 − χ(j)t2‖2|Ft1∧t2 ]≤ ΛˇjE[|t1 − t2|̟|Ft1∧t2 ]
for every j and any (F (0)t )-stopping times t1 and t2 bounded by j.
Remark 3.2. (i) The assumptions on (Tp) are motivated by the concept of the restricted
discretization scheme discussed in detail in Chapter 14 of [31]. In fact, suppose that Tp’s
are of the form
Tp = Tp−1 + θnTp−1ε(n, p), p= 1,2, . . . ,
where θn is a cadlag (F (0)t )-adapted process, (ε(n, p))p≥1 is a sequence of i.i.d. positive
variables independent of b, σ, δ, W , µ, and such that E[ε(n, p)] = 1 and E[ε(n, p)r]<∞
for every r > 0, and T0 = 0. By constructing the filtration (F (0)t ) suitably, we may assume
that ǫ(n, p) is independent of F (0)Tp−1 for all n, p. Then we have [A1](i)–(ii) regarding Gn
while we set Nn =∅ and Gn = nθn. In this case [A1](iii) corresponds to (a weaker version
of) assumption (E) from [31], and (3.1) follows from Lemma 14.1.5 of [31]. Unlike their
setting, however, our assumption does not rule out the dependence between ε(n, p)’s and
X (see, e.g., Example 4.1 in the next section). The importance of such dependence has
recently been emphasized in econometric literature; see, for example, (author?) [49].
(ii) The assumptions on the quantities 1{τkp=τ lp} are necessary for the treatment of the
(F (0)-conditional) covariance between ǫkτkp and ǫ
l
τ lp
, which is given by Υklτkp
1{τkp=τ lp} (a sim-
ilar kind of assumption also appears in (author?) [10] due to the same reason as ours).
Therefore, those assumptions can be dropped when Υkl ≡ 0 if k 6= l; this is often assumed
in the literature on the covariance estimation of non-synchronously observed semimartin-
gales with noise. The quantity χn measures the degree of the non-synchronicity, and χns
is a matrix all of whose components are equal to 1 in the synchronous case while it is
an identity matrix in the completely non-synchronous case. Hence, [A1](iv) is satisfied
in these two extreme cases.
(iii) The possibility of the set Nn being non-empty excludes the following trivial ex-
ception of [A1] with Nn being empty: if T0 = logn/n and Tp = Tp−1+1/n for p≥ 1, [A1]
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with Nn =∅ is not satisfied because GnT0 →∞ as n→∞. This assumption is also useful
to ensure the stability under the localization used in the proof; see Lemma 6.1.
(iv) The fact that we consider the conditional expected durations given G(0)Tp ’s instead
of F (0)Tp rules out some dependence between the sampling schemes and the jumps of the
observed process. For example, if µ is a jump measure of a one-dimensional Le´vy process
(i.e., E =R) and Tp’s are of the form Tp = inf{t > Tp−1: |
∫ t
Tp−1
∫
|z|≤1 z(µ− ν)(ds,dz)|>
ηn} for p = 1,2, . . . and for some appropriate sequence (ηn)n≥1 of positive numbers,
then [A1] obviously fails because Tp’s are G(0)0 -measurable (this type of sampling scheme
is well studied in (author?) [50]). On the other hand, it still allows the presence of the
instantaneous causality between the sampling schemes and the jumps: see Example 4.2.
(v) Under [A1], it holds that
1
n
Nnt →p
∫ t
0
1
Gs
ds (3.2)
as n→∞ for every t ∈ R+ (see Section 6.1 of [36] for the proof). In particular, [A1]
ensures that the parameter n controls the magnitude of the number of observations.
We impose the following structural assumption on the latent process X :
[A2] The volatility process σ is an Itoˆ semimartingale of the form
σt = σ0 +
∫ t
0
b˜s ds+
∫ t
0
σ˜s dWs + (δ˜1{|δ˜|≤1}) ⋆ (µ− ν)t + (δ˜1{|δ˜|>1}) ⋆ µt,
where b˜s is a locally bounded and (F (0)t )-progressively measurable Rd ⊗Rd
′
-valued pro-
cess, σ˜s is a cadlag (F (0)t )-adapted Rd ⊗ Rd
′ ⊗ Rd′ -valued process, and δ˜ is an (F (0)t )-
predictable Rd ⊗Rd′ -valued function on Ω(0) ×R+ ×E.
Moreover, for each j there is an (F (0)t )-stopping time ρj , a bounded (F (0)t )-progressively
measurable Rd-valued process b(j)s, a deterministic non-negative function γj on E, and
a constant Λj such that ρj ↑∞ as j→∞ and, for each j,
(i) b(ω(0))s = b(j)(ω
(0))s if s < ρj(ω
(0)),
(ii) E[‖b(j)t1 − b(j)t2‖2|Ft1∧t2 ]≤ ΛjE[|t1− t2|̟|Ft1∧t2 ] for any (F (0)t )-stopping times
t1 and t2 bounded by j,
(iii)
∫ {γj(z)2∧1}λ(dz)<∞ and ‖δ(ω(0), t, z)‖∨‖δ˜(ω(0), t, z)‖≤ γj(z) for all (ω(0), t, z)
with t≤ ρj(ω(0)),
(iv) E[‖δ(t1 ∧ ρj , z) − δ(t2 ∧ ρj , z)‖2|Ft1∧t2 ] ≤ Λjγj(z)2E[|t1 − t2|̟|Ft1∧t2 ] for any
(F (0)t )-stopping times t1 and t2 bounded by j.
Remark 3.3. An [A2] type assumption is commonly used in the literature of power
variations (see, e.g., [31]), except for assumptions (ii) and (iv), that is, continuity as-
sumptions on the drift and the jump coefficient. Such assumptions are necessary for the
treatment of the irregularity and the non-synchronicity of the observation times as in
[24].
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We also impose the following regularity condition on the noise process:
[A3] There is a constant Γ > 4 and a sequence (ρ′j)j≥1 of (F (0)t )-stopping times in-
creasing to infinity such that
sup
ω(0)∈Ω(0),t<ρ′j(ω(0))
∫
‖z‖ΓQt(ω(0),dz)<∞.
Moreover, for each j there is a bounded cadlag (F (0)t )-adapted Rd ⊗ Rd-valued process
Υ(j)t and a constant Λ
′
j such that:
(i) Υ(j)(ω(0))t =Υ(ω
(0))t if t < ρ
′
j(ω
(0)),
(ii) E[‖Υ(j)t1−Υ(j)t2‖2|Ft1∧t2 ]≤Λ′jE[|t1−t2|̟|Ft1∧t2 ] for any (F (0)t )-stopping times
t1 and t2 bounded by j.
Remark 3.4. The locally boundedness of the moment process of the noise is used for
verifying a Lyapunov type condition for central limit theorems and proving the negligi-
bility of the edge effect. The continuity assumption of the covariance matrix process of
the noise is necessary due to the same reason as for [A2]. If the noise is assumed to be
i.i.d. and independent of F (0), [A3] simply means the Γth moment of the noise is finite
for some Γ> 4.
Finally, we introduce the following technical condition to avoid some measure-theoretic
problems:
[A4] (i) A regular conditional probability of P (0) given H exists for any sub-σ-field H
of F (0).
(ii) The process (Qt(·,A))t≥0 is (F (0)t )-progressively measurable for any Borel set
A of Rd.
Remark 3.5. (i) [A4](i) is satisfied, for example, when (Ω(0),F (0)) is a standard mea-
surable space, that is, it is Borel isomorphic to some Polish space (see, e.g., Theorem
I-3.1 of [26]). In fact, this assumption is not restrictive for applications.
(ii) [A4](ii) is satisfied, for example, when Qt ≡Q for some probability measure Q on
R
d, that is, the noise is modeled by an i.i.d. sequence. Another example is the case where
Qt(ω
(0), ·) has a density of the form f(·,Xt(ω(0))), where f is a measurable function
on Rd × Rd into [0,1] such that ∫
Rd
f(x, θ) dx = 1 for every θ ∈ Rd. Example 16.1.5 of
[31] is encompassed with this type of model. Thus, this assumption also seems to be
unrestrictive for applications.
3.3. Result
To state the main result, we need the notion of stable convergence as common in this
area. For each n≥ 1, let Xn be a random variable which is defined on B and takes values
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in a Polish space S. The variables Xn are said to converge stably in law to an S-valued
random variable X defined on an extension of B(0) if E[Uf(Xn)]→ E˜[Uf(X)] for any
F (0)-measurable bounded random variable U and any bounded continuous function f
on S, where E˜ denotes the expectation with respect to the probability measure of the
extension. We then write Xn→ds X . Note that we need a slightly generalized definition
of stable convergence described at the end of Section 2.2.1 of [31] because B changes
as n varies. The most important property of stable convergence is the following: if the
real-valued variables Vn defined on B converge in probability to a variable V defined on
B(0), then Xn→ds X implies that (Xn, Vn)→ds (X,V ) for the product topology on the
space S ×R.
Theorem 3.1. Suppose that [A1]–[A4] are satisfied. Then
n1/4(MRC[Y ]nt − [X,X ]t)→ds Wt +Zt
as n→∞ for any t > 0, where W and Z are Rd ⊗ Rd-valued processes defined on an
extension of B(0), which conditionally on F (0) are mutually independent, centered Gaus-
sian with independent increments, the first one being continuous and the second one being
purely discontinuous, and with (conditional) covariances
E˜[Wklt Wk
′l′
t |F (0)]
=
2
ψ22
∫ t
0
[
Φ22θ{Σkk′s Σll
′
s +Σ
kl′
s Σ
lk′
s }Gs
(3.3)
+
Φ11
θ3
{Υkk′s χkk
′
s Υ
ll′
s χ
ll′
s +Υ
kl′
s χ
kl′
s Υ
lk′
s χ
lk′
s }
1
Gs
+
Φ12
θ
{Σkk′s Υll
′
s χ
ll′
s +Σ
lk′
s Υ
kl′
s χ
kl′
s +Σ
ll′
s Υ
kk′
s χ
kk′
s +Σ
kl′
s Υ
lk′
s χ
lk′
s }
]
ds
and
E˜[Zklt Zk
′l′
t |F (0)] =
1
ψ22
∑
s≤t
(Jkk
′
s + J
kl′
s + J
lk′
s + J
ll′
s ). (3.4)
Here, E˜ denotes the expectation with respect to the probability measure of the extension.
When further X is continuous, the processes n1/4(MRC[Y ]n− [X,X ]) converge stably
in law to the process W for the Skorokhod topology.
Remark 3.6. The above theorem shows that the observation times’ effect on the asymp-
totic distribution of the MRC estimator is only through the asymptotic conditional
expected duration process G and the limiting process χ measuring the degree of the
non-synchronicity. As was indicated in Remark 3.2(ii), χ simply reflects the covariance
structure of the noise process, while G naturally affects the asymptotic distribution of the
estimator because it links with the (spot) sampling frequency, as seen from (3.2). Con-
sequently, the irregularity and the endogeneity of the observation times have no impact
on the asymptotic distribution of the estimator.
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Remark 3.7. In the proof of the theorem, it plays a key role to replace the duration
(Tp+1 − Tp) with its conditional expectation GnTp . Such replacement is possible because
our estimator contains a local averaging procedure (2.3). More formally, this procedure
makes it possible to apply a standard martingale argument described in Lemma 2.3 of
[18] to the durations. The benefits of this fact appear in the treatments of the irregularity
and the endogeneity of the observation times in Lemmas 6.4 and 6.7. Also, this is why the
higher (conditional) moments of the durations do not affect the asymptotic distribution
of the estimator.
Remark 3.8 (Covariance structure of Wt). It is convenient to observe that the
covariance structure of Wt is analogous to the asymptotic covariance of the realized
covariance in a standard setting. For this purpose, in the following we use some concepts
from matrix algebra found in, for example, (author?) [25]. For each s ∈R+, we denote
by Υ˜s the Hadamard product of Υs and χs, that is, Υ˜
kl
s =Υ
kl
s χ
kl
s for k, l= 1, . . . , d, and
set Σs(y) =
√
2
ψ2
{φg,g(y)θ1/2Σs
√
Gs + φg′,g′(y)θ
−3/2Υ˜s/
√
Gs}. Since both Υs and χs is
positive semidefinite, so is Υ˜s due to the Schur product theorem, that is, Theorem 5.2.1
of [25] (note that the positive semidefiniteness of χs can be checked directly using the
fact that χkks = 1 and 0≤ χkls ≤ 1 for any k, l). Therefore, Σs(y) is positive semidefinite as
well because both φg,g and φg′,g′ are non-negative (see Remark 3.1). Then the left-hand
side of (3.3) can be rewritten as∫ t
0
[∫ 1
0
{Σs(y)kk′Σs(y)ll′ +Σs(y)kl′Σs(y)lk′}dy
]
ds.
The integrand of the above expression is nothing but the F (0)-conditional covari-
ance between the (k, l)th and (k′, l′)th entries of the variable Σs(y)1/2ζ(Σs(y)1/2ζ)∗,
where ζ is a d-dimensional standard normal variable independent of F (0). In other
words, vec(Wt) is centered Gaussian with covariance matrix
∫ 1
0
Ss ds, where Ss =∫ 1
0
(Σs(y)⊗Σs(y))Cov[vec(ζζ∗)] dy and, vec and ⊗ denote the vec-operator and the Kro-
necker product of matrices, respectively (cf. Section 2.2 of [9]). In particular, the process
Ss is cadlag, (F (0)t )-adapted and takes values in the set of d× d positive semidefinite
matrices, hence we can construct the process W stated as in the theorem by Proposi-
tion 4.1.2 of [31]. More precisely, W can be realized as vec(Wt) =
∫ t
0
S
1/2
s dW ′s, where
W ′ is a d2-dimensional standard Brownian motion defined on an extension of B(0) and
independent of F (0).
Note that the Fisher information matrix for covariance matrix estimation of a multi-
variate diffusion process from non-synchronous and noisy observations is not analogous
to that for a pure diffusion setting; see Section 2.2 of [9] for details.
Remark 3.9 (Covariance structure of Zt). Zt apparently has an analogous covari-
ance structure to the asymptotic covariance of the realized covariance due to jumps in the
regular sampling case (cf. equation (5.4.4) of [31]), and it can be realized as follows. Set
Am = {z: γ(z)> 1/m} for each m ∈N, and denote by (S(m,j))j≥1 the successive jump
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times of the Poisson process 1Am\Am−1 ⋆ µ. Let (Sr)r≥1 be a reordering of the double
sequence (S(m,j)). Suppose that sequences (Ψr−)r≥1 and (Ψr+)r≥1 of i.i.d. standard
d′-dimensional normal variables and sequences (Ψ′r−)r≥1 and (Ψ
′
r+)r≥1 of i.i.d. stan-
dard d-dimensional normal variables are defined on an extension of B(0) and that all of
them are mutually independent and independent of F (0). Now, the variable Υ˜s defined
in Remark 3.8 is positive semidefinite, it admits the (positive semi-definite) square root
υ˜s := Υ
1/2
s . Since the process Υ˜ is cadlag and (F (0)t )-adapted, so is υ˜s. Then Z is realized
as Zt =
∑
r: Sr≤t(Zr + Z
∗
r), where
Zr =
1
ψ2
∆XSr
{√
Φ22θ(σSr−
√
GSr−Ψr−+ σSr
√
GSrΨr+) +
√
Φ12
θ
(υ˜Sr−Ψ
′
r− + υ˜SrΨ
′
r+)
}∗
.
This is indeed the desired one; see Proposition 4.1.4 of [31].
Remark 3.10 (Comparison with a pure semimartingale setting). It would be
interesting to observe how our result is different from (author?) [12]’s one in a pure
semimartingale setting. For simplicity, we focus on the univariate case, that is, we assume
that d = d′ = 1, and assume that Tp = t1p for every p for notational simplicity. Now let
us recall their result briefly. Suppose that b, σ and δ are continuous. Suppose also that
the sequence (Tp) is independent of b, σ, δ,W,µ and satisfies (3.1). Then, according to
Theorem 2 of [12], for any t > 0 we have the following convergence:
√
n([X,X ]nt − [X,X ]t)→ds
√
2
∫ t
0
σ2s
√
H ′(s) dW ′s +2
∑
r: Sr≤t
∆XSrσSr
√
η(Sr)Ψr, (3.5)
where W ′ is a standard Brownian motion, H is a (possibly random) C1 function
such that n
∑
p: Tp≤t(Tp − Tp−1)2 →p H(t) for every t ∈ R+ (the existence is assumed),
(Sr)r≥1 is a sequence of stopping times exhausting the jumps of X , (Ψr)r≥1 is a se-
quence of i.i.d. standard normal variables, and (η(t))t∈R+ is a family of independent
random variables with uniformly bounded first moments, and such that the processes
(n(T+(t)− T−(t)))t∈R+ converge finite-dimensionally in law to (η(t))t∈R+ (the existence
is assumed, and this condition can be weakened; see Assumption 2 of [12] for details).
Here, T+(t) = min{Tp: Tp ≥ t} and T−(t) = max{Tp: Tp ≤ t} for any t ∈ R+ and W ′,
(Ψr) and (η(t)) are defined on an extension of B and mutually independent as well as
independent of F . On the other hand, provided that Υ≡ 0 (so the noise is absent), the
corresponding result to our estimator can be written as follows:
n1/4(MRC[Y ]nt − [X,X ]t)
(3.6)
→ds
√
2Φ22θ
ψ2
(√
2
∫ t
0
σ2s
√
Gs dW
′
s + 2
∑
r: Sr≤t
∆XSrσSr
√
GSrΨr
)
,
where we also assume that G is continuous for simplicity. Compared with the above equa-
tion with (3.5), the quantities H ′ and η coming from the irregularity of the observation
14 Y. Koike
times in the left-hand side of (3.5) are replaced with G in (3.6). Since the quantity H
contains the information of the second moments of the durations and η contains that
of all the moments of the durations around the jump times, the distributional future of
the durations strongly affects the asymptotic distribution in (3.5). In contrast, the first
moments of the durations only affect the asymptotic distribution in (3.6).
Remark 3.11 (Comparison with the continuous case). The result of the theorem
is not new if X is continuous. In fact, in the case that X is continuous, a central limit
theorem for the MRC estimator can be derived with a somewhat weaker assumption on
the limiting process G; see Theorem 3.1 and assumption [A4] of Koike [36] for details. In
the discontinuous case, we need some regularity of the path of the left limit process G− to
verify the approximation given in Proposition 6.6, so the structural assumption [A4](iii-c)
is necessary.
It is worth mentioning that the structural assumption on G is necessary to deal with
the irregularity of observation times in the discontinuous case. In contrast, such a condi-
tion is only required to handle the time endogeneity in the continuous case. In fact, if the
observation times have a kind of pre-determination property (the so-called strong pre-
dictability), convergence in probability of Gn to G for the Skorokhod topology is sufficient
to derive a central limit theorem; see (author?) [35] for details.
Remark 3.12 (Feasible limit theorem). In order to apply Theorem 3.1 to real sta-
tistical problems such as the construction of confidence intervals, we need an estimator
for the asymptotic covariance matrix given by (3.3) and (3.4). This will be achieved by
combining the technique used in the non-synchronously observed diffusion setting (e.g., a
kernel approach of [24] or a histogram-type method of [8]) with the one used in the jump
diffusion setting (e.g., a thresholding and locally averaging method of Aı¨t-Sahalia, Jacod
and Li [2]). Or we can presumably use an estimator of (author?) [3] for the equidistant
sampling setting without modification because the distribution of the variable n1/4Y i is,
roughly speaking, approximated by the d-dimensional normal variable with mean 0 and
covariance matrix θψ2ΣTiGTi +
ψ1
θ Υ˜Ti in the absence of jumps conditionally on F (0)Ti ,
where Υ˜ is the same one as in Remark 3.8 (this is theoretically manifested by Lemma 6.7
in a sense).
4. Examples of the observation times
In this section, we give some illustrative examples of the observation times that satisfy
the condition [A1]. We shall start to discuss univariate examples (i.e., we assume that
d= 1), which are not encompassed with the restricted discretization schemes.
Example 4.1. As an illustrative example of endogenous observation times, we consider
a simple model generated by hitting times of the underlying Brownian motion W . This
type of model is commonly used in the literature; see [18, 37, 48] among others. Here, we
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especially focus on a simpler version of the specification from [48]. Specifically, t1i ’s are
defined as follows:
t10 = 0, t
1
i+1 = inf{t > t1i : Wt −Wt1i +
√
nat1i (t− t1i ) = bt1i /
√
n},
where a and b are cadlag (F (0)t )-adapted processes such that atbt > 0 and at−bt− > 0
for every t. In this case, [A1] is satisfied with setting Tp = τ
1
p = t
1
p for every p, as long
as G := b/a satisfies [A1](iii-c). In fact, noting that, conditionally on F (0)Tp , n(Tp+1 − Tp)
follows the inverse Gaussian distribution with mean GTp and variance G
2
Tp
/aTp , (3.1)
holds true for any t > 0 and ξ ∈ (0,1). Moreover, we have E[n(Tp+1−Tp)|G(0)Tp ] =GTp for
every p because W is independent of µ. Hence, [A1](i)-(iii) are satisfied with Nn = ∅.
Finally, [A1](iv) is automatically satisfied.
Example 4.2. We can also accommodate observation times generated by hitting times
of a Brownian motion plus finitely many jumps to our situation. For example, let us
consider the observation times defined as follows:
t10 = 0, t
1
i+1 = inf{t > t1i : Wt −Wt1i +
√
nat1i (t− t1i ) + δ′ ⋆ µt − δ′ ⋆ µt1i = bt1i /
√
n},
where a and b are the same one as in Example 4.1 and δ′ is an (F (0)t )-optional real-valued
function on Ω(0) × R+ × E such that 1{δ′ 6=0} ⋆ µt <∞ for all t. Therefore, the process
δ′ ⋆ µ has finitely many jumps. Then, it can easily been seen that [A1] is satisfied in
this case under the same situation as that of Example 4.1, except for setting Nn = {p∈
Z+: δ
′ ⋆ µTp+1 − δ′ ⋆ µTp > 0}.
Example 4.3. Let us consider the observation times discussed in Example 3 of (au-
thor?) [12]. Namely, t1i = i/n if i is even and t
1
i = (i+ α)/n if i is odd, where α ∈ (0,1)
is a constant. [12] showed that this observation times produce an additional randomness
in the asymptotic distribution of the realized covariance estimator even though they are
deterministic. In fact, in this case the variable η(t) in (3.5) takes the values (1 + α) and
(1−α) with probabilities (1 +α)/2 and (1−α)/2, respectively. On the other hand, set-
ting Tp = (p+1)/n and τ
1
p = t
1
p, [A1] is satisfied. Hence, in our case this example has the
same impact as that of the regular observation times on the asymptotic distribution.
Next, we turn to the multivariate and non-synchronous examples. As the data syn-
chronization method, we focus on the refresh sampling method.
Example 4.4. We shall discuss the Poisson sampling, which is one of the most popular
models in this area; see, for example, [8, 12, 23, 53]. Let (tki ) be a sequence of Poisson
arrival times with the intensity npk for each k and suppose that (t
1
i ), . . . , (t
d
i ) are mutually
independent and independent of X and ǫ. Then, [A1] is satisfied with
Gs ≡
d∑
k=1
∑
1≤l1<···<lk≤d
(−1)k−1
pl1 + · · ·+ plk
, χkls ≡
{
1, if k = l,
0, otherwise.
16 Y. Koike
Example 4.5. Here, we give an example of observation times which are possibly endoge-
nous and satisfy [A1] with the explicit G and χ. More precisely, we give a continuous
time analog of the Lo–MacKinlay model of [39].
Let (τi)
∞
i=0 be a sampling scheme and suppose that supi≥0(τi ∧ t− τi−1 ∧ t) = op(n−ξ)
as n→∞ for any t > 0 and ξ ∈ (0,1). For each k = 1, . . . , d, let (Mk(n, i))∞i=0 be a
sequence of Z+-valued variables defined on B(0) and independent of X and (τi) such
that Mk := (Mk(n, i + 1) −Mk(n, i))∞i=0 is independent and geometrically distributed
with the common success probability pk ∈ (0,1). Moreover, suppose that, for each i,
Mk(n, i) is an (F (0)τj )∞j=0-stopping time so that tki := τMk(n,i) is an (F (0)t )-stopping time
and thatMk(n, i+1)−Mk(n, i) is independent of F (0)tki . Finally, assume thatM1, . . . ,Md
are mutually independent and that [A1](i)–(iv) are satisfied with replacing (Ti) by (τi).
Then it can easily be shown that [A1] holds true with
Gs ≡
d∑
k=1
∑
1≤l1<···<lk≤d
(−1)k−1G0s
1− (1− pl1) · · · (1− plk)
and
χkls ≡
{
1, if k = l,
pkpl/(pk + pl − pkpl), otherwise.
Here, G0 denotes the asymptotic conditional expected duration process corresponding to
(τi). By taking an endogenous sampling scheme as the underlying sampling scheme (τi),
we can obtain endogenous observation times.
5. Simulation study
In this section, we assess the finite sample accuracy of the central limit theory developed
in this paper and confirm our theoretical findings via Monte Carlo experiments.
We simulate over the unit interval [0,1], and basically follow the design of (author?)
[3]. To simulate the latent semimartingale X , the following bivariate Heston model with
jumps is considered:
dXkt = σk,t dW
k
t +dZ
k
t , dσ
2
k,t = κk(σ¯
2
k − σ2k,t) dt+ skσk,t dBkt +dJkt − λVk τVk dt,
k = 1,2.
Here, W 1,W 2,B1,B2 are correlated standard Brownian motions such that
d[W 1,W 2]t = ρB dt, d[W
k,Bk]t = ρk dt,
d[W 1,B2]t = d[W
2,B1]t = d[B
1,B2]t = 0.
Jk is a compound Poisson process with jump size uniformly distributed on [0,2τVk ] and
jump intensity λVk . J
1 and J2 are assumed to be mutually independent. Zk is a pure
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Table 1. The parameters of the stochastic volatility processes
k κk sk σ¯k ρk λ
V
k τ
V
k ρB
1 5 0.3 0.25 −0.6 5 0.05 0.5
2 4 0.4 0.3 −0.75 10 0.01 —
jump Le´vy process specified as follows. First, Z2 is linearly correlated with Z1 as Z2 =
ρJZ
1 +
√
1− ρ2JZ0, where Z0 is another Le´vy process independent of Z1. For each
m= 0,1, Zm is a CGMY process with Le´vy density given by
fm(x) = cm
e−γm−|x|
|x|1+βm 1{x<0}+ cm
e−γm+x
x1+βm
1{x>0}.
The parameter values of the stochastic volatility processes used in the simulation are
reported in Table 1. The initial value for the volatility processes σ2k,t is set at σ¯
2
k for
each k = 1,2, which ensures that E[σ2k,t] = σ¯
2
k for all t ∈ [0,1]. The specification of the
parameters in the CGMY processes is as follows. We set γm+ = 3, γm− = 5, βm = 0.5 for
every m= 0,1. c1 is selected such that the quadratic variation contributed by jumps in
X1 amounts to 15% in expectation, that is, E([Z1, Z1]1)/E([X
1,X1]1) = 0.15. Then c0 is
selected such that E([Z2, Z2]1)/E([X
2,X2]1) = 0.15. Finally, the correlation parameter
ρJ between the jump processes are set at 0.2. Note that Z
1 and Z2 can be exactly
simulated because we only consider the situation where they are of finite variation; see,
for example, [33] for details.
To generate observation times, we consider Lo–MacKinlay type sampling schemes il-
lustrated in Example 4.5. Two kinds of sequence (τi)
∞
i=0 of latent observation times are
considered: one is the equidistant sampling scheme τi = i/n and the other is the endoge-
nous sampling scheme defined by
τ0 = 0, τi+1 = inf{t > τi: W 1t −W 1τi−2
√
n(t−τi) =−2/
√
n}, i= 0,1, . . . , (5.1)
where we set n = 23400. Note that in the latter case the sequence (τi+1 − τi)∞i=0 is in-
dependent and identically distributed with the inverse Gaussian distribution with mean
1/n and variance 4/n2, thus we can exactly simulate τi’s (and construct the exactly
discretized path {Wτi} from {τi}). Furthermore, in both cases the corresponding condi-
tional expected duration processes G0 are identical with 1. The parameters p1 and p2
from Example 4.5, which denote the probabilities of observations occurring, are assumed
to be identical each other and varied thorough 1/3,1/5,1/10 and 1/30.
In constructing noisy prices Y , we first generate a discretized path Xτ0,Xτ1 , . . . of
X using a standard Euler scheme. After that, we add simulated microstructure noise
Yτi =Xτi + ǫτi by generating centered Gaussian i.i.d. variables ǫ
k
τ0 , ǫ
k
τ1 , . . . with standard
deviation 0.005. ǫ1 and ǫ2 are assumed to be mutually independent. Simulation results
are based on 10 000 Monte Carlo iterations for each scenario.
Following [14], the MRC estimator is implemented using the weight function g(x) =
x∧ (1−x) and the refresh time sampling method (the finite sample corrections explained
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Table 2. Simulation results of the standardized estimates
τi = i/n τi’s are defined by (5.1)
Coverage Coverage Coverage Coverage
Mean SD (95%) (99%) Mean SD (95%) (99%)
θ = 1/3
p1 = p2 = 1/3 −0.00 1.01 0.949 0.987 −0.00 1.02 0.948 0.987
p1 = p2 = 1/5 −0.01 1.02 0.946 0.987 −0.01 1.04 0.943 0.986
p1 = p2 = 1/10 −0.01 1.05 0.939 0.983 −0.01 1.06 0.937 0.984
p1 = p2 = 1/30 −0.03 1.09 0.928 0.979 −0.03 1.10 0.929 0.980
θ = 1
p1 = p2 = 1/3 −0.01 1.01 0.948 0.987 −0.01 1.01 0.949 0.989
p1 = p2 = 1/5 −0.01 1.01 0.948 0.987 −0.01 1.01 0.951 0.987
p1 = p2 = 1/10 −0.02 1.02 0.947 0.986 −0.02 1.02 0.948 0.987
p1 = p2 = 1/30 −0.03 1.03 0.946 0.985 −0.03 1.03 0.943 0.985
∗Note. We report the sample mean, standard deviation (SD) as well as the 95% and 99% coverages of
the standardized statistics (5.2) included in the simulation study.
in [14] are also included). We consider the window size kn of the form kn = ⌈θ
√
Nn1 ⌉,
and θ is selected among 1/3 and 1. The former value of θ corresponds to the one used in
(author?) [28], while the latter one does to the one used in (author?) [14]. We assess the
accuracy of the standard normal approximation of the infeasible standardized statistic
n1/4
MRC[Y ]n,121 − [X1,X2]1√
AVAR
, (5.2)
where AVAR is the theoretical asymptotic variance given in Theorem 3.1. Table 2 re-
ports the sample mean and standard deviation as well as 95% and 99% coverages of (5.2).
As the table reveals, the central limit theorem for (5.2) fairly works. As was expected
from the theory developed in the above, we find no significant difference of the results
between the exogenous and the endogenous sampling cases. At relatively low frequencies
like p1 = p2 = 1/10 or 1/30, the results for θ = 1 show the better performance than those
for θ = 1/3. This would be because kn is not sufficiently large in such a situation, in order
to work the averaging effect of the pre-averaging procedure explained in Remark 3.7.
6. Proof of Theorem 3.1
6.1. Preliminaries
6.1.1. Localization
Before starting the proof, we strengthen our assumptions [A1]–[A3] by localization pro-
cedures. First, a standard localization procedure, described in detail in Lemma 4.4.9
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of [31], for instance, allows us to replace the conditions [A2] and [A3] by the following
strengthened versions, respectively:
[SA2] We have [A2], and the processes Xt, bt, σt, b˜t and σ˜t are bounded. Also, bt
is (H∧t )-progressively measurable and σt is (H∧t )-adapted. Moreover, there are a con-
stant Λ and a non-negative bounded function γ on E such that
∫
γ(z)2λ(dz) <∞ and
‖δ(ω(0), t, z)‖ ∨ ‖δ˜(ω(0), t, z)‖≤ γ(z) and
E[‖bt1 − bt2‖2|Ft1∧t2 ] ≤ ΛE[|t1 − t2|̟|Ft1∧t2 ],
E[‖δ(t1, z)− δ(t2, z)‖2|Ft1∧t2 ] ≤ Λγ(z)2E[|t1 − t2|̟|Ft1∧t2 ]
for any bounded (F (0)t )-stopping times t1 and t2.
[SA3] There are a constant Γ> 4 and a constant Λ′ such that the process
∫ ‖z‖ΓQt(dz)
is bounded and
E[‖Υt1 −Υt2‖2|Ft1∧t2 ]≤ Λ′E[|t1 − t2|̟|Ft1∧t2 ]
for any bounded (F (0)t )-stopping times t1 and t2. Moreover, Υt is cadlag and (H∧t )-
adapted.
Next, we introduce a strengthened version of [A1]. In the following, we fix a constant
ξ ∈ (0,1) such that
ξ > 78 ∨ 12 (κ+ 32 )∨ (1−̟), (6.1)
and we set r¯n = n
−ξ.
[SA1] We have [A1], and for every n it holds that
sup
p≥0
(Tp − Tp−1)≤ r¯n. (6.2)
The following lemma allows us to replace [A1] by [SA1] via another localization argu-
ment. The proof is similar to that of Lemma 6.3 from [36], so we omit it.
Lemma 6.1. Assume [A1]. One can find sampling schemes (T˜p) and (τ˜
k
p ) (k = 1, . . . , d)
satisfying the following conditions:
(i) (T˜p) and (τ˜
k
p ) satisfy [SA1] with the same limiting processes G and χ as those of
the original sampling schemes.
(ii) For any t > 0 there is a subset Ω
(0)
n,t of Ω
(0) such that limnP
(0)(Ω
(0)
n,t) = 1. Moreover,
on Ω
(0)
n,t we have Tp ∧ t= T˜p ∧ t and τkp ∧ t= τ˜kp ∧ t for all k, p.
6.1.2. Outline of the proof
Here, we give a brief description of the scheme of the proof. First, for the proof it is
convenient to realize the processesW and Z on an extension of B(0) as in Remarks 3.8–3.9
(so we will use the notation introduced in these remarks in the following). For notational
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simplicity, we use the same letters P and E for the probability and the expectation with
respect to this extension.
Next we introduce some notation. We denote by Rm the set of all indices r such that
Sr = S(m
′, j) for some j ≥ 1 and some m′ ≤m. Also, we set
b(m)t = bt −
∫
Am∩{z: |δ(t,z)|≤1}
δ(t, z)λ(dz), B(m)t =
∫ t
0
b(m)s ds,
Mt =
∫ t
0
σs dWs,
C(m)t =X0 +B(m)t +Mt, J(m)t = δ1Am ⋆ µt, X(m)t =C(m)t + J(m)t,
Z(m)t =Xt −X(m)t = δ1Acm ⋆ (µ− ν)t.
These processes are well-defined under [SA2]. Furthermore, set Ip = [Tp−1, Tp) for every
p ∈ Z+. On the other hand, for any process V and any (random) interval I = [S,T ),
we define the random variable V (I) by V (I) = VT − VS . We also set I(t) = I ∩ [0, t) =
[S ∧ t, T ∧ t) for any t ∈ R+ and |I| = T − S. For any real-valued function u on [0,1],
we set unp = u(p/kn) for p = 0,1, . . . , kn. For any d-dimensional processes U , V , any
k, l ∈ {1, . . . , d} and any u, v ∈ {g, g′}, we define the process Ξ(k,l)u,v (U,V )n by
Ξ(k,l)u,v (U,V )
n
t =
1
ψ2kn
Nnt −kn+1∑
i=1
U(u)ki V (v)
l
i, t ∈R+,
where U(u)ki =
∑kn−1
p=0 u
n
pU
k(Ii+p) and V (v)
l
i is defined analogously. Moreover, we define
the d-dimensional process E by
Ekt =−
1
kn
∞∑
p=1
ǫkτkp 1{τkp≤t}, t ∈R+, k = 1, . . . , d.
It can easily been seen that E is a purely discontinuous locally square-integrable martin-
gale on B under [SA3]. Finally, for any d-dimensional process V we define the Rd ⊗Rd-
valued process Ξ[V ]n by
Ξ[V ]n,kl =Ξ(k,l)g,g (V,V )
n +Ξ
(k,l)
g,g′ (V,E)
n +Ξ
(l,k)
g,g′ (V,E)
n +Ξ
(k,l)
g′,g′(E,E)
n, k, l= 1, . . . , d.
Now we turn to the outline of the proof. In the first step, we show that the errors from
the interpolations to the synchronized sampling times are asymptotically negligible:
Proposition 6.1. Assume [SA1]–[SA3] and [A4](ii). Then n1/4(MRC[Y ]n − Ξ[X ]n +
ψ1
ψ2k2n
[Y,Y ]n)
ucp→ 0.
The proof of this proposition is an easy extension of that of Proposition 6.1 from [36],
so we omit it.
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In the next step, we decompose the quantity Ξ[X ]n as Ξ[X ]n =Ξ[X(m)]nt +(Ξ[X ]
n−
Ξ[X(m)]n) for each m, and show that the first term enjoys a central limit theorem for
any fixed m and the second term is negligible as m→∞. More precisely, we prove the
following propositions.
Proposition 6.2. Suppose that [SA1]–[SA3] and [A4] are satisfied. Then
n1/4
(
Ξ[X(m)]
n
t − [X(m),X(m)]t −
ψ1
ψ2k2n
[Y,Y ]nt
)
→ds Wt +Z(m)t
as n→∞ for any t > 0 and any m≥ 1, where Z(m)t =
∑
r∈Rm: Sr≤t(Zr + Z
∗
r).
When further X is continuous, the processes n1/4(Ξ[X ]n− [X,X ]− ψ1ψ2k2n [Y,Y ]
n) con-
verge stably in law to the process W for the Skorokhod topology.
Proposition 6.3. Suppose that [SA1]–[SA3] and [A4](ii) are satisfied. Then
Z(m)t→ds Zt (6.3)
as m→∞ and
lim sup
m→∞
lim sup
n→∞
P (n1/4‖Ξ[X ]nt −Ξ[X(m)]nt ‖> η) = 0 (6.4)
for any t, η > 0.
Combining Propositions 6.1–6.3 with Proposition 2.2.4 of [31], we obtain Theorem 3.1.
6.2. Proof of Proposition 6.2
Throughout the discussions, for (deterministic) sequences (xn) and (yn), xn . yn means
that there is a (non-random) constant K ∈ [0,∞) such that xn ≤Kyn for large n. We
also denote by E0 the conditional expectation given F (0), that is, E0[·] =E[·|F (0)].
The proof of Proposition 6.2 is divided into the following steps:
(i) Approximating the estimation error due to the diffusion part by a more tractable
one,
(ii) Proving a central limit theorem for the approximation constructed in (i),
(iii) Approximating the estimation error due to the jump part by a more tractable one
(Section 6.2.1),
(iv) Proving a local stable convergence result corresponding to Lemma 16.3.7 of [31]
(Section 6.2.2),
(v) Proving a joint limit theorem for the pair of the above approximations and com-
pleting the proof of the proposition (Section 6.2.3).
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The first two steps have already been carried out in [36]. For the later use, we summarize
the result in the following. We begin by introducing some notation. For any d-dimensional
processes U,V , any k, l ∈ {1, . . . , d} and any real-valued functions u, v on [0,1], we define
the processes M
(k,l)
u,v (U,V )n and L
(k,l)
u,v (U,V )n by
M
(k,l)
u,v (U,V )
n
t =
Nnt +1∑
q=2
Cnu,v(U)
k
qV
l(Iq), L
(k,l)
u,v (U,V )
n
t =M
(k,l)
u,v (U,V )
n
t +M
(l,k)
v,u (V,U)
n
t ,
where
Cnu,v(U)
k
q =
q−1∑
p=(q−kn)∨1
cnu,v(p, q)U
k(Ip), c
n
u,v(p, q) =
1
ψ2kn
p∧q∑
i=(p∨q−kn+1)∨1
unp−iv
n
q−i.
Moreover, define the Rd ⊗Rd-valued process L[M ]n by
L[M ]n,kl = L(k,l)g,g (M,M)
n +L
(k,l)
g,g′ (M,E)
n +L
(l,k)
g,g′ (M,E)
n +L
(k,l)
g′,g′(E,E)
n.
Then, we have the following results, which are proved as Proposition 6.2 and equation
(6.7) from [36]:
Proposition 6.4. Suppose that [SA1]–[SA3] and [A4](ii) are satisfied. Then
n1/4
(
Ξ[C(m)]
n −L[M ]n − [M,M ]− ψ1
ψ2k2n
[Y,Y ]n
)
ucp→ 0
as n→∞ for any m≥ 1.
Proposition 6.5. Suppose that [SA1]–[SA3] and [A4](ii) are satisfied. Then the pro-
cesses n1/4L[M ]n converge stably in law to W for the Skorokhod topology.
From the next section, we start the proofs of the remaining steps.
6.2.1. Approximation of the estimation error due to the jump part
In this subsection we fix t > 0 and m ∈ N, and denote by Ωn(t,m) the set on which
kn − 1≤NnSr− ≤Nnt − kn for all r ∈Rm such that Sr ≤ t. On this set, we have
n1/4Ξ(k,l)g,g (C(m), J(m))
n
t =
n1/4
ψ2kn
Nnt −kn+1∑
i=0
kn−1∑
p,q=0
gnp g
n
qC(m)
k(Ii+p)J(m)
l(Ii+q)
(6.5)
=
∑
r∈Rm: Sr≤t
{η+(n, r)k + η−(n, r)k}∆X lSr ,
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where 
η+(n, r) = n
1/4
NnSr−+kn∑
p=NnSr−+1
cng,g(p,N
n
Sr− +1)C(m)(Ip),
η−(n, r) = n1/4
NnSr−∑
p=(NnSr−−kn+2)+
cng,g(p,N
n
Sr− + 1)C(m)(Ip).
Similarly, on Ωn(t,m) we have
n1/4Ξ
(k,l)
g′,g (E, J(m))
n
t =
∑
r∈Rm: Sr≤t
{η′+(n, r)k + η′−(n, r)k}∆X lSr , (6.6)
where 
η′+(n, r)
k =−n
1/4
kn
NnSr−+kn∑
p=Nn
Sr−
+1
cng′,g(p,N
n
Sr− + 1)ǫ
k
τkp
,
η′−(n, r)
k =−n
1/4
kn
NnSr−∑
p=(Nn
Sr−
−kn+2)+
cng′,g(p,N
n
Sr− +1)ǫ
k
τkp
.
The aim of this subsection is to approximate η±(n, r) and η′±(n, r) by more tractable
quantities. Here, the major difficulty coming from the irregularity of the observation
times is the fact that NnSr− − kn +1 might not be a (G
(0)
Tp
)∞p=0-stopping time. Therefore,
we first “approximate” NnSr− − kn + 1 by a (G
(0)
Tp
)∞p=0-stopping time.
More precisely, set Sr = (Sr − knn logn)+ and S†r = (Sr − knn GnSr ∧ logn)+. Then, S†r is
a (G(0)t )-stopping time (Lemma 6.2), and thus NnS†r +1 is a (G
(0)
Tp
)∞p=0-stopping time, and
this variable gives an approximation of NnSr− − kn + 1 (Lemma 6.4).
Now we can define our tractable approximations of η±(n, r) and η′±(n, r) as follows. For
any non-negative random variable ρ and any real-valued function φ on [0,1], we define
the d′-dimensional variable L(φ, ρ)n = (L(φ, ρ)jn)1≤j≤d′ and the d-dimensional variable
L′(φ, ρ)n = (L′(φ, ρ)kn)1≤k≤d by
L(φ, ρ)jn = n
1/4
kn−1∑
w=1
φnwW
j(Ii(ρ)n+w), L
′(φ, ρ)kn =
n1/4
kn
kn−1∑
w=1
φnwǫ
k
τk
i(ρ)n+w
,
where we set i(ρ)n =Nnρ + 1 (recall that φ
n
w = φ(w/kn)). We also define the function φ˜
on [0,1] by φ˜(x) = φ(1− x). Then we set{
znr− = ψ
−1
2 L(φ˜g,g, S
†
r)n, z
n
r+ = ψ
−1
2 L(φg,g, Sr)n,
z′nr− =−ψ−12 L′(φ˜g′,g, S†r)n, z′nr+ =−ψ−12 L′(φg′,g, Sr)n.
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The aim of this subsection is to prove the following proposition.
Proposition 6.6. Suppose that [SA1]–[SA3] and [A4](ii) are satisfied. Then
η−(n, r) = σS†rz
n
r− + op(1), η+(n, r) = σSrz
n
r++ op(1), (6.7)
η′−(n, r) = z
′n
r− +op(1), η
′
+(n, r) = z
′n
r++ op(1). (6.8)
Now we start to justify that the variable Nn
S†r
+ 1 is an appropriate approximation of
NnSr− − kn + 1. In the remainder of this subsection we fix an index r ∈ Rm such that
Sr <∞.
Lemma 6.2. Under [SA1], S†r is a (G(0)t )-stopping time.
Proof. For any t≥ 0, we have {S†r ≤ t}= {Sr ≤ t+(kn/n)GnSr ∧ logn}∩{Sr ≤ t}. There-
fore, noting that Sr is G(0)0 -measurable, we obtain {S†r ≤ t} ∈ G(0)t . 
Lemma 6.3. Under [SA1], sup0<h<h0 |GSr− −G(Sr−h)+ |=Op(
√
h0) as h0 ↓ 0.
Proof. Define the processes G(m), G′(m) and G′′(m) by G(m)t =
∫ t
0 σ̂s dWs +
(δ̂1Acm∩{|δ˜|≤1}) ⋆ (µ − ν)t, G
′(m)t = (δ̂1Am∩{|δ˜|≤1} + δ̂1{|δ˜|>1}) ⋆ µt, and G
′′(m) = G −
G(m)−G′(m). Since G′(m) is piecewise constant, it is evident that sup0<h<h0 |G′(m)Sr−−
G′(m)(Sr−h)+ |=Op(
√
h0). Moreover, since G
′′(m) is absolutely continuous with a locally
bounded derivative, it also holds that sup0<h<h0 |G′′(m)Sr−−G′′(m)(Sr−h)+ |=Op(
√
h0).
On the other hand, let (GAmt ) be the smallest filtration containing (F (0)t ) such that
GAm0 contains the σ-field generated by the restriction of the measure µ to R+ × Am.
Then, by Proposition 2.1.10 of [31] G(m) is a locally square integrable martingale
with respect to (GAmt ) and its predictable quadratic variation is given by 〈G(m)〉 =∫ t
0
σ̂sσ̂
∗
s ds+ (δ˜
21Acm∩{|δ˜|≤1}) ⋆ ν, and G(m)Sr− =G(m)Sr . Since Sr is G
Am
0 -measurable,
(Sr − h)+ is a (GAmt )-stopping time for every h≥ 0. Therefore, the Lenglart inequality
implies that
P
(
sup
0≤h≤h0
|h−1/20 {G(m)Sr −G(m)(Sr−h)+}|2 >K
)
≤ K
′
K
+ P (h−10 |〈G(m)〉Sr − 〈G(m)〉(Sr−h0)+ |>K ′)
for any K,K ′ > 0, and thus a standard localization argument yields sup0≤h≤h0 |G(m)Sr−
G(m)(Sr−h)+ |=Op(
√
h0). This completes the proof of the lemma. 
Lemma 6.4. Under [SA1], NnSr− −NnS†r = kn + op(n
(1/2)−α′) for any α′ ∈ (0, (ξ − κ−
1
2 )∧ (ξ − 34 )∧̟).
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Proof. Since α′ < ξ − κ− 12 , by [SA1], we have
NnSr− −NnS†r =
NnSr−+1∑
p=1
E[n|Ip||G(0)Tp−1 ]
GnTp−1
1{Tp−1>S†r} +op(n
1/2−α′).
In particular, from this expression and [SA1], we deduce NnSr− −NnS†r = Op(
√
n logn).
Therefore, [SA1] yields
NnSr−+1∑
p=1
E
[∣∣∣∣nα′−1/2 n|Ip|GnTp−1 1{Tp−1>S†r}
∣∣∣∣2∣∣∣G(0)Tp−1]= n1+2α′ r¯2n N
n
Sr−
+1∑
p=1
1
GnTp−1
1{Tp−1>S†r} = op(1),
hence Lemma 2.3 of [18] implies that
NnSr− −NnS†r = n
NnSr−+1∑
p=1
|Ip|
GnTp−1
1{Tp−1>S†r} +op(n
(1/2)−α′).
Now [SA1], Lemma 6.3 and the fact that α′ <̟ ∧ 14 yield
n
NnSr−+1∑
p=1
( |Ip|
GnTp−1
− |Ip|
GnSr
)
1{Tp−1>S†r} = n
NnSr−+1∑
p=1
( |Ip|
GTp−1
− |Ip|
GSr
)
1{Tp−1>S†r} +op(n
(1/2)−α′)
= op(n
(1/2)−α′),
thus we have
NnSr− −NnS†r = n
NnSr−+1∑
p=1
|Ip|
GnSr
1{Tp−1>S†r} + op(n
(1/2)−α′) = kn
GnSr ∧ logn
GnSr
+ op(n
(1/2)−α′).
Since limnP (G
n
Sr
> logn) = 0, we obtain the desired result. 
Now we proceed to the main body of the proof of Proposition 6.6. Denote by Ωn(m)
the set on which |Sr1 − Sr2 | > (kn/n) logn for any r1, r2 ∈ Rm such that r1 6= r2 and
Sr1 , Sr2 <∞. Since Sr1 6= Sr2 if r1 6= r2 and Sr1 , Sr2 <∞, we have P (Ωn(m))→ 1 as
n→∞.
Lemma 6.5. Under [SA2], E[supSr≤s<Sr ‖σs − σSr‖2;Ωn(m)]. (kn/n) logn.
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Proof. Since no jump of the Poisson process 1Am ⋆µ occurs in [Sr, Sr) on the set Ωn(m),
we have σs = σ(m)s for every s ∈ [Sr, Sr) on this set, where
σ(m)s = σ0 +
∫ s
0
b˜(m)u du+
∫ s
0
σ˜u dWu + (δ˜1Acm) ⋆ (µ− ν)s,
b˜(m)u = b˜u −
∫
Am∩{z: |δ˜(u,z)|≤1}
δ˜(u, z)λ(dz).
On the other hand, by Proposition 2.1.10 of [31] we have E[supSr≤s<Sr ‖σ(m)s −
σ(m)Sr‖2]. knn logn, which implies the desired result. 
Proof of Proposition 6.6. Throughout the proof, we fix a constant α′ such that 1−ξ <
α′ < (ξ − κ− 12 )∧ (ξ − 34 )∧̟. Such an α′ exists due to (6.1).
First we prove the first equation of (6.7). Set Ωn = {NnSr− − kn + 1 ≥ 0}. By the
Lipschitz continuity of g,
η−(n, r)k =
n1/4
ψ2
NnSr−∑
p=NnSr−−kn+2
(φg,g)
n
Nn
Sr−
+1−pM
k(Ip) + op(1)
=
n1/4
ψ2
kn−1∑
w=1
(φ˜g,g)
n
wM
k(INn
Sr−
+1−kn+w) + op(1)
on Ωn. On the other hand, noting that we have
sup{‖Ms −Mr‖: |s− r| ≤ h, s, r ∈ [0, t]}=Op(
√
h| logh|)
as h ↓ 0 for any t > 0 due to a representation of a continuous local martingale with
Brownian motion and Le´vy’s theorem on the uniform modulus of continuity of Brownian
motion, summation by parts, (6.2) and Lemma 6.4 imply that
n1/4
kn−1∑
w=1
(φ˜g,g)
n
w{Mk(INnSr−+1−kn+w)−M
k(Ii(S†r )n+w)}
= n1/4
kn−2∑
w=1
{(φ˜g,g)nw − (φ˜g,g)nw+1}(MkTNn
Sr−
+1−kn+w
−MkT
i(S
†
r)
n+w
)
+ n1/4(φ˜g,g)
n
kn−1(M
k
TNn
Sr−
−MkT
i(S
†
r)
n+kn−1
)− n1/4(φ˜g,g)n1 (MkTNn
Sr−
+1−kn
−MkT
i(S
†
r)
n
)
= op(n
1/4
√
n1/2−α′−ξ logn) = op(n(1−ξ−α
′)/2
√
logn) = op(1)
on Ωn. Since limnP (Ωn) = 1, we conclude that
η−(n, r)k =
n1/4
ψ2
kn−1∑
w=1
(φ˜g,g)
n
wM
k(Ii(S†r )+w) + op(1).
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Next, noting that W is a d′-dimensional (G(0)t )-Brownian motion (recall that (G(0)t ) is
the smallest filtration containing (F (0)t ) such that G(0)0 contains the σ-field generated by
µ), we have
n1/4
kn−1∑
w=1
(φ˜g,g)
n
wM
k(Ii(S†r )+w)−
d′∑
j=1
σkjSr
zn,jr−
= n1/4
d′∑
j=1
kn−1∑
w=1
(φ˜g,g)
n
w
∫ T
i(S
†
r )
n+w
T
i(S
†
r )
n+w−1
(σkjs − σkjSr) dW
j
s ,
hence the Lenglart inequality implies that it is enough to show that
∆n :=
√
n
d′∑
j=1
kn−1∑
w=1
|(φ˜g,g)nw|2E
[∫ T
i(S
†
r)
n+w
T
i(S
†
r)
n+w−1
(σkjs − σkjSr )
2
ds
∣∣∣G(0)T
i(S
†
r)
n+w−1
]
→p 0.
Set
∆′n =
√
n
d′∑
j=1
kn−1∑
w=1
|(φ˜g,g)nw|2E
[∫ T
i(S
†
r)
n+w
T
i(S
†
r )
n+w−1
(σkjs − σkjSr)
2
ds
∣∣∣G(0)T
i(S
†
r )
n+w−1
]
1{T
i(S
†
r)
n+w−1
≤Sr}.
Then, since Ωn(m) ∈ G(0)0 , it holds that
E[∆′n;Ωn(m)].
√
n
d′∑
j=1
E
[∫ Ti(Sr)n
T
i(S
†
r )
n
(σkjs − σkjS†r )
2
ds;Ωn(m)
]
.
Now, Lemma 6.5, the boundedness of σ and (6.2) imply that
E
[∫ Ti(Sr)n
T
i(S
†
r)
n
(σkjs − σkjS†r )
2
ds;Ωn(m)
]
.
kn
n
(logn)E
[
sup
Sr≤s<Sr
(σkjs − σkjS†r )
2
;Ωn(m)
]
+ r¯n . r¯n,
hence we obtain E[∆′n;Ωn(m)].
√
nr¯n = o(1). Therefore, the equation limnP (Ωn(m)) =
1 and the Chebyshev inequality yield ∆′n = op(1). On the other hand, the boundedness
of σ, (6.2) and Lemma 6.4 imply that |∆n −∆′n| = op(n1−ξ−α
′
) = op(1). Consequently,
we obtain ∆n = op(1) and the first equation of (6.7) has been proved. On the other hand,
noting that NnSr −NnSr− ≤ 1 and Sr is an (F
(0)
t )-stopping time, the second equation of
(6.7) can be shown in a similar (and simpler) manner.
Next, we prove the first equation of (6.8). By the (piecewise) Lipschitz continuity of g
and g′, we have on Ωn
η′−(n, r)
k =− n
1/4
ψ2kn
NnSr−∑
p=(NnSr−−kn+2)+
(φg′,g)
n
Nn
Sr−
+1−pǫ
k
τkp
+ op(1).
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Moreover, by Lemma 6.4, [SA3] and the Lipschitz continuity of φg′,g we have
E0
[∣∣∣∣∣n1/4kn
{ NnSr−∑
p=(Nn
Sr−
−kn+2)+
(φg′,g)
n
Nn
Sr−
+1−pǫ
k
τkp
−
i(S†r)
n+kn−1∑
p=i(S†r )n+1
(φg′,g)
n
i(S†r)n+kn−pǫ
k
τkp
}∣∣∣∣∣
2]
=Op(n
−α′)
on Ωn. Since limnP (Ωn) = 1, we conclude that
η′−(n, r)
k =− n
1/4
ψ2kn
i(S†r )
n+kn−1∑
p=i(S†r)n+1
(φg′,g)
n
i(S†r )n+kn−pǫ
k
τkp
+ op(1) = z
′n,k
r− + op(1).
Similarly, we can prove the second equation of (6.8). 
6.2.2. An auxiliary local stable convergence result
In this subsection, we prove an auxiliary local stable convergence result corresponding
to Lemma 16.3.7 of [31]. The proof is close to that of the aforementioned lemma, but
there is a difference due to the additional randomness coming from the sampling times.
Furthermore, we can also simplify some parts of the proof because it is sufficient for
our purpose to prove a simpler consequence than that of the aforementioned lemma. For
these reasons, we give a complete proof.
The following lemma is a direct consequence of the Skorokhod representation theorem,
so we omit the proof:
Lemma 6.6. Let (fn) be a sequence of real-valued functions on R
D such that there exists
a constant K satisfying |fn(x)| ≤K and |fn(x)−fn(y)| ≤K‖x−y‖ for all x, y ∈RD and
every n. If a sequence (xn) of R
D-valued random variables converges in law to a variable
x, then E[fn(xn)]−E[fn(x)]→ 0.
The following lemma is the main result of this subsection. We denote by ND the
D-dimensional standard normal distribution.
Lemma 6.7. Assume that [SA1], [SA3] and [A4](ii) are satisfied. Suppose that for each
n there is a (G(0)t )-stopping time ρn. Suppose also that there is a finite-valued variable ρ
such that ρn→ ρ as n→∞ and one of the following two condition is satisfied:
(1) ρ > 0, P (Ti(ρn)n+kn−⌊nβ⌋ < ρ)→ 1 as n→∞ for some β ∈ (0, ξ − 1/2),
in which case we set G(ρ) =Gρ−, υ˜(ρ) = υ˜ρ− and G(0)(ρ) = G(0)ρ− ,
(2) ρn ≥ ρ for all n, in which case we set G(ρ) =Gρ, υ˜(ρ) = υ˜ρ and G(0)(ρ) = G(0)ρ
 .
(6.9)
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Let φ1 and φ2 be continuous real-valued functions φ1 and φ2 on [0,1]. Then, for any
F -measurable bounded variable U and any bounded Lipschitz function f on Rd′+d we
have
E[Uf(Ln, L
′
n)|Gρn ]
(6.10)
→p E
[
U
∫
f(‖φ1‖
√
θG(ρ)x,‖φ2‖
√
θ−1υ˜(ρ)y)Nd′(dx)Nd(dy)
∣∣∣G(0)(ρ)],
where Ln = L(φ1, ρn)n, L
′
n = L
′(φ2, ρn)n and ‖φj‖2 =
∫ 1
0
φj(x)
2 dx for j = 1,2.
Proof. Step 1. For k, l = 1, . . . , d we set Dkln =
1
kn
∑kn−1
w=1 |(φ2)nw|21{τki(ρn)n+w=τ li(ρn)n+w}.
We begin by proving Dkln →p ‖φ2‖2χkl(ρ), where we set χkl(ρ) = χklρ− in case (1) and χkl(ρ) =
χklρ in case (2). Since i(ρn) is a (G(0)Tp )∞p=0-stopping time, [SA1] and Lemma 2.3 of [18]
yield Dkln =
1
kn
∑kn−1
w=1 |(φ2)nw|2χklTi(ρn)n+w−1 +op(1). Since χkl is cadlag, (6.9) implies that
Dkln = ‖φ2‖2χkl(ρ) +op(1).
Step 2. From step 1, by considering an appropriate subsequence if necessary, without
loss of generality we may assume that there is a subset Ω0 of Ω
(0) such that P (0)(Ω0) = 1
and Dkln (ω
(0))→‖φ2‖2χkl(ρ)(ω(0)) for all ω(0) ∈Ω0.
Step 3. Fix ω(0) ∈Ω0, and consider the probability space (Ω(1),F (1),Q0), whereQ0(·) =
Q(ω(0), ·). Our aim in this step is to show that under Q0
L′n→d ‖φ2‖
√
θ−1υ˜(ρ)(ω(0))ζ′, (6.11)
where ζ′ is a standard d-dimensional normal variable independent of F .
For each w = 1, . . . , kn − 1 we define the d-dimensional variable ynw = (yn,kw )1≤k≤d by
yn,kw =
n1/4
kn
(φ2)
n
wǫ
k
τk
i(ρn)n(ω
(0))+w
.
Then yn1 , . . . , y
n
kn−1 are independent under Q0 and we have L
′
n(ω
(0), ·) =∑kn−1w=1 ynw. More-
over, by [SA3] we have
EQ0(y
n
w) = 0, EQ0(‖ynw‖4). k−2n ,
kn−1∑
w=1
EQ0 (‖ynw‖4)→ 0,
kn−1∑
w=1
EQ0(y
n,k
w y
n,l
w ) =
n1/2
k2n
kn−1∑
w=1
|(φ2)nw|2Υkl(ω(0))τk
i(ρn)n(ω
(0))+w
1{τk
i(ρn)n(ω
(0))+w
=τ l
i(ρn)n(ω
(0))+w
}.
Since Υ is cadlag, (6.9) and the fact that n1/2/kn → θ−1 yield
∑kn−1
w=1 EQ0 (y
n,k
w y
n,l
w ) =
θ−1Υkl(ρ)(ω
(0))Dkln (ω
(0)) + op(1), where we set Υ
kl
(ρ) =Υ
kl
ρ− in case (1) and Υkl(ρ) =Υ
kl
ρ in
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case (2). Since ω(0) ∈Ω(0), this implies that
kn−1∑
w=1
EQ0(y
n,k
w y
n,l
w )→p ‖φ2‖2θ−1Υkl(ρ)(ω(0))χkl(ρ)(ω(0)).
Now a standard central limit theorem on row-wise independent triangular arrays of in-
finitesimal variables (e.g., Theorem 2.2.14 of [31]) yields (6.11).
Step 4. In this step, we shall show the following convergence for Ln:
Ln→d
√
Φ22θG(ρ)ζ, (6.12)
where ζ is a standard d′-dimensional normal variable independent of F . Unlike step 3,
here the limiting variable is mixed normal, so we cannot rely on the standard central
limit theorem used in step 3. Instead, we use the classic mixed normal limit theorem of
(author?) [20].
Fix u ∈ Rd′ arbitrarily and set y(u)nw = n1/4(φ1)nwu∗W (Ii(ρn)n+w) for each w =
1, . . . , kn− 1. Then y(u)nw is GTi(ρn)n+w -measurable and u∗Ln =
∑kn−1
w=1 y(u)
n
w. Therefore,
noting that G and G− do not vanish, it suffices to verify the following four conditions
according to [20] and the Crame´r–Wold method:
E
[
max
1≤w≤kn−1
|y(u)nw|2
]
→ 0, (6.13)
kn−1∑
w=1
|y(u)nw|2 − ‖u‖2‖φ1‖2θGρn →p 0, (6.14)
‖u‖2‖φ1‖2θGρn →p ‖u‖2‖φ1‖2θG(ρ), (6.15)
kn−1∑
w=1
|E[y(u)nw|GTi(ρn)n+w−1 ]| →p 0. (6.16)
Equation (6.13) follows from (6.2) and Le´vy’s theorem on the uniform modulus of con-
tinuity of Brownian motion. Next, [SA1] and Lemma 2.3 of [18] imply that
kn−1∑
w=1
|y(u)nw|2 = ‖u‖2
√
n
kn−1∑
w=1
(φ1)
n
w|Ii(ρn)n+w|+ op(1) =
‖u‖2√
n
kn−1∑
w=1
(φ1)
n
wGTi(ρn)n+w−1 +op(1),
hence we obtain (6.14) because G is cadlag. Finally, the fact that G is cadlag and (6.9)
yield (6.15), while we have E[y(u)nw|GTi(ρn)n+w−1 ] = 0 because W is a d′-dimensional
(Ft)-Brownian motion independent of G, hence (6.16) holds true.
Step 5. We denote by Ψn(U) and Ψ(U) the left-hand and right-hand sides of (6.10),
respectively. In this step, we show that it is enough to prove
Ψn(1)→p Ψ(1). (6.17)
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In fact, assume this, and take an arbitrary bounded variable U . We consider the cadlag
version of the bounded martingale Ut =E(U |G(0)t ).
First, suppose that we are in case (1). Set kn = kn−⌊nβ⌋ and define the d′-dimensional
variable Ln = (L
j
n)1≤j≤d′ and the d-dimensional variable L
′
n = (L
′
n)1≤k≤d by
Ljn = n
1/4
kn∑
w=1
(φ1)
n
wW
j(Ii(ρ)n+w), L
′k
n =
n1/4
kn
kn∑
w=1
(φ2)
n
wǫ
k
τk
i(ρ)n+w
.
Then, since E[‖Ln−Ln‖2].
√
nnβ r¯n and E[‖L′n−L′n‖2].
√
nk−2n n
β , by the bounded-
ness of U and the Lipschitz continuity of f it holds that Ψn(U)−Ψn(U)→p 0 and Ψn(1)−
Ψn(1) →p 0, where Ψn(U) = E[Uf(Ln, L′n)|Gρn ]. In particular, to prove (6.17) it is
enough to show that Ψn(U)→p Ψ(U). Now, since both Gρ− and υ˜ρ− are G(0)ρ− -measurable,
we have Ψ(U) = Uρ−Ψ(1) because Uρ− = E[U |G(0)ρ− ]. Also, f(Ln, L′n) in restriction to
the set Ωn = {ρ > Ti(ρn)n+kn} is Gρ−-measurable, so Ψn(U) = Ψn(Uρ−) on Ωn. We also
obviously have Ψn(Uρn) = Ψn(1)Uρn →p Ψ(1)Uρ− by (6.17), Ψn(1) − Ψn(1)→p 0 and
Uρn → Uρ−, while P (Ωn)→ 1 by assumption. Now, since E[|Ψn(Uρn) − Ψn(Uρ−)|] ≤
‖f‖∞E[|Uρn −Uρ−|]→ 0 by the boundedness of f and U , Uρn →Uρ− on Ωn and the fact
that P (Ωn)→ 1, we obtain the desired result.
Next, suppose that we are in case (2). Then Ψ(U) = UρΨ(1) because Ψ(1) is G(0)ρ -
measurable, and also Ψn(Uρ) = UρΨn(1) because ρn ≥ ρ. Moreover, setting ρ′n = ρn +
knr¯n, Ψn(1) is Gρ′n -measurable due to (6.2), so Ψn(U) = Uρ′nΨn(1). Since ρ′n → ρ and
ρ′n > ρ, we have Uρ′n → Uρ, and the same arguments as above shows that Ψn(Uρ′n) −
Ψn(Uρ)→p 0, thus the desired result is obtained.
Step 6. Now we finish the proof by proving the convergence (6.17). First, for each
ω(0) ∈Ω0 define the function hnω(0) on Rd by hnω(0)(y) = f(Ln(ω(0)), y). Then, noting that
f is bounded and Lipschitz continuous, Lemma 6.6 and (6.11) imply that∫
hnω(0)(L
′
n(ω
(1)))Q(ω(0),dω(1))−
∫
hnω(0)(‖φ2‖
√
θ−1υ˜(ρ)(ω(0))y)Nd(dy)→ 0.
Since f is bounded and P (Ω0) = 1, this convergence and the bounded convergence the-
orem yield
Ψn(1)−E
[∫
f(Ln,‖φ2‖
√
θ−1υ˜(ρ)y)Nd(dy)
∣∣∣Gρn]→p 0.
Next, since f is Lipschitz continuous and υ˜ is cadlag and bounded, by (6.9) we obtain
Ψn(1)−E
[∫
f(Ln,‖φ2‖
√
θ−1υ˜ρny)Nd(dy)
∣∣∣Gρn]→p 0. (6.18)
Now, noting that W is a standard d′-dimensional Brownian motion with respect to (Gt),
by the strong Markov property of a Brownian motion (Wρn+t−Wρn)t≥0 is independent
32 Y. Koike
of Gρn , hence we have
E
[∫
f(Ln,‖φ2‖
√
θ−1υ˜ρny)Nd(dy)
∣∣∣Gρn]= ∫ f(x,‖φ2‖√θ−1υ˜ρny)Pn(dx)Nd(dy), (6.19)
where Pn is the law of Ln under P
(0). Then, again using the Lipschitz continuity of f
and the cadlag property of υ˜ as well as (6.9), we obtain∫
f(x,‖φ2‖
√
θ−1υ˜ρny)P
n(dx)Nd(dy)−
∫
f(x,‖φ2‖
√
θ−1υ˜(ρ)y)Pn(dx)Nd(dy)→p 0,
hence (6.12) yields∫
f(x,‖φ2‖
√
θ−1υ˜ρny)P
n(dx)Nd(dy)
(6.20)
→p
∫
f(‖φ1‖
√
θG(ρ)x,‖φ2‖
√
θ−1υ˜(ρ)y)Nd′(dx)Nd(dy).
Equations (6.18)–(6.20) imply that (6.17) holds true, and thus we complete the proof. 
6.2.3. A joint convergence result and the proof of Proposition 6.2
In this subsection, we prove a joint convergence result for the pair (n1/4L[M ]n, (znr−, z
′n
r−,
znr+, z
′n
r+)r≥1) and complete the proof of Proposition 6.2.
For the proof, we use some elementary results on the Skorokhod topology. For any
k ∈N, denote by Dk (resp., Dk×k) the space of Rk-valued (resp., Rk ⊗Rk-valued) cadlag
functions on R+ equipped with the Skorokhod topology. For any x ∈Dk and any t ∈R+,
we define the function xt by xt(s) = x(s ∧ t) for s ∈ R+. We evidently have xt ∈ Dk.
On the other hand, for any S ≥ 0 we define the function πS from Dd×d into itself by
πS(x)(t) = x(t− S)1{t≥S}.
The following two lemmas can be shown using basic properties of the Skorokhod topol-
ogy, so we omit the proofs.
Lemma 6.8. The map R+ ×Dk ∋ (t, x) 7→ xt ∈ Dk is continuous at every point (t, x) ∈
R+ × Dk such that x is continuous at t, where the space R+ × Dk is equipped with the
product topology.
Lemma 6.9. πS is a continuous function of D
d×d into itself.
Now we are ready to prove the following joint convergence result:
Proposition 6.7. Suppose that [SA1]–[SA3] and [A4] are satisfied. Then
(n1/4L[M ]n, (znr−, z
′n
r−, z
n
r+, z
′n
r+)r≥1)→ds (W , (zr−, z′r−, zr+, z′r+)r≥1)
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as n→∞ for the product topology on the space Dd×d × (R2(d+d′))N, where{
zr− = ψ−12
√
Φ22θGSr−Ψr−, zr+ = ψ
−1
2
√
Φ22θGSrΨr+,
z′r− = ψ
−1
2
√
Φ12θ−1υ˜Sr−Ψ
′
r−, z
′
r+ = ψ
−1
2
√
Φ12θ−1υ˜SrΨ
′
r+.
Proof. Step 1. It suffices to prove
(n1/4L[M ]n, (znr−, z
′n
r−, z
n
r+, z
′n
r+)r∈R)→ds (W , (zr−, z′r−, zr+, z′r+)r∈R) (6.21)
in Dd×d × R2(d′+d)#R for any finite subset R of N, and we prove this by induction on
the number #R of the elements in the set R. First, (6.21) holds true when #R= 0 due
to Proposition 6.5. Next, let J ∈N and assume that (6.21) holds true when #R= J − 1.
Then, we need to prove (6.21) for the case that #R= J . We write R= {r1, . . . , rJ} with
Sr1 < · · ·< SrJ .
Step 2. Before stating the detailed proof, we briefly explain the intuition behind the
proof. The basic idea is the same as in the proof of Theorem 4.3.1 from [31]. Namely,
for each β > 0 we set Sβ− = (SrJ − β)+ and Sβ+ = Sβ+, and divide n1/4L[M ]n into the
summands containing the data observed in the interval [Sβ−, Sβ+] and the remaining
ones. Then we prove the negligibility of the former part (as β→ 0) and the joint limit
theorem of the latter part and (znr−, z
′n
r−, z
n
r+, z
′n
r+)r∈R. More formally, we set L̂(β)
n =
n1/4(L[M ]n)S
β+ − n1/4(L[M ]n)Sβ− and Ŵ(β) =WSβ+ −WSβ− , and show that
limsup
β→0
lim sup
n→∞
P
(
sup
0≤t≤T
‖L̂(β)nt ‖> η
)
= 0,
(6.22)
limsup
β→0
P
(
sup
0≤t≤T
‖Ŵ(β)t‖> η
)
= 0
for any T, η > 0 and that
(n1/4L[M ]n − L̂(β)n, (znr−, z′nr−, znr+, z′nr+)r∈R)
(6.23)
→ds (W −Ŵ(β), (zr−, z′r−, zr+, z′r+)r∈R)
in Dd×d × R2(d′+d)J as n →∞ for any fixed β > 0. Then, Proposition 2.2.4 of [31]
yields (6.21).
However, to prove (6.23) we need a different approach from the one of [31] be-
cause we cannot argue conditionally on the increments of W consisting of the obser-
vations in [Sβ−, Sβ+] as [31] do, which is due to the time endogeneity. For this reason
we further decompose n1/4L[M ]n − L̂(β)n as n1/4L[M ]n − L̂(β)n = Lˇn + L˜(β)n, where
Lˇn = (n1/4L[M ]n)S
β−
. Roughly speaking, Lˇn consists of the data observed before Sβ−,
while L˜(β)n consists of those observed after Sβ+. By Proposition VI-1.23 of [32] and the
continuous mapping theorem (6.23) follows once we show that
(Lˇn, L˜(β)n, (znr−, z
′n
r−, z
n
r+, z
′n
r+)r∈R)→ds (WSrJ ,W˜(β), (zr−, z′r−, zr+, z′r+)r∈R) (6.24)
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in Dd×d × Dd×d × R2(d′+d)J as n→∞. The strategy of the proof of (6.24) is, roughly
speaking, as follows. We first prove a stable limit theorem for L˜(β)n conditionally on
FSβ+ (this will be done in step 5; the assumption [A4](i) is necessary for this part). Then
we obtain a joint stable limit theorem for L˜(β)n and (znrJ−, z
′n
rJ−, z
n
rJ+, z
′n
rJ+) conditionally
on GS†rJ by virtue of Lemma 6.7 (step 7). Finally, from the assumption of the induction
we will obtain the desired result (step 8).
Step 3. We begin with proving (6.22). The second equation immediately fol-
lows from the continuity of the process W . On the other hand, for any β > 0 we
have (Sβ−, Sβ+, n1/4L[M ]n) →ds (Sβ−, Sβ+,W) as n → ∞ in R+ × R+ × Dd×d by
Proposition 6.5, hence Lemma 6.8 and the continuous mapping theorem imply that
(n1/4(L[M ]n)S
β+
, n1/4(L[M ]n)S
β−
) →ds (WSβ+ ,WSβ−) as n → ∞ in Dd×d × Dd×d.
Therefore, Propositions VI-1.23 and VI-2.4 of [32] as well as the continuous mapping
theorem yield sup0≤t≤T ‖L̂(β)nt ‖ →ds sup0≤t≤T ‖W(β)t‖ as n→∞. In particular, we
have
limsup
n→∞
P
(
sup
0≤t≤T
‖L̂(β)nt ‖> η
)
≤ P
(
sup
0≤t≤T
‖W(β)t‖ ≥ η
)
,
hence we also obtain the first equation (6.22).
Step 4. Now we start the proof of (6.24). First, due to the property of the product
topology it suffices to prove the following convergence:
E
[
ζf1(Lˇ
n)f2(L˜(β)
n)
J∏
j=1
Y nj−Y
n
j+
]
→E
[
ζf1(WSrJ )f2(W˜(β))
J∏
j=1
Yj−Yj+
]
(6.25)
as n→∞, where ζ is any bounded F (0)-measurable variable, f1 and f2 are bounded
Lipschitz functions on Dd×d, and Y nj± = Fj±(z
n
rj±, z
′n
rj±) and Yj± = Fj±(zrj±, z
′
rj±) with
Fj− and Fj+ being bounded Lipschitz functions on Rd
′+d for every j = 1, . . . , J .
Step 5. We begin with proving
E
[
ζf1(Lˇ
n)f2(L˜(β)
n)
J∏
j=1
Y nj−Y
n
j+
]
−E
[
ζf1(Lˇ
n)f2(W˜(β))
J∏
j=1
Y nj−Y
n
j+
]
→ 0 (6.26)
as n→∞. First, we introduce some notation. For any d-dimensional processes U,V , any
u, v ∈ {g, g′} and any k, l= 1, . . . , d, we define the process L˜(k,l)u,v (U,V )n in the same way
as that of L
(k,l)
u,v (U,V )n with replacing (Tp)p≥0 by (T˜p)p≥0 := (Ti(Sβ+)n+1+p − Sβ+)p≥0.
Also, for any process V we define the process
◦
V by
◦
Vt = VSβ++t − VSβ+ , and define the
R
d ⊗Rd-valued process L˜n by
L˜n,kl = n1/4{L˜(k,l)g,g (
◦
M,
◦
M)n + L˜
(k,l)
g,g′ (
◦
M,
◦
E)n + L˜
(l,k)
g,g′ (
◦
M,
◦
E)n + L˜
(k,l)
g′,g′(
◦
E,
◦
E)n}.
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Then it can easily be seen that L˜(β)n − πSβ+(L˜n) ucp→ 0 as n→∞. Therefore, by the
Lipschitz continuity of f2 as well as the boundedness of ζ, f1 and Y
n
j± we have
E
[
ζf1(Lˇ
n)f2(L˜(β)
n)
J∏
j=1
Y nj−Y
n
j+
]
−E
[
ζf1(Lˇ
n)f2(πSβ+(L˜
n))
J∏
j=1
Y nj−Y
n
j+
]
→ 0 (6.27)
as n→∞.
Now we consider a regular conditional probability p(0)(ω(0), ·) of P (0) given F (0)
Sβ+
.
Such one exists because of the assumption [A4](i). We also consider a filtration (
◦F (0)t )t≥0
of F (0) defined by ◦F (0)t = F (0)Sβ++t, and for each ω0 ∈ Ω(0) we introduce a stochas-
tic basis B(0)ω0 := (Ω(0),F (0), (
◦F (0)t ), p(0)(ω0, ·)). For each t ∈ R+ we also introduce a
transition probability
◦
Qt(ω
(0),du) from (Ω(0),
◦F (0)t ) into Rd by setting
◦
Qt(ω
(0),A) =
QSβ+(ω(0))+t(ω
(0),A) for each Borel set A of Rd. Note that the process (
◦
Qt(·,A))t≥0 is
(
◦F (0)t )-progressively measurable because of [A4](ii) and Theorem IV-57 of [41]. Now, by
replacing B(0), Qt(ω(0),du) and (T ni ) with B(0)ω0 ,
◦
Qt(ω
(0),du) and the increasing reorder-
ing of {τ˜kp := τki(Sβ+)n+1+p − Sβ+: k = 1, . . . , d and p≥ 0}, respectively, we introduce the
new stochastic basis Bω0 = (Ω,F , (
◦Ft), Pω0) instead of B.
By the strong Markov property of a Brownian motion
◦
W is a d′-dimensional standard
Brownian motion on B(0)ω0 . Moreover, defining the random measure ◦µ by ◦µ((0, t]×A) =
µ((Sβ+, Sβ++ t]×A), the strong Markov property of a Poisson random measure implies
that
◦
µ is a Poisson random measure on B(0)ω0 with compensator ν. We also have
◦
Mt =
∫ t
0
σSβ++s d
◦
Ws,
σSβ++t = σSβ+ +
∫ t
0
b˜Sβ++s ds+
∫ t
0
σ˜Sβ++s d
◦
Ws + (
◦
δ˜1
{|
◦
δ˜|≤1}
) ⋆ (
◦
µ− ν)t + (
◦
δ˜1
{|
◦
δ˜|>1}
) ⋆
◦
µt,
GSβ++t =GSβ+ +
∫ t
0
b̂Sβ++s ds+
∫ t
0
σ̂Sβ++s d
◦
Ws + (
◦
δ̂1
{|
◦
δ̂|≤1}
) ⋆ (
◦
µ− ν)t + (
◦
δ̂1
{|
◦
δ̂|>1}
) ⋆
◦
µt,
where for a function η on Ω(0) × R+ × E the function ◦η on Ω(0) × R+ × E is defined
by
◦
η(ω(0), t, z) = η(ω(0), Sβ+(ω(0)) + t, z). Therefore, noting that for any F -measurable
variable x and any sub σ-filed H of F we have EPω0 [x|H] =E[x|H] as long as F
(0)
Sβ+
⊂H,
it can easily been shown that the conditions [SA1]–[SA3] are satisfied with replacing B,
X , (Tp), (τ
k
p ), Gt and χt by Bω0 ,
◦
M , (T˜p), (τ˜
k
p ), GSβ++t and χSβ++t, respectively.
Consequently, Proposition 6.5 and Lemma 6.9 as well as the continuous mapping the-
orem yield
EPω0 [ζf2(πSrJ (ω0)+β(L˜
n))]→Ep(0)(ω0,·)[ζf2(πSrJ (ω0)+β(
◦W))].
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Therefore, noting that EPω0 [·] = E[·|FSβ+ ](ω0) and Ep(0)(ω0,·)[ζf2(πSrJ (ω0)+β(
◦W))] =
E[ζf2(πSrJ (ω0)+β(
◦W))|FSβ+ ](ω0) for almost all ω0 (with respect to P (0)) and that
f1(Lˇ
n)
∏J
j=1 Y
n
j−Y
n
j+ is bounded and FSβ+ -measurable (for sufficiently large n; note that
Sβ− is an (FSβ++t)-stopping time), the bounded convergence theorem implies that
E
[
ζf1(Lˇ
n)f2(πSβ+(L˜
n))
J∏
j=1
Y nj−Y
n
j+
]
−E
[
ζf1(Lˇ
n)f2(πSβ+(
◦W))
J∏
j=1
Y nj−Y
n
j+
]
→ 0.
Since πSβ+(
◦W) = W˜(β), by (6.27) and the above convergence we obtain (6.26).
Step 6. In this step, we prove
E[ζ′Y nJ−Y
n
J+|GS†rJ ]→
p E[ζ′YJ−YJ+|G(0)SrJ− ], (6.28)
where ζ′ = E[ζf2(W˜(β))|F (0)]. Fix a constant α′ such that 1 − ξ < α′ < (ξ − κ− 12 ) ∧
(ξ− 34 )∧̟. Then, set kn = kn−⌊n1/2−α
′⌋ and define the d′-dimensional variable znrJ− =
(zn,jrJ−)1≤j≤d′ and the d-dimensional variable z
′n
rJ− = (z
′n,k
rJ−)1≤k≤d by
zn,jrJ− = n
1/4
kn∑
w=1
(φ˜g,g)
n
wW
j(Ii(S†r )n+w), z
′n,k
rJ− =−
n1/4
kn
kn∑
w=1
(φ˜g′,g)
n
wǫ
k
τk
i(S
†
r)
n+w
,
and put Y nJ− = FJ−(z
n
rJ−, z
′n
rJ−). Since E[‖znrJ− − znrJ−‖2] . n1−α
′−ξ and E[‖z′nrJ− −
z′nrJ−‖2] . n−α
′
by [SA1]–[SA3] and the optional sampling theorem, we have Y nJ− −
Y nJ− →p 0 due to the Lipschitz continuity of FJ−. Therefore, by virtue of the bound-
edness of ζ′ and FJ+, for the proof of (6.28) it is enough to prove
E[ζ′Y nJ−Y
n
J+|GS†rJ ]→
p E[ζ′YJ−YJ+|G(0)SrJ− ]. (6.29)
Now, Lemma 6.7 yields E[ζ′Y nJ+|GSrJ ] →p E[ζ′YJ+|G
(0)
SrJ
]. Moreover, setting Ωn =
{Ti(S†rJ )+k¯n < SrJ}, we have
E[ζ′Y nJ−Y
n
J+1Ωn |GS†rJ ] =E[Y
n
J−E[ζ
′Y nJ+|GSrJ ]1Ωn |GS†rJ ].
Since limnP (Ωn) = 1 by Lemma 6.4, the boundedness of ζ
′ and FJ± and the bounded
convergence theorem imply that
E[ζ′Y nJ−Y
n
J+|GS†rJ ]−E[ζ
′′Y nJ−|GS†rJ ]→
p 0, (6.30)
where ζ′′ =E[ζ′YrJ+|G(0)SrJ ]. On the other hand, Lemma 6.7 again yields E[ζ
′′Y nJ−|GS†rJ ]→
p
E[ζ′′YJ−|G(0)SrJ−]. Since Y
n
J−−Y nJ−→p 0 and ζ′′ and FJ− are bounded, the bounded con-
vergence theorem again implies that
E[ζ′′Y nJ−|GS†rJ ]→
p E[ζ′′YJ−|G(0)SrJ− ]. (6.31)
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Equations (6.30) and (6.31) yield (6.29).
Step 7. Set Ω′n = {SrJ−1 + knr¯n < S†rJ} if J > 1 and Ω′n =Ω otherwise. Then we have
E
[
ζf1(Lˇ
n)f2(W˜(β))
J∏
j=1
Y nj−Y
n
j+;Ω
′
n
]
=E
[
f1(Lˇ
n)
J−1∏
j=1
Y nj−Y
n
j+E[ζ
′Y nJ−Y
n
J+|GS†rJ ];Ω
′
n
]
.
Therefore, by (6.28) and the boundedness of ζ′, f1 and Fj± we obtain
E
[
ζf1(Lˇ
n)f2(W˜(β))
J∏
j=1
Y nj−Y
n
j+;Ω
′
n
]
−E
[
ζˇf1(Lˇ
n)
J−1∏
j=1
Y nj−Y
n
j+;Ω
′
n
]
→ 0,
where ζˇ =E[ζ′YJ−YJ+|G(0)SrJ− ]. Since limnP (Ω
′
n) = 1, we conclude that
E
[
ζf1(Lˇ
n)f2(W˜(β))
J∏
j=1
Y nj−Y
n
j+
]
−E
[
ζˇf1(Lˇ
n)
J−1∏
j=1
Y nj−Y
n
j+
]
→ 0. (6.32)
Step 8. Now we are ready to prove (6.25). From (6.26) and (6.32) it remains to prove
E
[
ζˇf1(Lˇ
n)
J−1∏
j=1
Y nj−Y
n
j+
]
→E
[
ζf1(WSrJ )f2(W˜(β))
J∏
j=1
Yj−Yj+
]
. (6.33)
By the assumption of the induction, we have
(n1/4L[M ]n, (znrj−, z
′n
rj−, z
n
rj+, z
′n
rj+)
J−1
j=1 )→ds (W , (zrj−, z′rj−, zrj+, z′rj+)J−1j=1 )
in Dd×d×R2(d′+d)(J−1) as n→∞. Therefore, by Lemma 6.8 and the continuous mapping
theorem we obtain
(Lˇn, (znrj−, z
′n
rj−, z
n
rj+, z
′n
rj+)
J−1
j=1 )→ds (WSrJ , (zrj−, z′rj−, zrj+, z′rj+)
J−1
j=1 )
in Dd×d × R2(d′+d)(J−1). This implies that E[ζˇf1(Lˇn)
∏J−1
j=1 Y
n
j−Y
n
j+]→ E[ζˇf1(WSrJ )×∏J−1
j=1 Yj−Yj+]. Now, since ζf2(W˜(β)) is independent of YJ± by construction, we have
ζˇ = E[ζf2(W˜(β))YJ−YJ+|G(0)SrJ− ]. Moreover, since ζf2(W˜(β))YJ−YJ+ is independent of
Y1±, . . . , Y(J−1)± by construction, we conclude that
E
[
ζˇf1(WSrJ )
J−1∏
j=1
Yj−Yj+
]
=E
[
ζf1(WSrJ )f2(W˜(β))
J∏
j=1
Yj−Yj+
]
,
hence we obtain (6.33). 
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Proof of Proposition 6.2. First, by Propositions 6.4–6.7 as well as properties of stable
convergence, we have(
n1/4
(
Ξ[C(m)]
n − [M,M ]− ψ1
ψ2k2n
[Y,Y ]n
)
, (η−(n, r), η′−(n, r), η+(n, r), η
′
+(n, r))r≥1
)
→ds (W , (σSr−znr−, z′nr−, σSrznr+, z′nr+)r≥1).
The second claim immediately follows from this convergence. On the other hand, since
equations (6.5)–(6.6) holds on the set Ωn(t,m) (recall that Ωn(t,m) is defined at the
beginning of Section 6.2.1), we obtain
n1/4
(
Ξ[X(m)]
n
t − (Ξ(k,l)g,g (J(m), J(m))nt )1≤k,l,≤d − [M,M ]t −
ψ1
ψ2k2n
[Y,Y ]nt
)
(6.34)
→ds Wt +Z(m)t
by the continuous mapping theorem and the fact that (3.2) yields limn→∞P (Ωn(t,m)) =
1.
Next, let Ω′n(m) be the set on which |Sr1 − Sr2 |> knr¯n for any r1, r2 ∈Rm such that
r1 6= r2 and Sr1 , Sr2 <∞. Then we have
Ξ(k,l)g,g (J(m), J(m))
n
t =
1
ψ2
∑
r∈Rm: Sr≤t
(
1
kn
kn−1∑
i=1
gni g
n
i
)
∆XkSr∆X
l
Sr ,
on the set Ω′n(m)∩Ωn(t,m). Since 1kn
∑kn−1
i=1 g
n
i g
n
i = ψ2 +O(k
−1
n ) by the Lipschitz con-
tinuity of g and limnP (Ω
′
n(m)∩Ωn(t,m)) = 1, we obtain
n1/4
{
Ξ(k,l)g,g (J(m), J(m))
n
t −
∑
r∈Rm: Sr≤t
∆XkSr∆X
l
Sr
}
→p 0. (6.35)
Finally, since
[X(m)k,X(m)l]t = [M
k,M l]t +
∑
r∈Rm: Sr≤t
∆XkSr∆X
l
Sr ,
(6.34) and (6.35) imply the first claim of the proposition. 
6.3. Proof of Proposition 6.3
We decompose the target quantity as
Ξ[X ]n,klt −Ξ[X(m)]n,klt
(6.36)
= {Ξ(k,l)g,g (X,X)n −Ξ(k,l)g,g (X(m),X(m))n}+Ξ(k,l)g,g′ (Z(m),E)n +Ξ(l,k)g,g′ (Z(m),E)n.
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We start by proving the negligibility of the second and the third terms in the right-hand
side of the above equation, which can be shown by an easy calculation.
Lemma 6.10. Under the assumptions of Proposition 6.3, it holds that
lim sup
m→∞
lim sup
n→∞
P (n1/4|Ξ(k,l)g,g′ (Z(m),E)nt |> η) = 0
for any t, η > 0.
Proof. First, since E0[E(g
′)liE(g
′)lj ] = 0 if |i − j| ≥ kn and |E0[E(g′)liE(g′)lj ]| . k−1n
by [SA3] and the definition of E, we have
E[|n1/4Ξ(k,l)g,g′ (Z(m),E)nt |2].
√
n
k2n
E
[Nnt −kn+1∑
i=1
|Z(m)(g)ki |2
]
.
Next, the definition of Z(m) and the optimal sampling theorem yield
E
[√
n
k2n
Nnt −kn+1∑
i=1
|Z(m)(g)ki |2
]
≤ E
[√
n
k2n
∞∑
i=1
∣∣∣∣∣
kn−1∑
p=0
gnpZ(m)
k(Ii+p(t))
∣∣∣∣∣
2]
≤
√
n
k2n
‖g‖∞γmE
[ ∞∑
i=1
kn−1∑
p=0
|Ii+p(t)|
]
≤
√
n
kn
t‖g‖∞γm,
where γm =
∫
Acm
γ(z)2λ(dz). Since
√
n/kn = O(1) as n→∞ and limm γm = 0 by the
dominated convergence theorem, we conclude that
limsup
m→∞
lim sup
n→∞
E
[√
n
k2n
Nnt −kn+1∑
i=1
|Z(m)(g)ki |2
]
= 0.
Therefore, the Chebyshev inequality implies the desired result. 
Next, we prove the negligibility of the term Ξ
(k,l)
g,g (X,X)nt −Ξ(k,l)g,g (X(m),X(m))nt . We
further decompose it as
Ξ(k,l)g,g (X,X)
n
t −Ξ(k,l)g,g (X(m),X(m))nt
(6.37)
= Ξ(k,l)g,g (Z(m),X)
n
t +Ξ
(k,l)
g,g (X,Z(m))
n
t −Ξ(k,l)g,g (Z(m), Z(m))nt .
Therefore, using the decomposition
Xt =X0 +B
′
t +Mt +Zt, (6.38)
where B′t =
∫ t
0
b′s ds, b
′
s = bs+
∫
{‖δ(s,z)‖>1} δ(s, z)λ(dz) and Zt = δ ⋆ (µ− ν)t, it is enough
to prove the negligibility of Ξ
(k,l)
g,g (Z(m), V )nt for V ∈ {B′,M,Z,Z(m)}. In the following
we fix V ∈ {B′,M,Z,Z(m)}.
40 Y. Koike
Lemma 6.11. Assume [SA2]. Then,
(a) sup0≤h≤h0 ‖Vt − V(t−h)+‖=Op(
√
h0) as h0 ↓ 0,
(b) sup0≤h≤h0 |[Z(m)k, V l]t − [Z(m)k, V l](t−h)+ |=Op(h0) as h0 ↓ 0 for all k, l.
Proof. The claim is evident if V = B′, so we assume that V 6= B′. Then the Doob
inequality and [SA2] yield E[sup0≤h≤h0 ‖Vt − V(t−h)+‖2] . h0, which implies (a). On
the other hand, the Kunita–Watanabe and Schwarz inequalities as well as [SA2] yield
E[sup0≤h≤h0 |[Z(m)k, V l]t − [Z(m)k, V l](t−h)+ |]. h0, which implies (b). 
Lemma 6.12. sup1≤q≤Nnt +1 |Cng,g(V )kq |=Op(1) as n→∞ for any t > 0 and k = 1, . . . , d.
Proof. This can be shown in the same manner as the proof of Lemma 6.8 from [36]. 
Lemma 6.13. Under the assumptions of Proposition 6.3, it holds that
n1/4{Ξ(k,l)g,g (Z(m), V )nt −L(k,l)g,g (Z(m), V )nt − [Z(m)k, V l]t}→p 0
as n→∞ for any t > 0.
Proof. Simple calculations and Lemma 6.11(a) yield
B := Ξ(k,l)g,g (Z(m), V )
n
t −L(k,l)g,g (Z(m), V )nt =
Nnt +1∑
p=1
cng,g(p, p)Z(m)
k(Ip)tV
l(Ip)+op(n
−1/4).
Therefore, using Lemma 6.11(b), we can prove B= [Z(m)k, V l]t+op(n
−1/4) analogously
to the proof of equation (6.24) from [36]. 
Lemma 6.14. Under the assumptions of Proposition 6.3, it holds that
lim sup
m→∞
lim sup
n→∞
P (n1/4|L(k,l)g,g (Z(m), V )nt |> η) = 0 (6.39)
for any t, η > 0.
Proof. First, if V = B′, we can adopt an analogous argument to the proof of Lemma
6.10 from [36] and deduce n1/4L
(k,l)
g,g (Z(m), V )nt →p 0 as n→∞ for every m, so (6.39)
holds true.
Next, we suppose that V 6=B′. It is enough to prove
limsup
m→∞
lim sup
n→∞
P (n1/4|M(k,l)g,g (Z(m), V )nt |> η′) = 0, (6.40)
limsup
m→∞
lim sup
n→∞
P (n1/4|M(k,l)g,g (V,Z(m))nt |> η′) = 0 (6.41)
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for any η′ > 0. Since we can prove (6.41) in a similar manner to the proof of (6.40), we
only prove (6.40).
Since V is an (F (0)t )-martingale for any n due to [SA2], by the Lenglart inequality it
suffices to show that
limsup
m→∞
lim sup
n→∞
P (U(n,m)t > η
′) = 0 (6.42)
for any η′ > 0, where U(n,m)t =
√
n
∑Nnt +1
q=2 E[|Cng,g(Z(m))kqV l(Iq)|2|F (0)Tq−1 ]. To prove
(6.42), for each j ≥ 1 we set Λ(j)nq = {E[n|Iq||F (0)Tq−1 ]≤ j} and decompose U(n,m) as
U(n,m)t =
√
n
Nnt +1∑
q=2
E[|Cng,g(Z(m))kqV l(Iq)|2|F (0)Tq−1 ](1Λ(j)nq + 1(Λ(j)nq )c)
= U(n,m, j)t +U
′(n,m, j)t.
First, we prove
limsup
m→∞
lim sup
n→∞
P (U(n,m, j)t > η
′) = 0 (6.43)
for any fixed j and any η′ > 0. We have
E[U(n,m, j)t] =
√
nE
[Nnt +1∑
q=2
|Cng,g(Z(m))kq |2E[〈V l〉(Iq)|F (0)Tp−1 ]1Λ(j)nq
]
.
j√
n
E
[ ∞∑
q=2
q−1∑
p=(q−kn)∨1
|cnu,v(p, q)|2〈Z(m)k〉(Ip(t))
]
. γm
1√
n
E
[ ∞∑
q=2
q−1∑
p=(q−kn)∨1
|Ip(t)|
]
≤ γmknn−1/2t,
hence it holds that limsupm lim supnE[U(n,m, j)t] = 0. Therefore, we obtain (6.43) by
the Chebyshev inequality.
Next, we prove
limsup
j→∞
lim sup
m→∞
lim sup
n→∞
P (U ′(n,m, j)t > η′) = 0 (6.44)
for any η′ > 0. Since E[n|Iq ||F (0)Tq−1 ] = E[E[n|Iq||G
(0)
Tq−1
]|F (0)Tq−1 ], we have Λ(j)nq ⊃
{E[n|Iq||G(0)Tq−1 ]≤ j}. Therefore,
U ′(n,m, j)t ≤
√
n
Nnt +1∑
q=2
E[|Cng,g(Z(m))kqV l(Iq)|2|F (0)Tq−1 ](1{GnTq−1>j} + 1{q−1∈Nn})
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=: U ′(n,m, j)(1)t +U
′(n,m, j)(2)t .
Since {U ′(n,m, j)(1) > 0} ⊂ {sup0≤s≤tGns > j}, we have limsupj lim supm lim supnP (U ′(n,
m, j)
(1)
t > 0) = 0. On the other hand, [SA2] and (6.2) imply that
U ′(n,m, j)(2)t ≤
√
nr¯n sup
1≤q≤Nnt +1
|Cng,g(Z(m))kq |2#(Nn ∩ {q: Tq ≤ t}),
hence Lemma 6.12, (6.1) and [A1](i) yield limsupnP (U
′(n,m, j)(2)t > η
′) = 0. Conse-
quently, we obtain (6.44).
From (6.43) we have limsupm lim supnP (U(n,m)t > η
′) ≤ lim supm lim supnP (U ′(n,
m, j)t > η
′) for any j ≥ 1 and any η′ > 0. Hence, (6.44) yields (6.42), which completes
the proof. 
Proof of Proposition 6.3. (6.4) immediately follows from equations (6.38) and (6.36)–
(6.37) as well as Lemmas 6.10 and 6.13–6.14. Equation (6.3) follows from the equa-
tion E˜[|Z(m)klt − Zklt |2|F (0)] = 1ψ22
∑
r/∈Rm: Sr≤t(J
kk
Sr
+ 2JklSr + J
ll
Sr
) and the fact that∑
r/∈Rm: Sr≤t ‖∆XSr‖2→p 0 as m→∞. 
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