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We describe the theory and implementation of computer algorithms designed to compute the
dimensions of the first and second cohomology groups of a finite group G, acting on a finite
module M defined over a field K of prime order . Presentations of extensions of M by G can
also be computed . The method is to find a Sylow p-subgroup P of G, where p = JKi, to
compute H"(P, M) first, using variants of the Nilpotent Quotient Algorithm, and then to
compute H"(G, M) as the subgroup of stable elements of HX(P, M) .
1 . Introduction
In this paper, we describe the theory and implementation of computer algorithms
designed to compute the dimensions of the first and second cohomology groups of a finite
group G, acting on a finite module M defined over a field K of prime order . This work is
a continuation of work described in two earlier papers of the author (Holt, 1984, 1985),
which described algorithms for the computation of the Schur Multiplier of a finite group,
and of presentations for the corresponding covering groups . The programs described in
these earlier papers were originally written in ALGOL60 and implemented on the
Burroughs B6700 machine at Warwick University . During the past year, they have been
translated (with a few improvements) into the "C" programming language, and the
programs described in this present paper have also been written in this language .
Together, they now form a self-contained package designed for implementation under the
"Unix" Operating System. They were originally implemented on a small ALTOS machine
at Aachen, West Germany, and have now been successfully transported to a VAX 11-750
computer in the Mathematics Department at Warwick .
The work described here was carried out whilst the author was supported by a
Humboldt Research Stipendium at the Lehrstuhl D fur Mathematik, RWTH Aachen . I
am grateful to Professor J. Neubiiser, and to all other members of this department for
their help and encouragement, and for providing me with unlimited access to good
computing facilities . I know no details of any other work on the mechanical computation
of cohomology groups, although there is a reference to a work by N . M . Glazunov (1978)
in Russian, which I have not been able to locate . In addition, a student at Aachen, Klaus
Lux, has independently implemented a FORTRAN version of a similar algorithm for
computing Schur Multipliers .
The input required for the algorithms consists of generating permutations for the group
G, together with the matrices which give the actions of these generators on the module M.
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The group-theoretical computations in G that are required are similar to those described
in Holt (1984), and they are discussed briefly in section 2 of the present work . The
principal algorithm is that for the computation of Hx(P, M) (x = 1 or 2), where P is a
Sylow p-subgroup of G, and p is the characteristic of the field over which M is defined,
and this will be described in section 3 . The computation of HX(G, M), which is
isomorphic to a subgroup of Hx(P, M), is explained in section 4 . In the case of H2(G, M),
presentations of specific extensions can be computed from the corestriction of stable
elements of H2(P, M) . This differs only in minor details from the corresponding algorithm
for central extensions, which is described fully in Holt (1985), and so we shall give only a
brief summary of this in section 5 . Finally, in section 6, we give some numerical details of
some successful computations, and discuss some possible future developments and
improvements .
2. Group and Matrix Theoretical Computations
The computations within the group G are carried out by means of permutation group
algorithms, using bases and strong generating sets . The principal algorithms required are
Schreier-Sims (for the order of G), Sylow subgroup, Normalizer of subgroup, Coset and
double coset representatives, Intersection of subgroups, and an algorithm for computing a
power-commutator presentation (PCP) of a p-group given as a permutation group . A few
others are also useful, such as Commutator subgroups, and the Core of a subgroup in a
group. These were described in Holt (1984) (see also Butler (1983)), and they form a small
subset of the algorithms of this type which are available in the group-theory package
CAYLEY (see, for example Cannon (1984)) . In addition, the standard matrix functions,
including products, transposition, and inversion, are required for matrices over a prime
field .
Let p be the characteristic of the field K over which M is defined . Then M is an
elementary abelian p-group . The idea is to find P e Syl p(G), and then to find a chain of
subgroups
P9N(P)=Ho cH 1 cH2 c . . . cH„=G.
The choice of these subgroups is the only non-mechanical part of the whole computation,
and it is left to the user to construct them, using the group theoretical algorithms
provided. As a general rule, it is most efficient to make the chain as long as possible, with
the indices lH
i+ 1
: H i l as small as possible . Hx(P, M) (x = 1 or 2) will be computed first,
followed by the members of the descending chain A o Q A 1 ? A2
;;?
. . . ;? A„ in turn, where
A i is isomorphic to HX(Ht , M), and is defined to be the subgroup of HX(P, M) which
consists of those elements of Hx(P, M) which are stable with respect to Hi . If
0
E Hx(P, M) is stable with respect to Hi _ 1 , for some i > 0, then, to test stability with
respect to Hi , it suffices to check its stability with respect to each geD 1 , where D i is a set
of representatives of the double cosets Hi _,gHi_ 1 of H1_ 1 in Hi . There is an additional
restriction that g must be chosen such that g -1 Pg n P e Syl,(g -1Hi _ 1 g n Hi_ 1 ) . For i=0,
it suffices to choose D o to be any set such that <P, D0> = N(P) . By definition, 0 is stable
with respect to g if
(O)Resp, Q = (O)Resp, RConQ, R ,
where Q = P n Pg - ' and R = Q0 = P n P° . (The details of the theory that we have just
summarised can be found in Section 10, Chapter XII of Cartan & Eilenberg (1956)'.)
In order to apply these conditions to concrete computations, we need to compute the
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sets D,, and all of the corresponding intersections Q and R . Now every finite p-group has
a particular kind of presentation known as a "power-commutator presentation"
(abbreviated as PCP), which will be defined in section 3 . In order to provide input for the
cohomology algorithms described in the following two sections, we need to compute a
PCP for P and for each subgroup Q, together with words for the generators of Q and R
expressed in the PCP generators of P . The matrices for these generators of P, and for the
elements g e D 1 are also required . This, in itself, presents no problem, since the
permutation group algorithms allow all elements of G to be expressed as words in the
generators, and then matrices can be computed by using these words . There are two
complications. The first is that most of the cohomology computations in fact work with
the dual M* of M rather than with M itself, and so all matrices are first inverted and
transposed . The second, and more serious, is that the action of P on M* will ultimately be
defined by storing a PCP for the semidirect product P CM* . To achieve this, we require a
central series for P CM*, and so a preliminary basis change on M* must be carried out,
in order to triangularise the action of P. Furthermore, a second basis change may then be
necessary, in order to be able to specify the definitions in the PCP of P CM*. (This will be
explained in the next section .) These basis changes will be maintained during all
subsequent computations, and the user must reverse them again himself at the end, if he
needs to .
If presentations of extensions of M by G are to be computed by using the corestriction
map, then some further information is required . This includes sets C i of (left) coset
representatives of H i - 1 in Hi , together with all of their matrices, and also matrices for the
elements of the strong generating sets S ; of Hi . In addition, for each g e S, and c e C„ we
must store the elements h such that gc = dh, where d e C 1 and h e Hi-
1 .
Since there is
potentially an enormous amount of data to be stored here, the computation of
corestrictions is only feasible for relatively small indices 1H, :Hi _ 1 l (at most a few
hundred). For the cohomology computations themselves, however, which merely describe
H`(G, M) as being isomorphic to the group of stable elements of Hx(P, M), these indices
can be much larger, and, particularly in the case x = 2, it is more likely to be the
computation of Hx(P, M) itself which determines computational feasibility in terms of
storage requirements .
3. The Computation of H"(P, M)
All of the cohomology computations described in this and the next section are concerned
with the manipulation of p-groups n defined by a power-commutator presentation
(PCP). The generators of such a presentation are elements x i generating the terms of a
maximal central series
I -
<xtt>
c
<x .t . xn-1 .
c . . . <x,,, . . ., x 1 >
=
n of n.
This provides a convenient normal form xl' x22 . . . x
11
',, (with 0 ` a i < p) for the elements
of 11 . The relations of the presentation have the form
[x
j
,x i]=w (l<,i<j<,n) and xf=w (1 <i<n),
where w is a word in the x ; in normal form . These relations enable the collection process
to be carried out, for putting arbitrary words in the x ; into normal form . This seems to be
by far the most efficient method of performing mechanical computations on finite
p-groups .
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The principal algorithm on p-groups that we require is that for the computation of the
p-multiplicator pM(l1) and the p-cover pD(IZ) of 11. This forms part of the now widely
available Nilpotent Quotient Algorithm (NQA), of which the most recent version is
described by Havas & Newman (1980) . The relevant parts of this program (written in
FORTRAN), including the collection subroutine, have been taken over by the author (with
minor modifications and translation into "C"), for use in the cohomology algorithms .
For the convenience of the reader, we shall now summarise the computations
performed by the NQA . In its standard form, the input is a group G defined by any finite
presentation, and the aim is to compute, successively, the factor groups P, = GIG,
(c= 1, 2 . . . . ), where the groups G c are the terms of the lower exponent p central series of
G. They are defined by G o = G and Gc+ 1 = [ G, G C]G f , for c > 0. Thus P, is a finite
p-group and Gc/G
c+ 1
is elementary abelian . Furthermore, G1 /G c = t(Pc) ( the Frattini
subgroup), for each c > 1 . The NQA computes a PCP for each P c , with the following
important additional property : for each generator x,e G 1/Gc , there is one specific relation
in the PCP that is called the definition of
Xk,
and it has the form [x,, x;] or
x 1 = xi' x2 . . . xkk_1 x k . (In the version described in Havas & Newman (1980), it is always
the case that a 1 = . . . = ak -
1
= 0, which is convenient, but not really necessary, and we
cannot always achieve this simplification in the applications described here .) It is essential
that the PCPs that we construct in our own computations should have this property .
In the NQA, the construction of G, + 1 from G, = II is carried out in two stages .
(i) pM(II) and pD(II) are constructed ;
(ii) G, + 1 is defined as a quotient of pM(tl), by enforcing the relations in the given
presentation of G .
We shall only be requiring the first of these stages, and so we shall say no more about the
second. In fact, we are effectively intercepting the NQA in the middle, and then leaving
before the end, since we are substituting our own groups 11 (with PCP) for G,, whereas,
normally, G, would have been defined by the NQA itself .
To define pM(II) and pD(II), we let n = FIR, where F is a free group on d generators,
and d is the order of a minimal generating set for H, and then pM(11) = R/[F, R]RP and
pD(II) = F/[F, R]RP . (It is not hard to show that they are essentially independent of the
choice of F.) The NQA computes these groups from H, as follows . For each relation in
the PCP of II that is not a definition, the corresponding relator is a generator of
R/[F, R]RP . We therefore replace the relation [xj , x;] = w or x? = w by [x;, x,] = wyj ; or
x? = wy;, respectively, where y„ or y, is a new generator, lying in pM(II) . In fact, this
relation becomes the definition of the new generator in pD(II) . In addition, pD(II) has the
appropriate power and commutator relations which make the new generators central and
of order p. This process results in a presentation of pD(II), but unfortunately it may not
be a PCP, since the new generators may not be linearly independent . The final, and most
time-consuming step is to enforce the associative law on the generators of II in the new
group pD(I1) . This results in the elimination of redundant new generators, and we end up
with a consistent PCP for pD(II) .
After these preliminaries, we can now turn to the computation of Hx(P, M), for x = 1
and 2. To compute H1 (P, M), we actually compute a factor group L=L(P ~M*)
= pM(P r M*)/Z of pM(P ~ M*), where M* is the dual module of M . To apply the
NQA, we first require a PCP for II = P C M*, but, since we chose the basis of M* with
this in mind, this presents no problem . We apply the NQA with the extra condition that
we only introduce new generators yj ; for xj eM* and x; e P, and we introduce no y; for the
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pth powers . From a theoretical viewpoint, this means that, if II = FIR and P and M* are
the complete inverse images in F of P and M*, then we are computing pD(II)/Z, where
Z = (R n [P, P]P")(R n [M*, M*](M *) P)
is generated by the new generators that we have not introduced . Hence the extension of L
by II that we are computing splits when restricted to either of the subgroups P and M* of
II. It is therefore isomorphic to the semidirect product of a KP-module A by P, where A
is a KP-module extension of L by M*. (L is of course trivial as a KP-module .)
To justify this computation, we will prove the following two statements .
(i) The dual L* = Hom(L, K) of L is naturally isomorphic to ExtKp(M*, K) .
(ii) Ext KP(M*, K) = H 1 (P, M) .
To prove (i), first let E be any group extension of K by n with K c Z(E) . Then, since F
is free, we have a diagram
1-> pM(II) --> pD(II) -' II -+ 1 .
1 -> K E
Let Q be the restriction of E to P (i .e . the complete inverse image of P in E) . Then the
extension Q of K by P splits if and only if K 9~ '(Q), which is the case if and only if
R n 1(P) s Ker(t/) . Similar reasoning applies to M* . Thus E splits when restricted to both
P and M*, if and only if Z
e Ker(t i) . This is the case if and only if E has the form P ~ N,
where N is a KP-module extension of K by M*. So, given such a module N, and using
L = pM(II)/Z, we get an induced map (~e L* . Conversely, given
(
C-L*, the "push-out"
construction results in such a diagram, with E = P r N, where N is a KP-module
extension of K by M* . Furthermore, if
i
is non-trivial, then the image of
q
lies in the
commutator subgroup of P
C N, and so this module extension cannot split . Hence (i) is
true .
To prove (ii), we give an explicit isomorphism in terms of matrices . All matrices are to
be regarded as acting from the right . Given 4eZl(P, M) (the crossed homomorphisms
from P to M), we construct a module extension of K by M* as follows . Let b1,. . ., bn be a
basis of M, and let b 1 , . . ., b„ be the corresponding dual basis of M*. Let M*(g) be the
matrix of g with respect to this basis, and let (g -1)4 = Ex i b i . Then the action of g on the
extension, with respect to a basis 5 1 , . . ., b,,,
b„+1 is given by the matrix
Conversely, given an element of Ext KP(M*, K), we can find a basis such that the matrices
for g e P have the above form, and this defines the map 0 . It is straightforward to check
that
0
being a crossed homomorphism ((gh)4 = (g)O 1 +(h)4) is equivalent to the above
matrices defining a representation of P over K, using the fact that M*(g) is the inverse
transpose of M(g) . To complete the proof that this correspondence defines an
isomorphism as in (ii), observe that
0
is principal if and only if there is a fixed element
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m = E u ;b i of M such that (g)o = m-m° for all
g
e G, and that this is the case precisely
when the representation above splits with respect to the basis {b j +uib„+t , 611,,I1 <, i < n} .
The computation of H 2(P, M) is rather more complicated, and requires considerably
more time and storage space . Choose P =1I = F/R, and define FE = F/[R, R]RP and
FM = R/[R, R]RP . We will call these the Frattini Extension and Frattini module of P,
respectively, since FE is the (unique) largest group with the property that FM is an
elementary abelian p-group with FM c (1)(FE), and FE/FM = P (see Gaschutz (1954)) .
Now any group extension E of a KP-module M by P gives rise to a diagram
1 -> FM -4 FE --> P -* 1
J ~b
	
1
T
1 -• M - E
where
0
E HomKp(FM, M) . Conversely, given such a 0, we can construct E as the
pushout, and the extension splits if and only if
d)
extends to a crossed homomorphism in
Z 1 (FE, M), where the action of FE on M is induced by that of P . These facts were proved
by MacLane (1949). Thus HZ(P, M) is isomorphic to the cokernel of the map
Z'(FE, M) -+ HomKp(FM, M). In fact, since FM acts trivially on M, all principal crossed
homomorphisms in Z 1(FE, M) are trivial on FM, and so we can write
HZ(P, M) ~ Coker(H'(FE, M) --). HomKP(FM, M)),
and it is the right-hand side of this isomorphism that we shall compute . More precisely,
we compute its dual, which can be written as
X = Ker(FM ®KP M* --> L(FE
r
M*)) (*)
where L(FE C M*) is the factor group of pM(FE
r
M*) that we defined above . The
advantage of using the dual is that both terms in this expression can be computed with
the NQA. It is also important to observe, from a computational viewpoint, that all of the
isomorphisms given so far can easily be defined explicitly .
The first problem is to compute FE and FM. From the theory of free groups, we know
immediately that IFMI = p", where n = (d-1) IPI + 1, which grows unpleasantly rapidly
with the order of P . Fortunately, we do not usually need to compute the whole of FM .
We compute FE by applying the NQA repeatedly to P, to produce the sequence
F/RP[R, F ; 1], F/R''[R, R][R, F ; 2], F/RP[R, R][R, F ; 3], . . ., where [R, F ; 1] _ [R, F],
and, for i > 1, [R, F ; i] = [[R, F; i-1], F] . The only modification to the NQA is that, at
each stage after the first, all generators other than the original generators of P must
commute with each other and have order p. In other words, we introduce new generators
y;; and yj only for xj OR . Clearly each group in the sequence is a factor group of FE, and,
since FE is a finite nilpotent group, the sequence must eventually become constant at FE .
Now, for a given KP-module M, we have [M, P ; n] = 0 for some n, and we shall call the
minimal such n the depth of the action of P on M. Clearly, for any
0
e HomKP(FM, M),
we have [R, F ; n]
c
Ker(g5), and so, in practice, we need only compute FM to depth n;
that is, we need only apply the NQA n times .
Given a PCP of FE to the required depth, the next problem is to compute
FM ®KP M* . To apply the NQA to this and the following computations, it is convenient
to work in the semidirect product FE ~M*, and so we must first compute a PCP for this
group . Once again, this presents no problems, due to our choice of basis for M* . If we
now apply the NQA to this group, and introduce new independent generators
ylk
for
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x, e M* and xk E FM, then these generators obviously generate FM
OK
M*. For
x; EFE-FM, and X k , x, as above, the associativity condition (x,x k)x 1 = x l(x kx,) reduces to
Xk O x, = xk' O x;', and so enforcing these associativity conditions for all appropriate i, k
and 1 produces FM
OKP
M*. Let us call this Stage I of the computation of X.
Next, to compute L(FE ~ M*), as we have already seen, we need to introduce
Ylk
for all
x, e M* and x k E FE, and to enforce the appropriate associativity conditions . So, during
this next stage, Stage 2, we introduce all such y, k that were not introduced during Stage 1
(i .e . for x, E M* and xk eFE-FM) . We then compute all remaining associativity
conditions . However, according to the formula (*), we are trying to compute the kernel of
the map from FM
QKP
M* to L(FE C
M*),
rather than L(FE
C
M*) itself. We therefore
enforce only those resulting relations which involve some of the generators introduced
during Stage 2 . For the remainder, which involve only Stage 1 generators, we store these
relators (after suitable echelonisation) without enforcing them, and finally these stored
relators will generate the required kernel X .
4. The Computation of Actions
The next problem is, given g c- G, to compute the subgroup of H'(P, M) consisting of
those elements which are stable with respect to g .
We begin by computing HX(Q, M), where Q = P
n P,'-
~,
exactly as in section 3, with Q
in place of P . An additional complication here is that, although the action of Q on M*
will already be triangular, in order to produce a PCP of Q
C
M* together with definitions,
we may require a further temporary basis change for M* .
In the case x = 1, we compute the factor group L(Q
C
M*) of pM(Q
'
M*) . There is
then a natural induced map i
1
: L(Q
r
M*) -> L(P
[
M*) which can be computed
immediately (although the basis change mentioned above must be taken into account),
which is the dual of the restriction map H1(P, M)-> H 1(Q, M) . Furthermore, the
isomorphism Q -+ R defined by conjugation by g, together with the action
of g on M*,
induces an isomorphism c : L(Q ~ M*)
-
L(R
C
M*), which is the dual of the conjugation
map Con,' : H'(R, M)-+H1 (Q, M) . Hence we explicitly compute i t and ci 2 , where i 2 is the
natural induced map L(R
r
M *) -+ UP C M*), and for each generator x of L(Q C M *), we
factor out the element (x)i 1 -(x)ci 2 of L(P CM*) . The resulting factor group is then
isomorphic to the dual of the required subgroup of stable elements of H1(P, M) .
Once again, the case x = 2 is somewhat more complicated. Firstly, there is a natural
mapping of the Frattini Module FM(Q) of Q to FM(P) which is induced by the injection
Q -+ P, and which we can compute explicitly by working in FE(P) . The resulting induced
map HomFp(FM(P), M) -r HomFQ(FM(Q), M) induces the restriction map
H2 (P, M) _ H2(Q, M) . In fact, since we are working in the dual situation we actually
compute the map
i i : FM(Q)
OO FQM* --
FM(P) ©FPM* (again taking any basis change
on M* into account) . Conjugation by g induces an isomorphism FM(Q)->FM(R), and
hence, using the action of g on M*, we get an isomorphism c : FM(Q)
©FQ M*
-+ FM(R) UFR M* . We can now
explicitly compute ci2 : FM(Q) QFQ M*
-> FM(P)
OO
FPM*,
where i 2 is the natural map induced by the embedding R-+ P . Finally,
for each generator x of the subgroup of FM(Q) ©FQ
M* which is isomorphic to the dual
of H2(Q, M), we compute (x)i 1 -(x)ci 2 (which must lie in the subgroup X of
FM(P)
Ox FP
M*
defined in (*) in section 3) . Factoring these elements out for each such x
results in the factor group of X that is isomorphic to the dual of the subgroup of stable
elements of H2(P, M) .
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5. Computation of Extensions
In this section, we assume that the reader is familiar with the author's earlier paper (Holt,
1985) since the algorithm we use for computing presentations of extensions is almost
identical to that described there .
The first stage is to find presentations for each of the subgroups P, Ho , . . ., H„ = G,
using the known strong generating sets for these subgroups as generators . The relators
found in this presentation must form a strong set of relators, which means that they
include relators for each of the subgroups in the stabiliser chain of H, . Such presentations
can be found mechanically, by using the Leon-Sims algorithm (Leon, 1980) . Given such a
presentation <S, I R,) for H i , the computed presentation for the extension of M by H; will
have the form E ; _ <S; u X R ; u Y u Z) where
(i) there is a one-one correspondence q5 : S,-> S,, such that, for s e S,, 0(s) is the image
of s under the projection E; -+ H, ;
(ii) X is a generating set for M as a vector space ;
(iii) there is a one-one correspondence
f
: R,-> R, such that, for r e R i , 0(r) has the form
rrm -1 , where r is the word in S that is mapped onto the word r by 0, and m eM is a
word in X ;
(iv) Y contains relators giving the action of S, on M ;
(v) Z consists of relators in X that force M to be an elementary abelian p-group .
The only unknowns that need to be computed are the elements m in (iii) . In practice, if
the user already knows a presentation for G that he would prefer to use to obtain the
presentation of E, then it is always possible to add his preferred generators and relators to
the given presentation of G, since redundant generators and relators do not disturb
anything.
The idea is to start with a presentation of an extension E of M by P that is stable with
respect to G, and then to compute the extensions Eo, E 1 , . . ., E„ by computing the
corestrictions from E to Eo, Eo to E l , etc. First of all, we must compute E . We recall,
from sections 3 and 4, that the group of stable elements of H2(P, M) was defined as the
dual of a quotient group X/Y of a subgroup X of FM OFP M*. We therefore must select
an element of X * = Hom(X, K) which acts trivially on Y, and extend this in an arbitrary
manner to an element 0
eHom(FM
OKP
M*, K) . (The extension chosen will not affect
the element of H2(P, M) that it defines .) 0
corresponds to the element
0* e HomKP(FM, M), defined by (x)4* = E a,b, for x e FM, where a, = (x (9 b,)4' . Thus,
for a relator r in the PCP of P, if the word corresponding to r in FE takes the value
x e FM, then we have r = E a,b, in the extension that we are defining . Hence we can
compute a PCP for E. Finally, if we know the normal form expressions in the PCP
generators of P for the elements in the strong generating set of P (which we can calculate
easily during the group-theoretical part of the computation), then we can compute the
required elements m, by working in the PCP for E.
Exactly as in Holt (1985), the computation of the corestriction map from E, to E, +1 (or
E to E0 ) consists of two stages . In the first, we carry out a modified Todd-Coxeter coset
enumeration on the presentation of E,, in order to produce a normal form for the
elements of E,, and to compute the necessary information for putting arbitrary words in
the generators of E; into this normal form . This is precisely as described in section 3 of
Holt (1985), except that the action of the generators of H, on M must be taken into
account at various places, and we shall not give any details here . In the second stage, as in
section 2 of Holt (1985), we use the formula (***) derived there to compute the required
elements m in the extension
E,+1 .
The only difference is that, in each of the formulae (*),
(**) and (***) of that paper, in the case of non-trivial action of Hi,, on M, we must
replace the right-hand side by lrk E T(Cf [ -])k -1 , where T is a left transversal of H i in H1
1 .
This is the reason why it is necessary to compute and store the matrices for k -1 , for all
keT.
6. Some Results and Possible Further Developments
In the case of H 1 (G, M), the cohornological computations do not seem to require any
more time or space than the group-theoretical ones, and so we shall confine our
discussion to H 2(G, M) .
We first describe some numerical details of the successful computation of H 2(G, M),
where G = L(5, 2) and M is the natural five dimensional module for G in characteristic 2 .
This was about the largest example that could be handled on the ALTOS in Aachen,
although the VAX in Warwick, by making use of virtual memory, will hopefully be able to
cope with bigger examples . It requires about 90 minutes process time on the ALTOS, and
40 minutes on the VAX . Of this, less than a minute is used for the group-theoretical
calculations, and the time is roughly evenly divided between the computations of
H 2(P, M) and H 2(Q, M) for four values of Q . Of this, more than half of the time is spent
computing the Frattini Extensions FM(P) and FM(Q).
G is represented on 31 points, with order 31 .30.28 .24.16 . In their actions on M*, we
take
P=
C
H2 =
1
0
1
1
0 1
1
*
,
,
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and H4 = G . (N(P) = P, and so there is no H0 .) Then P, H 1 , H2 , H3i and H4 have orders
2.4 .8 .16 = 2 10 , 2 .4 .24.16 = 3 .210 , 2 .28.24.16 = 7 .3 .2
10 , 30.28 .24.16 = 15 .7 .3 .210 , and
31 .30.28.24.16 = 31 .15 .7 .3 .210 , respectively . The sets D1, D 2, D 3 and D 4 all contain one
element only, and these are respectively
The four corresponding Sylow intersections
Q1, Q2, Q3
and Q4 all have order 29 . P acts
with depth 5 on M, and each Qi acts with depth 4 .
We find that FM(P) to depth 5 has dimension 303 (note that the full Frattini module
has dimension 3073), and FM(Q;) to depth 4 has dimension 174,304,304 and 174, for
1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0
0 0 1 0 0 , 0 0 0 1 6 , 0 1 0 0 0 , and 0 0 1 0 0
0 0 0 0 1 0 0 t 0 0 0 0 0 1 0 0 0 0 1 0
0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
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i=1,2,3,4, respectively . FM(P)
OFF
M* has dimension 25, and the subgroup X
isomorphic to H 2(P, M) has dimension 13 . The corresponding dimensions for
FM(Q t) nx, FQ , M* are 25,33,31 and 31, and for their subgroups X, are 13,18,14 and 21, for
i=1,2,3 and 4, respectively . Finally, the quotients of X which are isomorphic to
H 2(H1 ,
M) have dimensions 10,4,2 and 1, respectively .
In the example above, the computation of the corestriction map requires relatively little
time. An example in which this situation is reversed is H 2(G, M) for G = L(3, 9) with M
the natural module over GF(9), regarded as a six-dimensional module in characteristic 3 .
Here, G is represented on 91 points with order 91 .90 .81 .8 .8, JPJ = 9.81 = 36 , H o = N(P)
has order 9.81 .8.8, H l (the point stabiliser) has order 90.81 .8.8, and H2 = G. Again, D 1
and D 2 consist of single elements . P acts to depth 3 on M, and Q t and Q2 act to depth 2 .
To these depths, FM(P) and FM(Q 1 ) have dimensions 102,34 and 34, respectively,
FM(P) D
FPM* and FM(Q
;) (D C) , M* have dimensions 32,36 and 42, and their subgroups
X, X, have dimensions 20,26 and 34 . In fact, we find that H2(H t , M) has dimension 2 for
i = 0,1 and 2 . These computations require only a few minutes process time on the VAX,
but computing the corestriction of a stable element of H 2(P, M) up to G requires about
two hours, largely because of the relatively large indices in the stabiliser chain, and in the
chain of subgroups P cH o c . . . c G .
With regard to future improvements, the most obvious possibility for increasing the
range of applicability of the H 2(G, M) algorithm is the following . In many examples, P
acts to a relatively large depth on M, but P has fairly large subgroups S which act to a
considerably smaller depth d(S) on M. In the computation of FM(P), it should not be too
difficult to impose the extra conditions [FM(P), S ; d(S)] = 0, which would hopefully
decrease the final dimension of FM(P) considerably . The same technique could be used
for each Sylow intersection Q . Of course, it is difficult to predict how big an improvement
this would really achieve .
Some possible future developments are the following . Firstly, a corestriction algorithm
for H t could be implemented, so that crossed homomorphisms from G to M could be
computed explicitly. Secondly, it would be desirable to have an algorithm for the
computation of Ext KG(M, N), for KG-modules M and N. This can, in fact, already be
computed as H t(G, M* (9 N), but this requires storing matrices of relatively large
dimension. A better method would probably be to generalise the algorithm for H'(G, M),
using the fact that it is actually computing Ext xc(M*, K). If P acts to depth
d on N, then
the computation of L(P
r
M) described in section 3 could be repeated d times, to produce
an extension of a module FL by P ~ M, which is centralised by M, and which splits over P
and over M, on which P acts to depth d. Then ExtKF(M, N) is isomorphic to a subgroup
of HomKP(FL, N), and the subsequent computations would be similar to those for
H2(G, M) . Other useful algorithms to implement would be those which determine
whether a given group or module extension splits .
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