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Zusammenfassung
Diese Arbeit stellt Konzepte vor, die im Kontext zustands- oder objektbasierter Systeme die
gemeinsame Behandlung von Implementierungssprachen und Spezikationssprachen gestat-
ten. Sie befat sich zum einen mit der formalen Denition einer Programmiersprache und zum
anderen mit dem Entwurf einer Spezikationssprache, die auf die Programmiersprache aus-
gerichtet ist. Abh

angigkeiten zwischen diesen beiden Aspekten werden herausgearbeitet. Die
Denition beider Sprachen erfolgt auf einem eigenst

andigen Berechnungsmodell, einer for-
mal denierten abstrakten Maschine, zur Modellierung des Verhaltens von Objekten. Erwei-
terungen des Berechnungsmodells, die Rekursion, Verschachtelung von Programmeinheiten
oder Typfragen betreen, werden vorgestellt. Zur Spezikation zustandsbasierter Systeme
wird dynamische Logik, eine Erweiterung einer Pr

adikatenlogik erster Stufe, die Zust

ande
explizit macht, eingesetzt. Mit Hilfe der dynamischen Logik kann das Verhalten von Objek-
ten abstrakt beschrieben werden. Ein Beweissystem f

ur die Logik wird deniert, mit dem
auch die Verikation einer Implementierung bez

uglich einer Spezikation m

oglich ist. Hier-
zu wird ein Korrektheitsbegri deniert, der durch das Beweissystem operationalisiert wird.
Zur Beschreibung von modularen Software-Systemen werden formale Parametrisierungs- und
Schnittstellenkonzepte erarbeitet. Eine Reihe von Relationen wird deniert, die es erm

ogli-
chen, verschiedene Beziehungen zwischen Systemkomponenten zu modellieren. Horizontale
und vertikale Entwicklung wird betrachtet.
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Kapitel 1
Einleitung
1.1 Motivation und kurzer

Uberblick
Die Strukturierung der realen Welt in Objekte kann auch als Anhaltspunkt genutzt werden,
Software-Systeme anhand von modellierten Objekten zu strukturieren. Objekte der Rea-
lit

at sind Entit

aten, die bzgl. ihres Aufbaus und ihres Verhaltens charakterisiert werden
k

onnen. Objekte der Realit

at k

onnen in Computer-Systemen modelliert werden. Die Be-
schreibung ihrer Charakteristika kann entweder konkret durch Angabe von Realisierungen in
einer Programmier- oder Implementierungssprache oder abstrakter durch Formulierung von
Anforderungen an Struktur und Verhalten umgesetzt werden.
In dieser Arbeit soll das Berechnungsmodell der -Objekte vorgestellt werden. -Objekte
sind formale, mathematisch beschriebene Entit

aten, die die Entsprechungen der Objekte der
realen Welt formal repr

asentieren.  beschreibt dabei das zur Verf

ugung stehende Vokabu-
lar. Ein Objekt umfat einen verkapselten Zustand, auf den mit Operationen in Form von
Attributen und Prozeduren zugegrien werden kann. Der lokale Zustand ist deniert durch
die Werte von objektlokalen Variablen, deren interne Struktur dem Benutzer eines Objektes
verborgen bleiben soll. Operationen bilden die Benutzungsschnittstelle eines Objektes. Ope-
rationen sind entweder Attribute (diese d

urfen den Zustand nicht

andern) oder Prozeduren
(sie d

urfen den Zustand

andern). Die Kommandos, mit denen das Objekt ver

andert werden
kann, sind imperativ. Die Basiskonstrukte einer imperativen Sprache, wie Zuweisung, Deni-
tion und Aufruf (rekursiver) Prozeduren, bedingte Anweisung und Anweisungssequenz, sollen
zur Verf

ugung gestellt werden.
Eine imperative Programmiersprache l

at sich somit auf dem Berechnungsmodell der -
Objekte leicht denieren, indem die -Objekte als eine abstrakte, formal denierte Maschine
angesehen werden. Eine Spezikationslogik kann deniert werden, indem -Objekte als se-
mantische Strukturen angesehen werden, in denen logische Aussagen interpretiert werden
k

onnen. Ziel ist, durch -Objekte sowohl operationale als auch deskriptive zustandsbasierte
Sprachen denierbar zu machen.
Zwei wichtige formale Spezikationsmethoden sind eigenschaftsorientierte (d.h. axiomatische)
und modellorientierteMethoden (etwa VDM oder Z), siehe [Som92], [Bj91], [NP91]. Die hier
erarbeiteten Ergebnisse sollen Basis eines Ansatzes zum eigenschaftsorientierten Spezizieren
von Modulen bilden. Es werden sequentielle, deterministische imperative Sprachen als Im-
plementierungssprachen betrachtet. Damit soll innerhalb des imperativen Programmierpara-
1
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digmas das (abstrakte) Spezizieren des Ein-/Ausgabeverhaltens von Operationen realisiert
werden. Um Beziehungen zwischen operationalen (hier imperativ formulierten) und deskrip-
tiven (hier axiomatisch formulierten) Spezikationen in einer semantischen Struktur unter-
suchen zu k

onnen, soll f

ur operationale, d.h. imperative Beschreibungen ein mathematisches
Modell deniert werden. Dieses Modell soll zur Modellklasse einer abstrakten, algebraisch
orientierten Spezikation geh

oren. Die Formalisierung der -Objekte wird im denotationalen
Stil vorgenommen.
Eine Zielsetzung, die mit dem vorliegenden Ansatz erreicht werden soll, liegt in der Umsetz-
barkeit auf reale Sprachen. So soll folgendes Szenario realisiert werden k

onnen: Es sei eine
imperative oder objektbasierte
1
Programmiersprache gegeben. Diese Sprache soll um einen
Spezikationsansatz erweitert werden, d.h. Komponenten der Sprache (etwa Prozeduren oder
Module) sollen semantisch abstrakt beschreibbar sein. Dabei sind die folgenden Fragen zu
kl

aren:
 Wie sieht die formale Semantik der Programmiersprache aus?
 Auf welchen Konzepten und Methoden soll die Spezikationssprache basieren?
 Wie sieht die formale Semantik der Spezikationssprache aus?
Um Spezikation und Programmierung kombinieren zu k

onnen, besteht die Notwendigkeit,
sie auf einer gemeinsamen formalen Basis integrieren zu k

onnen. W

ahrend Konzepte einer
Programmiersprache entweder durch die Vorgabe einer konkreten Sprache festgelegt oder
sonst im

ublichen Rahmen als bekannt vorausgesetzt werden k

onnen, mu im Bereich der
Spezikationssprachen hier noch eine n

ahere Untersuchung stattnden. Es ist aber nicht nur
zu betrachten, wie Komponenten beschrieben werden sollen, sondern auch, wie sie verkn

upft
werden k

onnen, also, wie mit der Sprache Systeme, d.h. Komponentenarchitekturen, model-
liert werden k

onnen. Im folgenden soll mit dem Begri der Software-Komponente ein in sich
inhaltlich abgeschlossenes Fragment des zu erstellenden Software-Systems verstanden werden.
Ziel dieser Arbeit ist, ein Komponentenkonzept zu realisieren, das

uber die M

achtigkeit von
Modulkonzepten

ublicher imperativer Sprachen hinausgeht, indem es Konstrukte zur Kompo-
sition und Modikation von Komponenten und zur Beschreibung von Beziehungen zwischen
ihnen bereitstellt. Damit soll insbesondere die Entwicklung von Software-Systemen in Teams
unterst

utzt werden.
Die hier angesprochenen Fragen zur zustandsbasierten Spezikation stellen sich neben den
schon angesprochenen Programmiersprachenmit dem Aufkommen objektorientierter Konzep-
te auch im Bereich der Datenbanken. Objektorientierte Datenbanken sind zustandsbasierte
Systeme, die ebenfalls auf den Begrien Objekt, Zustand und Ver

anderung fuen. Die for-
male Spezikation und Implementierung dieser Objekte ist auch im Bereich Datenbanken
Gegenstand der Forschung.
Es soll hier nicht eine Programmiersprache deniert werden. Ebensowenig wird eine Spezika-
tionssprache deniert. Diese wird nur durch die formale Denition einer Spezikationslogik,
von Strukturierungs- und Modellierungskonzepten auf Spezikationsebene vorbereitet. Der
Ansatz soll aber so gestaltet werden, da er zur Denition von Programmiersprachen ange-
wendet werden kann. Dabei soll, soweit m

oglich, auch die Realisierung oder Umsetzung von
Konzepten durch Werkzeuge, die die angesprochenen Sprachen in einer Entwicklungsumge-
bung benutzbar machen, betrachtet werden.
1
Objektbasierte oder objektorientierte Sprachen werden wir als Spezialfall imperativer Sprachen ansehen.
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1.1.1 Gliederung der Arbeit
Die Arbeit ist wie folgt gegliedert: Nach der Einleitung wird im Teil I das Berechnungsmodell
der -Objekte vorgestellt. Kapitel 2 f

uhrt in die Problematik ein und stellt vergleichbare
Ans

atze vor. Kapitel 3 umfat ein Basismodell der -Objekte. Eine Reihe sinnvoller Erwei-
terungen wird in Kapitel 4 vorgeschlagen.
Teil II der Arbeit befat sich mit der Spezikationslogik. Kapitel 5 deniert eine modale Spe-
zikationslogik. Kapitel 6 enth

alt Erweiterungen der Spezikationslogik, die bei Integration
mit einer Implementierungssprache von Bedeutung sind. Kapitel 7 umfat Betrachtungen zu
Beweissystemen und Verikation.
In Teil III schlielich werden verschiedene Relationen zwischen Spezikationen untersucht,
die den Proze der Entwicklung von Software unterst

utzen sollen. Kapitel 8 deniert eine
Implementierungsrelation und analysiert die vertikale Entwicklung. Die horizontale Entwick-
lung und ihre Relationen sind Thema von Kapitel 9. In Kapitel 10 wird objektorientierte
Entwicklung im Kontext des vorliegenden Ansatzes betrachtet. Die Arbeit schliet mit einer
Zusammenfassung und einem Ausblick.
1.2 Entwurf und Implementierung von Software-Systemen
Um den Kontext der vorliegenden Arbeit zu beschreiben, wird der vorliegende Ansatz nun
in den Proze der Entwicklung von Software eingeordnet.
1.2.1 Stadien der Software-Entwicklung
Es existieren verschiedenste Ans

atze, die die Entwicklung von Software unterst

utzen. Den
Ans

atzen gemein ist die Unterteilung des Entwicklungsprozesses, auch Software-Proze ge-
nannt, in Stadien, deren Identizierung anhand charakteristischer Aufgabenstellungen f

ur
die Entwickler erfolgt. Im einfachsten dieser Ans

atze, dem Wasserfall-Modell der Software-
Entwicklung (siehe [Som92, GJM91]) werden die Stadien in eine lineare zeitliche Ordnung
gebracht. Das Wasserfall-Modell hat sich allerdings als nicht exibel genug erwiesen, um die
Anforderungen der Software-Entwicklung zufriedenstellend bew

altigen zu k

onnen. Neuere
Ans

atze, wie das Spiralmodell von Barry Boehm (siehe etwa [GJM91]), integrieren Zyklen in
den Entwicklungsproze; man bedient sich inkrementeller oder evolution

arer Techniken. Das
Software-Produkt wird schrittweise durch Erweitern von Inkrementen erstellt. Eine klassische
Stadienbildung umfat die Stadien Anforderungsanalyse, Entwurf, Implementierung, Testen,
Installation und Wartung. Kennzeichnend f

ur ein Stadium sind die Aktivit

aten, die in ihm
vorzunehmen sind.
So hat der Entwurf die Umsetzung der maschinenunabh

angigen Anforderungen in ein Mo-
dell des Gesamtsystems zum Inhalt, welches, umgesetzt in ein Programm, die Anforderungen
erf

ullt. Es wird das Gesamtsystem in

uberschaubare Einzelbausteine zerlegt, die Funktiona-
lit

aten dieser Bausteine und ihre Beziehungen untereinander werden beschrieben. Ergebnis
ist eine Spezikation des Systems. In der Implementierung wird ein ablau

ahiges Programm
erstellt, das in seinem Ein-/Ausgabeverhalten der Spezikation entspricht. Nichtfunktiona-
le Anforderungen an Software-Komponenten, also auch an das Endprodukt, das Software-
System, werden als Qualit

atsfaktoren bezeichnet. Hierzu geh

oren nach B. Meyer [Mey88]
Wiederverwendbarkeit, Erweiterbarkeit, Kompatibilit

at, Korrektheit und Robustheit. Diesen
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Hauptkriterien lassen sich noch Vollst

andigkeit, Pr

azision, Eindeutigkeit, Ezienz, Portabi-
lit

at und Verizierbarkeit hinzuf

ugen (siehe auch [GJM91]). Diese Qualit

atsfaktoren m

ussen
in der Methodik ber

ucksichtigt werden und von der Sprache durch Techniken realisierbar
gemacht werden.
Diese Aufgabenbeschreibungen lassen erkennen, da zwei wesentliche Elemente zur L

osung
der Aufgaben bereitgestellt werden m

ussen: eine Methodik und eine Sprache, wobei sich
die Sprache in den methodischen Rahmen einordnen soll.
1.2.2 Prinzipien, Methoden und Techniken
Eine Methodik (f

ur ein Stadium) besteht aus einer Sammlung von Richtlinien, die die L

osung
der gegebenen Aufgaben unterst

utzen soll. Die einzelnen Richtlinien sind dabei nicht be-
liebig zusammengestellt, sondern ordnen sich allgemeinen,

ubergeordneten Prinzipien un-
ter. Prinzipien beschreiben w

unschenswerte Eigenschaften des Software-Prozesses oder des
Software-Produktes. In einer auf die Methodik abgestimmten Spezikations- oder Program-
miersprache werden die sprachrelevanten Prinzipien durch Methoden und Techniken f

ur den
Entwickler realisierbar gemacht. Methoden sind allgemeine Richtlinien, die die Ausf

uhrung
von Aktivit

aten beschreiben. Techniken sind mechanischer oder technischer als Methoden,
h

aug mit eingeschr

ankterer Anwendbarkeit. Aus den Prinzipien leiten sich so Anforderun-
gen an die Sprachen ab. Die Entwicklung von Software erfolgt mit dem Ziel der Umsetzung
von Qualit

atsanforderungen. Die Unterst

utzung des Software-Prozesses durch eine Methodik
mu dem Rechnung tragen. Das hat zur Folge, da einzelne Prinzipien durchaus in mehreren
Stadien zum Einsatz kommen, da sich Qualit

atsanfordungen nicht nur auf das Endprodukt,
sondern auch durchg

angig auf alle Zwischenprodukte beziehen.
Ein Prinzip, das Begrie wie Hierarchiebildung oder Systemdekomposition vereint, wird
h

aug als divide and conquer-Prinzip oder Modularit

at bezeichnet [GJM91]. Modularisierung
ist eine wichtige Technik in Spezikation und Implementierung, die hier auch als Kompo-
nentenbildung bezeichnet werden soll. Weitere Techniken sind abstrakte Datentypen, Typisie-
rung, Schnittstellen und Vererbung. Sie werden in den folgenden Kapiteln noch angesprochen.
Ein weiteres Prinzip, das die Beziehungen zwischen Software-Komponenten zum Inhalt hat,
schliet sich direkt an die Hierarchiebildung durch divide and conquer an. Vertragsorientier-
tes Entwickeln [Mey92a] hat das Ziel, den Umfang von Komponentenbeschreibungen und den
Aufwand zu deren Erstellung zu reduzieren. Die Beschreibung einer Software-Komponente
wird als Vertrag angesehen. Vertragspartner sind der Entwickler und der Benutzer der Kom-
ponente. Der Entwickler garantiert Leistungen seiner Komponente, falls der Benutzer spezi-
zierte Vorleistungen erbringt.
Ein Prinzip, das sich nicht den Beziehungen zwischen Komponenten oder deren Benutzung
zuwendet, sondern die interne Strukturierung einer Komponente zum Thema hat, wird mit
separation of concerns [GJM91] bezeichnet. Unterschiedliche Aspekte einer Komponente sol-
len in getrennten Abschnitten behandelt werden. Weitere Prinzipien, die in der Software-
Entwicklung von Bedeutung sind, sind Formalit

at,Abstraktion,Antizipation von Ver

anderung
und Allgemeinheit.
Wiederverwendung (Entwurf mit Wiederverwendung) bezeichnet das Verwenden (d.h. Aun-
den, Anpassen und Integrieren) von Bausteinen, die zu diesem Zweck entwickelt wurden (Ent-
wurf zur Wiederverwendung) oder die zumindest geeigneten Qualit

atsanforderungen gen

ugen.
Bei der Entwicklung groer Systeme sollte das Augenmerk auf neuen Aspekten liegen und
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nicht auf der Entwicklung schon realisierter Algorithmen und Architekturen. Wiederverwen-
dung ist somit mit den Prinzipien Abstraktion, Antizipation von Ver

anderung und Allge-
meinheit verkn

upft. Die Technik Implementieren senkt das Abstraktionsniveau einer Kom-
ponentenbeschreibung. Durch Verfeinern wird die Beschreibung einer Komponente pr

aziser.
Diese beiden Techniken sind Elemente des vertikalen Entwickelns. Eine andere, schon ange-
sprochene Technik ist Modularisierung. Sie wird der horizontalen Entwicklung zugeordnet.
Wiederverwendung w

are ebenfalls hier einzuordnen. Die Qualit

at des Endprodukts h

angt,
wie schon beschrieben, von der G

ute der Methoden und Techniken ab. So mu sichergestellt
sein, da die Implementierung verizierbar ist, d.h. da das Ergebnis korrekt in bezug auf die
Ausgangskomponente ist. Die Verfeinerung darf nicht zu Widerspr

uchen f

uhren. Die Anfor-
derungen der Ausgangskomponente m

ussen beachtet werden. Bei der Wiederverwendung von
Komponenten ist sicherzustellen, da wiederverwendbare Komponenten den Erwartungen
entsprechen. Modularisierung verlangt eine semantische Unterst

utzung der Schnittstellen der
Komponenten. Die Formalit

at ist also eine w

unschenswerte Voraussetzung. [GJM91] denie-
ren das Prinzip Formalit

at als das streng an mathematischen Gesetzm

aigkeiten ausgerichtete
Vorgehen bei der Entwicklung von Software. Auf formale Methoden werden wir in Abschnitt
1.3 detailliert eingehen.
1.2.3 Methodik und Sprache
Die Aufgabe einer Sprache besteht in der Beschreibung der Eigenschaften des Software-
Systems. Eine allgemeine Klassizierung von Sprachen l

at sich anhand folgender vier Merk-
male durchf

uhren (nach [Lud93]):
1. das Stadium der Software-Entwicklung, in dem sie eingesetzt wird,
2. das Prinzip der Interpretation oder Verarbeitung, also das Konzept des virtuellen Rech-
ners, den der Anwender voraussetzt (das Paradigma),
3. die Form der Darstellung,
4. das Fehlen oder Vorhandensein bestimmter Ausdrucksmittel.
Je nach Stadium werden unterschiedliche Anforderungen an die Sprache gestellt. So h

angt
der Grad an Formalit

at vom Umfang des Wissens

uber das Problem ab. Es macht somit
wenig Sinn, in der Wissensermittlung durch die Anforderungsanalyse die formale, pr

azise
Formulierung rudiment

arer, unvollst

andiger Informationen zu fordern.
Sprachen haben einen mittelbaren Eekt. Sie beeinussen den Programmierstil und haben
Einu auf die Denkstrukturen der Entwickler. Dieser Eekt mu von der Methodik neutrali-
siert werden und in einer Sammlung von Richtlinien zur Anwendung der Sprache strukturiert
und koordiniert werden, falls diese Auswirkungen den Ideen der Methodik zuwiderlaufen. Die
Methodik kann helfen, eine Software-Komponente in Substrukturen zu zerlegen oder Alterna-
tiven zu einer gegebenen L

osung zu nden.

Uber die sprachbezogenen Richtlinien hinaus sollte
die Methodik den Entwicklern auch in organisatorischen Problemen unterst

utzen. So sollten
von ihr Probleme der Kommunikation mit dem Auftraggeber oder anderen Projektbeteiligten
betrachtet werden. Wichtig beim Einsatz einer bestimmten Sprache ist es also, deren mittel-
baren Eekt auf Denkweise und Programmierstil zu erfassen und in einer Methodik optimal
einzusetzen.
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1.2.4 Zur aktuellen Situation in der Software-Entwicklung
In den vorangegangenen Abschnitten wurde keine scharfe Trennung zwischen Konzepten f

ur
den Entwurf und Konzepten f

ur die Implementierung gemacht. Die vorgestellten Prinzipien,
Methoden und Techniken k

onnen in der Regel in Methodik und Sprachen beider Stadien ein-
gehen. Um den Qualit

atsanforderungen gerecht zu werden, scheint es sinnvoll, da der gesamte
Software-Entwicklungsproze auf einem einheitlichen konzeptuellen Modell der Software ba-
siert. Eine Formalisierung des Begris der Software-Komponente und darauf anwendbarer
Aktivit

aten k

onnte dies leisten. Allerdings oenbart der heutige Stand der Technik Diskre-
panzen zwischen den bereitgestellten Mitteln der Sprachen, insbesondere der Sprachen der
Implementierung, und den Anforderungen von Spezikationsmethodiken des Entwurfs. F

ur
alle Aktivit

aten werden Beschreibungsmittel f

ur die Systemeigenschaften auf unterschiedli-
chen Ebenen der Abstraktion und der Pr

azision ben

otigt.
Ein konzeptuelles Modell, wie es von einem komponentenorientierten Ansatz induziert wird,
wird in einigen Programmiersprachen ansatzweise realisiert. Objektorientierte Sprachen struk-
turieren Software-Systeme durch Objektbildung. Den Vorgang der Komponentenbildung rea-
lisieren sie durch Klassenbildung. In vielen imperativen Sprachen sind Modulkonzepte reali-
siert.
Spezikationssprachen in ihrer algebraischen Auspr

agung erm

oglichen die Beschreibung ab-
strakter Datentypen. Ihnen fehlt aber in der Regel die M

achtigkeit, alle Aspekte von Software-
Systemen, wie etwa Zust

ande, beschreiben zu k

onnen. Modellbasierte Ans

atze wie VDM oder
Z schneiden zwar bzgl. der Zustandsmodellierung besser ab, ihnen fehlt aber die Abstraktion
auf ein eigenschaftsorientiertes Niveau. Zudem fehlt eine starke semantische Unterst

utzung
von Modularisierung- und Schnittstellenkonzepten.
1.3 Formale Methoden in der Software-Entwicklung
1.3.1 Einf

uhrende Betrachtungen
Das Prinzip der Formalit

at wurde schon angesprochen. Formale Methoden sind hier grundle-
gend. Die Betrachtungen zum Einsatz formaler Methoden in der Software-Entwicklung sollen
sich im wesentlichen auf die Stadien Entwurf und Implementierung konzentrieren. Als erstes
stellt sich die Frage, welche Aufgaben die Entwicklung von Software in diesen Stadien mit
sich bringt.
Die IFIP (International Federation for Information Processing) hat 1991 einen State-of-the-
Art Bericht zu diesem Thema herausgegeben [NP91]. Dieser Bericht st

utzt sich auf Diskussio-
nen und Ergebnisse der Arbeitsgruppe TC2 Programming und die Erfahrungen aus Seminaren
zu Themen der Programmierung, wobei Aspekte des Entwurfs in erheblichem Mae einge-
ossen sind. Der Bericht enth

alt verschiedene Aufs

atze zum Thema der formalen Methoden
zur Denition und Spezikation sowie der Werkzeuge f

ur die Programmierung, die sich im
einzelnen den Themen Semantik von Programmen, Spezikation und Transformation, alge-
braische Spezikation, verteilte, nebenl

auge und reaktive Systeme, Programmverikation
und Typisierung widmen.
Drei Bereiche kristallisieren sich heraus (siehe Abbildung 1.1), wenn man diese Themen ange-
sichts der Aufgaben der Software-Entwicklung in den Stadien Entwurf und Implementierung
betrachtet.
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Abbildung 1.1: Formale Methoden
Formale Methoden f

ur die Denition: Ausgehend von einer konzeptionellen Beschrei-
bung einer Sprache wird diese durch geeignete Methoden formalisiert. Zwei Vertreter
dieser Methoden zur Denition der Semantik einer Programmiersprache sind die denota-
tionale [Mos91] und die operationelle Semantik [Ast91]. Denition und Implementierung
einer Sprache protieren vom Einsatz formaler Methoden [MTH90, Has94]. Formale Se-
mantiken dienen nicht nur der Beschreibung allein, sondern sind auch ein Werkzeug zur
Analyse der Konzeption. Sie forcieren die pr

azise, exakte Beschreibung der Konzep-
te und der Relationen zwischen Konzepten und helfen damit, Fehler aufzudecken und
Unklarheiten oder Mehrdeutigkeiten zu vermeiden. Zudem kann die formale Deniti-
on als funktionale Anforderungsdenition an die Implementierung angesehen werden.
Verschiedene Ans

atze zu diesem Thema werden im Abschnitt 2.2 diskutiert.
Ein Aspekt, der noch zum Teil in diesen Bereich f

allt, ist der der Typisierung. Als
Bestandteil der Sprache ist das Typsystem ebenso formal zu denieren, wie es von
allen anderen Konstrukten gefordert ist. Mit dem Typsystem verbinden sich aber auch
in starkem Mae Modellierungsaspekte. Dies wird an geeigneter Stelle diskutiert (vgl.
Abschnitt 4.3).
Formale Methoden f

ur die Spezikation: Bei Einsatz einer formalen Spezikationsspra-
che ist, im Unterschied zu einer formal denierten Programmiersprache, ein zugrunde-
liegender mathematischer Ansatz explizit vom Benutzer anzuwenden. Vertrautheit mit
dem mathematischen Ansatz ist f

ur den Benutzer auch entscheidende Voraussetzung,
um die Sprache

uberhaupt einsetzen zu k

onnen. Die formale Denition der Sprache ist in
einem solchen Fall f

ur den Sprachentwerfer nat

urlich unabdingbar. Es geht um das im-
plementierungsunahb

angige, abstrakte Beschreiben von Software-Systemen. Bedeuten-
de Ans

atze in diesem Bereich sind die eigenschaftsorientierten und die modellorientier-
ten (oder modelltheoretischen). Unter eigenschaftsorientierten Spezikationen werden
algebraische und andere logisch basierte Ans

atze subsummiert. Ihr Ziel ist die Spezika-
tion funktionaler Eigenschaften von Software-Systemen unabh

angig von der konkreten
Darstellung von Daten und unabh

angig von der Implementierung. Modelltheoretische
Ans

atze haben eine Semantik, die den einzelnen Sprachkonstrukten direkt ein mathe-
matisches Modell zuordnet, etwa eine Menge oder eine Funktion. Das Systemverhalten
wird direkt im mathematischen Modell beschrieben, w

ahrend die algebraischen Ans

atze
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Eigenschaften der Modelle denieren. Formale Spezikationen werden sp

ater noch ver-
tieft (vgl. Kapitel 5 bis 7 zur Spezikationslogik und Kapitel 8 bis 9 zu Relationen
zwischen Spezikationen).
Formale Methoden f

ur die Entwicklung: Wie in vorangegangenen Abschnitten schon
erl

autert, stehen die Methoden und Techniken, die in den Spezikations- oder Program-
miersprachen realisiert werden, in engem Zusammenhang mit den Prinzipien der Me-
thodik. Die Bedeutung des Entwicklungsprozesses wurde schon festgestellt. Betrachtet
man die Qualit

atsanforderungen, so erkennt man leicht, da z.B. das Ziel der Korrekt-
heit nur erreicht werden kann, wenn nicht nur die Sprachen formalisiert sind, sondern
auch die Aktivit

aten, wie etwa Transformation oder Verikation, auf den Software-
Komponenten formal deniert sind. Daher befat man sich auch mit der formalen De-
nition von Entwicklungsaktivit

aten. Dieser Versuch kann nat

urlich nicht vollst

andig
in Hinsicht auf eine ganze Methodik sein, da diese auch nichttechnische Aspekte, wie
die Kommunikation zwischen Projektbeteiligten umfat. Der Begri der Korrektheit
spielt, wie auch noch detaillierter erl

autert wird, eine zunehmend zentralere Rolle in
der Software-Entwicklung. Er kann entscheidend durch die Verikation, also dem ma-
thematischen Nachweis der Korrektheit, von Aktivit

aten als Qualit

atsziel unterst

utzt
werden. Die Verikation wird in Kapitel 7 detailliert diskutiert. Die formale Deniti-
on von Entwicklungsaktivit

aten erleichtert auch die Umsetzung in Werkzeuge zu deren
Unterst

utzung.
1.3.2 Korrektheit von Software
Programme werden in einem syntaktischen Formalismus formuliert. Ihre Ausf

uhrung wird
h

aug als operationelle Semantik gedeutet. Mit Mitteln der Mathematik kann die Ausf

uhrung
abstrakt und rechnerunabh

angig deniert werden. Damit ist die Grundlage bereitet, die Frage
nach der Korrektheit von Programmen zu stellen und auch beantworten zu k

onnen. Die
Schl

usselfrage bei der Entwicklung und dem Einsatz von Programmen lautet:
L

ost das entwickelte Programm die gestellte Aufgabe?
Dies ist die Frage nach der Korrektheit des Programmes. Die Frage ist so fundamental, weil
weitere Anforderungen wie Ezienz oder Benutzungsfreundlichkeit ihre Bedeutung verlieren,
falls die Korrektheit nicht gegeben ist. Im allgemeinen fallen Aussagen zur Korrektheit al-
lerdings schwer (zu dieser Diskussion siehe auch [Kre91]). In der Regel wird Korrektheit nur
durch Plausibilit

atsbetrachtungen oder Testen begr

undet. Nur unter g

unstigen Umst

anden
kann eine verl

alichere Aussage erwartet werden. Eine Korrektheitsaussage zu beweisen oder
zu widerlegen ist nur innerhalb einer mathematischen Theorie m

oglich. Die Aussage mu
dazu vollst

andig in der Theorie formulierbar sein, ebenso m

ussen die Anforderungen aus-
dr

uckbar sein. Der Aussagekraft von Beweisen sind allerdings Grenzen gesetzt. Kreowski
[Kre91] schreibt dazu:
Ist die Korrektheit eines Programmes, da es also leistet, was es soll, innerhalb
einer logischen Theorie gezeigt, so gilt diese Erkenntnis nur in dieser Theorie.
Weiterhin gibt es Rahmenbedingungen, die die Eingeschr

ankheit des Ansatzes formaler Kor-
rektheitsbetrachtung im Gesamtkontext der Software-Entwicklung beschreiben. Kreowski
[Kre91] schreibt dazu:
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Die eigentliche Aufgabenstellung der Software-Entwicklung stammt aus dem so-
zialen Gef

uge lebendiger Menschen. Wie gut sie sich in die formalisierten Anfor-
derungen einer Theorie

ubertragen l

at, entzieht sich der Kl

arung.
und
Ein Programm ist nicht nur eine substanzlose Gr

oe in einer Theorie, sondern
vielmehr materielles Objekt, das auf einer Maschine l

auft [...]. Es ist damit oen
f

ur

auere, unkalkulierbare Ein

usse von Manipulation und Sabotage bis zum
Materialfehler und Stromausfall.
Die Korrektheit von Software hat sich zu einem bedeutenden Qualit

atsfaktor entwickelt,
wie auch in dem vom Bundesministerium f

ur Forschung und Technologie (BMFT) initiier-
ten Verbundprojekt Korrekte Software (KORSO) erkannt wurde [BJ94]. Die Bedeutung der
Korrektheit l

at sich aus folgenden Argumenten erkennen:
 Software kann in sicherheitsrelevanten Bereichen

uberhaupt nur eingesetzt werden,
wenn eine weitgehende Funktionsgarantie gegeben werden kann.
 Produkthaftung, auch in nicht sicherheitsrelevanten Bereichen, ist nur m

oglich, wenn
Zuverl

assigkeit durch abgesicherte Entwicklungsmethoden erreicht werden kann.
 Fehler im Entwurf und deren nachtr

agliche Beseitigung erh

ohen die Kosten unangemes-
sen.
 Die Wiederverwendbarkeit von Software erfordert generische Bausteine mit genau spezi-
zierten Leistungsdaten und deren Pr

ufbarkeit im Rahmen eines Korrektheitsbeweises.
Ziel des Projektes KORSO war die Sicherstellung von Korrektheit durch Erarbeitung und
Weiterentwicklung geeigneter Methoden, Sprachen und Werkzeuge f

ur groe Programmsys-
teme und deren Evaluierung in Fallstudien. Zur Realisierung korrekter Software haben sich
folgende Aufgaben herauskristallisiert:
 Konzeption modularer und wiederverwendbarer Spezikationen,
 formale Entwicklungsmethodiken zur Spezikation und Transformation,
 Verikation von Entwicklungsschritten.
1.3.3 Formale Spezikationssprachen
Der Einsatz formaler Spezikationen hat die abstrakte, also problemnahe und implemen-
tierungsunabh

angige Beschreibung von Software-Systemen zum Ziel. Sie sollen dabei eine
problemnahe Begrisbildung erm

oglichen, pr

azise und modular sein und durch ihre Forma-
lit

at einen weitgehenden Rechnereinsatz erlauben. Problemnahe Begrisbildung erleichtert
die Kommunikation mit dem Auftraggeber und auch zwischen anderen Projektbeteiligten.
Pr

azision hilft Widerspr

uche und Mehrdeutigkeiten zu vermeiden. Die Abstraktion erm

oglicht
die Verst

andlichkeit und im Zusammenhang mit Modularisierung auch die

Ubersichtlichkeit
der Spezikation.
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Diese Punkte sind Ans

atze zur L

osung von Problemen, die unter dem Schlagwort Software-
Krise bekannt geworden sind (siehe [Fen93, NS89, Mey85]). Programme, die eine bestimm-
te Gr

oe

uberschritten hatten, erwiesen sich als unkalkulierbar in ihren Entwicklungsko-
sten, Entwicklungszeiten und Wartungskosten. Mit dem aufkommenden Zweig der Software-
Technologie in der Informatik wurden L

osungsans

atze gefunden, die auf strukturierten Ent-
wicklungsmethoden und Spezikationsans

atzen beruhten. Vor allem durch h

ohere Anfor-
derungen an Robustheit, Zuverl

assigkeit und Korrektheit fanden formale Methoden mehr
und mehr Eingang in die Software-Technologie. Eigenschaften formaler Spezikationen sind
Vollst

andigkeit, Widerspruchsfreiheit und Eindeutigkeit. Damit bieten sie die M

oglichkeit, die
Kommunikation zwischen Projektbeteiligten zu verbessern und auerdem den Konstruktions-
und Verikationsproze zu unterst

utzen.
Der Sinn formaler Spezikationen liegt nicht nur in der Erm

oglichung von Korrektheitsnach-
weisen. Als Hauptvorteil wird von vielen gesehen, da formale Spezikationen w

ahrend des
Spezikationsprozesses helfen, Anforderungen oder Fragen zum Systementwurf zu kl

aren,
Entwurfsfehler und Mehrdeutigkeiten aufzudecken und Entscheidungen

uber funktionale Ei-
genschaften zum richtigen Zeitpunkt zu f

allen.
Mit Kritik am Einsatz formaler Methoden setzen sich u.a. [Fen93, NS89, Mey85, Kr

a92,
Gau91] auseinander.
1.3.4 Verikation
Die Qualit

atssicherung, besonders in Hinsicht auf den Faktor Korrektheit, wurde schon mehr-
fach angesprochen. Die Korrektheit eines sich entwickelnden Systems mu durch das F

uhren
von Beweisen sichergestellt werden. Dies wird Verikation genannt [AO91, AO94, Fra92,
LS84]. Da formale Methoden bisher wenig verbreitet sind, wird Qualit

atssicherung in der Re-
gel durch Testen erreicht. Testen erlaubt aber nur das Zeigen der Anwesenheit von Fehlern.
Das eigentliche Ziel, die Abwesenheit von Fehlern systematisch zu beweisen, ist die Aufga-
be der Programmverikation. In Formeln einer Logik (in der Regel Pr

adikatenlogik erster
Stufe) wird das gew

unschte Verhalten des Programmes speziziert. Mit einem Beweissystem
(einer Menge von Axiomen und Regeln) kann das tats

achliche Programmverhalten ermittelt
und auf Korrektheit gegen

uber der Spezikation

uberpr

uft werden. Dieses Vorgehen wird
axiomatisches Beweisen genannt. Zum axiomatischen Beweisen ist zus

atzlich zur Sprache, in
der das zu beweisende Programm vorliegt, ein weiterer (logischer) Formalismus notwendig,
der die relevanten Programmeigenschaften ausdr

uckbar macht. Die meisten der Beweissyste-
me im Kontext zustandsbasierter Systeme werden als Hoare-style Beweissysteme bezeichnet
(nach C.A.R. Hoare [Hoa69, Apt81]). Dieser Ansatz nennt sich auch Zusicherungsmethode.
Formeln, die Zust

ande eines Programmes beschreiben, heien auch Zusicherungen.
Beweise f

ur gr

oere Software-Systeme sind in der Regel so komplex, da sie ohne maschi-
nelle Unterst

utzung f

ur den Menschen nicht beherrschbar sind. Auch f

ur Verikationsver-
fahren und Verikationswerkzeuge stellt sich immer mehr die Forderung nach Modularit

at
und Kompositionalit

at. D.h. die Verikation groer Systeme l

at sich auf die Verikation von
Einzelsystemen zur

uckf

uhren. Schon geleistete Beweisarbeit sollte sinnvoll wiederverwendet
werden k

onnen. Der Werkzeugeinsatz zur Verikation ist unumg

anglich.
Verikation ist immer ein a posteriori-Verfahren, d.h. erst wenn Spezikation und Programm
vorhanden sind, kann die Korrektheit der Implementierung veriziert werden. Um systemati-
sche Programmentwicklung konstruktiv betreiben zu k

onnen, ist Verikation nicht geeignet.
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Die Ans

atze nach Dijkstra [Dijk76] und Gries [Gri81] zeigen aber, da Prinzipien und Konzep-
te durchaus einsetzbar sind. Vielversprechend sind auch Ans

atze wie temporale oder dynami-
sche Logiken, die die Hoare-Logik in ihrer M

achtigkeit erweitern (siehe [KT90, Sti91, Har84]).
1.4 Zustandsbasierte Beschreibung von Software-Systemen
1.4.1 Beschreibung von Software
Spezikationen und Implementierungen bilden zusammen die wesentlichen Beschreibungen
eines Software-Systems. W

ahrend Implementierungen nur Beschreibungen eines Software-
Systems sind, die ausf

uhrbar sein sollen, m

ussen mit Spezikationen mehrere Aufgaben
bew

altigt werden. Sie sind zum einen Beschreibungen der Kundenw

unsche; die Spezika-
tion dient somit als Vertrag zwischen Auftraggeber und Auftragnehmer. Der Auftragnehmer
entwickelt das Software-System auf Basis dieses Vertrages, die Spezikation ist also eine
Anforderungsbeschreibung an die Implementierung. Da Software nach der Erst-Installation
noch weiterentwickelt wird, sind Spezikationen auch Referenz f

ur die Wartung. Zwei Be-
trachtungsweisen sind also bei der Beschreibung von Software-Systemen zu ber

ucksichtigen
und geeignet zu integrieren: Was soll ein System leisten und wie ist es realisiert?
Beschreibungen werden in unterschiedlichen Stilen abgefat. Zum einen variiert der Grad
der Formalit

at, er reicht von informeller, d.h. nat

urlich-sprachlicher Beschreibung,

uber se-
miformale (strukturierte nat

urlich-sprachliche Beschreibungen) bis zu vollst

andig formalen
Beschreibungen. Zum anderen werden operationale und deskriptive Spezikationen unter-
schieden. Operationale Beschreibungen geben ein Modell f

ur das gew

unschte System an. Ver-
treter dieser Art sind Datenudiagramme, endliche Automaten und Petrinetze. Deskriptive
Spezikationen beschreiben Eigenschaften des gew

unschten Systems. Vertreter sind Entity-
Relationship-Diagramme sowie logische und algebraische Spezikationen.
1.4.2 Komponentenbegri
Traditionelle Bereiche der Software-Beschreibung sind Spezikation und Implementierung.
Die Grenze zwischen diesen Bereichen wird immer st

arker verschwimmen. Die zuk

unftige
Entwicklung sollte Software-Beschreibungssprachen bringen, die prinzipiell ausf

uhrbar sind.
Eine Programmiersprache, die die Grenze schon in Teilen

uberschreitet, ist die Prototyping-
Sprache ProSet [FGH
+
93, DFG
+
92a, DFG
+
92b]. ProSet soll in bezug auf das Kompo-
nentenmodell CM (Component Model, siehe [Goe93]) evaluiert werden (siehe auch [Pah94]).
Das Komponentenmodell stellt ein Evaluierungsschema f

ur existierende Sprachen vor, dessen
Kriterien sich aus den Anforderungen von Software-Entwicklungsprozessen unter besonderer
Ber

ucksichtigung von Wiederverwendung und verteilten Entwicklungsteams ergeben. Diese
Kriterien decken nicht nur die produktorientierte Sicht (d.h. Anforderungen an die F

ahigkeit
der Sprache, Komponenten zu beschreiben) ab, sondern beziehen auch die Unterst

utzung des
Entwurfsprozesses in die Evaluierung ein.
Im einzelnen soll die Sprache ProSet anhand folgender Kriterien untersucht werden (siehe
auch [Goe93, Pah94]):
 Unterst

utzung von Einkapselung: Dies ist das essentielle Kriterium der produktorien-
tierten Sicht. Es sind die interne Integrit

at der Komponenten, das Vorhandensein einer
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Schnittstelle mit geeigneter Sprache, Beschreibbarkeit von Semantik in Schnittstellen
sowie aktueller und formaler Import zu untersuchen.
 Trennung zwischen Komponenten und Konguration zwischen Komponenten: Realisie-
rungsm

oglichkeiten in einer Sprache sind explizite bzw. implizite und komponentenin-
terne bzw. separate Beschreibung von Komponentenbeziehungen.
 Verf

ugbare Strukturen f

ur Beziehungen zwischen Komponenten: Hier erfolgt die Ana-
lyse der Beziehungen (etwa Graphenstrukturen, Subkongurationen).
 Behandlung von Systemaspekten: Umfate Aspekte sind Funktionalit

at, Nebenl

aug-
keit, Persistenz, Ausnahme- und Fehlerbehandlung, Verteiltheit, quantitative Aspekte.
 Abdeckung des Software Life Cycles: Anforderungsdenition, Architekturentwurf, De-
tailentwurf und Implementation sind durch die Sprache zu unterst

utzen.
 Einu von Design-Operationen: Der Einu der Entwurfsprinzipien divide and conquer
und separation of concerns auf die Auswahl von Entwurfsoperatoren ist zu untersuchen.
Die Evaluierung von ProSet liefert folgende Bewertung
2
, dargestellt in einem Bewertungs-
schema (hier nur f

ur Module) anhand einer Klassikation des Unterst

utzungsgrades f

ur jedes
Kriterium (keine/schwache/starke Unterst

utzung):
ProSet Komponenten: Relationen zwischen Komponenten:
Module Import/Export, formale/aktuelle Parameter
Ein-
kapselungs-
unter-
st

utzung:
Trennung
von Kom-
ponen-
ten und de-
ren Kon-
gurations-
beschrei-
bung:
Struktur
der Bezie-
hungen
zwischen
Kompo-
nenten:
Behandlung
von
System-
aspekten:
Abdeckung
des Soft-
ware Life
Cycles:
Einu von
Design-
Operationen:
Zusammen-
fassung:
schwach schwach/
stark
schwach stark schwach schwach/
stark
schwach
Aus Sicht des Komponentenmodells realisiert ProSet zum komponentenorientierten Ent-
wickeln einige geeignete Konzepte. Es existiert ein Modulkonzept mit Import- und Export-
schnittstellen. Formaler Import ist m

oglich. ProSet verkn

upft Komponenten dynamisch.
Die Aktualisierung des formalen Modulimports (Kongurationen) kann in der Sprache durch
ein Instantiierungskonstrukt ausgedr

uckt werden. M

achtige Ausdrucksmittel, die im opera-
tionalen Bereich verschiedene Abstraktionsebenen abdecken, sind vorhanden (ProSet ist
eine Breitbandsprache und unterst

utzt transformationelles Programmieren, siehe [DFG
+
92a,
Eve95]). Prozeduren und Ausnahmebehandlung zur Realisierung des divide and conquer-
Prinzips sind vorhanden. Nicht in vollem Umfang zum komponentenorientierten Entwickeln
geeignete Konzepte von ProSet sind die mangelhafte Trennung von Sichten (das Prinzip se-
paration of concerns ist nur ansatzweise unterst

utzt), die fehlende semantische Beschreibbar-
keit von Prozeduren und Modulen und die nicht ausreichende Unterst

utzung der Beschreibung
2
Eine Analyse anderer Sprachen, wie etwa Ada, Modula oder Eiel, h

atte

ahnliche Bewertungen zur Folge.
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auf unterschiedlichen Ebenen der Abstraktion/Detaillierung. Die mangelnde Unterst

utzung
der Beschreibung von Schnittstellen wurde insbesondere im Einsatz der Sprache ProSet
deutlich (vgl. Abschlubericht der Projektgruppe 240 [Pro95]). Diese wesentlichen Kritik-
punkte treen auch auf viele andere imperative oder objektorientierte Sprachen zu.
1.4.3 Zustandsbasierte Systeme
Ein wesentliches Ziel dieser Arbeit ist die Motivation formaler zustandsbasierter Spezika-
tion im Kontext komponentenorientierter Software-Beschreibungssprachen. Objekte sind die
Grundbausteine, aus denen sich ein Software-System zusammensetzt. Objekte verkapseln je-
weils einen Teil des Systemzustands. Dieser Zustand kann von anderen Objekten nur durch
zur Verf

ugung gestellte Operationen inspiziert oder modiziert werden. Verschiedene Objekte
kommunizieren miteinander nur

uber Operationsaufrufe. Dieser Ansatz wird in der Literatur
auch objektbasiert genannt. Bei Benutzung von Vererbungsbeziehungen w

are er objektorien-
tiert (vgl. [Weg90]).
Als einf

uhrendes, motivierendes Beispiel sollen Fragmente einer imperativen Spezikation
(die Syntax ist an ProSet angelehnt) eines Schalters mit zwei Zust

anden (on, o) mit
darauf arbeitenden Operationen, die den Status des Schalters abfragen (GetStatus), und die
ihn ein- bzw. ausschalten (SetOn; SetOff), vorgestellt werden. Der aktuelle Zustand des
Schalters wird in der modulinternen Variable status gespeichert. Es soll aus Gr

unden der

Ubersichtlichkeit nur eine Operation speziziert werden.
module Schalter;
exports SetOn, SetO, GetStatus; { Export von Operationen
visible status; { globale, sichtbare Variable im Modul
begin
procedure SetOn (id);
begin
if GetStatus(id) = o then
status := on;
end SetOn;
end Schalter;
Eine algebraisch orientierte Schnittstellenspezikation der Funktionalit

at der Operationen,
etwa
procedure SetOn: ident ! ident
GetStatus(id) = o ! GetStatus( SetOn(id) ) = on
w

urde eine geeignete Formulierung der Prozedur SetOn mit einem R

uckgabewert des Typs
ident voraussetzen. Die im imperativen Programmierparadigma

ubliche Formulierung

uber
Seiteneekte auf dem Zustand kann damit nicht ad

aquat speziziert werden. Eine zustands-
orientierte Formulierung mit Vor- und Nachbedingungen
3
3
Es wird hier die Syntax des box-Operators [:] modaler Spezikationen benutzt (vgl. Kapitel 5).
1.4.3 Zustandsbasierte Systeme 14
module Schalter;
exports
procedure SetOn: state  ident ! state
GetStatus(id) = o ! [SetOn(id)] GetStatus(id) = on,
attribute GetStatus: state  ident ! statustype
...
erm

oglicht eine angemessene Spezikation eines zustandsbasierten Systems. Mit state ist hier
eine Abstraktion des internen Zustandes beschrieben.
Einerseits erweisen sich algebraische (d.h. funktionale) Ans

atze also nicht immer als ad

aquat,
zustandsbasierte Systeme nat

urlich zu beschreiben. Andererseits reicht ein in die Program-
miersprache integrierter, auf booleschen Ausdr

ucken basierender Zusicherungsansatz (asser-
tions) ebenfalls nicht, um ausreichend abstrakt beschreiben zu k

onnen ('Spezikationen sind
Aussagen

uber Programme'). Es liegt also nahe, ein Konzept einzusetzen, das Objekte als
abstrakte Speicher zu beschreiben gestattet, ohne allerdings explizit ausf

uhrungsbezogen spe-
zizieren zu m

ussen. Der Begri des Objekts mu daf

ur formalisiert werden. Ein Berech-
nungsmodell wird dazu entwickelt. Dieses wird sowohl operationale als auch axiomatische
zustandsbasierte Beschreibungen erlauben. Die axiomatische Beschreibung wird auf einer zu-
standsbasierten Spezikationslogik basieren, die als Kern die oben schon benutzten Vor- und
Nachbedingungen enth

alt.
Zu einem komponentenorientierten Ansatz geh

oren auch parametrisierte Spezikationen und
Relationen zwischen Spezikationen. Untersuchungen [Goe93] haben gezeigt, da neben der
produktorientierten Sicht die prozeorientierte Sicht gleichrangig ist. Dieses Ergebnis wird
auch im Komponentenmodell CM ausgedr

uckt. Hierbei geht es um die Umsetzung von
Entwurfs- und Implementierungstechniken durch Konzepte der Sprachen. Insbesondere un-
terst

utzt ein Parametrisierungskonzept f

ur Komponenten die Modularisierung. Verfeinerung,
Implementierung oder auch Wiederverwendung k

onnen durch geeignete Operatoren und Re-
lationen operationalisiert werden. Im Abschnitt 1.2 wurde bereits angesprochen, da die Me-
thodik von besonderer Bedeutung f

ur die Sprachgestaltung ist. Horizontale und vertikale
Entwicklung werden betrachtet. Unter vertikaler Entwicklung versteht man das Implemen-
tieren, also das Senken des Abstraktionsniveaus. Horizontale Entwicklung besteht aus der
Anwendung von Spezikationsoperatoren und Modularisierung ohne Senken des Abstrakti-
onsniveaus. Wichtig ist eine Gestaltung der Relationen so, da diese die verteilte Entwicklung
in Gruppen erm

oglichen und weitgehend durch Werkzeuge unterst

utzbar sind.
Algebraische Spezikationen haben sich als geeignet erwiesen, verschiedenste Datentypen
abstrakt zu beschreiben oder die Syntax und die Semantik von Programmiersprachen zu
denieren. H

aug werden aber Mechanismen ben

otigt, die es erlauben, zustandsbasierte Sy-
steme problemnah beschreiben zu k

onnen. Dazu geh

oren Programmvariablen oder Opera-
tionen mit Seiteneekten. Basierend auf von-Neumann'schen Rechnerarchitekturen ist die
imperative Programmierung immer noch das am weitesten verbreitete Programmierparadig-
ma (und wird es wohl auch noch auf absehbare Zeit bleiben). Daher ist es nur sinnvoll,
imperative Programmierung durch spezielle Mechanismen zum Spezizieren und Beweisen
zu erg

anzen. Diese Mechanismen k

onnten die aus modelltheoretischen Ans

atzen wie VDM
oder Z bekannten Vor- und Nachbedingungen und Invarianten sowie zugeh

orige Beweissyste-
me sein. Eine Integration algebraischer und modelltheoretischer Ans

atze soll hier versucht
werden. Der Wunsch nach Unterst

utzung zustandsbasierter Spezikation l

at sich aber nicht
nur aus Sicht der Programmierung begr

unden. Zustandsbasierte Spezikationsmechanismen
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erm

oglichen eine problemnahe Handhabung bestimmter zu modellierender Systeme, wie etwa
Dateisysteme oder Datenbanksysteme. Hierdurch kann auch insbesondere die Kombination
algebraischer und zustandsbasierter Techniken motiviert werden. Zust

ande eines Datenbank-
systems sind so komplex strukturiert, da sich zur Beschreibung der Zust

ande selbst alge-
braisch spezizierte Datentypen anbieten. Zust

ande werden so als Algebren realisiert
4
. In
zustandsbasierten Systemen ist es m

oglich, auf die explizite Benutzung des Zustandes zu
verzichten, so wie man es auch von der Benutzung eines realen, zustandsbasierten Systems
(etwa eines Betriebssystems) erwarten w

urde, da der Zustand dort inh

arent ist. Eine weitere
Unterst

utzung dieses Ansatzes stammt aus dem Bereich der objektorientierten (objektbasier-
ten) Entwicklung. Dort sind Objekte die strukturgebenden Bl

ocke eines Software-Systems,
die sich an dem zu modellierenden Weltausschnitt orientieren. Objekte kapseln einen Teil
des Zustands des Gesamtsystems und stellen Operationen bereit,

uber die ausschlielich der
gekapselte Teil des Zustands inspiziert oder manipuliert werden kann. Diese objektbasierte
Sicht wird auch von Spezikationssprachen wie  [CFGGR91] favorisiert.
Auf dem gleichen konzeptionellen Modell der Objekte basieren auch objektorientierte Daten-
banken [Heu91]. Die hier aufgeworfenen Probleme der Formalisierung des Objektbegris sowie
der Spezikation und Implementierung von Objektsystemen sind auch im Bereich der Da-
tenbanken mit besonderem Interesse betrachtet worden. Hier soll insbesondere das ESPRIT-
BRA-Projekt IS-CORE (Information Systems { Correctness and Reusability) genannt werden
[LK93].
An dem motivierenden Beispiel l

at sich erkennen, da drei wesentliche formale Bereiche
bearbeitet werden m

ussen, um einen solchen Sprachansatz realisieren zu k

onnen:
I Ein formales Berechnungsmodell.
II Eine imperative Sprache und eine Spezikationslogik.
Beide k

onnen auf dem Berechnungsmodell deniert werden.
III Relationen zwischen Spezikationen.
Sie dienen der horizontalen und vertikalen Entwicklung.
Die wesentlichen Elemente des Ansatzes sind in Abbildung 1.2 zusammengefat. Die Basis
bildet das Berechnungsmodell (die -Objekte). Darauf sind sowohl operationale als auch
deskriptive Spezikationssprachen als zwei Formen zustandsbasierter Spezikation denier-
bar. Dar

uberhinaus werden horizontale und vertikale Entwicklung durch Konzepte f

ur beide
Sprachen unterst

utzt.
Der angesprochene Sprachansatz mu so gestaltet werden, da ein ieender

Ubergang von
axiomatischen zu operationalen Spezikationen m

oglich ist. Es erfolgt eine Beschr

ankung auf
sequentielle, deterministische Programme. Verteiltheit und Parallelit

at werden nicht betrach-
tet.
4
Eine weitergehende Motivation der zustandsbasierten Spezikation ndet sich in [FJ92, Feij94]. Die dort
beschriebene Sprache COLD ist aus den Erfahrungen der ESPRIT-Projekte METEOR und FAST entstanden.
Dort wurde mit rein algebraischen Sprachen wie ASL oder PLUSS begonnen. Es hat sich gezeigt, da bedingte
Gleichungen und initiale Semantik nicht mehr reichen, sondern da f

ur komplexe Anwendungen der volle
Umfang einer Pr

adikatenlogik und lose Semantik unentbehrlich sind. Diese Erkenntnisse ossen dann in den
Entwurf der Sprache COLD ein.
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Abbildung 1.2: Zustandsbasierte Spezikation
1.5 Vergleichbare Ans

atze
In diesem Abschnitt sollen einige Ans

atze vorgestellt werden, die zu dem hier pr

asentierten
in Beziehung stehen. Eine Reihe von Spezikationsans

atzen ist hier interessant. Diese lassen
sich in drei Kategorien einteilen:
1. Spezikationsans

atze mit Ausf

uhrungsaspekten sind:
 die komponentenorientierte Spezikationssprache  [GSC91, GS94, Cra94],
 der zustandsbasierte Spezikationsansatz COLD [FJ92, Feij94],
 der algebraische Ansatz CIP [BBB
+
85],
 der Ansatz nach R. Breu [Bre91].
Alle hier angef

uhrten Ans

atze bieten formal denierte Spezikationslogiken, COLD
auf Spezikationsebene sogar zustandsbasiert. Die prozeorientierte Sicht wird etwa
von  in weitem Umfang unterst

utzt. CIP unterst

utzt Implementierungsaspekte durch
Transformationskonzepte. Aspekte der Programmierung werden von allen unterst

utzt.
2. Spezikationsans

atze ohne Ausf

uhrungsaspekte sind:
 algebraische Ans

atze wie ACT ONE, ASL, OBSCURE, SPECTRUM (eine

Uber-
sicht ist in [Wir95] zu nden),
 modelltheoretische Ans

atze wie VDM und Z [Jon90, Dil91].
VDM und Z sind zustandsbasiert, formal deniert und werden in der Praxis eingesetzt;
sie sind aber nicht eigenschaftsorientiert. Auerdem unterst

utzen sie Programmierspra-
chen nicht direkt. In einigen algebraischen Sprachen sind weitreichende Spezikations-
operatoren und Spezikationsrelationen integriert. Ebenfalls in diese Klasse geh

oren die
zustandsbasierten, axiomatischen Ans

atze von Ryan, Fiadero und Maibaum [FMR91]
und Wieringa [Wie91]. Diese beiden Arbeiten sind dem datenbankorientierten Kontext
zuzuordnen.
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3. Erweiterungen realer Programmiersprachen zu Spezikationsans

atzen sind:
 die Erweiterung von Standard-ML zu Extended-ML [KST94, ST90a, SST90],
 Annotierungen von Ada-Programmen durch Anna [LvH85],
 die Interface-Sprachen der Larch-Familie von Spezikationssprachen [Win87, CL94,
GH93].
Alle Ans

atze sind formal deniert. Anna ist allerdings nicht durch eine Spezikations-
logik deniert. ML ist eine funktionale Sprache, gleiches gilt somit f

ur EML. Auf Spe-
zikationsebene unterst

utzt Larch algebraische Spezikationen. Die prozeorientierte
Sicht wird von allen drei Ans

atzen nur ansatzweise unterst

utzt.
Es existieren noch eine Reihe anderer Ans

atze, die mit dem vorliegenden vergleichbar sind. Im
Bereich der Berechnungsmodelle sind evolvierende Algebren [Gur93, Gur94], Kripke-Modelle
[Har84, KT90], Algebren [Wir90, EM85] und Action Semantics [Wat91, Mos89] zu nennen. Sie
werden sp

ater noch eingehend betrachtet. Einige Konzepte imperativer und objektorientierter
Programmiersprachen wie Vererbung, Zusicherungen, Ausnahmen und Typisierung werden
aufgegrien. Im Kontext der Verikation spielen die Kalk

ule des Hoare'schen Ansatzes eine
bedeutende Rolle [Fra92, AO94, LS84].
Einige der objektorientierten Sprachen, wie z.B. Eiel [Mey92b, Mey88, Mey92a], verbinden
Programmierung mit Ans

atzen zur Spezikation abstrakter Datentypen und der Operations-
spezikation

uber Vor- und Nachbedingungen. R. Fischbach fordert in [Fis92] eine st

arkere
Unterst

utzung formaler Spezikation in Eiel. Rosenblum [Ros95] beschreibt den Einsatz ei-
nes Zusicherungskonzeptes, das

uber den Umfang von Eiel hinausgeht. F. van der Linden
[vdL94] kombiniert COLD mit objektorientierten Methoden.
Einige der eben erw

ahnten Ans

atze sollen nun detaillierter vorgestellt werden.
1.5.1 Spezikationsans

atze mit Ausf

uhrungsaspekten
Die Sprache 
 ist eine Spezikationssprache zur Unterst

utzung der komponentenorientierten Software-
Entwicklung [GSC91, CFGGR91, Goe93, GS94, Cra94].  ist also eine Komponentenbeschrei-
bungssprache. Objekte sind hier die strukturgebenden Komponenten eines Software-Systems.
Basiskonzept zur Beschreibung von Objekten ist ein Konzept abstrakter Datentypen. Kon-
zepte zur Beschreibung modularer und hierarchischer Strukturen f

ur eine Systembeschreibung
werden bereitgestellt.
Das 3C-Konzept (siehe [GSC91]) gibt eine Strukturierung von Komponenten durch die Aspek-
te Content, Concept und Context vor. Content, der Inhalt, ist die eigentliche Realisierung der
Komponente, Concept eine Abstraktion der Realisierung und Context legt die von der Umge-
bung ben

otigten Ressourcen fest. Dieses 3C-Konzept wird in den -Komponenten umgesetzt.
Hauptkonstrukt von  ist das CEM (Concurrently Executable Module)
5
, es dient zur Be-
schreibung einer Klasse von Objekten (ein Objekt ist also die Implementierung eines ab-
strakten Datentypen). Resultierend aus den Prinzipien divide and conquer und separation of
concerns gibt es orthogonal zueinander
5
Die Begrie Datenabstraktion und Nebenl

augkeit spielen in  eine gleichwertige Rolle.
1.5.1 Spezikationsans

atze mit Ausf

uhrungsaspekten 18
1. ein Sichtenkonzept mit den Sichten type view (ausf

uhrungsinvariante Eigenschaften),
imperative view (ausf

uhrungsbezogene Eigenschaften) und concurrency view (Sequen-
tialisierungsoperationen) und
2. eine Zergliederung in die Sektionen import section (formale Anforderungen an den Im-
port, beschreibt den Context), export section (Auistung der von auen benutzbaren
Operationen und ihrer Eigenschaften, beschreibt das Concept), body section (Deni-
tion der Implementierung, beschreibt den Content) und common parameters section
(Systemparameter).
Das konzeptionelle Modell eines Software-Systems in  wird im folgenden charakterisiert. Ob-
jekte sind hierarchisch strukturiert, d.h. Zust

ande von Objekten werden auf die Subobjekte
verteilt. Der Aufbau von Hierarchien erfolgt durch Aktualisierung der Importe der parame-
trisierten Komponentenbeschreibung in einem Kongurationskonstrukt. Die Kommunikation
von Objekten erfolgt nur

uber Operationsaufrufe (shared operations), sofern die Concurrency-
Integrit

atsbedingungen dies zulassen. Durch gemeinsam genutzte Objekte (shared objects)
kann aus der Baumstruktur der Subobjektstruktur auch ein Graph entstehen.
Der einzige von vornherein unterst

utzte Datentyp ist bool. Alle weiteren m

ussen vom Benut-
zer zur Denition seiner Implementierungplattform festgelegt werden. Um eine Implemen-
tierungsplattform auf geeignetem, vom Benutzer bestimmtem Abstraktionsniveau denieren
zu k

onnen, k

onnen Spezikation als is basic typisiert werden. Die Implementierung solcher
Basis-CEMs wird nicht in der body-Sektion beschrieben, sondern als an anderer Stelle reali-
siert angenommen.
Die Typsicht (type view) umfat Beschreibungen statischer Eigenschaften der Objekttypen.
Von Aspekten wie Speicherung oder Ausf

uhrung wird abstrahiert. Der benutzte Ansatz ist der
der algebraischen Spezikationen [EM85, Wir90]. Mehrere Sektionen bilden jeweils zusammen
eine algebraische Spezikation. Common Parameters und Export bilden das Export Interface.
Common Parameters und Import bilden das Import Interface. Rumpf, Common Parameters
und Import bilden die Rumpfspezikation.
In jeder Sektion sind Folgen von Datentypspezikationen erlaubt. Export und Rumpf denie-
ren zusammen den Objekttypen des CEM. In einer Konstruktionsklausel kann die Repr

asen-
tation des Objekttypen n

aher speziziert werden. Datentypspezikationen sind in getrennte
Operationsspezikationen aufgeteilt. Operationen werden durch Gleichungen speziziert.
W

ahrend die Aspekte Speicherung und Ausf

uhrung in der Typsicht ausgeschlossen waren,
sind sie in der imperativen Sicht (imperative view) die zentralen Anliegen. Hier sind Objekte
abstrakte Speicher, die von Operationen inspiziert oder modiziert werden. Es k

onnen Algo-
rithmen zur Ausf

uhrung dieser Operationen angegeben werden, die aus

ublichen imperativen
Konstrukten sowie einem Parallelit

atskonstrukt bestehen k

onnen. Diese Algorithmen d

urfen
nur im Rumpf speziziert werden, in den Schnittstellen sind nur syntaktische Informationen
(Signaturen) erlaubt. Parameter k

onnen als Wert-, Resultat- bzw. Wert/Resultat-Parameter
gekennzeichnet werden.
Die Nebenl

augkeitssicht (concurrency view) stellt Mittel bereit, die Auswertungsreihenfol-
ge auf einem Objekt zu spezizieren. Insbesondere durch die M

oglichkeit, Operationen ne-
benl

aug auszuf

uhren, ist die Notwendigkeit zur Festlegung von Ausf

uhrungsabh

angigkeiten
gegeben, etwa um Konsistenz zu sichern. Als Formalismus werden Pr

adikatpfadausdr

ucke, ei-
ne Erweiterung regul

arer Ausdr

ucke

uber Operationsnamen, verwendet. Damit kann u.a. Se-
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quenz, Alternative, Optionalit

at oder Nebenl

augkeit ausgedr

uckt werden. Auerdem k

onnen
Vorbedingungen f

ur Operationsausf

uhrungen angegeben werden.
In Kongurationen werden einzelne CEMs durch Aktualisierung der Importschnittstelle ver-
kn

upft.  eignet sich besonders zum Einsatz in einem komponentenorientierten Wiederver-
wendungskontext [CDG94]. Aspekte der Wiederverwendung in  sind detailliert in [Cra94]
nachzulesen.
COLD
COLD [Jon89a, KRdL89, Jon89b, Feij89, FJ92, Feij94, RdL94b, RdL94a, GRdL94] ist ei-
ne Entwurfssprache, die im Rahmen des ESPRIT-Projektes METEOR [WB89a, BF91] ent-
wickelt wurde. Entwurfssprache bedeutet in diesem Zusammenhang, da sie sowohl Spezi-
kations- als auch Implementierungselemente enth

alt. Der COLD-Ansatz stellt einen von
Implementierungsaspekten unabh

angigen Kern COLD-K zur Verf

ugung.
Klassen sind das Kernkonzept zur Strukturierung von Software-Systemen. Sie sind mit Mo-
dulen in Modula 2 oder Packages in Ada vergleichbar. Der Sprachansatz von COLD soll es
erlauben, auf verschiedenen Ebenen der Abstraktion, d.h. von einer fr

uhen Entwicklungsphase
bis zur Implementierung, ad

aquat spezizieren zu k

onnen. Eine Klasse kann als Beschreibung
einer abstrakten Maschine gesehen werden. Sie besteht aus einer Kollektion von Zust

anden
mit einem Initialzustand. Zust

ande entsprechen Algebren. Der Zustand wird durch Prozedu-
ren (den Instruktionen der Maschine) ver

andert. Zust

ande bestehen aus einzelnen Zustands-
komponenten, die in einer Zustandssignatur zusammengefat werden. Eine Signatur umfat
Sorten, Pr

adikate, Funktionen und Prozeduren. Der Beschreibungsteil f

ur Zustandstransitio-
nen ist vom Rest der Signatur getrennt.
Algebraische Klassenbeschreibungen sind eigentlich ein Spezialfall des allgemeinen, zustands-
basierten Ansatzes von COLD, in dem keine Prozeduren verwendet werden, der Zustand also
nicht ver

andert wird. Somit ist die Semantik einer solchen Spezikation durch eine Algebra
bestimmt. Die Spezikation der Pr

adikate und Funktionen erfolgt durch Hornklauseln einer
Pr

adikatenlogik erster Stufe. Es wird ein Deniertheitspr

adikat bereitgestellt, mit dem spezi-
ziert werden kann, da ein Argument immer deniert sein soll bzw. auch partiell sein kann.
Es gibt einen speziellen undenierten Wert f

ur jede Sorte. Funktionen und Pr

adikate sind
strikt bzgl. dieses Wertes. Variablen existieren nicht explizit, sie m

ussen

uber Funktionsan-
wendung modelliert werden.
In den axiomatischen zustandsbasierten Klassenbeschreibungen sind implizite Prozedurde-
nitionen m

oglich, d.h. die Prozeduren werden durch Axiome deniert. Der Formalismus ist
dynamische Logik. Box- und Diamond-Operator der modalen Logiken (in COLD always- und
sometimes-Operator genannt) sind deniert. Auerdem werden Sprachmittel bereitgestellt,
die methodische Vorgehensweisen unterst

utzen. Mit einer modies-Klausel kann angegeben
werden, welche Zustandskomponenten von einer Prozedur ver

andert werden (siehe Abschnitt
4.5). Mit einer depends-Klausel kann f

ur Funktionen und Pr

adikate angegeben werden, nach
welchen

Anderungen welcher Zustandskomponenten sich der Wert der Funktion bzw. des
Pr

adikates

andert. Variablen k

onnen hier explizit benutzt werden. Der PREV-Operator er-
laubt das Zugreifen auf den Wert einer Variablen vor Ausf

uhrung einer Prozedur. Mit ihm
werden Zustands

anderungen beschrieben.
Algorithmische Klassenbeschreibungen erlauben die Implementierung der spezizierten Ope-
rationen durch Algorithmen. Dazu werden primitive Kontrollstrukturen auf einer Komman-
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doebene bereitgestellt. Hierzu geh

oren ein leeres Kommando, guarded commands, Komman-
dokomposition, Auswahl und Wiederholung. Algorithmische Beschreibungen sind ausf

uhrbar.
Modularisierungs- und Parametrisierungskonzepte existieren. Signaturbasierte Exportschnitt-
stellen sind formulierbar. Eine Importklausel kann ache Spezikationen enthalten. Sie er-
laubt benannten, d.h. nichtformalen Import. Als Anpassungsoperation steht ein Umbenen-
nungsoperator zur Verf

ugung. Es gibt auch die M

oglichkeit zum formalen Import. Parame-
trisierte Klassenbeschreibungen k

onnen

uber Lambda-Abstraktion deniert werden. Deren
Komposition erfolgt dann

uber Lambda-Applikation. Einige weitergehende Konzepte sind
verf

ugbar, die den Einsatz von COLD in groen Projekten erleichtern sollen. Hierzu geh

oren
eine graphische Notation f

ur Klassen oder auch Designs, eine Strukturierungsm

oglichkeit auf
Klassenebene.
Der Spezikationsformalismus ist durch MLCM (Modal Logic of Creation and Modication),
einer dynamischen Logik, deniert [GRdL94]. Die Formalisierung des Parametrisierungskon-
struktes erfolgte durch das -Kalk

ul [Feij89]. Description Algebras [Jon89a] bilden die se-
mantischen Strukturen, in denen die Logik interpretiert wird.
Algebraische Spezikation und imperative Programmierung
Ruth Breu verkn

upft in ihrer Dissertation [Bre91] algebraische Spezikation mit objektori-
entierter Programmierung. Basierend auf algebraisch spezizierten Klassen werden drei Kon-
zepte zur Verkn

upfung von Klassen betrachtet: Subtypbeziehung, Vererbung und Benutztbe-
ziehung. Subtypen unterst

utzen die datenorientierte Form der Verfeinerung (es wird Subtyp-
oder Inklusionspolymorphismus realisiert [CW85]). Vererbung ist modulorientiert.
Die Semantik der Klassen wird durch Algebren deniert. Es wurde die Theorie partieller ab-
strakter Datentypen [BW82] mit loser Modellbildung [Wir90] eingesetzt. Vererbung und Sub-
typen sind Konzepte der vertikalen Entwicklung. Vererbung wird durch Modellverfeinerung
realisiert, d.h. ein Modell eines Erben ist eine Erweiterung eines Modells seines Vorfahrens.
Subtypen werden

uber Teilmengenrelationen auf Tr

agermengen der Klassen realisiert. Die
Theorie hierf

ur liefern order-sorted algebras [GM87b, GM87a]. Die Benutztbeziehung ist ein
Konzept der horizontalen Entwicklung und wird durch hierarchische abstrakte Datentypen
[WPP
+
83] deniert. Die horizontale Kompositionseigenschaft wird gezeigt.
Semantisch ist dieser Ansatz von der algebraischen Spezikationssprache ASL [Wir86] be-
einut. Zudem wurden objektorientierte Entwurfsprinzipien [Mey88] umgesetzt. Objektori-
entierte und damit zustandsbasierte Klassenbeschreibungen werden durch eine Menge von
Algebren und eine Menge von Funktionen darauf modelliert, wobei letztere Interpretationen
der Methoden sind, die den Objektzustand

andern. Der Ansatz basiert auf dem Ansatz von
P. America [Ame90].
Es wird eine Beispielsprache OP vorgestellt, die in die gleiche Sprachklasse wie Eiel oder
C++ f

allt (streng typisiert, sequentiell, objektorientiert). Eine Implementierungsrelation, die
algebraische Spezikation und objektorientierte Klassenbeschreibung verkn

upft, wird durch
Homomorphismen, d.h. Abstraktionsfunktionen auf Datenbereichen, deniert [BMPW86], die
an den Zustandsbegri von OP angepat wurden.
Aus methodischer Sicht sind hier besonders inkrementeller Entwurf und Wiederverwendung
untersucht worden. Es wurde eine Integration von Spezikation und Implementierung erreicht.
Einen

ahnlichen Ansatz wie R. Breu verfolgt H. Lin in [Lin93]. Es geht dort um die Im-
plementierung algebraischer Spezikationen in einer imperativen Programmiersprache. Eine
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Implementierung besteht aus einem Repr

asentationstypen, Invarianten und einer geeigneten

Aquivalenzrelation

uber ihnen sowie Prozeduren f

ur jeden Operator der Spezikation. Ein
formaler Kalk

ul wird entwickelt, der es erlaubt, in bezug auf die Spezikation korrekte Imple-
mentierungen zu erzeugen. Ein formaler Verfeinerungsbegri wird eingef

uhrt, der es erlaubt,
eine algebraische Spezikation einer Operation

uber eine Vor-/Nachbedingungsspezikation
in eine ausf

uhrbare Prozedurimplementierung zu transformieren. Damit wird eine formale
Verkn

upfung zwischen algebraischer Spezikation und der Technik der Vor-/Nachbedingungs-
spezikation geschaen. Terme der Spezikation werden in Programme transformiert. Dabei
werden etwa Funktionskompositionen in Kommandosequenzen umgesetzt. Dijkstra's guar-
ded command language ist Zielsprache. Korrekte Implementierungen m

ussen als Modelle der
Spezikation nachgewiesen werden. Weiterhin mu die Implementierung noch weitere, das
beobachtbare Verhalten betreende Eigenschaften erf

ullen. Sind die Operationsspezikatio-
nen durch Vor-/Nachbedingungspaare realisiert, k

onnen diese durch Techniken, wie sie in
[Mor94, Dijk76, Gri81] vorgestellt sind, in ausf

uhrbaren Code transformiert werden.
1.5.2 Spezikationsans

atze ohne Ausf

uhrungsaspekte
VDM und Z
VDM [Jon90, Bj91] und Z [SBC92, PST91, Dil91] sind zwei formale, modelltheoretisch ori-
entierte Spezikationssprachen. Beide Sprachen werden als modelltheoretisch bezeichnet, da
sie die Semantik von Spezikationen direkt in mathematischen Modellen denieren. In eigen-
schaftsorientierten Sprachen wird im Gegensatz dazu noch eine Interpretation zwischenge-
schaltet.
Z wurde an der Oxford University entwickelt. Die Sprache basiert auf Pr

adikatenlogik erster
Stufe und endlicher Mengenlehre. Z unterst

utzt deklarative, separate Spezikationen

uber
Implementierungen. Dieser prozedurale Abstraktionsproze wird in bezug auf Operationen
durch Vor- und Nachbedingungen erreicht. Sequenzen von Operationen k

onnen gebildet wer-
den. Z beschreibt Daten, ihre Beziehungen und das funktionale Verhalten eines Systems durch
Mengen, Relationen und Funktionen der Mengentheorie. Statische und dynamische Aspekte
eines Systems werden gemeinsam in Schemata beschrieben. Schemata bestehen aus Deni-
tionen (Signaturen) und Axiomen. Schemata k

onnen generisch sein. Zur Spezikation kann
auf eine Bibliothek vordenierter Typen, Relationen und Funktionen zur

uckgegrien wer-
den. Schemata k

onnen kombiniert werden. Dazu stellt ein Schema-Kalk

ul Operationen wie
Instantiierung, Konjunktion oder Disjunktion zur Verf

ugung.
VDM ist eigentlich eine Methode zur formalen Entwicklung von Software-Systemen. VDM
besteht aus einer Spezikationssprache VDM-SL, Regeln zur Daten- und Operationsverfeine-
rung und einer Beweistheorie, um Eigenschaften von Spezikationen zeigen und die Korrekt-
heit von Verfeinerungsschritten nachweisen zu k

onnen. In VDM-SL werden Systemzust

ande
durch Datenmodelle und das Verhalten durch Operationen beschrieben. Operationen werden
durch ihr Ein-/Ausgabeverhalten deniert. Vorbedingungen, Nachbedingungen und Invari-
anten spezizieren Daten und Operationen. Alle Teile einer Spezikation werden in einem
Modul zusammengefat. Zu VDM geh

oren Entwicklungstechniken wie z.B. die Verfeinerung.
F

ur beide Sprachen gibt es Ans

atze, die sich mit der Ausf

uhrbarkeit besch

aftigen, diese sind
aber nicht Bestandteil der Sprachen selbst.
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MAL
Modal Action Logic (MAL) [FMR91] ist eine modale Logik, die im Rahmen des datenbank-
orientierten ESPRIT-Projekts IS-CORE entwickelt wurde. Statt von Objekten wird hier von
Agenten (oder Aktionen) gesprochen. Der Verhaltensaspekt soll hier st

arker betont werden.
Agenten besitzen einen ver

anderbaren Zustand. In MAL ist es m

oglich, nicht nur einzelne
Zustands

uberg

ange, sondern ganze Lebenszyklen eines Objektes spezizieren zu k

onnen. Es
k

onnen sogenannte Sicherheits- und Lebendigkeitseigenschaften gefordert werden (engl. safety
and liveness conditions). Diese werden mit Hilfe deontischer Axiome ausgedr

uckt, die Agenten
Zw

ange auferlegen (obligations) und Erlaubnisse (Zugrie) verweigern (permissions). Logi-
ken der Zw

ange und Erlaubnisse werden deontische Logiken genannt. Der nichtdeontische Teil
von MAL entspricht einer eingeschr

ankten dynamischen Logik. MAL-Spezikationen werden
durch Kripke-Modelle [KT90] interpretiert.
Innerhalb von IS-CORE wurden noch weitere Formalisierungen von Objekten vorgenommen
(siehe etwa [LK93, SJS91, FSMS91, FM90]). Da MAL dem hier vorliegenden Ansatz am
n

achsten kommt, werden die anderen hier nicht vorgestellt.
CMSL
R. Wieringa [Wie91, WM91] stellt die Sprache CMSL (Conceptual Model Specication Lan-
guage) vor, die ordnungssortierte Gleichungslogik [GM87b] um Elemente einer dynamischen
Logik erweitert. Wieringa nutzt CMSL um dynamische Objekte zu spezizieren, d.h. Objekte,
die einen ver

anderlichen Zustand haben. Anwendungen seines Ansatzes sieht Wieringa in der
Spezikation des Verhaltens objektorientierter Datenbanken. CMSL ist auf Kripke-Modellen
sowie einer davon unabh

angigen Prozealgebra deniert.
Zur Spezikation von Zustandstransformationen wird der Box-Operator der modalen Logik
benutzt. Er kann nur auf Prozeduraufrufe angewendet werden. Der Zugri auf den Zustand
eines Objektes (ggf. modizierend) wird Ereignis genannt. Um diese Ereignisse beschrei-
ben zu k

onnen, wird eine spezielle Sorte event eingef

uhrt. Terme der Sorte event werden
als Funktionen auf Kripke-Modellen (dort m

ogliche Welten genannt) interpretiert. Wird eine
solche Spezikation um die event-bezogenen Elemente reduziert, erh

alt man eine algebraische
Spezikation im

ublichen Sinne. Durch die Ereignisspezikationen sind nur neue Funktions-
elemente, aber keine Datenelemente hinzugenommen worden.
1.5.3 Erweiterungen von Programmiersprachen zu Spezikationsans

atzen
Extended ML
Extendend ML (EML) [KST94, ST90b, SST90] wurde als Rahmen f

ur die formale Entwick-
lung von Standard ML (SML) Software-Systemen konzipiert. Die Entwicklung beginnt mit
einer Spezikation des Verhaltens und endet mit ausf

uhrbaren SML-Programmen. Die Er-
haltung der Korrektheit ist dabei von besonderer Bedeutung. Die Spezikationen erfolgen in
der EML-Spezikationssprache, die eine Erweiterung von SML um Axiome zur Beschreibung
der Eigenschaften von Modulkomponenten ist. SML ist eine formal denierte Sprache, die ein
ausgereiftes Modulkonzept zur Verf

ugung stellt. Damit wird formales Beweisen von Verhal-
tenseigenschaften von SML-Programmen im EML-Kontext erm

oglicht. SML-Module werden
zu einem Konzept der 'Entwicklung im Groen' erweitert.
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Wie die Sprache Anna [LvH85] Ada-Programme annotiert, ist auch EML ein Spezikations-
ansatz, der eine reale Programmiersprache integriert. Ebenfalls

ahnlich ist der Larch-Ansatz
[Win87]. EML erweitert SML um Axiome, die in den SML-Signaturen und -Modulr

umpfen
benutzt werden d

urfen. Die Logik ist eine Erweiterung einer Pr

adikatenlogik erster Stufe
um Konzepte, die es erlauben,

uber den speziellen Sprachkonstrukten von SML (etwa po-
lymorphe Typen und Funktionstypen) zu argumentieren. Die Semantik von EML ist durch
eine nat

urliche Semantik (oder strukturell operationelle Semantik nach G. Plotkin, siehe
[ST90a, MTH90]) deniert. Es werden statische (Typ

uberpr

ufung), dynamische (Ausf

uhrung)
und Verikationsaspekte unterschieden.
Larch
Larch ist ein Spezikationsansatz, der Spezikationskonzepte auf zwei semantisch unterschied-
lichen Sprachebenen bereitstellt [Win87, CL94, GH93].
Larch-Spezikationen haben Bezug sowohl zur modelltheoretischen als auch zur algebraischen
Spezikation. Im zustands- bzw. objektbasierten Kontext werden so Datentypabstraktionen
von den Spezikationen der Zustandstransformationen getrennt. Larch-Spezikationen wer-
den immer mit den Implementierungen einer bestimmten Programmiersprache verkn

upft.
Spezikationen, die das Verhalten der Implementierungen abstrahieren, heien Interface-
Komponenten. Sie sind modelltheoretisch deniert. Im Falle einer zustandsbasierten Pro-
grammiersprache (Larch-Interfaces existieren etwa f

ur Smalltalk, C oder C++) werden Zu-
standstransformationen in diesen Interface-Komponenten durch Vor- und Nachbedingungen,
ausgedr

uckt in Pr

adikatenlogik, speziziert. Eigenschaften, die unabh

angig vom Implemen-
tierungsparadigma sind, werden in den sogenannten gemeinsamen Komponenten (shared
components) speziziert. Hierzu wird im algebraischen Stil eine Gleichungslogik erster Stu-
fe eingesetzt. Damit ist dieser Teil von der Implementierungssprache unabh

angig. Die ne-
ben den Zustandstransformationen implementierungsrelevanten Spezikationen, wie Seiten-
eekte, Fehler- und Ausnahmebehandlung oder Allokation von Ressourcen, m

ussen in den
Interface-Komponenten erfolgen.
In Larch erfolgt eine strikte Trennung zwischen der Spezikation von Modellen (abstrakten
Werten) auf algebraischer Ebene und der Spezikation von Interfaces f

ur Programmodule.
Interface-Spezikationen erlauben keine Modellbildung im algebraischen Sinne. Dies impli-
ziert, da Interface-Spezikationen auch nicht in den Vor- und Nachbedingungsspezikatio-
nen benutzt werden d

urfen. Das Vokabular hierf

ur wird durch algebraische Spezikationen
vorgegeben. Diese Spezikationen werden Traits genannt. Die Traits spezizieren ein ma-
thematisches Modell f

ur die Interface-Spezikationen, das aber kein Konzept eines Zustands
oder der Ver

anderung kennt. Traits sind Gleichungsspezikationen. Aus ihnen l

at sich eine
Theorie (die Menge der geltenden Eigenschaften) ableiten. Diese Theorien k

onnen in den
Interface-Spezikationen explizit verf

ugbar gemacht werden.
Auf Interface-Ebene gibt es ein Verkn

upfungskonstrukt. Auf algebraischer Ebene k

onnen
Spezikationen lediglich durch einen Makromechanismus verkn

upft werden.
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Die in Abschnitt 1.5 betrachteten Ans

atze sollen nun im Kontext der Zielsetung dieser Arbeit
bewertet werden. Die Ans

atze EML, Larch, COLD und  kommen den beschriebenen An-
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forderungen am n

achsten. EML basiert auf einer realen Programmiersprache. Allerdings ist
EML nicht zustandsbasiert und realisiert das Komponentenmodell nur teilweise. Larch bie-
tet keine eigenschaftsorientierte, zustandsbasierte Spezikationslogik.  fehlen M

oglichkeiten
zur axiomatischen, zustandsbasierten Spezikation. Abbildung 1.3 zeigt, da im Bereich der
zustandsbasierten Systeme COLD den hier geforderten Eigenschaften am n

achsten kommt.
Ein formales Berechnungsmodell, auf dem auch eine imperative Programmiersprache geeig-
net deniert werden kann, ist dort aber nicht vorhanden. Imperative Aspekte werden zwar
realisiert, eine Anbindung an eine Programmiersprache existiert jedoch nicht. In den auf
realen Programmiersprachen basierenden Ans

atzen EML und Larch hat sich gezeigt, da ei-
ne konstruktive Modellbildung f

ur die Spezikationsebene von Bedeutung ist. Damit ist eine
Modellbildung der Spezikationssprache basierend auf der Semantik der Programmierspra-
che gemeint. Abbildung 1.2 zeigt, da hier diese Konstruktivit

at durch eine durchg

angige
Benutzung der -Objekte erreicht wird. Obwohl Konzepte zur komponentenorientierten Spe-
zikation in COLD realisiert sind, werden Anforderungen des Komponentenmodell, wie z.B.
semantische Beschreibungen in Exportschnittstellen, nicht bereitgestellt. In die Abbildung
1.3 wurde noch die Sprache Eiel aufgenommen, die als Programmiersprache in Richtung auf
eine Entwurfssprache erweitert wurde. Die dort vorhandenen Spezikationstechniken Vor-
und Nachbedingungen und Invarianten sind allerdings nicht durch eine Logik formalisiert.
VDM und Z sind im Vergleich dazu zwar durch die Hoare-Logik deniert, eine eigenschafts-
orientierte Spezikation ist aber nicht m

oglich.
vertikale
Entwicklung horizontale Entwicklung
Paradigma
Komponentenkonzept
Module
EML Larch Pi
VDM/
    Z
COLD
Eiffel
vorliegende 
    Arbeit
algebraisch Mischformen zustandsbasiert
Operations−
abstraktionen
Module und
Moduloperatoren
algebraische
Spezifikation
Programmiersprache
Programmiersprache/
vereinfacht
Spezifikations−
logik
Abbildung 1.3: Vergleich von Spezikationsans

atzen
Die Breite der betrachteten Sprachkonzepte von abstrakten In dieser Arbeit soll ein An-
satz vorgestellt werden, der die St

arken der eben angesprochenen erh

alt, d.h. formal ist,
zustandsbasiert ist (wie COLD) und das Komponentenmodell unterst

utzt (wie ), und die
angesprochenen Schw

achen vermeidet. Diese Arbeit wird also einen zustandsbasierten Be-
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schreibungsansatz vorstellen, der Spezikation und Implementierung integriert. Dabei wird
Wert auf Anwendbarkeit des Ansatzes zur Denition von Sprachen und deren Realisierung in
einer konkreten Entwicklungsumgebung gelegt. Zur Unterst

utzung der Implementierung wer-
den die g

angigen Programmiersprachenkonstrukte betrachtet, die Spezikation wird durch
Konstrukte zur horizontalen und vertikalen Entwicklung unterst

utzt.
Spezikationskonstrukten bis zu einer Vielzahl von imperativen Konstrukten, die alle in einem
Komponentenkonzept eingesetzt werden k

onnen, ist im Rahmen umfangreicher, teamorien-
tierter Software-Entwicklung notwendig, aber, wie Abbildung 1.3 zeigt, im Bereich zustands-
basierter Systeme nur ansatzweise von COLD erreicht. Diese Arbeit wird die notwendigen
Grundlagen zur Denition eines Spezikationsansatzes im denierten Kontext motivieren
und formal denieren. Ziel ist eine umfassende Zusammenstellung von Grundlagen, die al-
le Bereiche der vertikalen Entwicklung abdeckt und Komponentenorientierung als Basis der
horizontalen Entwicklung hat.
Eine wesentliche Aufgabe der Software-Technologie liegt in der Integration verschiedener For-
malismen, die zur Bearbeitung verschiedener Aspekte in der Software-Entwicklung eingesetzt
werden. Im Kontext zustandsbasierter Systeme m

ussen etwa m

ogliche Zust

ande und Zu-
stands

uberg

ange, operationale Beschreibungen von Algorithmen oder abstrakte Eigenschaf-
ten von Objekten (etwa Sicherheits- oder Lebendigkeitseigenschaften, die die Vermeidung
unerw

unschter oder das Erreichen erw

unschter Eigenschaften

uber l

angere Zustands

uber-
gangsfolgen hinweg) ausdr

uckbar sein. Um das Gesamtverhalten eines Systems betrachten
zu k

onnen, ist eine Integration auf zwei Ebenen notwendig (diese Forderung wird etwa auch
von Fiadero und Maibaum [FM95] unterst

utzt). Zum einen ist auf sprachlicher Ebene eine
Integration, etwa durch eine erweiterte Pr

adikatenlogik, zu erreichen. Dynamische Logiken
(und ihre Erweiterungen) bieten die M

oglichkeit zur deskriptiven Spezikation, wobei die
explizit werdenden Programmfragmente auch zur operationalen Spezikation dienen k

onnen.
Die zweite Ebene ist die Semantik. Fiadero und Maibaum schlagen Kategorientheorie vor.
Wir werden hier die Integration durch -Objekte erreichen. Der mathematische Rahmen be-
steht hier aus einer Anpassung

ublicher algebraischer Techniken auf den zustandsbasierten
Kontext.
Die Arbeit konzentriert sich auf zustandsbasierte Systeme. Diese sollen operational (durch
eine Programmiersprache) und deskriptiv (durch eine Spezikationssprache) beschrieben wer-
den k

onnen. Bisher hat sich aber noch kein Semantikstandard herausgebildet, der zur Deni-
tion beider Beschreibungsformen geeignet ist. Imperative und objektorientierte Programmier-
sprachen sind aktuell die am weitesten verbreiteten Programmiersprachen. Formal gest

utzte
Entwicklungsmethoden haben bisher aber kaum ihren Weg in die praktische Unterst

utzung
dieser Sprachen gefunden.
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Teil I
Berechnungsmodell
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Kapitel 2
Ein Berechnungsmodell
2.1 Motivation
In diesem Kapitel und in den folgenden zwei Kapiteln wird ein Berechnungsmodell, d.h. ei-
ne semantische Struktur, entwickelt, auf dem im Kontext zustandsbasierter Systeme sowohl
operationale (imperative oder objektbasierte) als auch axiomatische (auf modaler Logik ba-
sierende) Sprachen deniert werden k

onnen.
Die Modellierung zustandsbasierter Systeme erfordert ad

aquate Berechnungsmodelle. Turing-
Maschinen sind nicht praktikabel genug, da sie nicht an verschiedene Abstraktionsebenen
anpabar sind. Algebren sind z.B. nur bedingt geeignet, da sie keinen Zustandsbegri kennen
und dieser somit modelliert werden mu. Ein inh

arent zustandsbasiertes, an verschiedene
Abstraktionsebenen anpabares Berechnungsmodell soll hier vorgestellt werden. Dieses Mo-
dell soll geeignet sein, Aspekte der Programmsemantiken, d.h. der Denition von Program-
miersprachen, und der Programmlogiken, d.h. der Anwendung von Logik zur Spezikation
von Programmen, zu vereinen. Die Unterst

utzung zustandsbasierter Ans

atze ist insbesonde-
re dann von Bedeutung, wenn Algorithmen im von-Neumann'schen oder Turing'schen Sinne
als Beschreibungen zustandsmodizierender Funktionen verstanden werden. Das im folgen-
den vorgestellte Berechnungsmodell ist die formale Umsetzung der Idee einer abstrakten
Maschine.
Warum Berechnungsmodelle?
Der Begri des Datentypen ist fundamental in der Informatik. Die Denition von Datentypen
erfolgt auf zwei Ebenen. Auf der ersten | syntaktischen | Ebene werden durch Signatu-
ren Namen f

ur Datenmengen sowie Namen, Argument- und Wertebereiche f

ur Operationen
angegeben. Auf der zweiten | semantischen | Ebene werden Mengen und Funktionen ange-
geben, die zur Signatur korrespondieren. In der Logik wird f

ur diese Kollektionen aus Mengen
und Funktionen der Begri der (semantischen) Struktur verwendet. Da es in diesem Ansatz
um zustandsbasierte Systeme geht, also um Systeme mit einem Ver

anderungsbegri, der sich
aus der Ausf

uhrung von Operationen (der Berechnung des Eektes von Operationen) ergibt,
soll hier der Begri Berechnungsmodell dem der Struktur vorgezogen werden, da er den ope-
rationalen Charakter st

arker betont, aber im Gegensatz zur abstrakten Maschine auch den
formalen Aspekt umfat. Der Begri 'Modell' darf hier nicht mit dem Modellbegri z.B. alge-
braischer Spezikationen verwechselt werden, wo unter einem Modell eine Algebra verstanden
wird, die spezizierte Eigenschaften erf

ullt.
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Das Berechnungsmodell dient hier zweierlei Zwecken:
1. als semantische Struktur zur Denition eines G

ultigkeitsbegris f

ur Formeln einer Spe-
zikationslogik,
2. als operationales Berechnungsmodell zur Denition imperativer und damit auch objekt-
basierter Programmbeschreibungen.
Berechnungsmodelle existieren f

ur den Bereich der

ublichen Logiken erster Stufe, so z.B. Alge-
bren f

ur die Gleichungslogik algebraischer Spezikationen [Wir90]. F

ur den Bereich zustands-
basierter Systeme gibt es die aus der modalen Logik bekannten Kripke-Modelle [KT90], die
einen Zustandsbegri umfassen. Aus dem Bereich der von-Neumann-Rechnerarchitekturen
und der imperativen Programmiersprachen stammt das Berechnungsmodell der Turing-Ma-
schinen. Sowohl Kripke-Modelle als auch Turing-Maschinen scheinen jeweils nicht optimal
geeignet, die beiden hier anstehenden Benutzungszwecke vollst

andig zu unterst

utzen. Es
sind zus

atzlich Mechanismen erforderlich, die im Fall der Turingmaschinen die Anpabar-
keit an verschiedene Abstraktionsniveaus erm

oglichen, und die im Fall der Kripke-Modelle
praxisrelevante Sprachen geeignet operational denierbar machen. Daher wird hier das Be-
rechnungsmodell der -Objekte entwickelt, das die St

arken beider Modelle realisiert, d.h.
die Operationalit

at der Turing-Maschine und die Formalit

at und Abstraktheit der Kripke-
Modelle, und deren Schw

achen vermeidet.  bezeichnet das gegebene Vokabular, also die
Signatur. Der Begri 'Objekt' wurde gew

ahlt, um die Zerlegung eines Systems in mehrere,
unabh

angige Teilsysteme { die Objekte { anzudeuten.
In der Logik erster Stufe werden nichtleere Mengen mit Operationen und Relationen als
Strukturen bezeichnet. Diese dienen dazu, den Termen und Formeln der Logik (ggf.

uber ei-
nem gegebenen Vokabular, d.h. einer Signatur) eine Semantik zu geben. In der universellen
Algebra werden Strukturen ohne Relationen auch als Algebren bezeichnet. Diese haben sich
als geeignet erwiesen, funktional orientierten Spezikationen einer Gleichungslogik als Se-
mantik zu dienen. Der Ansatz der Algebren soll hier

ubernommen werden. Eine Anpassung
zum einen an zustandsorientierte Anforderungen und zum anderen an programmiersprachli-
che Anforderungen hat zu erfolgen. Das Berechnungsmodell, das in diesem Kapitel vorgestellt
wird, l

at sich durch die Idee einer abstrakten Maschine veranschaulichen. Der Umfang der
Funktionalit

at der Maschine wird durch die Kombination verschiedener Semantikpakete be-
stimmt. Es werden eine Basismaschine und eine Reihe von Erweiterungspaketen vorgestellt.
In den Erweiterungspaketen werden die

ublichen Konzepte von Programmiersprachen (siehe
etwa [Hor84]) zusammengefat. In exogenen modalen Logiken, zu denen auch die Programm-
logiken geh

oren, werden auch Programmkonstrukte explizit. Somit sind auch f

ur die Logikde-
nition (eine solche Logik wird in Kapitel 5 vorgestellt) die Sprachkonstrukte der -Objekte
von Bedeutung.
Verschiedene Ans

atze im Kontext des Entwurfs von Software [Mey88, Goe93] verstehen unter
dem Begri des Objektes das zentrale, strukturgebende Konzept zur Konstruktion von Soft-
ware. Objekte sind ebenfalls das strukturgebende Konzept in diesem Ansatz. Die in einem
zu modellierenden System identizierten Objekte werden durch den Begri der Komponente
auf das zu entwickelnde Software-System abgebildet. Die Abbildung wird durch ein Kompo-
nentenkonzept [Goe93, GSC91, CFGGR91] unterst

utzt. Komponenten sind ein Konzept zur
Unterst

utzung von Wiederverwendung und verteilter Entwicklung innerhalb der Entwicklung
von Software. Dies wird durch die Bereitstellung semantisch beschreibbarer Schnittstellen und
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der Verkapselung der Interna erreicht. Diese Aspekte werden in den Teilen II und III dieser
Arbeit betrachtet.
Mit diesem Ansatz sollen Sprachen entwickelbar und denierbar sein, die den

Ubergang
vom Entwurf zur Programmierung mit einem durchg

angigen Verst

andnis des Objektbegris
erm

oglichen. F

ur den Entwurf werden Spezikationssprachen und f

ur die Programmierung
werden Implementierungssprachen ben

otigt, die zu Objektbeschreibungssprachen zusammen-
gefat werden k

onnen. Das beiden Sprachklassen zugrundeliegende Berechnungsmodell wird
in den folgenden zwei Kapiteln vorgestellt. Zuvor werden noch vergleichbare Ans

atze betrach-
tet.
2.2 Vergleichbare Semantikans

atze
Unter der Semantik eines Programmes versteht man die Beschreibung des Verhaltens, das
das Programm produziert, wenn es durch einen Computer ausgef

uhrt wird. Es haben sich
zur formalen Denition der Semantik einer Programmiersprache drei klassische Richtungen
entwickelt:
 denotationale Semantik [Mos90, Sto77, LS84, AS88],
 operationelle Semantik [Ast91, Ten91, AS88],
 axiomatische Semantik [BWP87, Cou90].
Vergleichende Beschreibungen sind in [Sto77], [AS88], [Ten91] und [Wat91] zu nden. Im
Anschlu an diese drei Formen werden Action Semantics, Evolving Algebras, algebraische
Spezikationen sowie Programmlogiken und Kripke-Modelle betrachtet.
Die wesentlichen Eigenschaften der Ans

atze sollen kurz vorgestellt und die Eignung f

ur die
vorliegende Arbeit soll evaluiert werden.
2.2.1 Klassische Programmsemantiken
Die denotationale Semantik ordnet den Programmiersprachenkonstrukten mathematische
Modelle zu. Modelle lassen sich aus gegebenen mathematischen Entit

aten zusammensetzen.
Jeder Phrase der Programmiersprache wird ein solches mathematisches Objekt zugewiesen.
Die Phrase denotiert oder bezeichnet ein solches Objekt. Die Bedeutung oder Denotation
einer Phrase ist immer auf den Bedeutungen ihrer Subphrasen konstruiert. Dieser Aspekt
der Kompositionalit

at ist zentral im denotationalen Ansatz. Damit wird der Einsatz struk-
tureller Induktion als Beweistechnik erm

oglicht. Denotationale Semantiken stellen eine Basis
zur Durchf

uhrung von Korrektheitsbeweisen dar, z.B. zur Denition von Beweisregeln f

ur
Korrektheitszusicherungen. Konsistenz und Vollst

andigkeit eines Kalk

uls k

onnen untersucht
werden, indem die denotationale Semantik der Programmiersprache benutzt wird, um die
Formeln der Logik zu interpretieren. In der denotationalen Semantik werden Operationen
durch mathematische Funktionen deniert, die Eingabedaten auf Ausgabedaten abbilden,
die also abstrakt das Ein-/Ausgabeverhalten beschreiben. Die Abstraktion

uber jeder Form
von Implementierungsdetails ist eine weitere Kerneigenschaft der denotationalen Semantik.
Der predicate transformers approach ist ein Versuch,

uber dem zum Teil als zu operational
empfundenen expliziten Zustandsbegri in denotationaler Semantik zu abstrahieren (siehe
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[Dijk76], [Gri81]). Die Denotation eines Kommandos ist hier eine Funktion, die eine gefor-
derte Nachbedingung auf die schw

achste Vorbedingung abbildet, so da die Ausf

uhrung des
Programmes in einem Zustand terminiert, der die Nachbedingung erf

ullt. [Plo79] zeigt, da
dies zur denotationalen Semantik

aquivalent ist.
Eine operationelle Semantik ist eine Semantik, in der repr

asentationsabh

angige Informa-
tionen

uber einer Basismaschine mit einem Zustand und einer Reihe von primitiven Instruk-
tionen explizit sind. F

ur jedes Konstrukt werden Berechnungssequenzen angegeben, die die
einzelnen Ausf

uhrungsschritte des Konstrukts auf der Basismaschine beschreiben. Operatio-
nelle Semantiken sind in der Regel n

aher an der intuitiven Semantik der Sprache, wie sie z.B.
in einer informellen Sprachdenition zu nden ist, als denotationale Semantiken. Durch das
Darlegen der Berechnung, ggf. sogar

uber Zwischenzust

ande, ist die operationelle Semantik
weniger abstrakt als die denotationale Semantik, die Programme als Funktionen von Einga-
bezust

anden auf Ausgabezust

ande interpretiert. Die denotationale Semantik benutzt keine
Basismaschine, sondern Mengen und Funktionen direkt zur Denition von Sprachelementen.
Die axiomatische Semantik ist eine weitere M

oglichkeit, die Semantik eines Programmes
zu beschreiben. Ein formales System aus Axiomen und Inferenzregeln wird dazu benutzt.
Jedes Programmkonstrukt wird durch ein Axiom beschrieben. Haupteinsatz ist die Spezi-
kation, Transformation und Verikation von Programmen. Ein bedeutender Vertreter dieser
Art ist die Hoare-Logik. VDM ist als Spezikationssprache unter anderem entstanden, um
die Denition von Programmiersprachen mit denotationaler Semantik zu vereinfachen.
Es gibt auerdem noch eine algebraische Auspr

agung der axiomatischen Semantik (siehe
[BWP87, Wat91, GM87b]). Die Eignung algebraischer Spezikationen, abstrakte Datentypen
zu spezizieren, wird benutzt, die essentiellen Eigenschaften eines Typs zu beschreiben, ohne
da irgendeine Repr

asentation oder Implementierung einiet.
2.2.2 Weitere Semantiken
Neben den klassischen Formen haben sich in den letzten Jahren weitere Formen der Pro-
grammsemantik entwickelt, von denen zwei hier kurz vorgestellt werden sollen:
 Action Semantics nach [Mos89] oder [Wat91] und
 Evolving Algebras nach [Gur93, Gur94].
Auerdem werden
 Algebraische Spezikation nach [Wir90, EM85, EM90] und
 Programmlogiken nach [KT90]
angesprochen.
Action Semantics sind aus dem Versuch heraus entstanden, formale Semantikans

atze f

ur
Programmiersprachen gegen

uber den klassischen Ans

atzen 'denotational' oder 'operationell'
verst

andlicher zu gestalten und damit st

arker in der Informatik zu verbreiten.
Die Semantik einer Sprache wird durch Aktionen (actions) ausgedr

uckt, die direkt die ope-
rationellen Konzepte der Sprachen reektieren. Primitive Aktionen erlauben das Speichern
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von Werten, Binden von Werten an Bezeichner oder Testen von Wahrheitswerten. Primiti-
ve Aktionen k

onnen durch Sequenzen, Selektionen und Iterationen verkn

upft werden. Die
Sprachkonzepte zur Beschreibung sind an die nat

urliche (englische) Sprache angelehnt. Mit
Action Semantics soll die Semantik einer Sprache auf zwei Ebenen speziziert werden. Auf
der oberen Ebene wird die Semantik durch Aktionen leicht verst

andlich ausgedr

uckt. Die
untere Ebene besteht aus den formalen Denitionen f

ur die Aktionen selbst. Um verschie-
denartige Sprachkonstrukte wie Ausdr

ucke, Kommandos oder Deklarationen beschreiben zu
k

onnen, kann jede Aktion in drei Facetten strukturiert werden. In der funktionalen Facette
werden Daten durch Aktionen berechnet, die direkt an andere Aktionen weitergegeben werden
k

onnen. In der deklarativen Facette produzieren Aktionen Bindungen zwischen Bezeichnern
und Daten. In der imperativen Facette k

onnen Aktionen Daten in Speicher schreiben. Pri-
mitive Aktionen sind einfach-facettiert. Durch Aktionskombinatoren k

onnen multi-facettierte
Aktionen konstruiert werden. Mechanismen zur Behandlung prozeduraler Abstraktionen oder
der Parameter

ubergabe stehen zur Verf

ugung. Zusammengesetzte Typen sind formulierbar.
Ein einfaches Konzept zur Ausnahmebehandlung existiert.
Die formale Grundlage der Action Semantics bilden Unied Algebras [Mos89]. Diese erlau-
ben gegen

uber

ublichen algebraischen Ans

atzen zus

atzlich Operationen auf Sorten. Dadurch
werden parametrisierte Sorten, partielle Funktionen und Nichtdeterminismus modelliert. Der
Begri 'Unied Algebras' wurde gew

ahlt, da kein Unterschied zwischen Sorten und Sortenele-
menten gemacht wird. Anspruch der Action Semantics ist, modularere Sprachsemantiken zu
erlauben, als dies bei Benutzung von denotationaler oder operationeller Semantik der Fall ist.
Action Semantics sind eine Kombination aus operationeller Schnittstelle und unterliegender
denotationaler Denition.
Evolvierende Algebren | im weiteren kurz E-Algebren oder EA genannt | sind ein Be-
rechnungsmodell, das zur Denition von Spezikationssprachen herangezogen werden kann
[Gur93, Gur94]. E-Algebren

ubernehmen den Grundgedanken der Turingmaschinen, da jeder
Algorithmus durch eine zustandsbasierte, abstrakte Ausf

uhrungsmaschine | die Turingma-
schine | simuliert werden kann. Somit k

onnen Turingmaschinen dazu dienen, Algorithmen
eine operationelle Semantik zu geben. Versuche, konkrete Algorithmen auf Turingmaschi-
nen zu denieren, f

uhren zu

auerst komplexen, umfangreichen Beschreibungen. E-Algebren
behalten den Grundgedanken bei, da Algorithmen Zustands

uberg

ange auf einer zustands-
basierten Maschine ausf

uhren, sie sollen jedoch immer an ein den Algorithmen ad

aquates
Abstraktionsniveau anpabar sein. Die Grundidee ist, jeden Zustand der Maschine durch
eine Algebra zu beschreiben. Zustands

uberg

ange liefern neue, ver

anderte Algebren zur

uck.
Um die Kompositionalit

at der Algorithmen zu simulieren (Algorithmen arbeiten auf den
Algorithmen niedrigerer Abstraktionsebenen), m

ussen auch E-Algebren hierarchisierbar, d.h.
zusammensetzbar sein, um die Forderung nach einer Anpabarkeit an verschiedene Abstrakti-
onsebenen zu realisieren. In einfacher Form sind E-Algebren f

ur sequentielle, deterministische
Zustands

uberg

ange deniert; der Ansatz konnte aber auch auf verteilte, parallele Anwendun-
gen ausgedehnt werden. In E-Algebren formulierte Sprachen sind durch einen EA-Interpreter
ausf

uhrbar. Der EA-Ansatz scheint geeignet zur Behandlung temporaler oder dynamischer
Logiken (siehe [Gur93] S.4). Dieser Aspekt ist etwa in [GRdL95] oder [Sch95] untersucht
worden.
Weitere bedeutende Semantikans

atze im Kontext dieser Arbeit sind Algebren und Kripke-
Modelle. Beide sind Strukturen im Sinne der Logik. Sie dienen dazu, die Semantik von Spe-
zikationslogiken zu denieren. Sie werden im Rahmen von Vergleichen mit dem hier vorge-
stellten Berechnungsmodell sp

ater noch formal vorgestellt (siehe Abschnitt 5.4). Grundlagen
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der algebraischen Spezikation nden sich im Anhang.
Algebraische Spezikation [Wir90] stellt Mittel zur funktionalen Beschreibung von Da-
tenabstraktionen bereit. Die Grundidee des algebraischen Ansatzes besteht in der Beschrei-
bung von Datenstrukturen durch Benennung der verschiedenen Datenmengen, der Funktio-
nen und ihrer Eigenschaften. Die Eigenschaften werden durch Formeln einer Pr

adikatenlogik
beschrieben. Ein abstrakter Datentyp wird durch eine Klasse isomorpher Datenstrukturen,
also mehrsortiger Algebren, deniert. Komplexe Datenstrukturen werden durch hierarchi-
sche Spezikationen unterst

utzt. Parametrisierung dient ebenfalls der Strukturierung von
Software-Systemen. Es existiert eine Vielzahl von Spezikationssprachen, die z.B. schrittwei-
se Verfeinerung oder horizontale und vertikale Entwicklung unterst

utzen (vgl. [Wir95]).
Programmlogiken [KT90] sind formale Systeme zur Beschreibung und Verikation von
Programmen. Programmlogiken sind gegen

uber klassischen Logiken dynamisch und nicht
statisch. In klassischer Pr

adikatenlogik wird der Wahrheitswert einer Formel durch eine Be-
wertung der freien Variablen

uber einer semantischen Struktur bestimmt. Die Bewertung wird
als unver

anderlich angesehen. In Programmlogiken gibt es explizite syntaktische Konstrukte,
die Programme beschreiben, die den Wert von Variablen und damit auch den Wahrheitswert
von Formeln

andern. Dynamische Logik ist eine solche (erweiterte) Programmlogik.Kripke-
Modelle sind die semantischen Strukturen, in denen Programmlogiken und auch modale
Logiken

ublicherweise interpretiert werden. Zust

ande (insbesondere die von Programmen)
werden in Kripke-Modellen durch eine Bewertung von Variablen in einer mehrsortigen se-
mantischen Struktur mit Tr

agermengen, Funktionen und Relationen realisiert. Programme
sind dann Transformationen auf Zust

anden.
2.2.3 Bewertung
F

ur diese Arbeit ist es wichtig,

uber eine eindeutig beschriebene Bedeutung eines Program-
mes zu verf

ugen und nicht etwa nur

uber eine m

ogliche Implementierung unter mehreren.
Da sich denotationale und operationelle Semantik in ihrer Ausdrucksm

achtigkeit nicht unter-
scheiden, soll hier dem denotationalen Ansatz der Vorzug gegeben werden, obwohl noch zu
sehen sein wird, da der Begri der Maschine, wenn auch in abstrakter, vollst

andig mathema-
tisch beschriebener Form wieder auftaucht. Das

ubliche Problem operationeller Semantiken
| die nicht pr

azise formale Denition der Maschine | wird dann gel

ost. Das Wesen des hier
vorgestellten Berechnungsmodells bleibt jedoch denotational. Die Bedeutung einer Prozedur,
deren intuitive Semantik das Ver

andern des Zustandes einer abstrakten Basismaschine ist,
wird hier kompositional durch eine Funktion deniert. Da hier auch die Denition einer Logik

uber semantischen Strukturen zu erfolgen hat, ist der axiomatische Ansatz ungeeignet. Hier
soll eine konstruktive Modellbildung realisiert werden, d.h. der Modellbegri einer axiomati-
schen Spezikation ist

uber die Semantik der Programmiersprache deniert. Um die Modelle
imperativer Spezikationen auch als Modelle einer abstrakteren algebraischen Spezikation
betrachten zu k

onnen, sind Axiome zur Denition von Programmiersprachen hier ungeeignet.
Programmiersprachen sollen hier denotational durch die -Objekte deniert werden. Dieses
Vorgehen wird im Kontext von Spezikationsans

atzen wie VDM oder Z auch modelltheore-
tisch genannt. Die zugeordneten mathematischen Objekte sind die Modelle des denierten
Sprachkonstrukts.
Algebren fehlt der hier notwendige Zustandsbegri. Dar

uberhinaus bietet der Ansatz der al-
gebraischen Spezikation aber einen formalen Rahmen, der als Grundlage des weiteren Vor-
gehens, d.h. der Erarbeitung einer semantischen Struktur, einer Spezikationslogik und von
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Konzepten zur Entwicklung komplexer Software-Systeme dienen soll. An Action Semantics
ist die Aufteilung in eine handhabbare Schnittstellenschicht und eine formale Schicht inter-
essant. Das Berechnungsmodell wird hier auch so gestaltet werden, da die wesentlichen pro-
grammiersprachlichen Konstrukte in ihm reektiert werden. Die Grundidee der E-Algebren
scheint f

ur den vorliegenden Ansatz geeignet, falls deren Denition formal w

are und sich
die Vermutung best

atigt, da die Behandlung dynamischer Logik m

oglich ist. Programmlo-
giken und Kripke-Modelle bieten den Zustandsbegri, der in der algebraischen Spezikation
fehlt. Sie sind aber nicht zur Denition von Programmiersprachen konzipiert. Hierzu fehlt die
Betrachtung verschiedener Programmiersprachenkonzepte.
In dieser Arbeit wird das Vorgehen von der Theorie der algebraischen Spezikation bestimmt.
Es wird in Kapitel 3 und 4 ein Berechnungsmodell entwickelt, das aus einer Benutzungs-
schicht und einer denotational denierten, darunterliegenden formalen Schicht besteht. Das
Berechnungsmodell der -Objekte wird in mehreren Schritten, die jeweils einzelne, in sich
abgeschlossene Semantikpakete liefern, vorgestellt. Zuerst wird in Kapitel 3 ein Basismodell
deniert. Auf diesem basierend werden dann in Kapitel 4 einige Erweiterungsm

oglichkeiten
vorgestellt. Am Ende von Kapitel 4 wird kurz aufgezeigt, wie sich das Modell zur Denition
einer imperativen Sprache einsetzen l

at. Auf dem Berechnungsmodell wird in Kapitel 5 eine
erweiterte Programmlogik, eine modale Pr

adikatenlogik, entwickelt.
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Kapitel 3
Das Basismodell
Das Basismodell des Berechnungsmodells ist eine formale Denition einer abstrakten Maschi-
ne. Die Benutzungsschnittstelle der Maschine und deren Denition erfolgt in diesem Kapitel.
Die bearbeitbaren Daten werden auf Daten primitiver Typen beschr

ankt. Die Instruktio-
nen der Maschine (Auswertung von Ausdr

ucken, Ausf

uhrung von Anweisungen) entsprechen
denen einer primitiven, imperativen Sprache. Da -Objekte auch den Charakter einer se-
mantischen Struktur haben, werden sie analog zu einem Vorgehen bei der Denition eines
algebraischen Spezikationsansatzes vorgestellt.
3.1 Basistypen und Wertebereiche
F

ur den folgenden Ansatz werden eine Reihe von Basistypen bereitgestellt. Es soll sich hierbei
um primitive Datentypen einer

ublichen Programmiersprache wie Integer oder Bool handeln.
Daneben gibt es noch einen Typ Void, dessen Wertemenge nur aus dem Wert null besteht.
Syntaktisch werden sie

uber die Sortenbezeichner int, bool und void angesprochen. Jedem
Typ wird eine Halbordnung (siehe Anhang A.4) zugeordnet:
Int
!
= (INT
!
;v)
Bool
!
= (BOOL
!
;v)
Void
!
= (fnullg
!
;v)
INT ist die Menge der ganzen Zahlen Z , BOOL = ftrue; falseg. Alle Halbordnungen sind
!-Erweiterungen, d.h. der Menge der Elemente (z.B. INT ) wird jeweils der undenierte Wert
! hinzugef

ugt. Die Elemente der jeweiligen Mengen sind untereinander mit Ausnahme des
undenierten Elementes ! bzgl. v nicht geordnet. Solche Halbordnungen nennt man ach.
! ist das bottom-Element der jeweiligen Halbordnung. Das Universum aller Werte VAL soll
die Vereinigung der Wertemengen aller Typen sein.
Um im Sinne von Datentypen benutzbar zu sein, m

ussen Operationen auf den Datenmengen
vorhanden sein. F

ur Funktionen, die die angebotenen Operationen realisieren, wird in Ka-
pitel 4 Stetigkeit gefordert werden (siehe Anhang A.4). Da ache Halbordnungen cpos sind,
bilden alle vorgestellten Basistypen cpos. cpos sind in Denition A.4.4 im Anhang deniert.
Stetigkeit und cpo-Eigenschaft sind Forderungen, die in Hinsicht auf eine denotationale Fix-
punktsemantik von Bedeutung sind. Die Denition rekursiver Funktionen wird damit m

oglich.
Dies wird im Detail in Kapitel 4 diskutiert.
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Als Bezeichner f

ur einen globalen Namensraum wird ident eingef

uhrt. Die Halbordnung
Ident
!
= (IDENT
!
;v)
auf der Menge der Bezeichner IDENT sei ebenfalls ache cpo. IDENT sei disjunkt zu allen
anderen Wertemengen.
3.2 Syntaktische Konstrukte
3.2.1 Objektsignatur
-Objekte haben den Charakter einer abstrakten Maschine. Zu deren Benutzung wird eine
Schnittstelle bereitgestellt. Die Benutzungsschnittstelle der -Objekte wird in Form von Si-
gnaturen und Termen dargestellt. Eine Signatur beschreibt die syntaktische Struktur eines
Objekts.
Denition 3.2.1 Eine Objektsignatur (oder kurz Signatur)  besteht aus
 einer Menge von Datensorten S = fs
1
; : : : ; s
l
g und einer Zustandssorte state mit
state =2 S,
 einer Menge von Zustandsbezeichnern Z = fz
i
; ji = 1; : : : ; mg und jeweils zu einem z
i
zugeordneter Datensorte s
i
2 S, i = 1; ::; m, wobei die s
i
nicht verschieden sein m

ussen
(man schreibt z
i
: s
i
),
 einer Menge von Operationen OP der Form
op : state  s
1
 : : : s
n
! state  s
mit op 2 OP und s
i
; s 2 S f

ur i = 0; ::; n.
Signaturen sollen syntaktisch anhand folgender Grammatik festgelegt werden:
signature ::= 'sig' sig-id 'is'
'sorts' [sort-id]

'state def ' typed list
'opns' op sig list
'end sig'
typed list ::= [ state-id ':' sort-id ]

op sig list ::= [ op-id ': state' [ '' sort-id]

'! state ' sort-id ]

Der Signaturbezeichner sig-id sowie die weiteren Bezeichner sort-id 2 S, state-id 2 Z und
op-id 2 OP sind Terminalzeichen und sollen durch Bezeichner interpretiert werden. [ .. ]

beschreibt die Wiederholbarkeit des Klammerinhalts in beliebiger Anzahl. Auerdem ist als
Kurzform zur Beschreibung von Signaturen
 = < S; Z;OP >
zugelassen, wobei S die Sorten, Z die Zustandsbezeichner und OP die Operationen bezeich-
net. Es seien auerdem folgende Projektionen f

ur  = < S; Z;OP > vereinbart:
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sorts(< S; Z;OP >) := S
state comp(< S; Z;OP >) := Z
opns(< S; Z;OP >) := OP
Die Menge der Zustandsbezeichner kann leer sein. Der Sortenvorrat kann etwa aus den oben
vorgestellten Sorten int, bool, void und state bestehen. Operationen, die den Zustand nicht
ver

andern d

urfen, heien Attribute; f

ur sie gilt
op(st; t
1
; : : : ; t
n
) = [st; t];
wobei st : state, t
i
: s
i
(i = 1; ::; n) und t : s Terme sind. st bezeichnet den aktuellen Zustand,
der unver

andert bleibt. Attribute sind in der Menge ATTR zusammengefat. Operationen, die
den Zustand ver

andern d

urfen, heien Prozeduren. Sie haben im Gegensatz zu Attributen
keinen R

uckgabewert. Dies wird durch den Wert null : void als zweite Komponente des
Ergebnispaares modelliert. F

ur sie soll also
op(st; t
1
; : : : ; t
n
) = [st
0
; null]
gelten. st
0
bezeichnet den Folgezustand. Die Menge der Prozeduren ist PROC. Es gilt:
OP = ATTR [ PROC
Das Paar (st; null) kann sowohl als Attribut als auch als Prozedur aufgefat werden. Dieses
Paar wird mit skip bezeichnet und bildet die Schnittmenge von ATTR und PROC.
ATTR \ PROC = fskipg
skip wird im folgenden immer als Prozedur benutzt.
Zun

achst sollen beispielhafte Signaturen, also Signaturen, die nicht vollst

andig in Hinblick auf
praktische Benutzbarkeit sind, vorgestellt werden. Um die mit der Namensgebung intendierte
Semantik sicherzustellen, sind Axiome erforderlich, die aber erst in einem sp

ateren Kapitel
eingef

uhrt werden. Es sei also angenommen, da f

ur BOOL Axiome true 6= false oder
not(not(x)) = x f

ur alle booleschen Werte x gelten. F

ur INT seien die Peano'schen Axiome
und eine geeignete Erweiterung auf ganze Zahlen vorausgesetzt.
sig BOOL is
sort bool
attr true : state ! state  bool
attr false : state ! state  bool
end sig
sig INT is
sort int
attr zero : state ! state  int
attr succ : state  int ! state  int
attr neg : state  int ! state  int
end sig
sig VOID is
sort void
attr null : state ! state  void
end sig
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3.2.2 Zustand
Unter dem Begri der Umgebung wird generell die Bindung von Werten an Namen verstanden
(siehe [LS84, ASU88]). Dieses Konzept soll hier unter dem Begri Zustand realisiert werden.
Dazu wird eine Abbildung STATE deniert, die die Bindungen verwaltet. Ein Name wird von
STATE auf einen Wert abgebildet. Der Zustand ist der ver

anderliche Teil eines Objektes. In
imperativen Programmiersprachen spricht man vom Programmzustand, womit die Belegung
aller Programmvariablen mit Werten gemeint ist. Die Realisierung des Zustands hier soll kurz
motiviert werden; sie wird in den anschlieenden Abschnitten formal deniert.
Eine Signatur legt die Struktur eines Objektes fest. Vorerst sollen Signaturen noch nicht als
Datentypspezikationen angesehen werden. Zu einer Objektsignatur gibt es zwar eine Reihe
m

oglicher Objekte, diese sollen aber noch nicht den Wertevorrat eines Datentypen bilden.
Daher sei zun

achst ein beliebiges, einzelnes Objekt angenommen. Es gibt eine Sorte state
in jeder Signatur. Die Tr

agermenge der Sorte state im Objekt wird mit State bezeichnet.
STATE ist ein beliebiges Element aus State. STATE repr

asentiert den Programm- bzw.
Objektzustand zu einem bestimmten Zeitpunkt. In STATE werden die Bindungen verwaltet,
d.h. STATE bildet hier im Ansatz die Zustandsbezeichner auf ihre aktuellen Werte ab. Die
Programmvariablen dieses Ansatzes sind die Zustandsbezeichner Z einer Signatur. STATE
soll immer als Abbildung interpretiert werden. Die Menge der Zustandsabbildungen State soll
nur stetige Abbildungen enthalten. Da eine Denition von State durch stetige Abbildungen
STATE m

oglich ist (wie es sp

ater f

ur die Fixpunktsemantik notwendig ist), wird noch gezeigt
(Lemma 4.1.4). STATE bildet die Menge der Bezeichner f

ur Programmvariablen IDENT in
die Menge aller Werte, genannt VAL, ab. (VAL;v
VAL
) soll immer eine cpo bilden. IDENT
ist eine Obermenge von Z, da IDENT den Wertevorrat f

ur die Zustandsbezeichner Z einer
beliebigen Signatur bildet. In sp

ater erfolgenden Erweiterungen werden auch operationslokale
Variablen und Parameter von STATE verwaltet. Die cpo-Eigenschaft von IDENT und V AL
wird immer sichergestellt (siehe Lemmata 4.1.3 und 4.1.4 in Abschnitt 4.1.1).
Beispiel 3.2.1
sig STACK SPEC is
sorts list, elem, bool, void, int
state def stack : list
nb elements : int
opns push : state  elem ! state  void
pop : state ! state  void
top : state ! state  elem
is empty : state ! state  bool
end sig
stack ist in diesem Beispiel ein Zustandsbezeichner, list die ihm zugeordnete Datensorte. stack
ist die Variable, die jeweils die aktuellen Stackelemente in einer Liste enth

alt. nb elements
ist die andere Zustandskomponente, in der die aktuelle Anzahl der Elemente eines Stacks
gespeichert werden kann. Die Zustandssorte state ist eine Abstraktion

uber den Datensor-
ten der einzelnen Zustandskomponenten, d.h. state ist die Sorte einer Abbildung STATE,
in der die Bindungen von stack und nb elements verwaltet werden. In Abbildung 3.1 ist ein
Zustands

ubergang dargestellt, der sich durch Ausf

uhrung des Kommandos push(st,6) ergibt.
Durch push soll der Stack um das Element 6 erweitert und die Anzahl der Stackelemente
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stack −> [4,5]
nb_elements −> 2
push pop
intA
A
A
list
...
A A push pop
intA
A
A
list
...
A A
stack −> [4,5,6]
nb_elements −> 3
push(st,6)
A A
... ...
Abbildung 3.1: Zustandstransformation Stack
entsprechend um eins erh

oht werden. In der Abbildung ist ein -Objekt A in einem Zustand
durch ein Oval beschrieben. In der oberen H

alfte sind die auf dem Objekt ausf

uhrbaren Funk-
tionen (push
A
; pop
A
) zu nden, in der unteren H

alfte sind die Tr

agermengen (A
int
; A
list
; ::).
Den Kern bildet der Zustand mit den Bindungen von Werten an Zustandsbezeichner.
3.2.3 Terme
Sei f

ur diesen Abschnitt  = < S [ fstateg; Z; OP = (ATTR [ PROC) > eine Signatur.
Terme werden benutzt, um semantische Entit

aten zu bezeichnen. Die Zuordnung zwischen
Termen und den semantischen Entit

aten wird durch eine Interpretation deniert. Terme wer-
den auf Basis von Namen mit Funktionsanwendung, Klammer usw. konstruiert. Terme werden
jeweils einem Typ (oder einer Sorte) zugeordnet. Dieser allgemeine Termbegri soll nun mit
Signaturen in Beziehung gesetzt werden. -Terme sind dann Terme, wobei jeder Sorten- und
jeder Operationsname des Termes in der Signatur  enthalten ist. Eine Signatur  indu-
ziert dann eine Menge syntaktisch korrekter Ausdr

ucke, die aus freien Variablen und den
Operationssymbolen der Signatur geformt werden k

onnen.
Sei X = (X
s
)
s2S
eine S-sortierte Menge von freien Variablen gebildet

uber dem Namensraum
IDENT . Nur die Zustandsbezeichner und formalen Parameter von Operationen k

onnen frei
in -Termen auftreten. Die freien Variablen werden sp

ater durch eine Bewertung mit Wer-
ten belegt. Diese Bewertung wird durch die oben schon beschriebene Abbildung STATE
realisiert. STATE wird bei Zustands

uberg

angen ver

andert. Mit dieser Konstruktion k

onnen
Zustandsbezeichner die Eigenschaft imperativer Variablen haben, da der an sie gebundene
Wert ver

andert werden kann.
Zur Behandlung von Operationen werden noch folgende Denitionen eingef

ugt:
ATTR := fpr
2
(a)ja 2 ATTRg
und
PROC := fpr
1
(p)jp 2 PROCg
a : state  s
1
 : : : s
n
! state  s induziert also pr
2
(a) : state  s
1
 : : : s
n
! s. Die
Projektionssymbole pr
1
und pr
2
gew

ahrleisten die Zuordnung von Attributen und Prozeduren
zur jeweils mageblichen Sorte. pr
2
(a)(st; t
1
; : : : ; t
n
) ist also ein Term der Sorte s, falls die t
i
Terme jeweils der Sorte s
i
sind und st : state. -Terme sollen jetzt formal deniert werden.
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Denition 3.2.2 Ein -Term der Datensorte s 2 S

uber X
s
ist
 jedes x 2 X
s
,
 jedes a 2 ATTR, falls a 2 ATTR mit a : ! state  s (Konstante) und a = pr
2
(a),
 jedes pr
2
(a)(st; t
1
; : : : ; t
n
), wobei a 2 ATTR a : state  s
1
 : : : s
n
! state  s
und t
i
-Term der Datensorte s
i
2 S (i = 1; : : : ; n); st : state.
-Terme der Zustandssorte state sind
 st als Bezeichner f

ur die Zustandsabbildung,
 pr
1
(p)(st; t
1
; : : : ; t
n
), wobei p 2 PROC p : state  s
1
 : : : s
n
! state s und t
i
-Term der Datensorte s
i
2 S, i = 1; : : : ; n,
 asgn(st; z; t); seq(st; c
1
; c
2
), if(st; t; c) und skip, falls die Sorte von des -Terms t
Datensorte ist, die Sorte von c; c
1
; c
2
die Zustandssorte state ist, st : state und z ein
Zustandsbezeichner.
T (; X)
s
bezeichne alle -Terme der Sorte s 2 S [fstateg. T (; X)
s
ist die kleinste Menge,
die alle wie oben konstruierbaren -Terme der Sorte s enth

alt. T ()
s
:= T (; ;)
s
. Terme
ohne freie Variable aus T ()
s
heien Grundterme. Terme der Datensorten s 2 S heien
Ausdr

ucke, Terme der Zustandssorte state heien Kommandos.
Die ausgew

ahlten, vordenierten Kommandos f

ur -Objekte sind die primitiven Anweisungen
einer sequentiellen, deterministischen imperativen Programmiersprache (vgl. [Hor84]). Schlei-
fen werden hier nicht behandelt. Sie werden sp

ater nach Behandlung rekursiver Prozeduren
denierbar. Die Kommandos sind im einzelnen:
 Leeres Kommando: skip. Es wird nichts ausgef

uhrt. Da keine Zustands

anderung bewirkt
wird, ist skip auch ein Attribut.
 Zuweisung: asgn(z; expr). expr ist ein Ausdruck der Sorte t, falls z : t; z darf in expr
enthalten sein.
 Bedingtes Kommando: if(b; c). b ist ein Ausdruck (der Sorte bool), c ein Kommando.
b ist die Vorbedingung der Ausf

uhrung des Kommandos. Das Kommando c legt den
Eekt des bedingten Kommandos fest.
 Prozeduraufruf: p(t
1
; : : : ; t
n
). p ist ein Prozedursymbol, die t
i
sind Ausdr

ucke.
 Sequenz: seq(c
1
; c
2
). Falls c
1
und c
2
Kommandos sind, dann ist auch seq(c
1
; c
2
) ein
Kommando. Es ist auch die Inx-Notation c
1
; c
2
zul

assig.
-Terme sind also die Instruktionen der Maschine der -Objekte.
Die obigen Termdenitionen beschreiben Terme so, wie sie von der Signatur induziert wer-
den. In allen nichtprimitiven Termen tritt der primitive Term st auf. st bezeichnet die jeweils
aktuelle Zustandsabbildung. Die Semantik jedes Termes ist seine Interpretation durch ei-
ne abstrakte Maschine. Ein Term wird immer in einem Zustand der abstrakten Maschine
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interpretiert. Ein Zustand wird durch die freien Variablen bestimmt. Die freien Variablen
werden in der Zustandsabbildung STATE verwaltet. Da der aktuelle Zustand st somit im-
mer vorhanden ist, kann der Zustandsterm st auch aus den Termen herausgel

ost werden.
Statt a(st; t
1
; : : : ; t
n
) oder asgn(st; z; t) heit es dann a(t
1
; : : : ; t
n
) oder asgn(z; t). Diese Ter-
me werden implizite -Terme genannt, wohingegen Terme, die st enthalten, explizite
-Terme heien. Falls es nicht zu Mehrdeutigkeiten kommt, werden wir im folgenden auch
die implizite Form benutzen.
Die Zuordnung von Ausdr

ucken und Kommandos zu den Sorten s 2 S bzw. state erfolgt in
Hinsicht auf die beabsichtigte Semantik der jeweiligen Terme. Beide Terme liefern semantisch
zwar ein Wertepaar aus einem Zustandswert (Sorte state) und einem Datenwert (Sorte s), es
ist jedoch immer einer der Werte irrelevant. Bei Ausdr

ucken ist nur der Datenwert, bei Kom-
mandos nur der Zustandswert relevant. Kommandos modellieren Funktionen auf Zust

anden.
Sie geben den u.U. ver

anderten Zustand zur

uck, daher werden sie state zugeordnet. Die
syntaktische Vereinheitlichung dient der Vorbereitung der noch vorzunehmenden Vereinheit-
lichung von Ausdr

ucken und Kommandos (dies erm

oglicht dann Seiteneekte in Ausdr

ucken,
siehe Abschnitt 4.2.3).
Denition 3.2.3 Eine Signatur heit sinnvoll, wenn sie mindestens einen Grundterm zul

at.
Im folgenden sollen alle Signaturen sinnvoll sein.
Denition 3.2.4 
0
= < S
0
; Z
0
; OP
0
> ist Subsignatur von  = < S; Z;OP >, falls 
0
sinnvoll, S  S
0
, Z
0
 Z, OP
0
 OP und falls op 2 OP
0
: state s
1
 : : : s
n
! state s
0
,
dann s
i
2 S
0
; i = 0; ::; n gilt.
Denition 3.2.5 Seien  = < S; Z;OP > und 
0
= < S
0
; Z
0
; OP
0
> zwei Signaturen. Dann
sei deniert:
 [ 
0
:= < S [ S
0
; Z [ Z
0
; OP [OP
0
>
sofern  und 
0
ungleich einer undenierten Signatur ?
Sign
sind.
0
[
0
sei strikt bez

uglich
?
Sign
. Also ist
 [ 
0
:= ?
Sign
; falls  = ?
Sign
oder 
0
= ?
Sign
:
3.2.4 Signaturmorphismen
Es sollen Abbildungen zwischen Signaturen, genannt Signaturmorphismen, deniert werden.
Denition 3.2.6 Seien 
1
= < Z
1
; S
1
[fstateg; OP
1
> und 
2
= < Z
2
; S
2
[fstateg; OP
2
>
Objektsignaturen. Ein Signaturmorphismus  : 
1
! 
2
ist ein Tripel von Abbildungen
< 
Z
; 
S
; 
OP
> mit 
Z
: Z
1
! Z
2
; 
S
: S
1
! S
2
; 
OP
: OP
1
! OP
2
, so da stets gilt: ist
op 2 OP mit op : states
1
: : :s
n
! states, so ist 
OP
(op) : state
S
(s
1
): : :
S
(s
n
)!
state  
S
(s).
Bemerkung 3.2.1 Es wurde die schw

achste m

ogliche Form gew

ahlt, d.h. ATTR und PROC
werden nicht unterschieden, und der Zustandsbezeichner z
i
2 Z kann ohne R

ucksicht auf
Sortenkonformit

at (sorts(z
i
) = sorts(
S
(z
i
))) abgebildet werden.
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Ein Signaturmorphismus soll benutzt werden, um die Bereitstellung der Basistypen int, bool
und void zu beschreiben. Diese Typen sind in Abschnitt 3.1 deniert. Da deren Signaturen
disjunkt sind, k

onnen sie problemlos vereinigt werden.
BASETYPES = BOOL [ INT [ fnullg =
< ;; f bool, int, void g [ f state g; f true, false, null, zero, succ, neg g >
Diese Signatur BASETYPES kann nun automatisch in jede weitere benutzerdenierte Signa-
tur integriert werden:
sig MY SIG is
extend BASETYPES by
.
.
.
end sig
Die Erweiterung extend sei wie folgt deniert:
extend 
1
by 
2
:= 
1
[ 
2
= < Z
1
[ Z
2
; S
1
[ S
2
[ fstateg; OP
1
[OP
2
>
OP
1
und OP
2
m

ussen vertr

aglich sein, d.h. f

ur ein op 2 OP
1
\ OP
2
m

ussen die Signaturen
von op in beiden Signaturen gleich sein. Sei 
1
 
2
(d.h. Inklusion der Einzelkomponenten
ist gegeben). Dann ist die Einbettung in : 
1
! 
2
in(x) = x fur x 2 Z
1
[ S
1
[ OP
1
ein Signaturmorphismus. Es wird im folgenden angenommen, da die Basissignatur BASE-
TYPES durch in in alle Objektsignaturen eingebettet ist.
3.3 Semantische Konstrukte
Die Idee des Berechnungsmodells und die grundlegenden Konstruktionen sollen in diesem
Kapitel an einer Teilmenge des gesamten Berechnungsmodells verdeutlicht werden. Dieses
Basismodell hat folgende Eigenschaften: Operationen sind nichtrekursiv und ihre Denitio-
nen d

urfen nicht ineinander verschachtelt werden. Sie d

urfen auch keine lokalen Objekte
haben. Die Parameter d

urfen nur Call-by-Value

ubergeben werden. Ziel dieser Vereinfachung
ist neben der Bereitstellung eines Kerns die Verdeutlichung der Arbeitsweise der Operationen
auf dem Objektzustand. Operationen k

onnen lesend auf die Parameter und die Zustandskom-
ponenten, Prozeduren k

onnen auch schreibend auf die Zustandskomponenten zugreifen.
Diese Arbeit lehnt sich an die in [LS84] verwendeten Notationen zur denotationalen Semantik
und die dort vorgestellten Ergebnisse an. Die wichtigsten Denitionen und S

atze sind in An-
hang A.4 aufgef

uhrt. Basistypen, Wertebereiche und der Begri der Objektsignatur wurden
schon in den Abschnitten 3.1 und 3.2 vorgestellt.
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3.3.1 -Objekte
Jetzt sollen die -Objekte formal deniert werden.
Denition 3.3.1 Sei  eine Objektsignatur. Ein -Objekt A = (S
A
; OP
A
; STATE) be-
steht aus
 einer S
0
= S [ fstateg-sortierten Menge S
A
= fA
s
js 2 S
0
g von Tr

agermengen (die
Tr

agermenge A
state
wird auch mit State bezeichnet, State sei deniert als Menge von
Abbildungen STATE : IDENT ! (
S
s2S
A
s
[ f!g)),
 einer Menge OP
A
von Abbildungen op
A
: State  A
s
1
 : : :A
s
n
! StateA
s
f

ur
jedes op 2 OP mit op : state  s
1
 : : : s
n
! state  s,
 einer dynamischen (d.h. ver

anderbaren) Abbildung STATE 2 State, die den Wert
liefert, der an einen Bezeichner gebunden ist.
Zur Projektion auf eines der beiden Elemente eines Ergebnispaares einer Operation wird die
Schreibweise op(::)[1] bzw. op(::)[2] benutzt.
Denition 3.3.2 Zu jedem -Objekt A ist ein -Termobjekt T (A) assoziiert:
 F

ur jede Sorte s 2 S n fstateg sei (T (A))
s
:= T ()
s
und f

ur s = state sei (T (A))
state
:=
fstg.
 F

ur jede Operation op 2 OP mit op : state  s
1
 : : :  s
n
! state  s und t
i
2
T (A)
s
i
; i = 1; ::; n sei:
op
T (A)
(st; t
1
; : : : ; t
n
) := op(st; t
1
; : : : ; t
n
)
 Es sei STATE
T (A)
:= st(x) f

ur x 2 IDENT .
3.3.2 Zust

ande und Algebren
Die Konzeption der -Objekte basiert auf der Idee, Algebren um einen Zustandsbegri zu
erweitern. Von den -Objekten l

at sich jetzt auch der umgekehrte Weg gehen. Durch eine
Projektion l

at sich aus einem -Objekt eine Algebra gewinnen, die einen Zustand des -
Objekts beschreibt. Dieser Zustand ist anders gestaltet als der aus Kapitel 3.2.2. Die dortige
Interpretation des Zustandsbegris soll im weiteren als Kernzustand, die Interpretation als
Algebra durch den Begri des Gesamtzustands bezeichnet werden.
Denition 3.3.3 Sei A ein -Objekt. Dann ist die Zustandsalgebra A
state
wie folgt de-
niert:
 Tr

agermengen A
s
aus A f

ur alle Datensorten S von ,
 Funktionen op
A
f

ur alle op 2 OP ,
 eine statische Funktion STATE als Interpretation einer Operation st : ident ! val.
Die Sorte ident! val sei mit state bezeichnet.
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Kommandos sind somit als Funktionen auf Zustandsalgebren, die die Abbildung STATE
ver

andern, realisierbar. Da man Zustandskomponenten auch als dynamische Konstanten an-
sehen kann, die sich von Zustand zu Zustand

andern, lieen sich Zustandskomponenten auch
als Konstante realisieren. In einem sp

ateren Abschnitt werden -Objekte mit Algebren ver-
glichen (siehe Abschnitt 5.4). Dort wird die Eignung der hier gew

ahlten Alternative deutlich.
Denition 3.3.4 Sei A ein -Objekt. Dann ist die Menge der Zustandsalgebren ZA
A
wie folgt deniert. Die Zustandsalgebra A
state
ist in ZA
A
, falls
 die Tr

agermengen A
s
von A
state
die Tr

agermengen von A sind,
 die Funktionen op
A
von A
state
die Funktionen von A sind,
 STATE 2 State eine (statische) Abbildung STATE : IDENT ! V AL ist.
Die Menge der Zustandsalgebren ZA
A
eines -Objekts A wird also gebildet, indem, basierend
auf allen m

oglichen Zust

anden STATE, Zustandsalgebren zu A gebildet werden.
Einen Zustandsbegri in diesem Sinne interpretieren auch [FJ92, Wie91, Gur93].

Ahnlich ist
hier auch der Ansatz MAL [FMR91]. Zust

ande eines Agenten sind dort die Zust

ande eines
Kripke-Modells (vgl. Einleitung und Kapitel 5.4.2).
3.3.3 Homomorphismen
Ein Homomorphismus ist eine strukturerhaltende Abbildung. In der Anwendung auf -
Objekte werden die Elemente eines -Objektes auf die eines anderen -Objektes so ab-
gebildet, da die Operationen erhalten werden. W

ahrend Signaturmorphismen Abbildungen
auf syntaktischer Ebene erlauben, ist durch Homomorphismen die Abbildung semantischer
Strukturen m

oglich.
Sei im folgenden op
A
die Interpretation der Operation op im -Objekt A.
Denition 3.3.5 Sei  eine Objektsignatur, A und B seien -Objekte. h : A ! B ist ein
-Homomorphismus, falls
a.) h = fh
s
: A
s
! B
s
js 2 S [ fstategg eine S-sortierte Menge von Abbildungen ist,
b.) h die Operationen erh

alt, falls also f

ur op : states
1
: : :s
n
! states; a
i
2 A
s
i
; st 2
State gilt:
[h
state
(op
A
(st; a
1
; : : : ; a
n
)[1]); h
s
(op
A
(st; a
1
; : : : ; a
n
)[2]) ] = op
B
(h
state
(st); h
s
1
(a
1
); : : : ; h
s
n
(a
n
)):
Bemerkung 3.3.1 Bedingung b.) in Denition 3.3.5 kann abgeschw

acht werden:
 h
s
(a
A
(st; a
1
; : : : ; a
n
)[2]) = a
B
(h
state
(st); h
s
1
(a
1
); : : : ; h
s
n
(a
n
) )[2], falls a Attribut ist,
 h
state
(p
A
(st; a
1
; : : : ; a
n
)[1]) = p
B
(h
state
(st); h
s
1
(a
1
); : : : ; h
s
n
(a
n
) )[1], falls p Prozedur.
Die jeweils anderen F

alle brauchen nicht ber

ucksichtigt werden, da sie schon von Attributen
bzw. Prozeduren nach Denition erf

ullt sind.
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Denition 3.3.6 Isomorphismen sind stets (d.h. f

ur alle s 2 S [ fstateg) bijektiv, d.h.
alle h
s
eines -Homomorphismus h = fh
s
: A
s
! B
s
js 2 S [ fstategg sind bijektiv.
Denition 3.3.7 Sei A
0
ein 
0
-Objekt und  : ! 
0
ein Signaturmorphismus. Dann wird
A
0
j

das -Redukt von A
0
= (S
A
0
; OP
A
0
; STATE) genannt. A
0
j

ist das -Objekt deniert
durch:
 (A
0
j

)
s
:= A
0
(s)
f

ur A
0
(s)
2 S
A
0
,
 f
A
0
j

:= (f)
A
0
f

ur f 2 opns(),
 STATEj

:= STATE.
Angewandt auf eine Klasse K von -Objekten bedeutet Kj

die elementweise Reduktbildung:
Kj

:= f Oj

j O 2 K g
Denition 3.3.8 Mit Aj

f

ur ein 
0
-Objekt A wird die Reduktbildung bzgl. einer Subsignatur
  
0
bezeichnet.  wird mit dem Signaturmorphismus in : ! 
0
in 
0
eingebettet.
3.4 Auswertung
Im folgenden soll eine dynamische Semantik der Instruktionen vorgestellt werden, die die
korrekte Verwendung von Namen voraussetzt und die auf eine Abbildung STATE zugreifen
kann, in der alle ver

anderbaren Komponenten eines -Objekts initial an den undenierten
Wert ! gebunden sind (also STATE(x) = ! f

ur alle x 2 IDENT ). Der Zustand STATE
wird dann von Kommandos durch Substitution ver

andert.
Generell sind zwei Formen der Substitution m

oglich:
1. T [x=a] oder T
a
x
:, im Term T wird jedes freie Vorkommen von x durch a ersetzt
1
,
2. substitute(STATE; x
i
7! v
i
; 1  i  n) substituiert in der Abbildung STATE die
bisherige Bindung f

ur einen Namen x
i
durch eine Bindung von x
i
an den Wert v
i
f

ur
i = 1; ::; n. Das 1  i  n wird in der Regel weggelassen. substitute liefert das erste
Argument in ver

anderter Form zur

uck.
Die erste Form beschreibt syntaktische Ersetzung, die zweite beschreibt die Ersetzung in
der semantischen Struktur STATE. Es soll nur die zweite Form eingesetzt werden, da sie
die geeignete Form f

ur die geplanten Parameter

ubergabemechanismen (vgl. Abschnitt 4.2.2)
darstellt. Die erste Form w

are f

ur einen Call by Name-Mechanismus geeignet.
Denition 3.4.1 substitute ist wie folgt deniert:
substitute(STATE; x
1
7! v
1
; : : : ; x
n
7! v
n
) := STATE
0
1
Diese Form der Substitution auf Termen wird sp

ater auch f

ur andere syntaktische Konstruktionen, wie
Formeln oder Spezikationen, benutzt.
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mit STATE
0
(z) =
8
>
<
>
:
STATE(z) falls z 6= x
i
; i = 1; ::; n
y
i
falls z = x
i
f ur ein i 2 f1::ng
? falls z = ?
Die x
i
m

ussen paarweise verschieden sein. Die x
i
k

onnen in den v
j
, i; j = 1; ::; n nicht
vorkommen, da die Wertebereiche IDENT und V AL disjunkt sind.
substitute(STATE; x
i
7! v
i
; 1  i  n)
kann auch anstatt
substitute(STATE; x
1
7! v
1
; : : : ; x
n
7! v
n
)
benutzt werden.
Denition 3.4.2 Sei  eine Objektsignatur, SP eine -Objektspezikation, S die Menge
der Datensorten, X eine S-sortierte Menge von freien Variablen und STATE 2 State ein
Zustand. Eine Bewertung v(STATE; x) von x 2 T (; X)
s
im -Objekt O ist deniert
durch
v(STATE; x) = [STATE; STATE(x)] f ur x 2 X
s
freie V ariable
mit STATE(x) 2 (A
s
[ f!g).
STATE ist als totale Funktion auf IDENT deniert, also f

ur alle auftretenden x 2 X de-
niert. Die Relation zwischen -Termen und -Objekten wird durch Auswertungen hergestellt.
Auswertungen sind wohldeniert, wenn das -Objekt f

ur alle verwendeten Sorten nichtleere
Tr

agermengen hat.
Die Bewertung jedes Termes liefert ein Paar aus Zustandskomponente und Wertkomponen-
te. Falls der Term t ein Ausdruck ist, bleibt die erste Komponente erhalten (der Zustand

andert sich nicht). Bei Kommandos wird ein spezieller Wert 'null' als zweite Komponente
zur

uckgegeben.
Denition 3.4.3 Eine Auswertung v

(STATE; t) eines -Termes t 2 T (; X)
s
im -
Objekt O; s 2 (S [ fstateg) ist deniert durch:
 v

(STATE; x) := v(STATE; x) f

ur x 2 X
Die Auswertung von freien Variablen wird auf deren Bewertung zur

uckgef

uhrt.
 v

(STATE; a(t
1
; : : : ; t
n
)) :=
v

(STATE; a)(STATE; v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2]) mit a 2 ATTR
wobei v

(STATE; a) die a im -Objekt O zugeordnete Funktion ist.
Die Auswertung eines Attributaufrufes liefert ein Wertepaar bestehend aus dem un-
ver

anderten Zustand STATE in der ersten Komponente und dem Funktionswert des
Attributes in der zweiten Komponente.
 v

(STATE; p(t
1
; : : : ; t
n
)) :=
v

(STATE; p)(STATE; v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2]) mit p 2 PROC
wobei v

(STATE; p) die p im -Objekt O zugeordnete Funktion ist.
Die Auswertung eines Prozeduraufrufes liefert ein Wertepaar, dessen erste Komponente
der Folgezustand ist und dessen zweite Komponente auf
0
null
0
gesetzt wird. Prozedur-
aufrufe sind Kommandos und haben daher keinen Wert im funktionalen Sinne.
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 v

(STATE; skip) := [STATE; null]
skip ist ein Kommando, das keine Zustands

anderung bewirkt.
 v

(STATE; asgn(z
i
; t)) :=
[substitute(STATE; z
i
7! v

(STATE; t)[2]); null]
Die Zuweisung ist ein einfaches Kommando, dessen Folgezustand sich durch Substi-
tution der bisherigen Bindung an die linke Seite der Zuweisung durch den Wert der
rechten Seite der Zuweisung ergibt. Als Kommando hat die Zuweisung keinen funktio-
nalen Wert, die zweite Komponente ist also
0
null
0
.
 v

(STATE; if(b; c)) :=
if v

(STATE; b)[2] =
bool
true then
v

(STATE; c)
else if v

(STATE; b)[2] =
bool
?
bool
then
[STATE; !]
else [STATE; null]
end
end
Das bedingte Kommando wird nur dann ausgef

uhrt, wenn die Auswertung der Bedin-
gung den Wert true ergibt, sonst wird der Zustand unver

andert zur

uckgegeben.
0
if
0
ist
strikt.
 v

(STATE; seq(com1; com2)) :=
v

(v

(STATE; com1)[1]; com2)
Das zweite Kommando arbeitet auf dem vom ersten Kommando berechneten Folgezu-
stand.
Mit dieser Denition sind nun die Instruktionen der abstrakten Maschine deniert. Es soll
noch die Assoziativit

at des Sequenzoperators gezeigt werden. Damit sind dann Kommando-
folgen getrennt durch ';' m

oglich.
Bemerkung 3.4.1 Der Sequenzoperator ist assoziativ.
v

(STATE; seq(seq(com1; com2); com3)) = v

(STATE; seq(com1; seq(com2; com3)))
Beweis:
v

(STATE; seq(seq(com1; com2); com3)) =
v

(v

(STATE; seq(com1; com2))[1]; com3) =
v

(v

(v

(STATE; com1)[1]; com2)[1]; com3) =
v

(v

(STATE; com1)[1]; seq(com2; com3)) =
v

(STATE; seq(com1; seq(com2; com3)))
Der Sequenzoperator ist also assoziativ. 2
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3.5 Operationsbeschreibungen
Jedem Operationssymbol kann eine Operationsbeschreibung zugeordnet werden. Diese
Operationsbeschreibungen bilden spezielle Gleichungen, die etwa zur Denition von Opera-
tionen im Stil einer imperativen Sprache eingesetzt werden k

onnen.
Attributbeschreibungen haben die Form
a(x
1
; : : : ; x
n
) := expr;
wobei die x
i
und die Zustandsbezeichner frei in expr vorkommen, und expr ein Term der
Sorte s ist, falls a : state  s
1
 : : : s
n
! state  s.
Semantik der Attributbeschreibung: Sei O ein -Objekt. Sei a(x
1
; : : : ; x
n
) := expr, also
a : state  s
1
 : : : s
n
! state  s. v

(STATE; a) = a

wobei a

(STATE; y
1
; : : : ; y
n
) =
v

(STATE
0
; expr) mit STATE
0
= substitute(STATE; x
i
7! y
i
) f

ur alle y
i
2 A
s
i
; i = 1; ::; n.
x
i
ist formaler Parameter von a, y
i
ist der Wert des aktuellen Parameters. a hat als Semantik
eine Funktion a

auf den Tr

agermengen der Sorten a

: State  A
s
1
 : : :A
s
n
! StateA
s
mit v

(STATE; a(t
1
; : : : ; t
n
))[1] = STATE.
Prozedurbeschreibungen haben die Form
p(x
1
; : : : ; x
n
) := com;
wobei die x
i
und die Zustandsbezeichner frei in com vorkommen und com ein Term der Sorte
state (also ein Kommando) ist, falls p : state  s
1
 : : : s
n
! state  s.
Semantik der Prozedurbeschreibung: Sei O ein -Objekt. Sei p(x
1
; : : : ; x
n
) := com, also
p : state  s
1
 : : : s
n
! state  s. v

(STATE; p) = p

wobei p

(STATE; y
1
; : : : ; y
n
) =
v

(STATE
0
; com) mit STATE
0
= substitute(STATE; x
i
7! y
i
) f

ur alle y
i
2 A
s
i
; i = 1; ::; n.
x
i
ist formaler Parameter von p, y
i
ist der Wert des aktuellen Parameters. p hat als Semantik
eine Operation p

auf den Tr

agermengen der Sorten p

: State  A
s
1
: : :A
s
n
! StateA
s
mit v

(STATE; p(t
1
; : : : ; t
n
))[2] = null.
Nachdem nun Signaturen und Beschreibungen f

ur Operationssymbole dieser Signaturen vor-
gestellt wurden, werden beide Elemente in einem Spezikationsbegri zusammengefat. Diese
Spezikationen sind modelltheoretisch im Sinne von Z oder VDM.
Denition 3.5.1 Eine operationale Objektspezikation SP = < ; E > ist eine Ob-
jektsignatur  erweitert um eine Menge von Operationsbeschreibungen E.
3.6 Zusammenfassung
In diesem Kapitel wurde ein Berechnungsmodell | die -Objekte | vorgestellt (siehe Abbil-
dung 3.2), das eine operationale Benutzungsschnittstelle zur Auswertung von Ausdr

ucken und
zur Ausf

uhrung von Kommandos bereitstellt. Alle Schnittstellenfunktionalit

aten sind formal
durch mathematische Objekte deniert. Die Schnittstelle unterscheidet Ausdr

ucke (realisiert
durch Attribute ATTR) und Kommandos (realisiert durch Prozeduren PROC und primitive
Kommandos asgn, if , seq, skip). Ausdr

ucke werden wie

ublich gebildet, d.h. aus Variablen
und Attributaufrufen. Ausdr

ucke greifen nur lesend auf den Zustand zu. Kommandos werden
in den Formen Zuweisung, bedingtes Kommando, Kommandosequenz, Prozeduraufruf und
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ATTR
asgn
if
seq
skip PROC
STATE
.
.
.
.
.
.
.
.
.
.
. . .
lesen/schreiben lesen Benutzung
Abbildung 3.2: Abstrakte Maschine mit Instruktionen
leeres Kommando bereitgestellt. Kommandos greifen lesend und schreibend auf den Zustand
zu. Die Auswahl der Kommandos orientierte sich an den

ublichen primitiven Kommandos se-
quentieller, deterministischer imperativer Sprachen (vgl. [Hor84]). -Objekte sind das formale
Konstrukt, um die dynamische Semantik imperativer Programme bzw. von Spezikationen
imperativer Programme beschreiben zu k

onnen.
-Objekte k

onnen als abstrakte Maschinen betrachtet werden, auf denen Programme aus-
gef

uhrt werden k

onnen. Programme imperativer Sprachen sind Instruktionen, die die Bele-
gung von Programmvariablen ver

andern.
Eine aktuelle Belegung aller Programmvariablen wird auch als Programmzustand bezeichnet
(STATE). Um die Ver

anderung von Programmzust

anden, d.h. von Belegungen zu realisie-
ren, wurde hier die Sorte state eingef

uhrt. Interpretation eines Elementes der Sorte state ist
eine Belegung, realisiert durch eine Abbildung STATE : IDENT ! V AL, die Werte an
die Bezeichner der Programmvariablen bindet. Diese Modellierung des Programmzustandes
durch Belegungen wurde als Kernzustand bezeichnet. Ein Programmzustand kann auch als
eine Momentaufnahme der gesamten abstrakten Maschine modelliert werden. Dieses wurde
als Gesamtzustand bezeichnet. Eine solche Momentaufnahme eines -Objekts besteht aus
den Belegungen der Variablen (durch die aktuelle Abbildung STATE realisiert), den Wer-
tevorr

aten der Sorten sowie den Funktionen, die die Attribute und Prozeduren realisieren.
Eine solche Struktur bestehend aus Wertemengen und Funktionen ist eine Algebra. Eine
Zustandsalgebra wurde deniert.
In der Literatur wird die Modellierung von Zust

anden in dieser Weise als 'states as algebras'-
Ansatz bezeichnet. Mit diesem Ansatz lassen sich dann auch ver

anderbare Operationsdeni-
tionen realisieren. Evolvierende Algebren [Gur93, Gur94] basieren auf dem Konzept dynami-
scher Operationen, d.h. ver

anderbarer Operationsdenitionen. Zust

ande sind dort Algebren.
Darauf sind Kommandos (updates) deniert, die ver

anderte Algebren produzieren.

Ahnlich
wird in CMSL [Wie91] verfahren. Sogenannte dynamische Objekte werden dort auf Kripke-
Modellen realisiert. Ver

anderungen von Objekten werden durch Ereignisse modelliert. Eine
spezielle Sorte event wird durch Funktionen auf Kripke-Modellen interpretiert. In Kripke-
Modellen sind Zust

ande (wie es auch hier realisiert ist) endliche Varianten einer initialen
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Belegung. Kommandos

andern Belegungen durch Substitution. Kommandos in Form von Pro-
zeduren sind selbst aber nicht in der Struktur realisiert. Ein Vergleich mit Kripke-Modellen
erfolgt in Abschnitt 5.4.2.
Die vorliegende Realisierung des Programmzustandes durch den Kernzustand m

ute auf die
Konstruktion

uber den Gesamtzustand angepat werden, wenn dynamische Operationen be-
trachtet werden sollen.
Kapitel 4
Erweiterungen des Modells
Als Erweiterungen des Basismodells des Berechnungsmodells der -Objekte werden in diesem
Kapitel prozedurale Abstraktionen und Datenabstraktionen behandelt:
 Operationen sollen nun auch rekursiv deniert werden k

onnen. Auerdem wird deren
verschachtelte Denition betrachtet (Abschnitt 4.1). In Abschnitt 4.2 werden aufbauend
auf 4.1 noch einige besondere Konzepte im Kontext von Operationsvereinbarungen un-
tersucht (lokale Objekte in Prozeduren, verschiedene Parameter

ubergabemechanismen,
Vereinheitlichung von Prozeduren und Attributen).
 Abschnitt 4.3 widmet sich dem Typsystem der -Objekte. Bisher wurden nur primitive
Typen wie Integer oder Boolean betrachtet. Jetzt soll eine Erweiterung des Typsystems
um Typkonstruktoren und objektwertige Typen vorgeschlagen werden. Zum Abschlu
werden polymorphe Erweiterungen betrachtet.
Abschnitt 4.4 zeigt, wie auf dem bis dahin vorgestellten Berechnungsmodell der -Objekte
eine imperative Programmiersprache deniert werden kann.
Das Basismodell ist eine Erweiterung von Algebren um einen Zustandsbegri. Einige Primi-
tive zur Ver

anderung des Zustands wurden deniert. Zielsetzung dieses Ansatzes ist es aber
auch, die Denition g

angiger imperativer Sprachen durch das Berechnungsmodell m

oglichst
leicht zu machen. Dazu m

ussen die g

angigen Konstrukte dieser Sprachen betrachtet wer-
den. Eine

ubliche Programmiersprache umfat eine Vielzahl von Konzepten, die

uber die
primitiven Typen und Kommandos des Basismodells hinausgehen (siehe z.B. [Hor84, Set89]).
Programmvariablen und Programmzustand, Ausdr

ucke sowie die grundlegenden Anweisun-
gen (wie Zuweisung, bedingte Anweisung, iterative Anweisung, Anweisungssequenzen und
Spr

unge) sind hier im wesentlichen in Kapitel 3 behandelt worden. Auf die Betrachtung von
goto-Anweisungen wurde hier aus methodischen Gr

unden verzichtet. Iterative Anweisungen
werden durch Rekursion m

oglich, die in diesem Kapitel eingef

uhrt wird. In der Regel wer-
den elementare, strukturierte und Referenzdatentypen unterschieden. Die elementaren Typen
Integer oder Boolean sind schon betrachtet worden. Als strukturierter Typ wird Menge her-
ausgegrien. Ein Referenzkonzept wird zur Realisierung objektwertiger Zustandskomponen-
ten vorgestellt. Blockstruktur, Sichtbarkeit, verschachtelte Denition von Prozeduren und Im-
plementierung des Laufzeitverhaltens (Displays, Activation Records, ..) sind weitere Aspekte
einer Programmiersprache. Weitere Prozedurkonzepte sind Parameter

ubergabe sowie

Uber-
ladung und Generizit

at. Diese Aspekte sollen in diesem Kapitel angesprochen werden. Damit
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sind dann alle wichtigen programmiersprachlichen Konstrukte ([Hor84] Kapitel 4 bis 7, [Set89]
Kapitel 2 bis 5) betrachtet.
Eine Anzahl g

angiger Programmiersprachenkonzepte f

ur Datenabstraktion und prozedurale
Abstraktion wird nun formal deniert, um eine Semantikdenition einer Programmiersprache
(Programmsemantik) besser zu unterst

utzen. Wie in Kapitel 5 zu sehen sein wird, k

onnen
diese Erweiterungen auch in einer Spezikationslogik f

ur Programme (Programmlogik) ein-
gesetzt werden.
4.1 Rekursion und Verschachtelung
In diesem Abschnitt sollen Rekursion und verschachtelte Operationsdenitionen das Berech-
nungsmodell aus Kapitel 3 erweitern. Dazu wird zuerst in Abschnitt 4.1.1 die Grundlage
durch Denition eines Laufzeitstacks durch Fixpunktsemantik gelegt. Dann wird Rekursi-
vit

at (4.1.2) und anschlieend Verschachtelung (4.1.3) integriert.
4.1.1 Grundlagen
Die Denition blockstrukturierter Sprachen mit verschachtelbaren Operationen und lokalen
Komponenten in Operationen erfordert eine Erweiterung des Zustandskonzeptes. Zur L

osung
der Probleme soll auf Techniken des Compilerbaus zur

uckgegrien werden. Grundlage des
Ansatzes bildet ein Laufzeitstack, der innerhalb des Ansatzes geeignet formalisiert werden
soll. Dabei sollen nur die Laufzeiteigenschaften erfat werden. Speicherorganisation zur Lauf-
zeit mu nicht betrachtet werden. Es soll hier die dynamische Semantik, also die Semantik
der Ausf

uhrung von Programmen formal deniert werden. Aspekte des Compilerbaus, wie die
syntaktische oder semantische Analyse, die u.a. die Typisierung der Programmobjekte pr

uft,
oder die Laufzeitspeicherorganisation, brauchen deshalb hier nicht ber

ucksichtigt werden. Da
der hier pr

asentierte Formalismus aber auf den Techniken des Compilerbaus basiert, soll die
entsprechende Terminologie benutzt werden. Die Semantik des erweiterten Berechnungsmo-
dells basiert also auf formalisierten Compilerbautechniken. Die Techniken des Compilerbaus
zur Realisierung der Laufzeitumgebung sind [ASU88] Kapitel 7 entnommen. Die mathemati-
schen Grundlagen sind in Anhang A aufgef

uhrt.
Der Stack
Die Eigenschaften, die in diesem Abschnitt semantisch formal deniert werden sollen, sind
verschachtelte Prozeduren, static scoping, most closely nested rule sowie rekursiver Aufruf von
Prozeduren. Die notwendige Basis, solche Eigenschaften modellieren zu k

onnen, ist ein Stack.
Zur Realisierung der Laufzeitmaschine werden Stacks eingesetzt. Jede Prozedur bildet einen
Block. Die Bindungen lokaler Namen eines Block an Werte werden auf dem Stack in Form
von Umgebungen, hier durch die Abbildung STATE realisiert, verwaltet. Die notwendigen
Funktionen auf dem Stack push, pop, top und Zugri (lesend/schreibend) auf lokale und
nichtlokale Objekte sollen semantisch formal deniert werden. Geeignete Vorarbeiten durch
den Compiler, etwa die Ermittlung von Informationen bzgl. Lokalit

at von Namen (siehe
[ASU88]), seien hier vorausgesetzt.
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Ein Laufzeitstack ist notwendig, um in einer Sprache mit static scoping und verschachtel-
ten Prozeduren die Verwaltung von Umgebungen
1
f

ur die Operationsaufrufe zu realisieren.
Das Tupel wird die Datenstruktur sein, die den Laufzeitstack formal realisiert. Es soll keine
Begrenzung f

ur den Stack vorgegeben werden; ein kartesisches Produkt der Elementzahl n
f

ur ein festes n reicht also nicht. Hier wird statt dessen die freie Halbgruppe

uber dem Do-
main der Stackelemente zugrundegelegt. Um allgemeing

ultige Ergebnisse zu erhalten, wird
zun

achst der Domain der Elemente nicht weiter bestimmt. Lediglich die cpo-Eigenschaft wird
f

ur ihn vorausgesetzt.
Sei D eine Menge (ein Alphabet). D
+
ist die Menge aller W

orter

uber D. Die Konkatenation
zweier W

orter w
1
 w
2
ist deniert durch das Hintereinanderschreiben beider W

orter. Dann
ist (D
+
; ) die freie Halbgruppe

uber D.  ist assoziativ.  =2 D
+
(der leere Stack wird nicht
gebraucht).
Die Menge der m

oglichen Inhalte pro Stackelement (etwa alle Umgebungen, d.h. Bindungen
eines Blockes) bildet das Alphabet. W

orter sind dann m

ogliche Stacks (ein Wort ist ein n-
Tupel

uber dem Alphabet). Zu zeigen ist, da die freie Halbgruppe (ebenso wie feste, endliche
kartesische Produkte) eine cpo bildet. Dies ist Voraussetzung, um Stetigkeit von Funktionen
auf Stacks zeigen und in einem weiteren Schritt die Fixpunktsemantik zur Denition der
Rekursion anwenden zu k

onnen.
Seien S
1
und S
2
zwei Teilmengen von kartesischen Produkten D
n
und D
m
. Dann ist S
1
 S
2
deniert durch f(w
1
 w
2
)jw
1
2 S
1
; w
2
2 S
2
g. Sei w
1
= (a
1
; : : : ; a
n
) und w
2
= (b
1
; : : : ; b
m
).
Dann ist w
1
 w
2
= (a
1
; : : : ; a
n
; b
1
; : : : ; b
m
), also ist w
1
 w
2
2 S
1
 S
2
.
Folgerung 4.1.1 (Existenz und Wert des Supremums) Sei (D;v) eine Halbordnung, S
1
; S
2
Teilmengen von W

ortern

uber dem Alphabet D der L

ange n bzw. m. Dann existiert t(S
1
S
2
)
genau dann, wenn tS
1
und tS
2
existieren, und es ist
t(S
1
 S
2
) = (tS
1
)  (tS
2
);
falls tS
1
= (tpr
1
(S
1
); : : : ;tpr
n
(S
1
)) und tS
2
= (tpr
1
(S
2
); : : : ;tpr
m
(S
2
)).
Beweis: Folgt direkt aus den vorangegangenen

Uberlegungen und Satz A.4.1. 2
Der n

achste Schritt ist der Nachweis der cpo-Eigenschaft f

ur die freie Halbgruppe (D
+
; ),
also die Existenz des bottom-Elementes und die Existenz des Supremums f

ur jede Kette S in
der Menge aller W

orter

uber D.
Folgerung 4.1.2 Sei (D;v) cpo. Dann ist auch (D
n
;v) f

ur jedes n 2 Nat cpo.
Beweis: Beweis folgt direkt aus Satz A.4.3 (Anhang). 2
Lemma 4.1.1 Falls (D;v) cpo ist, dann ist es auch (D
+
;v
+
) mit D
+
=
S
i2Nat
D
i
; D
i
=
D  : : :  D (i , mal) und a v
+
b mit a = a
1
::a
n
und b = b
1
::b
m
gilt genau dann, wenn
n = m ^ a
i
v b
i
f

ur alle i, also: zwei W

orter in D
+
sind geordnet, wenn sie gleich lang sind
und in diesem Falle alle Positionen bzgl. v geordnet sind.
1
Es sind Activation Records zu verwalten. Da hier aber im wesentlichen Bindungen, also Umgebungen,
verwaltet werden, soll auch der Umgebungsbegri benutzt werden.
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Beweis: Es soll gezeigt werden, da f

ur jede Kette in D
+
das Supremum existiert. Sei

1
v
+

2
v
+
: : : eine Kette in D
+
. Somit existiert ein k, so da 
i
2 D
k
f

ur alle i. Andernfalls

i
1
2 D
k
1
und 
i
2
2 D
k
2
mit k
1
6= k
2
, und ohne Einschr

ankung i
1
< i
2
. 
i
1
und 
i
2
sind
dann unvergleichbar nach Denition der Ordnung v
+
. Zwei Elemente 
1
und 
2
aus D
+
sind
nur dann vergleichbar, wenn sie der gleichen L

ange und damit Element des gleichen D
k
sind.
F

ur D
k
ist die cpo-Eigenschaft (genauer die Existenz des Supremums) oben schon gezeigt.
Dies

ubertr

agt sich nun einfach auf D
+
. 2
Also ist jetzt gezeigt, da sich Tupel im Endlichen beliebig erweitern lassen, ohne da die cpo-
Eigenschaft verlorengeht. Im folgenden wollen wir nun noch die Stetigkeit von Funktionen
betrachten. Mit diesen Funktionen wird die Grundlage f

ur die Denition des Stacks gelegt.
Lemma 4.1.2 'substitute' ist stetige Funktion auf (State;v).
Beweis: Sei sub
x
i
7!y
i
:= STATE:substitute(STATE;x
i
7! y
i
) f

ur STATE 2 State, d.h.
sub
x
i
7!y
i
(STATE) = substitute(STATE; x
i
7! y
i
). Dann gilt:
substitute : state  (ident val)
+
! state ist stetig
gdw:
8(x
i
7! y
i
) 2 (IDENT ! VAL)
n
:sub
x
i
7!y
i
: state ! state ist stetig
Mit (ident val)
+
wird die mehrfache Wiederholbarkeit von (ident val) bezeichnet.
F

ur st 2 State mit st : ident! val ist st strikt. Da (IDENT;v) und (VAL;v) ache cpos
sind, folgt aus der Striktheit hier die Stetigkeit (Satz A.4.4) direkt. 2
Die bisherigen Ergebnisse dieses Abschnitts

uber die cpo-Eigenschaft von Mengen und die
Stetigkeit von Funktionen sollen nun in Form von Datentypen veranschaulicht werden. Diese
Datentypen haben keine formale Bedeutung. Tupel sind als freie Halbgruppe

uber deren
Elementen realisiert. Die cpo-Eigenschaft wurde in Lemma 4.1.1 nachgewiesen. Nach den

Uberlegungen zu Folgerung 4.1.2 lassen sich stetige Operationen auf kartesischen Produkten
fester L

ange (Tupelkonstruktor, , pr
i
) auch hier verwenden.
TUPLE
make tuple : t elem ! tuple
: tuple  tuple ! tuple
(pr
i
)
i2Nat
: tuple ! t elem
tuple und t elem sind Bezeichner f

ur die Wertebereiche, auf denen die Funktionen arbeiten.
(pr
i
)
i2Nat
soll eine Familie von Projektionsfunktionen bezeichnen. Die bisherigen

Uberlegun-
gen zur Behandlung des Zustands sollen nun kurz zusammengefat werden. Die zugrundelie-
gende Datenstruktur ist durch TUPLE gegeben. Sie wird um Operationen zur Zustandsbe-
handlung erweitert. tuple und t elem werden in state bzw. s elem umbenannt.
STATE TYPE
make binding: ident  val ! s elem
substitute: state  s elem ! state
get val: state ! (ident ! val)
F

ur diesen Datentypen soll f

ur alle s : state gelten, da get val(s) eine Funktion ist. Diese
entspricht der Funktion STATE aus den vorangegangenen Abschnitten.
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Elementare Stack-Operationen
Zuerst sollen die Operationen des klassischen abstrakten Datentypen Stack deniert und
deren Stetigkeit nachgewiesen werden. Dazu werden zun

achst die Operationen auf Stacks
im einzelnen beschrieben. Wie oben angedeutet bilden Tupel die Realisierungsgrundlage des
Stacks. Zum Teil wird allerdings
0
(: : :)
0
als Tupelkonstruktor statt make tuple benutzt. Die
Stetigkeit der Operationen soll gezeigt werden (nach Denition A.4.5). Eine Funktion ist
stetig, wenn sie die Ordnung und die Suprema erh

alt.
Elementare Stack-Operationen sollen

uber Projektion pr oder Konkatenation  realisiert wer-
den. Zur Stetigkeit von pr,  und des Tupelkonstruktors siehe Anhang A.4 oder [LS84]. Im
folgenden soll eine Sorte stack eingef

uhrt werden, die dem D
+
aus den vorangegangenen
Untersuchungen entspricht.
Auch der Datentyp STACK wird als Erweiterung von TUPLE beschrieben. Stacks werden
also durch Tupel realisiert. Der Typ der Stackelemente s elem wird hier als generisch beschrie-
ben. F

ur ihn mu, wie eingangs des Abschnitts erw

ahnt, cpo-Eigenschaft und Stetigkeit der
Operationen gelten.
STACK[s elem]
empty stack: ! stack
top: stack ! s elem mit top(s) := pr
#s
(s)
pop: stack ! stack mit pop(s) := (pr
1
(s); : : : ; pr
#s 1
(s))
push: stack  s elem ! stack mit push(s; e) := s  (e)
#: stack ! int liefert die Anzahl der Elemente auf dem Stack
Bei Denition der Operationen

uber Projektion und Konkatenation folgt die Stetigkeit der
Stack-Operationen direkt aus der Stetigkeit der Projektion und Konkatenation sowie der
Funktionsanwendung (siehe S

atze A.4.7 und A.4.8). # kann

uber einen externen Z

ahler reali-
siert werden, der von push und pop mitverwaltet wird. So wird das Problem einer rekursiven
Denition f

ur # umgangen.
Laufzeitstack-Operationen
Die eben unter STACK zusammengefaten Operationen push; pop; top; empty stack und #
realisieren den klassischen abstrakten Datentypen Stack. In der Anwendung im Laufzeit-
system eines ausf

uhrbaren Programmes sind darauf aufbauende Operationen notwendig, die
Variablen lesen, d.h. den Wert einer Bindung in einem der Zust

ande ermitteln, Variablen
schreiben und die Operationsaufrufe behandeln. Auf den elementaren Operationen werden
nun anwendungsbezogene Operationen aufgesetzt. Diese sind aber noch unabh

angig von der
konkreten Realisierung der Stackelemente (d.h. unabh

angig von der Abbildung STATE aus
Kapitel 3.3.1). Deren Integration erfolgt erst in den Abschnitten 4.1.2 und 4.1.3. Einige Vorar-
beiten zur Ausf

uhrung sind schon zur

Ubersetzungzeit des Programmes durch den Compiler
durchf

uhrbar. So ist bekannt, ob ein Objekt lokal oder global deniert ist. Ein geeigneter
Aufruf kann erzeugt werden. Da in dieser Arbeit nur der Laufzeitaspekt deniert werden soll,
werden obige

Uberlegungen vorausgesetzt und im folgenden nicht weiter betrachtet.
Die Anwendungsoperationen auf Stacks sind:
 Lesen von Variablen,
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 Schreiben von Variablen,
 Aufruf einer Operation,
 Beenden einer Operation.
Auch f

ur diese Operationen werden wieder die cpo-Eigenschaft zugrundeliegender Mengen
und die Stetigkeit betrachtet.
Lesen von Variablen
Ein Compiler kann ermitteln, ob ein zu lesendes Objekt (right-hand side Kontext) lokal de-
klariert ist oder nicht. Die richtige Version der Variablenbewertung kann somit automatisch
aufgerufen werden. Die unten stehenden Funktionen read local und read non local verfei-
nern die in Kapitel 3.3.1 benutzte Bewertung v. Sei x das zu lesende Objekt, STACK der
Laufzeitstack. Displays realisieren ein Konzept des Zugris auf nichtlokale Namen in einer
blockstrukturierten Sprache mit verschachtelten Prozeduren. Displays werden in Kapitel 7.4
Access to non-local names in [ASU88] beschrieben. Displays wurde der Vorzug vor anderen
Zugristechniken, wie z.B. den ebenfalls in [ASU88] beschriebenen Access Links gegeben, da
die Realisierung

uber Displays im formalen Ansatz die einfachere Beschreibung erm

oglicht.
Displays werden durch ein Feld d von Zeigern auf Activation Records realisiert. Das Feldele-
ment d[i] zeigt auf den Activation Record in der Aufruftiefe i. Displays werden so verwaltet,
da die j,1 ersten Elemente im Feld f

ur eine Prozeduraktivierung p auf Aufruftiefe j auf die
jeweils letzte Aktivierung der Prozeduren zeigen, die p syntaktisch umschlieen. Um also auf
einen nichtlokalen Wert zugreifen zu k

onnen, mu nur noch ein Zeiger verfolgt werden. Das
Display kann wie der Laufzeitstack auf Tupeln realisiert werden. Stackoperationen k

onnen
benutzt werden. Im folgenden soll mit d immer das Display bezeichnet werden.
Im folgenden seien die Elemente des Laufzeitstacks STACK jeweils um eine Komponente
saved zur Speicherung eines Zeigers auf einen Activation Record des Laufzeitstacks erweitert.
lokal:
read local(STACK;x) := top(STACK)(x)
nichtlokal:
read non local(STACK;x) := pr(d[i])(STACK)(x)
d realisiert das Display. d kann als strikte Funktion Nat! Nat realisiert werden. Parameter
von d ist die statische Tiefe der aktuellen Aktivierung. Sie kann zur

Ubersetzungszeit ermittelt
werden. Der Aufruf d[i] liefert den Zeiger auf den Laufzeitstackeintrag, in dem die letzte
Aktivierung der Prozedur zu nden ist, in der das gesuchte Objekt x deniert ist. d ist stetig,
da (Nat;v) ache cpo und d strikt ist.
Bemerkung 4.1.1 Die statische Verschachtelungstiefe i ist von der zugeh

origen Variable x
funktional abh

angig. Da die beiden Wertebereiche IDENT und INT ache cpos sind, ist
diese Funktion | Striktheit vorausgesetzt | stetig. Sie wurde in den Ausf

uhrungen daher
nicht explizit benutzt.
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pr : nat! (tuple! state) ist deniert durch
pr(j) :=
(
pr
j
f ur j 2 Natnf?g
? j = ?
Nat
pr(j) liefert die Projektionsfunktion auf die j-te Komponente eines Elementes des Typs tuple,
also pr : tuple! state. j bezeichnet die letzte aktuelle Aktivierung der Prozedur, in der ein
gesuchtes Objekt zu nden ist. (Nat;v) ist ache cpo und [tuple! state] sei die Menge der
Funktionen von tuple nach state. Mit der kanonischen Ordnung auf Funktionsmengen nach
Denition A.4.8 bildet die Menge eine cpo nach Satz A.4.5 und A.4.6. Aus der Flachheit von
(Nat;v) und der Striktheit von pr folgen Monotonie und nach Satz A.4.4(2) Stetigkeit f

ur
pr.
Durch Verwendung von Displays konnte auf die Denition einer Routine verzichtet werden,
die bei Verwendung von Access Links (siehe [ASU88]) rekursiv den Laufzeitstack nach dem
denierenden Kontext durchsucht. Da nur noch ein Zeiger zu verfolgen ist, ist sie in der
realisierten Variante nicht rekursiv.
Schreiben von Variablen
Analog zum Lesen kann auch hier ein Compiler ben

otigte Informationen ermitteln. Die Va-
riable x bendet sich im left-hand side Kontext. Zustandsvariablen und andere nichtloka-
le Variablen werden nicht unterschiedlich behandelt. Schreiben von Variablen bedeutet die

Anderung des Wertes, der an den Bezeichner gebunden ist. Schreiben einer lokalen Varia-
ble write local f

uhrt die

Anderung im obersten STACK-Element top(STACK) durch. Die
Substitution substitute ist am Anfang von Kapitel 3.4 beschrieben. F

ur den nichtlokalen Zu-
gri write non local mu zus

atzlich der Sichtbarkeitsbereich ermittelt werden, in dem die
Variable deklariert ist. Dies geschieht durch Zugri

uber das Display. Da der Laufzeitstack
als Tupel realisiert ist, kann auf die ermittelte Komponente projiziert werden.
lokal:
write local(STACK;x; val) := substitute(top(STACK); x 7! val)
nichtlokal:
write non local(STACK;x; val) := substitute(pr(d[i])(STACK); x 7! val)
Aus der Stetigkeit der Funktionen top, substitute, d und der Projektionen sowie der Funk-
tionkomposition folgt die Stetigkeit der Funktionen write local und write non local.
Aufruf einer Operation
Teilaufgaben sind:
 Zugri auf die Operationsemantik: Die Verwaltung von Operationssemantiken, de-
niert durch v

(STATE, op) f

ur eine Operation op, soll explizit gemacht werden. Dies
entspricht dem Vorgehen des Compilers, der zur

Ubersetzungzeit Operationsdenitio-
nen in ablau

ahigen Code transformiert und dessen Nutzung (Zugri, Ausf

uhrung) zur
Laufzeit sicherstellt. Da hier keine R

ucksicht auf Speicherverwaltung genommen werden
mu, werden Operationssemantiken im Laufzeitstack mitverwaltet.
Der Compiler ermittelt, wie bei Variablen auch, ob die Operation lokal oder nichtlokal
deniert ist, und im letzteren Fall wird

uber Displays auf den denierenden Kontext
zugegrien.
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Sei op die aufzurufende Operation. Die Semantik von op wird

uber einen parallel zum
Laufzeitstack verwalteten Stack OpSTACK f

ur Bindungen von Operationsnamen an
ihre Werte ermittelt. Als Wertebereich der Abbildung OpSTACK soll eine ache cpo
angenommen werden. Der Wert einer Operation ist die Funktion, die ihre Denition
realisiert. Im Kontext einer denotationalen Semantik ist das die Semantik der Operation
selbst. Die Semantik f

ur eine lokal denierte Operation erh

alt man durch read local op.
Bei nichtlokal denierten Operationen wird zuerst der denierende Block ermittelt.
lokal:
read local op(OpSTACK; op) := top(OpSTACK)(op)
nichtlokal:
read non local op(OpSTACK; op) := pr(d[i])(OpSTACK)(op)
Da die Funktionen auf der Funktionskomposition aus der Projektion pr, dem Zugri

uber Displays d und top gebildet werden, und deren Stetigkeit schon gezeigt wurde,
sind nach Satz A.4.7 auch die Funktionen read local op und read non local op stetig.
d realisiert das Display und ist ebenfalls, wie oben schon gezeigt, stetig.
 Neuen Laufzeitstackeintrag f

ur die aufzurufende Operation erzeugen, d.h. Parameter
bearbeiten und Display verwalten: Es sind Bindungen f

ur die lokalen Variablen und
Operation zu erzeugen. Weiterhin mu der Zeiger # inkrementiert werden.
new activation(st; bindings) :=
if < non local > then
read non local op(OpSTACK; op);
STACK(#STACK + 1):saved := d[i];
d[i] := #STACK + 1
else
read local op(OpSTACK; op);
STACK(#STACK + 1):saved := #STACK
end if ;
push(st; bindings)
Hier wurde eine lesbare, imperative Darstellung der Operation gew

ahlt (statt einer Darstel-
lung

uber Funktionskomposition). Die Darstellung l

at sich aber leicht in die notwendige
funktionale Form

ubertragen.
Zur Stetigkeit von new activation: Die Routine setzt sich aus den Elementen if -Operator,
Lesen von Operationssemantiken sowie dem Lesen und Schreiben des Laufzeitstacks und des
Displays zusammen. Sofern der Stetigkeitsnachweis f

ur die Elemente von new activation nicht
schon erfolgt ist (push, pop, read, write, #; d[i]), wird die Stetigkeit im folgenden Abschnitt
4.1.2 nachgewiesen. Die dort erzielten Ergebnisse f

ur Stacks k

onnen auf Displays

ubertragen
werden.
Beenden einer Operation
Beim R

ucksprung nach Operationsausf

uhrung mu nur der Stackpointer dekrementiert und
das Display aktualisiert werden.
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end activation(st) :=
d[i] := (pr(d[i])(st)):saved;
pop(st)
Zur Stetigkeit k

onnen hier die Aussagen zu new activation

ubernommen werden.
new activation und end activation ver

andern den Laufzeitstack. Sie legen einen neuen Zu-
stand auf dem Stack ab bzw. nehmen das oberste Element wieder herunter. In der vorlie-
genden Anwendung wird ein neues Element auf dem Laufzeitstack abgelegt, falls eine neue
Operation aktiviert wird. Dieses Element wird wieder entfernt, wenn die Aktivierung beendet
ist. Im folgenden soll daher angenommen werden, da new activation die Routine push und
end activation die Routine pop mit ausf

uhrt. Auerdem sollen die beiden Funktionen den
Operationsstack verwalten, d.h. bei Start einer neuen Aktivierung werden alle lokalen Ope-
rationen der neu aktivierten Operation auf dem OpSTACK abgelegt und am Ende wieder
entfernt.
Unter der am Anfang des Abschnitts angenommenen Voraussetzung, da die Elementdomains
des Stacks cpos sind, sind alle Operationen stetig.
RUNTIME STACK
read local : stack  ident ! val
read non local : stack  ident ! val
write local : stack  ident  val ! stack
write non local : stack  ident  val ! stack
read local op : opstack  ident ! opval
read non local op : opstack  ident ! opval
new activation : stack  state ! stack
end activation : stack ! stack
RUNTIME STACK ist eine Erweiterung von STACK[STATE]. STATE deniert den
Typ der Stackelemente. Es werden sowohl Laufzeitstacks als auch Zust

ande

uber Tupel rea-
lisiert. Es werden sowohl Datenobjekte (stack) als auch prozedurale Objekte (opstack) ver-
waltet.
Die Integration der Stack-Operationen in die Semantik des Berechnungsmodells erfolgt erst
in Kapitel 4.1.2 und 4.1.3.
Die Abbildung STATE
Funktionen f : D ! E k

onnen grunds

atzlich nur dann stetig sein, wenn (D;v) und (E;v)
cpos sind. Also mu (State;v) f

ur Funktionen auf Zust

anden hier eine cpo bilden, wobei
State einen Wertebereich von Funktionen STATE : IDENT ! V AL repr

asentiert.
Lemma 4.1.3 (State;v) ist cpo.
Beweis: Sei STATE : IDENT ! V AL mit V AL := fxjx 2 INT _ x 2 BOOL _ x =
null _ x = !g ache cpo. (State;v) ist cpo, falls VAL cpo ist (nach Satz A.4.6). Nach Satz
A.4.2 bildet jede Halbordnung mit ?-Element und nur endlichen Ketten eine cpo. Durch die
Endlichkeit des Namensraums IDENT gibt es nur endliche Ketten, da es nur endlich viele
eindeutige Abbildungen STATE 2 State geben kann. 2
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Lemma 4.1.4 STATE beschreibt eine stetige Abbildung.
Beweis: STATE : IDENT
!
! V AL ist stetig, falls
 (IDENT;v) und (VAL;v) cpos sind,
 f

ur alle Ketten S 2 IDENT das Supremum tSTATE(S) existiert und es gilt
STATE(tS) = tSTATE(S).
(IDENT
!
;v) und (V AL;v) sind ach, daher sind sie cpos. IDENT
!
enth

alt nur endliche
Ketten, daher reicht es nach Satz A.4.4(2), die Monotonie a v b ) f(a) v f(b) zu zeigen.
Da STATE strikt ist, ist STATE hier auch monoton. 2
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Vorbereitung
Im vorangegangenen Abschnitt 4.1.1 wurden die Formalisierung eines Laufzeitstack erl

autert
und Eigenschaften der Abbildung STATE beschrieben. Im folgenden werden die Ergebnisse
der Stack-Formalisierung auf das Konzept des Zustandes angewandt. Gleichzeitig wird Re-
kursion eingef

uhrt. Der Zustand wird nun durch einen Stack von Zustandsabbildungen und
nicht mehr durch eine einzelne Abbildung realisiert. Es wird daf

ur die Bezeichnung STATE
f

ur den erweiterten Zustandsbegri beibehalten.
Bevor mit der Integration von Rekursion begonnen wird, sollen zuerst -Terme eingef

uhrt
werden. Auerdem wird vorher noch die Konsistenz der bisherigen Semantikdenition gezeigt.
-Terme k

onnen als Basisdenition f

ur Prozeduren und Attribute dienen. Zudem werden sie
ben

otigt, um rekursive Funktionen semantisch denieren zu k

onnen.
Denition 4.1.1 Eine Basis f

ur die -Notation ist ein Tripel B = (S;OP;X) disjunkter
Symbolmengen.
 S ist eine Menge von Basistypen
2
.
 OP ist eine Menge von Operationssymbolen.
 X ist eine Menge von Variablen.
Jedem Operationssymbol und jeder Variable wird ein Typ zugeordnet.
Denition 4.1.2 Die Menge der Typen

uber einer Basis B wird induktiv deniert:
 Jeder Basistyp ist ein Typ.
 Falls 
1
; : : : ; 
n
;  Typen (n  1), dann ist (
1
; : : : ; 
n
! ) ebenfalls ein Typ.
 Nichts sonst ist ein Typ.
2
Im folgenden bilden die Sortensymbole die Basistypen.
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Denition 4.1.3 Die Menge der -Terme f

ur jeden Typ wird induktiv deniert:
 Jede Variable der Sorte  ist ein -Term vom Typ  .
 Jedes Operationssymbol op : 
1
 : : : 
n
!  ist ein -Term vom Typ 
1
; : : : ; 
n
!  .
 Applikation: Falls t
1
; : : : ; t
n
-Terme der Typen 
1
; : : : ; 
n
, n  1 und u ein -Term des
Typs 
1
; : : : ; 
n
!  . Dann ist u(t
1
; : : : ; t
n
) ein -Term des Typs  .
 Abstraktion: Falls x
1
; : : : ; x
n
paarweise verschiedene Variablen der Typen 
1
; : : : ; 
n
,
n  1, und t ein -Term des Typs , dann ist x
1
; : : : ; x
n
:t ein -Term des Typs

1
; : : : ; 
n
! .
 Nichts sonst ist ein -Term.
Mit T soll die Menge der -Terme erweitert um ein Element ?
T
bezeichnet werden. Die
Ordnung v
T
auf T soll als ache Ordnung auf T deniert sein.
Folgerung 4.1.3 (T;v
T
) ist ache cpo.
Beweis: Nach Denition. 2
Integration von -Termen in den Ansatz
Falls die x
i
: s
i
verschiedene freie Variablen sind, d.h. x
i
2 X
s
i
; i = 1; ::; n, und t ein beliebiger
Term ist sowie die t
i
: s
i
Terme einer Datensorte s
i
sind, dann ist x
1
; : : : ; x
n
: t eine -
Abstraktion und x
1
; : : : ; x
n
: t (t
1
; : : : ; t
n
) eine Applikation.
v

(STATE; x
1
; : : : ; x
n
: t (t
1
; : : : ; t
n
)) := v

(STATE
0
; t) mit
STATE
0
= substitute(STATE; x
i
7! v

(STATE; t
i
))
v

(STATE; x
1
; : : : ; x
n
: t) := f
mit f(STATE; y
1
; : : : ; y
n
) = v

(STATE
0
; t) mit y
i
2 A
s
i
falls x
i
: s
i
es ist STATE
0
= substitute(STATE; x
i
7! y
i
); i = 1; ::; n
mit f : State A
s
1
 : : :A
s
n
! State A
s
Falls t ein Ausdruck der Sorte s ist, so wird
pr
2
(x
1
; : : : ; x
n
: t (t
1
; : : : ; t
n
))
als Term der Sorte s zugeordnet. Falls t ein Kommando ist, so wird
pr
1
(x
1
; : : : ; x
n
: t (t
1
; : : : ; t
n
))
als Term der Sorte state zugeordnet.
Semantik einer -Abstraktion ist eine Funktion f . f ist deniert durch die Semantik des
Termes t. Bei Aufruf von f wird jedes freie Auftreten der formalen Parameter x
i
durch
aktuelle Parameter ersetzt.
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Satz 4.1.1 Sei v

eine Auswertung f

ur eine Objektsignatur .
1. F

ur jeden Term t der Sorte s 2 S [ fstateg gilt:
v

(STATE; t) 2 A
State
 A
s
f

ur alle Zust

ande STATE 2 State.
2. v

ist stetig.
Beweis: Es gilt v

(STATE; t) = v
0
(t)(STATE) mit v
0
: T ! (State! StateA
s
) deniert
als v
0
: t 7! v
t
f

ur alle STATE 2 State; t 2 T . Dann ist v

stetig, wenn v
0
und v
t
f

ur alle
t 2 T stetig sind (siehe Denition A.4.9 und Satz A.4.9).
Teil A: Stetigkeit von v
0
.
Nachweis der cpo-Eigenschaft der Wertebereiche:
1. State! State A
s
Da (State;v) und (A
s
;v) cpos sind, sind die Menge der Funktionen und die Menge der
stetigen Funktionen

uber State ! State  A
s
nach den S

atzen A.4.6 und A.4.5 cpos

uber der kanonischen Ordnung auf Funktionen (Denition A.4.8).
2. (T;v) ist ache cpo nach Folgerung 4.1.3.
Seien E; F;G cpos und  : E  F ! G eine Abbildung mit
 F ist ach,
 (e;?) = (?; f) = ?.
Setze f

ur f 2 F

f
:= e:(e; f), d.h. 
f
(e) = (e; f).
Dann ist  : E  F ! G genau dann stetig, wenn 8f 2 F: 
f
: E ! G stetig ist. Es reicht
also unter der Voraussetzung, da (T;v) ache cpo ist, zu zeigen, da die v
t
stetig sind.
Teil B: Stetigkeit der v
t
.
Dieser Teil des Beweises erfolgt durch strukturelle Induktion

uber die Konstrukte.
B.1 Beweis der Basiskonstrukte:
a.1) t ist Variable oder Zustandsbezeichner: t  x mit x 2 Ident und x : s.
v

(STATE; x) := [STATE; read(STATE; x)]
) 1. erf

ullt
read
3
ist stetig (siehe Kapitel 4.1.1). Wie in 3.1 gezeigt wurde, bildet jede Tr

agermenge
eines der zur Verf

ugung stehenden Datentypen eine cpo. Also ist auch (A
s
;v) cpo.
Damit ist nach Satz A.4.3 und den Anmerkungen zu den Laufzeitstack-Operationen v

stetig, da read stetig ist.
) 2. erf

ullt
3
Statt read m

ute eine der beiden Formen read local oder read non local aufgerufen werden. Da der
Compiler die Auswahl treen kann, und beide Funktionen stetig sind, wird hier vereinfacht.
4.1.2 Rekursive Operationen 65
a.2) t ist Operation op: Die Bedeutung (Semantik) einer Operation wird zur

Ubersetzungszeit
vom Compiler eindeutig festgelegt. Operationsnamen op 2 ATTR [ PROC werden zu-
standsunabh

angig immer gleich interpretiert. Daher ist v

(STATE; op) eine konstante
Funktion und somit stetig.
B.2 Beweis der zusammengesetzten Konstrukte:
b.) t ist Applikation: t  a(t
1
; : : : ; t
n
) mit a : state  s
1
 : : : s
n
! states  s
v

(STATE; a(t
1
; : : : ; t
n
)) :=
v

(STATE; a)(STATE; v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2])
Sei nach Induktionshypothese v

(STATE; t
i
) 2 State  A
s
i
und v

(STATE; a) 2
(State  A
s
1
 : : :  A
s
n
! State  A
s
), der Menge aller Funktionen der angegebe-
nen Signatur wie in Denition A.4.7 festgelegt.
Somit ist v

(STATE; a(t
1
; : : : ; t
n
)) 2 State A
s
.
) 1. erf

ullt
Der Nachweis der Stetigkeit soll

uber die Zerlegung von v

in zwei Funktionen g und
apply mit v

= apply  g erfolgen
4
. Nach Induktionshypothese sind alle v

(STATE; t
i
)
stetig.
Sei g : State! A
s
1
 : : :A
s
n
mit
g(STATE) := (STATE; v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2])
Damit ist auch g stetig (da g

uber den Tupelkonstruktor make tuple realisiert wird).
Nach Induktionshypothese ist v

(STATE; a) stetig.
Mit apply : [D! E]D ! E
apply(f; d) := f(d) ist stetig (! Currying, siehe [LS84] S. 83, hinter 4.23)
folgt
v

(STATE; t) := apply(v

(STATE; a); g(STATE)) ist stetig.
) 2. erf

ullt
c.) t ist -Abstraktion: t  x
1
; : : : ; x
n
:t mit  : state  s
1
 : : : s
n
! state  s
v

(STATE; x
1
; : : : ; x
n
: t)(d
1
; : : : ; d
n
) :=
v

(STATE
0
; t)(d
1
; : : : ; d
n
) mit
STATE
0
= substitute(STATE; x
i
7! d
i
); d
i
2 A
s
i
; i = 1; ::; n
Somit gilt:
 v

(STATE; x
1
; : : : ; x
n
: t) 2 State A
s
, falls v

(STATE
0
; t) 2 State A
s
,
 v

(STATE; x
1
; : : : ; x
n
: t) ist stetig, falls v

(STATE
0
; t) stetig ist,
f

ur alle STATE
0
2 State. Dies gilt wegen der Stetigkeit von substitute und nach
Induktionshypothese.
d.) t ist Prozeduranwendung: t  p(x
1
; : : : ; x
n
)
Da v

(STATE; x
1
; : : : ; x
n
: t) = v

(STATE; op(x
1
; : : : ; x
n
) = t) gilt: analog b.) (siehe
Anfang von 4.1.2 und Kapitel 3.4).
4
Die Komposition f  g ist stetig, wenn f und g stetige Funktionen auf cpos sind
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e.) t ist das leere Kommando skip: trivial.
f.) t ist Zuweisung: t  asgn(z
i
; t)
v

(STATE; asgn(z
i
; t)) :=
[write(STATE; z
i
; v

(STATE; t)[2]); null]
) 1., 2. erf

ullt, da write stetig ist (siehe Kapitel 4.1.1) und null konstant ist.
g.) t ist bedingtes Kommando : t  if(b; c)
v

(STATE; if(b; c) ) :=
if v

(STATE; b) =
bool
TRUE then
v

(STATE; c)
else if v

(STATE; b) =
bool
?
bool
then
[STATE; !]
else
[STATE; null]
end
end
if : Bool
?
D D ! D wobei (Bool
?
;v) und (D;v) cpos sind.
if(b; d
1
; d
2
) :=
8
>
<
>
:
d
1
falls b = true
d
2
falls b = false
?
D
falls b = ?
bool
if ist strikt und erh

alt die Suprema, d.h. if ist stetig. Da ! Bottomelement jedes
Domains und v

(STATE; c)2 A
state
 A
s
:
) 1. erf

ullt
v

ist stetig, da der if-Operator if : Bool
!
 [StateA
s
] [StateA
s
]! [StateA
s
]
stetig ist.
if v

(STATE; b) = TRUE then v

(STATE; c) else
if v

(STATE; b) = ! then [STATE; !] else [STATE; null] end end :=
if(v

(STATE; b); v

(STATE; c); [STATE;null])
) 2. erf

ullt
h.) t ist Kommandosequenz: t  seq(com1; com2)
v

(STATE; seq(com1; com2)) :=
v

(v

(STATE; com1)[1]; com2)
Nach Induktionshypothese gilt:
v

(STATE; com1)2 State A
s
stetig,
v

(STATE; com2)2 State A
s
stetig.
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) 1. erf

ullt
Da v

(STATE; com1)[1] Element von State (eine cpo) ist:
) 2. erf

ullt 2
Damit ist f

ur alle Konstrukte, die in Kapitel 3 vorgestellt wurden, die Stetigkeit der Auswer-
tung v

gezeigt. F

ur die dort vorgestellten Konstrukte ist jetzt also die Semantik von Mengen
und Funktionen auf cpos und stetige Funktionen erweitert worden. Auerdem wurde auch
der Zustandsbegri so erweitert, da Umgebungen zur Bindung von Werten an Variablen in
Bl

ocken auf einem Stack verwaltet werden k

onnen. Rekursion wird nun eingef

uhrt.
Rekursion
Der Nachweis der Stetigkeit ist Voraussetzung f

ur die Anwendbarkeit einer Fixpunktseman-
tik zur Denition rekursiver Operationen. Die Erweiterung von Operationsdenitionen auf
Rekursivit

at soll nun erfolgen. Die Behandlung der Rekursion in diesem Abschnitt st

utzt sich
auf [LS84]. Die Grundkonzepte der Fixpunktsemantik werden hier nicht vorgestellt (siehe
Anhang A.4).
Es wird zun

achst nur direkte Rekursion behandelt. Es werden also Programme der Form
op(x
1
; : : : ; x
n
) = t
betrachtet, in denen op innerhalb des Terms t (rekursiv) aufgerufen wird. An der Syntax sind
gegen

uber der bisherigen Notation keine Ver

anderungen vorzunehmen.
Die Semantik einer rekursiv denierten Operation (-Abstraktion analog) werden wir mit
Hilfe der Fixpunktsemantik denieren.
Im folgenden sei P  op(x
1
; : : : ; x
n
) = t f

ur op : state  s
1
 : : : s
n
! state  s.
v

(STATE; P ) := 
v

(STATE; P )
mit

v

(STATE; P ) : (State
!
 [D
!
! D
0
!
])! (State
!
 [D
!
! D
0
!
]);
D
!
 State
!
 A
s
1
!
 : : :A
s
n
!
, D
0
!
 State
!
A
s
!

v

(STATE; P ) = v

(STATE; op: st; x
1
; : : : ; x
n
: t):
v

(STATE; st; x
1
; : : : ; x
n
:t) := f
1
mit f
1
: State
!
A
s
1
!
 : : :A
s
n
!
! State
!
A
s
!
(also
D
!
! D
0
!
) nach Denition der -Abstraktion. D.h. v

(STATE; op:st; x
1
: : : x
n
:t) := f
2
mit f
2
: (State [D
!
! D
0
!
])! (State [D
!
! D
0
!
]).

v

(STATE; P ) ist das zur rekursiven Operation P geh

orende Funktional (vgl. [LS84]),

v

(STATE; P ) bezeichnet dann den kleinsten Fixpunkt von 
v

(STATE; P ).
Lemma 4.1.5
1. 
v

(STATE; P ) ist stetig, da State  [D
!
! D
0
!
] cpo ist.
2. Da 
v

(STATE; P ) stetig ist, existiert der kleinste Fixpunkt von 
v

, also

v

(STATE; P )mit dem Wert 
v

(STATE; P ) = tf(
v

(STATE; P ))
i
(?)ji  1g.
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Beweis:
1. Folgt aus den S

atzen A.4.3 und A.4.6, da (State;v), (A
s
i
;v); i = 1; ::; n und (A
s
;v)
cpos) und Satz 4.1.1 (dort wird die Stetigkeit f

ur v

(STATE; t) f

ur -Abstraktionen t
gezeigt).
2. Anwendung des Fixpunktheorems A.4.10. 2
Damit l

at sich etwa der Operationsaufruf wie folgt denieren (-Applikation analog):
v

(STATE; op(a
1
; : : : ; a
n
)) :=
v

(STATE; op)(STATE; v

(STATE; a
1
)[2]; : : : ; v

(STATE; a
n
)[2])
mit v

(STATE; op) := 
v

(STATE; op(x
1
; : : : ; x
n
) = t) und

v

(STATE; P ) = v

(STATE; op:st; x
1
; : : : ; x
n
:t):
Jetzt soll Satz 4.1.1 f

ur rekursive Operationen erweitert werden.
Satz 4.1.2 F

ur jede rekursive Operation P  op(x
1
; : : : ; x
n
) = t gilt:
1. v

(STATE; P ) 2 A
state
A
s
f

ur alle Zust

ande in State,
2. v

(STATE; P ) ist stetig.
Beweis: Die Konstruktion v

= v
t
 v
0
aus Satz 4.1.1 gilt auch hier. v
0
ist unver

andert.
1. Der Fixpunkt existiert und ist eindeutig, also ist v

wohldeniert.
2. v

(STATE; P ) = 
v

(STATE; P ), wobei 
v

(STATE; P ) stetig nach obigem Lem-
ma ist. Die Stetigkeit des Fixpunktoperators  ist nach Satz A.4.14 gegeben. Mit Lemma
A.4.7 (Stetigkeit der Funktionskomposition) ist auch 
v

(STATE; P ) stetig. Daraus
folgt die Stetigkeit von v

. 2
Damit ist die Fixpunktsemantik deniert. Rekursive Funktionen sind nun modellierbar.
4.1.3 Integration der Verschachtelung
Bisher gab es nur einen globalen Zustand, der die Bezeichner des Zustands und die Pa-
rameter der Operationen verwaltete. Das setzte die globale Eindeutigkeit von Bezeichnern
voraus. Im folgenden wird die Bearbeitung lokaler Zust

ande im Laufzeitstack realisiert, d.h.
Zust

ande, die lokal zu Operationsaktivierungen sind. Ihre Aufgabe ist die Verwaltung lo-
kaler Objekte, wie z.B. der Parameter. Die Ergebnisse aus Abschnitt 4.1.1 werden hierbei
benutzt. Ver

anderungen in der Semantik sind also nur bei Operationsaufrufen (Aufruf) und
Operationsdenitionen (Abstraktion) vorzunehmen.
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Aufruf
Sei op(x
1
: s
1
; : : : ; x
n
: s
n
) = t.
v

(STATE; op(a
1
; : : : ; a
n
)) := [end activation(v

(STATE
0
; t)[1]); v

(STATE
0
; t)[2] ]
mit STATE
0
= new activation(STATE; f[x
i
7! v

(STATE; a
i
)[2] ]
n
g)
[x
i
7! y
i
]
n
erzeugt Bindungen [x
1
7! y
1
]; ::; [x
n
7! y
n
]. Durch den Ausdruck [x
i
7! v

(STATE;
a
i
)[2] ]
n
werden Bindungen aktueller Parameterwerte v

(STATE; a
i
)[2] an formale Parame-
terbezeichner x
i
erzeugt. Diese werden von new activation als neuer, lokaler Zustand f

ur die
aufgerufene Operation auf dem Laufzeitstack STATE abgelegt. Nachdem der Rumpf t der
Operation op ausgef

uhrt wurde, werden von end activation die beim R

ucksprung notwendi-
gen Manahmen durchgef

uhrt (siehe Abschnitt 4.1.1).
Abstraktion
Sei v

(STATE; x
1
; : : : ; x
n
:t) := f mit f : State! State A
s
f

ur t : s.
f(STATE)[1] := end activation(v

(STATE
0
; t)[1]) und f(STATE)[2] := v

(STATE
0
; t)[2]
mit STATE
0
:= new activation(STATE; f[x
i
7! y
i
]
n
g)
Obwohl es hier nicht explizit erw

ahnt wird, werden lokale Operationen mitverwaltet (vgl.
Diskussion OpSTACK in Abschnitt 4.1.1). Prozedurdenitionen in Attributen werden nicht
zugelassen.
Da alle benutzten Funktionen sowie die Funktionskomposition stetig sind, ist auch hier Ste-
tigkeit gew

ahrleistet. Somit haben wir also eine Fixpunktsemantik im Sinne denotationaler
Semantik f

ur alle bisher denierten Sprachkonstrukte angegeben.
4.2 Sonstige Erweiterungen prozeduraler Abstraktionen
Im Rahmen von sonstigen Erweiterungen der prozeduralen Abstraktionen sollen noch folgende
Aspekte behandelt werden:
 lokale Objekte in Prozeduren,
 verschiedene Parameter

ubergabemechanismen,
 Vereinheitlichung von Prozeduren und Attributen (Seiteneekte in Ausdr

ucken),
 indirekte Rekursion.
Damit sind die wichtigsten Prozedurkonzepte abgehandelt (siehe [Hor84] und [ASU88]). Der
in Kapitel 4.1 erarbeitete Ansatz wird in den Abschnitten dieses Kapitels nicht fortlaufend
weiterentwickelt. Die Abschnitte bauen nicht aufeinander auf, sondern werden sich jeweils auf
den Ansatz in Kapitel 4.1 st

utzen, um die Notation m

oglichst

ubersichtlich zu halten, und
somit die Umsetzung der Konzepte in den Formalismus klarer herausstellen zu k

onnen.
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4.2.1 Lokale Objekte in Prozeduren
Die notwendigen Erweiterungen an Syntax und Semantik zur Behandlung lokaler Variablen
in Prozeduren sollen nun eingef

uhrt werden. Lokale Variablen in Attributen werden nicht zu-
gelassen. Attribute sollen ihren rein funktionalen Charakter behalten, d.h. nur rd-Parameter
und keine M

oglichkeit zum Aufruf von Prozeduren.
Syntaktisch werden Prozedurvereinbarungen mit lokalen Variablen in der Form
p : state  s
1
 : : : s
n
! state  s (locals s
l
1
 : : : s
l
m
)
angegeben. Die s
i
; i = 1; ::; n sind die Sorten der Parameter, die s
l
j
; j = 1; ::; m sind die Sorten
der lokalen Variablen. Die s
i
und die s
l
j
sind unabh

angig voneinander. In den Kommandos
eines Prozeduraufrufs ist nun auch eine Zuweisung an lokale Objekte l
i
: s
i
erlaubt. l
i
ist
ein Term, der wie ein Zustandsbezeichner behandelt werden kann. Analog sollen auch lokale
Objekte

uber Umgebungen verwaltet werden. Dazu wird beim Aufruf einer Prozedur mit
lokalen Variablen vor deren Ausf

uhrung eine neue Umgebung auf dem Laufzeitstack angelegt
(push). Die notwendige Verschattung kann mit diesem Mechanismus realisiert werden. Nach
Abarbeitung der Prozedur wird die Umgebung, d.h. die lokalen Objekte, wieder entfernt
(pop).
Sei P  p() locals l
1
: s
l
1
; : : : ; l
m
: s
l
m
: com . Die Semantik l

at sich f

ur nichtrekursive
Prozeduren also wie folgt denieren
5
. Parameter werden hier der Einfachheit halber nicht
benutzt, sie w

urden wie

ublich behandelt.
v

(STATE; p() ) := [ end activation(v

(STATE
0
; t)[1]); v

(STATE
0
; t)[2] ]
mit STATE
0
= new activation(STATE; f[l
i
7! !]
m
g)
Die Semantik l

at sich auch auf rekursive Prozeduren

ubertragen, nur darf dann der Pro-
zedurrumpf nicht direkt verwendet werden. Statt dessen mu

uber den Fixpunkt deniert
werden.
Die Aussagen der S

atze 4.1.1 und 4.1.2 gelten auch hier. Dies folgt direkt aus den Untersu-
chungen zu den Funktionalit

atserweiterungen von STATE, da die Stetigkeit der einzelnen
Funktionen schon gezeigt wurde.
4.2.2 Parameter

ubergabemechanismen
Um verschiedene Parameter

ubergabeverfahren realisieren zu k

onnen, ist die Einf

uhrung von
Parametermodi unerl

alich. Es sollen Call by Result, Call by Value/Result, Call by Reference
und Call by Name neben der schon behandelten Form Call by Value betrachtet werden. Al-
lerdings sind die neuen Formen nur f

ur Prozeduren, nicht aber f

ur Attribute relevant.
p : state  pm s
1
 : : : pm s
n
! state  s ;wobei pm 2 frd; wr; rw; refg
Parameter, die mit einem der beiden Modi wr oder rw bezeichnet sind, k

onnen wie lokale
Objekte behandelt werden. F

ur die Call by Value/Result-Implementierung mu, ebenso wie
f

ur Call by Value, statt ! der aktuelle Wert eines Parameters a bei Aufruf an x gebunden
5
f[l 7! !]g beschreibt eine (hier einelementige) Menge von Bindungen. Es wird der undenierte Wert !
initial an die lokale Variable l gebunden.
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
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werden ([x 7! v

(STATE; a)[2] ]). Nach Abarbeitung der Prozedur wird die Zuweisung des
letzten Wertes des Parameters an die im Aufruf benutzte Variable durchgef

uhrt.
Sei P  p(rw x
1
: s
1
; : : : ; rw x
n
: s
n
): com . Die Semantik l

at sich f

ur nichtrekursive
Prozeduren also wie folgt denieren:
v

(STATE; p(a
1
; : : : ; a
n
) ) :=
[ end activation(v

(v

(STATE
0
; com)[1]; seq(asgn(x
1
; a
1
); : : : ; asgn(x
n
; a
n
)))[1]);
v

(v

(STATE
0
; com)[1]; seq(asgn(x
1
; a
1
); : : : ; asgn(x
n
; a
n
)))[2] ]
mit STATE
0
= new activation(STATE; f[x
i
7! v

(STATE; a
i
)[2]]
n
g)
STATE
0
ist der um die Bindung der Werte der aktuellen Parameter a
i
an die formalen
Parameter x
i
erweiterte Laufzeitstack. In diesem Zustand wird die Semantik von p im Zustand
direkt vor dem Aufruf mit leerer Parameterliste aufgerufen. Im resultierenden Zustand nach
Abarbeitung von p wird vor dem pop-Aufruf der aktuelle Wert von x
i
noch an a
i
zugewiesen.
Bei einem wr-Parameter wird in der neuen Umgebung [x
i
7! !] eingetragen, also ! anstelle
des Wertes des aktuellen Parameters.
Auch Call by Value kann auf diese Art realisiert werden. Bei dieser Form der Parameter

uber-
gabe entf

allt die Zuweisungssequenz nach Ausf

uhrung von p.
Bei Call by Reference werden Referenzen auf das Argument an die Operation

ubergeben. Aus-
dr

ucke als aktuelle Parameter sollen hier nicht erlaubt werden
6
. Aktuelle Referenzparameter
m

ussen jetzt wie nichtlokale Objekte behandelt werden.
Sei P  p(ref x
1
: s
1
; : : : ; ref x
n
: s
n
): com Denition einer Prozedur. Die Semantik eines
Aufrufs l

at sich f

ur Variablen y
1
; : : : ; y
n
wie folgt denieren:
v

(STATE; p(y
1
; : : : ; y
n
) ) := [ v

(STATE
0
; com)[1]; v

(STATE
0
; com)[2] ]
mit STATE
0
= new activiation(STATE; f[x
i
7! STATE(y
i
)]
n
g) und OID(x
i
) := y
i
; i =
1; ::; n.
OID : IDENT ! IDENT ist eine Abbildung, die bei Aufruf dem formalen Parameter
seinen aktuellen Parameter zuordnet. Da (IDENT;v) eine ache cpo ist, kann OID als
stetige Abbildung denert werden. Bei Aufruf wird dem formalen Parameter x
i
der aktuelle
Wert von y
i
zugeordnet. Bei Ver

anderung von x
i
mu nun die Bindung von y
i
ge

andert
werden. Dazu wird die Zuweisung modiziert. Falls z kein Referenzparameter ist, ist asgn(z; t)
wie

ublich deniert. Sollte z Referenzparameter sein, so sei deniert:
v

(STATE; asgn(z; t)) := [substitute(STATE; OID(z) 7! v

(STATE; t)[2]); null]
Dadurch wird der aktuelle Parameter OID(z) ge

andert. Welche der beiden Formen zu be-
nutzen ist, kann statisch vom Compiler festgestellt werden. Da OID stetig ist, gilt dies auch
f

ur die modizierte Denition von asgn.
Call by Name wird

ublicherweise durch textuelle Substitution realisiert. Da hier nur die dy-
namische Semantik betrachtet wird, mu Call by Name also nicht betrachtet werden. [WG84]
stellen die Call by Name-Realisierung von ALGOL60 vor. Dort wird f

ur einen Call by Name-
Parameter eine parameterlose Prozedur bei Aufruf

ubergeben, die eine Referenz auf das
6
Sie k

onnten durch tempor

are Variablen behandelt werden (siehe [WG84] Abschnitt 2.5.3).
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Argument berechnet. Zugrie auf den Parameter erfolgen dann

uber diese Prozedur. Die
notwendigen Techniken (lokale Prozeduren, Behandlung von Referenzen) stehen bereit. Da
Call by Name in der ALGOL60-Auspr

agung fast keine Anwendung ndet, soll auf die formale
Umsetzung verzichtet werden.
4.2.3 Vereinheitlichung von Prozeduren und Attributen
Mit der Vereinheitlichung von Prozeduren und Attributen sind zwei Ziele verbunden. Zum
einen sollen Seiteneekte in Ausdr

ucken beschreibbar sein. Zum anderen geht es um die Ver-
einheitlichung der Notation. Rein funktionale Attribute k

onnten zudem beibehalten werden.
Bisher wurden Operationen streng unterschieden in Operationen, die den Zustand ver

andern
(Prozeduren) und Operationen, die den Zustand nicht ver

andern d

urfen, daf

ur aber einen
Wert zur

uckliefern (Attribute). Anf

anglich wurde diese Trennung gefordert, um diese beiden
unterschiedlichen Konzepte auch getrennt voneinander einf

uhren zu k

onnen. Die Notation
wurde allerdings schon so angelegt, da jetzt die Vereinheitlichung leicht erfolgen kann.
Jede Operationsbeschreibung hat jetzt die Form
operation op(x
1
: s
1
; : : : ; x
n
: s
n
) returns s
locals l
1
: s
l
1
; : : : ; l
n
: s
l
n
begin
com
end
Jede Operation besteht nun aus einer Kommandofolge. Es gibt zus

atzlich eine return-An-
weisung, um die Wertr

uckgabe zu realisieren:
return expr
Implizit wird als letzte Anweisung in Operationen 'return null' gesetzt.
Seiteneekte sind nun

uberall da m

oglich, wo Ausdr

ucke erlaubt sind, d.h. auf der rechten
Seite einer Zuweisung, in einer return-Anweisung und in der Parameterliste eines Operati-
onsaufrufes.
Es ergeben sich folgende

Anderungen in der Semantik der drei genannten Konstrukte.
 v

(STATE; asgn(z; t)) := [substitute(v

(STATE; t)[1]; z 7! v

(STATE; t)[2]); null]
Die Substitution ndet jetzt im Folgezustand der Auswertung von t statt.
 Im Beispielaufruf op(e
1
; e
2
) sollen e
1
und e
2
Seiteneekte haben und rd-Parameter von
op sein. Es soll keine Reihenfolge vorgegeben werden, in der die beiden Ausdr

ucke
ausgewertet werden. Eine m

ogliche Semantik ist die Auswertung von links nach rechts.
F

ur zwei Parameter erg

abe sich folgendes:
v

(STATE; op(t
1
; t
2
)) :=
v

(v

(v

(STATE; t
1
)[1]; t
2
)[1]; op)(v

(STATE; t
1
)[2]; v

(v

(STATE; t
1
)[1]; t
2
)[2])
t
2
wird im Folgezustand von t
1
ausgewertet. Die Operation op wird im Folgezustand
von t
2
ausgef

uhrt.
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 v

(STATE; return t) := [v

(STATE; t)[1]; v

(STATE; t)[2]]
Die Semantik entspricht der Auswertung v

(STATE; t).
Die Verallgemeinerung von Prozedur- und Attributaufruf wird mit 'Operationsaufruf' be-
zeichnet.
4.2.4 Indirekte Rekursion
Statt nur einer direkt-rekursiven Operation sollen nun mehrere indirekt-rekursive Operati-
onsdenitionen betrachten werden.
op
i
(x
i
1
; : : : ; x
i
m
i
) = t
i
; i = 1; ::; n
Sei D

= [D
1
!
! D
!
]  : : :  [D
n
!
! D
!
]. D
!
 State  A
s
und D
j
!
 State  A
s
j
1

: : :A
s
j
m
; j = 1; ::; n. Dann ist das semantische Funktional 
v

(STATE; P ) : StateD

!
State  D

(P ist die Menge der rekursiven Operationen op
1
; : : : ; op
n
) komponentenweise
durch Projektion deniert:
pr
1
 
v

(STATE; P ) = v

(STATE; op
1
; : : : ; op
n
:x
1
1
; : : : ; x
1
m
1
:t
1
)
.
.
.
pr
n
 
v

(STATE; P ) = v

(STATE; op
1
; : : : ; op
n
:x
n
1
; : : : ; x
n
m
n
:t
n
)
Satz A.4.8 macht Aussagen

uber die Erhaltung der Stetigkeit bei Funktionskomposition mit
der Projektion. Die Existenz des kleinsten Fixpunktes ist somit gesichert. Sein Wert ist

v

(P ) = tf(
v

(P ))
i
(?; : : : ;?)ji  1g.
4.3 Strukturierte und h

ohere Datentypen
Einen bedeutenden Teil einer Spezikations- oder Programmiersprache bildet das Typsystem.
Im Kontext von Spezikationssprachen wird auch vom Sortensystem gesprochen. Da hier die
Implementierungsaspekte im Ansatz relevant sind und auch die im folgenden betrachteten
Konzepte im wesentlichen aus dem Bereich der Programmierung stammen, wird der Begri
'Typsystem' verwendet.
Bisher wurden nur primitive Datentypen wie Integer oder Boolean betrachtet. In diesem
Abschnitt werden als Erweiterungen des Typsystems der Datentypkonstruktor Menge und
Objekttypen vorgestellt. Abschlieend werden polymorphe Typen diskutiert.
Es sollen im folgenden Mechanismen bereitgestellt werden, die die Denition eines komplexen
Typsystems f

ur eine Programmier- oder Spezikationssprache vereinfachen. Auf Subtypbe-
ziehungen oder Inklusionspolymorphismus wird in diesem Abschnitt nicht eingegangen. Es
werden sp

ater Subtypbeziehungen auf Spezikationsebene betrachtet (Abschnitt 10.1).
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4.3.1 Typkonstruktoren
In diesem Abschnitt wird kein vollst

andiger Satz von Typkonstruktoren vorgestellt. Lediglich
das Vorgehen bei Denition eines Typkonstruktors soll beispielhaft dargelegt werden.Mengen
sollen als konstruierter Typ herausgegrien werden. Mengen eignen sich insbesondere, da sie
einen weit verbreiteten Datentyp repr

asentieren. Andere strukturierte Datentypen, wie etwa
Tupel oder Records, werden nicht explizit behandelt. Tupel werden schon benutzt und sind
auch bereits formal behandelt (siehe Abschnitt 4.1.1), allerdings nicht explizit als Datentyp-
konstruktor verf

ugbar gemacht worden. Die Typisierung von Funktionen wird hier ebenfalls
nicht betrachtet (siehe etwa [CW85, DT88, Car91] zur Typisierung von Funktionen oder etwa
[Sto77, LS84] zu typisiertem -Kalk

ul und Domain-Theorie).
Es werden nur homogene Mengen, d.h. Mengen mit Elementen des gleichen Typs bzw. der
gleichen Sorte, betrachtet, da wir strenge Typisierung annehmen und (zun

achst) keine Po-
lymorphie zulassen wollen. Mit Hilfe eines Datentypkonstruktors sollen Mengentypen auf
beliebigen Elementtypen konstruierbar werden. Zuerst wird die notwendige Erweiterung der
Syntax beschrieben. Dann werden Mengen im Kontext der Anforderungen einer denotatio-
nalen Semantik untersucht.
Syntax
Analog zu den primitiven Datentypen, etwa Boolean oder Integer, die in Kapitel 3.1 beschrie-
ben sind, werden auch die Mengentypen set(int) oder set(bool)

uber Signaturen syntaktisch
deniert. Es soll hierzu eine parametrisierte Signatur set (eine Art Datentypkonstruktor)
eingesetzt werden, die wie eine Makrodenition zu benutzen ist. Parameter ist der Element-
typ elem der Mengen. Durch Aktualisierung des Parameters wird ein konkreter Mengentyp
instantiiert. Dieser Makromechanismus ist kein Konzept der Sprache, sondern dient zur Ver-
einfachung der Notation.
sig set[elem] is
extend Type by
sorts set , elem
opns ...
end sig
set und elem sind Sortenbezeichner f

ur Mengen bzw. deren Elemente. Die Operationen
k

onnen die

ublichen (leere Menge, Vereinigung, Durchschnitt, usw.) enthalten. Type steht
f

ur die Spezikation des bisherigen Typsystems, also die Sortenbezeichner bool, int und void,
das

uber extend by (siehe Abschnitt 3.2.4) in allen Signaturen bereitgestellt wird. Type soll
nun erweitert werden. type legt die Sprache der Typausdr

ucke f

ur Type fest.
type ::= base type j constr type
base type ::= 'bool' j 'int' j 'void'
constr type ::= 'set(' type ')'
set wird damit als Typkonstruktor eingef

uhrt, der auf einen beliebigen Typ anwendbar ist.
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Mengen in der denotationalen Semantik
Mengen sollen nun als Domains im Kontext der denotationalen Semantik untersucht werden.
Zuerst wird eine geeignete Ordnung auf Mengen deniert. Dann werden Eigenschaften bzgl.
der Existenz von Suprema und die cpo-Eigenschaft gezeigt.
Die Ordnung soll die wesentlichen Strukturen in einer Wertemenge festlegen. Die Ordnung
a v b soll beschreiben, da b pr

aziser, denierter ist als a, oder, da a eine Approximation
an b darstellt
7
. In bezug auf Mengen ist eine Teilmenge dann denierter als eine andere Teil-
menge, wenn sie st

arker die zur Verf

ugung stehende Wertemenge (z.B. INT
!
oder BOOL
!
)
einschr

ankt, sie also in der Inklusionsbeziehung zur anderen Teilmenge steht:
a v
set
b gdw: b  a
Beispiel 4.3.1 Mit obiger Denition der Ordnung v
set
gilt somit:
INT v
set
f1; 2; 3g v
set
f1; 3g v
set
f1g.
Die Ordnung ist dann relevant, wenn z.B. strukturerhaltende Funktionen, d.h. Funktionen,
die die Inklusionsbeziehung erhalten, deniert werden sollen. Eine Umbenennung ist etwa
eine solche strukturerhaltende Funktion.
Die Ordnung in der eben vorgestellten Form ist benutzerspezisch, d.h. sie sollte in dieser
Form in einem BasistypMenge nicht deniert werden. Standarddatentypen sollten so gestaltet
werden, da sie die notwendigen Anforderungen einer Fixpunktsemantik erf

ullen. Sie sollten
also cpos sein. Da ache cpos reichen, sollten Standarddatentypen auch nur diese Ordnung
bereitstellen. Die Ausarbeitung einer ausgefeilteren Ordnung bleibt dem Spezizierer oder
Sprachdesigner

uberlassen. Die folgenden Ausf

uhrungen m

ogen als Beispiel daf

ur dienen, wie
in einem solchen Fall vorzugehen ist.
Beobachtung 4.3.1 Sei S eine Teilmenge der Potenzmenge SET (D)

uber einer Basismen-
ge D und sei ?
set
= ! bottom-Element von SET (D). tS existiert, falls S bzgl. v
set
(wie
oben) total geordnet ist. Dann ist tS der Durchschnitt aller s 2 S.
Beweis: S sei bzgl. v
set
total geordnet, d.h. alle Elemente von S stehen in der Inklusi-
onsbeziehung. Da Ketten S durch die Teilmengenbeziehung bestimmt sind, ergibt sich das
Supremum von S aus dem Durchschnitt aller Elemente von S. 2
Beispiel 4.3.2 (Suprema und Mengen)
(1) S = ff1g; f1; 2g; f1; 3gg:Damit ist tS = f1g. Das Supremum kann also existieren, auch
wenn S keine Kette im Sinne von v
set
ist.
(2) S = ff1g; f2g; f1; 2gg. Hier ist S nicht total geordnet und das Supremum existiert nicht
innerhalb von S (hier ist tS = ;).
; ist Element der Potenzmenge, somit ist auch s = ; f

ur s 2 S m

oglich.
Beobachtung 4.3.2 Falls (D;v
d
) eine cpo ist, dann ist auch (SET (D);v
set
) eine cpo.
7
Dana Scott benutzt dieses Argument als Erkl

arung f

ur v (vgl. [Sto77]).
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Beweis: Die Existenz des bottom-Elementes ?
set
ist durch ! 2 SET (D) gegeben. F

ur jede
Kette S in SET (D) existiert das Supremum tS. Dies ist in Beobachtung 4.3.1 gezeigt. 2
Der Mengenkonstruktor kann auf alle denierten Typen (nicht nur Basistypen) angewendet
werden, sofern diese cpos bilden.
Das Universum der Werte VAL ist der zur Verf

ugung stehende Wertevorrat. V AL wird be-
nutzt, um durch die Umgebung STATE die Bindung von Bezeichnern an Werte zu denieren.
Bisher war (V AL;v
VAL
) eine ache cpo f

ur Werte primitiver Typen. Die cpo-Eigenschaft
von VAL in der Erweiterung um Mengen ist zu zeigen.
Satz 4.3.1 (VAL
set
;v
VAL
set
) ist cpo, falls V AL
set
:= fxjx : type _ x = !g, wobei type ein
Basistyp (int; bool; void) oder ein mit set konstruierter Typ ist, und f

ur die Ordnung gilt:
(a v
V AL
set
b gdw: a v b in einem der Domains) und (8c 2 VAL
set
: ! v
VAL
set
c)
Beweis: ! 2 V AL
set
, d.h. das kleinste Element existiert. Nichtprimitive Ketten S entstehen
nur f

ur Mengeninklusion innerhalb eines Domains SET (D) (alle anderen sind Basistypen und
daher ach). Die Existenz der Suprema f

ur diese Ketten wurde schon gezeigt. Die einzelnen
Domains sind paarweise disjunkt, so da zwei Domain-verschiedene Elemente nicht bzgl.
v
V AL
set
vergleichbar sind. 2
V AL
set
ist jetzt nicht mehr ach. Es k

onnte auch eine ache Ordnung auf den Mengen vorge-
geben werden. Die Spezikation einer inklusionsbasierten Ordnung wie der hier vorgestellten
oder einer anderen Ordnung bliebe dann dem Spezizierer

uberlassen.
4.3.2 Objektwertige Zustandskomponenten
In diesem Kapitel werden objektwertige Zustandskomponenten eingef

uhrt. Hier waren bis-
her nur einfache Werte als Belegung einer Zustandsvariablen zugelassen. Da kein Import-
mechanismus vorhanden ist, soll angenommen werden, da die Einschachtelung von lokalen
Objektspezikationen zus

atzlich zu lokal verschachtelten Prozeduren m

oglich ist, um die Ei-
genschaften einer objektwertigen Zustandskomponente beschreiben zu k

onnen.
Es ergeben sich zwei neue Aspekte. Zum einen k

onnen Objekthierarchien aufgebaut wer-
den, d.h. der Zustand eines komplexen Objekts wird auf mehrere (Sub)objekte verteilt. Zum
anderen m

ussen auch Objekte typisiert werden, d.h. ihnen mu ein Sorten- oder Typbezeich-
ner zugeordnet werden, um sie in der Spezikation der Zustandskomponenten benutzbar zu
machen.
Konzeptionelles Modell
Bisher konnten primitive und mit den Erweiterungen aus Abschnitt 4.3.1 auch strukturierte
Werte als Komponenten eines Zustandes zugelassen werden; es sollen nun auch Objekte in
den Zustandskomponenten erlaubt werden, d.h. an die Zustandsbezeichner gebunden werden.
Da jedes Objekt einen eigenen Zustand haben kann, wird bei der Benutzung von Subobjekten
der Gesamtzustand eines zusammengesetzten Objektes auch auf die Komponenten verteilt.
In diesen soll er verkapselt sein, d.h. nur

uber die Operationen des Objekts zugreifbar.
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Beispiel 4.3.3 Ein Spezikationsbeispiel, das dieses Konzept nutzt, ist das folgende:
sig COMPOUND is { Hauptobjekt
sorts bool, int, LOCAL
state def comp1 : int
comp2 : LOCAL
opns add : state  int  int ! state  int
pred : state  LOCAL ! state  bool
sig LOCAL is { Spezikation des Typs einer Komponente
sorts bool, int
state def local comp : int
opns op : state  int ! state  int
...
end sig (* LOCAL *)
end sig (* COMPOUND *)
Das spezizierte Hauptobjekt COMPOUND hat zwei Zustandskomponenten, von denen eine
einfachen Typs ist (comp1 : int) und die andere objektwertigen Typs ist (comp2 : LOCAL).
Der Name der Signatur LOCAL wird hier als Sortenbezeichner benutzt. In der Regel w

urden
lokale Spezikationen

uber eine Importschnittstelle importiert werden; auf diese Konstruktion
soll aber verzichtet werden. Hier wird von der M

oglichkeit Gebrauch gemacht, auch Spezi-
kationen lokal zu denieren.
Das Beispiel ist in Abbildung 4.1 graphisch dargestellt. A ist ein zur Signatur COMPOUND
geh

orendes Objekt. B ist LOCAL-Objekt. B ist somit Element der Tr

agermenge A
LOCAL
des
COMPOUND-Objekts A.
comp1 −> 7
comp2 −> 
add
A
pred
A
Abool
Aint
ALOCAL
opB
B
bool
Bint
local_comp −> ...
Struktur
Aufruf
.
A
B
(qualifizierter Zugriff)
Abbildung 4.1: Zusammengesetztes Objekt
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Typisierung
Zustandskomponenten eines Objekts sind typisiert, d.h. ihnen werden Sortennamen zugeord-
net. Zur Typisierung einer objektwertigen Zustandskomponente soll deren Objektsignatur
herangezogen werden. Typausdr

ucke lassen sich wie folgt beschreiben
8
:
type ::= base type j signature
base type ::= 'bool' j 'int' j 'void'
signature ::= siehe Abschnitt 3.2
Namen von Objektsignaturen sollen eindeutig sein. Damit ist Namens

aquivalenz bez

uglich
der Typen realisiert. Die typkorrekte Benutzung des Objekts wird durch die denierten Ope-
rationen der lokalen Objektsignatur festgelegt. Der Name der Objektsignatur wird als Sor-
tenbezeichner benutzt. Das Typsystem ist eindeutig, d.h. jedem Objekt wird nur ein Typ
zugeordnet.
Der Zugri auf Subobjekte erfolgt ausschlielich

uber deren Operationen. Syntaktisch wird
qualizierter Zugri z
i
:op(par
1
; : : : ; par
n
) benutzt. z
i
ist der Bezeichner der Komponente mit
Deklaration z
i
: 
0
. op ist eine der Operationen, die in der Signatur 
0
deniert sind. Diese
Operation sollte n Parameter haben. Objekte sind als Parameter von Operationen zugelassen.
Die Benutzung ist dann korrekt, wenn op vom benutzten Objekt zur Verf

ugung gestellt wird.
Objekte als Werte
Nun soll die Frage gekl

art werden, ob Objekte, die Werte einer Zustandskomponente sind,
durch Objektbezeichner verwaltet werden sollen (und damit eine Referenzsemantik eingef

uhrt
werden kann), oder ob sie als Werte betrachtet werden k

onnen.
In Abbildung 4.1 wird durch die Struktur-Beziehung das Subobjekt B direkt an den Zu-
standsbezeichner comp2 gebunden. Der Wert der Zustandskomponente ist also das Objekt
selbst. Alternativ k

onnte an einen Zustandsbezeichner auch ein eindeutiger Objektbezeichner
gebunden werden, der mit dem Subobjekt assoziiert ist.
Sei  = < S; Z;OP > eine Signatur mit z 2 Z. Zustandsbezeichner z werden bisher (d.h. f

ur
primitive Werte) gem

a der Denition
v

(STATE; z) := STATE(z)
mit STATE(z) 2 A
s
f

ur z : s ausgewertet. A
s
sei eine Menge atomarer Werte; auf dieser
Menge kann eine ache Halbordnung deniert werden, die cpo ist. Die cpo-Eigenschaft erh

alt
sich auch f

ur die Vereinigung aller Tr

agermengen V AL. Es gibt ein gemeinsames bottom-
Element.
Sei nun z eine objektwertige Zustandskomponente, d.h. z : 
0
wobei 
0
eine beliebige Ob-
jektsignatur ist. Die m

oglichen Werte, die an z gebunden werden k

onnen, sollen nun unter-
sucht werden. Dabei soll zuerst die direkte Bindung von Objekten als Werte an Zustands-
bezeichner untersucht werden. Eindeutige Objektbezeichner (Objektreferenzen) werden im
n

achsten Abschnitt untersucht. Zur Betrachtung einer Wertsemantik f

ur Objekte bieten sich
zwei L

osungswege an:
8
Typkonstruktoren wie in Abschnitt 4.3.1 sollen an dieser Stelle nicht betrachtet werden.
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1. Projektionen eines -Objekts auf Zustandsalgebren (Denition 3.3.3), die den Gesamt-
zustand eines Objekts beschreiben, bilden die Werte eines Typs. Dieser Ansatz ist
vergleichbar mit dem aus der Literatur bekannten states as algebras-Konzept [PPP94,
FJ92, Gur93].
2. Der im ersten Punkt angesprochene Ansatz wird vereinfacht, indem nur auf die ver

ander-
lichen Teile der -Objekte, also den Kernzustand, projiziert wird. Durch diese Projek-
tionen ergeben sich die Zustandsabbildungen STATE (vgl. Diskussion in den Abschnit-
ten 3.3.2 und 3.6).
Der erste Ansatz ist zu w

ahlen, wenn (z.B. wie bei evolvierenden Algebren) Operationsde-
nitionen ver

anderlich sind. Da dies hier aber keine Grundannahme ist, kann auch der zweite
Ansatz betrachtet werden. Dieser soll zuerst untersucht werden.
v

(STATE; z) := STATE(z) mit STATE(z) 2 State; falls z objektwertig
z kann durch eine Zustandsabbildung STATE 2 State interpretiert werden, die die aktuellen
Belegungen f

ur das durch z bezeichnete Subobjekt angibt (d.h. Belegungen f

ur die lokalen
Zustandsvariablen aus 
0
). Es konnte schon gezeigt werden, da die Menge der Zustandsab-
bildungen State eine cpo ist (Lemma 4.1.3). Damit ist der Nachweis der cpo-Eigenschaft f

ur
die Erweiterung von V AL einfach.
Folgerung 4.3.1
V AL
state
:=
[
s2S
A
s
[ State
(VAL
state
;v
VAL
state
) ist cpo. Die Ordnung auf V AL
state
ist weiterhin f

ur zwei Werte a; b
deniert durch
a v
V AL
state
b gdw: a v b in einem der Domains:
Beweis: Folgt aus der cpo-Eigenschaft beider Operanden der Mengenvereinigung. Die Tr

ager-
mengen A
s
; s 2 S sind ach, State ist cpo nach Lemma 4.1.3. 2
Auch wenn Zustandsalgebren als Werte eines objektwertigen Typs dienen, kann die cpo-
Eigenschaft erhalten werden, wenn die Menge der Zustandsalgebren als ache Halbordnung
angenommen wird. Sei A das aktuelle (beliebig gew

ahlte) 
0
-Objekt. ZA
A
ist die Menge der
Zustandsalgebren von A (vgl. Abschnitt 3.3.2).
v

(STATE; z) := STATE(z) mit STATE(z) 2 ZA
A
F

ur die Menge der Zustandsalgebren wird eine ache Halbordnung mit bottom-Element
?
ZA
angenommen, die die cpo-Eigenschaft erf

ullt. STATE kann hier

uber eine Projektion
aus einer Zustandsalgebra extrahiert werden. Der cpo-Nachweis f

ur die VAL-Erweiterung um
Zustandsalgebren soll nun erfolgen.
Folgerung 4.3.2
V AL
ZA
:=
[
s2S
A
s
[ ZA
A
(VAL
ZA
;v
VAL
ZA
) ist cpo. Die Ordnung sei wie oben deniert.
Beweis: Folgt aus der cpo-Eigenschaft beider Operanden der Mengenvereinigung. 2
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Objektreferenzen
Der Wert einer objektwertigen Zustandkomponente ist durch die Konstruktion Teil eines
-Objekts, unabh

angig davon, ob er als Zustandsalgebra oder

uber die Zustandsabbildung
STATE realisiert ist. Der Wert stellt nur eine Momentaufnahme dar, eine Projektion auf
den aktuellen Zustand, in dem sich das Subobjekt gerade bendet. Dieses Subobjekt existiert
jedoch unabh

angig von dem Wert, der in der Zustandskomponente des Superobjekts gerade
verwaltet wird. Die Beziehung zwischen der Komponente und dem sich dahinter verbergenden
-Objekt kann durch eine Referenz repr

asentiert werden. Ein Objektbezeichner-Konzept,
welches jedes -Objekt mit einem eindeutigen Objektbezeichner (Objektreferenz) assoziiert,
ist dazu notwendig. Durch eine Abbildung |

ahnlich STATE | kann der Objektbezeichner
immer an den assoziierten Wert (das zugeh

orige -Objekt) gebunden werden.
Die angesprochenen Objektbezeichner sollen nun kurz formal deniert werden. OID sei eine
Menge von Objektbezeichnern, paarweise disjunkt zu allen anderen Wertemengen. OID
!
sei die Erweiterung um ein undeniertes Element !. Mit ! = ?
OID
bildet (OID
!
;v
OID
)
eine ache cpo. Bei Parameter

ubergabe mit Referenzsemantik werden die Objektbezeichner

ubergeben.
v

(STATE; z) := STATE(z) mit STATE(z) 2 OID;
wobei es eine eineindeutige Abbildung
OBJ REF : OID! fO j O 2 Obj() f ur alle  2 Sign
9
g
gibt, die Objektbezeichner mit Objekten assoziiert. OBJ REF ist stetig, da (OID
!
;v
OID
)
eine cpo bildet und f

ur die Klasse der Objekte Obj eine ache cpo angenommen werden kann.
Somit kann auch die cpo-Eigenschaft f

ur die V AL-Erweiterung gezeigt werden.
Folgerung 4.3.3
V AL
OID
:= fA
s
j s ist primitive Sorteg [OID
(VAL
OID
;v
VAL
OID
) ist cpo. Die Ordnung sei wie oben deniert.
Beweis: Folgt aus der cpo-Eigenschaft beider Operanden der Mengenvereinigung. 2
Eine objektwertige Komponente wird mit dem undenierten Wert ! (dem bottom-Element
der Halbordnung) initialisiert. Eine create-Operation oder explizites Initialisieren bei Ob-
jekterzeugung ist nicht vorgesehen, um den Ansatz einfach zu halten.
Mit der Konstruktion

uber Objektbezeichner ist auch die Modellierung von geteilten Objek-
ten (englisch shared objects) m

oglich. Ein Objekt kann dann Subobjekt mehrerer anderer
Objekte sein, d.h. von diesen gemeinsam benutzt werden. OBJ REF ist dann nicht mehr
eineindeutig. Da wir uns auf sequentielle, deterministische Sprachen beschr

anken, kann es
nicht zu Konsistenz- oder Synchronisationsproblemen kommen.
9
Sign ist die Klasse aller Signaturen, Obj() ist die Klasse aller -Objekte.
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4.3.3 Polymorphie
Einf

uhrung
Polymorphie ist ein Konzept, das die Flexibilit

at und die Ausdrucksf

ahigkeit von Sprachen
erweitert [CW85, DT88]. Polymorphie ist eine Eigenschaft des Typsystems. Unter einem
polymorphen Wert oder einer polymorphen Variable versteht man die Eigenschaft des Wertes
oder der Variablen, mehrere Typen zu haben. Setzt man diese Denition auf Funktionen um,
so sind die Funktionen polymorph, deren Parameter polymorph sind.
Eine Auspr

agung der Polymorphie wird durch den Mechanismus der Typparametrisierung er-
reicht. In einem solchen parametrischen Polymorphismus arbeitet eine Funktion gleichf

ormig
auf einer Menge von Typen f

ur die Parameter. Diese Menge ist in der Regel unendlich gro,
allerdings haben die einzelnen Typen eine

ahnliche Struktur. Die Typparametrisierung mu
nicht explizit erfolgen. Zusammen mit dem Inklusionspolymorphismus (Polymorphismus auf
einem Subtypbegri) bildet der parametrische Polymorphismus den universellen Polymor-
phismus.
Eine einfachere Form des Polymorphismus wird mit ad-hoc Polymorphismus bezeichnet.

Uber-
ladung z

ahlt dazu. Eine

uberladene Funktion arbeitet auf einer endlichen Menge von Typen,
die allerdings verschiedener Struktur sein k

onnen. Somit stehen ad-hoc polymorphe Funk-
tionen eigentlich f

ur eine Menge von monomorphen Funktionen. Eine parametrisch polymor-
phe Funktion benutzt immer den gleichen Code unabh

angig vom Typparameter.

Uberladene
Funktionen d

urfen verschiedenen Code verwenden.
Ein Konzept, das in seinem Ziel, Code f

ur mehrere Typen wiederzuverwenden, dem Po-
lymorphismus

ahnlich ist, ist Generizit

at (siehe [Mey88]). Generische Programmeinheiten,
wie Module oder Funktionen, sind typparametrisierte Programmeinheiten. Generizit

at ist
ein Konzept, das in der Regel syntaktisch eingesetzt wird (siehe z.B. Packages in Ada). Die
Instantiierung der Typparameter erfolgt in der Regel sp

atestens zur

Ubersetzungszeit. Die
Semantik eines generischen Konstrukts ist Makroexpansion. Damit ist z.B. eine generische
Funktion nichts anderes als eine Abk

urzung f

ur eine Menge monomorpher Funktionen. In
echten polymorphen Systemen wird Code nur einmal f

ur eine generische Funktion generiert.
Im Rest dieses Abschnitts wird nun eine formale Erweiterung des bisherigen Typansatzes
vorgestellt, die Generizit

at und Polymorphismus als zwei Sichten beschreibt. Dabei wird Ge-
nerizit

at als statische, modellierungsorientierte Sicht und Polymorphismus als dynamische,
ausf

uhrungsorientierte Sicht behandelt. Diese beiden Sichten sind zwei alternative Formen ei-
ner polymorphen Typsemantik. Bei Denition einer imperativen Sprache kann die geeignetere
Form ausgew

ahlt werden.
Typausdr

ucke und cpo-Eigenschaft
Zur Beschreibung und Denition von polymorphen Typen wird die Sprache der Typausdr

ucke
erweitert.
type ::= base type j constr type j tvar
base type ::= 'int' j 'bool' j 'void'
constr type ::= 'univ' j 'set(' type ')' j 'tuple(' type ')'
tvar ::= id
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Mit Type sei die Menge aller Typen type bezeichnet. Das vorhandene Typsystem der nicht-
polymorphen Typen wird um den Typ univ erweitert. Die Wertemenge von univ ist die
Menge aller Werte V AL (VAL wie in den Abschnitten 4.3.1 oder 4.3.2 deniert). univ wird
als konstruierter Typ deniert, da constr type die polymorphen Typen umfassen soll. Men-
gen und Tupel k

onnen nun homogen oder auch beliebig inhomogen deniert werden. So ist
set(int) homogen und set(univ) heterogen. Auerdem ist in der Typsprache die Benutzung
von Typvariablen m

oglich. Generische Konstrukte, d.h. Ausdr

ucke, die Typvariablen enthal-
ten, k

onnen instantiiert werden. Typvariablen tvar lassen sich durch den sie denierenden
Typausdruck texpr ersetzen. Die Instantiierung kann partiell sein, d.h. texpr kann weitere
Typvariablen enthalten. Ein nicht weiter instantiierbarer Typ heit Grundtyp. Eine in ei-
nem Typausdruck benutzte Typvariable mu nicht durch einen Typausdruck deniert bzw.
vollst

andig instantiiert sein. Ein solcher Ausdruck heit polymorph. Eine Prozedur oder ein
Modul, das darauf basiert, heit generisch. Rekursive Typen sollen nicht erlaubt sein, d.h. die
Typvariable, die den rekursiven Typen deniert, darf im Typausdruck nicht vorkommen. Die
cpo-Eigenschaft wurde schon f

ur alle primitiven Typen, f

ur Mengen und Tupel sowie objekt-
wertige Typen und auch f

ur die Menge aller Werte V AL gezeigt. Also ist die Halbordnung
zu jedem (instantiierten) Typausdruck immer eine cpo.
Die einzelnen Konstrukte der Benutzungsschnittstelle der -Objekte sollen nun hinsichtlich
der Auswirkungen von Polymorphismus und Generizit

at auf sie untersucht werden. F

ur je-
des zu behandelnde Sprachkonstrukt (Sorte, Variable, Operation) wird zuerst die polymorphe
Sicht, dann die generische Sicht deniert. Die polymorphe Sicht orientiert sich an der dynami-
schen Semantik der Sprache. Sie wird durch Elemente der -Objekte deniert. Die generische
Sicht wird auf einer Metaebene deniert. Sie beschreibt Konstruktionen auf syntaktischen Be-
schreibungen, wie Signaturen und Spezikationen. Es wird hier auf einer Menge abstrakter
Typen argumentiert. Ideen dieser Polymorphiebetrachtung sind [Kr

a91a] entnommen.
Bezeichne M im folgenden die Semantikfunktion, die syntaktischen Konstrukten ihre Bedeu-
tung zuweist (M
P
f

ur die polymorphe Sicht undM
G
f

ur die generische Sicht). Stetigkeit und
cpo-Eigenschaft sind Forderungen, die f

ur die Wohldeniertheit der dynamischen Semantik
der Sprache erforderlich sind. Dies ist bez

uglich der polymorphen Sicht zu betrachten. Hierf

ur
werden die Eigenschaften in den einzelnen Abschnitten gezeigt.
Sorten
Bisher wurden Sorten s 2 S durch Tr

agermengen primitiver Werte interpretiert, d.h.M(s) :=
A
s
. Die nun m

oglichen Typkonstruktoren m

ussen integriert werden. T sei im folgenden ein
Typkonstruktor, s eine beliebige einfache oder konstruierte Sorte.
Polymorphe Sicht
M
P
: T (s) 7! A
T (s)
; mitM
P
: Type! A, wobei A := fA
s
j s 2 S

[ fstateg g der Domain
der Tr

agermengen mit S

:= S [ fT (s) j T Typkonstruktor; s 2 S

g ist. T bezeichnet eine
Funktion auf Tr

agermengen, die die Tr

agermenge A
s
zum Argument s auf eine Tr

agermenge
zusammengesetzter Werte A
T (s)
abbildet. P bezeichne im folgenden die Potenzmengenbildung
und  die Bildung des kartesischen Produkts (
n
1
D := D  : : :D, n-mal).
F

ur die Basistypen mu die SemantikfunktionM
P
deniert werden:M
P
(int) := Z ,M
P
(bool)
:= ftrue; falseg, M
P
(void) := fnullg, M
P
(univ) := V AL und M
P
(tvar) := V AL. M
P
wird f

ur beliebige Typausdr

ucke induktiv deniert.
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Seien set und tuple die zugelassenen Typkonstruktoren. Dann wird folgendes deniert:
M
P
(set(s)) := P(A
s
); fallsM
P
(s) = A
s
Also wird die Anwendung des Typkonstruktors set auf eine Sorte s durch M
P
auf die Po-
tenzmenge der Tr

agermenge von s abgebildet (A
s
7! P(A
s
)).
M
P
(tuple(s)) := A
s
; fallsM
P
(s) = A
s
Die Anwendung von tuple wird auf die freie Halbgruppe der Tr

agermenge der Elemente
abgebildet (A
s
7! A
s
mit  =
S
n2Nat

n
1
, vgl. Lemma 4.1.1).
Folgerung 4.3.4 (P(A
s
);v) und (A
s
;v) sind cpos, falls (A
s
;v) eine cpo ist. Es gilt also:
 Alle Basistypen sind cpos.
 Falls die Argumenttypen cpos sind, erhalten die Typkonstruktoren set und tuple die
cpo-Eigenschaft.
Beweis: Siehe Abschnitt 3.1 sowie die S

atze 4.3.1 und 4.3.2 ((P(A
s
);v) ist cpo) und Satz
A.4.3 ((A
s
;v) ist cpo). 2
Die SemantikM
P
der Typkonstruktoren f

ur die polymorphe Sicht basiert also auf Funktionen
auf Tr

agermengen.
Generische Sicht
M
G
(T (s))  Type, wobei Type die Menge aller Typen ist. M
G
: Type! P(Type) bezeich-
net eine Funktion auf der Menge der Typen. M
G
soll induktiv deniert werden. Seien die
Basistypen wie folgt deniert: M
G
(int) := fintg,M
G
(bool) := fboolg,M
G
(void) := fvoidg,
M
G
(univ) := funivg und M
G
(tvar) := Type.
Seien set und tuple die zugelassenen Typkonstruktoren. Dann wird folgendes induktiv de-
niert:
M
G
(set(s)) := fset(s
0
) j s
0
2 M
G
(s)g
M
G
(tuple(s)) := ftuple(s
0
) j s
0
2M
G
(s)g
Type ist abgeschlossen bzgl. set- und tuple-Anwendungen. Type ist unendlich (aber aufz

ahl-
bar). Die SemantikM
G
der Typkonstruktoren f

ur die generische Sicht basiert also auf Funk-
tionen auf der Menge der Typen.
Variablen
(Werte-)Variablen id sind in Form von Zustandsbezeichnern oder Parametern von Opera-
tionen m

oglich. Sie werden in der Form id : texpr deklariert. id wird in STATE verwaltet.
Falls x : s deklariert wurde, sind Werte aus M(s) = A
s
in der Bindung an x durch STATE
erlaubt. Da STATE auf V AL arbeitet, somit ohnehin alle Werte binden kann, sind hier zur
Behandlung von Variablen in einem polymorphen Ansatz keine neuen Denitionen vorzu-
nehmen. Eine Variable hat, je nach Sicht, einen polymorphen Typ (beschrieben durch einen
parametrisierten Typausdruck) oder eine Menge von Typen (generische Sicht). Also ist:
M(id) :=M(texpr)
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Die Semantik einer Variablen ist durch die Semantik des sie denierenden Typausdrucks
gegeben. F

ur Typvariablen, die neben den

ublichen (Werte-)Variablen hier im polymorphen
Ansatz auch m

oglich sind, gilt die gleiche Denition:
M(tvar) :=M(texpr)
Gegebenenfalls mu f

ur texpr bei impliziter Instantiierung univ gesetzt werden.
Operationen
Bisher wurde zu jeder Operation
op : state  s
1
 : : : s
n
! state  s
0
eine Funktion
op

: State  A
s
1
 : : :A
s
n
! State A
s
0
als Semantik deniert. Sei jetzt eine der Sorten s
i
polymorph, d.h. abh

angig von einer Typ-
variablen t.
Polymorphe Sicht
F

ur jedes s
i
ist eine Tr

agermengeM
P
(s
i
) als Semantik deniert, wobei f

ur t der allgemeinste
Typ univ gesetzt wird, sofern nichts anderes bekannt ist (d.h. sofern t nicht instantiiert
ist). (M
P
(s
i
);v) ist, wie gezeigt, eine cpo. Die Operationsdenition wird weiterhin durch
eine Funktion wie in der urspr

unglichen Denition interpretiert. Hier zeigt sich die echte
Polymorphie. Es wird nur einmal Code f

ur eine polymorphe Funktion 'erzeugt'. Der Code ist
die Interpretation v

(STATE; op) f

ur eine Operation op. Also gilt:
M
P
(op) := v

(STATE; op)
Generische Sicht
Die s
i
der Operationsvereinbarung bezeichnen in der generischen Sicht jeweils eine Menge von
Typen bzw. Sorten. Da Tr

agermengen nicht direkt zur Verf

ugung stehen, kann auch keine
Funktion in der semantischen Struktur als Interpretation angegeben werden. Die Interpre-
tationen f

ur Operationen, wie sie in diesem Kapitel angegeben wurden, denieren die dyna-
mische Semantik. Generizit

at wurde hier auf syntaktischer Ebene, also statisch eingef

uhrt.
Interpretation einer Operation auf polymorphen Sorten soll deshalb hier die Menge der Ope-
rationen sein, f

ur die Funktionen in der semantischen Struktur angegeben werden k

onnen.
Dies ist allerdings nur m

oglich, wenn die polymorphen Sortenausdr

ucke zu Grundtypen in-
stantiiert sind, nur dann existieren die konkreten Tr

agermengen. Nicht explizit instantiierte
Typvariablen k

onnen aber mit univ instantiiert werden.
M
G
(op) := f op

j op

= v

(STATE; op) f ur beliebige Instantiierungen der Typvariablen t g
Es ist mit allen m

oglichen Grundtypen zu instantiieren (es werden konkrete Typen gebraucht,
um die Semantik M
G
zu bestimmen).
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Abschlubetrachtung Polymorphie
Dieser Polymorphieansatz ist nicht vollst

andig. So wurden die vorgestellten objektwertigen
Typen aus Abschnitt 4.3.2 nicht betrachtet. Da auf ihnen cpos kanonisch deniert werden
k

onnen, lassen sie sich aber wie die primitiven Typen behandeln.
In der Literatur nden sich polymorphe Ans

atze in verschiedenen Sprachklassen. In algebrai-
schen Spezikationssprachen nden sich unterschiedliche Auspr

agungen. In der Regel wird
Generizit

at oder Polymorphie
10
durch parametrisierte Spezikationen erreicht (siehe [Wir90]
oder [EM90]). In der algebraischen Spezikationssprache SEGRAS [Kr

a91b, Kr

a91a] wird
eine Form von Polymorphie realisiert, deren Ideen der hier vorgestellten generischen Sicht
zugrundeliegen. Polymorphe Typen werden dort durch die Menge der Grundtypen interpre-
tiert. In vielen Programmiersprachen sind Polymorphieans

atze realisiert. Bedeutende Ver-
treter sind ML [MTH90] im Bereich der funktionalen Sprachen und Eiel [Mey92b] f

ur die
objektorientierten. In den objektorientierten Sprachen wird allerdings eine andere Form einer
immer noch universellen (echten) Polymorphie realisiert. Es liegt dort nicht Typparametri-
sierung, sondern die Subtypbeziehung zugrunde. [CW85] bezeichnen diese Form als Inklusi-
onspolymorphie. Eiel realisiert eine Mischung aus Generizit

at f

ur Module bzw. Klassen und
Inklusionspolymorphie. Objektorientierung und auf Subtypen basierende Inklusionspolymor-
phie werden in Kapitel 10 betrachtet. Um

ahnliches hier auf Objektebene zu realisieren,
k

onnte der Ansatz der order-sorted algebras aufgegrien werden. Dieser wurde schon viel-
fach benutzt, um Objektorientierung in algebraischen Spezikationsans

atzen zu beschreiben
[Bre91, GM87a, AAZ93, PPP94]. Auch dieser Aspekt wird in Kapitel 10 betrachtet.
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In diesem Abschnitt wird gezeigt, wie der Kern einer imperativen Programmiersprache (Pro-
grammieren im Kleinen) formal deniert werden kann. Ein Modulkonzept (Programmieren
im Groen) wird erst in einem sp

ateren Kapitel erarbeitet. Die dynamische Semantik der
Programmiersprache soll im von Neumann'schen Sinne durch eine formale abstrakte Maschi-
ne im denotationalen Stil deniert werden k

onnen. Die vorgestellten -Objekte werden dazu
herangezogen. -Objekte sind in diesem Sinne ein benutzerfreundlich gestalteter Ansatz einer
denotationalen Semantik. Dieser Grundgedanke lag auch der Denition von VDM zugrunde.
Action Semantics [Wat91] basieren ebenfalls auf der Idee der besseren Handhabbarkeit einer
Semantik durch Bereitstellung primitiver Sprachkonstrukte.
Die Programmiersprache soll alle f

ur die

ublichen imperativen Programmiersprachen cha-
rakteristischen Anweisungsformen enthalten k

onnen, also Zuweisung, bedingte Anweisung,
Schleifen, Prozeduraufruf und Anweisungssequenz (vgl. [Hor84]). Die Sprache soll nicht in
allen Einzelheiten deniert werden. Es werden m

ogliche Konzepte in Stichworten vorgestellt,
die den Umfang und die Eignung des Berechnungsmodells zur Denition einer Programmier-
sprache veranschaulichen. Der Kern einer Sprache wie ProSet (vgl. Abschnitt 1.4.2) oder
einer anderen imperativen Sprache wie Modula2 oder Eiel l

at sich damit denieren.
10
Die Begrie werden hier anders angewandt, da Ausf

uhrung kein Bestandteil eines algebraischen Ansatzes
ist.
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Bl

ocke und Verschachtelung
Die Sprache kann blockstrukturiert sein (siehe [ASU88]). Jede Operations- oder Objektspe-
zikation bildet einen Block. Bl

ocke k

onnen ineinander verschachtelt werden. Blockstruktur
und Verschachtelung wurden in Abschnitt 4.1 betrachtet.
Sichtbarkeit
Namen eines Blockes sind in eingeschachtelten Bl

ocken (Operationsdenitionen) sichtbar.
Diese Regel kann nur durch Verschattung gebrochen werden. Eine Deklaration eines Namens
x in einem Block verschattet eine sichtbare Variable x aus einem der umgebenden Bl

ocke.
Das lokale x ist dann auch das in allen tiefer verschachtelten Bl

ocken sichtbare. Es wird
die most closely nested-Regel realisiert (siehe [ASU88] Kapitel 7.4). Dies gilt f

ur Variablen
und Operations- oder Objektdenitionen. Es gibt nur einen Namensraum. In Abschnitt 4.1
wurden diese Sichtbarkeitsregeln umgesetzt.
Kontrollstrukturen
Operationen k

onnen rekursiv sein (Abschnitt 4.1.2). Als Parameter

ubergabemechanismen
sind die Formen call by value, call by result, call by value/result und call by reference zugelas-
sen, bezeichnet durch die Modi rd, wr, rw und ref. Parametermechanismen sind in Abschnitt
4.2.2 deniert. Durch die Rekursion sind Programme mit expliziten Schleifen semantisch

aquivalent beschreibbar.
Die oben angegebenen Anweisungsformen k

onnen realisiert werden. Zuweisung, Prozedurauf-
ruf und Anweisungssequenz sind schon als Primitive der -Objekte vorhanden (Abschnitt
3.5). Die einfache Zuweisung x := t einer Programmiersprache entspricht der asgn-Konstruk-
tion der -Objekte (z := t)(st) := asgn(st; z; t) f

ur einen aktuellen Programmzustand st.
Die Kommandosequenz kann direkt

ubernommen werden. An den Beispielen von if-then-
else-Anweisung und while-Schleife soll kurz die Denierbarkeit der dynamischen Semantik
noch nicht vorhandener Konstrukte einer imperativen Programmiersprache gezeigt werden.
Die

ubliche if -then-else-Anweisung l

at sich durch das bedingte Kommando und die Kom-
mandosequenz denieren. Die if-then-else-Anweisung if then else(b; s
1
; s
2
) sei durch
v

(STATE; if then else(b; s
1
; s
2
)) := v

(STATE; seq(if(st; b; s
1
); if(st;:b; s
2
)))
deniert. STATE ist ein beliebiger Zustand eines -Objekts.
Schleifen lassen sich denieren, wenn eine Semantik f

ur rekursive Operationen existiert (die-
ses ist in Satz 4.1.1 festgehalten). Dies l

at sich auf Sprachebene ausdr

ucken. Die while-
Schleife while e do S od sei durch
v

(STATE;while e do S od) := v

(STATE; if then else(e; seq(S;while e do S od); skip))
deniert. STATE ist ein beliebiger Zustand eines -Objekts. Die Denition der Schleife ist
wohldeniert, da der Fixpunkt zu der rekursiven Denition immer existiert (folgt aus Satz
4.1.2). Die Funktion v

ist stetig.
F

ur einfache imperative Konstrukte stellt die abstrakte Maschine der -Objekte also eine
Art abstrakter Syntax mit Semantik bereit.
Typisierung
Die Sprache soll statisch getypt sein. Alle Variablen werden mit Typangabe deklariert. Als
Datentypen sind primitive Typen wie Integer oder Boolean zugelassen (siehe Abschnitt 3.1).
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Die typkorrekte Verwendung von Namen ist in dieser Sprache statisch

uberpr

ufbar. Struk-
turierte, objektwertige oder polymorphe Datentypen k

onnen auf Basis des vorangegangenen
Abschnitts 4.3 ebenfalls eingef

uhrt werden.
Objektspezikationen
Der Begri des Objektes wurde in Kapitel 1.1 eingef

uhrt. Objekte werden in Objektspe-
zikationen beschrieben. Objektspezikationen sind Beschreibungen abstrakter Datentypen
mit Zustand. Jegliche Form des Zugris auf ein Objekt kann nur

uber Operationen erfolgen.
Es k

onnen von auen alle denierten Operationen benutzt werden. Dieses Konzept ist in
Abschnitt 4.3.2 deniert.
Das Berechnungsmodell der -Objekte erlaubt sowohl die unterschiedliche Modellierung von
Attributen und Prozeduren als auch deren Verschmelzung in einem Operationsbegri (siehe
Abschnitt 4.2.3). Diese Verschmelzung ist in vielen anderen Ans

atzen (etwa Kripke-Modellen,
CMSL, COLD) nicht m

oglich.
Wie schon angedeutet wurde, lassen sich die Sprachkonstrukte einer imperativen Sprache hin-
sichtlich ihrer dynamischen Semantik direkt auf den Konzepten der -Objekte (Kapitel 3)
und ihrer Erweiterungen (Kapitel 4) denieren. Diese Einfachheit liegt an der Ausgestaltung
des Berechnungsmodells. Dieses liegt in einem Basismodell und einer Reihe von Erweiterungs-
paketen vor, die es erlauben, bestimmte Aspekte einer Sprache wie Typisierung, Rekursion
oder Verschachtelung problemnah semantisch denieren zu k

onnen.
4.5 Zusammenfassung
Im Kontext von zustandsbasierten Systemen wurde ein denotational orientiertes Berech-
nungsmodell zur Modellierung von Objekten pr

asentiert. F

ur imperative Operationsbeschrei-
bungen wurden Funktionen auf Zust

anden als Semantik in einem denotationalen Stil deniert.
Der Zustand eines Objekts wurde durch eine Formalisierung des Konzeptes eines Laufzeit-
stacks aus dem Compilerbau semantisch deniert. -Objekte sind die Basiskonstrukte eines
Software-Systems. -Objekte verkapseln jeweils einen Teil des Gesamtzustands, auf den von
auen nur durch Attribute und Prozeduren zugegrien werden kann. Dies gilt auch bei ver-
schachtelten Objekten. Dieser Ansatz wird objektbasiert genannt. Er entspricht damit dem
konzeptionellen Modell eines Software-Systems in  (vgl. [CFGGR91] Kapitel 2.2).
Das Vorgehen dieses Ansatzes besteht darin, eine mehrsortige Algebra um eine Struktur zu
erweitern, die die ver

anderlichen Daten verwaltet. Variabel in einer Algebra sind die aktuellen
Werte der freien Variablen (die in einem Objekt ver

anderbaren Variablen, in der Literatur
auch Instanz- oder Objektvariablen genannt). Alles andere ist durch die Interpretation fest
vorgegeben. Diese freien Variablen (im vorliegenden Ansatz sind das der Zustandsbezeichner,
sowie die lokalen Variablen und die formalen Parameter von Operationen) werden in der oben
angesprochenen Zustandsabbildung STATE verwaltet. In ihr werden Bezeichner an Werte
gebunden. Die Ver

anderung von Bindungen wird als Zustands

ubergang bezeichnet. Jede Zu-
standskomponente ist eine dynamische Konstante, d.h. in jedem Zustand unver

anderlich,
aber in Zustands

uberg

angen

anderbar. Die Zustandsabbildungen in den -Objekten werden
als Funktionen behandelt. Ein Zustand kann auch als eine Algebra angesehen werden (states
as algebras). Oben wurde der Zustand durch den ver

anderlichen Teil eines -Objektes, die
Zustandsabbildung STATE, deniert. Dieses kann verallgemeinert werden, indem auch die
unver

anderlichen Teile (die Operationen) hinzugenommen werden. Ein Zustand ist dann eine
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Momentaufnahme des ganzen Objekts. Dieser Schritt ist sogar notwendig, wenn Operati-
onsdenitionen sich zwischen Zust

anden

andern k

onnen. Der Zustand wird dann durch eine
Algebra, die Zustandsalgebra, festgelegt. Ein Zustands

ubergang wird durch Kommandos spe-
ziziert. Kommandos modellieren Funktionen auf den Zust

anden. Der durch ein Kommando
bestimmte Zustand ist eindeutig, da nur deterministische Programme betrachtet werden. Das
Zustandskonzept ist hier inh

arent. Bei jeder Aktion, die auf einem -Objekt ausgef

uhrt wird
(Auswertung eines Attributes, Ausf

uhrung einer Prozedur) ist der Zustand sowohl als Pa-
rameter als auch als Bestandteil des Ergebnisses enthalten. Da der Zustand immer benutzt
werden mu, kann er auch in einer Spezikation entfallen. Eine entsprechende implizite Form
der Aktionen wurde deniert.
Die soeben beschriebene Grundidee der -Objekte wurde in einem Basismodell (Kapitel
3) realisiert. Darauf aufbauend sind mehrere Semantikpakete deniert (Kapitel 4), die es
erlauben, bestimmte Sprachaspekte von zustandsbasierten Sprachen problemnah denieren
zu k

onnen. Hierzu geh

oren die Aspekte Typisierung, Rekursion, Parameter

ubergabe sowie
lokale Objekte und Operationen. Es wurde gezeigt, wie eine imperative Sprache leicht auf
den vorgestellten Konzepten deniert werden kann (Abschnitt 4.4).
Eine Besonderheit des Ansatzes liegt in der Verschmelzbarkeit von Attributaspekten (dem
funktionalen Eekt) und Prozeduraspekten (dem Umgebungs- oder Seiteneekt) in einem
Operationsbegri. Die in der Einleitung vorgestellten Ans

atze bieten diese M

oglichkeit nicht.
W

ahrend es in der Spezikation noch sinnvoll ist, Attribute und Prozeduren zu unterscheiden,
ist unter Implementierungsgesichtspunkten eine Verschmelzung sinnvoll oder sogar notwen-
dig, wenn etwa nur eine Form einer prozeduralen Abstraktion in einer Programmiersprache
unterst

utzt wird.
Gegen

uber anderen zustandsbasierten Spezikationsans

atzen wurden hier einige Vereinfa-
chungen vorgenommen. Dies soll kurz diskutiert werden.
Die primitiven Kommandos, die f

ur Kripke-Modelle vereinbart sind (hierzu geh

oren bewach-
tes Kommando (guarded command) oder nichtdeterministische Auswahl (nondeterministic
choice)) und die auch in der Regel in Spezikationsans

atzen, die auf dynamischer Logik ba-
sieren (wie etwa COLD), verf

ugbar sind, sind hier ver

andert worden. Es gibt das abstraktere
bedingte Kommando anstatt des bewachten Kommandos. Auf Konzepte des Nichtdetermi-
nismus wurde verzichtet. Die in Betracht gezogene Sprachklasse ist die der sequentiellen,
deterministischen imperativen Sprachen. Hierauf ist auch die Auswahl der Basiskommandos
ausgelegt. Soll die Sprachklasse erweitert werden, so m

ussen ggf. auch die Basiskommandos
erweitert werden.
Mitunter ist es sinnvoll zu spezizieren, welche einer u.U. groen Anzahl von zugreifbaren
Zustandskomponenten von einer Prozedur ver

andert wird. Dies kann durch eine Vielzahl
von Axiomen geschehen. Wird dann aber der Spezikation eine neue Zustandskomponente
hinzugef

ugt, so sind ggf. viele

Anderungen durchzuf

uhren (jede alte Prozedur

andert die
neue Komponente nicht). Dieses Problem | mit dem Begri Framing Problem bezeichnet
| wird in COLD umgangen, indem in einer Modikationsklausel zu einer Prozedur explizit
die von ihr ge

anderten Zustandskomponenten aufgelistet werden k

onnen. Falls eine neue
Zustandskomponente von einer schon bestehenden funktional abh

angt, kann dies in COLD
durch eine Abh

angigkeitsklausel vermerkt werden. Aus Vereinfachungsgr

unden wurde hier
auf solche Spezikationsmechanismen verzichtet. Solche Konstruktionen fallen auch eher in
den Bereich einer Spezikationssprache als in den eines Berechnungsmodells. Die notwendigen
formalen Mechanismen sind jedoch vorhanden.
Teil II
Spezikationslogik
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Kapitel 5
Eine Spezikationslogik
5.1 Modale Logik zur Spezikation von Modulen
Die Beschreibung von Objekten in einem komponentenorientierten Ansatz [Goe93] erfordert
die Spezikation der Software-Komponenten auf semantisch hohem Niveau. Komponenten,
die Objekte in ihrer Struktur und in ihrem Verhalten beschreiben, sind Module und Ope-
rationen. Besonders charakterisierende Eigenschaften von Komponenten sind der Eekt der
Operationen und die Invarianten der Module (siehe auch [Mey88]). Eine Logik, die die Formu-
lierung entsprechender Eigenschaften von Modulen erlaubt, soll in diesem Kapitel entwickelt
werden.
Mit imperativen Sprachen werden zustandsbasierte Systeme beschrieben. Dazu werden von
diesen Sprachen Programmvariablen bereitgestellt und Operationen mit Seiteneekten er-
m

oglicht. Daraus leiten sich auch spezielle Bed

urfnisse an einen Spezikations- und Veri-
kationsansatz ab, insbesondere geh

oren dazu Vor- und Nachbedingungen und Invarianten
als Spezikationsmittel. Entsprechende Spezikationen sind ein ad

aquaterer, problemn

aherer
Ansatz zur Beschreibung zustandsbasierter Systeme als algebraische Spezikationen. Letztere
machen einen Zustandsbegri nicht explizit.
Der hier vorgestellte Ansatz soll die Spezikation von Datentypen im Sinne algebraischer Spe-
zikationen und die Spezikation von zustandsbasierten Systemen vereinen. Es wird in diesem
Kapitel eine dynamische Logik

uber der Struktur der -Objekte in zwei Stufen entwickelt. In
der ersten Stufe erfolgt die Denition im Umfang einer

ublichen Programmlogik (vgl. Kapitel
2), dann wird die Logik zu einem vollen modalen Umfang erweitert. Das Kapitel schliet
mit Vergleichen zu Algebren, Kripke-Modellen, beobachtungsorientierter Spezikation und
temporaler Logik.
Was soll beschrieben werden?
Wie schon in vorangegangenen Kapiteln erl

autert, gibt es zwischen Attributen und Proze-
duren in ihrer wesentlichen Aufgabe konzeptionelle Unterschiede. Die Vereinheitlichung aus
Kapitel 4.2.3 soll hier nicht zugrundegelegt werden. Daher liegt es nahe, die unterschiedlichen
Aufgaben unterschiedlich zu spezizieren. Die Aufgabe eines Attributes besteht in der Be-
rechnung eines Wertes. Eine Formel, die die Berechnung speziziert, k

onnte die Berechnung
auf andere, grundlegendere Attribute zur

uckf

uhren.
succ(n) = add(n; 1)
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Dies ist ein Beispiel, welches den Eekt der Nachfolgerfunktion succ

uber die Addition add
deniert, wenn die Gleichung von links nach rechts gelesen wird.
Die Aufgabe einer Prozedur besteht in der Ausf

uhrung eines Zustands

ubergangs. Eine Formel,
die einen Zustands

ubergang speziziert, k

onnte den Folgezustand beschreiben, der erreicht
wird.
s = X ! [ p(a
1
; : : : ; a
n
) ] s = succ(X)
Sei s hier eine Zustandskomponente. Dann wird nach terminierender Ausf

uhrung von p die
Zustandskomponente s im Folgezustand den Wert succ(s) bezogen auf den Wert von s im Aus-
gangszustand haben, der mit der Variablen X bezeichnet ist. [ p(a
1
; : : : ; a
n
) ] s = succ(old(s))
ist eine abk

urzende Schreibweise, wie sie etwa in Eiel [Mey92b] benutzt wird. Der vorde-
nierte old-Operator erm

oglicht den Zugri auf den Wert des Argumentes vor Ausf

uhrung
von p.
Der Eekt einer Prozedur wird als Relation zwischen Eingabe und Ausgabe beschrieben.
Vorbedingungen dienen dazu, Operationen als partiell zu spezizieren.
s = X ^ :(X = !)! [ p(a
1
; : : : ; a
n
) ] s = succ(X)
Mit :(X = !) soll verhindert werden, da p in einem undenierten Zustand aufgerufen
werden kann.
Mit einer Formel
! [p(: : :)]  
wird eine Vor-/Nachbedingungsspezikation formuliert.  ist die Vorbedingung. Sie beschreibt
die notwendige Belegung der Parametervariablen und legt Eigenschaften der Zust

ande fest,
in denen p aufgerufen werden kann. Die Vorzust

ande reektieren die Eekte fr

uherer Ope-
rationen. Die Nachbedingung  stellt eine Beziehung zwischen Eingabe und Ausgabe sowie
zwischen Vorzustand und Nachzustand her, beschreibt also den Eekt von p. In den vor-
angegangenen Kapiteln wurden Kommandos und Ausdr

ucke vorgestellt. Mit diesen k

onnen
Operationen realisiert werden. Nachbedingungen sind Abstraktionen dieser Realisierungen,
die nur deren Eekt beschreiben.
Invarianten sind Eigenschaften eines Objekts, die in jedem Zustand gelten, der Anfangszu-
stand ist oder durch Prozeduraufrufe aus diesem erreicht werden kann. In Zwischenzust

anden
w

ahrend der Ausf

uhrung der Prozeduren mu deren G

ultigkeit nicht gew

ahrleistet sein. Die
Invarianten k

onnen dazu dienen, das Zusammenspiel von Operationen zu beschreiben. Die
klassische Stackspezikation (f

ur einen Stack s und ein Element e) sei ein Beispiel hierf

ur.
pop(push(s; e)) = s
Eine andere Anwendung von Invarianten liegt in der Anpassung von Zustandskomponenten
an lokale Anforderungen. Zur Einschr

ankung der Elementanzahl eines Stacks kann folgendes
speziziert werden:
no elements  0 ^ no elements MAX
wobei MAX eine beliebig gew

ahlte Konstante ist.
Nat

urlich sind auch Operationsbeschreibungen als invariant in allen Zust

anden eines Objekts
anzusehen. Die Denition einer Operation darf sich nicht von Zustand zu Zustand

andern.
Wozu wird die Spezikationslogik gebraucht?
Logische Spezikationen sind in verschiedenen methodischen Varianten einsetzbar.
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Einige Szenarien sollen nun im folgenden kurz vorgestellt werden:
1. Im Rahmen einer Anforderungsspezikation k

onnen Eigenschaften zu entwickelnder
Komponenten gefordert werden. Die logische Spezikation beschreibt axiomatisch die
Eigenschaften, die dann von Spezialisierungen (noch axiomatisch) oder Implementie-
rungen (in der imperativen Programmiersprache) zu erf

ullen sind.
2. Zu einer bestehenden, u.U. imperativen Komponentenspezikation k

onnen wichtige Ei-
genschaften, wie etwa das beobachtbare Verhalten, in einer logischen Spezikation zu-
sammengefat werden. Damit k

onnen etwa Schnittstellen beschrieben werden. Dieser
Ansatz wird in der Entwicklung von Komponenten f

ur die Wiederverwendung verfolgt
[Som92].
3. Auerdem ist der Formalismus notwendig, um die Korrektheit einer Implementierung
gegen

uber ihrer Spezikation zu beweisen, also um verizieren zu k

onnen. Dies ist
eine Erweiterung der zuerst beschriebenen Anwendung. Hier wird die Integration von
Spezikations- und Implementierungsformalismus erforderlich.
5.1.1 Modale Logik
Zur Beschreibung von Attributen und Invarianten hat sich f

ur funktionale Ans

atze die Glei-
chungslogik algebraischer Spezikationen bew

ahrt [Wir90, vHL89, EM85, EM90, EGL89]. Es
liegt also nahe, diese Logik erster Stufe um ein Konzept zur Spezikation von Zustands

uber-
g

angen zu erweitern. Eine solche Logik ordnet sich in die modalen Logiken ein [KT90, Har84].
Insbesondere kommt hier die exogene Form, die dynamische Logik, in Frage. Eine modale
Logik erlaubt die Formulierung von Aussagen

uber Programme oder Programmfragmente in
einer Formel. Programme sind in exogener Logik explizit. In endogener Logik, z.B. temporaler
Logik, sind die Programme Teil der Struktur,

uber der die Logik interpretiert wird. Program-
me werden in exogener modaler Logik semantisch als Ein-/Ausgaberelation interpretiert. Ein
zusammengesetztes Programm ist bestimmt durch die Relationen seiner Bestandteile. Dy-
namische Logik ist eine Weiterentwicklung der Hoare-Logik (Partial Correctness Assertions
Method), siehe [Hoa69, Cou90]. Die dynamische Logik wurde schon in den Spezikations-
ans

atzen [Jon89a], [Wie91], [Hei92a] und [FMR91] eingesetzt. Exogene modale Logiken wie
dynamische Logik oder Hoare-Logik sind also (ggf. erweiterte) Programmlogiken im Sinne
von Abschnitt 2.2. In diesem Kapitel wird eine dynamische Logik entwickelt.
Das f

ur diesen Ansatz wichtigste Konstrukt einer dynamischen Logik ist der modale Box-
Operator oder always-Operator. Geschrieben wird er [ : ]  . In exogenen Logiken wird er
mit einem Programmfragment, z.B. [ p(x) ]  , indiziert. Die Bezeichnung 'Box-Operator'
stammt aus der endogenen modalen Logik, wo der Operator 2  geschrieben wird. Nun soll
kurz die Semantik des Konstrukts erkl

art werden. [ P ]  gilt in einem Zustand, wenn das
Programmfragment P so anwendbar ist, da P terminiert und die Formel  im Folgezustand
gilt
1
. [ P ]  ist eine modale Formel. Je nach M

achtigkeit der Logik darf  nur eine Formel
einer Pr

adikatenlogik erster Stufe (Hoare-Logik) oder kann auch modal sein (echt modale
Logik).
1
In einer weakest-precondition-Semantik wird die Menge der Zust

ande, in der die modale Formel gilt,

uber
die schw

achste Vorbedingung, die zur terminierenden Ausf

uhrung von P mit Folgezustand  n

otig ist, deniert
(siehe [LS84], [Gri81] oder [Dijk76]).
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Der zweite modale Operator der dynamischen Logik ist der Diamond-Operator oder some-
times-Operator. Er wird < : >  geschrieben. Die Bezeichnung stammt ebenfalls aus der
endogenen modalen Logik (3). Auch er kann durch Programmfragmente indiziert werden,
also z.B. < p(x) > . < P >  gilt, falls ein Zustand existiert, in dem P terminiert und in
dem dann  gilt. Es soll < P >  durch :[ P ]: deniert sein
2
.
Dynamische Logik und Hoare-Logik
Die erweiterte M

achtigkeit der dynamischen Logik gegen

uber der Hoare-Logik [Hoa69, Cou90]
als klassischer Programmlogik oder der Vor-/Nachbedingungsspezikation der modellbasier-
ten Spezikationsans

atze [Bj91, Spi87] wird deutlich, wenn auch der Diamond-Operator
< : > : hinzugenommen wird.
spec modal is
state y : int
opns procedure p : state  int ! state  void
y = z ! [ p(z) ] z = add(4,z)
procedure q : state  int ! state  void
y = z ! [ p(z) ] < q(z) > y = z
In dieser Spezikation macht q den Eekt von p r

uckg

angig.
 < q(z) > y = z bedeutet, da es eine M

oglichkeit gibt, q so auszuf

uhren, da dann
y = z gilt.
 y = z ! [p(z)] < q(z) > y = z bedeutet, da es f

ur jede Anwendung von p immer eine
Anwendung von q gibt, die die Vorbedingung y = z wieder herstellt, also den Eekt
von p r

uckg

angig macht.
Aussagen mit modaler Logik
Die benutzten Gleichungen in den Beispielen zur Motivation waren bisher auf Terme von
Datensorten beschr

ankt. Es k

onnen auch Gleichungen der Sorte state speziziert werden.
Zul

assig w

aren dann z.B. Aussagen der Form:
1. asgn(x; n) =
state
p(a; b)
asgn und p bewirken unter der gegebenen Parametrisierung den gleichen Zustands

uber-
gang, falls die Gleichung gilt.
2. p(a; b) =
state
seq(asgn(x; y); if(a= b; q(r; x)))
p hat bei der gegebenen Parametrisierung den gleichen Zustandseekt wie die auf der
rechten Seite der Gleichung angegebene Anweisungssequenz.
3. [p(a)] (asgn(x; y) =
state
q(r))
Der Eekt von p (die Nachbedingung) wird durch asgn(x; y) =
state
q(r) deniert. Hierin
wird der Eekt von asgn und q als gleich festgelegt. Da sinnvollerweise Kommandos
(wie z.B. asgn oder q) immer in gleicher Weise ausgef

uhrt werden sollen, somit also die
Gleichung eine Tautologie ist, ist die Aussage

aquivalent zu [p(a)] true.
2
nichtintuitionistisch
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Beispiel 3 macht unter den gegebenen Einschr

ankungen keinen Sinn. Operationen sollen im-
mer in gleicher Weise ausgef

uhrt werden, unabh

angig von der Ausf

uhrung von p(a). Beispiel
2 kann durchaus als Beispiel f

ur die Denition von p herangezogen werden. Beispiel 1 macht
Sinn, wenn von rechts nach links gelesen w

urde, d.h. p(a; b) = asgn(x; n) und dann wie
bei Beispiel 2 die rechte Seite als Denition f

ur die linke Seite interpretiert wird (asgn ist
vordenierter Term der Sorte state).
Die Beispiele 1 und 2 verfolgen einen Ansatz konstruktiver Axiome. F

ur eine zu denie-
rende Prozedur mit formalen Parametern auf der linken Seite wird auf der rechten Seite ein
Modell im Sinne der modelltheoretischen Spezikationsans

atze wie VDM oder Z beschrieben
(analog zur Attributdenition

uber eine Gleichung und deren Ausf

uhrung durch Termerset-
zung). Bei Verwendung von Vorbedingungen erfolgt eine partielle Beschreibung des intendier-
ten Verhaltens. Eine Formel [p(: : :)] s = t deniert den Eekt von p nicht auf einem Modell
der Prozedur, sondern durch operationale Axiome, also durch die direkte Ver

anderung auf
dem Zustand (dem Seiteneekt).
5.1.2 Grundlegende Denitionen f

ur eine modale Logik
Bestandteile einer Logik sind Terme und Formeln. Terme sollen Tr

agerelemente von seman-
tischen Strukturen, hier also den -Objekten, bezeichnen. Die Beziehung zwischen Termen
und Werten, d.h. Tr

agerelementen in -Objekten, wird durch eine Interpretation, hier die
Funktion v

(siehe Abschnitt 3.4), hergestellt. Sie ordnet Termen zustandsabh

angig einen
Wert zu. Formeln machen damit Aussagen

uber -Objekte. Die Relation zwischen Formeln
und -Objekten wird durch einen G

ultigkeitsbegri hergestellt.
Eigenschaften von -Objekten, wie der funktionale Eekt von Attributen oder Vor- und
Nachbedingungen von Prozeduren, sollen durch Formeln einer modalen Logik ausgedr

uckt
werden. Grundkonstrukt der Formeln ist die Gleichung. Auf ihr k

onnen komplexere Formeln
mit Hilfe von Konnektoren aufgebaut werden.
Im Unterschied zu den

ublichen Logiken erster Stufe enthalten exogene modale Logiken auch
Programmfragmente. Die verf

ugbaren Programmfragmente sollen hier die Kommandos der
-Objekte sein (vgl. Kapitel 3). Die m

oglichen Kommandos sind:
Zuweisung asgn(z; t)
Bedingtes Kommando if(b; c)
Kommandosequenz seq(c
1
; c
2
)
leeres Kommando skip
Prozeduraufruf p(t
1
; : : : ; t
n
)
Die Sprache der Programmfragmente soll die Menge der Instruktionen der -Objekte sein.
Prinzipiell kann dazu der denierte Ansatz im Umfang der Kapitel 3 und 4 herangezogen
werden. Der Einfachheit halber sollen aber nur Konstrukte im Umfang von Kapitel 3 benutzt
werden. Zudem sei die Fixpunktsemantik angenommen.
Sei  =< S[fstateg; Z; (ATTR[PROC) > eine Signatur.X sei eine S-sortierte Menge freier
Variablen. Formeln sind Aussagen

uber freien Variablen. Den freien Variablen werden Wer-
te durch die Zustandsabbildung STATE zugewiesen. Neben diesen Programm- oder Zu-
standsvariablen genannten Variablen werden noch Spezikationsvariablen eingef

uhrt
3
.
3
Wenn lediglich von (freien) Variablen die Rede ist, sind die Programm- oder Zustandsvariablen gemeint.
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Diese sind Hilfsvariablen, die nicht in den Programmen auftreten. Sie

ahneln gebundenen
Variablen, sie werden als implizit allquantiziert angesehen. Spezikationsvariablen werden
in der Regel mit Grobuchstaben bezeichnet. Der Zweck dieser Spezikationsvariablen wird
sp

ater in diesem Abschnitt erl

autert.
Denition 5.1.1 Eine -Gleichung hat die Form t =
s
t
0
mit t; t
0
2 T (; X)
s
; s 2 S. Eine

state
-Gleichung hat die Form t =
state
t
0
mit t; t
0
2 T (; X)
state
, die t; t
0
sind Kommandos,
also Zuweisung, bedingte Anweisung, Prozeduraufruf oder Anweisungssequenz.
Die Terme t; t
0
k

onnen freie Programm- und Spezikationsvariablen enthalten. Die Bewertung
von freien Programmvariablen ist zustandsabh

angig. Damit wird auch der noch zu denie-
rende G

ultigkeitsbegri zustandsabh

angig sein.
Denition 5.1.2 Die *-H

ulle

uber einer Menge A ist die kleinste Menge B mit
1. A  B
2. B ist abgeschlossen bzgl. der Konnektoren :: ; : ^ : ; [P ] : und des Allquantors 8: .
P ist Kommandoterm der -Objekte. [P ] : wird auch modaler Box-Operator genannt.
Formeln, die den Konnektor [P ] : nicht enthalten, werden nichtmodale Formeln genannt.
Denition 5.1.3 Die Menge WFF () der wohlgeformten Formeln

uber  ist die *-
H

ulle

uber
G := ft
1
=
s
t
2
j s 2 S [ fstateg; t
i
2 T (; X)
s
g
der Menge der -Gleichungen und der 
state
-Gleichungen.
Lemma 5.1.1 Sei eine Formelmenge F durch *-H

ullenbildung auf einer Menge von Basis-
formeln B und der Menge von Konnektoren K induktiv deniert (mit r  F
n
F f

ur r 2 K,
wobei n  1 und n von r abh

angt). Hier besteht K aus den KonnektorenK = f::; :^:; [P ]:;8:g
(in Pr

ax- oder auch Inx-Notation angegeben). Um zu zeigen, da eine Eigenschaft Prop
f

ur alle  2 F gilt, reicht es zu zeigen:
1. Induktionsbasis: Prop gilt f

ur alle  2 B
2. Induktionsschritt: Falls Prop f

ur 
1
; : : : ; 
n
2 F gilt (Induktionshypothese) und f

ur ein
r 2 K ((
1
; : : : ; 
n
); ) 2 r gilt, dann gilt Prop auch f

ur .
Beweis: (Siehe auch Satz 1.6 in [LS84].) Sei C  F die Menge aller Elemente von F , f

ur die
Prop gilt. Es ist zu zeigen, da aus 1. und 2. folgt, da Prop f

ur alle  2 F gilt, also F  C.
Mit Lemma 5.1.1(1.) wird die Inklusion B  C beschrieben und 5.1.1(2.) sagt aus, da, falls

1
; : : : ; 
n
2 C und ((
1
; : : : ; 
n
); ) 2 r f

ur ein r 2 K, dann  2 C ist. C ist die kleinste
Menge, die mit der Basis B und der Konstruktormenge K induktiv deniert ist. F ist nach
Denition die kleinste Menge nach H

ullenbildung, also folgt F  C. 2
-Formeln werden auf -Gleichungen mit Hilfe der Konnektoren :: ; : ^ : ; [P ]: und des
Allquantors 8 aufgebaut. Andere Konnektoren k

onnen wie

ublich gebildet werden:
 _  := :(: ^ : )
!  := : _  
9x : s: := :(8x : s::)
4
4
nichtintuitionistisch, da Quantizierung

uber unendlichen Bereichen
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5.2 Einfache modale Logik
In einem ersten Schritt soll eine eingeschr

ankte modale Logik vorgestellt werden, die etwa den
Umfang einer Programmlogik in bezug auf Prozedurspezikationen hat. Sie erlaubt es also,
Prozeduren durch Vor- und Nachbedingungen zu spezizieren. Weiterhin k

onnen Attribute
mit den Elementen einer nichtmodalen Pr

adikatenlogik erster Stufe beschrieben werden. Eine
eingeschr

ankte modale Logik wird in der Regel zur implementierungsnahen Abstraktion von
Prozeduren und Attributen eingesetzt. Echt modale Logiken hingegen erlauben auch das
abstraktere Spezizieren der Abh

angigkeiten zwischen Operationen. Aus diesen methodischen
Gr

unden erfolgt die Vorstellung der Logik in zwei Stufen.
Das Vorgehen in diesem Abschnitt entspricht dem

ublichen Vorgehen bei Denition einer
Logik, d.h. Formeln, G

ultigkeit und Modellbegri werden deniert. Die Grundlagen aus Ab-
schnitt 5.1.2 werden vorausgesetzt.
5.2.1 Gleichung und Formel
Grundelemente der Formelsprache sind die Gleichungen. Sie sind in Denition 5.1.1 festgelegt.
Der Formelumfang nach Denition 5.1.3 soll hier eingeschr

ankt werden. Aus methodischen
Gr

unden soll in diesem Abschnitt 5.2 der modale Box-Operator nur auf nichtmodale Formeln
angewendet werden. Dies entspricht dem Umfang einer Programmlogik. WFF () ist dann
die kleinste Menge, die die folgenden Eigenschaften hat:
 jede -Gleichung und jede 
state
-Gleichung ist in WFF (),
 falls  2 WFF (), dann ist : 2WFF (),
 falls ;  2 WFF (), dann ist  ^  2 WFF (),
 falls P ein Kommandoterm der -Objekte und  2 WFF () nichtmodal ist, dann ist
[P ]  2 WFF (),
 sei x 2 X
s
;  2 WFF (), dann ist auch 8x : s: 2WFF () f

ur s 2 S [ fstateg.
WFF kann f

ur diesen Zweck in einem ersten Schritt durch eine H

ullenbildung analog zu
Denition 5.1.2 auf Gleichungen mit den Konnektoren :;^; 8 abgeschlossen werden. Auf
dieser ersten Basismenge kann dann eine H

ulle mit dem modalen Box-Operator gebildet
werden, die die Menge WFF () bildet. Durch diese zweistuge Konstruktion bleibt das
Induktionslemma 5.1.1 anwendbar.
Dies ist also eine Erweiterung einer Pr

adikatenlogik erster Stufe. Der vollst

andige Umfang
der dynamischen Logik ist hier noch nicht erreicht, da wir f

ur  in der Konstruktion des
modalen Box-Operators [P ]  vorerst eine nichtmodale Formel annehmen wollen. Mit dem
Programmfragment P der modalen Formel werden

ublicherweise nur Prozeduren | also
Abstraktionen von Kommandofolgen | beschrieben, allerdings sind auch andere Kommandos
als Kommandoterme P im modalen Box-Operator m

oglich.
Bemerkung 5.2.1 Sei p : state s
1
 : : : s
n
! state s eine Prozedur. Die a
i
; i = 1; ::; n
seien die aktuellen Parameter eines Aufrufs von p. Allquantizierung

uber die Parameter
wird in der Regel implizit benutzt.
 ! [ p(a
1
; : : : ; a
n
) ] 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ist eine Allquantizierung

uber den Wertebereichen der Parameter von p sowie

uber den
Wertebereichen der Zustandskomponenten, also
8x
1
; : : : ; x
k
:  ! [ p(a
1
; : : : ; a
n
) ] 
Die Variablen x
1
; : : : ; x
k
k

onnen frei in  und  sowie den Termen a
1
; : : : ; a
n
vorkommen.
Es sei im folgenden die nachstehende Annahme zugrundegelegt. Statt
[ p(a
1
; : : : ; a
n
) ] 
wird
x
1
= a
1
^ : : :^ x
n
= a
n
! [ p(x
1
; : : : ; x
n
) ] 
geschrieben. Die x
1
; : : : ; x
n
seien allquantizierte Variablen. Wenn mehrere Aufrufe von p,
etwa [ p(b
1
; : : : ; b
n
) ] 
b
und [ p(c
1
; : : : ; c
n
) ] 
c
, speziziert werden sollen, so sind die beiden
verschiedenen Aufrufe

uber verschiedene Vorbedingungen zu spezizieren. Im folgenden wird,
falls auf die Parametrisierung nicht explizit Bezug genommen werden soll, als Abk

urzung
[ p(: : :) ] 
benutzt. Falls [P ]  benutzt wird, bezeichnet P ein beliebiges Programmfragment.
Denition 5.2.1 Eine zustandsbasierte Spezikation SP ist ein Paar SP = < ; E >
bestehend aus einer Signatur  und einer Menge E von wohlgeformten FormelnE  WFF ().
Die in Abschnitt 5.1.2 angesprochenen Spezikationsvariablen sollen helfen, in einer Nachbe-
dingung auf Werte in einem Vorzustand Bezug nehmen zu k

onnen. Eine imperative Formu-
lierung, wie z.B. z := z  2, soll auf logischer Ebene geeignet formuliert werden k

onnen. Sei
P das Programmfragment, das z := z  2 realisiert.
true! [ P ] z = old(z)  2
ist eine geeignete logische Spezikation, wenn old(z) den 'alten' Wert von z (d.h. den Wert
von z im Vorzustand) bezeichnet. Die Benutzung des alten Wertes soll

uber Spezikations-
variablen explizit und formalisierbar gemacht werden.
z = X ! [ P ] z = X  2
mit z als Zustandsvariable und X als Spezikationsvariable ist als Denition f

ur den old-
Operator anzusehen. Die Aussage [ P ] z = old(z)  2 soll weiterhin als Kurzschreibweise
erlaubt sein. Zu den Spezikationsvariablen siehe auch [Fra92] S. 16 und S. 26. Spezikati-
onsvariablen X 2 SpecV ar
5
werden durch eine Umgebung env : SpecV ar! V AL an Werte
gebunden. Die Interpretation v

mu diese Bindungen ber

ucksichtigen. Deren Denition in
Kapitel 3.4 sei um
v

(STATE; t) := env(t); falls t 2 SpecV ar
erweitert.
5
IDENT und SpecV ar seien disjunkt
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5.2.2 G

ultigkeit
Mit dem G

ultigkeitsbegri wird die Relation zwischen Formeln und -Objekten hergestellt.
Denition 5.2.2 Sei v eine Bewertung basierend auf STATE und env : SpecV ar ! V AL
eine Belegung der Spezikationsvariablen. F

ur jedes -Objekt O, den Zustand STATE 2
State und die -Formel  sei die G

ultigkeitsrelation
O erf

ullt  im Zustand STATE (kurz O; STATE j= )
deniert durch
1. O; STATE j= t =
s
t
0
gdw: v

(STATE; t) = v

(STATE; t
0
); s 2 S [ fstateg
2. O; STATE j= : gdw: O; STATE j=  nicht gilt
3. O; STATE j=  ^  gdw: O; STATE j=  und O; STATE j=  
4. O; STATE j= [ P ]  gdw:
falls v

(STATE; P )[1] 6= ? gilt; dann gilt O; v

(STATE; P )[1] j= 
5. O; STATE j= 8x : s:  gdw. f

ur alle a 2 A
s
gilt O;
a
x
STATE j= 
mit
a
x
STATE : X ! A
a
x
STATE(y) :=
(
STATE(y) falls y 6= x
a falls y = x
a
x
STATE setzt den Wert a f

ur die Variable x. Unabh

angig von der Wahl von a mu
O;
a
x
STATE j=  gelten. Quantizierungen sind nur

uber freien Variablen zul

assig.
Aus dem modalen Box-Operator [P ]  und einer Implikation  !  mit   [P ]  l

at sich
eine Vor-/Nachbedingungsaussage konstruieren:
 ! [P ] 
wobei  die Vorbedingung und  die Nachbedingung genannt wird. Die Hoare-Formel h 
f gPfg wird

ublicherweise wie folgt interpretiert [LS84, Fra92]: h gilt genau dann, wenn,
falls  im aktuellen Zustand gilt und, falls P terminiert, dann  im Folgezustand gilt. Diese
Interpretation ist gleichwertig der Interpretation von  ! [P ]  (nach Denition der G

ultig-
keit und des Konnektors !).
Der G

ultigkeitsbegri ist nach Denition 5.2.2 nur f

ur einen gegebenen Zustand STATE
anwendbar.
Denition 5.2.3 Eine Formel  heit invariant im -Objekt O, wenn sie in allen Zu-
st

anden STATE 2 State gilt, also
8 STATE 2 State: O; STATE j= :
Man schreibt dann O j=  und spricht ' gilt'.
Sei K eine Klasse von -Objekten und  eine Formel. K j=  gilt genau dann, wenn alle
Objekte in K die Formel  erf

ullen.
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Denition 5.2.4 Eine Formel heit Basisformel, falls sie keine freien Variablen enth

alt.
Basisformeln im vorliegenden Ansatz sind alle Formeln, in denen keine Zustandsbezeichner,
keine Spezikationsvariablen und keine formalen Parameter von Operationen auftreten.
Folgerung 5.2.1 Falls  Basisformel ist und  in einem beliebigen Zustand STATE gilt,
folgt die Invarianz von  f

ur alle -Objekte (hinreichende Bedingung f

ur Invarianz).
Beweis: Invarianz ist gegeben, wenn Unabh

angigkeit vom Zustand STATE vorliegt. Alle
freien Variablen werden in STATE verwaltet. Da in Basisformeln keine freien Variablen
vorkommen, ist STATE bezogen auf diese Formel immer konstant. 2
Bemerkung 5.2.2 Die Umkehrung von Folgerung 5.2.1 gilt nicht, wie das folgende Beispiel
zeigt.  enthalte nur ein Prozedursymbol p. Sei   s = 1 und sei K eine Klasse von -
Objekten, in denen s = 1! [p(x)] s = 1 f

ur die einzige Zustandstransformation p gilt. Dann
ist  invariant, aber keine Basisformel, da der Zustandsbezeichner s in  frei vorkommt.
5.2.3 Erreichbarkeit und Zug

anglichkeit
Das Erzeugungsprinzip (nach [BW81], Kapitel 3.2.2, S. 207) besagt:
Es werden als Rechenstrukturen nur solche Algebren eines gegebenen abstrakten
Datentypen betrachtet, f

ur die die denierten Tr

agermengen lediglich aus Elemen-
ten bestehen, die aus den primitiven Tr

agermengen mit Hilfe der Operationen der
Signatur (endlich) erzeugt werden k

onnen.
Die Notwendigkeit der Informatik, endliche Beschreibungen (f

ur Algorithmen) zu nden,
kann durch ein Prinzip unterst

utzt werden, das die konstruktive Beschreibung von Struk-
turen erm

oglicht. Mit dem Erzeugungsprinzip besteht die M

oglichkeit, Induktionsverfahren
anzuwenden. Das Erzeugungsprinzip wird in den algebraischen Spezikationen auch mit dem
Begri der Erreichbarkeit bezeichnet. Es lassen sich wesentlich mehr Eigenschaften von er-
reichbaren Modellen ableiten, als wenn die Eigenschaften auch in nichterreichbaren Model-
len gelten m

ussen. Erreichbarkeit wird auch als die no junk-Eigenschaft bezeichnet (siehe
[Wir90]).
Der Erreichbarkeitsbegri aus den algebraischen Spezikationen kann f

ur die Tr

agermengen
der Datensorten einfach adaptiert werden.
Es sei t
O
st
:= v

(st; t)[2] die eindeutig bestimmte Auswertung eines -Termes t in einem
-Objekt O in einem beliebigen Zustand st 2 State. Falls t ein Grundterm ist, also zustands-
unabh

angig, wird der Zustand weggelassen, wir schreiben t
O
.
Denition 5.2.5 Ein Element a einer Tr

agermenge A
s
einer Datensorte s eines -Objekts
O heit erreichbar, wenn es in einem beliebigen Zustand st durch einen endlichen -
Grundterm bezeichnet werden kann, d.h. a = v

(st; t)[2], bezeichnet mit a = t
O
. Es mu
also gelten:
8st : state:9t 2 T ()
s
: a = v

(st; t)[2]
Ein -Objekt O heit erreichbar bzgl. der Datensorten, wenn f

ur alle s 2 Snfstateg und
a 2 A
s
ein -Grundterm t 2 T ()
s
mit a = t
O
existiert, wenn also alle Tr

agerelemente
erreichbar sind.
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Der Erreichbarkeitsbegri ist hier auf -Grundterme eingeschr

ankt worden. Ein Grundterm
enth

alt keine freien Variablen und ist daher unabh

angig vom Zustand. Nun soll Erreichbarkeit
in bezug auf die Zustandssorte state deniert werden.
Denition 5.2.6 Ein Zustand st 2 State eines -Objekts O heit erreichbar, wenn al-
le Elemente der Tr

agermengen der einzelnen Zustandskomponenten erreichbar sind. st :
IDENT ! V AL mit st(z
i
) : s
i
; i = 1; ::; n heit erreichbar, falls f

ur jedes s
i
; a 2 A
s
i
ein t 2 T ()
s
mit a = t
O
und z
i
2 Z existiert.
Es soll nun noch ein Zug

anglichkeitsbegri f

ur Zustands

uberg

ange, die von Prozeduren her-
vorgerufen werden k

onnen, deniert werden. Es sollen die Zust

ande ausgezeichnet werden,
die sich von einem Initialzustand aus als Folge korrekter Zustandstransitionen ergeben.
Denition 5.2.7 Ein Zustand st 2 State heit zug

anglich, wenn er aus dem Initialzustand
6
durch (mindestens) eine Folge von Prozeduraufrufen als erste Komponente der Auswertung
berechnet werden kann.
Denition 5.2.8 Ein -Objekt O heit zug

anglich, wenn alle Zust

ande in State zug

anglich
sind.
5.2.4 Modelle und Theorien
Als Modell einer Spezikation SP = < ; E > mit der Signatur  und der Formelmenge E
wird die Klasse von -Objekten bezeichnet, die jeweils alle Formeln in E erf

ullen. Die Klasse
aller -Objekte wird mit Obj() bezeichnet.
Denition 5.2.9 Die Modelle einer Spezikation SP = < ; E > werden durch die Mo-
dellklasse Mod(< ; E >) bezeichnet.
Mod(< ; E >) := fO 2 Obj() j O j=  fur alle  2 Eg
Denition 5.2.10 Unter der Theorie einer Klasse K von -Objekten versteht man die
Menge der Formeln, die von allen Objekten in K erf

ullt werden.
Th(K) = f 2 WFF () j K j= g
Falls K leer ist, gilt
Th(;) = WFF ()
Bemerkung 5.2.3 Modellbildung, die keine Isomorphieabgeschlossenheit fordert, wird

ubli-
cherweise als 'lose' bezeichnet. Es wird hier nicht einmal Erreichbarkeit f

ur die Modelle ge-
fordert, d.h. die Modellsemantik ist 'sehr lose' [WB89b]. Motivation und Eigenschaften dieser
Semantik werden am Ende des Abschnitts diskutiert.
Lemma 5.2.1 Sei SP = < ; E > und SP
0
= < ; E
0
>. Dann gilt:
Mod(SP ) Mod(SP
0
) ) Th(Mod(SP ))  Th(Mod(SP
0
))
6
Es soll angenommen werden, da alle Komponenten mit ! initialisiert sind.
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Beweis: Zu zeigen ist
Th(Mod(SP
0
))  Th(Mod(SP )); d:h: f ur alle  2WFF () :Mod(SP
0
) j= )Mod(SP ) j= 
unter der Voraussetzung
Mod(SP ) Mod(SP
0
); d:h: O 2Mod(SP )) O 2Mod(SP
0
):
Sei  2 Th(Mod(SP
0
)), also Mod(SP
0
) j=  genau dann, wenn 8O 2 Mod(SP
0
) : O j=
. Daraus folgt 8O 2 Mod(SP ) : O j=  genau dann, wenn Mod(SP ) j= , also  2
Th(Mod(SP )). 2
Folgerung 5.2.2 E  Th(Mod(< ; E >))
Beweis: Es erfolgt eine Fallunterscheidung bzgl. der Modellklassen:
 Mod(< ; E >) = ; : Th(;) = WFF (). Es gilt immer E  WFF ().
 Mod(< ; E >) 6= ; : Sei  2 E und O 2 Mod(< ; E >). Nach Denition 5.2.9 gilt
O j= . Damit ist  2 Th(Mod(< ; E >)). 2
Folgerung 5.2.3 Mod(< ; E >) Mod(< ; Th(Mod(< ; E >)))
Beweis: Folgt direkt aus vorangegangener Folgerung. 2
Eigenschaften von Modellen
Es gibt i.a. mehrere M

oglichkeiten, die Modellsemantik einer Spezikation zu denieren (siehe
auch [Wir90] Kap. 3.2, S. 697 und Kap. 6.1, S. 738), etwa durch:
 die Klasse ihrer Modelle,
 die Menge der Isomorphieklassen der Modelle, d.h. Auswahl eines geeigneten Modells
(bis auf Isomorphie),
 die Menge ihrer Kongruenzen
7
,
 die Theorie ihrer Modellklasse.
Zum Teil werden als Modelle auch nichterreichbare Algebren [WB89a] oder andere Struktu-
ren [ST90b] zugelassen. Hier wurde mit nicht unbedingt erreichbaren Modellen eine m

oglichst
weitgefate Modellsemantik gew

ahlt. Dieser Ansatz dient der Spezikation von Programmen
und deren Implementierung (siehe Einleitung). Intendiert ist eine N

ahe der Begrie Mo-
dell und Implementierung einer Spezikation, etwa durch einen auf Modellklasseninklusion
basierenden Implementierungsbegri. Eine m

oglichst groe Zahl von Programmimplementie-
rungen soll als korrekt bzgl. einer Spezikation anerkannt werden k

onnen | einen sinnvollen
Korrektheitsbegri vorausgesetzt.
7
Zwischen den Kongruenzen und den Isomorphieklassen besteht eine 1{1 Korrespondenz.
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Im losen Ansatz wird eine Spezikation als ein Vertrag angesehen, der durch verschiedene
abstrakte Datentypen
8
interpretiert werden kann. Im Kontext loser algebraischer Spezika-
tionen werden alle erreichbaren Algebren als Modelle anerkannt. Dieser Ansatz eignet sich
insbesondere f

ur Programmentwicklung und Programmverikation wegen seiner Flexibilit

at
bei der Akzeptierung geeigneter Implementierungen. Die Motivation f

ur die Auswahl eines
sehr losen Ansatzes wird in den Kapiteln 6 und 8 noch deutlich. Dort zeigt sich ein erh

ohtes
Ma an Flexibilit

at, falls in bestimmten Situationen auf Erreichbarkeit verzichtet wird.
Der Begri der Erf

ullbarkeit einer Spezikation ist durch eine nichtleere Modellklasse forma-
lisiert. In vielen Ans

atzen wird diese Eigenschaft f

ur die Rumpfspezikation gefordert, falls
Schnittstellenkonzepte vorhanden sind (siehe [Wir90]). Da der Nachweis dieser Eigenschaft
schwierig ist (nur durch Theorembeweisen zu l

osen), soll hier von dieser Forderung Abstand
genommen werden. Erf

ullbarkeit ist dann von besonderer Bedeutung, wenn Programme aus
Spezikationen synthetisiert werden sollen. Die Existenz von Modellen ist Voraussetzung, um
eines davon realisieren zu k

onnen.
Modell einer operationalen Spezikation
In den Kapiteln 3 und 4 wurden durch die Fixpunktsemantik mathematische Objekte den
imperativen Konstrukten zugeordnet. Diese mathematischen Objekte lassen sich unter einem
Modellbegri zusammenfassen.
Denition 5.2.11 Sei  eine Signatur und SP
impl
= < ; I > eine operationale Spezi-
kation auf den Konstrukten des Berechnungsmodells. I besteht aus den imperativen Pro-
grammfragmenten, die die Operationen in opns() beschreiben. Dann ist das Modell einer
operationalen Spezikation durch Mod(SP
impl
) = fObjg deniert, wobei das -Objekt
Obj folgendes enth

alt:
 die in Abschnitt 3.1 denierten Mengen als Tr

agermengen zu den verwendeten Sorten
int; bool usw. ,
 eine Abbildung STATE 2 State,
 f

ur jedes op 2 OP eine Funktion v

(STATE; op) entsprechend der Implementierung I.
Die Funktion ergibt sich durch die Denition der Kommandofolge, die die Operation op
imperativ, d.h. mit den Konstrukten der -Objekte, deniert.
Das Modell setzt sich also aus den denotationalen Semantiken der einzelnen syntaktischen
Elemente der Spezikation zusammen. Das Modell ist ein -Objekt nach Denition. Die
Tr

agermengen sind die cpos, die Funktionen v

(STATE; op) sind stetig. Die Modellbildung
f

ur axiomatische und imperative Spezikationen kann vereinheitlicht werden. F

ur die impera-
tiven Spezikationen ist die Modellbildung denotational oder modelltheoretisch (im Sinne von
VDM oder Z), d.h. die Modellklasse ist einelementig. Wir setzen hier die Fixpunktsemantik
aus Kapitel 4 f

ur die imperative Spezikation voraus. Nur damit sind die Erweiterungen des
Berechnungsmodells nach Kapitel 4 m

oglich.
8
Als abstrakter Datentyp wird in den algebraischen Spezikationen eine Abstraktion

uber den konkreten
Repr

asentationen von Algebren angesehen. Der abstrakte Datentyp einer Signatur  ist eine Isomorphieklasse
von Algebren, diese Klasse entspricht einer -Kongruenz

uber der Grundtermalgebra T (). F

ur Details siehe
[Wir90] Kap. 2.3 .
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Anmerkungen zu anderen Modellbegrien
H

aug ist es sinnvoll, einen abstrakten Datentypen axiomatisch exakt durch initiale oder
terminale Modelle [Wir90] zu denieren. Der initiale und auch der terminale Ansatz bieten
einen Mechanismus, der eine bis auf Isomorphie eindeutige Algebra als Modell festlegt.
F

ur die Sprache Extended ML ([ST90b] S. 311) werden konstruktive Modelle vorgeschlagen.
Die Modelle werden aus den formalen Entit

aten der Semantik von Standard ML [MTH90]
zusammengesetzt. Statt durch eine Kollektion von Tr

agermengen wird jeder Typ durch ei-
ne Menge von Konstruktoren bestimmt. Statt Funktionen wird eine dynamische Umgebung
verwaltet, die Operationsnamen an Closures bindet. Konstanten werden an SML-Werte ge-
bunden. Diese konkrete Form der Semantik (gegen

uber den abstrakteren Algebren) hat den
Vorteil, da die Auswertung eines Ausdrucks im Modell direkt durch die dynamische Seman-
tik der Programmiersprache deniert werden kann.
Die hier vorgeschlagene Semantik ist in diesem Sinne auch konstruktiv, da die Semantik
imperativer Spezikationen | die -Objekte | auch Basis der Modellklassendenition axio-
matischer Spezikation ist.
5.3 Erweiterte modale Logik
Die Hoare-Logik [Apt81, LS84, Fra92] ist eine pr

adikative Logik
9
, d.h. eine Menge von Formeln
einer Pr

adikatenlogik erster Stufe, die bzgl. der Formelbildung

uber den

ublichen Konnektoren
(::; :^ :; 8:) abgeschlossen ist, bevor der Hoare-Formelkonstruktor auf der Menge der Formeln
erster Stufe deniert wird. Eine echte Erweiterung der Pr

adikatenlogik erster Stufe l

at sich
denieren, wenn der modale Box-Operator gleichwertig zu den anderen benutzt werden kann.
Die MengeWFF () ist dann abgeschlossen bzgl. aller Konnektoren (vgl. *-H

ulle in Denition
5.1.2). Eine solche Logik wird impr

adikativ genannt.
Die Erweiterung der in Abschnitt 5.2 vorgestellten (pr

adikativen) Logik auf einen impr

adi-
kativen Umfang soll in diesem Abschnitt erfolgen. Die Grundlagen aus Abschnitt 5.1.2 sollen
weiterhin gelten. Am Ende des Abschnitts wird begr

undet, warum keine formalen Erweite-
rungen gegen

uber 5.1.2 und 5.2 erforderlich sind.
Es soll hier kurz die in Abschnitt 5.2 beschriebene Logik zusammengefat werden. Zur Spe-
zikation von Attributen steht der volle Umfang der oben angesprochenen Pr

adikatenlogik
ohne modale Konstruktoren zur Verf

ugung. Prozeduren lassen sich bisher

uber das Verhal-
ten von Attributen im Folgezustand, etwa durch [p(::)] a
1
(a
2
(::)) = c mit den Attributen a
1
und a
2
, oder direkt durch den Eekt auf dem Zustand s, etwa durch [p(::)] s = a(::) f

ur
eine Prozedur p denieren. Das Verhalten kann

uber Ver

anderung mittels des old-Operators
beschrieben werden: [p(::)] s = old(s)+1. Beschreibungen, die keine direkten Zustandszugrif-
fe beinhalten, z.B. p(::) =
state
seq(q(::); r(::)) oder p(::) =
state
q(::) sind ebenfalls m

oglich,
da Prozedurapplikationen in Gleichungen gestattet sind. Gleichungen auf der Zustandssorte
state erlauben es, Kommandos 'modelltheoretisch' zu spezizieren, d.h. p(::) =
state
q(::) durch
Angabe eines Modells q zur Operation p. Das Modell wird hier auf der Spezikationsebene
angegeben, nicht auf der semantischen Ebene.
9
Begrisbildung nach [Mit90], dort f

ur Typsysteme benutzt.
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Erweiterungen
Nun soll der modale Box-Operators [P ]  und somit auch die Vor-/Nachbedingungsspezika-
tion ! [P ]  erweitert werden, indem ;  nicht mehr nichtmodal sein m

ussen. Also erfolgt
ein

Ubergang von einer pr

adikativen zu einer impr

adikativen Logik. Der modale Diamond-
Operator wird deniert. Es werden nun folgende Erweiterungen betrachtet:
 F

ur ;  in ! [P ]  werden auch modale Formeln zulassen. Mit der Erweiterung sind
nun Verschachtelungen
[P ][Q]  
formulierbar. [FJ92] f

uhren den Begri history ein. Dieser ist eine Bezeichnung f

ur
die Liste der durchlaufenen Zust

ande. [P ]  bedeutet, da  im Folgezustand der
Ausf

uhrung von p interpretiert wird. D.h. [P ][Q]  beschreibt dann zwei Zustandstran-
sitionen auf den Zust

anden z
1
; z
2
und z
3
. P f

uhrt eine Transition von z
1
nach z
2
, Q eine
Transition von z
2
nach z
3
durch, wobei im Zustand z
3
dann  gelten soll. Die Liste der
durchlaufenen Zust

ande besteht hier also aus (z
1
; z
2
; z
3
). Eine solche Spezikation l

at
sich durch eine Sequenz von einfacheren Kommandos realisieren (s.u.). In Lemma 7.5.2
wird gezeigt, da [P ][Q]  zu [seq(P;Q)] 

aquivalent ist. Ebenfalls ist formulierbar:
([P ] )! [Q]  
Wenn die Bedingung, da in allen Zust

anden, in denen P ausgef

uhrt wird, nachher
 gilt, erf

ullt ist, dann soll die partielle Korrektheitsaussage ([P ] ) ! [Q]  f

ur Q
und  gelten. Hier wird die Existenz einer Denition f

ur Q von der von P abh

angig
gemacht. Eine Operation heit dynamisch, wenn ihre Denition (des Verhaltens) zu-
standsabh

angig erfolgen kann; sie heit statisch, wenn sich ihre Denition w

ahrend der
gesamten Lebenszeit des Objekts nicht

andert
10
. Falls durch P eine statische Operati-
on beschrieben wird, ist eine Semantik entweder immer oder garnicht vorhanden. Diese
Spezikation ist nur dann sinnvoll, wenn mit P eine dynamische, d.h. eine ver

anderbare
Operation beschrieben werden soll.
 Der Diamond-Operator < P >  wird eingef

uhrt. < P >  besagt, da P so aus-
gef

uhrt werden kann (d.h. da ein Folgezustand gefunden werden kann), da dann  
gilt. < P > true ist eine einfache Terminierungsaussage.
Der Diamond-Operator k

onnte auf der Basismaschine realisiert werden, wenn diese ein
Deniertheitspr

adikat f

ur Programmfragmente bereitstellt. Dies mu auf Operations-
aufrufe anwendbar sein.

Ublicherweise wird in modalen Logiken [KT90, Har84, Sti91]
aber der Diamond-Operator durch Negation des Box-Operators deniert:
< P >  := :([P ]:)
Die Verschachtelung von Box- und Diamond-Operator ist erlaubt. Deren Anwendung
wurde am Beispiel einer Undo-Operation (Abschnitt 5.1.1 oder [FJ92] S. 133) schon
erl

autert. Es ist allerdings zu bemerken, da eine solche Verschachtelung selten ge-
braucht wird.
10
Die Begrie 'statische' und 'dynamische Operationen' stammen aus [Gur93, Gur94].
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Terminierung wird im folgenden nicht detailliert betrachtet.
Gegen

uber einer klassischen Programmlogik oder Hoare-Logik [LS84] gibt es mit dem nun
vorgestellten Umfang folgende Erweiterungen:
 Diamond-Operator,
 Folgen von modalen Operatoren,
 Verschachtelung von Diamond- und Box-Operator,
 Gleichungen auf der Sorte state.
Die in Abschnitt 5.2 vorgestellte Logik reicht f

ur unsere Zwecke aus, um Implementierungs-
und Schnittstellenspezikationen formulieren zu k

onnen. Deren Einsatz und technische Un-
terst

utzung, z.B. durch ein Beweissystem, ist auf die Verikation ausgerichtet. Eine abstrak-
tere Logik ist in einem anderen methodischen Kontext einzusetzen. Hier sind Verizierbarkeit
gegen

uber imperativen Implementierungen oder gar Ausf

uhrbarkeit nicht mehr in gleichem
Mae relevant. F

ur diese dann echt modale Logik ist dann wieder ein Beweissystem zu de-
nieren und zu analysieren. Die echt modale Logik umfat die bisherige.
Formeln, G

ultigkeit und Modelle
Im vorangegangenen Abschnitt 'Erweiterungen' wurde die Erweiterung der Spezikationslo-
gik auf modalen Umfang aus konzeptioneller Sicht behandelt. Die Konzepte sind jetzt noch
formal aufzuarbeiten, d.h. Formel-, G

ultigkeits und Modellbegri sind, soweit erforderlich,
anzupassen.
Denition 5.1.3 von WFF erlaubt schon beliebige Verschachtelungen des modalen Box-
Operators. Da sich der Diamond-Operator durch den Box-Operator darstellen l

at, braucht
er hier nicht weiter betrachtet zu werden. Die G

ultigkeitsdenition 5.2.2 kann unver

andert

ubernommen werden. Auch an der Modellbildung nach Denition 5.2.9

andert sich nichts.
5.4 Vergleich der -Objekte mit anderen Ans

atzen
Zuerst wird der Ansatz zustandsbasierter Spezikation, insbesondere das Berechnungsmo-
dell der -Objekte mit der algebraischen Spezikation, insbesondere der Modellbildung der
algebraischen Spezikationen, verglichen. Ziel ist der Nachweis, da mit dem Berechnungsmo-
dell der -Objekte zustandsbasierte Systeme problemn

aher modelliert werden k

onnen. Dann
werden -Objekte mit den Standardstrukturen der modalen Logiken, den Kripke-Modellen,
verglichen. Es wird gezeigt, da -Objekte spezielle Kripke-Modelle sind. Anschlieend er-
folgt ein konzeptioneller Vergleich mit einer sehr m

achtigen algebraischen Spezikationstech-
nik, dem beobachtungsorientierten Spezizieren. Am Ende des Abschnitts werden temporale
Logiken betrachtet.
5.4.1 Algebren
In diesem Abschnitt sollen Unterschiede zwischen -Objekten und -Algebren (nach [Wir90])
herausgearbeitet werden. Basis des Vergleichs sei eine Objektsignatur  = < S; Z;OP >
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(nach Denition 3.2.1). -Objekte sind in Abschnitt 3.3 deniert. Unter einer -Algebra zu
einer Signatur aus Datensorten S und Operationssymbolen OP versteht man eine Kollektion
aus einer S-sortierten Menge von Tr

agermengen f

ur jede Sorte s 2 S und einer Funktion f

ur
jedes Operationssymbol op 2 OP . Zur genauen Denition algebraischer Spezikationen siehe
Anhang A.3.
Wie im folgenden gezeigt wird, k

onnen zustandsbasierte Systeme auch algebraisch speziziert
werden. Um eine Objektsignatur im algebraischen Ansatz darstellen zu k

onnen, m

ussen einige
Ver

anderungen vorgenommen werden. Hierzu werden wir zun

achst einige Vor

uberlegungen
anstellen:
1. Zustandsbezeichner gibt es als solche im algebraischen Ansatz nicht. Zustandsbezeichner
sind Variablen, die zustandsabh

angig Werte speichern. Da Zust

ande im algebraischen
Ansatz nicht inh

arent vorhanden sind, m

ussen sie explizit modelliert werden. Daher soll
eine Menge abstrakter Zust

ande angenommen werden, in Abh

angigkeit derer Zustands-
bezeichner interpretiert werden k

onnen. Folgende Konstruktion soll dies realisieren:
z : ! ident f

ur alle z 2 Z
ST : state  ident! val
z stellt einen Zustandsbezeichner dar. z wird als Konstante (null-stellige Operation) rea-
lisiert, deren Wert ein Bezeichner ist (Sorte ident). state soll durch eine Tr

agermenge
abstrakter Zust

ande interpretiert werden. ST ist eine Abbildung, die jedem Bezeich-
ner zustandsabh

angig einen Wert zuweist. ST soll durch die folgenden Eigenschaften
charakterisiert sein:
(a) ST (?
state
; z
i
) = ?
val
, d.h. im undenierten Zustand ?
state
: state ist kein Zu-
standsbezeichner deniert,
(b) 8st : state; z : ident : D(ST (st; z)) = true. D ist ein Deniertheitspr

adikat (s.u.).
?
val
ist eine Konstante der Sorte val, die das undenierte Element repr

asentieren soll.
Es wird mit der Aussage (b) ausgedr

uckt, da ST total sein soll. Mit ST wird die
Funktionalit

at von STATE nachgebildet. STATE ist die Variablenbelegung in den
-Objekten. STATE wird durch eine Funktion nachgebildet, die die Ver

anderbarkeit
von STATE realisiert. Es wird durch ST in Abh

angigkeit vom aktuellen Zustand den
Variablen ein Wert zugewiesen.
2. Die Wertebereichsangabe s einer Operationsvereinbarung op : s
1
 : : :  s
n
! s im
algebraischen Ansatz darf nur eine Komponente umfassen. Es mu also f

ur Operatio-
nen eine tupelwertige Sorte gebildet werden, auf die dann durch explizit modellierte
Projektionsfunktionen zugegrien wird. Statt
op : state  s
1
 : : : s
n
! state  s
werden nun
op : state  s
1
 : : : s
n
! state s
und
pr1
s
: state s! state und pr2
s
: state s! s
ben

otigt.
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Die Projektionen pr1
s
und pr2
s
sind f

ur jede Datensorte s, die auf der rechten Seite
von Operationsvereinbarungen auftritt, zu denieren. state s ist f

ur jedes s 2 S eine
neue Sorte. Projektionsfunktionen pr1 und pr2 sowie ein Konstruktor constr sollen im
folgenden charakterisiert werden. Seien first; second und pair Sorten.
constr : first second! pair
pr1 : pair! first
pr2 : pair! second
Dies sind die Funktionen, die zus

atzlich in den Signaturen der algebraischen Spezika-
tion gebraucht werden. Sie sollen durch folgende Axiome in den algebraischen Spezi-
kationen festgelegt sein:
pr1(constr(a; b)) = a
pr2(constr(a; b)) = b
constr(pr1(a); pr2(a)) = a
Nur so ist die Denition einer Projektion (selektiver Zugri) m

oglich. F

ur diese Spezi-
kation ist es unerheblich, ob der konstruierte Typ 'pair' durch kartesische Produkte,
Listen oder andere Strukturen dargestellt wird.
3. Prozeduren werden im zustandsbasierten Ansatz durch Funktionen interpretiert, die
partiell korrekt bez

uglich der Prozedurspezikation sind. Die partielle Korrektheit ist
algebraisch nur darstellbar, wenn im algebraischen Ansatz ad

aquate Mittel bereitste-
hen. Dies kann durch partielle Algebren erfolgen [BW82]
11
. In dem in [Wir90] Kap. 3.3.2
vorgestellten (und auf [BW82] basierenden) Ansatz wird ein Deniertheitspr

adikat D
zur Verf

ugung gestellt. Mit Mitteln totaler Ans

atze ist die partielle Korrektheitsaussa-
ge, die der Interpretation des Box-Operators zugrundeliegt, nicht darstellbar. Also soll
hier ein Deniertheits- bzw. Terminierungspr

adikat | letzteres ist f

ur partielle Kor-
rektheit wesentlich | f

ur die unterliegenden partiellen Algebren vorausgesetzt werden.
Sei im folgenden D dieses Deniertheitspr

adikat. D(t) gilt f

ur einen Term t, falls die
Auswertung von t deniert ist. D angewendet auf einen Prozeduraufruf soll ung

ultig
sein, falls die Ausf

uhrung der Prozedur nicht terminiert.
Hier wird eine lose Modellbildung ohne Erreichbarkeit f

ur die zustandsbasierte Spezi-
kation realisiert. Um die jeweiligen Modellklassenbildungen zu vergleichen, soll eine
lose Modellbildung ohne Erreichbarkeitsforderung auch f

ur den algebraischen Ansatz
vorausgesetzt werden.
Sei die Prozedur p : state  s
1
 : : : s
n
! state  void im zustandsbasierten Ansatz
durch das Axiom
! [p(st; t
1
; : : : ; t
n
)]  
speziziert. F

ur die Darstellung im algebraischen Ansatz seien die Konstruktionen aus
den ersten beiden Punkten angenommen (ST , Projektionen). Die Spezikation von p
soll nun im algebraischen Ansatz formuliert werden. Dazu mu zuerst das Problem
gel

ost werden, da sich eine Zustandsvariable im algebraischen Ansatz nicht direkt
auswerten l

at. Sei st der aktuelle Zustand. Dann ist der Wert einer Zustandsvariablen
z beschrieben durch ST (st; z). D.h. in jeder Formel  des zustandsbasierten Ansatzes
11
Alternativ auch stetige Algebren, siehe [Wir90] Kapitel 3.3 oder hier Kapitel 6.1.1.
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ist das Auftreten einer Zustandsvariablen durch obige Konstruktion zu ersetzen. F

ur
! [p(st; t
1
; : : : ; t
n
)]  mu also geschrieben werden:
[z
i
=ST (st; z
i
)]! ( D(p(st; t
1
; : : : ; t
n
))!  [z
i
=ST (pr1(p(st; t
1
; : : : ; t
n
)); z
i
)] )
[x=y] beschreibt die syntaktische Substitution aller freien Vorkommen von x in  durch
y. D(:) ist das Pr

adikat, das Aussagen

uber die Terminierung des Argumentes macht
12
.
Die eben angesprochenen Ideen werden nun in ein formales, konstruktives Vorgehen umge-
setzt. Es sei eine Objektspezikation OS gegeben. Es soll gezeigt werden, da Modellklassen
von OS kleiner sind als Modellklassen einer in bezug auf das Verhalten der Operationen
gleichwertigen algebraischen Spezikation. Dazu ist zuerst eine gleichwertige algebraische
Spezikation AS = < ; E > zu OS = < ; E > zu konstruieren. Dann ist die Vergleichbar-
keit auf Modellebene zu gew

ahrleisten.
Die Umsetzung auf der Ebene der Spezikationen wird durch eine Abbildungsvorschrift X 7!
Y f

ur ein bestimmtes Sprachkonstrukt angegeben, d.h. X soll durch Y ersetzt werden. Es
soll angenommen werden, da auf Y alle notwendigen Transformationen auch f

ur andere
Sprachkonstrukte angewendet werden. F

ur die Objektspezikation wird jeweils die explizite
Form (etwa pr
1
(p)(st; t
1
; : : : ; t
n
) statt des impliziten p(t
1
; : : : ; t
n
) f

ur Prozeduraufrufe) benutzt
(siehe Diskussion in Abschnitt 3.2.3).
Die Grundlagen algebraischer Spezikation sind im Anhang A.3 zu nden. Hier soll ein Spezi-
alfall algebraischer Spezikation benutzt werden: der Ansatz partieller abstrakter Datentypen
nach [BW82] (siehe auch Kapitel 3.3.2 Partial Algebras in [Wir90]). Das dort vorgestellte De-
niertheitspr

adikat D soll vorhanden sein (siehe auch Abschnitt 6.1.1). Die Modellbildung
soll nach dem losen Ansatz erfolgen. G

ultigkeit sei wie folgt deniert (A ist eine Algebra, v
eine Belegung):
A; v j= D(t) gdw. v

(t) ist deniert
A; v j= t = t
0
gdw. v

(t) = v

(t
0
) oder (v

(t) und v

(t
0
) sind undeniert)
Hiermit kann die Gleichheit rekursiver Funktionen beschrieben werden. Nichtterminierende
rekursive Funktionen sind undeniert. Bei der Betrachtung geht es hier um die Terminie-
rungsaussage f

ur die partielle Korrektheit.
-Objekte enthalten (mehr oder weniger explizit) Funktionen, die in der Signatur nicht ex-
plizit auftreten: STATE ist die Zustandsabbildung, Projektionen auf state- bzw. s 2 S-
Realisierungen, Paarbildung versteckt in den Funktionen sowie die Kommandorealisierungen
f

ur asgn; if; seq. Diese m

ussen in der algebraischen Spezikation explizit nachgebildet werden.
Im folgenden wird nun die notwendige Konstruktion f

ur Signaturen, Terme, Interpretationen,
G

ultigkeit, Axiome und Modellbildung durchgef

uhrt. Das Ergebnis der Untersuchung wird
in einem Satz (5.4.1) ausgedr

uckt.
Signaturen
Aus einer beliebigen Objektsignatur  = < S [ fstateg; Z; OP > ist die zugeordnete alge-
braische Signatur  = < S; F > zu konstruieren.
12
Das Halteproblem f

ur Turingmaschinen ist nicht entscheidbar. Ein Algorithmus, der f

ur jede beliebige
Turingmaschine entscheiden kann, ob sie bei gegebener Eingabe terminiert, existiert nicht.
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S := S [ fstateg [ fbool; ident; valg [ fstate s j s 2 Sg
F := fop : state  s
1
 : : : s
n
! state s j op : state  s
1
 : : : s
n
! state  s 2 OPg
[ fpair
s
: state  s! state s j s 2 Sg
[ fpr1
s
: state s! state j s 2 Sg
[ fpr2
s
: state s! s j s 2 Sg
[ fST : state  ident! valg
[ fz :! ident j z 2 Zg
[ fasgn : state  ident val ! stateg
[ fif : state bool  state! stateg
[ fseq : state  state  state! stateg
Es sind nicht alle Kommandos behandelt (etwa skip fehlt). Es k

onnte F um init :! state
erweitert werden. Durch init k

onnte ein Initialzustand erzeugt werden, der hier durch die
Initialisierung aller Zustandsvariablen mit ! erreicht wird. Es soll op = pair
s
 op f

ur op :
state  s
1
 : : : s
n
! state  s 2 OP gelten. asgn; if; seq sind Kommandoterme, d.h. sie
sind direkt auf der Sorte state deniert, Projektionen f

ur sie werden also nicht ben

otigt. Ein
Element der Sorte state wird im algebraischen Ansatz durch abstrakte Zust

ande interpretiert.
Kommandos sind so realisiert, da sie die Abstraktion des Folgezustandes liefern (Beispiel
seq : state  state  state ! state). Der erste Parameter ist der aktuelle Zustand (oder ein
Kommando, das ihn liefert); zweiter und dritter Parameter sind die Kommandos, die eine
Sequenz bilden sollen. Der Ergebniswert ist der Zustand, der sich nach Ausf

uhrung der beiden
Kommandos auf dem aktuellen Zustand ergibt.
Terme
Nun werden wir die induktiv denierten -Terme in -Terme umformen. Es erfolgt eine
Fallunterscheidung

uber die Termkonstruktion

uber Objektsignaturen.
 Zustandsbezeichner z
i
(nicht als linke Seite in einem asgn): z
i
7! ST (st; z
i
) wobei
st : state freie Variable ist.
 Operationsaufrufe
{ Attributaufrufe a(st; t
1
; : : : ; t
n
): pr
2
(a)(st; t
1
; : : : ; t
n
) ist ein Term der Sorte s f

ur
a : state  s
1
 : : : s
n
! state  s
pr
2
(a)(st; t
1
; : : : ; t
n
) 7! pr2
s
(a(st; t
1
; : : : ; t
n
))
{ Prozeduraufrufe p(st; t
1
; : : : ; t
n
): pr
1
(p)(st; t
1
; : : : ; t
n
) ist Term der Sorte state f

ur
p : state  s
1
 : : : s
n
! state  s
pr
1
(p)(st; t
1
; : : : ; t
n
) 7! pr1
state
(p(st; t
1
; : : : ; t
n
))
 Kommandoterme (auer Prozeduraufruf)
{ Zuweisung asgn(z; t)
13
:
asgn(z; t) 7! asgn(st; z; t)
z wird hier nicht transformiert. st ist freie Variable der Sorte state.
13
Die Behandlung von asgn ist vereinfacht. Eigentlich m

ute asgn
s
: state  ident  s ! state statt
asgn : state ident val ! state deniert werden (f

ur alle s 2 S). Hier ist die Menge der Sorten durch val
verallgemeinert. val mu durch die Vereinigung der Tr

agermengen aller s 2 S interpretiert werden.
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{ Sequenz seq(c
1
; c
2
):
seq(c
1
; c
2
) 7! seq(st; c
1
; c
2
)
st ist freie Variable der Sorte state.
{ Bedingtes Kommando if(b; c):
if(b; c) 7! if(st; b; c)
st ist freie Variable der Sorte state.
Interpretation
In Objektspezikationen werden Variablen durch STATE verwaltet. Es erfolgt eine induk-
tive Erweiterung f

ur Terme, bezeichnet durch v

. In algebraischen Spezikationen werden
Variablen durch die Belegung v verwaltet. Die induktive Erweiterung wird mit v

bezeichnet.
Die Interpretation von Termen soll durch Fallunterscheidung

uber die Termkonstruktion

uber
Signaturen betrachtet werden.
 Zustandsbezeichner z
i
: Sie werden im objektbasierten Ansatz als freie Variable behan-
delt. Die Belegung mit einem Wert erfolgt

uber STATE. Im algebraischen Ansatz ist
z
i
ein konstanter Bezeichner. Der Wert wird

uber den Funktionsaufruf ST (st; z
i
) im
aktuellen Zustand st : state ermittelt.
 Operationsaufrufe op(t
1
; : : : ; t
n
): In beiden Ans

atzen erfolgt die Interpretation analog.
Operationsaufrufe sind jeweils induktiv

uber Funktionen und die Interpretation der
Parameter deniert. Sei a(t
1
; : : : ; t
n
) ein Attributaufruf (und a(t
1
; : : : ; t
n
) der zugeh

orige
algebraische Term) f

ur a : state s
1
 : : : s
n
! state s, O ein -Objekt und A eine
-Algebra.
v

(STATE; a(t
1
; : : : ; t
n
)) := a
O
(STATE; v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2])
v

(a(st; t
1
; : : : ; t
n
)) := a
O
(v

(st); pr1
A
s
1
(v

(t
1
)); : : : ; pr2
A
s
n
(v

(t
n
)))
Analog f

ur Prozeduren.
 Kommandoterme (auer Prozeduraufruf)
{ Zuweisung asgn(z; t): Im -Objekt-basierten Ansatz ist die Zuweisung

uber Sub-
stitution deniert. Im algebraischen Ansatz mu dies axiomatisch speziziert wer-
den (s.u. 'Axiome').
{ Sequenz seq(c
1
; c
2
): Die Sequenz ist im -Objekt-basierten Ansatz semantisch
durch Funktionskomposition deniert. Im algebraischen Ansatz mu dies axio-
matisch speziziert werden.
{ Bedingtes Kommando if(b; c): Im -Objekt-basierten Ansatz ist das bedingte
Kommando

uber ein if -Konstrukt deniert. Im algebraischen Ansatz mu dies
axiomatisch speziziert werden.
Weitere, fest vorgegebene Interpretationen gibt es f

ur Zust

ande STATE 2 State (d.h. Ele-
mente der Sorte state), die Projektionen und die Paarbildungen. Diese werden ebenfalls noch
axiomatisch speziziert.
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Formeln
Die Betrachtung der Formeln erfolgt durch Fallunterscheidung

uber den Aufbau vonWFF ().
Es ist zu beachten, da rechts von
0
7!
0
die jeweils transformierten Werte stehen.
 Gleichung t
1
= t
2
:
t
1
= t
2
7! t
1
= t
2
 Konnektoren :;^; 8 in nichtmodaler Formel :
 7! 
 Box-Operator  ! [P ]  : Auf algebraischer Seite steht das Deniertheitspr

adikat D
zur Verf

ugung. P ist ein Kommandoterm, in dem ein st : state explizit auftritt.
! [P ]  7! ! (D(P )!  )
wobei  durch Durchf

uhrung aller Transformationen auf  gebildet wird. st : state
sei die freie Variable, die den Zustand bezeichnet.  wird durch Durchf

uhrung aller
Transformationen auf  konstruiert, allerdings wird der Folgezustand pr1
s
(P ) statt des
aktuellen Zustandes st bei der Transformation benutzt.
G

ultigkeit
Die G

ultigkeit wird durch Fallunterscheidung

uber den Aufbau der Formeln in WFF ()
betrachtet. Sei O ein -Objekt und A eine -Algebra. Die Bewertung im algebraischen Ansatz
sei mit v, deren G

ultigkeit mit j=
A
bezeichnet.
 Gleichung t
1
= t
2
:
O j= t
1
= t
2
gdw. v

(STATE; t
1
) = v

(STATE; t
2
) f

ur alle STATE 2 State
A j=
A
t
1
= t
2
gdw. v

(t
1
) = v

(t
2
) f

ur alle Bewertungen v : X ! A
Wir nehmen nun an, da die zus

atzlich hinzugenommenen Funktionalit

aten (asgn, ...)
in F so speziziert sind, da ihre Interpretationen die wesentlichen Eigenschaften der
entsprechenden Konstrukte in -Objekten erf

ullen. Diese Eigenschaften sind weiter un-
ten unter der

Uberschrift 'Axiome' vollst

andig speziziert. Damit kann die Betrachtung
der Elemente der Terme (strukturell induktiv) erfolgen:
{ Zustandsbezeichner:
v

(STATE; z
i
)[2] = v

(ST (st; z
i
))
falls st den aktuellen Zustand bezeichnet. Dies gilt nach Konstruktion von state
und ST .
{ Operationsaufrufe: Bei analoger Denition der Interpretationen von op und op
(siehe Anmerkungen zur Interpretation) wird die Gleichheit der Terme

uber die
Projektionen erhalten (mit Einbeziehung der Paarbildung f

ur op).
{ Kommandos: mit obiger Annahme werden durch asgn , if und seq die gleichen
neuen Zust

ande wie von den Kommandos asgn; if; seq produziert (oder pr

aziser
die passenden Abstraktionen der Zust

ande durch die Konstruktion

uber ST (st; z
i
)
mit abstraktem Zustand st und Zustandsbezeichner z
i
).
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 Konnektoren :;^; 8: Deren G

ultigkeit ist in beiden Ans

atzen analog deniert (siehe
Formelbehandlung).
 Box-Operator [P ]  : Dem [P ]  in modaler Form entspricht D(P )!  in algebraischer
Form. Mit D(P ) und der Konstruktion des Folgezustandes in  wird im algebraischen
Ansatz genau die partielle Korrektheit umgesetzt.
Axiome
Mit OS = < ; E > und AS = < ; E > ist
E := f j  2 E;  7! g [ f j  spezifiziert die zusatzlichen Operationeng
Zus

atzlich zu spezizieren sind gem

a Konstruktion von :
1. F

ur Paarbildung und Projektion pair
s
; pr1
s
; pr2
s
f

ur alle s 2 S:
pr1
s
(pair
s
(a; b)) = a
pr2
s
(pair
s
(a; b)) = b
pair
s
(pr1
s
(a); pr2
s
(a)) = a
2. F

ur Zustandsbezeichner z f

ur alle z 2 Z und Zustandsabbildung ST :
ST (?; z) = ?
D(ST (st; z)) = true
3. F

ur die Kommandorealisierungen asgn; seq; if :
ST (asgn(st; z; t); z) = t
seq(st; c
1
; c
2
) = c
2
(c
1
(st))
b = false! if(st; b; c) = st
(b = true ^ (D(c)! ))! (D(if(st; b; c))! )
Modellbildung
Es werden nichterreichbare -Objekte und nichterreichbare -Algebren betrachtet, um die
Modellklassenbildungen vergleichen zu k

onnen.
Mod(OS) := fO 2 Obj() j O j=  f ur alle  2 E g
Mod(AS) := fA 2 Alg() j A j=
A
 f ur alle  2 E g
Denition 5.4.1 Sei  = < S; Z;OP > eine Objektsignatur und  = < S; F > die zu-
geh

orige algebraische Signatur. Ein OA-Signaturmorphismus  :  !  ist ein Tri-
pel von Abbildungen < 
Z
; 
S
; 
OP
> mit 
Z
: Z ! F; 
S
: S ! S; 
OP
: OP ! F ,
so da stets gilt: ist op 2 OP mit op : state  s
1
: : :  s
n
! state  s, so ist 
OP
(op) :
state  
S
(s
1
)  : : : 
S
(s
n
) ! state s. 
Z
bildet die Zustandsbezeichner z 2 Z auf Kon-
stanten z :! ident ab.
Folgerung 5.4.1 Die denierte Abbildung  7!  ist ein OA-Signaturmorphismus.
Beweis: Trivial. 2
Es wird durch die Abbildung eine Einbettung von  in  deniert, allerdings nicht im engeren
Sinne von Abschnitt 3.2.4. Es soll nun eine Reduktbildung bzgl. eines OA-Signaturmorphismus
deniert werden (vgl. Denitionen 3.3.7 und 3.3.8).
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Denition 5.4.2 Sei  :  !  ein OA-Signaturmorphismus und Mod(AS) eine Klasse
von -Algebren. Dann wird Mod(AS)j
Alg

die erweiterte Reduktbildung genannt.
Mod(AS)j
Alg

:= fAj

j A 2Mod(AS)g
ST wird bei erweiterter Reduktbildung auf STATE abgebildet. Zustandsbezeichner werden
wieder als freie Variablen und nicht mehr als Konstante behandelt.
Satz 5.4.1 Sei OS = < ; E > eine Objektspezikation mit  = < S [ fstateg; Z; OP >
und AS die dazu konstruierte algebraische Spezikation. Sei 
0
= < S [ fstateg; Z; OP [
fpr1
s
; pr2
s
; asgn; if; seq j s 2 Sg >. Dann gilt:
Mod(OS) Mod(AS)j
Alg

0
Beweis:
1. Sei O 2Mod(OS). Es ist zu zeigen, da O 2Mod(AS)j
Alg

0
ist. Also
(a) O 2 Alg(AS)j
Alg

0
. O besteht aus:
 Tr

agermengen A
s
f

ur die Sorten s 2 S sowie Tr

agermengen State, IDENT =
fid
n
j n 2 Natg und VAL =
S
s2S
A
s
 einer Abbildung STATE : IDENT ! V AL aus State
 Funktionen f : State A
s
1
 : : : A
s
n
! State A
s
f

ur alle op 2 OP
 Funktionen (f

ur alle s 2 S)
asgn
O
: State IDENT  V AL! State
if
O
: State A
bool
 State! State
seq
O
: State State State! State
pr1
O
s
: State A
s
! State
pr2
O
s
: State A
s
! A
s
Das -Objekt O wird transformiert zu einer Algebra O
0
, wobei folgende Ver

ande-
rungen vorgenommen werden (bezeichnet durch 7!):
i. STATE : IDENT ! VAL 7! STATE
0
: State IDENT ! V AL
STATE
0
erh

alt als zus

atzlichen Parameter den abstrakten Zustand.
ii. f 7! f
0
f

ur alle Operationen f : state  s
1
 : : : s
n
! state  s mit
f
0
: State A
s
1
 : : :A
s
n
! State, falls f Prozedur ist,
f
0
: State A
s
1
 : : :A
s
n
! A
s
, falls f Attribut ist,
so da f
0
= pair
s
 f gilt.
O
0
ist somit als erweitertes 
0
-Redukt einer -Algebra bzgl. eines OA-Signatur-
morphismus konstruiert worden (siehe Denition 5.4.2 und Konstruktion  7! ).
O
0
ist also Element von Alg(AS)j

0
. O ist daher Element von Alg(AS)j
Alg

0
.
(b) O 2 Mod(AS)j
Alg

0
. Die G

ultigkeit der Axiome von AS ist in O zu zeigen. Dies
folgt aus den Umsetzungen der Terme und den

Uberlegungen zur G

ultigkeit (s.o.).
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2. Die echte Inklusion gilt.
Es gibt also Algebren inMod(AS)j
Alg

0
, die nicht inMod(OS) sind. Sei A 2Mod(AS)j
Alg

0
.
Sei ident in A durch IDENT = fid
n
j n 2 Natg interpretiert, so da die Elemente
von IDENT paarweise verschieden zu allen Elementen aus IDENT sind (etwa f

ur
IDENT  NAT ). Mit dieser Konstruktion gilt id
i
6= id
j
f

ur beliebige i; j 2 Nat. Da-
mit ist ein Modell erzeugt, das sich von der Konstruktion der -Objekte unterscheidet.
Die echte Inklusion gilt also. 2
F

ur Projektionen, Paarbildung oder Kommandorealisierungen nden sich Entsprechungen in
den -Objekten. Dort ndet aber bzgl. dieser Elemente keine Modellklassenbildung statt,
sondern nur eine einmalige Realisierung (modelltheoretische Sicht). Durch die axiomatische
Spezikation in AS sind mehrere Modelle m

oglich. So kann state im algebraischen Ansatz
durch beliebige Zustandsabstraktionen interpretiert werden.
Operationen k

onnen verschieden interpretiert werden, wenn sie partiell speziziert sind, oder
wenn sie auf unterschiedlichen Wertebereichen realisiert werden (verschiedene Tr

agermengen
pro Sorte). Aus diesem

Uberlegungen ergibt sich die echte Mengeninklusion.
Somit l

at sich feststellen, da die Modellklassen bei Verwendung zustandsbasierter Spezi-
kation kleiner sind, da f

ur die im algebraischen Ansatz zus

atzlich notwendigen Funktionen
Projektion und ST durch den eigenschaftsorientierten Ansatz

uber verschiedenen Tr

ager-
mengen mehrere Modelle m

oglich sind. In -Objekten sind diese Funktionen direkt imple-
mentiert (modelltheoretisch deniert), somit also nur in einer Realisierung vorhanden.
-Objekte erlauben im Kontext zustandsbasierter Systeme eine problembezogene Interpre-
tation von Spezikationen. -Objekte sind an einen Zustandsbegri angepat und somit
kompakter. Die Modellklassen sind kleiner, und damit spezischer, da sie gegen

uber den Al-
gebren die Zustandsbehandlung 'fest verdrahtet' haben. Dies stellt eine Optimierung und
keine Einschr

ankung in der M

achtigkeit des Ansatzes dar.
Der Zustand kann im Ansatz zustandsbasierter Spezikation in den Spezikationen selbst
implizit bleiben. So mu keine Variable der Sorte state explizit benutzt werden. Der aktuel-
le Zustand ist Parameter aller Operationsaufrufe und Kommandos. Dieser Parameter state
ist implizit in den Axiomen allquantiziert. Da der aktuelle Zustand immer Parameter ist,
kann auf seine explizite Benutzung in den Spezikationen verzichtet werden (siehe explizi-
te und implizite Terme in Abschnitt 3.2.3). Das Zustandskonzept an sich ist aber explizit,
da es inh

arent im Ansatz ist. Im algebraischen Ansatz m

ussen Zust

ande immer explizit ge-
macht werden, wie am Konstruktionsverfahren dieses Abschnittes zu sehen ist. Attribute
werden durch Allquantizierung

uber alle Zust

ande speziziert. F

ur Prozeduren m

ussen Vor-
zust

ande ggf. eingeschr

ankt werden. Nachzust

ande werden explizit konstruiert. Es gibt im
algebraischen Ansatz kein inh

arentes Zustandskonzept, daher mu die Zustandsbehandlung,
wenn sie betrachtet werden soll, explizit sein.
5.4.2 Kripke-Modelle
Kripke-Modelle sind die

ublichen semantischen Strukturen, um modale Logiken, wie z.B. dy-
namische oder temporale Logik, zu interpretieren [KT90, Har79, Har84, Sti91]. Ein Kripke-
Modell f

ur eine modale Aussagenlogik wird im folgenden deniert. Diese einfache Form dient
der Veranschaulichung des Zustandskonzeptes. Dann werden Kripke-Modelle f

ur die Pr

adi-
katenlogik deniert. Die Denitionen erfolgen nach [KT90]. -Objekte sollen mit Kripke-
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Modellen (nach [KT90]) verglichen werden. Neben einer semantischen Struktur erster Ord-
nung umfassen Kripke-Modelle Zust

ande. Diese sind je nach Form der Logik (aussagenlo-
gisch oder pr

adikatenlogisch) abstrakt oder enthalten Bindungen von Bezeichnern an Werte.
Sei zun

achst eine dynamische Aussagenlogik wie in [KT90] Kapitel 2 angenommen. Diese
Logik besteht aus Programmfragmenten p; q; : : : und Formeln ;  ; : : :, auf die Operatoren
angewendet werden k

onnen. Zu den Operatoren geh

oren logische Konnektoren (:;_; : : :),
Programmoperatoren (Sequenz, Iteration, Auswahl) sowie Mischoperatoren wie der modale
Box-Operator.
Denition 5.4.3 Ein Kripke-Modell f

ur eine Aussagenlogik ist ein Paar M = (S
M
; I
M
),
wobei S
M
= fu; v; : : :g eine Menge abstrakter Zust

ande und I
M
eine Interpretationsfunktion
ist.
Eine Formel  der Logik kann als Teilmenge 
M
 S
M
und jedes Kommando (Programmfrag-
ment) p kann als bin

are Relation p
M
auf S
M
eines Kripke-Modells M interpretiert werden.

M
bezeichnet dann die Menge der Zust

ande, die  erf

ullen und p
M
beschreibt die Ein-
/Ausgaberelation von p.
Pr

adikatenlogiken werden

uber (semantischen) Strukturen interpretiert [Kre91]. Eine Struk-
tur A (einsortig) besteht aus einer Tr

agermenge sowie Funktionen f

ur alle Funktionssymbole
und Relationen f

ur alle Relationssymbole einer Signatur. Diese mu, um ein Kripke-Modell
zu sein, um eine Bewertung u erweitert werden (sei V ar eine Menge von Variablen); es mu
also gelten:
u(x) 2 A f ur x 2 V ar
Durch Induktion kann die Bewertung auf beliebige Terme t
1
; : : : ; t
n
erweitert werden. f sei
ein Funktionssymbol und A eine Struktur.
u(f(t
1
; : : : ; t
n
)) := f
A
(u(t
1
); : : : ; u(t
n
))
Mit u[x 7! a] wird die Bewertung bezeichnet, die sich bei Substitution der Bindung f

ur x
ergibt (der Wert a wird an x gebunden).
Denition 5.4.4 Zwei Bewertungen u; v sind endliche Varianten voneinander, wenn gilt:
u(x) = v(x) fur alle bis auf endlich viele Variablen x 2 V ar
Denition 5.4.5 Sei w eine Bewertung, die Variablen beliebig zuordnet (etwa auf Initial-
werte gesetzt). Ein Zustand ist dann jede endliche Variante von w. Die Menge der Zust

ande
der Struktur A wird mit S
A
bezeichnet.
Damit kann eine Zuweisung asgn(x; t) als primitive Form einer Berechnung wie folgt auf einer
Struktur A deniert werden:
( asgn(x; t) )
A
:= f(u; u[x 7! u(t)]) j u 2 S
A
g
Die denierte Relation 'ist endliche Variante von' ist eine

Aquivalenzrelation auf den Bewer-
tungen. Terminierende Berechnungen k

onnen in endlicher Zeit nur endlich viele Zuweisungen
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ausf

uhren (d.h. nur endlich viele neue Bewertungen produzieren). Eine Berechnung bleibt so-
mit immer innerhalb einer

Aquivalenzklasse. Ein Paar (u; v) ist dann Ein-/Ausgaberelation
eines Programmes, wenn u endliche Variante von v ist.
F

ur deterministische Programmfragmente p ist die Semantik p
A
einwertig, d.h. eine partielle
Funktion auf Zust

anden. Die Partialit

at ergibt sich, da Funktionen nicht terminieren m

ussen.
Nichtterminierung entspricht hier einer nichtdenierten Ein-/Ausgaberelation.
Denition 5.4.6 Falls A eine Struktur und u ein Zustand in A ist, dann ist das Paar (A; u)
eine Interpretation. Sei  eine Formel. Man schreibt A; u j=  f

ur u 2 
A
.
Es soll nun eine Denition der Kripke-Modelle f

ur die pr

adikatenlogische dynamische Logik
angegeben werden. Die Denition orientiert sich an [KT90]. Dort wurden allerdings aus Ver-
einfachungsgr

unden nur einsortige Kripke-Modelle betrachtet (siehe [KT90] S. 792, Kapitel
1.1).
Denition 5.4.7 Sei V ar eine aufz

ahlbare Menge individueller Variablen. Ein Kripke-
Modell M = (A; S
A
) mit der Bewertung u f

ur eine Pr

adikatenlogik

uber Sorten S und
Funktionssymbolen F ist durch folgende Komponenten charakterisiert:
1. eine semantische Struktur A bestehend aus
 Tr

agermengen A
s
f

ur alle Sorten s 2 S,
 einer n-stelligen Funktion f
A
: A
s
1
 : : : A
s
n
! A
s
f

ur jedes n-stellige Funkti-
onssymbol f : s
1
: : : s
n
! s aus F ,
2. eine Bewertung u

uber einer S-sortierten Menge von Variablen V ar = (V ar
s
)
s2S
mit
u(x) 2 A
s
f ur jede V ariable x 2 V ar
s
; s 2 S;
durch Induktion wird u auf beliebige Terme erweitert
u(f(t
1
; : : : ; t
n
)) = f
A
(u(t
1
); : : : ; u(t
n
))
falls f ein n-stelliges Funktionssymbol ist.
3. Sei w eine beliebige initiale Bewertung der Variablen aus V ar. Ein Zustand ist dann
jede endliche Variante von w. Die Menge der Zust

ande wird mit Z
A
bezeichnet.
Satz 5.4.2 -Objekte sind Kripke-Modelle.
Beweis: Der Beweis erfolgt anhand von Denition 5.4.7 f

ur Kripke-Modelle und Denition
3.3.1 f

ur -Objekte. Sei die geforderte Pr

adikatenlogik durch Objektsignaturen und sich
kanonisch darauf aufbauenden Term- und Formelbegrien deniert. Sei im folgenden S

=
S [ fstateg die Menge der Sorten und F die Menge der Operationssymbole einschlielich der
zus

atzlichen Funktionen wie asgn (siehe Abschnitt 5.4.1). Es wird nun ein Kripke-Modell A
aus Elementen eines -Objekts O konstruiert.
1. V ar := IDENT .
Da Bezeichner z in Objektsignaturen in der Form z : s angegeben werden m

ussen, kann
IDENT als S-sortiert angenommen werden.
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2. A
s
:= O
s
f

ur alle s 2 S

und f
A
:= f
O
f

ur alle Operationssymbole.
Die Abbildung f 7! f wurde in Abschnitt 5.4.1 beschrieben. -Objekte bestehen aus
Tr

agermengen f

ur alle Sorten und Funktionen f

ur alle Operationssymbole im geforderten
Sinne (Denition 5.4.7(1)).
3. u := STATE.
u wird im -Objekt durch STATE realisiert. STATE bildet ebenfalls freie Variablen
auf Tr

agerelemente ab. Die induktiv denierte Erweiterung von u f

ur die Anwendung
von Funktionen in Kripke-Modellen wird hier mit v bzw. v

bezeichnet (siehe Denition
5.4.7(2)). Die Zuweisung wird in beiden Ans

atzen

uber Substitution in den Belegungen
(STATE bzw. u) realisiert.
4. fu j u ist endliche Variante von wg := State.
F

ur beide Ans

atze k

onnen initiale Belegungen mit undenierten Werten angenommen
werden. w soll die initiale Belegung f

ur Kripke-Modelle bezeichnen.
Die Menge der m

oglichen Zust

ande State im -Objekt wird basierend auf den Ab-
bildungen STATE (siehe Denition 3.3.1) gebildet. In Kripke-Modellen ist die Menge
der Zust

ande ebenfalls durch die m

oglichen Belegungen deniert (siehe zweiter Spiegel-
punkt in Denition 5.4.7). Da terminierende Berechnungen endlich sind, kann es (der
Argumentation hinter Denition 5.4.5 folgend) nur endliche Varianten einer initialen
Belegung der Variablen geben (Denition 5.4.7(3)).
Somit ist ein Kripke-Modell konstruiert. Alle Elemente der -Objekte sind auch Elemente
eines Kripke-Modells. 2
Kripke-Modelle sind Paare aus einer semantischen Struktur erster Ordnung und einer Zu-
standsmenge. -Objekte sind Erweiterungen einer semantischen Struktur erster Ordnung um
einen Zustandsbegri. Sie lassen sich allerdings (wie eben gezeigt) auch in Form von Kripke-
Modellen darstellen. -Objekte sind spezielle Kripke-Modelle. -Objekte sind, wie Modelle
bei algebraischen Spezikationen auch, als eine singul

are Struktur (eine abstrakte Maschine)
dargestellt. -Objekte sind in ihrem Aufbau semantische Strukturen im Sinne einer Kollek-
tion von Mengen und Funktionen, die durch Zuordnung von Tr

agermengen zu Sorten und
Funktionen zu Operationssymbolen gebildet wird. -Objekte sind spezieller als mehrsorti-
ge Kripke-Modelle, da ihre Mengen cpos und die Funktionen stetig sind. Damit lassen sich
auf -Objekten rekursive Operationen oder auch partielle Spezikationen

uber das bottom-
Element realisieren. Im Gegensatz zu Kripke-Modellen erlauben -Objekte auch prozedurale
Abstraktionen f

ur die Zustands

uberg

ange (durch Denition von Prozeduren). Zudem k

onnen
Attribute (Funktionen in Kripke-Modellen) und Prozeduren verschmolzen werden.
5.4.3 Beobachtungsorientiertes Spezizieren
Der Ansatz algebraischer Spezikation wird durch beobachtungsorientiertes Spezizieren
[ST87, Hen89] verallgemeinert. Der G

ultigkeitsbegri der Spezikationslogik wird so erwei-
tert, da er sich nur auf ein irgendwie deniertes beobachtbares Verhalten st

utzt. Dadurch
soll von internen Eigenschaften abstrahiert werden. Dies ist insbesondere von Bedeutung,
wenn ein Implementierungsbegri etabliert werden soll, der dann

uber den internen Eigen-
schaften abstrahieren kann. Korrekt ist in diesem Sinne eine Implementierung dann, wenn
sie ein speziziertes beobachtbares Verhalten erf

ullt. Der Ansatz geht auf D. Sannella und
A. Tarlecki [ST87] zur

uck. Die hier vorgestellte Form orientiert sich an den Arbeiten von R.
Hennicker [Hen89, Hen91c, Hen92].
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Der Modellbegri beobachtungsorientierten Spezizierens
Es wird ein Beobachtungspr

adikat Obs eingef

uhrt, das wie das Gleichheitspr

adikat als
Standardpr

adikat jeder Spezikation behandelt wird. Obs beschreibt beobachtbare Objekte in
den Tr

agermengen. Eine beobachtungsorientierte Spezikation SP ist eine Spezikation, in der
eine Teilmenge von Sorten als beobachtbar ausgezeichnet wird (die Sorten, die beobachtbare
Elemente umfassen). Ein Modell von SP ist eine Struktur, die alle Axiome von SP bez

uglich
aller m

oglichen Beobachtungen erf

ullt.
Eine semantische Struktur ist hier eine Algebra. Beobachtungen werden durch beobachtbare
Kontexte repr

asentiert.  sei eine Signatur. Ein -Kontext ist ein -Term, der genau eine
spezielle Variable z
s
f

ur jede Sorte s enth

alt. Das Obs-Pr

adikat (ein Standardpr

adikat) kann
auf beliebige Terme, die Tr

agerelemente bezeichnen, angewendet werden. F

ur jede Tr

ager-
menge ergibt sich eine beobachtbare Teilmenge. Spezielle Kontexte werden ausgezeichnet.
Ein beobachtbarer -Kontext ist ein -Kontext mit beobachtbarer Ergebnissorte. Die
speziellen Variablen z
s
werden als Metavariablen f

ur Terme bestimmter Sorten gedeutet. Ein
Kontext c kann auf einen Term t angewendet werden.
c[t] := c[z
s
=t] fur t : s
Die spezielle Variable z
s
soll durch t substituiert werden. Die Anwendung beobachtbarer
Kontexte sei am Beispiel eines Stacks verdeutlicht: top(z) sei beobachtbarer Kontext mit
ausgezeichneter Variable z. Dann mu das Axiom pop(push(s; e)) = s nicht gelten, sondern
nur die Anwendung eines beobachtbaren Kontextes auf die Gleichung, also etwa:
top(pop(push(s; e))) = top(s)
pop(push(s; e)) und s substituieren in dieser Gleichung z. Eine beobachtungsorientierte
Spezikation SP ist ein Paar SP = < ; E > bestehend aus einer Signatur  und einer
Menge E von Hornklauseln der Form

1
^ : : :^ 
n
! 
n+1
wobei die 
i
; i = 1; : : : ; n + 1 atomare Formeln sind. Eine atomare Formel ist entweder eine
Gleichung t
i
= r
i
oder eine Beobachtung der Form Obs(t
i
) mit Termen t
i
; r
i
2 T (; X).
X ist eine Menge freier Variablen. Die Hornklauseln in E werden auch die Axiome von SP
genannt. Sei  = < S; F > eine Signatur. Eine beobachtbare -Algebra ist ein Paar
(A;Obs
A
) bestehend aus einer totalen -Algebra A und einer Familie Obs
A
= (Obs
A
s
)
s2S
von
Teilmengen Obs
A
s
 A
s
. Obs
A
ist der beobachtbare Teil von A. Die Elemente von Obs
A
heien beobachtbare Objekte.
Die Gleichheit algebraischer Spezikationen soll verallgemeinert werden: zwei durch Terme
bezeichnete Elemente sind beobachtbar gleich, wenn sie durch zul

assige Beobachtungen nicht
unterschieden werden k

onnen. Die beobachtbare G

ultigkeit j=
OBS
ist deniert durch:
(A;Obs
A
) j=
OBS
t = t
0
falls A j= c[t] = c[t
0
]
f

ur alle beobachtbaren Kontexte c. Alle anderen Konnektoren einer Gleichungslogik wer-
den wie

ublich deniert. Das Beobachtungspr

adikat Obs(t); t 2 T (; X), gilt in einer beob-
achtbaren -Algebra (A;Obs
A
) | kurz (A;Obs
A
) j=
OBS
Obs(t) | genau dann, wenn f

ur
alle Bewertungen v : X ! A die Interpretation von t durch v ein beobachtbares Objekt
5.4.3 Beobachtungsorientiertes Spezizieren 120
von (A;Obs
A
) ist, d.h. v

(t) 2 Obs
A
. Eine erreichbare beobachtbare -Algebra (A;Obs
A
)
heit Modell einer beobachtbaren Spezikation SP genau dann, wenn (A;Obs
A
) alle Axio-
me von SP erf

ullt. Mod
OBS
(SP ) ist die Klasse aller Modelle von SP . Die Modellklasse
von SP = < ; Obs; E > ist deniert durch (Alg
OBS
ist die Klasse der beobachtbaren -
Algebren):
Mod
OBS
(SP ) := fA 2 Alg
OBS
() j A j=
OBS
 fur alle  2 Eg
Die Implementierungsrelation; wird dann wie

ublich durch Modellklasseninklusion de-
niert:
SP ; IMPL gilt; falls Mod
OBS
(IMPL) Mod
OBS
(SP )
bei gleicher Signatur von SP und IMPL. SP wird durch IMPL implementiert. Implemen-
tierungen werden hier erst sp

ater betrachtet. Beobachtungsorientierte Spezikationen werden
dann wieder aufgegrien (Abschnitt 8.2.3).
Vergleich der Konzepte
F

ur den Vergleich zwischen beobachtungsorientiertem Spezizieren und dem vorliegenden
Ansatz soll die Anwendbarkeit des Beobachtungspr

adikates Obs eingeschr

ankt werden. Es
sollen immer (exklusiv) alle oder keine erreichbaren Objekte der Tr

agermenge einer Sorte
beobachtbar sein. Im folgenden wird nur eine Teilmenge der Sorten OBS  S angegeben, die
beobachtbar sein sollen.
s 2 OBS , Obs(t) fur alle t : s
Dieser einschr

ankende Ansatz wird auch in [Hen91b] und [Hen92] verfolgt. Dort l

at sich das
Obs-Pr

adikat nur auf Sorten anwenden.
Um den vorliegenden Ansatz mit dem des beobachtungsorientierten Spezizierens formal ver-
gleichen zu k

onnen, m

uten Spezikationen des vorliegenden Ansatzes in eine algebraische
Version umgeformt werden. Hierbei geht es um das Explizitmachen versteckter Konstrukte,
wie dem Oenlegen der Typen der Zustandskomponenten, die sich hinter der Sammelbezeich-
nung state verbergen, oder dem Einf

uhren expliziter Projektionsfunktionen. Die notwendi-
gen syntaktischen Transformationen k

onnten sich an dem in Abschnitt 5.4.1 vorgestellten
Transformationen orientieren. In diesem Abschnitt sollen jedoch nur die Konzepte verglichen
werden.
Die Menge OBS der beobachtbaren Sorten f

ur eine zustandsbasierte Spezikation soll die
Sorten umfassen, die den funktionalen Wert eines Attributes bestimmen:
OBS := fs 2 S j 9a 2 ATTR : a : state  s
1
 : : : s
n
! state  sg
Damit wird deutlich, da das Verhalten der Prozeduren transparent bleibt, d.h. der zustands-
modizierende Eekt der Prozeduren kann mit dieser Modellierung nicht beobachtet werden.
Beobachtbar sind lediglich Attributanwendungen auf modizierte Zust

ande.
Die Idee, verschiedene Funktionalit

aten von der Beobachtung auszuschlieen, wird im vor-
liegenden Ansatz durch die Trennung von Attributen und Prozeduren und der Verkapselung
des Zustands durch die Sorte state realisiert. Operationen auf beobachtbaren Sorten sind die
Attribute. Operationen auf nichtbeobachtbaren Sorten sind die Prozeduren. Es liegt somit
eine Anwendung der Idee beobachtungsorientierten Spezizierens vor. Es werden Teile der
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Spezikation der Beobachtung entzogen. Betrachtet man das Problem aus Sicht der beobach-
tungsorientierten Spezikation, so l

at sich eine beobachtungsorientierte Spezikation mit
dem vorliegenden Ansatz modellieren, indem Funktionen mit beobachtbarer Ergebnissorte
als Attribute und die anderen als Prozeduren realisiert werden.
Vergleich der Benutzung der Ans

atze
Nach der konzeptionellen Betrachtung der Unterschiede zwischen algebraischer und zustands-
basierter Spezikation soll nun kurz auf die unterschiedliche Formulierung von Axiomen in
beiden Ans

atzen eingegangen werden.
Das Verhalten eines Stacks wird

ublicherweise durch das Axiom
pop(push(s; e)) = s
f

ur einen Stack s und ein beliebiges Element e in algebraischen Ans

atzen beschrieben. R. Hen-
nicker schl

agt in seinem Ansatz vor, nur die Anwendung von top auf den Stack beobachtbar
zu machen:
top(pop(push(s; e))) = top(s)
Im vorliegenden Ansatz w

urden push und pop, da sie den Stack ver

andern, als Prozeduren
dargestellt werden. top w

are, da der Stack nicht ver

andert wird, ein Attribut. Die allgemeine
algebraische Form l

at sich in dynamischer Logik durch
[ seq(push(e); pop()) ] s = old(s)
bzw.
s = X ! [ seq(push(e); pop()) ] s = X
beschreiben. Die beobachtungsorientierte Form l

at sich durch
top() = e
0
! [ seq(push(e); pop()) ] top() = e
0
spezizieren, wobei e und e
0
zwei beliebige Elemente bezeichnen. Verzichtet man auf die
Benutzung von Zustandsbezeichnern in den Vor- und Nachbedingungen, dann hat man ei-
ne beobachtungsorientierte Spezikation (sofern nur Attributanwendungen als beobachtbar
angesehen werden).
5.4.4 Temporale Logik und TLA
In diesem Kapitel wurde eine dynamische Logik zur Spezikation zustandsbasierter Syste-
me vorgestellt. Dynamische Logiken sind exogene modale Logiken, d.h. Programmfragmente
werden explizit. Daneben gibt es noch, wie schon in Abschnitt 5.1.1 angesprochen, endogene
modale Logiken. Allen modalen, d.h. endogenen und exogenen, Logiken ist der Zustandsbe-
gri gemein. Damit sind prinzipiell auch endogene modale Logiken geeignet, zustandsbasierte
Systeme zu spezizieren und deren Verikation zu erlauben. Der bedeutenste Vertreter die-
ser Richtung, die temporale Logik ([Eme90], [KT90] Kapitel 4.4) sowie ein Spezialfall, TLA
(Temporal Logic of Actions [Lam94]), sollen kurz betrachtet werden.
Wie schon in Abschnitt 5.1.1 beschrieben, werden modale Operatoren in temporaler Logik
nicht durch Programme indiziert. Modelle temporaler Logiken sind Folgen von Zust

anden
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oder, bei nichtdeterministischen oder nebenl

augen Programmen, B

aume, deren Knoten
Zust

ande sind. In temporalen Logiken wird
2 als
0
 gilt in allen zukunftigen Zustanden
0
und
3 als
0
 gilt in (irgend)einem zukunftigen Zustand
0
interpretiert.
Hoare-Logiken und deren Erweiterungen zu dynamischer Logik zielen auf die Betrachtung
von Programmen ab, deren Eekt durch Nachbedingungen speziziert werden kann. F

ur so-
genannte reaktive Systeme, wie etwa Betriebssysteme, kann Terminierung nicht unbedingt
vorausgesetzt werden. Es existiert nicht immer ein Folgezustand, der durch eine Nachbe-
dingung speziziert werden k

onnte. Der sometimes-Operator 3 und der always-Operator 2
temporaler Logik sind geeignet, das Verhalten solcher reaktiver Systeme zu beschreiben. Ne-
benl

auge Systeme sind ebenfalls ein breiter Anwendungsbereich f

ur den Einsatz temporaler
Logik.
Exogene und endogene modale Logiken sprechen unterschiedliche Sprachklassen an und sind
auf die Betrachtung spezieller Probleme dieser Sprachklassen zugeschnitten. Dynamische Lo-
gik ist geeignet f

ur die Spezikation deterministischer, sequentieller imperativer Sprachen.
Programme werden in ihrem Verhalten durch die Vor- und Nachbedingungen abstrahiert.
In Hinsicht auf die Implementierung von Operationen in einer imperativen Sprache ist diese
Ausdrucksm

oglichkeit das wesentliche Spezikationskonstrukt. Temporale Logik erlaubt diese
direkte Abstraktion von Programmfragmenten nicht, da die Indizierbarkeit der modalen Ope-
ratoren mit Programmfragmenten fehlt. F

ur die Beschreibung und Verikation nebenl

auger
und reaktiver Systeme sind sogenannte Lebendigkeits- und Sicherheitsaspekte (liveness, safety)
von Bedeutung. Diese Aspekte werden wir gleich bei der Betrachtung von TLA erl

autern.
Endogene Logiken sind aus den aufgef

uhrten Gr

unden also nicht geeignet, hier als Spezi-
kationsformalismus zu dienen. Temporale Logik ist geeignet, wenn weniger das Verhalten
einzelner Operationen im Sinne einer Zustandstransition von Interesse ist, als vielmehr Pro-
zemodellierung betrieben werden soll. Prozesse und ihre Abh

angigkeiten k

onnen abstrakt
und deklarativ speziziert werden, w

ahrend dynamische Logik eine operationalere, auf einfa-
chen Zustandstransitionen basierende Spezikation erm

oglicht.
TLA als pragmatische Auspr

agung einer temporalen Logik soll trotzdem aufgegrien werden,
da Lebendigkeit und Sicherheit bei m

oglichen Erweiterungen der hier vorgestellten Logik von
Interesse sein k

onnten. TLA ist als Logik zur Spezikation und Verikation von nebenl

augen
Systemen entworfen worden. Gegen

uber

ublicher temporaler Logik wird in TLA versucht, die
im Vergleich zur Logik erster Stufe durch die modalen Operatoren hinzukommende Komple-
xit

at in Grenzen zu halten. TLA soll bei der Spezikation nebenl

auger Algorithmen helfen,
wesentliche Eigenschaften wie Lebendigkeit, Sicherheit und Fairness besser formulieren zu
k

onnen, als es mit nebenl

augen Programmiersprachen der Fall ist. Als Primitive der Lo-
gik gibt es in TLA neben Pr

adikaten auch Aktionen. Aktionen sind Relationen zwischen
Zust

anden. Eine Aktion A gilt in einer Folge von Zust

anden, falls das erste Zustandspaar der
Folge der Relation A entspricht.
Sicherheitseigenschaften sollen garantieren, da bestimmte, unerw

unschte Bedingungen nicht
eintreten. Dies kann etwa mit Hilfe des always-Operators 2 speziziert werden:
  Init _2 
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 soll garantieren, da bei Erf

ullung einer Initialbedingung Init dann immer  gilt (und
damit etwas Unerw

unschtes ausgeschlossen wird). Die Formel
  23 
wird als 'unendlich-oft'-Formel (innitely often) bezeichnet. 23 soll in allen folgenden
Zust

anden gelten. Damit mu  irgendwann in der Zukunft jedes Folgezustandes gelten.
 beschreibt eine Lebendigkeitseigenschaft. Die erw

unschte Bedingung  tritt irgendwann
ein ( eventually holds). Fairness-Bedingungen
14
lassen sich ebenfalls mit den temporalen
Operatoren ausdr

ucken (vgl. [Lam94] Kapitel 5.3).
5.5 Zusammenfassung
In diesem Kapitel wurde eine exogene modale Logik, und damit eine Erweiterung einer Pro-
grammlogik, eingef

uhrt. Es handelt sich dabei um eine dynamische Logik. Anpassungen der
dynamischen Logik, wie sie in urpr

unglicher Form von Harel [Har79, Har84] oder in [KT90]
vorgestellt wurde, an spezielle Bed

urfnisse sind in vielen Spezikationsans

atzen zu nden. Es
seien hier CMSL [Wie91], die COLD-Logik MLCM [GRdL94] oder MAL [FMR91] genannt.
Mit Einschr

ankungen sind diese Ans

atze auch mit den Vor-/Nachbedingungsspezikationen
von VDM oder Z vergleichbar.  stellt ebenfalls Konzepte zur zustandsbasierten Spezikati-
on bereit. Diese sind allerdings rein operational (imperativ). Die Betrachtungen in Abschnitt
5.4.4 haben gezeigt, da exogene modale Logiken wie die dynamische Logik, die geeigne-
tere Form modaler Logik f

ur den gegebenen Kontext sind. Bei einer Erweiterung der hier
vorgestellten Form k

onnten allerdings Anregungen aus den temporalen Logiken eingehen.
Die Semantik der Logik wurde auf dem in den vorangegangenen Kapiteln vorgestellten Be-
rechnungsmodell der -Objekte deniert. Die Verkn

upfung zwischen Spezikation und den
semantischen Strukturen erfolgt durch eine G

ultigkeitsrelation. Begrie wie Erreichbarkeit,
Modell oder Theorie wurden eingef

uhrt; ihre Eigenschaften sind untersucht worden. Die Mo-
dellbildung erfolgt hier eigenschaftsorientiert (wie auch in algebraisch orientierten Ans

atzen
sowie in COLD und CMSL). Modelltheoretisch wird hingegen in VDM, Z oder den Interface-
Sprachen von Larch verfahren. Dort bezeichnen Spezikationselemente genau ein mathema-
tisches Modell.
Die Logik wurde in zwei Schritten eingef

uhrt. Im ersten Schritt wurde eine dynamische Logik
vorgestellt, die in etwa der Hoare-Logik (einer Programmlogik) entspricht und dazu dienen
soll, nahe an m

oglichen Implementierungen spezizieren zu k

onnen. Die Erweiterung zu einer
vollwertigen modalen Logik erfolgte in einem zweiten Schritt, um hier Elemente der Logik
hinzuzunehmen, die eine Spezikation von Abh

angigkeiten zwischen Operationen und von
Eigenschaften, die Zustandsfolgen betreen, erlauben. Eine weitere Erweiterung der Logik
k

onnte in Richtung der in MAL realisierten deontischen Logik erfolgen. Aspekte temporaler
Logik k

onnten betrachtet werden.
Die denierte G

ultigkeitsrelation realisiert eine partielle Korrektheitsaussage. Aussagen zur
Terminierung werden hier vernachl

assigt. Durch den Diamond-Operator sind zwar Terminie-
rungsaussagen m

oglich, dieser wurde aber nur durch Negation des Box-Operators auf syntak-
tischer Ebene deniert. Eine n

ahere Betrachtung erfolgt hier nicht. Untersuchungen hierzu
sind in [KT90] Kapitel 3.2 und 3.3 zu nden.
14
Eine Operation wird auch irgendwann ausgef

uhrt, falls die Ausf

uhrung m

oglich ist.
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Der Vergleichsteil dieses Kapitels wurde mit einer Betrachtung algebraischer Spezikation
begonnen. Der Vergleich mit Algebren zeigt, da hier im Kontext zustandsbasierter Systeme
Modellklassen kleiner sind. Die Modellbildung ist hier pr

aziser, da problemnah argumentiert
werden kann. Es wurde gezeigt, da -Objekte auch Kripke-Modelle sind, da sie also den

ublichen semantischen Strukturen einer modalen Logik entsprechen. Ergebnisse aus diesem
Bereich k

onnen somit

ubernommen werden. CMSL und MAL werden auf Kripke-Modellen
deniert. COLD basiert auch Description Algebras (mehrsortige Algebren, die insbesonde-
re Konzepte zur Denition von Modularisierungskonzepten umfassen). Es erfolgte auerdem
ein Vergleich mit dem Ansatz beobachtungsorientierten Spezizierens, der gezeigt hat, da
Aspekte des Beobachtens und Verbergens auch hier realisiert sind. Die Betrachtung tempora-
ler Logik best

atigte die Auswahl dynamischer Logik als der geeigneteren Form einer modalen
Logik.
[FJ92] f

uhren shapes f

ur Axiome ein, d.h. eine Art Klassikation von Axiomen (Invarianten,
Vor-/Nachbedingungen, initialer Zustand).

Ahnliches k

onnte auch hier versucht werden. Dies
geh

ort aber eher in den Bereich der Gestaltung einer Spezikationssprache als der Gestaltung
einer Spezikationslogik.
Eine interessante Erweiterung l

age in der Betrachtung der Verkn

upfung von algebraischer
Spezikation und zustandsbasierter Spezikation. Hier sind algebraische Spezikationen als
die abstrakteren anzusehen, in die dann Zustands- oder Speicherungsaspekte eingebaut wer-
den sollen.

Ahnliche Ans

atze sind in [Bre91, Lin93] und den Larch-Sprachen [Win87] zu
nden. Lin schl

agt eine Umsetzung algebraischer Spezikationen in prozedurale Vor-/Nach-
bedingungsspezikationen vor.
Kapitel 6
Spezikationslogik und
Implementierung
6.1 Motivation
Ziel dieses Kapitels ist die Verkn

upfung abstrakter Spezikation und konkreter, imperati-
ver Programmierung. Durch die imperativen Beschreibungselemente der Programmiersprache
werden als Semantik Standardmodelle vorgegeben. Die Semantik daf

ur ist in denotationaler
Form deniert. Tr

agermengen f

ur Basisdatentypen (z.B. Integer; Boolean) sind cpos, Funk-
tionen darauf sind stetig. Um Spezikation und Implementierung verkn

upfen zu k

onnen (etwa
um weitere Datentypen axiomatisch spezizieren zu k

onnen), sollen Eigenschaften der Imple-
mentierungsmodelle auch in den Spezikationen ber

ucksichtigt werden. Dazu wird eine Reihe
von Konzepten eingef

uhrt (vgl. auch [WB89b]).
 Es kann eine Ordnung auf den Tr

agermengen deniert werden. Aus der Ordnung leitet
sich eine

Aquivalenzrelation ab, die nicht unbedingt die Identit

at auf den Tr

agermengen
sein mu.
 Gleichheit kann explizit deniert werden.
 Jede Signatur kann um ein Element ? erweitert werden, welches das bottom-Element
von cpos darstellen soll. Striktheit von Funktionen kann damit gefordert werden. Par-
tialit

at kann modelliert werden.
 Es k

onnen Aussagen

uber erreichbare Tr

agerelemente gemacht werden.
Damit lassen sich im Ansatz verschiedene Konzepte verwirklichen. Bisher wurde eine tota-
le Denition von Operationen angenommen. Partialit

at soll

uber das bottom-Element der
Halbordnungen modelliert werden. Der sehr lose Modellbegri erlaubt nichterreichbare Mo-
delle. Um mit syntaktisch basierten Beweissystemen arbeiten zu k

onnen (siehe G

odelsches
Vollst

andigkeitstheorem, [Wir90]) ist die Spezikation von Eigenschaften der erreichbaren
Teile notwendig. In diesen erreichbaren Teilen ist dann Verizierbarkeit gegeben. Durch
die M

oglichkeit, die Gleichheitsrelation als beliebige

Aquivalenzrelation und nicht unbedingt
als Identit

at zu denieren, werden exiblere Denitionen neuer Datentypen auf beste-
henden m

oglich.
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Es werden nur ache Halbordnungen und strikte Funktionen spezizierbar gemacht. Die Exi-
stenz der Suprema in den Halbordnungen und die Erhaltung der Suprema durch Funktionen
soll hier nicht betrachtet werden. Diese Problematik wird in der Zusammenfassung des Ka-
pitels angesprochen.
Einige der geforderten Konstrukte k

onnten direkt in den Modellen realisiert werden. So k

onn-
ten nur erreichbare Modelle zugelassen werden. Auf eine explizite Beschreibung der Ordnung
k

onnte verzichtet werden, wenn die semantischen Strukturen geeignet eingeschr

ankt w

urden,
etwa d

urften Tr

agermengen dann nur vollst

andige Halbordnungen sein. Damit w

urden nur
Standardmodelle als Modelle akzeptiert. Da statt dieser Einschr

ankungen explizite Kon-
strukte zum Teil notwendig sind, zum Teil die M

achtigkeit des Ansatzes deutlich steigern,
wird in den folgenden Abschnitten konzeptionell (6.2 und 6.3) und an einem Beispiel zur
axiomatischen Spezikation eines Datentypen (6.4) erl

autert. In diesem Abschnitt 6.1 sollen
die neuen Konzepte noch detaillierter motiviert werden.
6.1.1 Partialit

at
Fehlerf

alle sind Situationen, in denen Terme keine Interpretation haben (die Interpretation
der Terme ist in diesem Fall partiell). Operationen k

onnen durch partielle Funktionen model-
liert werden. Nichtterminierende Berechnungen (basierend auf rekursiven Denitionen) f

uhren
zu partiellen Funktionen. In fr

uhen Stadien der Spezikation ist es einem Spezizierer nicht
immer zuzumuten, seine Operationen total zu denieren, d.h. inklusive aller Ausnahme- und
Fehlerf

alle. Partielle Funktionen als Modelle f

uhren dazu, da die Interpretation v

geeignet
angepat werden mu. Eine Operationsanwendung op(t
1
; : : : ; t
n
) wird durch den undenier-
ten Wert ! interpretiert, falls einer der Terme t
i
; i = 1; : : : ; n undeniert und keine explizite
Behandlung daf

ur vorgegeben ist. Das heit die Interpretation von Grundtermen kann zu un-
denierten Situationen f

uhren. Durch Ans

atze wie partielle Funktionen [BW82] oder stetige
Algebren [Wir90] Kapitel 3.3 kann eine solche Situation explizit beschrieben werden.
Zur Beschreibung nichttotaler Funktionen sollen die beiden wichtigsten Ans

atze kurz vorge-
stellt werden:
 Partielle Algebren bzw. Objekte. Es soll durch Formeln ausdr

uckbar sein, ob ein Term
deniert ist. Ans

atze wie [BW82] erweitern konventionelle algebraische Spezikationen
wie folgt. Atomare Formeln sind dort Gleichungen oder Deniertheitsformeln D
s
(t).
Dieser Ansatz ist auch in Abschnitt 5.4.1 beschrieben. D
s
ist ein Deniertheitspr

adikat.
Eine partielle Algebra A erf

ullt das Deniertheitspr

adikat D
s
(t), wenn die Interpreta-
tion von t in A deniert ist. Die Spezikationsans

atze [Bre91, FJ92] sowie die Sprache
des CIP-Projekts [BBB
+
85] sind

uber lose, partielle Semantiken deniert.
 Stetige Algebren bzw. Objekte. Ans

atze sind in [M

ol85] oder [Wir90] Kap. 3.3.3 beschrie-
ben. Die Tr

agermengen bilden cpos und die Operatoren auf den cpos sind stetig. Klassen
stetiger Algebren/Objekte werden durch Axiome beschrieben, die auf Ungleichungen
t v t
0
aufgebaut sind. Semantisch deniert v eine Halbordnung auf den Tr

agermengen,
d.h. eine reexive, antisymmetrische, transitive und mit den Interpretationen der Funk-
tionssymbole kompatible Ordnung. Zu jeder Sorte s gibt es eine Konstante ?
s
, die als
bottom-Element interpretiert wird: 8x : s : ?
s
v x.
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6.1.2 Erreichbarkeit und Beobachtbarkeit
Es wird hier ein sehr loser Semantikansatz verfolgt, d.h. nicht alle Tr

agerelemente der Model-
le m

ussen durch Terme darstellbar, also erreichbar sein
1
. Zur Denition des Modellbegris
wurde auf die Erreichbarkeit verzichtet, um einen m

oglichst weitgefaten Modellbegri zu
erhalten. Es werden alle Objekte als Modelle anerkannt, deren Verhalten in bezug auf die
Spezikation korrekt ist; evtl. vorhandene, nicht erreichbare Tr

agerelemente werden, da sie
keinen Einu auf das Verhalten haben, in der Modellbildung nicht explizit ausgeschlossen.
In einem Ansatz, der die Entwicklung von Spezikationen bis hin zur Implementierung for-
mal unterst

utzen will, ist es an dieser Stelle wichtig, Modellbildung f

ur axiomatische und
imperative Spezikationen zu integrieren. In Programmiersprachen werden konkrete Modelle
f

ur vordenierte Typen, wie z.B. einer Implementierung ganzer Zahlen mit entsprechenden
Funktionen, deniert. Diese bestehen aus cpos und darauf stetigen Funktionen, falls der
Ansatz der Kapitel 3 und 4 zugrundeliegt. Ein Software-Entwicklungsansatz, der den

Uber-
gang von der Spezikation zur Implementierung umfat, sollte es erm

oglichen, die speziellen
Modelle vordenierter imperativer Typen als Modelle axiomatischer Spezikationen zu ak-
zeptieren. Sinnvoll ist der sehr lose Ansatz, wenn z.B. die

ublichen Modelle eines Datentyps
Integer (also Funktionen basierend auf der Menge der ganzen Zahlen) auch zur Modellbil-
dung einer Spezikation der booleschen Werte Bool herangezogen werden k

onnen. Aus einer
Bool-Spezikation sollen die Konstanten true und false sowie die Operation not realisiert
werden. true l

at sich jetzt etwa durch die ganze Zahl 0 und false durch 1 realisieren. not
liefert dann f

ur das Argument 0 die 1 und umgekehrt. Alle anderen ganzen Zahlen sind mit
true, false und not nicht erreichbar. Durch Anwendung eines Beobachtbarkeitspr

adikats Obs
Obs
ftrue;false;notg
int
(i)
wird ausgesagt, da nur die durch true, false und not erreichbaren Elemente der Tr

agermenge
von int beobachtbar sind.
Wie sich an diesem Beispiel schon zeigt, ist der Verzicht auf Erreichbarkeit ein Schritt zu ei-
nem weitreichenderen Modellbegri und auch Grundlage eines m

achtigen Implementierungs-
begries, der auf dem Modellbegri aufsetzt. Auch durch den Verzicht auf Erreichbarkeit ist
das geforderte Verhalten der Modelle garantiert. Mit dieser Denition ist jedoch ein Problem
verbunden. Es sind Beweise durch strukturelle Induktion auf den Tr

agermengen auf Basis
der syntaktischen Struktur der Termbezeichnungen nicht m

oglich. Also k

onnen syntaktisch
basierte Beweissysteme nicht eingesetzt werden. Dem Problem kann begegnet werden, indem
das Beobachtbarkeitspr

adikat Obs eingesetzt wird, mit dem Aussagen

uber (mit bestimmten
Grundtermen) erreichbare Tr

agerelemente gemacht werden k

onnen. Damit kann dann durch
Obs
ftrue;false;notg
int
(x)! (not(not(x)) = x)
speziziert werden, da not(not(x)) = x nur in einer mit den booleschen Operatoren true,
false und not erreichbaren Teilstruktur der Tr

agermenge von int gelten soll. Es kann dann
in dieser Teilstruktur veriziert werden.
Die Wahl der Benennung 'Beobachtbarkeitspr

adikat' deutet schon an, da hier mehr als nur Er-
reichbarkeit betrachtet werden soll. Der Begri der Beobachtbarkeit stammt aus den Ans

atzen
des beobachtungsorientierten Spezizierens [ST87, Hen89] (siehe Abschnitt 5.4.3).

Uber die
Beschreibbarkeit von Tr

agerelementen durch beliebige Terme (wie es Erreichbarkeit fordert)
1
Fragen zur Erreichbarkeit werden in [Bre91, Wir90, M

ol85, FJ92] diskutiert.
6.1.3 Das Gleichheitspr

adikat 128
hinaus werden dort bestimmte syntaktische Konstruktionen als beobachtbar gekennzeichnet.
Eine

ahnliche Verallgemeinerung des Erreichbarkeitsbegries soll auch hier betrachtet werden.
6.1.3 Das Gleichheitspr

adikat
Ein Gleichheitspr

adikat ist

ublicherweise in fast allen Spezikationen enthalten. Es nimmt
daher eine herausgehobene Stellung ein. In der Regel wird die Gleichheit durch die Iden-
tit

at auf den Tr

agermengen interpretiert. In einigen Situationen ist es aber auch sinnvoll,
Gleichheit als eine beliebige

Aquivalenzrelation denieren zu k

onnen. Zur Veranschaulichung
sei eine Spezikation von Sequenzen angenommen. Die Spezikation von Sequenzen soll so
erweitert werden, da sie ein Gleichheitspr

adikat im Sinne von Mengen enth

alt. An diesem
Beispiel sieht man besonders deutlich die Notwendigkeit der expliziten Denierbarkeit des
Gleichheitspr

adikats. Alle Permutationen von Elementen einer Sequenz sind im Sinne der
Mengen gleich. Gleichheit sollte also nicht nur als Identit

at auf den Tr

agermengen interpre-
tiert werden k

onnen. Die Gleichheitsrelation sollte aber auf jeden Fall eine

Aquivalenzrelation
bilden.
Es kann sinnvoll sein, die Gleichheitsrelation anwendungsspezisch spezizieren zu k

onnen.
Diese Feststellung geht noch

uber das Beispiel der Gleichbehandlung von Sequenzen hinaus.
Hier ist etwa an komplex strukturierte Objekte der Realit

at zu denken, deren Gleichheit im
Sinne der Anwendung evtl. nicht von allen modellierten Eigenschaften abh

angt.
6.2 Denition des erweiterten Spezikationsansatzes
In diesem Abschnitt werden die Spezikationskonzepte des Kapitels 5 um die am Anfang
dieses Kapitels schon informell vorgestellten Konstrukte erweitert. Die betrachteten Pr

adikate
sind teilweise benutzerdenierbar. Da f

ur diese immer eine Standardinterpretation gefunden
werden kann, die mit den anderen Pr

adikaten vertr

aglich ist, wird in Abschnitt 6.3 gezeigt.
Eine beispielhafte Anwendung ist Inhalt von Abschnitt 6.4. Dieser Abschnitt enth

alt die
notwendigen Denitionen.
Denition 6.2.1 Eine Pr

adikatsignatur 
P
= < S; Z; P;OP > ist eine Objektsignatur
 = < S; Z;OP > erweitert um eine Menge von Pr

adikatensymbolen P mit p : state  s
1

: : :  s
n
! state  bool f

ur p 2 P; s
i
2 S n fstateg; i = 1; : : : ; n. Die Pr

adikate sind |
wie f

ur beliebige Operationen

ublich | in der kanonischen Form, also auch auf der Sorte
state deniert. Da Pr

adikate als Attribute zustandsunabh

angig sind, wird im folgenden der
Zustandsparameter weggelassen. Wir fordern
st
1
6= st
2
) p(st
1
; a
1
; : : : ; a
n
) = p(st
2
; a
1
; : : : ; a
n
)
f

ur beliebige Zust

ande st
1
; st
2
, beliebige Argumente a
i
, und ein Pr

adikat p : state s
1
 : : :
s
n
! state  bool. Pr

adikate k

onnen so in der gewohnten Schreibweise benutzt werden. Da
Pr

adikate Relationen auf Tr

agermengen denieren, wird auch die Schreibweise x 2 p f

ur
p(x) = true verwendet (p sei ein einstelliges Pr

adikat).
Pr

adikate werden als boolesche Operationen deniert. Daher werden sie auch als Elemente
von OP behandelt, so da P  OP angenommen wird.
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Denition 6.2.2 Sei  = < S; Z;OP > eine Signatur. Die Menge der Standardpr

adikate
StP f

ur  besteht aus:
 einem Pr

adikat v
s
: state  s  s! state  bool f

ur jede Sorte s 2 S [ fstateg,
 einem Pr

adikat Obs

0
: state s! state  bool f

ur jede sinnvolle Subsignatur
2

0
von
.
Subsignaturen sollen stets sinnvoll sein (wie auch in Kapitel 3.2 gefordert).
An dieser Stelle werden lediglich syntaktische Vereinbarungen getroen. Wie die mit der Be-
nennung intendierten Eigenschaften durch geeignete Interpretationen in -Objekten realisiert
werden k

onnen, soll sp

ater betrachtet werden.
Bemerkung 6.2.1 Als Abk

urzung soll das Pr

adikat 
s
: statess ! statebool f

ur jede
Datensorte s, deniert durch
a 
s
b := a v
s
b^ b v
s
a
eingef

uhrt werden.
: v
s
: soll anzeigen, da zwei Elemente einer Sorte vergleichbar sind. Obs

0
: soll anzeigen, da
ein Element durch einen 
0
-Grundterm bezeichnet wird. Mit Obs (f

ur observable) soll ausge-
sagt werden, da ein Tr

agerelement mit bestimmten Termen (der Subsignatur) beschreibbar
oder beobachtbar ist. Der Ausdruck 'beobachtbar' geht auf [ST88] und [Hen89] zur

uck. : 
s
:
soll die Gleichheit zweier Elemente auf Tr

agermengen denieren. 
s
soll also mit v
s
ver-
tr

aglich sein. Falls keine Mehrdeutigkeiten entstehen, wird der Index s bei v und  auch
weggelassen. v
s
wird auch als Ordnungspr

adikat, 
s
als Gleichheitspr

adikat und Obs

0
als Beobachtbarkeitspr

adikat bezeichnet.
v soll eine Halbordnung beschreiben,  eine

Aquivalenzrelation.  mu also nicht unbedingt
durch die Identit

at auf den Tr

agermengen interpretiert werden. Wie Pr

adikate so deniert
werden k

onnen, da die gew

unschten Eigenschaften gelten, wird sp

ater untersucht. Das Pr

adi-
kat v ist das grundlegendere gegen

uber  (siehe Bemerkung 6.2.1). Trotzdem sollen beide
Standardpr

adikate  und v durch den Spezizierer denierbar sein. F

ur das Beobachtbar-
keitspr

adikat ist eine Denition durch den Spezizierer nicht sinnvoll. Es wird daher mit einer
festen Interpretation versehen.
Da

uber Erreichbarkeit oder Beobachtbarkeit h

aug im Kontext einer Sorte bzw. spezieller
Operationssymbole einer Sorte gesprochen wird, sollen drei Formen der Beschreibbarkeit der
Signatur 
0
des Pr

adikats Obs

0
angeboten werden:
 
<S
0
;Z
0
;OP
0
>
: Angabe einer beliebigen Subsignatur.
 
s
: Angabe eines Sortenbezeichners s. Es sind dann alle Terme dieser Sorte gemeint.
 
fop
1
;:::;op
n
g
s
: Angabe von speziellen Operationssymbolen op
i
einer Sorte s.
Mit Obs

0
und  = 
0
wird der Erreichbarkeitsbegri bez

uglich  modelliert. Im Ansatz
von R. Hennicker werden zu beobachtende Konstrukte durch Kontexte deniert. Hier sind
Subsignaturen der Mechanismus, zu beobachtendes Verhalten festzulegen.
2
Siehe Denitionen 3.2.4 und 3.2.3.
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Denition 6.2.3 Eine Standardsignatur 
Std
= < S; Z; P;OP > ist eine Pr

adikatsigna-
tur mit
 P = StP (die Standardpr

adikate),
 f

ur jedes s 2 S [ fstateg existiert eine Konstante ?
s
: state ! state  s.
?
s
soll das bottom-Element in der zugeh

origen Tr

agermenge bezeichnen. Mit : v
s
: kann
es als das kleinste Element speziziert werden. ?
s
kann auch dazu herangezogen werden,
partielle Funktionen zu modellieren. ?
s
repr

asentiert dann das undenierte Element !.
Denition 6.2.4 Ein geordnetes -Objekt A
ord
besteht aus
 Halbordnungen (A
s
;v
A
s
)

uber nichtleeren Tr

agermengen A
s
f

ur jedes s 2 S n fstateg,
 totalen, strikten Funktionen op
A
f

ur jedes op 2 OP (und p
A
f

ur jedes p 2 P , falls 
eine Pr

adikatsignatur ist),
 einer Abbildung STATE 2 State.
(State;v) ist nach Lemma 4.1.3 eine cpo. Ein -ObjektA ist erreichbar bzgl. der Datensorten,
wenn f

ur alle s 2 S n fstateg und a 2 A
s
ein -Grundterm t 2 T ()
s
mit a = t
A
existiert,
wenn also alle Tr

agerelemente erreichbar sind (siehe Denition 5.2.5).
Denition 6.2.5 Sei A ein -Objekt. Dann heit A
1. ach, wenn die Tr

agermengen A
s
f

ur alle s 2 S je ein bottom-Element ?
A
s
mit ?
A
s
v
a f

ur alle a 2 A
s
haben, das Interpretation der Standardkonstante ?
s
ist. b v a ^ a 6=
b ) b = ?
A
s
, d.h. b v a f

ur b 6= ?
A
s
soll nicht erlaubt sein. Ein aches -Objekt A
heit strikt, wenn die Funktionen des Objekts, die Operationssymbole interpretieren,
strikt auf den Tr

agermengen sind.
2. identit

atsbasiert, wenn das Pr

adikat :  : durch die Identit

atsrelation auf den Tr

ager-
mengen interpretiert wird.
3. standard, wenn es geordnet, erreichbar und identit

atsbasiert ist.
Folgerung 6.2.1 Ein aches, striktes -Objekt ist geordnet.
Beweis: Nach Denitionen 6.2.4 und 6.2.5. Alle Tr

agermengen f

ur die Sorten s 2 S sind
hier ache cpos durch die Konstruktion in 6.2.5(1). Strikte -Objekte bestehen aus strikten
Funktionen. Die Abbildung STATE ist Bestandteil jedes -Objekts. 2
Die in Kapitel 3.1 denierten Modelle zu den vordenierten Datentypen Integer oder Boolean
sind Standard--Objekte im Sinne von Denition 6.2.5. Mit den Begri der Standard--
Objekte werden Denitionen f

ur Datentypen charakterisiert, die im Stil der denotationalen
Semantik vorgenommen werden. Datentypen in denotationaler Semantik werden durch Anga-
be von Standardmodellen deniert (vgl. auch modelltheoretische Ans

atze wie VDM oder Z).
In diesem Ansatz werden die Standardmodelle durch Standard--Objekte repr

asentiert. Neh-
men wir nun an, da f

ur eine Programmiersprache mit einer festen Menge von Datentypen, die
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durch Standardmodelle deniert sind, weitere Datentypen axiomatisch in einem bottom-up
Vorgehen realisiert werden sollen. Dann ist es u.U. notwendig,

uber Ordnung, Erreichbarkeit
und Gleichheit explizit Aussagen machen zu k

onnen. Nur so k

onnen Standardmodelle f

ur
Datentypen auch axiomatisch speziziert werden.
Inwiefern die Logik aus Kapitel 5 zu diesem Zweck zu ver

andern ist, soll nun untersucht
werden.
Formeln (Denition 5.1.3) m

ussen modiziert werden. Dazu wird eine neue Formelmenge
WFF
P
() deniert, die die Pr

adikate ber

ucksichtigt. Falls p 2 P ein Pr

adikat ist und die t
i
-Terme sind, dann ist
p(t
1
; : : : ; t
n
) 2 WFF
P
()
-Gleichungen im bisherigen Sinne gibt es nicht mehr. Sie werden durch Pr

adikate verallge-
meinert. Somit ist der Pr

adikatausdruck die einzige atomare Formel.
Denition 6.2.6 Die Menge WFF
P
() der wohlgeformten Formeln mit Pr

adikaten
Pred = fv;; Obsg

uber  ist die -H

ulle (siehe Denition 5.1.2) der logischen Konnekto-
ren f:;^; 8; [ ]g

uber
Pred := f v (t
1
; t
2
) j t
1
; t
2
2 T ()
s
; s 2 S [ fstateg g
[ f  (t
1
; t
2
) j t
1
; t
2
2 T ()
s
; s 2 S [ fstateg g
[ f Obs(t) j t 2 T ()
s
; s 2 S g
Es sind auch die inx- bzw. postx-Schreibweisen t
1
v t
2
und t
1
 t
2
erlaubt.
Zus

atzlich sollen noch zwei h

aug benutzte Abk

urzungen eingef

uhrt werden.
8x : s: Obs

(x)! ; kurz : 8x : : 
F

ur alle Elemente gilt  oder sie sind nicht erreichbar, d.h. f

ur alle beobachtbaren Elemente
gilt die Formel .
9x : s: Obs

(x) ^ ; kurz : 9x : : 
Es gibt beobachtbare Elemente, f

ur die  gilt.
Auch die G

ultigkeit (Denition 5.2.2) ist geeignet zu modizieren. Es wird hier ein neuer
G

ultigkeitsbegri eingef

uhrt, der die Pr

adikate ber

ucksichtigt. Sei O ein -Objekt, STATE
ein Zustand und v eine Bewertung.
O; STATE j=
P
p(t
1
; : : : ; t
n
) gdw: ( v

(STATE; t
1
)[2]; : : : ; v

(STATE; t
n
)[2] ) 2 p
O
Die G

ultigkeit j= f

ur die nichtprimitiven Konstruktoren :;^; 8; [ ] kann hier v

ollig analog zu
Denition 5.2.2 durchgef

uhrt werden.
6.3 Standardinterpretation
Mit der Namensgebung der Standardpr

adikate (und auch durch deren Motivation in der
Einleitung des Kapitels) verbindet man deren

ubliche Eigenschaften wie Halbordnungsaxio-
me oder

Aquivalenzrelationsaxiome. Zuerst sollen die erw

unschten Eigenschaften, die man
von einer Standardsignatur erwartet, formal dargelegt werden (Abschnitte 6.3.2 und 6.3.3).
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Dann sollen Standardinterpretationen f

ur eine Standardsignatur angegeben werden, die zei-
gen, da geeignete Interpretationen immer existieren (Abschnitt 6.3.4). Dieser Vorschlag kann
als Default-Realisierung dienen.
Grundlage der Argumentation in diesem Abschnitt sind beliebige -Objekte, wobei  eine
Standardsignatur sein soll. Geordnete -Objekte, die etwa Halbordnungen auf den Tr

ager-
mengen realisieren, werden nicht vorausgesetzt. Stattdessen wird gezeigt, wie diese Halbord-
nungen speziziert werden k

onnen.
Zuvor sollen noch einige Notationen eingef

uhrt und Voruntersuchungen durchgef

uhrt werden.
6.3.1 Einf

uhrende

Uberlegungen
Denition 6.3.1 Sei M eine Menge,  eine

Aquivalenzrelation. Eine Relation R auf M
heit -Halbordnung, falls sie reexiv und transitiv ist, und falls gilt:
x R y ^ y R x, x  y fur alle x; y 2M
Diese Eigenschaft wird mit -Antisymmetrie bezeichnet.
Lemma 6.3.1 Sei M eine Menge mit einer

Aquivalenzrelation  und einer -Halbordnung
R. Dann deniert v
R
mit
[a]

v
R
[b]

:, a R b
eine Halbordnung auf M=

, wenn [a]

die zu a 2M geh

orende

Aquivalenzklasse bezeichnet.
Beweis: Es ist die Wohldeniertheit von v
R
zu zeigen, d.h.
a R b^ a  a
0
^ b  b
0
) a
0
R b
0
Dies folgt direkt aus der -Antisymmetrie. 2
Die

ubliche Antisymmetrie bei Halbordnungen bezieht sich auf die Identit

at. Die im Lemma
konstruierte Halbordnung v
R
bezieht sich auf die Identit

at der

Aquivalenzklassen.
Denition 6.3.2 Sei A ein -Objekt, a 2 A
s
; s 2 S; und 
0
sei Subsignatur von . Dann
sind die Mengen Obs
A

0
s
deniert durch:
a 2 Obs
A

0
s
gdw: 9t 2 T (
0
)
s
mit a = t
A
Es ist A
Obs
das beobachtbare '-Subobjekt von A deniert durch:
 A
Obs
s
:= Obs
A

0
s
f

ur s 2 S n fstateg,
 A
Obs
state
:= A
state
,
 op
Obs
A
:= op
A
f

ur alle op 2 OP ,
 p
Obs
A
:= p
A
f

ur alle p 2 P ,
 STATE
Obs
:= STATE.
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Es sei auch Obs
A

0
(a) als Schreibweise statt a 2 Obs
A

0
zul

assig. Mit Obs soll eine S-sortierte
Menge von beobachtbaren Teilmengen der Tr

agermengen f

ur alle Sorten s 2 S bezeichnet
werden. Mit der obigen Denition wird Beobachtbarkeit in bezug auf die -Objekte betrach-
tet. Die Anwendung des Beobachtbarkeitsbegries, die in der Motivation dieses Kapitels
angesprochen wurde, ist die Beobachtbarkeit von Termen einer Subsignatur 
0
in bezug auf
Terme der vollst

andigen Signatur . Von Erreichbarkeit wird gesprochen, wenn (in bezug auf
Denition 6.3.2) 
0
=  gilt.
Lemma 6.3.2 Das beobachtbare 
0
-Subobjekt von A ist ein -Objekt.
Beweis: Folgt aus der Denition des -Objekts in Kapitel 3.3 sowie der Denition des
beobachtbaren -Subobjekts. 2
Sei  eine Kongruenzrelation, d.h. eine S-sortierte Menge von

Aquivalenzrelationen (
s
)
s2S
,
die jeweils mit den Operationen vertr

aglich sind. Es gilt also, falls a
i

s
i
b
i
f

ur a
i
; b
i
2 A
s
i
; i =
1; ::; n und op : state  s
1
 : : : s
n
! state  s 2 OP , dann f

ur ein -Objekt O:
op
O
(STATE; a
1
; : : : ; a
n
)[1] 
state
op
O
(STATE; b
1
; : : : ; b
n
)[1]
und
op
O
(STATE; a
1
; : : : ; a
n
)[2] 
s
op
O
(STATE; b
1
; : : : ; b
n
)[2]
F

ur state ist 
state
die Identit

at. [:]
s
bezeichne im folgenden die

Aquivalenzklassen bzgl. der
Relation 
s
.
Denition 6.3.3 Das assoziierte -Objekt Aj

zu einem -Objekt A sei deniert durch:
 (Aj

)
s
:= A
s
j

s
f

ur alle s 2 S n fstateg,
 (Aj

)
state
:= fstj

j st 2 A
state
g wobei stj

(x) := [st(x)]
state
f

ur alle x 2 IDENT
deniert wird,
 op
Aj

(STATEj

; [a
1
]
s
1
; : : : ; [a
n
]
s
n
) := [op
A
(STATE; a
1
; : : : ; a
n
)]
s
f

ur alle Operationen
op 2 OP ,
 p
Aj

([a
1
]
s
1
; : : : ; [a
m
]
s
n
) := [p
A
(a
1
; : : : ; a
m
)]
s
f

ur alle Pr

adikate p 2 P ,
 STATEj

(x) := [STATE(x)]
s
f

ur alle x 2 IDENT; x : s.
Bemerkung 6.3.1 Da  eine Kongruenzrelation ist, ist Aj

wohldeniert.
Hiermit wird eine zu einem -Objekt epimorphe Struktur festgelegt, die das Gleichheitspr

adi-
kat  ber

ucksichtigt (s.u.). Es wird Quotientenbildung bzgl.  durchgef

uhrt (siehe [Wir90]
S.686). Durch Quotientenbildung werden

Aquivalenzklassen f

ur Tr

agerelemente bzgl. einer
Relation gebildet. Aus diesen Klassen wird eine neue Tr

agermenge zusammengesetzt. [a] be-
zeichnet die

Aquivalenzklasse von a, also alle b, f

ur die a  b gilt.
Lemma 6.3.3 Das assoziierte -Objekt Aj

ist ein -Objekt.
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Beweis: Folgt aus der Denition des -Objekts in Kapitel 3.3 sowie der Denition des
assoziierten -Objekts in Denition 6.3.3. 2
Lemma 6.3.4 Sei A ein -Objekt. Das assoziierte Objekt Aj

ist epimorphes Bild von A.
Beweis: Ein Epimorphismus ist ein surjektiver -Homomorphismus. Sei h ein -Homo-
morphismus mit h := (h
s
: A
s
! A
s
j

s
)
s2S[fstateg
, h
s
: a ! [a]
s
; a 2 A
s
f

ur s 2 S und
h
state
: STATE ! STATEj

(wie oben in Denition 6.3.3 deniert). Nach Konstruktion
von Aj

ist h ein -Homomorphismus (Denition 3.3.5), d.h. h ist S[fstateg-sortiert, erh

alt
die Operationen und ist auch surjektiv, da die Elemente von Aj

genau durch die Bilder
unter h deniert werden. 2
6.3.2 Heuristische Betrachtung der Standardpr

adikate
Pr

adikate werden durch boolesche Funktionen auf den Tr

agermengen interpretiert (v; als
zweistellige, Obs als einstellige). Sei p 2 P , dann ist p
A
: A
s
1
: : :A
s
n
! A
bool
3
f

ur p : state
s
1
 : : : s
n
! state bool und ein -Objekt A. Die Interpretation der Standardpr

adikate
mu die im folgenden angegebenen Eigenschaften erf

ullen. In einem zweischrittigen Vorgehen
werden zuerst heuristisch einige vorl

auge Eigenschaften beschrieben, die danach in Abschnitt
6.3.3 formal deniert werden.
Sei A ein -Objekt, wobei  eine Standard-Signatur ist.
 Obs

0
: Sei s 2 S; 
0
Subsignatur von : Das Pr

adikat Obs

0
(t) gilt f

ur die Terme
t 2 T (; X)
s
einer Sorte s, deren Interpretation auch Interpretation eines Grundtermes
der Signatur 
0
  ist. Also gilt Obs

0
(t), falls v

(STATE; t)[2] 2 Obs
A

0
f

ur den
aktuellen Zustand STATE eines -Objekts A. Obs

(t) gilt also immer (siehe Denition
6.3.2).
 v
s
: Seien t; t
0
Terme der Sorte s. v
A
s
sei die Interpretation von v
s
in A. Die boolesche
Funktion v
A
s
soll eine Halbordnung auf der Tr

agermenge A
s
denieren. t v
s
t
0
gilt
damit genau dann, wenn v

(STATE; t)v
A
s
v

(STATE; t
0
) gilt.
(v

(STATE; t
1
); v

(STATE; t
2
)) 2 v
A
s
ist als Schreibweise ebenfalls zul

assig. v
s
in-
duziert eine Relation v
A
s
auf den Tr

agermengen von A. Die Halbordnungseigenschaften
f

ur v
A
s
, s 2 S (reexiv, antisymmetrisch, transitiv) m

ussen explizit gefordert werden.
Die Standardkonstante ?
s
f

ur s 2 S n fstateg soll durch ein geeignetes Element der
zugeh

origen Tr

agermenge A
s
eines -Objekts A interpretiert werden.
v

(STATE;?
s
) := ?
A
s
mit ?
A
s
v
A
s
a f ur alle a 2 A
s
 
s
: Seien t; t
0
Terme derselben Sorte. F

ur eine Standardinterpretation sollte gelten:
t 
s
t
0
gdw: v

(STATE; t) = v

(STATE; t
0
)
= ist die Identit

at. Damit ist 
s
eine

Aquivalenzrelation. Im Fall der Standardinter-
pretation ist a = b durch a v b ^ b v a deniert. Sonst sollte 
s
auf jeden Fall eine

Aquivalenzrelation auf A
s
induzieren. v
s
ist dann eine -Halbordnung im Sinne von
Denition 6.3.1.
3
State als Tr

agermenge der Sorte state tritt hier nicht auf, da die Pr

adikate zustandsunabh

angig deniert
sind.
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6.3.3 Standardaxiome, -interpretation, -spezikation
F

ur Halbordnung, Striktheit sowie

Aquivalenz soll nun eine Menge von Standardaxiomen
E
Std
f

ur jede Datensorte s 2 S angegeben werden, die wir im folgenden beschreiben. Sp

ate-
stens zur imperativen Implementierung sind dies notwendige Eigenschaften, vorher sind sie
wenigstens w

unschenswert. Die Standardaxiome garantieren die eben heuristisch beschriebe-
nen Eigenschaften der Standardpr

adikate.
Denition 6.3.4 Die Standardaxiome seien wie folgt festgelegt:
 Ordnung: 8x; y; z : s
x v
s
x (reexiv)
x v
s
y ^ y v
s
x, x 
s
y (vertr

aglich mit 
s
)
x v
s
y ^ y v
s
z ) x v
s
z (transitiv)
Durch die Vertr

aglichkeit wird die Gleichheit 
s
(nicht die Identit

at) induziert. Wei-
terhin mu ?
s
als kleinstes Element gefordert werden:
8x : s: ?
s
v
s
x f ur alle s 2 S
 Striktheit: Operationen m

ussen als strikt deniert werden k

onnen, d.h. wenn minde-
stens ein aktueller Parameter ? ist, mu ? als Ergebnis geliefert werden
4
.
f(x
1
; : : : ; x
k 1
;?
s
k
; x
k+1
; : : : ; x
n
) v ?
s
STRICT (OP ) sei ein Makro (eine Menge von Axiomen) bestehend aus obiger Formel
f

ur alle f 2 OP; f : s
1
: : :s
n
! states; s 2 S; s
k
2 (S[fstateg) und k 2 f1; : : : ; ng.
 Kongruenzrelation: Die 
s
bilden

Aquivalenzrelationen auf den Tr

agermengen A
s
f

ur
alle s 2 S.  ist eine Kongruenz
5
. Entsprechende Axiome seien angenommen.
 Beobachtbarkeit: Das Beobachtbarkeitspr

adikat ist nicht benutzerdenierbar. Es wird
durch eine Standardinterpretation realisiert. Daher werden keine Axiome angegeben.
Es gilt (wie schon oben beschrieben): Obs

0
(t) gilt, falls v

(STATE; t)[2] 2 Obs
A

0
f

ur
den aktuellen Zustand STATE eines -Objekts A.
Folgerung 6.3.1 Falls  eine Kongruenz ist, ist v
s
f

ur alle s 2 S eine Halbordnung, die
antisymmetrisch bzgl. 
s
ist.
Beweis: Trivial. 2
Nachdem nun die w

unschenswerten Eigenschaften bekannt sind, werden Standardinter-
pretationen f

ur die Elemente einer Standardsignatur vorgestellt, die diese Eigenschaften
erf

ullen. Die Standardpr

adikate werden geeignet interpretiert. Falls explizit nichts anderes
angegeben ist, wird v
s
als ache Halbordnung und 
s
als Identit

at interpretiert. Obs

0
wird
wie angegeben interpretiert. Dies wird sp

ater durch den Begri der Standardspezikation
formalisiert.
Beliebige Tr

agermengen k

onnen immer als bzgl. der Identit

at geordnet angenommen werden
(etwa als triviale Default-Ordnung). Es existieren dann keine zwei Elemente a; b mit a 6= b
4
Es mu mindestens eine nichtstrikte Operation geben, sonst ist ? immer der kleinste Fixpunkt (in diesem
Fall ist die Semantik f

ur die Operation unbrauchbar), siehe [M

ol85] Kapitel 7.
5
Siehe Anmerkungen zur Kongruenzrelation und Strukturvertr

aglichkeit vor Denition 6.3.3.
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und ? 62 fa; bg f

ur die gilt a v b oder b v a. Operationen sind dann monoton. Die triviale
Ordnung wird zu einer achen erweitert, in der ? das kleinste Element ist.
8a 2 A
s
: ?
A
s
v
A
s
a
Folgerung 6.3.2 Bei Standardinterpretationen f

ur  und v (d.h. 
s
durch die Gleichheit
und v
s
durch die ache Ordnung) gilt f

ur jede Sorte s 2 S:
a 
s
b gdw: a v
s
b ^ b v
s
a
Beweis: Die Standardordnung v
s
induziert die Identit

at =
s
, die auch die Denition von 
s
ist. 2
Denition 6.3.5 Eine Standardspezikation < 
Std
; E
Std
> besteht aus einer Standard-
signatur 
Std
und Standardaxiomen E
Std
.
6.3.4 Eigenschaften der Standardspezikation
In diesem Abschnitt wird das Zusammenspiel der Pr

adikate (benutzerdeniert oder standard-
interpretiert) untersucht.
Folgerung 6.3.3 Sei A Modell einer Standardspezikation < 
Std
; E
Std
> und seien t; t
1
; t
2

Std
-Terme. Dann gilt
6
:
 A; STATE j=
P
t
1
v t
2
gdw: v

(STATE; t
1
) v
A
v

(STATE; t
2
)
 A; STATE j=
P
t
1
 t
2
gdw: v

(STATE; t
1
) 
A
v

(STATE; t
2
), wobei 
A
die von v
A
induzierte Kongruenz ist, d.h.
A; STATE j=
P
t
1
 t
1
gdw.
v

(STATE; t
1
) v
A
v

(STATE; t
2
) ^ v

(STATE; t
2
) v
A
v

(STATE; t
1
)
 A; STATE j=
P
Obs

0
(t) gdw: 
0
 
Std
und v

(STATE; t)[2]2 Obs
O

0
Beweis: Folgt direkt aus der Anwendung der Standardaxiome f

ur die Standardinterpretati-
on. 2
Eine neu denierte Kongruenz 
neu
kann benutzt werden, um eine neue Standardordnung
v
neu
auf den

Aquivalenzklassen einer Tr

agermenge A
s
zu induzieren. Mit x 
neu
y soll auch
x v
neu
y ^ y v
neu
x gelten. Die neue Ordnung soll dann ach sein, d.h. [?]

neu
v
neu
b f

ur
alle b mit b := [a]

neu
; a 2 A
s
. Es sei ?

neu
:= [?]

neu
. Zwei

Aquivalenzklassen bzgl. 
neu
sind genau dann bzgl. v
neu
geordnet, wenn sie
 identisch sind ([a]

neu
v
neu
[a]

neu
) oder
 mindestens eine das bottom-Element in der

Aquivalenzklassenordnung ?

neu
:= [?]

neu
ist. Dies mu das kleinste Element sein.
6
Die Denition von Obs
A

0
wie in Denition 6.3.2 vorausgesetzt.
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Lemma 6.3.5 Sei 
A
s
eine

Aquivalenzrelation auf der Tr

agermenge A
s
f

ur alle Datensorten
s. Dann ist (Aj

s
;v) eine -Halbordnung

uber der von  induzierten Ordnung v: [?] v b
f

ur alle b mit b := [a] und a 2 A
s
und x v y ^ y v x folgt aus x  y f

ur

Aquivalenzklassen
x; y.
Beweis: 
s
wird als

Aquivalenzrelation vorausgesetzt. Dann gilt:
1.) Reexivit

at: a  a , a v a ^ a v a.
) v ist reexiv.
2.) Antisymmetrie: a  b, a v b ^ b v a.
) v ist damit antisymmetrisch bzgl. .
3.) Transitivit

at: a v b ^ b v c) a v c.
Es gilt ? v x und x v x f

ur alle x 2 A
sj

nach Konstruktion der

Aquivalenzklassen.
Es ergeben sich folgende Kombinationsm

oglichkeiten:
a = b = c = ? ) ? v ?
a = b = ? ) ? v c
a = ? ) ? v c
) v ist transitiv.
Also ist (Aj

s
;v) Halbordnung. 2
Bemerkung 6.3.2 = bezeichnet im folgenden immer die Identit

at. [?]

ist immer eine ein-
elementige

Aquivalenzklasse. Es gilt ?

:= [?]

und ? 62 [a] f

ur a 6= ?
A
s
; a 2 A
s
durch das
angegebene Konstruktionsverfahren. Also gilt ?

v
neu
a f

ur alle a 2 Aj

neu
bzw. ?

v
neu
[x]
f

ur alle x 2 A
s
. ? bleibt von der benutzerspezizierten

Aquivalenzklassenbildung ausgeschlos-
sen.
Das folgende Lemma setzt die Existenz (und korrekte Denition) folgender Pr

adikate voraus:
 eine zugrundeliegende Gleichheit (oder

Aquivalenz), bezeichnet mit =,
 eine Halbordnung, die antisymmetrisch bzgl. = ist, bezeichnet mit v,
 eine Kongruenz, mit deren Hilfe ein assoziiertes -Objekt konstruiert werden kann,
bezeichnet mit ,
 eine Halbordnung, die antisymmetrisch bzgl.  ist, bezeichnet mit v

,
 ein Beobachtbarkeitspr

adikat Obs.
Da diese Pr

adikate immer in geeigneter Form existieren k

onnen, wurde in diesem Abschnitt,
insbesondere in Lemma 6.3.5 gezeigt.
Lemma 6.3.6 Sei A ein -Objekt, Aj

das zu A assoziierte -Objekt und  2 WFF
P
().
Dann gilt:
A j=
P
 gdw: Aj

j=
P

Beweis: Der Beweis erfolgt durch Induktion

uber die syntaktische Struktur der Formeln.
6.4 Denition von Datentypen 138
a) atomare Formeln
a.1) Gleichung: Sei  eine Gleichung x
1

s
x
2
, wobei x
1
; x
2
Variablen der Sorte s 2 S
sind.
A j=
P
x
1

s
x
2
gdw:
v

(STATE; x
1
) 
A
v

(STATE; x
2
) gdw: STATE(x
1
) 
A
s
STATE(x
2
)
Aj

j=
P
x
1

s
x
2
gdw:
v

(STATEj

; x
1
) 
A
v

(STATEj

; x
2
) gdw: [STATE(x
1
)]
s
= [STATE(x
2
)]
s
Da STATEj

(x) = [STATE(x)]
s
nach Denition gilt, ist damit f

ur den Basisfall
der Gleichheitsrelation die Gleichwertigkeit gezeigt. Beliebige Terme

uber Varia-
blen sind in beiden Termkonstruktionen induktiv deniert, brauchen somit nicht
betrachtet werden.
a.2) Ordnung: Sei  eine Ungleichung x
1
v
s
x
2
. x
1
; x
2
sind Variablen der Sorte s 2 S.
A j=
P
x
1
v
s
x
2
gdw:
v

(STATE; x
1
) v
A
v

(STATE; x
2
) gdw: STATE(x
1
) v
A
s
STATE(x
2
)
Aj

j=
P
x
1
v
s
x
2
gdw:
v

(STATEj

; x
1
) v
A
v

(STATEj

; x
2
) gdw: [STATE(x
1
)]
s
v

s
[STATE(x
2
)]
s
wobei v

s
eine Halbordnung ist, deniert durch [a]
s
v

s
[b]
s
; falls a v
A
s
b. Also
ist v

s
ist die nach Lemma 6.3.5 konstruierte Ordnung. Damit gilt die Aussage.
a.3) Beobachtbarkeit:
A j=
P
Obs

0
(x) gdw:
v

(STATE; x)[2]2 Obs
A

0
Aj

j=
P
Obs

0
(x) gdw:
v

(STATEj

; x)[2] 2 Obs
Aj


0
a 2 Obs
A

0
gdw: [a] 2 Obs
Aj


0
nach Konstruktion der

Aquivalenzklassen und von
Obs

0
. Dies gilt nach Denition 6.3.3.
Der Wert von Terminterpretationen h

angt nur von den Belegungen der freien Varia-
blen ab (siehe Denition der Auswertung in Abschnitt 3.4). Daher wird die G

ultigkeit
atomarer Formeln

uber beliebigen Termen nur von den Belegungen der freien Varia-
blen bestimmt. Die Aussagen k

onnen also ohne weiteres auf beliebige atomare Formeln

ubertragen werden.
b) nichtatomare Formeln
Durch die induktive Denition der Formeln gilt die Eigenschaft auch f

ur die nichtato-
maren Formeln (siehe Induktionslemma 5.1.1). 2
6.4 Denition von Datentypen
Es sollen mit diesem Ansatz, neben den in der Motivation (Abschnitt 6.1) angesprochenen
weiteren Problemstellungen, auch benutzerdenierte Datentypen speziziert werden k

onnen.
Wenn diese Datentypen als realisierte, d.h. ausf

uhrbare Spezikationen von Datentypen (wie
die vordenierten Integer oder Boolean) verf

ugbar sein sollen, dann m

ussen die Modelle der
Datentypspezikation einige Eigenschaften erf

ullen. Die Tr

agermengen m

ussen cpos und die
Funktionen m

ussen stetig sein. Zur Festlegung der Halbordnung wurde in diesem Kapitel
ein Ordnungspr

adikat v bereitgestellt. Neue ausf

uhrbare Datentypen k

onnen auf den schon
6.4 Denition von Datentypen 139
bestehenden Datentypen konstruiert werden. Standarddatentypen wie Integer oder Bool
wurden durch Standardmodelle deniert. Daher kann es sinnvoll sein, die Standardmodelle
weiterzuverwenden, aber dabei nicht ben

otigte Elemente dieser Standardmodelle von der
Beobachtung auszuschlieen. Hierzu kann das Pr

adikat Obs eingesetzt werden.
Als Beispiel w

ahlen wir einen Datentyp Menge, der auf Basis eines existierenden Datentyps
Tupel (Sequenzen) speziziert wird (vgl. Abschnitte 4.1 und 4.3). Sollen Mengen auf Se-
quenzen implementiert werden, m

ussen weitere mengenspezische Eigenschaften speziziert
werden. Eine Ordnung auf den permutierten Sequenzen kann festgelegt werden. Es kann wie
in Abschnitt 4.3 wieder die Mengeninklusion der Ordnung zugrundegelegt werden. Seien s; t
Sequenzen mit s = s
1
: : :s
n
und t = t
1
: : : t
m
. Dann gilt:
s  t :,
8
>
<
>
:
1: n = m
2: 9 2 (f1; ::; ng):8i:9j:s
i
= t
(j)
3: 9 2 (f1; ::; ng):8i:9j:t
i
= s
(j)
(: : :) bezeichnet alle Permutationen. Mengen sind dann die

Aquivalenzklassen bez

uglich .
Diese

Aquivalenzklassenbildung soll die neue Gleichheit auf Mengen denieren.
Als komplexes Beispiel werden Mengen nat

urlicher Zahlen

uber Tupeln von ganzen Zahlen
speziziert. Dazu sind in der Menge der ganzen Zahlen nur die nat

urlichen als beobachtbar
zu kennzeichnen. Es soll hier angenommen werden, da SET und TUPLE generische Spezi-
kationen sind, die mit Elementtypspezikationen, etwa NAT oder INT , instantiiert werden
k

onnen
7
. Die

ublichen Eigenschaften ganzer Zahlen bzw. homogener Tupel seien hier f

ur INT
und TUPLE vorausgesetzt.
Beispiel 6.4.1
spec SET(NAT) by TUPLE(INT) is
extend TUPLE(INT) by
opns
is subset: tuple  tuple ! bool

set
: tuple  tuple ! bool
v
set
: tuple  tuple ! bool
set insert: tuple  int ! tuple
set delete: tuple ! tuple
empty set: ! tuple
set select: tuple ! int
axioms s,t : tuple; i : int
(1) Obs
tuple
(s) , Obs
fempty set;set insertg
tuple
(s)
(2) Obs
fzero;succg
int
(i)
(3) s 
set
t ,
((8i : int: 9j : int: i 
int
set select(s) ^ j 
int
set select(t) ^ i 
int
j) ^
( 8i : int: 9j : int: i 
int
set select(t) ^ j 
int
set select(s) ^ i 
int
j))
(4) s v
set
t , is subset(t; s) = true
end spec
7
Da es sich hier um einen funktionalen Datentypen, d.h. eine Spezikation ohne Zustand handelt, wurde
der Sortenbezeichner state in den Operationsvereinbarungen nicht benutzt. Alle Operationen sind Attribute.
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is subset testet auf Teilmengenbeziehung. Die oben angegebene Denition auf Sequenzen kann
daf

ur herangezogen werden. set insert f

ugt ein Element ein, set delete l

oscht ein Element. Die
Operation empty set erzeugt eine leere Menge. set select liefert ein Element der Menge. Auf
eine explizite Spezikation dieser Operationen wurde verzichtet.
Die angegebenen Axiome (1) { (4) sollen kurz erl

autert werden:
1. set insert und empty set sollen Konstruktoren sein, d.h. mit ihnen ist die gleiche Menge
von Tr

agerelementen beobachtbar wie mit der gesamten Signatur (vgl. Denitionen
6.3.4 und 6.3.2).
2. Nur die Mengenelemente sind beobachtbar, die mit Grundtermen aus zero und succ
erreicht werden k

onnen, die also nat

urliche Zahlen sind; nur f

ur sie m

ussen die Axiome
gelten. Dies ist dann von Bedeutung, wenn auf Standardmodellen eines vordenier-
ten Datentyps Integer realisiert wird. Obs
fzero;succg
int
(i) gilt, falls v

(STATE; i)[2] f

ur
einen Zustand STATE in der mit zero und succ erreichbaren Teilmenge der Tr

ager-
menge A
int
liegt (vgl. Denition 6.3.4).
3. Zwei Mengen sind gleich, wenn sie aus den gleichen Elementen bestehen. 
set
ist die
neu denierte Gleichheit. Sie orientiert sich an der oben vorgestellten

Aquivalenzklas-
senbildung .
4. Zwei Mengen sind geordnet, wenn sie in der Teilmengenbeziehung stehen. v
set
ist die
neu denierte Ordnung. v
set
st

utzt sich auf 
set
ab (siehe Abschnitt 6.2). Dies wird
noch deutlicher, wenn is subset speziziert wird. Dann mu is subset(a; b) = true ^
is subset(b; a) = true) a 
set
b gelten.
Damit ist veranschaulicht, wie die Aspekte Beobachtbarkeit,

Aquivalenz und Ordnung zur
axiomatischen Spezikation von Datentypen eingesetzt werden k

onnen, die durch Standard-
modelle ausf

uhrbar sind (sie sind durch die Fixpunktsemantik der Programmiersprache de-
niert).
6.5 Zusammenfassung
In diesem Kapitel wurde die Spezikationslogik aus Kapitel 5 erweitert, indem statt des
einen Standardpr

adikats 'Gleichheit' nun drei bereitgestellt werden (Ordnung,

Aquivalenz
und Beobachtbarkeit). Alle drei haben die Aufgabe, die Implementierung von Spezikationen
zu unterst

utzen.
Modelle ausf

uhrbarer Spezikationen m

ussen Tr

agermengen enthalten, die cpos sind. F

ur
State als die Menge der Zust

ande ist das nach Kapitel 3 gegeben. F

ur Tr

agermengen der
Datensorten mu dies noch explizit gefordert werden k

onnen, d.h. eine Ordnung mu spezi-
zierbar sein. Auf die Spezikation der Existenz von Suprema oder der Stetigkeit von Funk-
tionen soll allerdings verzichtet werden, da diese Eigenschaften im allgemeinen nicht nach-
weisbar sind. Verschiedene Autoren [M

ol85, GTWW77, WTW78] setzen sich mit der Pro-
blematik unendlicher, d.h. nicht darstellbarer Objekte auseinander. Probleme bereiten bei
der Spezikation partieller Funktionen in stetigen Algebren oder Objekten die Behandlung
der Suprema. Sie sind in den Tr

agermengen enthalten (da diese cpos sind), aber sie k

onnen
nicht immer durch endliche Terme aus T () bezeichnet werden. Die Struktur von Termen
6.5 Zusammenfassung 141
entspricht der von B

aumen. B. M

oller [M

ol85] spricht in diesem Zusammenhang allgemeine
Graphen an, die sich durch endliche Terme nicht direkt repr

asentieren lassen. M

oller benutzt
induktiv generierte, stetige Modelle, in die die

ublichen Modelle eingebettet werden k

onnen,
und die die Existenz von Suprema garantieren. Der Ansatz stetiger Algebren wird ebenfalls
in [GTWW77, WTW78] behandelt. Die Anforderungen der Existenz der Suprema f

ur Ketten
in cpos und der Stetigkeit (d.h. Erhaltung der Suprema) auf cpos sollen mangels geeigneter
allgemeiner Nachweismethoden hier nicht spezizierbar sein. cpo-Eigenschaft und Stetigkeit
k

onnen nur f

ur den Spezialfall acher Halbordnungen und strikter Funktionen erf

ullt sein.
Um die M

achtigkeit des Ansatzes zu erh

ohen, ist es sinnvoll, sich nicht mit der aus einer
Halbordnung ableitbaren Gleichheit zufrieden zu geben, sondern zus

atzlich die Spezikation
einer

Aquivalenz zuzulassen. Es konnte gezeigt werden, da immer Realisierungen f

ur die
Pr

adikate m

oglich sind, die die erwarteten Eigenschaften, d.h. die einer Halbordnung oder
einer

Aquivalenzrelation, erf

ullen. Sowohl die Ordnung v als auch die

Aquivalenzrelation 
k

onnen explizit deniert werden. Es konnte gezeigt werden, da sowohl aus der Ordnung v
eine

Aquivalenz abgeleitet werden kann (nach Denition in Bemerkung 6.2.1) als auch aus 
eine Halbordnung v konstruiert werden kann (nach Lemma 6.3.5).
Modelle k

onnen nichterreichbare Elemente enthalten. Daher ist es wichtig, in der Spezikation
von Eigenschaften nur auf erreichbare Elemente Bezug nehmen zu k

onnen. Damit kann dann
in den erreichbaren Teilstrukturen veriziert werden.
Die in diesem Kapitel vorgestellten Konzepte k

onnen dazu eingesetzt werden, die in Abschnitt
4.3 vorgestellte Erweiterung der vordenierten Datentypen auf Basis einer Menge primitiver
Datentypen auch mit der vorgestellten Spezikationslogik spezizieren zu k

onnen. Hierzu
kann, wie am Beispiel angedeutet, die Beobachtbarkeit eingeschr

ankt werden. Ebenso sind
Ordnungen und angepate Gleichheitspr

adikate denierbar.
Viele der in der Einleitung vorgestellten Ans

atze beinhalten ebenfalls Konzepte, die die L

ucke
zwischen Spezikation und Implementierung schlieen sollen. Larch stellt als Zwischenebe-
ne zwischen einer algebraischen Spezikationssprache und einer Programmiersprache eine
modelltheoretische Interface-Sprache bereit, die im wesentlichen auf Vor-/Nachbedingungs-
spezikation beruht. Modelle dieser Schnittstellensprache sind durch die Semantik der Pro-
grammiersprache deniert. Die Beziehung zwischen algebraischer und modelltheoretischer
Spezikation wird durch Homomorphismen beschrieben.

Ahnlich wird auch von R. Breu und
H. Lin verfahren. Der Homomorphismusbegri wird so angepat, da der Zustandsbegri der
Programmiersprachen darin enthalten ist. Extended ML besteht aus einem algebraischen Spe-
zikationsansatz, dessen Modellbildung auf der formalen Semantik von Standard ML beruht.
Mit dem

Ubergang von Vor-/Nachbedingungsspezikation zu imperativen Implementierun-
gen befassen sich Dijkstra, Gries und Morgan [Dijk76, Gri81, Mor88, Mor94]. Im Gegensatz
zu Larch oder Extended ML wird die Semantik der axiomatischen Spezikationen hier nicht
direkt durch die Fixpunktsemantik der imperativen Spezikation deniert. Die in Kapitel 5
benutzte Modellsemantik ist allgemeiner, und damit m

achtiger; die Modellbildung kann aber
explizit in Richtung Fixpunktsemantik durch die in diesem Kapitel vorgestellten Konzepte
eingeschr

ankt werden.
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Kapitel 7
Beweissystem und Verikation
In den vorangegangenen Kapiteln wurde zum einen ein Berechnungsmodell formal de-
niert und zum anderen eine Spezikationslogik entwickelt, mit deren Hilfe Eigenschaften
von Programmfragmenten

uber dem Berechnungsmodell speziziert werden k

onnen. Da bei-
de Ans

atze mit formalen Methoden beschrieben wurden, ergeben sich nun eine Reihe von
M

oglichkeiten, beide zueinander in Beziehung zu setzen. Dazu sollen im weiteren Formulie-
rungen auf dem Vokabular der -Objekte auch als Programme oder Programmfragmente
bezeichnet werden. Die Benutzungsschnittstelle der -Objekte wird als rudiment

are impera-
tive Sprache aufgefat.
Synthese bezeichnet die Generierung eines Programmes in einer imperativen Sprache, das
eine in einer Spezikationssprache gegebene Spezikation erf

ullt. Unter Analyse versteht man
die Konstruktion einer m

oglichst ad

aquaten Spezikation zu einem gegebenen Programm.
Unter Verikation ist der Nachweis zu verstehen, da ein gegebenes Programm eine gegebene
Spezikation erf

ullt. Ein weiterer Aspekt ist die Frage der

Aquivalenz von verschiedenen
Programmen bzgl. einer Spezikation.
Im folgenden soll die Verikation untersucht werden. Zuerst werden Korrektheitsbegrie de-
niert (Abschnitt 7.1). Dann wird in Abschnitt 7.2 ein Beweissystem zur Ermittlung des ab-
strakten Ein-/Ausgabeverhaltens der imperativen Programme im Umfang des Berechnungs-
modells aus Kapitel 3 vorgestellt. In der Literatur wird ein solches Beweissystem Hoare-Kalk

ul
genannt [LS84, Fra92, AO94]. Konsistenz und Vollst

andigkeit dieses Beweissystems werden
in Abschnitt 7.3 betrachtet. Abschnitt 7.4 beinhaltet m

ogliche Erweiterungen zur Verikation
des erweiterten Berechnungsmodells aus den Abschnitten 4.1 und 4.2. Anschlieend wird ein
Beweissystem f

ur eine vollst

andige dynamische Logik vorgestellt (Abschnitt 7.5). Am Ende
des Kapitels wird die Verikation eines imperativen Programmes betrachtet.
7.1 Korrektheit
Korrektheit wurde in der Einleitung (Abschnitt 1.3.2) schon als zentrales Qualit

atskriterium
eingef

uhrt. Ein Korrektheitsbegri legt fest, wann ein Programm seine Spezikation erf

ullt.
Eine Spezikation mit der modalen Formel
:(x = 0)! [ p(x) ] s = div(s; x)
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soll aussagen, da die Operation p den Quotienten (div) aus einer Zustandsvariablen s und
dem Parameter x bildet, falls x von Null verschieden ist. Dieses Verst

andnis der Spezikation
setzt implizit die Terminierung von p voraus. Solche Aussagen nennt man Aussagen

uber
totale Korrektheit. Wird die Aussage um den Zusatz erweitert, da p nur dann den Quotien-
ten berechnet, wenn p auch terminiert, spricht man von einer partiellen Korrektheitsaussage.
Die totale Korrektheit ergibt sich somit als Summe von partieller Korrektheit und Terminie-
rung. Der Nachweis der totalen Korrektheit kann

uber den getrennten Nachweis von partieller
Korrektheit und Terminierung erfolgen. Dies ist formal durch das Separationslemma (siehe
[Fra92] S. 21) gesichert. Dadurch ist auch der Einsatz unterschiedlicher Beweistechniken f

ur
partielle Korrektheit und Terminierung m

oglich. Im folgenden soll nur die partielle Korrekt-
heit betrachtet werden. Der Begri wird jetzt formalisiert. Die betrachtete Logik ist vorerst
die eingeschr

ankte Form der dynamischen Logik aus Kapitel 5.2. In Abschnitt 7.5 wird dann
auf die erweiterte Logik aus Kapitel 5.3 eingegangen.
7.1.1 Partielle Korrektheit
Denition 7.1.1 Sei DL die in Kapitel 5.2 vorgestellte dynamische Logik und v die auf dem
Zustand konstruierte Bewertung (siehe Abschnitt 3.4). Ein Programmfragment P heit dann
partiell korrekt bzgl. der Formeln ;  2 WFF
DL
(), falls f

ur ein -Objekt O und alle
Zust

ande STATE 2 State gilt:
falls O; STATE j=  und P terminiert; dann gilt O; v

(STATE; P )[1] j=  
 heit Vorbedingung und  Nachbedingung von P . Es wird auch die Schreibweise ! [P ]  
f

ur die partielle Korrektheitsaussage benutzt.
Die G

ultigkeitsdenition aus Kapitel 5.2 setzt also partielle Korrektheit um.
Gegeben sei f

ur dieses Kapitel eine Pr

adikatenlogik erster Stufe und ein vollst

andiges und
konsistentes Beweissystem f

ur diese Logik (siehe z.B. [Wir90] oder [LS84] Kapitel 2). Die
Programmfragmente P in diesem Kapitel k

onnen aus den Konstrukten der -Objekte zu-
sammengesetzt werden. Wenn von imperativen Implementierungen oder programmiersprach-
lichen Realisierungen gesprochen wird, sind diese Programmfragmente gemeint.
In Kapitel 5.1 wurden verschiedene Szenarien zur Nutzung der Logik vorgestellt. Aus den ver-
schiedenen Anwendungsm

oglichkeiten soll eine Anwendung herausgegrien und n

aher unter-
sucht werden. Es soll eine imperative Implementierung gegen eine axiomatische Spezikation
veriziert werden. Als Beispiel k

onnte eine axiomatische Spezikation lauten:
Beispiel 7.1.1
spec m
state def s : int
opns procedure init : state ! state  void
[init()] s = 1
procedure p : state ! state  void
s > 0! [p()] s = succ(old(s))
end m
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Bei Expansion des old-Operators kann auch f

ur das letzte Axiom
s > 0 ^ s = X ! [p()] s = succ(X)
geschrieben werden (X ist eine Spezikationsvariable, vgl. Abschnitt 5.2.1).
Zu verizieren ist, ob die Implementierung im folgenden Beispiel partiell korrekt im Sinne
eines noch zu denierenden Implementierungsbegries ist. Intuitiv ist klar, da die Imple-
mentierung das in der Spezikation durch Vor- und Nachbedingungen vorgegebene Verhalten
realisiert.
Beispiel 7.1.2
spec m
state def s : int
opns procedure init()
begin
asgn(s; 1)
end init;
procedure p()
begin
if(s > 0; asgn(s; succ(s)))
end p;
end m
Das Beispiel wird am Ende des Kapitels in Abschnitt 7.6 wieder aufgegrien und dann veri-
ziert.
7.1.2 Terminierung
Um Terminierung in einem Verikationsansatz behandeln zu k

onnen, sollte nach [AO94] eine
Inferenzregel in das Beweissystem integriert werden, die die Anzahl von Iterationen (von
Schleifen oder rekursiven Durchl

aufen) begrenzt. Eine solche Regel verlangt, da ein Z

ahler
mit einem positiven Wert geeignet initialisiert wird, der nach jeder Iteration verringert wird,
aber nie negativ werden darf. Dadurch kann es nur endlich viele Iterationen geben. Wird der
Beweis der Terminierung durchgef

uhrt, so mu der Beweiser selbst die f

ur das vorliegende
Programm passende Initialisierung nden.
Nichtterminierung durch undenierte Situationen, also ein 'Stehenbleiben' des Programmes,
kann hier nicht auftreten, da undenierte F

alle

uber den Wert ? = ! beschrieben sind.
Ausf

uhrbare Funktionen sind hier immer strikt, somit kann das Programm auch in unde-
nierten Situationen immer weiterarbeiten. N. Francez [Fra92] nennt dies Error Strictness.
Viele Verikationsans

atze denieren einen Divergenzzustand, in den ein nicht terminierendes
Programm

ubergeht. Dieser Divergenzzustand kann hier duch das bottom-Element ?
state
in
State modelliert werden. Damit kann die Nichtterminierung eines Programmfragmentes P
formal durch v

(STATE; P )[1] = ?
state
beschrieben werden.
Im folgenden soll aber nur die Verikation der partiellen Korrektheit einer Implementierung
gegen

uber einer Spezikation betrachtet werden.
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7.1.3 Zum Vorgehen
Bisher sind eine Spezikationslogik (Kapitel 5, 6) und ein Berechnungsmodell, das semanti-
sche Strukturen zur Verf

ugung stellt (Kapitel 3, 4), verf

ugbar. In diesem Kapitel wird ein
Beweissystem konzipiert. Konsistenz und Vollst

andigkeit von Beweissystemen sind Eigen-
schaften, die immer gelten m

ussen, um dessen Einsetzbarkeit zu garantieren. Die notwen-
digen Beweise f

ur Konsistenz und Vollst

andigkeit lassen sich auf zwei Arten erzielen: zum
einen 'from scratch', d.h. ohne Ber

ucksichtigung schon vorhandener,

ahnlicher Erkenntnisse
wird alles Geforderte gezeigt, und zum anderen durch Abbildung auf Bekanntes. F

ur eine
Reihe von Spezikationslogiken und zugeh

orige semantische Strukturen gibt es konsistente
und vollst

andige Beweissysteme, etwa f

ur algebraische Spezikationslogiken und Algebren
[Wir90] oder f

ur modale Logik und Kripke-Modelle [KT90]. Falls sich die gegebene Logik
in einen der angesprochenen Ans

atze einordnen l

at
1
bzw. durch einen solchen simulierbar
ist und die semantischen Strukturen geeignet

ahnlich sind (etwa isomorph), dann kann das
Beweissystem

ubertragen werden.
Hier wird ein hybrider Ansatz gew

ahlt. Der Kern des Ansatzes wird 'from scratch' behan-
delt. Dies hilft, Eigenschaften des neu entworfenen Berechnungsmodells und der entworfenen
Spezikationslogik zu verstehen. Auerdem ist die Kenntnis anderer Logiken und Semanti-
ken hierzu nicht notwendig. Anders wird bei den Erweiterungen des Prozedurkonzeptes und
deren Bearbeitung durch das Beweissystem in Kapitel 7.4 vorgegangen. Die betrachteten Er-
weiterungen des Berechnungsmodells aus Kapitel 4 sind ebenso in Hoare-Logiken realisiert.
Dort werden als Semantiken Modelle angenommen, die in ihrer Struktur den hier benutzten
entsprechen. Es soll daher f

ur die Erweiterungen lediglich auf die Literatur verwiesen werden.
7.2 Ein Beweissystem f

ur partielle Korrektheit
Statt des Begries Beweissystem werden in der Literatur h

aug synonym die Begrie Infe-
renzsystem, Inferenzkalk

ul oder deduktives System benutzt [LS84, Fra92, AO91, AO94, Apt81,
Kre91, KT90]. Ein Beweissystem f

ur die eingeschr

ankte Logik aus Kapitel 5.2 soll nun vor-
gestellt werden.
Zuvor werden wir noch Aussagen

uber Substitution in Formeln und in den semantischen
Strukturen machen. Dies wird dazu dienen, den Eekt von Kommandos auf die Strukturen
auch in Formeln explizit machen zu k

onnen.
Denition 7.2.1 
t
x
bezeichnet die gleichzeitige Substitution aller freien Vorkommen von
x durch t in der Formel .
Diese Denition der Substitution f

ur Formeln entspricht der Denition der Substitution f

ur
Terme in Abschnitt 3.4.
Lemma 7.2.1 (Substitutionslemma) Sei  eine Formel, x eine Variable einer Datensorte s
und t ein -Term der selben Sorte wie x. v sei die auf STATE basierende Bewertung. Dann
gilt f

ur jedes -Objekt O und jeden Zustand STATE 2 State:
O; STATE j= 
t
x
gdw: O; substitute(STATE; x 7! v

(STATE; t)[2]) j= 
1
Wie schon gezeigt werden konnte, sind -Objekte Kripke-Modelle und die vorgestellte Logik ist eine
dynamische Logik.
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Beweis: Nach Denition 3.4.1 ist substitute(STATE; x 7! y) := STATE
0
mit
STATE
0
(z) =
8
>
<
>
:
STATE(z) falls z 6= x; z 6= ?
y falls z = x; z 6= ?
? falls z = ?
In STATE
0
wird der Wert von t (bezeichnet mit y) an x gebunden, sonst bleibt STATE
unver

andert. Nach Konstruktion der G

ultigkeit

uber der Bewertung v gilt die Aussage. 2
Die modale Formel  ! [P ]  beschreibt das Ein-/Ausgabeverhalten eines Programmfrag-
mentes P . Um verizieren zu k

onnen, mu daher zun

achst ein Beweissystem deniert werden,
das das Ein-/Ausgabeverhalten von imperativen Programmfragmenten zu ermitteln gestat-
tet.
Ein Beweissystem besteht aus Axiomen und Inferenzregeln (siehe auch [LS84, Fra92, AO91]).
Axiome behandeln hier die atomaren Anweisungen Zuweisung und leeres Kommando; Regeln
behandeln im folgenden die zusammengesetzten Anweisungskonstrukte. Die Inferenzregeln
sollen f

ur Spezikations- und Programmiersprache gleichermaen anwendbar sein. Solche Re-
geln werden universell genannt. Daher mu eine Spezikationsvariable X (siehe Abschnitt
5.2.1) instantiierbar sein, da sie in der Programmiersprache nicht vorhanden ist. Der Varia-
blen wird dabei ein Wert aus der Tr

agermenge des zugeh

origen Typs zugewiesen.
(X)
(c)
[INST]
INST ist eine Inferenzregel. (X) ist die Pr

amisse und (c) die Konklusion.  ist eine modale
Formel mit X als freier Spezikationsvariablen und einem Grundterm c : s, falls X : s. Freie
Spezikationsvariablen k

onnen zu expliziten (konstanten) Werten instantiiert werden. Die
Unterscheidung zwischen Substitution und Instantiierung erfolgt absichtlich. Freie Spezika-
tionsvariablen X werden mit Werten in einer von den Belegungen der Programmvariablen
unabh

angigen Bewertung belegt. Sie sollen daher nur durch Konstanten (Grundterme) instan-
tiiert werden k

onnen. X kann sowohl in der Vorbedingung als auch in der Nachbedingung
auftreten.X soll dabei immer durch den gleichen konstanten Term substituiert werden, damit
etwa die Semantik des old-Operators denierbar ist. Programmvariablen k

onnten inzwischen
durch den Zustandswechsel ihren Wert ver

andert haben.
Es werden nun zwei Axiome und vier Inferenzregeln f

ur ein exogenes Beweissystem de-
niert. Im folgenden sind alle Formeln ;  ;  gem

a der eingeschr

ankten dynamischen Logik
nichtmodal. Das Beweissystem spiegelt dabei die Kompositionalit

at der Struktur der Pro-
grammiersprache wieder. Axiome werden f

ur primitive Anweisungen wie die Zuweisung oder
die leere Anweisung deniert. Mit Inferenzregeln k

onnen zusammengesetzte Anweisungen
betrachtet werden.
Denition 7.2.2 Ein Beweissystem f

ur die Logik aus Kapitel 5.2 besteht aus:
1. Zuweisungsaxiom

t
x
! [asgn(x; t)]  [ASGN]
Jede Eigenschaft , die vor Ausf

uhrung der Zuweisung f

ur t gilt, gilt nachher auch f

ur
x.
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2. Leere Anweisung
! [skip]  [SKIP]
Die leere Anweisung hat keinen Eekt.
3. Sequenzregel
! [P ]  ;  ! [Q] 
! [seq(P;Q)] 
[SEQUENCE]
Bei geltender Vorbedingung von P gilt, falls die Nachbedingung von P und die Vorbe-
dingung von Q

ubereinstimmen, die Nachbedingung von Q.
4. Bedingungs-Regel
 ^ (b = true)! [P ]  ;  ^ :(b = true)! [skip]  
! [if(b; P )]  
[CONDITIONAL]
Das Kommando P wird nur ausgef

uhrt, falls die Bedingung b wahr ist. Sonst wird nichts
(skip) ausgef

uhrt.
5. Aufruf-Regel
! [com]  
! [ p() ]  
[CALL]
Diese Regel bezieht sich auf parameterlose, nichtrekursive Prozeduren der Form p() =
com. Der Rumpf einer Prozedurdenition kann somit durch den Aufruf der Prozedur
p() ersetzt werden. Andere Prozedurformen werden in einem eigenen Abschnitt (7.4)
behandelt.
Das System soll noch um eine Regel erweitert werden, die zwar nicht die imperativen Sprach-
konstrukte direkt betrit, die aber hilft, in Beweisen Vor- und Nachbedingungen geeignet
absch

atzen zu k

onnen.
6. Konsequenz-Regel
! 
1
; 
1
! [P ]  
1
;  
1
!  
! [P ]  
[CONS]
Die Regeln ASGN, SEQUENCE und CONDITIONAL basieren auf [LS84] Kapitel 8.1.1.
CONS steht f

ur Consequence (siehe auch [LS84] Kapitel 8.1.1 oder [Fra92] S. 75). CONS er-
laubt es, die Vorbedingung zu verst

arken und die Nachbedingung abzuschw

achen. Man sagt,
da eine Bedingung  st

arker als eine Bedingung  ist, wenn sie diese impliziert (!  ). Im
Gegensatz zu den bisherigen Regeln ist diese unabh

angig von der Programmiersprache. Sie
h

angt nur von der Denition der partiellen Korrektheit ab. Die Anwendbarkeit der CONS-
Regel soll kurz illustriert werden. Mit ihr k

onnen Implementierungen ausgedr

uckt werden.
Zwischen zwei Prozeduren p und p
1
kann eine Relation  wie folgt festgelegt werden: Sei p
deniert durch ! [p(: : :)]  und p
1
deniert durch 
1
! [p
1
(: : :)]  
1
. Dann gilt pp
1
genau
dann, wenn ! 
1
^ 
1
!  gilt. Die Implementierung p
1
ist die mit der schw

acheren Vorbe-
dingung und der st

arkeren Nachbedingung. Ausgehend von einer 'besseren' Implementierung
p
1
kann durch CONS

uberpr

uft werden, ob die Spezikation von p demgegen

uber schw

acher
ist (siehe auch [Mey88] Kap. 11.1, S. 256), ob also p
1
partiell korrekt bzgl. der Spezikation
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von p ist. Die Korrektheit von CONS l

at sich leicht anhand der partiellen Korrektheit ver-
anschaulichen. 
1
! [p(: : :)]  
1
gilt genau dann, wenn, falls 
1
gilt und p terminiert, dann  
1
im Folgezustand gilt. Daraus folgt (wegen  ! 
1
und  
1
!  ), da, falls  gilt und p ter-
miniert, dann  im Folgezustand gilt. Dies ist genau die G

ultigkeitsdenition der Konklusion
! [p(: : :)]  von CONS.
Mit Hilfe eines solchen Beweissystems l

at sich zu jeder nichtrekursiven Prozedurimplemen-
tierung p() = com und einer initialen oder terminalen Bedingung ein Ein-/Ausgabeverhalten
 ! [com]  ableiten. com ist dann partiell korrekt bzgl.  und  . Dies wird in Abschnitt
7.6 veranschaulicht.
Bemerkung 7.2.1 Weitere praktische Regeln sind (neben den im Anhang A.2 aufgef

uhrten
pr

adikatenlogischen Formeln):
! [P ]  
1
; ! [P ]  
2
! [P ]  
1
^  
2
[AND]

1
! [P ]  ; 
2
! [P ]  

1
_ 
2
! [P ]  
[OR]
( ^ )! [P ]  ; ( ^ :)! [P ]  
! [P ]  
[DEMORGAN]
! [P ]  
(9x : )! [P ]  
[9,EINF

UHRUNG]
x trete weder in P noch in  frei auf.
Diese Regeln sollen im folgenden angenommen werden. Diese Regeln sind [Fra92] Kapi-
tel 4 (AND, OR, DEMORGAN) und [AO94] Anhang B (9-EINF

UHRUNG) entnommen.
Eigenschaften wie Konsistenz und Vollst

andigkeit sind dort nachzulesen. Konsistenz und
Vollst

andigkeit f

ur die anderen Regeln werden in Abschnitt 7.3 betrachtet.
Die zus

atzlichen Regeln werden Adaptionsregeln genannt. Sie erlauben eine Korrektheitsfor-
mel zu einem Programm an andere Vor- und Nachbedingungen anzupassen, d.h. zu adaptie-
ren, ohne das Programm zu

andern. An den angegebenen Literaturstellen sind weitere Regeln
zu nden.
Bemerkung 7.2.2 Die Erweiterung der Spezikationslogik aus Kapitel 6 kann durch die
Regel
t
1
=
s
t
2
; Obs

(t
1
)
Obs

(t
2
)
[OBS]
f

ur zwei Terme der gleichen Sorte s der Signatur  unterst

utzt werden. Die Pr

adikate  und
v werden als

Aquivalenzrelationen bzw. Halbordnungen axiomatisch speziziert. Die entspre-
chenden Axiome stammen aus einer Pr

adikatenlogik erster Stufe (vgl. Abschnitt 6.3). Sie
brauchen daher nicht betrachtet werden; weitere Betrachtungen der Konzepte aus Kapitel 6
sind nicht notwendig.
Denition 7.2.3 Sei E  WFF ();  2 WFF (). Ein Beweis von  in E ist eine Folge

1
; : : : ; 
n
mit 
n
= , so da f

ur jedes 
i
eine der Aussagen gilt:
7.3 Konsistenz und Vollst

andigkeit 150
 
i
ist ein Axiom,
 
i
2 E,
 
i
folgt aus einem fr

uheren 
j
(j < i) durch Anwendung einer Inferenzregel.
E `  :,  hat einen Beweis in E. Man spricht: 'E impliziert ' oder ' ist aus E ableitbar'.
7.3 Konsistenz und Vollst

andigkeit
Es mu nun sichergestellt werden, da das denierte Beweissystem (Denition 7.2.2) auch
ordnungsgem

a arbeitet, d.h. es ist zu fragen,
1. ob jede abgeleitete Formel auch gilt (Konsistenz),
2. ob jede g

ultige Formel auch ableitbar ist (Vollst

andigkeit).
Hierzu werden Ergebnisse der Hoare-Logik (siehe [LS84] Kap. 8 oder [Fra92, AO94]) herange-
zogen. Es wird gezeigt, da die eingeschr

ankte modale Logik (Abschnitt 5.2) zur Hoare-Logik

aquivalent ist. Die Menge der nichtmodalen wohlgeformten Formeln und ihre G

ultigkeitsrela-
tion auf -Objekten entspricht einer Pr

adikatenlogik erster Stufe. F

ur diese gibt es vollst

andi-
ge und konsistente Beweissysteme (etwa nach [Wir90] oder [LS84]).
Das Problem der Erreichbarkeit wurde in Kapitel 6 schon angesprochen. Voraussetzung f

ur
ein vollst

andiges Beweissystem ist die Darstellbarkeit aller semantischen Elemente im syn-
taktischen Formalismus. Da f

ur -Objekte als Modelle Erreichbarkeit nicht gefordert ist, ist
f

ur beliebige Modelle ein vollst

andiges Beweissystem nicht zu erhalten. In Kapitel 6 wurde
aber ein Beobachtbarkeitspr

adikat deniert, mit dem Axiome auf erreichbare Substruktu-
ren bezogen werden k

onnen. Die Axiome brauchen daher auch nur in diesen erreichbaren
Substrukturen veriziert werden.
Im folgenden soll zur Vereinfachung angenommen werden, da alle -Objekte erreichbar oder
geeignet mit dem Beobachtbarkeitspr

adikat speziziert sind. Auerdem soll ein vollst

andiges
und konsistentes Beweissystem f

ur eine Pr

adikatenlogik erster Stufe angenommen werden.
Denition 7.3.1 Seien L
1
und L
2
zwei Erweiterungen einer Pr

adikatenlogik L

uber einer
Signatur  um weitere logische Konnektoren. Sei eine Menge WFF
L
() f

ur die Pr

adika-
tenlogik L gegeben. WFF
L
1
() und WFF
L
2
() werden analog zu WFF in Abschnitt 5.2.1
gebildet. L
1
und L
2
sind

aquivalent gdw. f

ur alle -Objekte O aller Signaturen  gilt:
8
1
2 WFF
L
1
(): 9
2
2 WFF
L
2
():
fO 2 Obj() j O j= 
1
g = fO 2 Obj() j O j= 
2
g
und
8
2
2 WFF
L
2
(): 9
1
2 WFF
L
1
():
fO 2 Obj() j O j= 
2
g = fO 2 Obj() j O j= 
1
g
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Zwei Erweiterungen einer Pr

adikatenlogik sind also gleich, wenn sich eine Formel semantisch
analog in der anderen Form darstellen l

at.
[LS84] denieren die Semantik einer Hoare-Formel I(fpgSfqg) : , ! bool als Erweiterung
einer Pr

adikatenlogik wie folgt (dort Denition 8.2, S. 150)
2
:
I(fpgSfqg)() = true gdw:
I(p)() = true und
fallsM
I
(S)() definiert; dann I(q)(M
I
(S)()) = true
I ist die Interpretation

uber einer Basis einer Pr

adikatenlogik
3
, die eine Formel in Abh

angig-
keit vom aktuellen Zustand interpretiert. , ist eine Menge von Zust

anden mit  : V ! D
und  2 , (die Zust

ande  sind Belegungen von Variablen aus V mit Werten aus D).
M
I
(S) : , ! , ist die Semantikfunktion f

ur Programme auf den Zust

anden, die das
Ein/Ausgabeverhalten auf den Zust

anden beschreibt. Die Semantik des Programmes S ist
eine Zustandstransition. Eine Hoare-Formel fpgSfqg gilt also genau dann, wenn die Vorbe-
dingung p gilt und, falls die Semantik des Programmes S deniert ist (S also terminiert), im
Folgezustand die Nachbedingung q gilt. Die partielle Korrektheit wird so ausgedr

uckt.
Hier ist f

ur ein -Objekt O deniert (nach Denition 5.2.2):
O; STATE j= p! [S] q gdw.
O; STATE j= p und
falls v

(STATE; S)[1] definiert; dann O; v

(STATE; S)[1] j= q
Lemma 7.3.1 Eine um fpgSfqg nach [LS84] erweiterte Pr

adikatenlogik ist

aquivalent im
Sinne von Denition 7.3.1 zur eingeschr

ankten modalen Logik (mit p! [S] q) nach Kapitel
5.2.
Beweis: Es sind obige Denition nach [LS84] und Denition 5.2.2 zu vergleichen. Die Gleich-
wertigkeit des pr

adikatenlogischen Teils wird angenommen.
I()() gdw: O; STATE j= 
gilt f

ur nichtmodale pr

adikatenlogische Formeln . Dem , aus [LS84] entspricht hier State.
Damit kann  = STATE gesetzt werden.
F

ur die Programmfragmente S soll die gleiche Semantik (deniert durchM oder v


uber einer
semantischen Struktur O) angenommen werden. Durch Ausf

uhrung von Programmfragmen-
ten werden Belegungen der Variablen in den Zust

anden substituiert. M
I
(S)() entspricht
dem Aufruf v

(STATE; S)[1] mit STATE 2 State. Falls das Programmfragment S termi-
niert (v

(STATE; S)[1] 6= ?
state
), ist M
I
(S)() deniert.
Die G

ultigkeit einer Hoare-Formel fpgSfqg bzw. p ! [S]q wird also analog deniert. Nach
den Vor

uberlegungen vor diesem Lemma sind also I und j= gleichwertig f

ur die neu hinzu-
genommenen logischen Konnektoren (Hoare-Formel bzw. modaler Box-Operator). F

ur alle
anderen logischen Konnektoren war die Gleichwertigkeit Voraussetzung.
2
Die Semantik einer Hoare-Formel wird analog in [Fra92] S. 19 und [AO94] Kapitel 3.5 deniert.
3
Eine Basis ist in [LS84] ein Paar (F;P ) aus Operations- und Pr

adikatensymbolen. Eine Interpretation
weist dort jedem Operations- oder Pr

adikatensymbol eine totale Funktion bzw. ein boolesches Pr

adikat

uber
einem Domain D (einer Menge von Werten) zu. Die Interpretation ordnet auerdem jeder Formel einen
Wahrheitswert zu. Hier wird die Abbildung von Operationssymbolen auf Funktionen durch die Auswertung
v

festgelegt. Die G

ultigkeit von Formeln wird hier durch eine G

ultigkeitsrelation beschrieben.
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Mit der Gleichwertigkeit von I und j= sowie von M und v

ergibt sich dies aus den oben
aufgef

uhrten Bedingungen. In beiden F

allen wird die partielle Korrektheit der Formel ausge-
dr

uckt. Die Semantikdenitionen der beiden Formeln sind somit gleichwertig, daher folgt die

Aquivalenz sofort. 2
Hiermit sichern wir die Verwendbarkeit der Ergebnisse der Hoare-Logik nach [LS84].
Bemerkung 7.3.1 Zur Konsistenz und Vollst

andigkeit der Erweiterungsregeln CONS, AND,
OR und DEMORGAN siehe [Fra92] Kap. 4.3 und 4.4 und zur 9-EINF

UHRUNG siehe [AO94]
Kap. 3.6. Sie sind f

ur die Arbeit nicht zwingend notwendig (lediglich praktisch), daher sollen
sie nicht weiter formal betrachtet werden.
Konsistenz und Vollst

andigkeit der OBS-Regel (Bemerkung 7.2.2) ergibt sich aus der Deni-
tion der Standardinterpretation (Beobachtbarkeit mit Subsignatur) f

ur Obs in Abschnitt 6.3.
Durch die Standardinterpretation folgen die beiden Eigenschaften sofort.
7.3.1 Zur Konsistenz
Das Beweissystem aus Kapitel 7.2 (Denition 7.2.2) wird hier betrachtet. Zuerst soll die
Konsistenz gezeigt werden, d.h. da jede abgeleitete Formel auch gilt.
Satz 7.3.1 (Konsistenz) Das Beweissystem nach Denition 7.2.2 ist konsistent.
Beweis: Der Beweis orientiert sich an [LS84] Kapitel 8.2 . Es mu gezeigt werden, da jedes
Axiom tats

achlich gilt und da, falls die Pr

amisse einer Inferenzregel gilt, dies auch f

ur die
Konklusion gilt.
a.) Zuweisungs-Axiom asgn(x; t)
Sei O ein -Objekt und v eine Bewertung. Es ist zu zeigen, da das Axiom 
t
x
!
[asgn(x; t)]  gilt, d.h. O; STATE j= 
t
x
! [asgn(x; t)]  ist f

ur alle Zust

ande STATE
erf

ullt. STATE 2 State sei ein beliebiger Zustand, so da O; STATE j= 
t
x
erf

ullt
ist, also die Vorbedingung gilt. v

(STATE; asgn(x; t)) ist total deniert (siehe Kapitel
3.4).
Sei STATE
0
= v

(STATE; asgn(x; t))[1]. Es ist die G

ultigkeit O; STATE
0
j=  zu
zeigen. Da Formeln in Zust

anden von Objekten interpretiert werden, ist folgende

Aqui-
valenz g

ultig (nach Substitutionslemma 7.2.1):
O; STATE j= 
t
x
, O; substitute(STATE; x 7! v

(STATE; t)[2]) j= 
Da die Semantik von asgn(x; t) als
[substitute(STATE; x 7! v

(STATE; t)[2]); null]
deniert ist, folgt
O; STATE
0
j= 
direkt.
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b.) Leeres Kommando skip
Es gilt:
O j= ! [skip] 
skip hat keinen Eekt, daher bleibt die G

ultigkeit von  in jedem Fall unver

andert.
c.) Sequenz-Regel seq(P
1
; P
2
)
Es gelte:
O j= ! [P
1
]  ; O j=  ! [P
2
] 
Es ist die Konklusion
O j= ! [seq(P
1
; P
2
)] 
zu zeigen. Es soll die Vorbedingung von P
1
in einem beliebigen Zustand STATE eines
-Objekts O gelten, also O; STATE j= .
1. v

(STATE; seq(P
1
; P
2
)) ist undeniert. Dann mu nichts gezeigt werden, da nur
bei Terminierung die Nachbedingung gelten mu.
2. Die Sequenz terminiert. Sei STATE
0
= v

(STATE; seq(P
1
; P
2
))[1],
dann ist O; STATE
0
j=  zu zeigen. Es ist
STATE
0
= v

(v

(STATE; P
1
)[1]; P
2
)[1]
nach Denition der Sequenz. Setze STATE
00
= v

(STATE; P
1
)[1], damit ist dann
STATE
0
= v

(STATE
00
; P
2
)[1]. Mit O j=  ! [P
1
]  folgt O; STATE
00
j=  .
Zusammen mit O j=  ! [P
2
]  gilt dann O; STATE
0
j= .
d.) Bedingungs-Regel if(b; P )
Es gelte f

ur ein -Objekt O:
O j=  ^ (b = true)! [P ]  ; O j=  ^ :(b = true)! [skip]  
Es ist die G

ultigkeit der Konklusion
O j= ! [if(b; P )]  
zu zeigen. Es gelte O; STATE j=  f

ur einen beliebigen Zustand STATE.
1. Falls O; STATE j= b = true gilt:
Sei STATE
0
= v

(STATE; P )[1]. Zu zeigen ist O; STATE
0
j=  , falls P termi-
niert, sonst mu nichts gezeigt werden. Das gilt nach Hypothese.
2. Falls O; STATE j= :(b = true) gilt:
Sei STATE
0
= v

(STATE; skip)[1]. skip terminiert auf jeden Fall. Zu zeigen ist
also O; STATE
0
j=  . Das gilt nach Hypothese.
e.) Aufruf-Regel p() nichtrekursiv
Es gelte O j= ! [com]  . Es ist die Konklusion O j= ! [p()]  zu zeigen. Es soll in
einem beliebigen Zustand STATE eines -Objekts O die Eigenschaft O; STATE j= 
gelten. Nach Denition ist:
v

(STATE; p()) := v

(STATE; p)(STATE) = v

(STATE; com)(STATE)
D.h. auch diese Konklusion gilt. 2
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7.3.2 Zur Vollst

andigkeit
Vollst

andigkeit bedeutet, da Beweise auch existieren, falls die G

ultigkeit einer Formel gege-
ben ist. Daraus folgt, da auch alle Aussagen in der Spezikationssprache ausdr

uckbar sein
m

ussen.
Ein Problem bei der Betrachtung der Vollst

andigkeit von Hoare-Logiken ist die Logik der
Zusicherungssprache (assertion language). Diese wird eingesetzt um Zust

ande zu beschreiben
(Hoare-Formeln hingegen beschreiben Zustands

uberg

ange). Die Zusicherungssprache ist in
der Regel eine Gleichungslogik erster Stufe. Als Frage in bezug auf die Vollst

andigkeit stellt
sich noch, ob die Vollst

andigkeit eines Hoare-Systems unabh

angig von der Zusicherungsspra-
che untersucht werden kann. Cook hat gezeigt, da, wenn ein vollst

andiges Beweissystem f

ur
die Zusicherungssprache existiert und die Zusicherungssprache eine Expressivit

atsbedingung
erf

ullt, dann jede Hoare-Formel (partielle Korrektheitsaussage) beweisbar ist (nach [Coo74],
zitiert nach [Cla79]). Die Vollst

andigkeit eines Beweissystems einer Gleichungslogik erster
Stufe wird in diesem Kapitel vorausgesetzt.
G

odels Unvollst

andigkeitstheoreme machen Aussagen

uber die Nichtexistenz von vollst

andi-
gen Beweissystemen. Wenn die Theorie einer Menge von Formeln in einem Modell gilt und
diese Theorie nicht rekursiv aufz

ahlbar ist, dann existiert kein vollst

andiges Beweissystem
4
.
Die Menge der ableitbaren Formeln sollte also (wenn m

oglich) rekursiv aufz

ahlbar sein
5
. An-
dernfalls sollte ein geeigneter Vollst

andigkeitsbegri gesucht werden. Die Menge der g

ultigen
Axiome in Standardmodellen der Peano-Arithmetik
6
ist nicht rekursiv aufz

ahlbar. Ein Be-
weissystem f

ur eine Logik

uber diesen Modellen kann nach G

odel nicht vollst

andig sein (siehe
[LS84] Kapitel 8.2, 8.3, [Fra92] Kapitel 4.4, [AO94] Kapitel 3.5, [Apt81] Kapitel 2.7 - 2.9,
[Wir90] Kapitel 3.1).
Beispiel 7.3.1 Die modale Formel true ! [asgn(x; e)] x = e bleibt solange unbeweis-
bar, bis ein Beweissystem existiert, das true ) e = e beweisen kann. Mit e = e als Vor-
bedingung kann in diesem Fall das Zuweisungsaxiom ASGN angewendet werden, welches
e = e ! [asgn(x; e)] x = e als korrekt anerkennt. In anderen Situationen m

ussen auch
Vor- und Nachbedingungen durch die CONS-Regel abgesch

atzt werden, bevor andere Regeln
oder Axiome, wie etwa ASGN eingesetzt werden k

onnen.
Die G

odelschen Unvollst

andigkeitstheoreme implizieren nach obigen

Uberlegungen, da f

ur
semantische Strukturen, wie etwa ein Standardmodell f

ur die Peano-Arithmetik, die Men-
ge der wahren Aussagen nicht mehr rekursiv aufz

ahlbar ist. Da Modelle im vorliegenden
Ansatz in der Regel Standardmodelle eines Datentyps Integer umfassen, greift die G

odel-
schen Unvollst

andigkeitstheore auch hier. Es soll hier davon ausgegangen werden, da f

ur
Modelle von Spezikationen, wie auch f

ur Standardmodelle der Peano-Arithmetik, die wah-
ren Aussagen true ! [P ]  nicht rekursiv aufz

ahlbar sind. Die Beweisbarkeit einer modalen
4
Siehe [Bar93] zur Denition der rekursiven Aufz

ahlbarkeit Def. 6.1 in Abschnitt C.1.6 Recursive Enumera-
bility und Abschnitt D.1.2 S. 825 zu den G

odelschen Unvollst

andigkeitstheoremen. In [Bar93] S. 546 (Abschnitt
C.1.7 Logic and Recursion Theory) und S. 560 (Abschnitt C.1.10 Denability and Recursion) wird festgestellt,
da die Menge der wahren Aussagen f

ur Peano-Arithmetik nicht rekursiv aufz

ahlbar ist.
5
Zu dieser Problematik siehe auch [Wir90] S.688f, S.694f.
6
Unter Peano-Arithmetik versteht man die Menge aller Formeln, die f

ur die Funktionen f0; 1;+; g und das
Pr

adikat < in der Menge der nat

urlichen Zahlen Nat
0
mit den

ublichen Interpretationen gelten (siehe [LS84]
S. 32).
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Formel ist nur gegeben, wenn die Einbeziehung der unterliegenden Interpretationen und se-
mantischen Strukturen, in denen gerechnet wird, m

oglich ist. Ein Beweissystem kann hierf

ur
dann also nicht vollst

andig sein. Wenn ein Beweissystem nicht vollst

andig ist, ist die logische
Sprache hinsichtlich ihrer Ausdrucksf

ahigkeit eingeschr

ankt. Diese Eingeschr

anktheit wird in
den Begrien der Expressivit

at der G

ultigkeitsrelation einer Spezikationssprache in bezug
auf eine Programmiersprache und der relativen Vollst

andigkeit f

ur ein Beweissystem formal
erfat. Eine G

ultigkeitsrelation einer Sprache heit expressiv, wenn f

ur eine Hoare-Formel
immer eine Nachbedingung etabliert werden kann, die das Problem des obigen Beispiels l

ost;
oder allgemeiner: sie ist expressiv, wenn Mengen von Zust

anden durch Zusicherungen (nicht-
modale Formeln) beschreibbar sind. In der Literatur tauchen verschiedene Denitionen der
Expressivit

at auf. Cook's originale Denition [Coo78] basiert auf st

arksten Nachbedingun-
gen, Clarke [Cla79] verwendet schw

achste Vorbedingungen, de Bakker [dB80] eine Mischung
aus beiden. Olderog [Old83] zeigt die

Aquivalenz der drei Ans

atze. Detaillierte Anmerkungen
zu dieser Problematik sind in [Apt81] Kapitel 2.7 bis 2.9 zu nden. Die Vollst

andigkeit von
Beweissystemen im Kontext denotationaler Semantik wird ausf

uhrlich in [dB80] behandelt.
Es soll nun der Begri der Expressivit

at formal eingef

uhrt werden (siehe [LS84] Kap. 6.1). Sei
O im folgenden ein -Objekt und STATE 2 State.
Denition 7.3.2 Eine Formel  ist schw

achste Vorbedingung wp(P; ) (weakest precon-
dition) von Programmfragment P und Formel , wenn f

ur die nichtmodalen Formeln erster
Stufe ;  gilt:
O; STATE j=  gdw:
( v

(STATE; P ) undefiniert
oder
v

(STATE; P ) definiert und O; v

(STATE; P )[1] j=  )
Bemerkung 7.3.2 Diese Denition ndet sich in der Literatur (z.B. [LS84, AO94]) unter
dem Begri 'weakest liberal precondition'. Dort wird noch eine 'weakest precondition' deniert,
die zur Betrachtung totaler Korrektheit eingesetzt wird.
Denition 7.3.3 Eine Formel  ist st

arkste Nachbedingung sp(P;  ) (strongest post-
condition) von Programmfragment P und Formel  , wenn f

ur die Formeln erster Stufe ;  
gilt:
O; STATE j=  gdw:
es existiert ein STATE
0
mit O; STATE
0
j=  und v

(STATE
0
; P )[1] = STATE
Denition 7.3.4 Eine G

ultigkeitsrelation j= f

ur eine modale Formel  ! [P ] 

uber einer
Pr

adikatenlogik erster Stufe L heit expressiv, falls f

ur jedes Programmfragment P und
jede Formel  2 WFF
L
() eine Formel  2 WFF
L
() existiert, so da  die st

arkste
Nachbedingung sp(P;  ) von P und  ist.
Hier wird die st

arkste Nachbedingung statt der schw

achsten Vorbedingung eingesetzt. Ei-
ne Denition

uber schw

achste Vorbedingungen w

are ebenfalls m

oglich. Zur Gleichwertigkeit
beider siehe [LS84] Satz 8.16 oder [Old83] Proposition 3.1.
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Satz 7.3.2 (Cook's Satz zur relativen Vollst

andigkeit) Sei j= eine expressive G

ultigkeitsrela-
tion einer Pr

adikatenlogik L, sei O ein beliebiges -Objekt. Dann gilt f

ur jede modale Formel
h  ! [P ]  :
falls O j= h; dann O ` h
Beweis: Siehe [LS84] Satz 8.11. 2
Denition 7.3.5 Ein Beweissystem wird als relativ vollst

andig bezeichnet, wenn es auf
einer expressiven G

ultigkeitsrelation basiert, d.h. wenn es alle wahren Pr

adikate in der un-
terliegenden semantischen Struktur als Axiome benutzen kann. Eine expressive G

ultigkeitsre-
lation (siehe Denition 7.3.4 und Satz 7.3.2) macht dies m

oglich.
Formeln einer Pr

adikatenlogik erster Stufe

uber Standardmodellen einer Peano-Arithmetik
sind expressiv. Die

Ahnlichkeit dieser Standardmodelle zu den hier benutzten Modellen wird
im folgenden in Beweisen ausgenutzt.
Die Expressivit

at der G

ultigkeitsrelation j= soll nun nachgewiesen werden. Falls das gegeben
ist, folgt die (relative) Vollst

andigkeit sofort (siehe Bemerkung 7.3.5).
Satz 7.3.3 (Expressivit

at) Die G

ultigkeit j= aus Kapitel 5.2.2 ist expressiv.
Beweis: Dieser Beweis folgt dem Beweis von Satz 8.16 in [LS84] zur Expressivit

at der
Peano-Arithmetik.
Sei  2 WFF (), P ein Programmfragment, O ein -Objekt. Zu zeigen ist, da ein  2
WFF () existiert, so da  st

arkste Nachbedingung von P und  ist. Konkret mu f

ur alle
Zust

ande STATE 2 State gezeigt werden:
O; STATE j=  gdw:
es existiert STATE
0
mit O; STATE
0
j=  und STATE = v

(STATE
0
; P )[1]
STATE
0
ist der Vorzustand und STATE der Nachzustand,  ist damit also die Vorbedingung
und  die Nachbedingung des Programmfragmentes P .
Der Beweis erfolgt durch strukturelle Induktion

uber die Programmkonstrukte.
a.) Zuweisungs-Axiom asgn(x; t)
W

ahle f

ur die Nachbedingung  : 9c: ( 
c
x
^ x = t
c
x
). c sei eine Variable der gleichen
Sorte wie x, c trete weder in t noch in p auf.
Es soll hier gezeigt werden, da die G

ultigkeit expressiv ist, also, da   9c: ( 
c
x
^x =
t
c
x
) eine geeignete st

arkste Nachbedingung ist. Damit  Nachbedingung ist (O; STATE j=
), mu f

ur alle Nachzust

ande STATE 2 State einer Zuweisung gelten (siehe auch Ein-
leitung des Beweises):
O; STATE j=  gdw:
es existiert ein V orzustand STATE
0
mit O; STATE
0
j=  
und STATE = v

(STATE
0
; asgn(x; t))[1]
Dies soll nun f

ur obige Wahl von  gezeigt werden.
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O; STATE j= 9c:  
c
x
^ x = t
c
x
gdw. es existiert d 2 A
s
f

ur x : s mit
O; substitute(STATE; c 7! d) j=  
c
x
und
STATE(x) = v

(substitute(STATE; c 7! d); t
c
x
)[2]
gdw. es existiert d 2 A
s
f

ur x : s mit
O; substitute(STATE; x 7! d) j=  und
STATE(x) = v

(substitute(STATE; x 7! d); t)[2]
gdw. es existiert STATE
0
mit STATE
0
(y) = STATE(y) f

ur y 6= x und
STATE
0
(y) = v

(substitute(STATE; x 7! d); t)[2] f

ur y = x,
O; STATE
0
j=  und STATE(x) = v

(STATE
0
; t)[2]
gdw. es existiert STATE
0
mit
O; STATE
0
j=  und STATE = v

(STATE
0
; asgn(x; t))[1]
b.) Leeres Kommando skip
Es kann die Vorbedingung als Nachbedingung gew

ahlt werden. Da skip den Zustand
nicht ver

andert, gilt sie dann automatisch.
c.) Sequenz-Regel seq(P
1
; P
2
)
Induktionshypothese:
Es existiert ein , wobei  st

arkste Nachbedingung von  und P
1
ist.
Es existiert ein , wobei  st

arkste Nachbedingung von  und P
2
ist.
W

ahle  als st

arkste Nachbedingung von  und seq(P
1
; P
2
). F

ur alle STATE 2 State
gilt:
O; STATE j= 
gdw. es existiert STATE
00
mit O; STATE
00
j=  und
STATE = v

(STATE
00
; P
2
)[1]
gdw. es existieren STATE
0
; STATE
00
mit O; STATE
0
j=  und
STATE
00
= v

(STATE
0
; P
1
)[1]; STATE = v

(STATE
00
; P
2
)[1]
gdw. es existiert STATE
0
mit O; STATE
0
j=  und
STATE = v

(STATE
0
; seq(P
1
; P
2
))[1]
d.) Bedingungs-Regel if(b; P )
Induktionshypothese:
Es existiert ein 
1
, wobei 
1
st

arkste Nachbedingung von  ^ (b = true) und P ist.
Es existiert ein 
2
, wobei 
2
st

arkste Nachbedingung von  ^ :(b = true) und skip ist.
W

ahle 
1
_
2
als st

arkste Nachbedingung von  und if(b; P ). F

ur alle STATE 2 State
gilt:
O; STATE j= 
1
_ 
2
gdw. es existiert STATE
1
mit O; STATE
1
j=  ^ (b = true) und
STATE = v

(STATE
1
; P )[1]
oder
es existiert STATE
2
mit O; STATE
2
j=  ^ :(b = true) und
STATE = v

(STATE
2
; skip)[1]
gdw. es existiert STATE
0
mit O; STATE
0
j=  und
STATE = v

(STATE
0
; if(b; P ))[1]
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e.) Aufruf-Regel p() nichtrekursiv
Induktionshypothese:
Es existiert ein , wobei  st

arkste Nachbedingung von  und com ist.
W

ahle  als st

arkste Nachbedingung von  und p(). F

ur alle STATE 2 State gilt:
O; STATE j= 
gdw.
es existiert STATE
0
mit O; STATE
0
j=  und STATE = v

(STATE
0
; p())[1]
gdw.
es existiert STATE
0
mit O; STATE
0
j=  und STATE = v

(STATE
0
; com)[1]
Damit ist induktiv die Expressivit

at f

ur alle Konstrukte gezeigt. 2
Nun ist die Expressivit

at der G

ultigkeitsrelation gezeigt. Der Cook'sche Begri der relativen
Vollst

andigkeit kann nach Satz 7.3.2 und der Bemerkung 7.3.5 nun auf das Beweissystem
angewendet werden.
Satz 7.3.4 (Relative Vollst

andigkeit) Das Beweissystem nach Denition 7.2.2 ist relativ
vollst

andig.
Beweis: Folgt direkt aus der Denition der Expressivit

at 7.3.4 und den S

atzen 7.3.2 und
7.3.3. 2
Bemerkung 7.3.3 Die zus

atzlich eingef

uhrten Beweisregeln, die hier im Beweis der Voll-
st

andigkeit nicht betrachtet wurden, sind nicht unbedingt notwendig. Die (relative) Vollst

andig-
keit des Beweissystems konnte auch ohne sie gezeigt werden. Das Beweissystem ist damit auch
ohne sie m

achtig genug, alle geltenden Aussagen ableiten zu k

onnen.
7.4 Erweiterung der Aufrufregel
Die Denition von Beweisregeln f

ur ein m

achtiges Prozedurkonzept (wie es in Kapitel 4
vorgestellt wurde) erweist sich als schwierig, da der Abstraktionsmechanismus der Prozeduren
mit anderen Konzepten wie Rekursion, Parameter

ubergabe oder lokalen Objekten kombiniert
werden mu. Daher wird den Prozeduren hier ein eigener Abschnitt gewidmet.
Wird ein vollst

andiges und konsistentes Beweissystem um eine in sich konsistente und voll-
st

andige Regel erweitert, so erhalten sich dank der Kompositionalit

at der syntaktischen Kon-
strukte und der darauf aufbauenden Regeln Vollst

andigkeit und Konsistenz. Induktion

uber
die Konstrukte wurde auch schon f

ur die zugrundeliegende Form des Beweissystems eingesetzt
(Abschnitte 7.2 und 7.3). Auf dieser Eigenschaft basieren auch die Beweise zu den S

atzen
7.3.1 und 7.3.3. Konsistenz und Vollst

andigkeit werden in diesem Abschnitt nicht bewiesen.
Statt dessen erfolgen Verweise auf die Literatur.
Die Inferenzregel CALL wurde in einfacher Form f

ur parameterlose, nichtrekursive Prozedu-
ren p() = com wie folgt deniert (siehe Abschnitt 7.2):
! [com]  
! [ p() ]  
[CALL]
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Die Regel CALL soll jetzt bis zum denierten Sprachumfang (siehe Abschnitte 4.1 und 4.2)
durch mehrere Regeln schrittweise erweitert werden.
Bevor die Erweiterungen des Beweissystems betrachtet werden, sollen einige kurze Anmer-
kungen zu notwendigen theoretischen Grundlagen gemacht werden. Auf Basis des Fixpunkt-
theorems A.4.10 k

onnen Eigenschaften des kleinsten Fixpunktes stetiger Funktionen durch
Induktion gezeigt werden. Allerdings k

onnen nur bestimmte Eigenschaften durch Indukti-
on bewiesen werden (siehe Abschnitt A.4). Diese Eigenschaften lassen sich durch zul

assige
Formeln ausdr

ucken. Die Beweismethodik wird Scott'sches Induktionsprinzip genannt. Die
notwendigen Denitionen und S

atze nden sich im Anhang (siehe auch [LS84] Kap. 4.3 Fix-
points, S.85).
7.4.1 Rekursive, parameterlose Prozeduren
Rekursive Prozeduren rufen sich selbst auf. Hier kann der einfache kompositionale Ansatz
nicht verfolgt werden, indem der Prozeduraufruf auf Basis des zuvor bewiesenen Prozedur-
rumpfes bewiesen werden kann. Die Idee ist nun, Beweise durch Induktion

uber die rekursiven
Aufrufe zu f

uhren. Als Pr

amisse wird die Annahme benutzt, da sich  ! [com]  aus dem
inneren, eingeschachtelten rekursiven Aufruf von einer Prozedur p (mit der Spezikation
! [ p() ]  ) herleiten l

at. Diese Forderung ist eine Transformation des Scott'schen Induk-
tionsprinzips (siehe Satz A.4.13) in den Formalismus des Beweissystems. Siehe hierzu auch
Kapitel 3.3 und 3.7 in [Apt81] und [Fra92] S.155.
! [ p() ]  ` ! [ com ]  
! [ p() ]  
[CALL , REC]
Mit der Pr

amisse soll ausgedr

uckt werden, da aus dem inneren Aufruf von p der diesen
Aufruf umgebende Rumpf com abgeleitet werden kann. Dies ist eine Metaregel, die eine
Beweisbarkeitsforderung aufstellt.
[LS84] betrachten die Konsistenz und (relative) Vollst

andigkeit dieser Regel. Die Vollst

andig-
keit wird dort in Satz 8.5 (iv) gezeigt. Zum Beweis der relativen Vollst

andigkeit ist die Expres-
sivit

at zu zeigen (siehe Satz 7.3.3 und [LS84] Satz 8.16 (iv)). In den beiden angesprochenen
S

atzen in [LS84] werden allerdings keine rekursiven Prozeduren, sondern while-Schleifen be-
trachtet, die aber rekursiv deniert sind. Beide Denitionen sind trotzdem vergleichbar, da
sie beide durch Fixpunktsemantik deniert sind, genauer

uber den kleinsten Fixpunkt des
zugeh

origen Funktionals (vgl. Abschnitt 4.1.2 und [LS84] Abschnitt 5.4).
7.4.2 Nichtrekursive, parametrisierte Prozeduren
Sei die Prozedur p durch p(rd y; wr z) = com deniert.
! [asgn(y
0
; e); com
y
0
y
; asgn(x; z)]  
! [ p(e; x) ]  
[CALL , PAR]
Diese Regel macht die Parameter

ubergabemechanismen explizit (vgl. Abschnitt 4.2.2). Die
aktuellen rd-Parameter werden vor Ausf

uhrung des Rumpfes an (tempor

are) formale Para-
meter (hier y
0
)

ubergeben (com
y
0
y
beschreibt die Substitution aller Vorkommen von y durch y
0
in com). Nach Ausf

uhrung des Rumpfes werden die in den formalen Parametern berechneten
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Ergebnisse der wr-Parameter an die aktuellen wr-Parameter

ubergeben (hier von z an x).
Diese Regel liefert eine konsistente und relativ vollst

andige Erweiterung eines Inferenzsystems
(siehe [Apt81] Kapitel 6.2.1 und 6.2.2).
7.4.3 Rekursive, parametrisierte Prozeduren
Die Regel f

ur parameterlos-rekursive Prozeduren CALL-REC kann f

ur parametrisierte, re-
kursive Prozeduren, wie etwa p(rd y; wr z) = com, wobei p in com aufgerufen wird, wie folgt
erweitert werden:
(t
i
; x
i
)! [ p(t
i
; x
i
) ]  (t
i
; x
i
) ` (t
i
; x
i
)! [asgn(y
0
i
; t
i
); com
y
i
0
y
i
; asgn(x
i
; z
i
)]  (t
i
; x
i
)
(t
1
; x
1
)! [ p(t
1
; x
1
) ]  (t
1
; x
1
)
i = 2; ::; n
[CALL-PAR-REC]
Die Konklusion beschreibt den Aufruf f

ur die

auerste Ebene (Index 1). F

ur alle inneren
Aufrufe von p (Index i > 1) mu der Rumpf bewiesen werden.  und  k

onnen von den Para-
metern abh

angen. Nach J. de Bakker [dB80] ist diese Regel konsistent und relativ vollst

andig.
7.4.4 Prozeduren mit lokalen Variablen
Die Regel CALL soll um die Behandlung lokaler Variablen erweitert werden. Sei p durch
p(rd y; wr z)  local v begin com end deniert. x sei eine frische, mit ! initialisierte
Variable, die in ;  ; com nicht vorkommt.
 ^ x = ! ! [com
x
v
]  
! [ p(y; z) ]  
[CALL ,VAR]
Zur Semantikdenition von lokalen Variablen in Prozeduren benutzt K. Apt einen Mecha-
nismus, der dem hier vorgestellten entspricht (vgl. Kapitel 4.1.1 und [Apt81], [Cla79]). Der
Zustand ist dort eine endliche Funktion von der Menge der Variablen in den Domain einer
Interpretation (analog zu STATE : IDENT ! V AL). Die Ver

anderung von Zust

anden f

ur
neue Bl

ocke erfolgt durch eine Erweiterungs- und eine L

oschoperation, die den push- und
pop-Operationen aus Kapitel 4.1.1 entsprechen. Dies ist keine Erweiterung von CALL-PAR.
CALL-VAR ist zwar auch f

ur Parameter deniert, die Behandlung aktueller Parameter |
wie in CALL-PAR festgelegt | erfolgt hier nicht. Die lokale Variable wird wie ein vor Auf-
ruf undenierter rd-Parameter behandelt. Ein um diese Regel erweitertes Beweissystem ist
konsistent und vollst

andig im Cook'schen Sinne (siehe [Apt81]).
7.5 Ein Beweissystem f

ur die vollst

andige modale Logik
Das in Kapitel 7.2 vorgestellte Beweissystem ist nur f

ur die eingeschr

ankte modale Logik
aus Kapitel 5.2 anwendbar. Der Einsatz eines solchen Beweissystems liegt im wesentlichen
in der Verikation von Implementierungen gegen

uber Spezikationen. Ein Beweissystem f

ur
die vollst

andige modale Logik nach Kapitel 5.3 soll im folgenden angegeben werden. Dieses
wird (nach [Coo78]) konsistent, aber nur relativ vollst

andig sein (siehe [KT90]). Das Be-
weissystem ist [KT90] entnommen. Dies ist m

oglich, da das Beweissystem dort f

ur Kripke-
Modelle deniert ist und -Objekte in Satz 5.4.2 als Kripke-Modelle nachgewiesen werden
konnten. Der Box-Operator wird dort, wie auch in Kapitel 5, als partielle Korrektheitsaussage
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interpretiert (siehe [KT90] Kapitel 2.1, 3.2, 3.4). Der Diamond-Operator ist die negierte Form
des Box-Operators. Die pr

adikatenlogischen Konnektoren werden wie

ublich behandelt. Die
G

ultigkeitsdenitionen von [KT90] und Kapitel 5 sind also gleichwertig.
Ein modales Beweissystem kann aus den folgenden Axiomen und Inferenzregeln bestehen
(nach [KT90]):
Axiome:
1. alle Axiome einer Pr

adikatenlogik erster Stufe
2. < P >  ^ < P >  ) < P > ( ^  )
3. < P > ( _  ) , < P >  _ < P >  
4. < asgn(x; t) >  , [x=t]
Inferenzregeln:
1. Modus Ponens:
; !  
 
2. Modale Generalisierung:

[P ]
3. Monotonie von [P ]:
!  
[P ]! [P ] 
4. Monotonie von < P >:
!  
< P >  ! < P >  
5. Die Hoare'schen Regeln ASGN, SKIP, SEQUENCE, CONDITIONAL, CALL, CONS
(siehe Abschnitt 7.2) und ggf. die Prozedurregeln aus Abschnitt 7.4.
Weitere, ableitbare Eigenschaften sind:
 [P ] _ [P ] ) [P ](_  )
 [P ](^  ), [P ] ^ [P ] 
 [P ](!  )) ([P ]! [P ] )
Bemerkung 7.5.1 Das angegebene Beweissystem und seine Erweiterungen sind konsistent
und relativ vollst

andig (nach [KT90] Kapitel 3.4 Theoreme 29,31).
Im folgenden sollen einige Aussagen

uber Zusammenh

ange zwischen der imperativen Spezi-
kation von Programmfragmenten und deren logischer Spezikation gemacht werden.
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Lemma 7.5.1 Es gilt f

ur ein -Objekt O, einen beliebigen Zustand STATE und ein termi-
nierendes Programmfragment P , welches asgn(z; t) als letzten Seiteneekt auf z enth

alt:
Aus O; STATE j= [asgn(z; t)] true folgt O; STATE j= [P ] z = t
Beweis:
O; STATE j= [asgn(z; t)] true
gdw.
falls asgn(z; t) terminiert, dann O; STATE
0
j= true gilt mit
STATE
0
(x) =
(
STATE(x) f ur z 6= x
v

(STATE; t)[2] f ur z = x
)
falls P terminiert, dann
O; v

(STATE; P )[1] j= z = t gilt
gdw.
O; STATE j= [P ] z = t
2
Durch dieses Lemma kann das primitive Kommando asgn durch ein geeignetes Programm-
fragment (etwa eine Prozedur) abstrahiert werden. Dies ist hilfreich, wenn abstrakte Schnitt-
stellen zu einem Programmfragment gebildet werden sollen.
Lemma 7.5.2 Es gilt f

ur ein -Objekt O und einen beliebigen Zustand STATE:
O; STATE j= [P ][Q]  gdw: O; STATE j= [seq(P;Q)]  
Beweis: Nach Abschnitt 3.4 und Denition 5.2.2 gilt:
O; STATE j= [P ][Q]  
gdw.
falls P terminiert, dann gilt O; v

(STATE; P )[1] j= [Q]  
gdw.
falls P terminiert und dann Q terminiert, dann gilt
O; v

(v

(STATE; P )[1]; Q)[1] j=  
gdw.
falls erst P und dann Q terminiert, dann gilt
O; v

(STATE; seq(P;Q))[1] j=  
gdw.
O; STATE j= [seq(P;Q)]  
2
Sequenzen lassen sich also durch Verschachtelung des Box-Operators darstellen.
Lemma 7.5.3 Es gilt f

ur ein -Objekt O, einen beliebigen Zustand STATE und falls eine
Formel  in der imperativen Sprache als boolescher Ausdruck darstellbar ist:
Aus O; STATE j= [if(; P )]  folgt O; STATE j= ! [P ]  
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Beweis: Nach Abschnitt 3.4 und Denition 5.2.2 gilt:
O; STATE j= [if(; P )]  
gdw.
falls (if(; P )) terminiert, dann O; v

(STATE; if(;P ))[1] j=  gilt
gdw.
falls
 nicht gilt (d.h. v

(STATE; )[2] 6=
bool
true) und
O; STATE j=  gilt (STATE = v

(STATE; if(;P ))[1], falls  nicht gilt)
oder
 gilt und falls P terminiert, dann O; v

(STATE; P )[1] j=  gilt
)
falls
 nicht gilt
oder
falls P terminiert, dann O; v

(STATE; P )[1] j=  gilt
gdw.
 nicht gilt oder O; STATE j= [P ]  gilt
gdw.
O; STATE j= ! [P ]  
2
Mit gewissen Einschr

ankungen l

at sich das bedingte Kommando also axiomatisch darstellen.
Mit den letzten drei Lemmata konnten Eigenschaften gezeigt werden, die Abh

angigkeiten
zwischen der logischen Sprache und der Sprache des Berechnungsmodells herstellen. Alle drei
k

onnen dazu genutzt werden, Programmfragmente zu abstrahieren. F

ur ein -Objekt O und
einen beliebigen Zustand STATE gilt:
1. Aus O; STATE j= [asgn(z; t)] true folgt O; STATE j= [P ] z = t, falls P terminiert
und asgn(z; t) als letzten Seiteneekt auf z enth

alt.
2. O; STATE j= [P ][Q]  gilt genau dann, wenn O; STATE j= [seq(P;Q)]  .
3. Aus O; STATE j= [if(; P )]  folgt O; STATE j=  ! [P ]  , falls  als boolescher
Ausdruck im Berechnungsmodell darstellbar ist.
7.6 Verikation imperativer Spezikationen
Jetzt kann auch formal gezeigt werden, da das Beispiel aus der Einleitung dieses Kapitels
eine korrekte Implementierung beschreibt (Beispiele 7.1.1 und 7.1.2). Zuerst wird f

ur die
Kommandos der Implementierung das Ein-/Ausgabeverhalten bestimmt. Da der Korrekt-
heitsnachweis f

ur init trivial ist, soll nur p betrachtet werden. F

ur die Zuweisung ergibt sich
durch Anwendung des Axioms ASGN folgendes Ein-/Ausgabeverhalten (es wird die explixite
Form mit Spezikationsvariable X benutzt):
s = X ! [asgn(s; succ(s))] s = succ(X)
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s = succ(X) kann nach Satz 7.3.3 (a) f

ur X als Konstante c abgeleitet werden. s = X ergibt
sich dann

uber die Substitution. Darauf aufbauend kann die bedingte Anweisung betrachtet
werden (Regel CONDITIONAL):
s = X ^ s > 0! [if(s > 0; asgn(s; succ(s))] s = succ(X)
s > 0 kommt hinzu, wenn die Bedingung der bedingten Anweisung in die Vorbedingung
gezogen wird. Damit ergibt sich f

ur die gesamte Implementierung (nach CALL):
s = X ^ s > 0! [impl] s = succ(X)
Da Vor- und Nachbedingung mit der Spezikation identisch sind, ist die Implementierung
korrekt. Andernfalls k

onnte mit CONS abgesch

atzt werden.
Die Vorbedingung der abgeleiteten Hoare-Formel zu einer Prozedurimplementierung beschreibt
die Vorbelegungen der im Prozedurrumpf freien Variablen (Zustandskomponenten und Para-
meter) soweit bekannt konkret, sonst

uber Quantizierung ausgedr

uckt. Dies ist die schw

achste
m

ogliche Form der Vorbedingung. Diese Vorbedingung kann generiert werden. Jede freie Va-
riable wird auf eine beliebige, nicht weiter spezizierte Konstante gesetzt. Relativ zu dieser
Konstante wird dann das Ein-/Ausgabeverhalten abgeleitet.
Wie eben gesehen, k

onnen axiomatische Spezikationen f

ur Prozeduren durch die Hoare-
Logik abgeleitet werden. Es sollen nun noch Attribute betrachtet werden. Sei ein Attribut
durch f(x
1
; : : : ; x
n
) := t imperativ deniert. t ist hierbei ein beliebiger Term der Sorte s, falls
f : states
1
 : : :s
n
! states : t ist Term einer Datensorte, also kein Kommando. Dann
l

at sich dieses Attribut direkt in die Gleichung f(x
1
; : : : ; x
n
) = t umsetzen. Der Unterschied
besteht also nur in der Notation (:= bzw. =). In der axiomatischen Form kann noch anhand
von Inferenzregeln umgeformt werden.
7.7 Zusammenfassung
Es wurde ein Beweissystem f

ur eine dynamische Logik vorgestellt, das Hoare-Kalk

ule [Hoa69]
umfat. Einsatzzweck eines solchen Beweissystems ist die Verikation einer Operationsimple-
mentierung anhand einer axiomatischen Spezikation sowie Theoriebildung und Nachweis
von Eigenschaften auf rein axiomatischer Ebene. Aus methodischer Sicht ist dies nicht das
Hauptziel dieser Arbeit, da Verikation ein a posteriori-Verfahren ist. Ein korrektheitserhal-
tendes Entwickeln ist so nicht m

oglich. E. Dijkstra [Dijk76], D. Gries [Gri81] und C. Morgan
[Mor88, Mor94] zeigen M

oglichkeiten auf, um aus den Techniken des a posteriori-Verfahrens
der Verikation einen konstruktiveren Ansatz zur systematischen, korrektheitserhaltenden
Programmentwicklung zu erhalten. Notwendig ist die Erarbeitung des Beweissystems aber
schon, da der Anspruch dieser Arbeit in der vollst

andigen formalen Ausleuchtung des

Uber-
gangs zwischen axiomatischer und imperativer Beschreibung von Programmen liegt.

Ahnliche
Ans

atze werden mit EML oder VDM verfolgt. Dort gibt es ebenfalls Beweissysteme, die als
Basis einer konstruktiven Entwicklungsmethodik zugrundeliegen. Dieser Gedanke soll auch
in den n

achsten Kapiteln verfolgt werden.
Die Denition des Beweissystems in diesem Kapitel ist von drei Faktoren erheblich erschwert
worden:
1. prinzipielle Unvollst

andigkeit eines Beweissystems f

ur Hoare-Logiken,
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2. Rekursion in der Denition von Prozeduren,
3. Prozedurdenitionen im allgemeinen.
Um zur Bearbeitung der Rekursion die entstehende Zirkularit

at zu umgehen und wieder
einen kompositionalen Ansatz zu erhalten, wurde eine Metaregel eingef

uhrt, die eine Be-
weisbarkeitsforderung als eine ihrer Pr

amissen hat. Da Rekursion zu nichtterminierenden
Ausf

uhrungen f

uhren kann, w

are dies in Terminierungsuntersuchungen zur totalen Korrekt-
heit noch gezielt zu betrachten. Die Realisierung eines m

achtigen Prozedurkonzeptes als ein
Mechanismus zur Abstraktion ist ein wichtiges, aber in Hinsicht auf die Denition eines pas-
senden Beweissystems erschwerendes Konzept. Diese Komplexit

at entsteht zum Teil dadurch,
da Prozeduren in Kombination mit anderen Konzepten wie Verschachtelung oder Parame-
ter

ubergabe realisiert werden m

ussen. Kanonische Beweisregeln, d.h. solche, die das Prinzip
der Kompositionalit

at unterst

utzen, sind mitunter komplex. Prozeduren werden aber als Ab-
straktionsmittel unabh

angig von der Ausf

uhrung entwickelt und veriziert. Sie sollten dann
in beliebigen Kontexten ohne weitere Verikation aufgerufen werden k

onnen. Nichtkanonische
Regeln garantieren letzteres nicht.
Es konnte in diesem Kapitel gezeigt werden, da ein konsistentes und relativ vollst

andiges Be-
weissystem f

ur eine Hoare-Logik

uber einer imperativen Programmiersprache als auch f

ur eine
vollst

andige dynamische Logik deniert werden kann. Der M

achtigkeit der Programmierspra-
che sind allerdings Grenzen gesetzt, wie E.M. Clarke in [Cla79] zeigt. Nicht f

ur jede Kombina-
tion von Sprachkonstrukten kann ein (relativ) vollst

andiges Beweissystem existieren. Clarke
hat blockstrukturierte Programmiersprachen mit den Eigenschaften Prozeduren als Parame-
ter, Rekursion, Static Scoping, globale Variablen und verschachtelte Prozeduren untersucht.
Ein vollst

andiges Beweissystem kann erzielt werden, wenn mindestens eine der Eigenschaf-
ten ausgeschlossen wird (bei Static Scoping kann auf Dynamic Scoping ausgewichen wer-
den). Einen weiteren problematischen Bereich bilden Sprachen, die ein Koroutinen-Konzept,
Call by Name-Parameter

ubergabe oder bestimmte Zeigerkonstrukte anbieten. Hierauf soll
aber nicht weiter eingegangen werden. Die Frage nach weiteren geeigneten Einschr

ankungen
als die von Clarke angesprochenen bleibt noch oen. Ein Blick in aktuelle

Ubersichtsliteratur
[Fra92, AO94] zeigt aber, da hier wahrscheinlich keine wesentlich neuen Erkenntnisse erzielt
werden konnten.
Verikation ist nur mit maschineller Unterst

utzung praktikabel. Der Einsatz eines Theorem-
beweisers, der nur auf dem Beweissystem einer zugrundeliegenden Logik arbeitet, erfordert
vom Benutzer einen inakzeptabel hohen Aufwand an Wissen, Erfahrung und Zeit (siehe Er-
fahrungen aus dem KORSO-Projekt [BJ94]). Ans

atze wie das taktische Theorembeweisen
[Hei92a] zeigen erste Verbesserungen. Hier werden Beweisstrategien in einer Metasprache im-
plementiert. Zuerst werden abgeleitete Inferenzregeln auf dem gegebenen Kalk

ul realisiert.
Sie stellen erste Abstraktionen dar. Taktiken sind dann Programme der Metasprache, die
konkrete logische Bausteine behandeln (etwa bestimmte Sequenzen einer Ableitung). Stra-
tegien sind

ubergeordnete Programme, in denen auch die Benutzerf

uhrung und Heuristiken
eingearbeitet sind. Ein Beispiel f

ur diesen Ansatz ist die Formalisierung der Programment-
wicklungsmethode von D. Gries [Gri81] in dynamischer Logik. Die Realisierung erfolgte f

ur
den KIV-Theorembeweiser der Universit

at Karlsruhe [Hei92b].
Verikation kann nur Korrektheit gegen

uber einer initialen, formalen Spezikation garantie-
ren. Deren Korrektheit gegen

uber informellen Anforderungsbeschreibungen kann nur validiert
werden. In sie schleichen sich Fehler ein, etwa durch Miverst

andnisse gegen

uber dem Auf-
traggeber oder durch fehlerhafte Umsetzung der vom Spezizierer intendierten Eigenschaften
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in den Formalismus. [Fra92] analysiert im Abschnitt 2.4 Specications and Intentions fehler-
tr

achtige Situationen.
Dieser Ansatz beschr

ankt sich auf partielle Korrektheit. Der Modellbegri f

ur Prozeduren
basiert auf einer partiellen Korrektheitsaussage. Die Betrachtung expliziter Terminierungs-
aussagen ist daher in diesem Ansatz nicht sinnvoll. Im Kapitel zur Spezikationslogik wur-
de schon angesprochen, da Terminierung im Rahmen einer Erweiterung betrachtet werden
k

onnte. Ans

atze hierzu sind in [Fra92, AO94] f

ur Verikation im Sinne von Hoare und in
[KT90] f

ur die dynamische Logik zu nden.
Dieses Kapitel besch

aftigte sich mit der Frage, wann eine Implementierung korrekt in bezug
auf eine Spezikation ist. Im Rahmen des Hoare-style Beweissystems wurden nur imperative
Implementierungen betrachtet. Es k

onnen aber, indem die Regel CONS sowie die Regeln
der modalen Logik benutzt werden, in gleicher Weise auch axiomatische Implementierungen
behandelt werden. Spezikationsans

atze, die algebraische Spezikationen mit imperativen
oder objektorientierten Programmiersprachen verkn

upfen [Bre91, Lin93], m

ussen zwei un-
terschiedliche Implementierungsbegrie verwenden, um Implementierungen sowohl zwischen
zwei axiomatischen als auch zwischen einer axiomatischen und einer operationalen Spezi-
kation beschreiben zu k

onnen. Die vereinheitlichte Modellbildung axiomatischer und opera-
tionaler Spezikation auf Basis der -Objekte erlaubt hier auch die Vereinheitlichung des
Implementierungsbegries.
Erweiterungen von Hoare-style Beweissystemen zur Betrachtung des Verhaltens von Objekt-
systemen sind auch an anderer Stelle zu nden. W

ahrend hier durch den Einsatz dynamischer
Logik abstrakt das Verhalten von Programmfragmenten betrachtet werden soll, gibt es st

arker
prozeorientierte Spezikationsans

atze (vgl. Abschnitt 5.4.4), in denen Aspekte der Proze-
erzeugung und Prozekommunikation im Vordergrund stehen (temporale Logiken oder CSP
[Hoa78] und deren Nachfolger). POOL (Parallel Object-Oriented Language, [AR90]) basiert
auf CSP. In [AdB94] wird ein Hoare-style Beweissystem f

ur diese Sprache vorgestellt. N

aher
am vorliegenden Ansatz liegt die Arbeit von G. Antoniou [Ant94]. Dort bildet ein Modulkon-
zept die Basis, das es gestattet, imperative Implementierungen algebraisch in Schnittstellen
zu abstrahieren. Das Modulkonzept basiert auf [EM90]. Zur Verikation der Implementierung
gegen

uber der algebraischen Schnittstellenspezikation wird ebenfalls ein Beweissystem im
Hoare'schen Stil deniert. Antoniou stellt in seiner Abschlubetrachtung fest, da der

Uber-
gang von Hoare-Logik zu dynamischer Logik einige von ihm aufgezeigte Schw

achen (zum
einen auf der Unvollst

andigkeit basierend, zum anderen durch die zu starke Fixierung der
Hoare-Logik auf Vor- und Nachbedingungen f

ur Programmfragmente bedingt) l

osen k

onnte.
Teil III
Relationen zwischen Spezikationen
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In diesem Teil werden wir verschiedene Formen von Beziehungen zwischen Spezikationen un-
tersuchen. Diese Relationen sind stark mit dem Proze der Entwicklung von Komponenten
verkn

upft, der in der Methodik zusammengefat ist. Grundelemente einer formal gest

utz-
ten Entwicklungsmethodik k

onnten die Entwicklungstechniken Modularisierung, Implemen-
tierung und Verfeinerung sein.
Wichtig in der Entwicklung von Software ist die Zerlegung des Gesamtsystems durch funk-
tional abgeschlossene,

uberschaubare Einheiten, die Module. Modularisierung soll durch kon-
struktive Methoden unterst

utzt werden. Es sollen Operatoren angeboten werden, die die
Einhaltung eines Korrektheitsbegries bei Modularisierung garantieren. Wiederverwendung
kann auf Spezikationsebene durch Spezikationsoperatoren unterst

utzt werden, die die An-
passung einer Komponente an einen Anforderungskontext erm

oglichen. Zur Modularisierung
werden Spezikationen auf parametrisierte Spezikationen erweitert. Ein Konstruktor wird
angeboten, der die Komposition zweier parametrisierter Spezikationen

uber die Aktuali-
sierung eines formalen Imports realisiert. Die zwischen der Importschnittstelle einer para-
metrisierten Spezikation und einer zu importierenden Schnittstelle entstehende Beziehung
heit Benutztbeziehung. F

ur sie kann ein Korrektheitsbegri deniert werden. Implementie-
rung im engeren Sinne ist der Kernbegri einer Entwicklung, die den

Ubergang von einer
abstrakten, axiomatischen Beschreibung von Programmeigenschaften bis zu ausf

uhrbaren,
imperativen Programmbeschreibungen charakterisiert. Es ist dabei die Frage zu kl

aren, ob
die Spezikation auf niedrigerem Abstraktionsniveau die Anforderungen der Spezikation
auf h

oherem Niveau erf

ullt. Als Verfeinerung bezeichnet man die Weiterentwicklung von
Komponenten durch Versch

arfen oder Erweitern der Eigenschaften. Die Trennung zwischen
Implementierung und Verfeinerung ist nicht eindeutig. Wir werden sp

ater Verfeinerung als
ein Implementierung umfassendes Konzept vorstellen. Weitere zu betrachtende Relationen
sind die Subtyprelation und die Vererbungsrelation der objektorientierten Programmierung.
Die vorgeschlagenen Techniken wie Modularisierung oder Implementierung lassen sich in zwei
Entwicklungsdimensionen klassizieren. Vertikale Entwicklung bezeichnet das Absenken
des Abstraktionsniveaus, d.h. Transformation einer abstrakten Spezikation in eine konkre-
tere Implementierung mit der Absicht, ein System zu realisieren. Hierzu geh

ort die Tech-
nik der Implementierung (i.e.S.) (siehe Kapitel 8). Bei horizontaler Entwicklung werden
Spezikationen ohne

Andern des Abstraktionsniveaus bearbeitet, d.h. Komponenten werden
einzeln modiziert oder mehrere Komponenten werden zu komplexeren zusammengesetzt.
Hierzu geh

ort die Modularisierung, die die Komposition von Systemen beschreibt (siehe Ka-
pitel 9), hierzu kann aber auch die Verfeinerung gerechnet werden. Horizontale Entwicklung
dient zur Modellierung eines Systems auf einer Abstraktionsebene. Diese Modellierung kann
unabh

angig von einer Realisierungsabsicht erfolgen. Die Unterscheidung erfolgt also anhand
des Kriteriums, ob ein Wechsel des Abstraktionsniveaus erfolgt oder nicht. Eine Verkn

upfung
zwischen beiden Dimensionen schat die horizontale Kompositionseigenschaft, die die Ver-
tr

aglichkeit zwischen einem Konstrukt der horizontalen Entwicklung (Komposition) und ei-
nem Konstrukt der vertikalen Entwicklung (Implementierungsrelation) herstellt. Die vertikale
Kompositionseigenschaft fordert die Transitivit

at der Implementierungsrelation.
Die Vererbung hat als Aspekte Wiederverwendung und Spezialisierung. Spezialisierung be-
deutet Modellierung

ahnlichen Verhaltens. Subtypen und Vererbung werden im Rahmen eines
eigenst

andigen Kapitels zur objektorientierten Entwicklung (Kapitel 10) betrachtet.
Kapitel 8
Implementierung und vertikale
Entwicklung
Der Implementierungsbegri wird in der Literatur mit verschiedenen Bedeutungen verwendet
und wird auch hier in zwei Formen benutzt.
1. Implementierung bezeichnet h

aug eine semantikerhaltende Verfeinerung von Spezi-
kationen. Dies ist Implementierung im weiteren Sinne. Formal wird das (in Abschnitt
8.1) durch eine auf Modellklasseninklusion basierende Implementierungsrelation gefat.
Die partielle Korrektheit wird dabei erhalten. Es wird also nicht notwendigerweise das
Abstraktionsniveau gesenkt.
2. Implementierung im engeren Sinne beinhaltet auch ein Senken des Abstraktionsniveaus.
Konkrete Repr

asentationen f

ur abstrakt denierte Datentypen werden ausgew

ahlt. Ab-
strakt spezizierte Operationen werden realisiert, d.h. Algorithmen werden ausgew

ahlt.
Damit ist Implementierung i.e.S. eine Technik des vertikalen Entwickelns.
In diesem Kapitel wird es zuerst um die
Implementierung i.w.S. gehen, was zu ei-
ner Denition einer Implementierungsre-
lation f

uhrt (siehe Abbildung rechts), und
dann wird vertikale Entwicklung durch
Implementierung i.e.S. betrachtet.
)(
v
Implementierung
Vertikale Entwicklung
Die Begrisverwirrung k

onnte umgangen werden, wenn die in Abschnitt 8.1 als Implemen-
tierungsrelation bezeichnete Relation ; umbenannt w

urde (sie realisiert Implementierung
i.w.S.). Dies w

are aber nicht mehr konform zur

ublichen Begrisbildung in algebraischen
Spezikationsans

atzen. Daher wird der Begri der Implementierungsrelation beibehalten. Die
G

ultigkeit, und somit auch die Modellklassenbildung, basiert auf partieller Korrektheit. Auf
Modellklasseninklusion basierend, setzt die Implementierungsrelation also partielle Korrekt-
heit zwischen zwei Spezikationen um. Partielle Korrektheit wird in diesem Ansatz durch
Modellbildung und durch das Beweissystem unterst

utzt (siehe Kapitel 5 und 7). Partielle
Korrektheit ist daher fundamental und somit auch geeignet, Basis weiterer Denitionen f

ur
horizontale und vertikale Entwicklung zu sein. Eine Variante der Implementierungsrelation
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;, die f

ur einen Spezizierer handhabbarer ist, wird ebenfalls angeboten. Beide Relatio-
nen werden zun

achst anhand des Korrektheitsbegries motiviert (Abschnitt 8.1). Sie werden
dann verglichen (Abschnitt 8.2). Abschnitt 8.3 befat sich mit der vertikalen Entwicklung.
In Abschnitt 8.4 wird inkrementelle Entwicklung vorgestellt.
Die Implementierungsrelation ; soll hier als fundamentale Relation dienen. Sie soll sowohl
in die vertikale als auch in die horizontale Entwicklung eingehen.
8.1 Korrekte Implementierungen
Es soll nun das Beweissystem aus Kapitel 7 eingesetzt werden, um das Ein-/Ausgabeverhalten
eines Programmfragmentes zu betrachten. Dazu werden zun

achst einige Korrektheitsbegrie
entwickelt. Es soll jetzt mit Hilfe des denierten Beweissystems folgende Frage beantwortet
werden:
Ist die vorliegende Implementierung 
P
2
! [P
2
]  
P
2
eine geeignete Implementie-
rung der Spezikation 
P
1
! [P
1
]  
P
1
?
Dies soll durch eine Implementierungsrelation formal erfat werden. Eine auf Modellklas-
seninklusion basierende Implementierungsrelation w

urde partielle Korrektheit beschreiben.
Dies geht aus den Anmerkungen zur Modellklassenbildung in Abschnitt 5.2.4 hervor. Mo-
delle sind partiell korrekt bzgl. ihrer Spezikation. Jetzt soll partielle Korrektheit auch auf
Spezikationsebene zwischen zwei Spezikationen durch eine Relation erfat werden k

onnen.
Modellklasseninklusion ist daher eine geeignete Semantik einer Implementierungsrelation.
Der hier einzusetzende Implementierungsbegri soll aber auch m

oglichst konstruktiv gestal-
tet werden (konstruktiver als der auf Modellklasseninklusion basierende es ist). Es ist also
eine zweite Relation zu denieren. Dies schliet sich an die Abschlubemerkungen aus Ab-
schnitt 7.7 an, in denen das Fehlen von Konstruktivit

at in der Technik der Verikation ange-
merkt wurde. Der am Anfang des Kapitels eingef

uhrte Begri der partiellen Korrektheit, der
auf semantischen Eigenschaften basiert, soll hier um einen syntaktisch basierten, also besser
handhabbaren und somit konstruktiveren Korrektheitsbegri erg

anzt werden.
8.1.1 Korrektheit von Prozedurimplementierungen
Ein Korrektheitsbegri zwischen zwei Spezikationen soll nun schrittweise entwickelt werden.
Zuerst sollen dazu Prozeduren betrachtet werden.
Denition 8.1.1 Seien p
1
; p
2
Prozeduren mit 
p
1
! [p
1
(: : :)]  
p
1
und 
p
2
! [p
2
(: : :)]  
p
2
als Spezikationen der Prozeduren. Die Relation p
1

op
p
2
gilt, falls

p
1
! 
p
2
^  
p
2
!  
p
1
Bemerkung 8.1.1 Es sollen hier f

ur Denition 8.1.1 terminierende Prozeduren angenom-
men werden, so da durch Ausf

uhrung einer Prozedur die Nachbedingung immer etabliert
werden kann.
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Die Denition 8.1.1 kann auch auf beliebige Programmfragmente

ubertragen werden. Eine
Objektspezikation soll sp

ater als korrekt implementiert gelten, wenn alle Prozeduren korrekt
implementiert werden.
Eine Bedingung ist st

arker als eine andere, wenn sie diese impliziert, sonst heit sie schw

acher.
In der Implikation x  5 ! x  0 ist x  5 st

arker. Soll eine Vorbedingung schw

acher als
x  5 sein, so mu sie von x  5 impliziert werden. [Mey88] wendet diese Begrie auf Vor-
und Nachbedingungen an, um die Redenitionen von Operationen bei Spezialisierungen zu
denieren. Redenierte Operationen sollen 'besser' als die originalen Denitionen sein. Die
Implementierung mu die schw

achere Vorbedingung haben, d.h. weniger eingeschr

ankt sein
(auf mehr Eingabedaten arbeiten). Sie mu auerdem die st

arkere Nachbedingung haben,
also mehr oder pr

azisere Ergebnisse liefern. Zusammenfassend mu die Implementierung also
'genauso gut oder besser' sein als es die Spezikation fordert, um akzeptiert zu werden. Die
oben in Denition 8.1.1 angegebene Korrektheit f

ur Prozeduren realisiert unter der gegebenen
Einschr

ankung der Terminierung die Redenitionsregel von Eiel [Mey92b].
Statt der Korrektheit einer Implementierung

uber die Relation 
op
ist auch eine andere
Denition m

oglich, etwa wie schon angesprochen

uber Modellklasseninklusion. Siehe hierzu
auch [Mey88] S.126f, der dort die Semantik des Hoare'schen Tripels fPgAfQg wie folgt
deniert:
Die Ausf

uhrung von A, falls sie in einem P erf

ullenden Zustand gestartet wird,
endet in einem Zustand, der Q erf

ullt.
Dies ist eine totale Korrektheitsaussage, d.h. partielle Korrektheitsaussage und Terminie-
rungsaussage sind zusammengefat. Somit kann die Etablierung der Nachbedingungen immer
vorausgesetzt werden. Wir wollen f

ur die folgende Denition auf die Terminierungsforderung
verzichten.
Denition 8.1.2 Seien p
1
; p
2
Prozeduren zu einer Signatur  mit 
p
1
! [p
1
(: : :)]  
p
1
und

p
2
! [p
2
(: : :)]  
p
2
. Die Relation p
1
;
op
p
2
gilt, falls jede Funktion, die p
2
in einem Modell
zur Signatur , das 
p
2
! [p
2
(: : :)]  
p
2
erf

ullt, interpretiert, auch Interpretation von p
1
in
einem Modell zur Signatur , das 
p
1
! [p
1
(: : :)]  
p
1
erf

ullt, ist.
Falls p
1
;
op
p
2
gilt, ist p
2
partiell korrekt bez

uglich der Spezikation von p
1
.
8.1.2 Korrektheit von Spezikationsimplementierungen
Wir werden nun die prozedurbezogenen Denitionen aus Abschnitt 8.1.1 auf Spezikationen
erweitern.
Denition 8.1.3 Seien sp
1
und sp
2
Spezikationen mit Signatur  = < Z; S;OP >. Die Re-
lation sp
1
 sp
2
gilt, falls 8op 2 OP : op
sp
1

op
op
sp
2
gilt. op
sp
1
und op
sp
2
deuten die
unterschiedliche Spezikation der Operation op in sp
1
und sp
2
an.
Die Relation  wird wegen ihrer N

ahe zur Vererbung in Eiel auch als Redenitionsregel
bezeichnet.
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Falls Invarianten vorhanden sind, wird jede Nachbedingung einer Prozedur um die Invarian-
ten erweitert. An dieser Stelle unterscheidet sich die Denition von [Mey88]. Dort wird jede
Vor- und Nachbedingung um die Invarianten erweitert. Auf die Erweiterung der Vorbedin-
gungen kann verzichtet werden, wenn jede Prozedur einen Folgezustand erreicht (beschrieben
durch die Nachbedingung), in dem die Invariante gilt. Es mu sichergestellt sein, da jede
Prozedur nur in einem Zustand aufgerufen werden kann, in dem die Invariante gilt. Wenn
der initiale Zustand die Invariante erf

ullt, ist diese Bedingung erf

ullt, da nur durch Proze-
duren Seiteneekte auf den Zust

anden auftreten. Daher soll f

ur die folgenden

Uberlegungen
angenommen werden, da eine Objekterzeugungsprozedur create existiert, die
true! [create()] inv
erf

ullt, also die Invariante inv etabliert. Die Attributspezikationen sind zustandsabh

angig,
d.h. durch nichtmodale Formeln beschrieben. Sie k

onnen also als Invariante behandelt werden.
Bemerkung 8.1.2 Invarianten (und somit auch Attributspezikationen) m

ussen in einer
Relation  versch

arft werden. Gelte sp
1
 sp
2
. Dann mu gelten:
inv
sp
2
! inv
sp
1
Dies steht im Einklang mit der Anforderung, da die Nachbedingung einer Prozedurimple-
mentierung  
sp
2
die Nachbedingung der Spezikation  
sp
1
implizieren mu.
Ein Implementierungsbegri zwischen Spezikationen kann auch, wie es h

aug in algebrai-
schen Spezikationen [Wir90, Hen89] getan wird,

uber Modellklasseninklusion deniert wer-
den. Die Implementierung wird

uber die Relation ; ausgedr

uckt.
Denition 8.1.4 Seien sp
1
; sp
2
zwei Spezikationen.
sp
1
; sp
2
; falls sig(sp
2
) = sig(sp
1
) und Mod(sp
2
) Mod(sp
1
)
Modellklasseninklusion ist das ausschlaggebende Kriterium. Die Gleichheit der Signaturen
wird vorausgesetzt, da hier nur Eigenschaftsverfeinerung betrachtet werden soll. Signaturver-
feinerung kann etwa durch Signaturmorphismen erreicht werden.
8.2 Vergleich von  und ;
Wie in den vorangegangen Abschnitten beschrieben, erfolgt bei einer Versch

arfung von Axio-
men zwischen zwei Spezikationen eine Verkleinerung der Modellklasse. In diesem Abschnitt
soll die Abh

angigkeit zwischen der Relation  und der auf Modellklasseninklusion basieren-
den Relation ; pr

azisiert werden.
8.2.1 Vorbemerkungen
Bevor der Zusammenhang zwischen ; und  untersucht wird, sollen einige Vereinfachungen
vorgenommen und Grundlagen erl

autert werden. Es wird im folgenden ein konsistentes und
vollst

andiges Beweissystem f

ur eine Pr

adikatenlogik erster Stufe vorausgesetzt (siehe Anhang
A.2 und Kapitel 7).
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Folgende Vereinfachungen sollen angenommen werden:
 Es gibt explizit keine Invarianten inv. Diese werden den Prozedurdenitionen zugeord-
net, d.h. sie werden einer Prozedurdenition  ! [P ]  in der Form  ! [P ]  ^ inv
hinzugef

ugt. Da inv nicht auch der Vorbedingung  hinzugef

ugt werden mu, wurde
in Abschnitt 8.1.2 erl

autert.
 Es gibt nur Prozeduren. Attribute werden durch nichtmodale Formeln speziziert, da
sie keine Zustandsver

anderung bewirken. Attribute arbeiten in jedem Zustand gleich,
daher k

onnen Attributdenitionen als zustandsunabh

angige Invarianten aufgefat und
den Prozedurdenitionen zugeordnet werden.
 Jede Prozedur wird durch nur eine Formel deniert (da dies immer m

oglich ist, wird
unten in Lemma 8.2.1 gezeigt).
Diese Vereinfachungen stellen somit keine Einschr

ankung der M

achtigkeit des Ansatzes dar.
Mehrere modale Formeln k

onnen in speziellen Situationen bei Vorhandensein eines Beweis-
systems nach den folgenden Regeln zusammengefat werden:
! [P ]  
1
; ! [P ]  
2
! [P ]  
1
^  
2
[AND]

1
! [P ]  ; 
2
! [P ]  

1
_ 
2
! [P ]  
[OR]
( ^ )! [P ]  ; ( ^ :)! [P ]  
! [P ]  
[DEMORGAN]
Siehe auch Kapitel 7 und Anhang A.2, dort sind noch weitere Regeln angegeben. Diese Regeln
reichen aber nicht f

ur beliebige Situationen.
Lemma 8.2.1 Jede Menge von modalen Formeln fh
i
j h
i
 
i
! [P ]  
i
; i = 1; ::; ng kann
in eine Formel ! [P ]  umgeformt werden, die genau dann gilt, wenn die modalen Formeln
h
i
gelten.
Beweis: Der Beweis wird induktiv gef

uhrt. Zuerst werden zwei Formeln h
1
und h
2
verkn

upft.
Seien h
1
 
1
! [P ]  
1
und h
2
 
2
! [P ]  
2
zwei modale Formeln. h
1
und h
2
sollen gelten.
D.h. es gelten (nach Denition der G

ultigkeit f

ur die modale Formel in Denition 5.2.2):
Falls 
1
gilt und P terminiert, dann gilt  
1
im Folgezustand
und
falls 
2
gilt und P terminiert, dann gilt  
2
im Folgezustand.
D.h.
Falls 
1
oder 
2
gilt und P terminiert, dann gilt
falls 
1
im Vorzustand galt, gilt  
1
im Folgezustand und
falls 
2
im Vorzustand galt, gilt  
2
im Folgezustand.
Dies ist (wiederum nach Denition 5.2.2)
! [P ]  mit  = 
1
_ 
2
,  = (
0
1
!  
1
) ^ (
0
2
!  
2
) und 
0
i
:= 
i
[x=old(x)],
wobei 
i
[x=old(x)] die Substitution aller freien Variablen x durch old(x) in 
i
beschreibt.
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Die 
i
legen die Vorbedingungen fest, unter denen das Programmfragment P korrekt arbeitet.
Dies ist durch die Disjunktion realisiert. Mit der Nachbedingungskonstruktion  wird f

ur jede
geltende Vorbedingung die Etablierung der zugeh

origen Nachbedingung sichergestellt. Dazu
mu in den 
i
durch old auf die Belegungen des Vorzustands zur

uckgegrien werden. Aus
der Denition der G

ultigkeit 5.2.2 f

ur den Box-Operator folgt die

Aquivalenz.
Aus einer Menge fh
i
j i = 1; : : : ; ng von modalen Formeln werden zwei zusammengefat; das
Ergebnis kann mit der n

achsten Formel zusammengefat werden. 2
Das Ergebnis aus Lemma 8.2.1 kann als Inferenzregel festgehalten werden:

1
! [P ]  
1
; 
2
! [P ]  
2

1
_ 
2
! [P ] (
1
[x=old(x)]!  
1
)^ (
2
[x=old(x)]!  
2
)
[MODAL MERGE]
8.2.2 Vergleich der Relationen
Nach den Vorbemerkungen

uber Pr

adikatenlogik und Beweissysteme soll nun das Verh

altnis
der modellklassenbasierten Implementierungsrelation ; und der implikationsbasierten Rela-
tion  untersucht werden. Es gelten die Einschr

ankungen vom Anfang des Abschnitts 8.2,
d.h. Attribute werden als Invarianten behandelt und mit diesen den Prozedurspezikationen
zugeordnet. Jede Prozedur wird durch nur eine modale Formel speziziert. Dies ist keine
Einschr

ankung hinsichtlich der M

achtigkeit, sondern f

uhrt lediglich zu einer kompakteren
Notation (siehe Lemma 8.2.1).
Satz 8.2.1 Sei  = < S; Z;OP > eine Signatur und seien sp
1
und sp
2
-Spezikationen
(unter den oben genannten Einschr

ankungen). Dann gilt:
sp
1
 sp
2
) sp
1
; sp
2
Beweis: Modelle bestehen aus Tr

agermengen, Funktionen und der Abbildung STATE.
Es kann gezeigt werden, da die Modellklasseninklusion hier nur von den Funktionen, die
Prozeduren interpretieren, abh

angt. Damit kann die Aussage stellvertretend f

ur eine Prozedur
gezeigt werden.
Zuvor sollen noch einige Denitionen angegeben werden. Sei eine Prozedur p in sp
1
durch

1
! [p(: : :)]  
1
und in sp
2
durch 
2
! [p(: : :)] 
2
speziziert. MitMod
op
sp
(p) seien die Modelle
einer Prozedur p beschrieben, d.h. die Funktionen, die in Modellen einer Spezikation sp die
Prozedur p interpretieren k

onnen. Eine entsprechende G

ultigkeitsrelation j=
op
wird ebenfalls
deniert. Sei O 2Mod(sp); p

2Mod
op
sp
(p) und p 2 opns(sig(sp)).
p

j=
op
 ; falls f ur alle Objekte O 2Mod(sp); die p durch p

interpretieren; gilt O j= 
Also:
p

2Mod
op
sp
(p) gdw: p

j=
op
! [p(: : :)]  
Tr

agermengen, die Zustandsabbildung STATE und Funktionen, die Attribute interpretieren,
m

ussen bei der Modellbildung hier nicht betrachtet werden:
 Der Zustand STATE ist unabh

angig von konkreten Signaturen, da er als totale Abbil-
dung auf dem Argumentbereich IDENT deniert ist. STATE ist in dieser Form also
in allen -Objekten aller Signaturen enthalten.
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 Da die Modellsemantik sehr lose ist, k

onnen alle Tr

agermengen zu den Sorten aus
S beliebige nichterreichbare Tr

agerelemente enthalten. Die einzige Anforderung, die
an Tr

agermengen zu stellen ist, ist die Interpretierbarkeit der Formeln  und  einer
Prozedurspezikation  ! [p(: : :)]  , d.h. die -Terme in den Formeln m

ussen durch
Tr

agerelemente interpretierbar sein. Dies ist aber f

ur die Spezikationen sp
1
und sp
2
in
gleicher Weise gegeben, da sie dieselbe Signatur haben, also dieselben Terme gebildet
werden k

onnen.
 Eigenschaften der Attribute sind in den Invarianten enthalten und somit

uber die Spe-
zikationen der Prozeduren mit betrachtet (siehe Abschnitt 8.1.2 und insbesondere
Bemerkung 8.1.2).
Statt f

ur Spezikationen und -Objekte kann nun nach obigen

Uberlegungen anhand der
Einschr

ankungen f

ur Operationen argumentiert werden, da nun folgendes gilt:
Mod
op
sp
1
(p) Mod
op
sp
2
(p))Mod(sp
1
) Mod(sp
2
)
Die Modellklasseninklusion f

ur Prozeduren soll nun gezeigt werden. Es gilt nach Denition
der Modellklassen f

ur Prozeduren:
Mod
op
sp
2
(p) Mod
op
sp
1
(p)
gdw.
p

2Mod
op
sp
2
(p) ) p

2Mod
op
sp
1
(p)
gdw.
p

j=
op

2
! [p(: : :)]  
2
) p

j=
op

1
! [p(: : :)]  
1
Die Vorbedingung sp
1
 sp
2
gilt, d.h. 
1
! 
2
^  
2
!  
1
gilt f

ur die Prozedur p. Es kann
nun mit den Ergebnissen aus Kapitel 7 die Inferenzregel CONS eingesetzt werden.

1
! 
2
; 
2
! [p(: : :)]  
2
;  
2
!  
1

1
! [p(: : :)]  
1
[CONS]
Mit p

2 Mod
op
sp
2
(p), also p

j=
op

2
! [p(: : :)]  
2
, folgt nach CONS-Regel und Vorausset-
zung die Aussage p

j=
op

1
! [p(: : :)]  
1
. Damit ist Modellklasseninklusion Mod
op
sp
2
(p) 
Mod
op
sp
1
(p) gew

ahrleistet. Dies gilt f

ur alle Prozeduren p 2 OP . Damit ist die Modellklassenin-
klusion f

ur den Operationsanteil OP gezeigt (Attributspezikationen wurden den Prozeduren
als Invariante zugeordnet). Die weiteren Bestandteile von -Objekten verhalten sich | wie
oben gezeigt | neutral. Damit gilt die Modellklasseninklusion Mod(sp
2
)  Mod(sp
1
), also
sp
1
; sp
2
, nach obigen

Uberlegungen. 2
Da die Umkehrung der Implikation aus dem Satz 8.2.1 nicht gilt, kann anhand eines Beispiels
verdeutlicht werden. Sei eine Prozedur p in sp
1
durch
x < 3 ^ x > 5! [p(: : :)] z = 1
und in sp
2
durch
x < 4 ^ x > 5! [p(: : :)] z = 0
speziziert. Jede beliebige Funktion (mit korrekten Argument- und Wertebereichen) zu einer
Prozedur erf

ullt die Spezikation in sp
1
und sp
2
im Sinne des Modellklassenbegris, da die
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Vorbedingungen nie eintreten k

onnen und somit nach Denition der G

ultigkeit keine weiteren
Anforderungen an das Modell der Prozedur gestellt werden. Sei p

ein solches Modell. Dann
gilt:
p

2Mod
op
sp
2
(p)) p

2Mod
op
sp
1
(p)
Somit gilt sp
1
; sp
2
. sp
1
 sp
2
gilt hingegen nicht, da aus z = 0 nicht z = 1 folgt (dies w

are
notwendige Bedingung f

ur die 
op
-Relation zusammen mit der Terminierungsforderung). Also
l

at sich folgende Beobachtung notieren.
Beobachtung 8.2.1 Sei  = < S; Z;OP > eine Signatur und seien sp
1
und sp
2
-Spezi-
kationen (unter den genannten Einschr

ankungen).
sp
1
; sp
2
) sp
1
 sp
2
gilt nicht f ur beliebige sp
1
; sp
2
Bemerkung 8.2.1 Solche Beispiele lassen sich auch konstruieren, wenn auf widerspr

uchli-
che Aussagen verzichtet wird. So entsteht die gleiche Situation, wenn in Vorbedingungen
nichtzug

angliche Zust

ande (siehe Denition 5.2.7) speziziert sind. Auch dann l

at sich nie
ein Zustand erreichen, in dem eine bestimmte Vorbedingung gilt.
Die bisher gemachten Aussagen lassen sich wie folgt zusammenfassen:
sp
1
; sp
2
) sp
1
 sp
2
kann nicht etabliert werden, falls
 die Modelle Funktionen enthalten, die unter Umst

anden nicht terminieren (siehe Ab-
schnitt 8.1.1),
 die Formeln, die Zust

ande beschreiben, nicht erf

ullbar sind (siehe obiges Gegenbeispiel),
 Vorbedingungen nicht zug

angliche Zust

ande beschreiben (siehe Bemerkung 8.2.1).
Damit wird deutlich, da  bis auf Sonderf

alle den Eigenschaften von ; nahekommt. Da
aus methodischer Sicht die Implikation sp
1
; sp
2
) sp
1
 sp
2
nicht von Bedeutung ist,
soll es hier bei der Angabe von Heuristiken bleiben. Wichtig ist, da bei Benutzung von 
die Modellklasseninklusion gesichert ist. Die Modellklasseninklusion ist f

ur Spezizierer kaum
nachweisbar, daher wird sie auch kaum Ausgangspunkt der Betrachtung sein.
8.2.3 Implementierung und beobachtungsorientierte Spezikation
In diesem Abschnitt soll die Idee der beobachtungsorientierten Spezikation wie sie im Ab-
schnitt 5.4.3 beschrieben wurde, nochmals aufgegrien und im Kontext der Implementierungs-
relation betrachtet werden. Die Implementierungsrelation beobachtungsorientierten Spezi-
zierens ist ebenfalls auf Modellklasseninklusion deniert [Hen91c]. Der Modellbegri umfat
dort verhaltens-, d.h. beobachtungs

aquivalente Modelle, so da Implementierungen auch nur
in ihrem beobachtbaren Verhalten mit der Spezikation

ubereinstimmen. Durch die hier vor-
liegende Denition von Modellbildung und Implementierungsrelation wird der gleiche Eekt
erzielt. Die Repr

asentation des Zustands wird durch STATE und die Tr

agermengen model-
liert. Da diese transparent bei der Modellklasseninklusion sind (gezeigt im Beweis zu Satz
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8.2.1), ist das Kriterium der Implementierungsrelation das Verhalten der auf dem Zustand
arbeitenden Operationen.
Auch wenn strukturelle Aspekte der Realisierung des Zustands hier transparent bleiben, so
werden doch die Eigenschaften des Zustands, sofern sie durch Invarianten speziziert wer-
den, ber

ucksichtigt. Dies geschieht, da Invarianten, also Eigenschaften des Zustands und der
Attribute, den Prozedurspezikationen zugeordnet werden. In erster Linie wird durch die
Vererbungsrelation hier wie auch bei R. Hennicker eine Verhaltensverfeinerung beschrieben.
Strukturverfeinerung kann hier ebenfalls ausgedr

uckt werden, indem strukturelle Eigenschaf-
ten der Zust

ande axiomatisch speziziert werden.
8.3 Vertikale Entwicklung
In diesem Abschnitt wird vertikale Entwicklung (Implementierung im engeren Sinne) durch
die Implementierungsrelation deniert. Im folgenden Abschnitt 8.4 wird der Begri der ver-
tikalen Entwicklung zu einem Verfeinerungsbegri erweitert, um inkrementelle Entwicklung
vorstellen zu k

onnen. Wie schon angesprochen, geht es in der vertikalen Entwicklung um das
Senken des Abstraktionsniveaus. Dies wurde in den vorangegangenen Kapiteln mit Imple-
mentierung im engeren Sinne bezeichnet. Als Relation, die die Implementierung im weiteren
Sinne beschreibt, ist in Denition 8.1.4 die Implementierungsrelation ; eingef

uhrt worden.
Da es sich bei Implementierung i.e.S. um einen Spezialfall handelt, soll ; als Operationa-
lisierung f

ur die vertikale Entwicklung herangezogen werden. Eine Modikation von ; f

ur
diesen Zweck ist allerdings nicht sinnvoll. Um das Senken des Abstraktionsniveaus pr

aziser
erfassen zu k

onnen, k

onnten syntaktische Konstruktionen eingef

uhrt werden, die etwa die
Abbildung einer abstrakten Sorte auf eine konkretere Repr

asentation beschreiben. Da aber
die Identit

at als Abbildung an dieser Stelle nicht ausgeschlossen werden sollte, soll auf syn-
taktische Restriktionen verzichtet werden. Die Relation ; basiert auf Modellklassen und
abstrahiert somit von syntaktischen Bezeichnungen. Daher modelliert sie die Anforderungen
der vertikalen Entwicklung am besten.
Die Transitivit

at der Relation(en) der vertikalen Entwicklung wird als vertikale Kompositi-
onseigenschaft bezeichnet. Sie soll nun gezeigt werden.
Satz 8.3.1 (Vertikale Komposition f

ur ;) Die Relation ; ist transitiv.
Beweis: F

ur zwei Spezikationen sp
1
; sp
2
gilt sp
1
; sp
2
, falls sig(sp
1
) = sig(sp
2
) ^
Mod(sp
2
)  Mod(sp
1
). Damit folgt die Transitivit

at von ; direkt, da = und  transitiv
sind. 2
Der Ansatz, Komponenten

uber die Relation  zu entwickeln, ist gegen

uber ; konstrukti-
ver. Er ist kompositional, da er von der Implementierung der Subkonstrukte (Prozeduren)
abh

angt und diese durch ein Beweissystem bearbeitbar sind. Das Beweissystem, insbesondere
die Regel CONS, gibt Anleitung zum korrektheitserhaltenden Weiterentwickeln von Kompo-
nenten (vgl. Kapitel 7). Es soll f

ur 
op
und  in diesem Abschnitt noch gezeigt werden,
da diese Relationen ebenfalls transitiv sind, also auch die vertikale Kompositionseigenschaft
erf

ullen.
Satz 8.3.2 (Vertikale Komposition f

ur 
op
;) Die Relationen 
op
und  sind transitiv.
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Beweis: Sei  = < S; Z;OP > die Signatur der Spezikationen.
1. Operationen (
op
): Es ist f

ur op
1
; op
2
; op
3
2 OP zu zeigen:
op
1

op
op
2
^ op
2

op
op
3
) op
1

op
op
3
mit den Spezikationen 
1
! [op
1
(: : :)]  
1
, 
2
! [op
2
(: : :)]  
2
und 
3
! [op
3
(: : :)]  
3
.
Gelten die Pr

amissen op
1

op
op
2
(d.h. 
1
! 
2
und  
2
!  
1
) und op
2

op
op
3
(d.h.

2
! 
3
und  
3
!  
2
). Zu zeigen ist die Konklusion op
1

op
op
3
(d.h. 
1
! 
3
und
 
3
!  
1
). Dies gilt wegen der Transitivit

at der Implikation !.
2. Spezikationen (): Es gelte f

ur die Spezikationen sp
1
; sp
2
; sp
3
:
sig(sp
1
) = sig(sp
2
) = sig(sp
3
) und sp
1
 sp
2
und sp
2
 sp
3
Da sp
1
sp
3
genau dann gilt, wenn 8op 2 OP

: op
sp
1

op
op
sp
3
gilt, folgt die Transitivit

at
aus Teil 1 des Beweises.
2
8.4 Inkrementelle Entwicklung
Inkrementelle Entwicklung von Spezikationen soll nun vorgestellt werden. Obwohl das Kon-
zept in weiterem Rahmen einsetzbar ist, als nur f

ur vertikale Entwicklung und Implemen-
tierung, soll es doch hier vorgestellt werden. Vertikale Entwicklung im weiteren Sinne wie
auch inkrementelle Entwicklung beinhaltet das Treen von Entwurfsentscheidungen, die bis-
her noch oen waren. Es soll an dieser Stelle keine Modularisierung, d.h. Zerlegung in kleinere
Spezikationen, betrachtet werden.
Zur Bearbeitung einer Spezikation lassen sich dann die Aktivit

aten Dekomposition, Im-
plementierung und Verfeinerung unterscheiden. Dekomposition bezeichnet das Zerlegen von
Operationen. Dies kann daten- und funktionsorientiert erfolgen. Bei der datenorientierten Zer-
legung ergibt sich die Zerlegung der Operationen aus der Zerlegung der Parameterdaten oder
anderer nichtlokaler Daten einer Operation. Die Schnittstellen

andern sich. Die funktionale
Zerlegung bedeutet eine Zerlegung in zwei oder mehr weniger umfangreiche Operationen, die
die Aufgabe der urspr

unglichen Operation durch Hintereinanderschaltung oder nebenl

auge
Ausf

uhrung erf

ullen. Die Schnittstelle der Ausgangsoperation bleibt erhalten. Funktionsorien-
tierte Dekomposition kann durch Spezikation auf dem Gleichheitspr

adikat 
state
unterst

utzt
werden, etwa durch p(a; b) 
state
seq(p
1
(a; b); p
2
(a; b)) als Zerlegung der Operation p in zwei
hintereinandergeschaltete Operationen p
1
und p
2
. Datenorientierte Dekomposition soll an
dieser Stelle nicht betrachtet werden; hierzu sei auf die Datentypbetrachtungen in Abschnitt
4.3 verwiesen. In diesem Kapitel stehen Verhaltenseigenschaften und Verhaltensverfeinerung
im Vordergrund.
Implementierung (i.e.S.) bezeichnet die Realisierung gegebener Eigenschaften auf einem se-
mantisch niedrigeren Niveau, um weniger abstrakt zu werden oder sogar Ausf

uhrbarkeit zu
erreichen. Die Eigenschaften d

urfen in bezug auf die Schnittstelle auf keinen Fall schlechter
werden, wobei wir unter der intuitiven Bezeichnung 'schlechter' das Verstoen gegen Spezi-
kationen meinen. 'Bessere' Implementierungen sind Verfeinerungen, die die Semantik der
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Spezikation erhalten und zus

atzliche Eigenschaften fordern. Mit dem Begri der Verfeine-
rung ist also das Pr

azisieren von Spezikationen gemeint. Hierzu geh

ort auch das Hinzu-
nehmen neuer Funktionalit

aten, realisiert durch neue Operationen. Die Pr

azisierung schon
bestehender Operationsspezikationen kann auf zwei Arten erfolgen:
1. M

ogliche Aufrufsituationen erweitern: Es entfallen dann Vorbedingungen oder diese
werden abgeschw

acht, d.h. die Spezikation wird weniger partiell.
2. Leistungen verbessern: Nachbedingungen, die zus

atzliche Leistungen beschreiben, kom-
men hinzu oder bestehende werden verst

arkt.
Die zwei Pr

azisierungsarten k

onnen anhand einer Spezikationsschablone f

ur eine Prozedur
erl

autert werden:

1
^ : : :^ 
n
! [p(: : :)]  
1
^ : : :^  
m
Die 
i
beschreiben die notwendigen Aufrufbedingungen (die alle erf

ullt sein m

ussen) und
die  
j
die Eekte, die durch Anwendung von p eintreten (beispielsweise pro Parameter oder
globaler Variable ein  
j
, das den Eekt auf diese Variable beschreibt). '7!' beschreibt im
folgenden die Ersetzung der linken Seite von  7!  durch die rechte. Diese Notation bezieht
sich auf eine Weiterentwicklung einer Spezikation f

ur eine Prozedur p von ! [p(: : :)]  zu

0
! [p(: : :)]  
0
. Es wird hierf

ur  7! 
0
und  7!  
0
geschrieben. Im folgenden werden Pr

azi-
sierungsschemata (a) { (f) zur Verfeinerung einer Prozedur p angegeben. Die Bedingungen
an eine Verfeinerung von p sind so formuliert, da sie die Relation 
op
erf

ullen. Es mu dazu
 ! 
0
und  
0
!  gelten. Diese beiden Implikationen sollen von den Transformationssche-
mata : 7! : garantiert werden.
1. Behandlung von Vorbedingungen:
(a) 
1
^ : : :^ 
n
7! 
1
^ : : : ^ 
n 1
ist als Implikation eine Tautologie.
(b) 
1
^ : : :^ 
i 1
^ 
i
^ 
i+1
^ : : :^ 
n
7! 
1
^ : : :^ 
0
i
^ : : :^ 
n
mit 
i
! 
0
i
.
2. Behandlung von Nachbedingungen:
(c)  
1
^ : : :^  
m
7!  
1
^ : : : ^  
m
^  
m+1
ist als Implikation von rechts nach links
gelesen eine Tautologie.
(d)  
1
^ : : :^  
j 1
^  
j
^  
j+1
: : :^  
m
7!  
1
^ : : :^  
0
j
^ : : :^  
m
mit  
0
j
!  
j
.
Disjunktionen k

onnen ebenfalls benutzt werden. Insbesondere zur Formulierung von Vorbe-
dingungen kann es sinnvoll sein, mehrere Bedingungen anzugeben, von denen mindestens eine
erf

ullt sein mu:

1
_ : : :_ 
n
! [p(: : :)]  
Die 
i
und  k

onnen dabei beliebige Formeln (etwa Konjunktionen) sein. Es gilt f

ur die
Vorbedingungsbehandlung:
(e) 
1
_ : : :_ 
n
7! 
1
_ : : :_ 
n
_ 
n+1
ist als Implikation eine Tautologie.
(f) 
1
_ : : : _ 
i
_ : : :_ 
n
7! 
1
_ : : :_ 
0
i
_ : : :_ 
n
mit 
i
! 
0
i
.
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Damit sind Grundlagen zur Verf

ugung gestellt, die sinnvoll sind, um konstruktiv die oben
aufgelisteten Arten der Pr

azisierung einer Operationsspezikation durchf

uhren zu k

onnen.
Bei Anwendung einer der durch  7! 
0
beschriebenen Transformationen erh

alt sich die
Relation 
op
zwischen Ausgangsspezikation und der Verfeinerung.
Folgerung 8.4.1 Operationsspezikationen f

ur eine Prozedur p, die nach den obigen Sche-
mata (a) bis (f) verfeinert werden, erf

ullen die Relation ! [p(: : :)]  
op

0
! [p(: : :)]  
0
.
Beweis: Trivial, da die Transformationsschemata als Implikationen gelesen wie oben be-
schrieben die -Bedingungen ! 
0
und  
0
!  erf

ullen. 2
Die Schemata sollen am Beispiel der Stack-Operation push verdeutlicht werden. push in der
Form
not(full)! [push(e)] top() = e
soll weniger partiell werden. Nach Schema (a) kann [push(e)] top() = e erzeugt werden,
mit Schema (b) ist true ! [push(e)] top() = e m

oglich. (d) erlaubt es, [push(e)] top() =
e^ (full! top() = old(top())) zu erzeugen. Eine Sonderfallbehandlung f

ur volle Stacks wird
mit letzterem hinzugenommen.
Die denierten Schemata sollen dazu dienen, den konstruktiven Korrektheitsbegri, wie er
durch die Relation  eingef

uhrt wurde, gegen

uber  noch handhabbarer f

ur den Spezizierer
zu machen. Diese Schemata liefern eine konkrete Vorgabe zur Entwicklung entlang der Relati-
on . Die Verfeinerung soll hier allerdings nicht durch ein explizites syntaktisches Konstrukt
unterst

utzt werden. Die notwendigen logischen Absch

atzungen mu der Spezizierer leisten.
Die Forderung der Relation 
1
! [P ]  
1
 
1
! [P ]  
2
bzgl. der Vorbedingungen lautet

1
! 
2
. Dies bedeutet, da 
1
st

arker (im Sinne von st

arker einschr

ankend) ist. Sinnvoll
ist hier die Anwendung der syntaktischen Ableitbarkeit f
1
g ` 
2
mit Hilfe eines geeigneten
Beweissystems (siehe Kapitel 7). Nur dann ist eine weitgehende konstruktive Unterst

utzung
f

ur den Entwickler m

oglich. In einem vollst

andigen und konsistenten Beweissystem gilt E ` 
genau dann, wenn Mod(; E) j=  (mit einer Signatur , einer Formelmenge E  WFF ()
und einer Formel  2 WFF ()).
Lemma 8.4.1 Aus f
1
g ` 
2
folgt 
1
! 
2
.
Beweis: F

ur die Ableitung f
1
g ` 
2
gilt f
1
g ` 
2
genau dann, wennMod(< ; f
1
g >) j=

2
. Daraus folgt 8O 2Mod(< ; f
1
g >): O j= 
1
) 8O 2Mod(< ; f
1
g >): O j= 
2
.
Das wiederum ist nach Denition von 
1
! 
2
durch 'falls 
1
gilt, mu 
2
gelten': 8O 2
Mod(< ; f
1
g >): O j= 
1
! 
2
. 2
Mit dem Lemma ist gezeigt, da, um eine geeignete Implikation f

ur die Relation  zu
nden, Inferenzregeln einer Pr

adikatenlogik benutzt werden k

onnen. Einige Regeln (etwa
Konjunktions- oder Disjunktionsregel) sind im Anhang zu nden. Es k

onnen auch modale
Formeln 
1
; 
2
betrachtet werden. Dazu ist das in Abschnitt 7.5 vorgestellte Beweissystem
notwendig. Es sollte einem Spezizierer auf jeden Fall die M

oglichkeit gegeben werden, syn-
taktisch zu argumentieren (d.h.

uber die Ableitung `, nicht

uber die Implikation !). Die
Unterst

utzung des Spezizierers auf Basis der Syntax ist eine wesentliche Intention der Re-
lation 
op
.
Es soll jetzt auf die Hinzunahme neuer Funktionalit

aten eingegangen werden. Falls eine
Operation p neu hinzugenommen wird, so kann sie in der Ausgangsspezikation als durch
false! [p(: : :)] true speziziert angenommen werden.
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Folgerung 8.4.2 Jede beliebig spezizierte Prozedur ! [p(: : :)]  erf

ullt die Relation 
op
bez

uglich false! [p(: : :)] true.
Beweis: false!  und  ! true sind Tautologien. 2
Bedingung einer Verfeinerung ist, da die Operationen verbessert werden, d.h. eine schw

ache-
re Vorbedingung und eine st

arkere Nachbedingung realisiert wird. Eine Verschlechterung in
den Leistungen sollte nicht vorkommen. Falls dieses im Rahmen der Entwicklung notwen-
dig ist, sollte ein R

uckschritt oder Zyklus im Modell der Entwicklungsmethodik durchlaufen
werden. Dies soll hier aber nicht betrachtet werden. Evolution ist das Schlagwort, das im
allgemeinen die Weiterentwicklung von Komponenten bzw. Spezikationen beschreibt, das
auch Korrektheitsverst

oe umfat.
8.5 Zusammenfassung
Um aus Spezikationen korrekte Programme entwickeln zu k

onnen, wird ein Implementie-
rungsbegri ben

otigt, der in einer Variante so abgewandelt wurde, da Implementierungs-
beziehungen formal sichergestellt werden k

onnen, ohne vollst

andig auf semantischer Ebene
argumentieren zu m

ussen. Die Implementierungsrelation ; auf Basis der Modellklasseninklu-
sion ist ein Ansatz zur Modellierung der vertikalen Entwicklung, mit dem deren Anforderun-
gen pr

azise modelliert werden konnten. Implementierungen im Rahmen dynamischer Logik
werden auch von Wand in [Wan82] untersucht. Einige Ans

atze (etwa [BMPW86, Par90])
realisieren Implementierungen im weiteren Sinne durch eine fest vorgegebene Folge von An-
wendungen verschiedener Spezikationsoperatoren. Diese sind etwa unter der Bezeichnung
Synthesize-Restrict-Identify-Implementierung bekannt (siehe auch [Wir90, Meh95]). Mit ei-
nem solchen Ansatz werden zwar die einzelnen Schritte deutlicher, die bei der vertikalen Ent-
wicklung durchzuf

uhren sind (Umbenennen, Ausblenden nicht ben

otigter Funktionalit

aten,
Bilden von

Aquivalenzen, ...); die Implementierungsrelation aber ist ein einfaches und m

achti-
ges Konstrukt. Weitere Unterst

utzung k

onnte hier durch eine geeignete Methodik erfolgen.
Die Implementierungsrelation wurde hier als Mittel zur Eigenschaftsverfeinerung deniert,
d.h. nur Eigenschaften k

onnen pr

azisiert werden, die Schnittstelle bleibt aber gleich. Eine
Schnittstellenverfeinerung kann durch Signaturmorphismen erreicht werden.
Die Korrektheit einer Implementierung ; l

at sich nur a posteriori durch Verikation der
partiellen Korrektheit garantieren. Daher wurde der konstruktive Vererbungsbegri  hinzu-
genommen, der als Spezialfall der Relation ; nachgewiesen werden konnte. Die Transitivit

at
von  und ; wurde nachgewiesen.  macht totale Korrektheitsaussagen, w

ahrend ; parti-
elle Korrektheit betrachtet. Dies ist einer der Gr

unde, warum keine Gleichwertigkeit zwischen
beiden Begrien besteht. Der andere (wesentlichere) ist die Grundannahme in der Logik, da
bei Nichterf

ullung der Vorbedingung  einer Implikation (etwa von  ! [P ]  ) die Impli-
kation unabh

angig von der G

ultigkeit der Nachbedingung gilt. Dies f

uhrt zu einer gr

oeren
M

achtigkeit von ; durch die Modellklassenbildung. Auf Basis des Beweissystems konnten
Entwicklungsschemata f

ur Operationen angegeben werden, die ein konstruktives, korrekt-
heitserhaltendes Weiterentwickeln erlauben. Der Spezizierer hat dann nur noch elementare
pr

adikatenlogische Absch

atzungen zu liefern. Dieses wurde unter dem Stichwort inkrementelle
Enwicklung vorgestellt.
Somit konnten Techniken der Verikation in eine Methodik zur vertikalen Entwicklung inte-
griert und so die Kritik am Verfahren der Verikation deutlich abgeschw

acht werden.
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Kapitel 9
Horizontale Entwicklung
Die horizontale Entwicklung ist mit der Verkn

upfung von Komponenten, d.h. der Kompo-
sition von Komponenten durch Modularisierung und Spezikationsoperatoren, befat. Die-
se bearbeiten Spezikationen auf horizontaler Ebene. Die Implementierung ist hingegen ein
Konstrukt der vertikalen Entwicklung. Sie wird in der Regel nicht durch im Sinne eines Kor-
rektheitsbegries korrekte Operatoren unterst

utzt. Horizontale Entwicklung soll in dieser
Hinsicht st

arker durch Konstrukte unterst

utzt werden.
Im vorangegangenen Kapitel wurden unter dem Begri Verfeinerung Techniken vorgestellt,
die zur Weiterentwicklung einer einzelnen Komponente dienen. Die Zerlegung von Kompo-
nenten in kleinere Einheiten wurde dabei ausgeschlossen. Diese Zerlegung (bzw. die Zusam-
mensetzbarkeit als deren Umkehrung) von Komponenten ist Kernaktion derModularisierung.
Modularisierung erlaubt die separate, d.h. parallele und unabh

angige Realisierung von Kom-
ponenten und dient so auch der Verst

andlichkeit. Ein Parametrisierungskonzept

uber einem
formalen Import, der Anforderungen an aktuelle Parameter, d.h. zu importierende Konstruk-
te, zu beschreiben gestattet, ist die Grundlage eines Komponenten- oder Modulkonzeptes. Der
Import bildet somit einen eigenst

andigen Spezikationsteil. Dessen Beziehung zum Rumpf
der Spezikation soll durch einen geeigneten Korrektheitsbegri beschrieben werden. Um das
Geheimnisprinzip zu gew

ahrleisten, wird durch einen Exportmechanismus eine Schnittstel-
lenbeschreibung

uber einem Spezikationsrumpf erm

oglicht.
Parametrisierung,
Module
Spezifikationsoperatoren
op
< >,
< >, < >,
Komposition
Abbildung 9.1: Horizontale Entwicklung
Die Zusammensetzung einzelner Komponenten zu einer umfangreicheren Komponente wird
durch einen Kompositionsmechanismus unterst

utzt, der den formalen Import einer parame-
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trisierten Komponente durch den Export einer anderen aktualisiert. Die Parametrisierbarkeit
von Modulen erm

oglicht deren Wiederverwendung in verschiedenen Kontexten. Die Anpas-
sung, d.h. Integration einer wiederverwendbaren Komponente in einen Applikationskontext,
wird durch geeignete Operatoren unterst

utzt.
Die Auswahl der Operatoren und Kompositionskonstrukte (Abbildung 9.1) orientiert sich an
den Arbeiten von R. Hennicker [Hen91a, Hen92, HN92], die formal auf der Kategorientheorie
nach [EM85, EM90] basieren. Hier liegt der Spezikations- und Modellbildungsansatz der
vorangehenden Kapitel zugrunde. Die Theorie der darauf aufsetzenden Spezikationsopera-
toren stammt im wesentlichen aus [Wir90]. Auf diesen Grundlagen wird der Ansatz

uber ein
Kompositionskonstrukt zu einem komponentenorientierten Modulkonzept erweitert.
Im Rahmen einer Entwurfsmethodik, die Modularisierung und Wiederverwendung unterst

utzt,
sei angenommen, da ein zu entwickelndes System mit Hilfe der Dekomposition in einzelne
Bausteine zerlegt ist. Jeder einzelne dieser Bausteine kann entweder von Hand realisiert oder
durch Wiederverwendung eines geeigneten Bausteins implementiert werden. Falls auf der
Ebene der Spezikationen ein korrekt modularisiertes System vorliegt, soll die Korrektheit
auch auf der Ebene der Implementierungen der jeweiligen Komponente erhalten bleiben. Dies
wird die horizontale Kompositionseigenschaft genannt. Sie soll kurz veranschaulicht werden.
Seien M
1
und M
2
zwei Komponenten. M
1
(M
2
) soll ausdr

ucken, da M
2
als aktueller Pa-
rameter an M
1

ubergeben wird. Die Komposition M
1
(M
2
) ist korrekt, wenn M
2
eine den
Anforderungen eines formalen Imports von M
1
gen

ugende Komponente ist. Die horizontale
Kompositionseigenschaft fordert, da, falls M
1
; I
1
und M
2
; I
2
Implementierungen sind,
auch I
1
(I
2
) eine korrekte Komposition ergibt.
In Abschnitt 9.1 werden Grundlagen beschrieben und Spezikationsoperatoren f

ur einfa-
che Spezikationen deniert. Parametrisierte Spezikationen werden in Abschnitt 9.2 ein-
gef

uhrt. Zusammen mit einer Exportschnittstelle wird in Abschnitt 9.3 daraus ein Modul-
konstrukt entwickelt.

Ahnliche Untersuchungen sind f

ur den rein algebraischen Bereich in
[Wir90, EM85, EM90] zu nden. Im Kontext objektorientierter Relationen gibt es Untersu-
chungen etwa von [PPP94, AAZ93, CL94]. Relationen zwischen Spezikationen im Kontext
der objektorientierten Entwicklung werden wir in Kapitel 10 betrachten.
9.1 Einfache Spezikationsausdr

ucke
Es soll eine Sprache der Spezikationsausdr

ucke entwickelt werden, in der Spezikationen
durch Anwendung von Spezikationsoperatoren auf primitivere Spezikationen beschrieben
werden k

onnen. Die Sprache wird durch eine Modellsemantik (siehe [Wir90]) deniert. Um
von der konkreten syntaktischen Beschreibung in einer Spezikation (Signatur und Axiome)
abstrahieren zu k

onnen, wird eine Darstellung f

ur Spezikationen eingef

uhrt, die die Signa-
tur und die Modellklasse der Spezikation verkn

upft. Einige geeignete Operatoren werden
deniert. Von der Denition der Operatoren wird die Einhaltung von Eigenschaften auf der
Modellsemantik gefordert (Striktheit, Monotonie). Spezikationsoperatoren, die strikte und
monotone Funktionen auf der Modellsemantik denieren, werden Spezikationsfunktionen
genannt. Einige Spezikationsoperatoren (rename, export, restrict, enrich) werden deniert
und als Spezikationsfunktionen nachgewiesen. Mit Hilfe dieser Eigenschaften kann gezeigt
werden, da die Operatoren die horizontale Kompositionseigenschaft besitzen.
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9.1.1 Grundlagen f

ur Spezikationsausdr

ucke
Zuerst sollen Spezikationsausdr

ucke induktiv deniert werden.
Denition 9.1.1 Sei eine Menge Spec Op von Spezikationsoperatoren gegeben. Ein Spe-
zikationsausdruck ist
 jede Spezikation SP = < ; E > nach Kapitel 5 Denition 5.2.1,
 falls SP ein Spezikationsausdruck und OP ein Spezikationsoperator ist, dann ist auch
die Anwendung des Spezikationsoperators auf SP ein Spezikationsausdruck.
Spec Expr bezeichne die Gesamtheit aller Spezikationsausdr

ucke.
Diese Sprache wird semantisch deniert, indem jedem Spezikationsausdruck die Klasse sei-
ner Modelle und jedem Spezikationsoperator eine Funktion auf Modellklassen zugeordnet
wird. Diese Form wird Modellsemantik genannt [Wir90]. Ein anderer Ansatz ist die Denition

uber eine Pr

asentationsemantik. Hier wird jedem Spezikationsausdruck eine Normalform,
die sogenannte Pr

asentation zugewiesen (siehe [Wir86]). Nach [Wir90] eignet sich die Pr

asen-
tationssemantik besser zur formalen Manipulation von Spezikationsausdr

ucken, w

ahrend
die Modellsemantik die abstrakte, mathematische Semantik einer Spezikation bestimmt.
Die Modellsemantik kann direkt auf der in Kapitel 5 vorgestellten Modellbildung aufsetzen,
sie wird daher ausgew

ahlt. Pr

asentationssemantik wird somit nicht weiter betrachtet.
Sign ist die Klasse aller Signaturen. ?
Sign
ist die leere Signatur. Die Klasse Spec umfat alle
m

oglichen Modellsemantiken von Spezikationen

uber Sign:
Spec := f < ; C > j  2 Sign; C  Obj()g
Spec
?
ist die Erweiterung von Spec um das bottom-Element ?
Spec
= < ?
Sign
; Obj(?
Sign
) > :
Spec
?
:= Spec[ f?
Spec
g
sp
j
beschreibt die Restriktion der Spezikation sp = < 
0
; E > auf die -relevanten Anteile.
Es mu   
0
gelten.
sp
j
:= < ; f 2 E j  2WFF ()g >
Auf Spec
?
werden zwei Projektionsfunktionen sig und Mod angeboten:
sig : Spec
?
! Sign mit sig(< ; C >) := 
und
Mod : Spec
?
! fC  Obj() j  2 Signg mit Mod(< ; C >) := C
Mod ist somit auf Spezikationen (nach Denition 5.2.9) und auf Elemente aus Spec
?
an-
wendbar.
Sei auf Spec
?
die Relation v
Spec
wie folgt deniert:
(1) < ; C > v
Spec
< 
0
; C
0
> gdw:  = 
0
und C
0
 C
und
(2) ?
Spec
v
Spec
sp f ur alle sp in Spec
?
Die Relation v
Spec
basiert also auf der Modellklasseninklusion.
9.1.2 Spezikationsoperatoren 186
Folgerung 9.1.1 (Spec
?
;v
Spec
) ist eine Halbordnung.
Beweis: Reexivit

at, Antisymmetrie und Transitivit

at der Relationen = und 

ubertragen
sich. 2
Folgerung 9.1.2 Seien SP und SP
0
zwei Spezikationen gleicher Signatur . Dann gilt:
< ;Mod(SP ) > v
Spec
< ;Mod(SP
0
) > gdw: SP ; SP
0
Beweis: Folgt direkt aus den Denitionen von v
Spec
und ;. In beiden Relationen kommt
hier die Modellklassenbildung Mod nach Denition 5.2.9 zur Anwendung. 2
Die Denition der Halbordnung (Spec
?
;v
Spec
) abstrahiert

uber der axiomatischen Beschrei-
bung der Modelle und der Bildung von Relationen durch ;. Da f

ur dieses Kapitel die Mo-
dellklassensemantik und die Implementierungsrelation aus den vorangegangenen Kapiteln als
unver

anderlich angesehen werden k

onnen, wird in der Regel die konkretere Notation

uber ;
bzw.  der Ordnung v
Spec
bevorzugt. Dies erleichtert die Verst

andlichkeit der Beweise.
Satz 9.1.1 (Spec
?
;v
Spec
) ist eine cpo.
Beweis:
1. ?
Spec
2 Spec
?
ist kleinstes Element (wegen (2) in der Denition von v
Spec
).
2. (Spec
?
;v
Spec
) ist eine Halbordnung nach Folgerung 9.1.1. Die Relation sp
1
v
Spec
sp
2
gilt f

ur zwei Elemente aus Spec
?
, falls sie die gleiche Signatur haben und die sp
2
zugeordnete Menge von -Objekten eine Teilmenge der sp
1
zugeordneten Menge von
-Objekten ist. Ketten sind somit durch die Teilmengenbeziehung auf -Objektmengen
bestimmt. Supremum einer Kette ist daher immer der Durchschnitt aller -Objektmen-
gen der Kette. 2
9.1.2 Spezikationsoperatoren
Spezikationsoperatoren werden durch Spezikationsfunktionen realisiert. Diese Spezikati-
onsfunktionen f : Spec
?
! Spec
?
sollen die Struktur der Modellklassen erhalten; sie sollen
also strikt und monoton sein
1
. Damit ist gew

ahrleistet, da die Spezikationsoperatoren die
Semantik (Modellklasseninklusion) erhalten.
Denition 9.1.2 Eine Abbildung f : Spec
?
! Spec
?
heit Spezikationsfunktion, wenn
gilt:
1. f ist strikt, also: f(?
Spec
) = ?
Spec
,
2. f ist monoton, also: sp v
Spec
sp
0
impliziert f(sp) v
Spec
f(sp
0
) f

ur alle sp; sp
0
2 Spec
?
.
1
Damit sind sie dann auch stetig, da die Suprema, wie in Satz 9.1.1 gezeigt, Elemente der Ketten sind.
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rename
export
restrict
enrich
Abbildung 9.2: Spezikationsoperatoren
Einige Notationen sollen nun eingef

uhrt werden. Die SemantikfunktionenM undM
op
bilden
Spezikationsausdr

ucke bzw. Spezikationsoperatoren auf ihre Semantik ab.
M : Spec Expr! Spec
?
M
op
: Spec Op! (Spec
?
! Spec
?
)
Ein Spezikationsausdruck wird auf seine Modellsemantik abgebildet. Spezikationsopera-
toren werden auf Abbildungen auf Spec
?
abgebildet. Einer Spezikation SP aus Spec Expr
wird durch M(SP ) ein Element sp zugeordnet, wobei sp das zugeh

orige Bild in Spec
?
mit
sp = < sig(SP );Mod(SP )> ist. Die Semantik der Anwendung eines Spezikationsoperators
SP OP auf einen Spezikationsausdruck SP EXPR l

at sich durch die Funktionsanwen-
dung M
op
(SP OP ) (M(SP EXPR)) beschreiben. Dieser Ausdruck liefert ein Element aus
Spec
?
.
Im folgenden kann f

ur Spezikationsausdr

ucke SP die Anwendung der Semantikfunktion M
weggelassen werden, wenn keine freien Variablen (s.u.) in SP verwendet werden. Um Verwir-
rungen zu vermeiden, werden in diesem Kapitel Spezikationsausdr

ucke mit Grobuchstaben
(SP
1
; SP
2
; : : :) und Elemente aus Spec
?
mit Kleinbuchstaben (sp
1
; sp
2
; : : :) bezeichnet.
Die Monotonie der Spezikationsfunktionen ist von Bedeutung f

ur die Erf

ullung der hori-
zontalen Kompositionseigenschaft. Diese fordert, da die Spezikationsoperatoren die Imple-
mentierungsrelation, d.h. die Modellklasseninklusion, erhalten sollen.
Es wurden bisher Grundlagen einer Sprache auf Spezikationen deniert. Mit dieser Sprache
k

onnen Spezikationsausdr

ucke formuliert werden. Syntaktisch stehen Spezikationen und
Spezikationsoperatoren zur Verf

ugung. Spezikationsausdr

ucke werden durch Modellseman-
tiken interpretiert. Spezikationsfunktionen sind Funktionen auf Modellsemantiken (Modell-
klassen). An diese Funktionen wird die Stetigkeitsforderung gestellt. Im folgenden werden vier
Spezikationsoperatoren (Umbenennung, Export, Restriktion und Erweiterung) als Elemente
von Spec Op deniert, die eine Spezikation in eine andere transformieren (siehe Abbildung
9.2). F

ur jeden Operator wird die Semantik durch M
op
deniert. Da dadurch Spezikati-
onsfunktionen deniert werden, wird jeweils nachgewiesen.
Denition 9.1.3 Die Umbenennung rename SP by  ist ein Spezikationoperator, falls
 ein bijektiver Signaturmorphismus ist.  bildet Zustandsbezeichner, Sorten- und Operations-
namen ab. sig(rename SP by ) := , falls (sig(SP )) = , und Mod(rename SP by ) :=
fOj

2 Obj() j O 2Mod(SP )g.
Die Modelle der Umbenennung sind die Redukte, die

uber Signaturmorphismen gebildet
werden (vgl. Denitionen 3.3.7 und 3.3.8).
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Folgerung 9.1.3 Mod(SP ) =Mod(rename SP by ).
Beweis: Es werden nur Umbenennungen durchgef

uhrt. Die Strukturen bleiben unver

andert,
da  ein bijektiver Spezikationsmorphismus ist. 2
Lemma 9.1.1 rename deniert eine Spezikationsfunktion, d.h. M
op
(rename : by ) :
Spec
?
! Spec
?
ist eine Spezikationsfunktion.
Beweis: Nach Folgerung 9.1.3 bleibt die Modellklasse unver

andert. Mit  als bijektivem
Signaturmorphismus folgen also Striktheit und Monotonie sofort. 2
Denition 9.1.4 Der Export export  from SP ist ein Spezikationsoperator, falls  ei-
ne Subsignatur von sig(SP ) ist. Dann gilt: sig(export  from SP ) :=  und Mod(export 
from SP ) := fOj

2 Obj()j O 2Mod(SP )g.
Es handelt sich hier um keine Exportschnittstelle eines Modulkonzeptes im Sinne einer Ver-
kapselung der internen Realisierung. Der Export ist eine rein syntaktische Konstruktion, die
zum Ausblenden von Signaturelementen dient. Semantische Beschreibungen des Exports sind
nicht m

oglich.
Lemma 9.1.2 export deniert eine Spezikationsfunktion.
Beweis: Es sind Striktheit und Monotonie nachzuweisen.
1. Striktheit: Eine echte Subsignatur von sig(?
Spec
) existiert nicht, d.h. es ist
export sig(?
Spec
) from ?
Spec
= < sig(?
Spec
); Obj(?
Spec
) > :
2. Monotonie: Sei sp v
Spec
sp
0
, d.h. Mod(sp
0
) Mod(sp). Aus
O 2Mod(sp
0
) ) O 2Mod(sp)
folgt mit der Denition des Exports
Oj

2Mod(export  from sp
0
) ) Oj

2Mod(export  from sp) :
D.h. die Inklusion
Mod(export  from sp
0
)  Mod(export  from sp)
gilt. Damit gilt auch
export  from sp v
Spec
export  from sp
0
:
2
Denition 9.1.5 Eine eingeschr

ankte Form des Exports soll als Restriktion deniert wer-
den:
restrict SP by  := export  from SP
mit state comp() = state comp(sig(SP )).
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Die Zustandskomponenten bleiben gleich, nur die Funktionalit

at wird eingeschr

ankt.
Lemma 9.1.3 restrict deniert eine Spezikationsfunktion.
Beweis: Trivial, da restrict ein Spezialfall von export ist. 2
Denition 9.1.6 Die Erweiterung enrich SP by S
0
; Z
0
; OP
0
; E
0
ist ein Spezikations-
operator, falls SP eine Spezikation, S
0
eine Menge von Sorten, Z
0
eine Menge von Zustands-
bezeichnern, OP
0
eine Menge von Operationssymbolen und E
0
2 WFF (sig(enrich SP by S
0
;
Z
0
; OP
0
; E
0
)) ist.
Es gilt
sig(enrich SP by S
0
; Z
0
; OP
0
; E
0
) := sig(SP ) [ sig(< S
0
; Z
0
; OP
0
>)
und
Mod(enrich SP by S
0
; Z
0
; OP
0
; E
0
) :=
fA 2 Obj(sig(enrich SP by S
0
; Z
0
; OP
0
; E
0
)) j Aj
sig(SP )
2Mod(SP ) ^A j= e fur alle e 2 E
0
g:
Lemma 9.1.4 enrich deniert eine Spezikationsfunktion.
Beweis:
1. Striktheit: SP = ?
Spec
, d.h. Mod(?
Spec
) = Obj(?
sign
[ sig(< S
0
; Z
0
; OP
0
>)). Da die
Signaturvereinigung [ strikt ist (siehe Denition 3.2.5), ist enrich SP by S
0
; Z
0
; OP
0
; E
0
= < ?
Sign
; Obj(?
Sign
) > = ?
spec
.
2. Monotonie: analog export in Lemma 9.1.2.
2
Die horizontale Kompositionseigenschaft fordert, da die Spezikationsoperatoren mit der
Implementierungsrelation vertr

aglich sind. Sp

ater werden f

ur Spezikationsausdr

ucke, etwa
f

ur die Komposition, explizite Korrektheitsbegrie eingef

uhrt. Im Augenblick soll angenom-
men werden, da die Korrektheit immer erf

ullt ist. Korrektheitsbedingungen sind in den
drei Operatoren implizit enthalten. So mu etwa  bei der Umbenennung ein bijektiver Spe-
zikationsmorphismus sein oder  mu bei Export oder Restriktion eine Subsignatur der
Signatur der zugrundeliegenden Spezikation sein. Der folgende Satz wird in Abbildung 9.3
veranschaulicht.
Satz 9.1.2 rename; export; restrict; enrich erf

ullen die horizontale Kompositionseigenschaft.
D.h. es gilt f

ur korrekte Spezikationen SP und IMPL:
1. Aus
rename SP by  ist korrekt und SP ; IMPL
folgt
rename SP by ; rename IMPL by  und rename IMPL by  ist korrekt.
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2. Aus
export  from SP ist korrekt und SP ; IMPL
folgt
export  from SP ; export  from IMPL und export  from IMPL ist korrekt.
3. Aus
restrict SP by  ist korrekt und SP ; IMPL
folgt
restrict SP by ; restrict IMPL by  und restrict IMPL by  ist korrekt.
4. Aus
enrich SP by S
0
; Z
0
; OP
0
; E
0
ist korrekt und SP ; IMPL
folgt
enrich SP by S
0
; Z
0
; OP
0
; E
0
; enrich IMPL by S
0
; Z
0
; OP
0
; E
0
und
enrich IMPL by S
0
; Z
0
; OP
0
; E
0
ist korrekt.
Beweis: Folgt, da rename; export; restrict; enrich durch Spezikationsfunktionen deniert
sind. Die Funktionen sind monoton und erhalten damit die Ordnung, die durch ; bestimmt
ist. Sowohl die Ordnung v
Spec
als auch ; basieren auf der Modellklasseninklusion (siehe
auch Folgerung 9.1.2). F

ur die Spezikationsoperatoren gibt es keinen expliziten Korrekt-
heitsbegri, der noch zu erf

ullen w

are. Signaturen brauchen nicht betrachtet werden, da
sig(SP ) = sig(IMPL) gilt, falls SP ; IMPL. 2
(
)v
(
)v
(
)v
Aus folgt
korrekt korrekt
korrekt
op
op
op
op
SP
IMPLIMPL
SP
Abbildung 9.3: Spezikationsoperatoren erhalten die Implementierung
Hier ist nur ein Basissatz von Spezikationsoperatoren vorgestellt worden. Die Auswahl ori-
entiert sich an [HN92]. Von dort wurde auch die Zuordnung von expliziten Korrektheitsbedin-
gungen f

ur Spezikationsoperatoren

ubernommen. In Kapitel 7 wurde ein Korrektheitsbegri
f

ur Implementierungen eingef

uhrt. Der hier benutzte Korrektheitsbegri bezieht sich auf Spe-
zikationsausdr

ucke. Eine Verwechslung ist somit nicht m

oglich. Die Spezikationsoperatoren
sind hier durch die Theorie strukturierter algebraischer Spezikationen aus [Wir90] Kapitel
6 auf Basis der Modellsemantik aus Kapitel 5 deniert. [HN92] setzt auf Kategorientheorie
nach [EM85, EM90] auf. Die Operatoren sind dort im Kontext eines Wiederverwendungsan-
satzes deniert. Mit enrich kann ein formaler Import zu einem Rumpf erweitert werden. Mit
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export=restrict und rename k

onnen Spezikationen an die Bedingungen eines formalen Im-
ports einer parametrisierten Spezikation bei dessen Aktualisierung angepat werden. export
und restrict k

onnen ebenfalls benutzt werden, um syntaktische Exportschnittstellen zu kon-
struieren. Parametrisierung von Spezikationen, deren Aktualisierung (Komposition) und
Exportschnittstellen werden in den n

achsten Abschnitten betrachtet. Weitere Operatoren,
die an den vorliegenden Ansatz angepat werden k

onnen, nden sich in den Standardwerken
zur algebraischen Spezikation [EM85, EM90, Wir90].
9.2 Parametrisierte Spezikationen
Das Kernkonzept der horizontalen Entwicklung ist die Modularisierung. Mit ihrer Hilfe wird
ein komplexes System in mehrere, unabh

angig voneinander entwickelbare Teilsysteme zer-
legt. Jede Komponente wird dazu mit einer Importschnittstelle versehen. Nur eine formale
Importschnittstelle garantiert, da Komponenten unabh

angig von ihrem Benutzungskontext
entwickelt werden k

onnen. Dies war eine der Grundforderungen des in Kapitel 1.4.2 vorge-
stellten Komponentenmodells. Zwei Komponenten werden zu einer zusammengesetzt, indem
der Import der einen Komponente mit Leistungen der anderen aktualisiert wird.
In diesem Abschnitt werden parametrisierte Spezikationen eingef

uhrt. Sie werden

uber -
Abstraktion deniert und zus

atzlich mit einem Korrektheitsbegri versehen. Das Konstrukt
der Komposition erlaubt die Zusammensetzung von parametrisierten Spezikationen. Sie wird
ebenfalls

uber -Abstraktion deniert. Damit kann die Komposition auch als Spezikations-
funktion nachgewiesen werden. Ein geeigneter Korrektheitsbegri wird auch f

ur die Kompo-
sition deniert. Dieser stellt eine Versch

arfung der Denition

uber -Ausdr

ucke dar, die die
Benutzung der Relationen ; und  erlaubt. Es wird gezeigt, da korrekte Kompositionen
die Implementierungsrelation erhalten, d.h. da die horizontale Kompositionseigenschaft gilt.
Im Anschlu daran erfolgen einige

Uberlegungen zur Methodik des Imports und zu einer Be-
nutztbeziehung zwischen einer Spezikation mit formalem Import und deren Aktualisierung.
9.2.1 Parametrisierung
Denition 9.2.1 Eine parametrisierte Spezikation PS ist ein Paar < SP
I
; SP
R
> aus
Spezikationsausdr

ucken SP
I
und SP
R
. SP
I
wird Importspezikation und SP
R
Rumpfspe-
zikation genannt.
M

ogliche Alternativen der Semantikdenition f

ur parametrisierte Spezikationen sind (nach
[Wir90], Kapitel 7):
1. Die Denition erfolgt

uber -Abstraktion. Insbesondere kann zur exibleren Behand-
lung der Aktualisierungen von Parametern das -Kalk

ul eingesetzt werden (siehe auch
[Feij89]).
2. Einsatz der Kategorientheorie. SP
R
kann als Erweiterung | einer geeigneten Spezi-
kationsoperation | von SP
I
deniert werden. Dieser Ansatz wird in der Literatur
[EM85, TWW82] auch Pushout-Approach genannt. Pushouts werden etwa in [EM90]
oder [HN92] zur Denition von Parametrisierungs- oder Modulkonstrukten eingesetzt.
Da hier die Kategorientheorie als formale Grundlage eingef

uhrt werden m

ute, soll dem
schon benutzten -Kalk

ul der Vorzug gegeben werden.
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Der erste Punkt (-Abstraktion) soll jetzt n

aher untersucht werden. Eine parametrisierte
Spezikation PS wird als -Ausdruck formuliert:
PS  X : SP
I
: SP
R
SP
I
ist eine Parameterrestriktion (die Importspezikation) und SP
R
ein Spezikationsaus-
druck (die Rumpfspezikation). X ist freie Variable. Sie kann in SP
R
benutzt werden. X darf
nicht in SP
I
benutzt werden. Sie wird mit dem aktuellen Parameter belegt werden.
Semantisch soll der parametrisierte Spezikationsausdruck < SP
I
; SP
R
> als Funktion von
sig(SP
I
)-Modellen in sig(SP
R
)-Modelle deniert werden. env 2 Env ist eine Umgebung, in
der die freien Variablen X 2 V ar verwaltet werden, also env : V ar ! Spec
?
(siehe [Wir90]
S.740). Durch env werden die Aktualisierungen des formalen Imports an die Variablen ge-
bunden. Env ist die Menge aller Umgebungen. M
par
soll die Semantik einer -Applikation
beschreiben. Es soll M
par
analog zu M
op
, der Semantik der Spezikationsoperatoren, ver-
einbart werden.
M
par
: Par Spec Expr! (Env! (Spec
?
! Spec
?
))
Par Spec Expr bezeichnet einen parametrisierten Spezikationsausdruck. Gegen

uber der Se-
mantik der Spezikationsoperatoren mu hier noch die UmgebungEnv ber

ucksichtigt werden.
Es soll nach der Denition gezeigt werden, da parametrisierte Spezikationen ebenso wie
Spezikationsoperatoren Spezikationsfunktionen denieren.
Denition 9.2.2 Sei M als Semantik f

ur nichtparametrisierte Spezikationen vorgegeben.
Darauf wird M
par
(PS) : Env ! Spec
?
! Spec
?
als Semantik einer parametrisierten Spe-
zikation PS  X : SP
I
: SP
R
deniert, wobei SP
I
; SP
R
Spezikationsausdr

ucke sind
2
. Es
sei deniert:
M
par
(X : SP
I
: SP
R
)(env)(sp) :=
8
>
<
>
:
M(SP
R
)(env[X 7! sp]) falls sp 6= ?
Spec
und
M(SP
I
)(env) v
Spec
sp
?
Spec
sonst
env[X 7! sp] beschreibt die Bindung von X an den aktuellen Wert sp in der Umgebung
env 2 Env.
M
par
ist strikt. sp 2 Spec
?
mu die Importspezikation SP
I
erf

ullen, ausgedr

uckt in der
Modellsemantik durch M(SP
I
)(env) v
Spec
sp, d.h. unter Ber

ucksichtigung der Umgebung
env soll sp eine Implementierung der Parameterrestriktion SP
I
sein. Die Semantik M(SP )
einer einfachen Spezikation SP ist deren zugeordnetes Element < ; C > aus Spec
?
.
Folgerung 9.2.1 Die Denition der parametrisierten Spezikation entspricht f

ur den Fall,
da X die einzige freie Variable ist, der Implementierung von SP
I
durch sp (d.h. Mod(sp) 
Mod(SP
I
)).
Beweis: Folgt aus der Denition von v
spec

uber die Umkehrung der Mengeninklusion f

ur
Modellklassen. env ist nicht zu ber

ucksichtigen, da nach Voraussetzung X die einzige zu
bindende Variable ist. 2
2
M
par
arbeitet auf Elementen von Spec
?
. Bezeichner aus Grobuchstaben sind weiterhin Spezikations-
ausdr

ucke, die durch M auf das zugeh

orige Element in Spec
?
abgebildet werden.
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Sp

ater wird in Abschnitt 9.2.2 diese Formalisierung der Parametrisierung durch ein Komposi-
tionskonstrukt noch verallgemeinert (eine syntaktische Anpassung des aktuellen Parameters
an den formalen durch einen Spezikationsmorphismus wird dann zugelassen).
Denition 9.2.3 Sei PS  X : SP
I
: SP
R
eine parametrisierte Spezikation. Dann ist
(X : SP
I
: SP
R
)(SP ) ein Spezikationsausdruck, falls SP ein Spezikationsausdruck ist.
Satz 9.2.1 PS  X : SP
I
: SP
R
sei eine parametrisierte Spezikation, wobei X nicht in
SP
I
auftritt. Dann istM
par
(PS)(env) : Spec
?
! Spec
?
eine Spezikationsfunktion f

ur jedes
env 2 Env.
Beweis: Siehe auch Fact 7.1.1 (1) in [Wir90] Kapitel 7. Es sind Striktheit und Monotonie
zu zeigen.
1. Striktheit: nach Denition.
2. Monotonie: Sei sp v
Spec
sp
0
. Dann ist
M
par
(X : SP
I
: SP
R
)(env)(sp) v
Spec
M
par
(X : SP
I
: SP
R
)(env)(sp
0
);
da
(a) sp = ?
Spec
: ?
Spec
v
Spec
sp
0
nach Denition von v
Spec
, also sp
0
= ?
Spec
) sp =
?
Spec
) sp v
Spec
sp
0
.
(b) sp 6= ?
Spec
: M(SP
R
)(env[X 7! sp]) v
Spec
M(SP
R
)(env[X 7! sp
0
]) wird durch
Induktion

uber die Struktur von SP
R
gezeigt. Sei SP
R
primitiv. SP
R
ist also
nicht von X abh

angig, also gilt M(SP
R
) v
Spec
M(SP
R
). Mit M(SP
R
)(env[X 7!
sp]) v
Spec
M(SP
R
)(env[X 7! sp
0
]) folgt M
par
(X : SP
I
: SP
R
)(env)(sp) v
Spec
M
par
(X : SP
I
: SP
R
)(env)(sp
0
) nach Denition. 2
Bemerkung 9.2.1 Statt X : SP
I
: SP
R
soll auch < SP
I
; SP
R
> geschrieben werden, wenn
etwa auf die Aktualisierung von X noch nicht bezug genommen werden soll.
Parametrisierte Spezikationen wurden durch -Ausdr

ucke beschrieben, um sie wie rename,
export, restrict und enrich auch als Spezikationsoperatoren behandeln zu k

onnen. Da pa-
rametrisierte Spezikationen auch Spezikationsfunktionen denieren, sind Striktheit und
Monotonie, also die Erhaltung der semantischen Strukturen, gegeben.
Denition 9.2.4 Sei SP eine Spezikation mit Signatur 
0
und sei  ein Signaturmorphis-
mus  : ! 
0
. Dann wird durch SP j

eine Spezikation mit der Semantik < ;Mod(SP )j

>
2 Spec
?
deniert.
Diese Notation erm

oglicht es, auch auf Spezikationsebene die Reduktbildung bezeichnen zu
k

onnen (etwa in Ausdr

ucken, in denen ; benutzt wird). Diese Konstruktion wird in der
Literatur auch als forgetful mapping bezeichnet (siehe [FJ92], Kapitel 8.8).
Parametrisierte Spezikationen k

onnen verschachtelt werden. Die dabei benutzten Variablen
aus V ar werden in einer Umgebung env verwaltet. Diese Umgebung kann aber nur f

ur Ele-
mente aus Spec
?
benutzt werden. Jetzt soll eine Notation eingef

uhrt werden, die dies aus der
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Ebene der Spezikationsausdr

ucke m

oglich macht. Sei SP 2 Spec Expr ein beliebiger Spe-
zikationsausdruck, der freie Variablen X
1
; : : : ; X
n
2 V ar enth

alt und env : V ar ! Spec
?
eine Umgebung.
SP
env
:= SP [X
1
=SP
1
; : : : ; X
n
=SP
n
]
Alle freien Vorkommen der X
i
werden ersetzt, wobei SP
i
die Variable X
i
syntaktisch ersetzt,
falls env(X
i
) = sp
i
mit sig(SP
i
) = sig(sp
i
) und Mod(SP
i
) = Mod(sp
i
). Diese Konstrukti-
on ist notwendig, um die Implementierungsrelation auf Spezikationen mit freien Variablen
anwenden zu k

onnen.
Der Spezikationsoperator PS (parametrisierte Spezikation) wird nun mit einem Korrekt-
heitsbegri versehen, der weitere (semantische) Eigenschaften festlegt.
Denition 9.2.5 Sei env 2 Env eine Umgebung zur Belegung der freien Variablen aus V ar.
Eine parametrisierte Spezikation SP = < SP
I
; SP
R
> heit korrekt, falls
sig(SP
env
I
)  sig(SP
env
R
) ^ SP
env
R
j
sig(SP
env
I
)
; SP
env
I
:
Also ist Korrektheit gegeben, falls Mod(SP
env
I
)  Mod(SP
env
R
)j
sig(SP
env
I
)
. Jedes Modell
des Imports kann zu einem Modell des Rumpfes erweitert werden. Der Rumpf erh

alt so-
mit den Import. Diese Form der Denition einer parametrisierten Spezikation ist auch in
[Hen91a, Hen92, HN92] oder [EM85] Kapitel 7 zu nden. Die Signaturinklusion erlaubt die
Reduktbildung. Der angewendete Signaturmorphismus ist eine Einbettung. Der Rumpf ist
also syntaktisch eine Erweiterung des Importes.
Es soll hier nochmals darauf hingewiesen sein, da in einer parametrisierten Spezikation
< SP
I
; SP
R
> mit der Semantik X : SP
I
:SP
R
die Variable X in SP
R
, nicht aber in SP
I
verwendet werden darf. In SP
I
d

urfen aber, wie in SP
R
auch, die freien Variablen umge-
bender parametrisierter Spezikationen benutzt werden. Die Denition der parametrisierten
Spezikation wurde hier gegen

uber [Wir90] leicht eingeschr

ankt. Dort ist eine Verwendung
von X in der zugeh

origen Importspezikation SP
I
gestattet. Da das Abh

angigmachen der
Parameterrestriktion vom aktuellen Parameter nicht zur Verst

andlichkeit beitr

agt, haben wir
hierauf verzichtet.
Parametrisierte Spezikationen wurden neben der Denition

uber -Abstraktion (die sich
auf die Applikation, also die Aktualisierung des formalen Imports bezog) auch mit einem
Korrektheitsbegri versehen, der auf der Implementierungsrelation basiert. Der formale Pa-
rameterX vom Typ SP
I
soll im Rumpf SP
R
Verwendung nden. Die Beziehung, die zwischen
Parameterrestriktion und Rumpf in einer korrekten parametrisierten Spezikation entsteht,
soll nun benannt werden.
Denition 9.2.6 SP
I
ist Import von SP
R
, falls < SP
I
; SP
R
> eine korrekte parametri-
sierte Spezikation ist.
Folgerung 9.2.2 Der Import impliziert die Implementierungsrelation, falls die Signaturen
gleich sind.
Beweis: Folgt direkt aus den Denitionen des Imports und der Korrektheit f

ur parametri-
sierte Spezikationen. 2
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Damit ist gezeigt, da die Korrektheitsbedingung sinnvoll gew

ahlt ist. Jetzt soll noch ver-
anschaulicht werden, wie eine parametrisierte Spezikation durch den Spezikationsoperator
enrich unterst

utzt werden kann.
Sei eine Spezikation
spec ELEM is
sorts elem, bool
opns eq : elem  elem ! bool
axioms ...
end spec
gegeben. Dann kann eine parametrisierte Spezikation, hier am Beispiel der parametrisierten
Mengen
ParSet  < ELEM;SET
ELEM
>
mit Parameterrestriktion ELEM und formaler Parametervariablen X , wie folgt beschrieben
werden:
spec SET
ELEM
is
enrich X by
sorts set
opns empty : ! set
insert : set  elem ! set
axioms ...
end spec
Dies l

at sich durch einen -Ausdruck beschreiben:
ParSet  X : ELEM : SET
ELEM
Dieser Ausdruck k

onnte etwa mit
ParSet(NAT )
aufgerufen werden, um eine Spezikation von Mengen nat

urlicher Zahlen zu erhalten. Die
Sorte elem der Importspezikation wird durch nat aktualisiert.
Bemerkung 9.2.2 Die Konstruktion SP
env
aus SP mu

uberall da angewendet werden, wo
Signaturbildung, Modellbildung oder die Relationen; und  auf Ebene der Spezikationsaus-
dr

ucke angewendet werden sollen. Im folgenden nehmen wir an, da dies implizit geschieht.
Wir werden dann das
0
env
0
in SP
env
zur Vereinfachung der Notation weglassen. Die Existenz
einer Umgebung env 2 Env sei angenommen.
9.2.2 Komposition
Nachdem parametrisierte Spezikationen deniert sind, soll nun die Komposition eingef

uhrt
werden. Die Komposition beschreibt die Aktualisierung des formalen Imports einer para-
metrisierten Spezikation. Grundlagen hierf

ur sind durch die Denition der Parametrisie-
rung

uber -Abstraktion nach [Wir90] schon gelegt worden. Ein Kompositionskonstrukt in
der unten angegebenen Form wird von [Wir90] nicht angeboten. Entsprechendes ist aber in
[EM85, EM90] und in einer Anwendung davon in [Hen91a, Hen92] zu nden. Die Ideen der
dort zugrundeliegenden Denition

uber Pushouts werden hier Anwendung nden.
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< > < >
< >
, ,
,
compose with via rho
rho
SPI SPI SPRSPR ’’
Abbildung 9.4: Komposition von parametrisierten Spezikationen
Denition 9.2.7 Seien SP = < SP
I
; SP
R
> und SP
0
= < SP
0
I
; SP
0
R
> parametrisierte
Spezikationen bestehend aus Import- und Rumpfspezikation.
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
ist eine Komposition, falls  ein Signaturmorphismus  : sig(SP
I
) ! sig(SP
0
R
) ist. SP
importiert von SP
0
. Alle Importe aus SP
I
m

ussen erf

ullt sein, es m

ussen aber nicht alle
Exporte aus SP
0
R
benutzt werden. Der Signaturmorphismus  mu diese Anpassung leisten.
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via  := < SP
0
I
; (X : SP
I
:SP
R
)(SP
0
R
j

) >
Die Denition ist kompositional, d.h. SP
0
kann ein beliebiger Spezikationsausdruck sein.
In einem Kompositionsausdruck compose SP with SP
0
via  ist die erste angegebene
Spezikation (hier SP ) die importierende (siehe Abbildung 9.4). SP
I
ist die formale Parame-
terrestriktion, SP
0
R
ist aktueller Parameter (nach syntaktischer Anpassung durch ). Durch
Expansion des -Ausdrucks in der Denition ergibt sich die folgende Eigenschaft:
compose SP with SP
0
via  = < SP
0
I
;M(SP
R
)(env[X 7! SP
0
R
j

]) >
fallsM(SP
0
R
j

) 6= ?
Spec
undM(SP
I
)(env) v
Spec
M(SP
0
R
j

)(env). Import der zusammenge-
setzten Spezikation ist der Import der Aktualisierung. Der Rumpf der zusammengesetzten
Spezikation ergibt sich aus den R

umpfen der beiden Ausgangsspezikationen.
F

ur die Komposition soll ein Korrektheitsbegri deniert werden, der die Forderung der
Parameterrestriktion aus der -Denition explizit macht. Es wird hier zus

atzlich noch die
M

oglichkeit der syntaktischen Anpassung zugelassen.
Denition 9.2.8 Die Komposition
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
heit korrekt, falls
SP
I
; SP
0
R
j

:
3
3
Vgl. Bemerkung 9.2.2.
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Der aktuelle Import SP
0
R
j

mu den formalen Import SP
I

ubererf

ullen, d.h. er mu genau-
so gut oder besser sein. Der aktuelle Import ist also ggf. eingeschr

ankter. Daher wurde die
modellbasierte Implementierungsrelation Mod(SP
0
R
j

)  Mod(SP
I
) als Denition herange-
zogen. Hier liegt als Annahme zugrunde, da die Importspezikation Anforderungen stellt,
die an anderer Stelle durch andere Spezikationen detaillierter beschrieben sind. Hier kann ein
Vergleich zur Korrektheitsdenition der parametrisierten Spezikation gezogen werden. Dort
wird ebenfalls eine Implementierungsrelation ;, ausgedr

uckt durch Modellklasseninklusion,
zur Denition herangezogen.
In einer einfachen Komposition | X ist hier die einzige freie Variable in der parametrisierten
Spezikation < SP
I
; SP
R
> | gilt folgende Vereinfachung f

ur die Denition der Kompositi-
on:
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via  = < SP
0
I
; SP
R
[X=SP
0
R
j

] >
Die zwei verschiedenen semantischen Bedingungen der Aktualisierung in der Komposition
sollen im folgenden untersucht werden. Dies sind M(SP
I
)(env) v
Spec
M(SP
0
R
)(env) in den
Denitionen 9.2.2 und 9.2.7 und SP
I
; SP
0
R
j

in der Korrekheit (Denition 9.2.8), falls eine
Spezikation < SP
I
; SP
R
> mit dem Rumpf SP
0
R
einer Spezikation sp 2 Spec
?
aktualisiert
wird. Damit wird gezeigt, da die gew

ahlte Korrektheitsbedingung sinnvoll und anwendbar
ist.
Lemma 9.2.1 Aus der Korrektheit einer Komposition (Denition 9.2.8)
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
folgt die Erf

ullung der Parameterrestriktion der -Abstraktion (Denitionen 9.2.2 und 9.2.7).
Beweis: SP
I
; SP
0
R
j

als Korrektheitsbedingung ist durch Modellklasseninklusion deniert.
F

ur Kompositionen ist eine syntaktische Anpassung des aktuellen Parameters an den formalen
durch den Signaturmorphismus  m

oglich, die in der Denition der Parameterrestriktion
M(SP
I
)(env) v
Spec
M(SP
0
R
)(env) nicht enthalten ist. Erst nach syntaktischer Anpassung
mu die Modellklasseninklusion gelten (siehe Denition 9.2.2 und der Denition von v
Spec

uber Inklusion von Modellklassen). Daher gilt auch die Aktualisierung

uber -Abstraktion,
die auf den Modellklassen basiert, da sie auf v
Spec
deniert ist. 2
Lemma 9.2.2 Seien < SP
I
; SP
R
> und < SP
0
I
; SP
0
R
> korrekte parametrisierte Spezika-
tionen und gelte
SP
I
 SP
0
R
j

:
Dann ist
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
eine korrekte Komposition.
Beweis: Folgt direkt aus Denition 9.2.8 und Satz 8.2.1. 2
Dieses Lemma erlaubt dem Spezizierer, korrekte Kompositionen zu erstellen, indem er den
gegen

uber ; handhabbareren Mechanismus  einsetzt.
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Satz 9.2.2 Falls < SP
I
; SP
R
> und < SP
0
I
; SP
0
R
> korrekte parametrisierte Spezikationen
sind, und auch
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
eine korrekte Komposition mit sig(SP
0
R
)  sig((X : SP
I
: SP
R
)(SP
0
R
j

)) ist, so wird durch
den Kompositionsausdruck auch eine korrekte parametrisierte Spezikation deniert.
Beweis: Nach Denition 9.2.5 ist die parametrisierte Spezikation
compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via 
korrekt, falls gilt (siehe auch Denition 9.2.7 f

ur die Komposition und 9.2.5 f

ur die Korrektheit
parametrisierter Spezikationen)
Mod(SP
0
I
) Mod((X : SP
I
: SP
R
)(SP
0
R
j

))j
sig(SP
0
I
)
;
also falls
Mod(SP
0
I
) Mod(SP
R
(env(X 7! SP
0
R
j

)))j
sig(SP
0
I
)
gilt. Mod(SP
0
I
)  Mod(SP
0
R
)j
sig(SP
0
I
)
gilt, da < SP
0
I
; SP
0
R
> als korrekte parametrisierte
Spezikation vorausgesetzt wurde.Mod(SP
0
R
) Mod((X : SP
I
: SP
R
)(SP
0
R
j

))j
sig(SP
0
R
)
gilt,
da nach Denition des -Ausdrucks und der vorausgesetzten Korrektheit der Komposition
SP
0
R
durch die Umgebung env syntaktisch in (X : SP
I
: SP
R
)(SP
0
R
j

) eingebettet ist, also
jedes Modell von SP
0
R
zu einem Modell von (X : SP
I
: SP
R
)(SP
0
R
j

) erweitert werden kann.
Die Forderung nach Signaturinklusion sig(SP
0
R
)  sig((X : SP
I
: SP
R
)(SP
0
R
j

)) erm

oglicht
dies. Zusammen mit sig(SP
0
I
)  sig(SP
0
R
) und Mod(SP
0
I
)  Mod(SP
0
R
)j
sig(SP
0
I
)
gilt die
geforderte Modellklasseninklusion. 2
In [Wir90] wird zwar parametrisierte Spezikation

uber -Ausdr

ucke vorgestellt, deren Um-
setzung in eine Komposition in der hier pr

asentierten Form fehlt aber. Das hier vorgestellte
Kompositionskonstrukt

ahnelt dem in [EM90] Section 3A bzw. [Hen91a, Hen92] vorgestell-
ten. Dort werden Pushouts zur Denition benutzt. In [Hen91a, Hen92] wird ein

ahnlicher
Korrektheitsbegri f

ur parametrisierte Spezikationen benutzt, der ebenfalls die hier be-
nutzte Implementierung fordert. Die Pushout-Konstruktion garantiert dort die Konstruktion
einer korrekten parametrisierten Spezikation, da sie so gestaltet ist, da sie die hier explizit
geforderte Signaturinklusion sig(SP
0
R
)  sig((X : SP
I
: SP
R
)(SP
0
R
j

)) durch Konstrukti-
on sicherstellt (vgl. Abschnitt 2 (Pushout-Denition), Denition 4.2 und Proposition 4.4 in
[Hen92]). Eine Einschr

ankung auf die in Satz 9.2.2 angegebene Signaturinklusion f

uhrt zum
gleichen Ziel, macht die notwendige syntaktische Einschr

ankung an dieser Stelle aber explizit.
Auf diese Einschr

ankung schon bei Denition der Komposition haben wir verzichtet, um bei
Bedarf hier mehr Flexibilit

at in der Anpassung eines aktuellen an einen formalen Parameter
zu gestatten. Mit obiger Zusatzforderung entsprechen sich die Kompositionsdenitionen von
Hennicker und dieses Ansatzes.
9.2.3 Implementierung von parametrisierten Spezikationen
Die Implementierungsrelation ; ist bisher nur f

ur primitive Spezikationen deniert, sie soll
nun auf parametrisierte Spezikationen erweitert werden.
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Denition 9.2.9 Seien SP = < SP
I
; SP
R
> und IMPL = < IMPL
I
; IMPL
R
> korrekte
parametrisierte Spezikationen. < IMPL
I
; IMPL
R
> ist eine Implementierung von
< SP
I
; SP
R
> oder
< SP
I
; SP
R
> ;
par
< IMPL
I
; IMPL
R
>
falls gilt:
1. sig(IMPL
R
) = sig(SP
R
) und Mod(IMPL
R
) Mod(SP
R
), d.h. SP
R
; IMPL
R
;
2. sig(IMPL
I
) = sig(SP
I
) und Mod(SP
I
) Mod(IMPL
I
), d.h. IMPL
I
; SP
I
:
Dies l

at sich wie folgt veranschaulichen (gleiche Signaturen vorausgesetzt):
< SP
I
; SP
R
>
o
par
_
< IMPL
I
; IMPL
R
>
falls
< SP
I
; SP
R
>
o
^
o
_
< IMPL
I
; IMPL
R
>
Falls keine Mehrdeutigkeiten entstehen, wird auch ; statt;
par
f

ur parametrisierte Spezi-
kationen benutzt. 
par
k

onnte analog zu ;
par
deniert werden.
Die zweite Bedingung aus Denition 9.2.9 sagt aus, da die implementierte Spezikation
IMPL eine weniger restriktive Importschnittstelle als die abstrakte Spezikation haben mu.
Auf der anderen Seite m

ussen die Leistungen der Implementierung in bezug auf die Rumpf-
spezikation besser sein als die von SP . Hier ergibt sich also eine Analogie zur Denition der
Operationsimplementierung 
op
, bei der die Vorbedingung der Implementierung ebenfalls
weniger restriktiv sein mu und die Implementierung (der Eekt) mehr leisten mu.
9.2.4 Horizontale Kompositionseigenschaft
Der folgende Satz formuliert das zentrale Ergebnis dieses Abschnitts, also die horizontale
Kompositionseigenschaft f

ur parametrisierte Spezikationen.
Satz 9.2.3 (Horizontale Komposition f

ur parametrisierte Spezikationen)
Seien < SP
1
I
; SP
1
R
>, < IMPL
1
I
; IMPL
1
R
>, < SP
2
I
; SP
2
R
> und < IMPL
2
I
; IMPL
2
R
>
korrekte Spezikationen, sei  : sig(SP
1
I
)! sig(SP
2
R
) ein Signaturmorphismus, gelte
< SP
1
I
; SP
1
R
>;
par
< IMPL
1
I
; IMPL
1
R
> und < SP
2
I
; SP
2
R
>;
par
< IMPL
2
I
; IMPL
2
R
>
und sei die Komposition
compose < SP
1
I
; SP
1
R
> with < SP
2
I
; SP
2
R
> via 
korrekt.
Dann gilt:
a) 
0
: sig(IMPL
1
I
)! sig(IMPL
2
R
) mit 
0
:=  ist ein Signaturmorphismus.
b) Die Komposition
compose < IMPL
1
I
; IMPL
1
R
> with < IMPL
2
I
; IMPL
2
R
> via 
0
ist korrekt.
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c) Die Kompositionen stehen in der Implementierungsrelation:
(compose < SP
1
I
; SP
1
R
> with < SP
2
I
; SP
2
R
> via ) ;
par
(compose < IMPL
1
I
; IMPL
1
R
> with < IMPL
2
I
; IMPL
2
R
> via 
0
)
Beweis: Dieser Beweis orientiert sich zum Teil an Proposition 4.3 aus [Hen91a].
a) Da die Implementierungsrelationen der Voraussetzung gelten, gilt sig(SP
1
I
) = sig(IMPL
1
I
)
und sig(SP
2
R
) = sig(IMPL
2
R
). Damit ist 
0
ein Signaturmorphismus, falls  einer ist.
b) Es soll gezeigt werden, da die Komposition korrekt ist. Es mu somit
IMPL
1
I
; IMPL
2
R
j

0
gelten. Nach Voraussetzung gelten
SP
1
I
; SP
2
R
j

; IMPL
1
I
; SP
1
I
; SP
2
R
; IMPL
2
R
Wegen der Transitivit

at von ; und  = 
0
(und damit SP
2
R
j

0
; IMPL
2
R
j

0
) gilt die
Behauptung.
c) Die Implementierungsrelation ;
par
gilt nach Denition 9.2.7 und 9.2.9, falls:
1. sig((X : SP
1
I
: SP
1
R
)(SP
2
R
j

)) = sig((X : IMPL
1
I
: IMPL
1
R
)(IMPL
2
R
j

0
)) und
2. Mod((X : IMPL
1
I
: IMPL
1
R
)(IMPL
2
R
j

0
)) Mod((X : SP
1
I
: SP
1
R
)(SP
2
R
j

)),
3. sig(IMPL
2
I
) = sig(SP
2
I
) und
4. Mod(SP
2
I
) Mod(IMPL
2
I
).
Die G

ultigkeit der vier Forderungen kann wie folgt gezeigt werden:
1. Erf

ullt, da aus
< SP
1
I
; SP
1
R
> ;
par
< IMPL
1
I
; IMPL
1
R
>
die Signaturgleichheit
sig(SP
1
R
) = sig(IMPL
1
R
)
folgt (es gilt sig((X : SP
I
: SP
R
)(SP
0
R
j

)) = sig(SP
R
) nach Denition).
2. Die Inklusion
Mod((X : IMPL
1
I
: IMPL
1
R
)(IMPL
2
R
j

0
)) Mod((X : SP
1
I
: SP
1
R
)(SP
2
R
j

))
bzw.
Mod(IMPL
1
R
(env[X 7! IMPL
2
R
j

0
])) Mod(SP
1
R
(env[X 7! SP
2
R
j

]))
gilt, da wegen der vorausgesetzten Implementierungsrelationen ;
par
Mod(IMPL
1
R
) Mod(SP
1
R
) und Mod(IMPL
2
R
) Mod(SP
2
R
)
gelten (siehe Denition 9.2.2) und der -Ausdruck eine Spezikationsfunktion de-
niert, also monoton bzgl.  ist (nach Satz 9.2.1).
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3. Analog 1.
4. Gilt nach Voraussetzung.
2
Die horizontale Kompositionseigenschaft (Ausschnitt Satz 9.2.3.b)) kann wie folgt veran-
schaulicht werden:
Gelte
< SP
1
I
; SP
1
R
>
o
par
_
< IMPL
1
I
; IMPL
1
R
>
und
< SP
2
I
; SP
2
R
>
o
par
_
< IMPL
2
I
; IMPL
2
R
>
und sei
compose < SP
1
I
; SP
1
R
> with < SP
2
I
; SP
2
R
> via 
korrekt. Dann ist
compose < IMPL
1
I
; IMPL
1
R
> with < IMPL
2
I
; IMPL
2
R
> via 
korrekt.
Wenn die horizontale Kompositionseigenschaft gilt, k

onnen separat entwickelte Implementie-
rungen problemlos zu global korrekten Systemen zusammengesetzt werden. Die Spezikatio-
nen
IMPL
1
= < IMPL
1
I
; IMPL
1
R
> und IMPL
2
= < IMPL
2
I
; IMPL
2
R
>
werden als Implementierungen zu den Spezikationen SP
1
und SP
2
unabh

angig voneinander
entwickelt. Falls die abstrakteren Spezikationen SP
1
und SP
2
korrekt zusammengesetzt
werden k

onnen, ist dies automatisch auch f

ur deren Implementierungen m

oglich.
9.2.5 Anmerkungen zur Methodik
Es gibt zwei unterschiedliche Verwendungsm

oglichkeiten f

ur importierte Spezikationen im
Rumpf einer parametrisierten Spezikation:
 Die Importe sind grundlegende Datentypen oder Spezikationen eines Subobjekts (Sub-
komponente). In beiden F

allen ist nur die Funktionalit

at des Imports, nicht aber dessen
Realisierung von Bedeutung. Hier sollte eine Exportschnittstelle
4
importiert werden,
falls ein solches Schnittstellenkonzept in der gegebenen Spezikationssprache realisiert
ist. Dies ist die klassische Benutztbeziehung.
 Die importierte Spezikation soll direkt weiterentwickelt werden, etwa durch Rede-
nition von Operationen oder Hinzunahme weiterer Elemente. Bei zustandsbasierten
Typen ist dann auch die interne Realisierung des Zustands von Bedeutung, da weite-
re Operationen direkt auf diesen zugreifen k

onnen. Hier sollte eine Rumpfspezikation
importiert werden. Diese Form der Anwendung ist auch durch ein Vererbungskonstrukt
darstellbar.
4
Diese wird sp

ater in Abschnitt 9.3.1 noch formal deniert.
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Es gibt nur eine Form einer Schnittstelle f

ur parametrisierte Spezikationen. Die formale
Denition der Importrelation erlaubt beide F

alle, es k

onnen beide Verwendungsm

oglichkeiten
modelliert werden. Die zwei F

alle sollen an schematisierten Beispielen erl

autert werden.
Beispiel 9.2.1 Vererbung
Nat  < Int;Nat by Int > mit
spec Nat by Int is
enrich X by
sorts
state def
opns
axioms 8i : int: i > 0
end spec
Int ist der formale Parameter (die Importspezikation) und soll Eigenschaften ganzer Zahlen
fordern. Hier wird ein Abk

ommling von Int erzeugt. Nat ist eine Spezialisierung auf nat

urli-
che Zahlen, da die Modikation durch Wertebereichseinschr

ankung hier

uber eine Invariante
erreicht wird. Dies ist ein Vorgehen, wie es auch in einer Vererbungsbeziehung ausgedr

uckt
wird. Es wird die importierte Spezikation redeniert oder verfeinert (vgl. Kapitel 10).
Mit dem Begri der Vererbung ist ebenfalls der Aspekt der Ersetzbarkeit von Objekten
durch Spezialisierungen umfat. In Abschnitt 4.3.3 wurde dieser Aspekt unter dem Stichwort
Polymorphie betrachtet. Ein Modell einer Spezikation kann immer durch ein Modell einer
davon erbenden, also einer spezialisierenden Spezikation ersetzt werden. Dieser Aspekt wird
in Kapitel 10 betrachtet. Dort wird gezeigt, da die Ersetzbarkeit von Objekten zwischen
formalem und aktuellem Import besteht.
Beispiel 9.2.2 Benutzung
Complex  < Int; Complex by Int > mit
spec Complex by Int is
enrich X by
sorts cmplx
state def
opns make cmplx : int  int ! cmplx
axioms
end spec
Int ist wie im Vererbungsbeispiel eine Parameterrestriktion. Hier wird durch Int ein un-
terst

utzender Typ importiert, auf dem ein neuer konstruiert werden soll (etwa cmplx =
int  int als Repr

asentation komplexer Zahlen durch ein Paar ganzer Zahlen). Der Import
realisiert hier eine der in Complex verwendeten Sorten. Int wird benutzt.
In beiden F

allen ist die formale Korrektheitsbedingung der parametrisierten Spezikation
m

achtig genug, diese Situationen modellieren zu k

onnen. Die Kombination aus Implementie-
rungsrelation und Reduktbildung erm

oglicht dies. Mit dem Vererbungsbeispiel soll andeutet
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werden, da solche Aspekte auch

uber die Komposition dargestellt werden k

onnen. Bei Vor-
handensein einer Vererbungsrelation sollte dies nat

urlich sinnvollerweise

uber diese Relation
explizit ausgedr

uckt werden. Da die Benutzung auf jeden Fall eine sinnvolle Beziehung ist,
soll sie noch als Relation explizit gemacht werden.
Denition 9.2.10 Sei compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via  eine korrekte
Komposition. Man sagt dann SP
R
benutzt SP
0
R
.
Bemerkung 9.2.3 Die beiden Beispiele betrachten nur funktionale Datentypen, d.h. Spezi-
kationen, die zustandslos sind. Die Anmerkungen sind aber auch auf objektwertige Spezika-
tionen (in Rumpf und Import)

ubertragbar. Eine Erweiterung eines zustandsbasierten Imports
ist m

oglich, ebenso wie die unterst

utzende Nutzung eines zustandsbasierten Imports etwa als
Sorte einer Zustandskomponente (zur Bildung von Objekthierarchien).
9.3 Module
Exportschnittstellen f

ur Module unterst

utzen das Geheimnisprinzip, d.h. Implementierungs-
details sollen f

ur den Benutzer eines Moduls unsichtbar bleiben. Er hat nur

uber die exportier-
ten Operationen Zugri auf ein Objekt. Dadurch kann eine konsistenzerhaltende Benutzung
des Objekts gew

ahrleistet werden.
Zur Realisierung eines Exportschnittstellenkonzeptes in einem formalen Spezikationsansatz
gibt es zwei Alternativen:
1. Syntaktischer Export: Es wird eine Auswahl von Operationssignaturen (Namen und
Parametersorten) exportiert.
2. Semantischer Export: Es werden neben den Operationssignaturen auch semantische
Informationen

uber die Operationen (und ggf. auch

uber Invarianten) bereitgestellt.
Die semantische Beschreibbarkeit von Schnittstellen war eines der Kernkonzepte des in
Kapitel 1.4.2 vorgestellten Komponentenmodells.
F

ur beide Formen mu ein geeigneter Korrektheitsbegri, etwa analog zur parametrisierten
Spezikation, entwickelt werden:
1. Syntaktischer Export: Korrektheit kann hier

uber einen geeigneten Signaturmorphismus
deniert werden. Subsignaturbildung ist hier eine geeignete Basis der Denition.
2. Semantischer Export: Hier ist der Implementierungsbegri anwendbar. Die Export-
schnittstelle ist eine gegen

uber dem Rumpf abstraktere Beschreibung, die ggf. auf se-
mantisch h

oherem Niveau beschreibt, auf jeden Fall aber

uber Implementierungsdetails
abstrahiert. Der Rumpf sollte die Anforderungen der Schnittstelle erf

ullen. Eine Ex-
portschnittstelle kann also auch als Anforderungsdenition an eine Rumpfspezikation
gesehen werden. Jedes Modell des Rumpfes w

are dann Modell der Schnittstelle (nach
geeigneter Anpassung der Signaturen). Der Rumpf w

urde somit eine Implementierung
der Exportschnittstelle sein.
9.3.1 Exportschnittstellen und Module 204
Der syntaktische Export kann durch den schon beschriebenen Spezikationsoperator export
(oder in der eingeschr

ankteren Form des restrict) realisiert werden (siehe Abschnitt 9.1).
Daher wird im folgenden hier der semantische Export untersucht, der im Sinne des Kom-
ponentenmodells der sinnvollere ist. Die semantischen Grundlagen der Abschnitte 9.1 und
9.2 werden hier angewendet, um ein Modulkonstrukt im Sinne des Komponentenmodells
nach [Goe93] zu realisieren. Ein Modulkonstrukt mit formalem Import und semantisch be-
schreibbarer Exportschnittstelle ist in [EM90] beschrieben. In Section 3A wird dort eine
Modulkomposition deniert. In [Hen91a, Hen92] wird dieses Konstrukt nicht bereitgestellt.
In [EM90] werden noch weitere Operationen auf Modulen deniert. Da wir hier Komposition
als das zentrale Konstrukt in einem komponentenorientierten Ansatz identiziert haben, soll
nur dieses betrachtet werden.
Als wesentliche Einschr

ankung in der Formulierbarkeit von Aussagen im Export gegen

uber
dem Rumpf ist es notwendig, keine Zustandsbezeichner zu verwenden, da diese zum zu ver-
bergenden Teil einer Spezikation geh

oren. Operationen k

onnen in der Exportspezikation
also nur auf den Eigenschaften grundlegenderer Operationen speziziert werden, aber nicht
mehr direkt

uber ihren Eekt auf den Zustand.
Es wird nur eine Spezikation exportiert. Die vordenierten Typen (int; bool; ::) k

onnen
zur Spezikation der Schnittstelle benutzt werden, ohne da sie explizit importiert werden
m

ussen. Hier unterscheidet sich der Ansatz von Sprachen wie ACT TWO [EM90] oder 
[GS94]. In diesen Sprachen werden mehrere Spezikationen (im Sinne von Typen) explizit
exportiert. Vordenierte Typen gibt es in diesen Sprachen (mit Ausnahme des Typs bool)
nicht.
9.3.1 Exportschnittstellen und Module
Es soll in diesem Abschnitt beschrieben werden, wie aus einer Operationsspezikation im
Rumpf eine geeignete abstraktere Exportspezikation konstruiert werden kann. Die Opera-
tionsspezikation kann dabei sowohl imperativ als auch axiomatisch vorliegen. Sei beispiels-
weise
z = X ! [p(: : :)] z = e(X)
eine Rumpfspezikation f

ur eine Operation p, in der z eine Zustandskomponente, X eine
Spezikationsvariable und e einen beliebigen Ausdruck (-Term) auf X bezeichnet. Dann ist
eine geeignete Abstraktion

uber dem direkten Zugri auf z durch das Attribut
read z() = X ! [p(: : :)] read z() = e(X)
gegeben. read z ist dabei ein Attribut, welches direkt die Zustandskomponente z ausliest
(spezizierbar durch die Invariante read z() = z). Die direkte Benutzung einer Zustands-
komponente in einer Schnittstellenspezikation ist nicht mehr m

oglich. Ein Attribut mu
statt dessen benutzt werden. Dieses kann durchaus auch berechnend sein, d.h. das Attribut
kann auf dem Wert von z noch Berechnungen durchf

uhren. read z mu exportiert werden.
Bemerkung 9.3.1 Die Verwendung von z auch in der Schnittstellenspezikation ist formal
denierbar, soll aber aus methodischen Gr

unden nicht erlaubt werden. Eine Schnittstelle soll
keinerlei Realisierungsdetails oenbaren.
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Denition 9.3.1 Eine Exportschnittstelle ist ein Paar < SP
R
; SP
E
> mit einer Rumpf-
spezikation SP
R
. SP
E
wird Exportspezikation genannt. SP
R
und SP
E
m

ussen Spezikati-
onsausdr

ucke sein.
Wie schon in Abschnitt 9.2.1 erl

autert, k

onnen in einer Rumpfspezikation SP
R
freie Varia-
blen von umgebenden parametrisierten Spezikationen benutzt werden, die zur Anwendung
etwa der Implementierungsrelation durch geeignete Spezikationsausdr

ucke ersetzt werden
m

ussen. Da der Export auf dem Rumpf konstruiert wird, m

ussen auch f

ur den Export ggf.
die f

ur den Rumpf erforderlichen Ersetzungen durchgef

uhrt werden. Diese Ersetzungen sollen
in Anwendung von Bemerkung 9.2.2 als implizit durchgef

uhrt angenommen werden.
Denition 9.3.2 Die Exportschnittstelle < SP
R
; SP
E
> heit korrekt, falls
1. SP
E
; SP
R
j
sig(SP
E
)
und
2. state comp(sig(SP
E
)) = ;
Die Signatur der Exportspezikation mu Subsignatur der Rumpfspezikation sein (sig(SP
E
)
 sig(SP
R
)).
Denition 9.3.3 SP
E
heit Export von SP
R
, falls < SP
R
; SP
E
> eine korrekte Export-
schnittstelle ist.
Die Exportrelation impliziert somit nach Denition 9.3.2 die Implementierungsrelation.
Denition 9.3.4 Ein Modul ist ein Tripel < SP
I
; SP
R
; SP
E
> aus Import- und Export-
spezikation SP
I
und SP
E
und einer Rumpfspezikation SP
R
. SP
I
, SP
R
, SP
E
m

ussen Spe-
zikationsausdr

ucke sein.
Denition 9.3.5 Ein Modul < SP
I
; SP
R
; SP
E
> heit korrekt, falls
1. < SP
I
; SP
R
> eine korrekte parametrisierte Spezikation ist und
2. < SP
R
; SP
E
> eine korrekte Exportschnittstelle ist.
Denition 9.3.6 Seien SP = < SP
I
; SP
R
; SP
E
> und SP
0
= < SP
0
I
; SP
0
R
; SP
0
E
> korrekte
Module. Die Komposition von Modulen sei durch
compose < SP
I
; SP
R
; SP
E
> with < SP
0
I
; SP
0
R
; SP
0
E
> via  :=
< SP
0
I
; (X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

); SP
E
>
deniert, falls  : sig(SP
I
)! sig(SP
0
E
) ein Signaturmorphismus ist.
F

ur die Komposition von Modulen (siehe auch Abbildung 9.5) gilt sig(SP
0
E
)  sig(SP
0
R
).
Mit  : sig(SP
I
)! sig(SP
0
E
) ist (SP
0
R
j
sig(SP
0
E
)
)j

eine korrekte Reduktbildung. SP
0
R
j
sig(SP
0
E
)
reduziert SP
0
R
auf die exportierten Elemente, die dann mit  an die Anforderungen des forma-
len Imports SP
0
I
angepat werden. Import des zusammengesetzten Moduls ist der Import des
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< > < >
< >
, ,
,
compose with via rho
,
,,
SPI SPR SPESPI SPR SPE ’’’
rho
Abbildung 9.5: Komposition von Modulen
Aktualisierungsmoduls. Export des zusammengesetzten Moduls ist der Export des aktualisie-
renden Moduls. Der Rumpf wird aus den R

umpfen beider Ausgangsmodule zusammengesetzt.
Da der Rumpf eines korrekten Moduls (hier SP
0
R
) eine Implementierung des Exports ist, also
auf keinen Fall schlechtere Eigenschaften hat, kann er somit problemlos zur Denition des
Rumpfes der Komposition herangezogen werden.
Denition 9.3.7 Die Komposition
compose < SP
I
; SP
R
; SP
E
> with < SP
0
I
; SP
0
R
; SP
0
E
> via 
heit korrekt, falls
SP
I
; SP
0
E
j
sig(SP
I
)
:
Der Satz 9.2.2 (Erhaltung der Korrektheit bei Komposition) kann auch auf Module

ubertragen
werden.
Satz 9.3.1 Falls < SP
I
; SP
R
; SP
E
> und < SP
0
I
; SP
0
R
; SP
0
E
> korrekte Module sind und
compose < SP
I
; SP
R
; SP
E
> with < SP
0
I
; SP
0
R
; SP
0
E
> via 
eine korrekte Komposition mit sig(SP
0
R
)  sig((X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

)) ist, so
wird durch den Kompositionsausdruck Modul deniert.
Beweis: Nach Denition 9.3.5 ist zu zeigen:
1. < SP
0
I
; (X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

) > ist eine korrekte parametrisierte Spezi-
kation und
2. < (X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

); SP
E
> ist eine korrekte Exportschnittstelle.
Zu 1. ist zu zeigen:
Mod(SP
0
I
) Mod((X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

))j
sig(SP
0
I
)
Mit  : sig(SP
I
)! sig(SP
0
E
) und sig(SP
0
E
)  sig(SP
0
R
) ist die Reduktbildung (SP
0
R
j
sig(SP
0
E
)
)j

m

oglich. Damit kann analog Satz 9.2.2 argumentiert werden.
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Zu 2. ist zu zeigen:
a) Mod((X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

))j
sig(SP
E
)
Mod(SP
E
)
b) state comp(sig(SP
E
)) = ;
Es gilt sig(SP
E
)  sig(SP
R
) nach Voraussetzung. Damit ist auch
sig(SP
E
)  sig(SP
R
)  sig((X : SP
I
: SP
R
)((SP
0
R
j
sig(SP
0
E
)
)j

);
da nach Konstruktion SP
R
syntaktisch Bestandteil des -Ausdrucks ist. Mit der Vorausset-
zung
Mod(SP
R
)j
sig(SP
E
)
Mod(SP
E
)
folgt die Forderung 2.a).
2.b) gilt nach Voraussetzung. 2
In [EM90] Section 3A Denition 3.1
5
wird die Komposition zweier Module
M
1
= < IMP
1
; BODY
1
; EXP
1
> und M
2
= < IMP
2
; BODY
2
; EXP
2
>
als ein Modul
M
3
= < IMP
2
; PO(BODY
1
; BODY
2
); EXP
1
>
deniert, wobei der Export EXP
2
von M
2
den Import IMP
1
von M
1
unter Zuhilfenah-
me eines geeigneten Morphismus aktualisieren soll. PO(BODY
1
; BODY
2
) ist die Pushout-
Konstruktion auf den R

umpfen BODY
1
und BODY
2
. Damit entsprechen sich die Kom-
positionsdenitionen nach [EM90] und Denition 9.3.6 (vgl. Anmerkungen zu Pushouts in
Abschnitt 9.2.2).
9.3.2 Implementierung von Modulen
Eine Erweiterung der Relation; f

ur einfache (bzw.;
par
f

ur parametrisierte) Spezikationen
auf Module soll nun vorgestellt werden.
Denition 9.3.8 Die Implementierung von Modulen
< SP
I
; SP
R
; SP
E
> ;
mod
< SP
0
I
; SP
0
R
; SP
0
E
>
gilt, falls
sig(SP
I
) = sig(SP
0
I
) ^ sig(SP
R
) = sig(SP
0
R
) ^ sig(SP
E
) = sig(SP
0
E
) ^
SP
0
I
; SP
I
^ SP
R
; SP
0
R
^ SP
E
; SP
0
E

mod
k

onnte analog zu ;
mod
realisiert werden.
5
Module in [EM90] enthalten noch einen Teil PAR (die Parameterspezikation). Dieser wird hier nicht
betrachtet.
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9.3.3 Horizontale Kompositionseigenschaft
Es soll nun gezeigt werden, da Module die Implementierungsrelation erhalten, d.h. da auch
f

ur sie die horizontale Kompositionseigenschaft gilt.
Satz 9.3.2 (Horizontale Kompositionseigenschaft f

ur Module) Seien < SP
1
I
; SP
1
R
; SP
1
E
>,
< IMPL
1
I
; IMPL
1
R
; IMPL
1
E
>, < SP
2
I
; SP
2
R
; SP
2
E
> und < IMPL
2
I
; IMPL
2
R
; IMPL
2
E
>
korrekte Module, sei  : sig(SP
1
I
)! sig(SP
2
E
) ein Signaturmorphismus, gelte
< SP
1
I
; SP
1
R
; SP
1
E
> ;
mod
< IMPL
1
I
; IMPL
1
R
; IMPL
1
E
>
und
< SP
2
I
; SP
2
R
; SP
2
E
> ;
mod
< IMPL
2
I
; IMPL
2
R
; IMPL
2
E
>
und sei
compose < SP
1
I
; SP
1
R
; SP
1
E
> with < SP
2
I
; SP
2
R
; SP
2
E
> via 
eine korrekte Komposition.
Dann gilt:
a) 
0
: sig(IMPL
1
I
)! sig(IMPL
2
E
) mit 
0
:=  ist ein Signaturmorphismus,
b)
compose < IMPL
1
I
; IMPL
1
R
; IMPL
1
E
> with < IMPL
2
I
; IMPL
2
R
; IMPL
2
E
> via 
0
ist eine korrekte Komposition,
c)
(compose < SP
1
I
; SP
1
R
; SP
1
E
> with < SP
2
I
; SP
2
R
; SP
2
E
> via ) ;
mod
(compose < IMPL
1
I
; IMPL
1
R
; IMPL
1
E
> with < IMPL
2
I
; IMPL
2
R
; IMPL
2
E
> via 
0
)
Beweis: (Vgl. auch Beweis zu Satz 9.2.3)
a) Mit den vorausgesetzten Signaturgleichheiten trivial.
b) Zu zeigen ist IMPL
1
I
; IMPL
2
E
j

. Folgt aus den geltenden Implementierungen.
c) Zu zeigen ist nach Denition 9.3.8:
1. sig((X : SP
1
I
: SP
1
R
)((SP
2
R
j
sig(SP
2
E
)
)j

)) =
sig((X : IMPL
1
I
: IMPL
1
R
)((IMPL
2
R
j
sig(IMPL
2
E
)
)j

0
)) und
2. Mod((X : IMPL
1
I
: IMPL
1
R
)((IMPL
2
R
j
sig(IMPL
2
E
)
)j

0
)) 
Mod((X : SP
1
I
: SP
1
R
)((SP
2
R
j
sig(SP
2
E
)
)j

)),
3. sig(IMPL
2
I
) = sig(SP
2
I
) und
4. Mod(SP
2
I
) Mod(IMPL
2
I
),
5. sig(IMPL
1
E
) = sig(SP
1
E
) und
6. Mod(IMPL
1
E
) Mod(SP
1
E
).
Die Punkte 1. bis 4. k

onnen analog Satz 9.2.3 gezeigt werden. 5. und 6. folgen nach
Voraussetzung. 2
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9.4 Abschlieende Bemerkungen zu Spezikationsausdr

ucken
Die Sprache der Spezikationsausdr

ucke basiert auf dem Spezikationsansatz zustandsbasier-
ter Systeme. Die Zuhilfenahme der vollst

andigen Halbordnung (Spec
?
;v
Spec
) erm

oglicht eine
Argumentation auf einer Ebene, die unabh

angig von der konkreten Spezikation in Form von
Axiomen ist und die statt dessen auf den Modellsemantiken arbeitet.
In diesem Kapitel sind Ideen umgesetzt und formalisiert, die die Basis vieler Spezikati-
onsans

atze bilden [Wir90, Bre91, KST94, FJ92, GS94]. Hierzu geh

ort die Gew

ahrleistung
der horizontalen Kompositionseigenschaft. Die Komposition ist das wichtigste Konstrukt der
hier denierten Sprache der Spezikationsausdr

ucke. Die Auswahl der Spezikationsopera-
toren orientiert sich an R. Hennicker und F. Nickl [HN92], die diese als geeignet f

ur einen
Wiederverwendungsansatz vorschlagen. Spezikationsausdr

ucke, die die Weiterentwicklung
von Spezikationen in horizontaler und vertikaler Richtung erlauben, sind essentiell f

ur eine
Spezikationssprache. Daher sind entsprechende Konzepte in fast allen Ans

atzen zur modu-
laren Spezikation enthalten. In VDM gibt es auf einem Beweissystem basierende Techniken,
Z bietet ein Schemakalk

ul. Ein m

achtiges Kompositionskonzept, welches getrennte Entwick-
lung erlaubt, ist in  zu nden. Diese Konzepte sind auch hier umgesetzt. Formaler Import
ist auch in COLD realisiert; die dort realisierte Denition

uber das -Kalk

ul wurde hier

ubernommen.
Besonderen Wert wurde hier auf die Umsetzung des Komponentenmodells gelegt. Die Un-
terst

utzung semantischer Schnittstellen wurde realisiert. Da die Sprache  auch die Anforde-
rungen des Komponentenmodells erf

ullt, sind hier

Ahnlichkeiten festzustellen. Die wichtig-
sten Konstrukte von  sind die CEMs, sie entsprechen (unter Vernachl

assigung der Sichten)
den Modulen. In CEMs gibt es zus

atzlich noch Common Parameters, eine Abk

urzung f

ur
die Schnittmenge aus Import und Export. Die Komposition ist

ahnlich deniert. In beiden
Ans

atzen ist die Aktualisierung eines formalen Imports durch Umbenennung und Zuordnung
einzelner Elemente von Komponenten m

oglich. Flexible und m

achtige Kompositionskonstruk-
te, wie die beiden eben angesprochenen, sind eher selten in bestehenden Ans

atzen zu nden
(vgl. Abschnitt 1.5).
Unter dem Stichwort specication matching sind in der Literatur Ans

atze zu nden, zwei Spe-
zikationen zu vergleichen. Es kann damit bestimmt werden, ob eine Spezikation durch eine
andere ersetzt werden kann. DiesesMatching kann ebenso im Retrieval bei Wiederverwendung
und bei Benutzung von Komponentenbibliotheken benutzt werden, wie zur Feststellung, ob
eine Spezikation ein verhaltens

aquivalenter Subtyp einer anderen Spezikation ist. Matching
wurde hier durch die Implementierungsrelation ; und durch  formalisiert. Diese Relatio-
nen nden hier zur Denition partieller Korrektheit (Kapitel 8) ebenso Anwendung, wie zur
Denition intramodularer Relationen (Import, Export) und intermodularer Relationen (Ak-
tualisierung in der Komposition). An diesen Stellen ist zur

Uberpr

ufung der Korrektheit der
Relationen ganz besonders eine Unterst

utzung durch Werkzeuge in einer Entwicklungsumge-
bung wichtig.
Amy Moormann Zaremski und Jeannette Wing zeigen in [ZW95] einen Ansatz, der Werkzeug-
unterst

utzung f

ur Matching realisiert. Das dort benutzte Konzept ist das gleiche, das auch
hier der Relation  zugrundeliegt. Operationen werden durch Vor- und Nachbedingungen
speziziert. Module werden als Kollektionen von Operationen angesehen. Die hier denierte
Form  wird dort als Plug-in Match bezeichnet. In [ZW95] werden noch weitere Matching-
Formen deniert, die sich hier durch Modellklassengleichheit (Exact Pre/Post Match) oder
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Abschw

achung der Vorbedingungen (Plug-in Post Match, Weak Post Match) darstellen lassen.
Der Ansatz von Moormann Zaremski und Wing ist im Kontext von Larch angesiedelt. Der
Larch-Theorembeweiser LP (Larch Prover) kann zur Verikation der Matching-Bedingungen
eingesetzt werden. Die zu verizierenden Bedingungen sind Formeln einer Pr

adikatenlogik
erster Stufe. Eingaben f

ur den Larch Prover k

onnen dort automatisch generiert werden, der
Theorembeweiser wird dann interaktiv benutzt. Mit den dortigen Arbeiten ist gezeigt, da
mit dem gegenw

artigen Stand der Werkzeugtechnik eine Unterst

utzung der Relation  in
einer Entwicklungsumgebung m

oglich ist. Das Ziel der Konstruktivit

at in der Denition von
Relationen ist also an dieser Stelle erreicht.
Das Matching im Kontext der Wiederverwendung wird auch von J. Cramer detailliert in
seiner Dissertation beschrieben [Cra94]. Dort liegen ebenfalls formale Spezikationstechniken
zugrunde, die auf der algebraisch orientierten Typsicht von  beruhen (vgl. Abschnitt 1.5.1).
Es geht dort, wie auch in [ZW95], darum, das Matching in verschiedenen Graden von exakter

Ubereinstimmung bis zu

ahnlichen Spezikationen beschreiben zu k

onnen.
Die allgemeine Zielstellung eines m

oglichst konstruktiven Ansatzes hat also hier Anwendung
gefunden. Alle Spezikationsausdr

ucke und -operatoren sind syntaktisch auf Signaturmor-
phismen deniert. Semantische Einschr

ankungen werden durch Korrektheitsbegrie formu-
liert. Dies erm

oglicht eine weitgehende Unterst

utzung des Ansatzes durch Werkzeuge | eine
unabdingbare Forderung f

ur einen praktischen Einsatz einer Spezikationssprache. Die Un-
terst

utzung der Verikation der Korrektheit durch Werkzeuge ist theoretisch und technolo-
gisch schwierig. Daher wurden Mechanismen entworfen, korrektheitserhaltendes Entwickeln
erlauben.
Weitere zusammenfassende Betrachtungen zu Relationen zwischen Spezikationen sind am
Ende von Kapitel 10 zu nden.
Kapitel 10
Objektorientierte Entwicklung
Eine M

oglichkeit, die Wiederverwendung von Modulen zu unterst

utzen, besteht nach B. Mey-
er [Mey88, Mey92b, Mey92a] darin, Abk

ommlinge eines Moduls zu erzeugen, die die Leistun-
gen des Ausgangsmoduls weiter nutzen und lediglich einige Anpassungen (Erweiterungen oder
Redenitionen) vornehmen. F

ur Meyer ist die so zwischen zwei Modulen entstehende Verer-
bungsrelation, neben einer Benutztbeziehung (dort Clientship genannt), die wichtigste Rela-
tion zur Strukturierung von Software-Systemen. Ein Modul kann auch Leistungen mehrerer
anderer Module erben. Dies wird als Mehrfachvererbung bezeichnet. Die Benutztbeziehung
zwischen zwei Komponenten entsteht in dieser Arbeit, wenn mit der Komposition zwei Spe-
zikationen verkn

upft werden (vgl. Kapitel 9). In [Mey88] wird benannter, d.h. nichtformaler
Import vorgeschlagen. Vererbung und Benutzung sind Kernkonzepte der objektorientierten
Entwicklung. Weitere Schl

usselkonzepte sind Objekte, Klassendenition, Abstraktion, Daten-
kapselung und Polymorphie. Bis auf die Vererbung sind diese Konzepte in den vorangegangen
Kapiteln betrachtet worden. In diesem Kapitel soll dargelegt werden, da alle g

angigen Kon-
zepte der objektorientierten Entwicklung im vorliegenden Ansatz realisiert sind und somit
eine Sprache, die dem objektorientierten Paradigma unterliegt, mit den hier vorgestellten
Mitteln deniert werden kann.
Objektsysteme lassen sich in die folgenden drei Kategorien klassizieren (nach [Weg90]):
 objektbasiert: reine zustandsbasierte Objekte.
 klassenbasiert: durch Klassen verkapselbare Objekte.
 objektorientiert: durch Vererbung in Beziehung setzbare Klassen.
Der vorliegende Ansatz ist im Kern objektbasiert. In Kapitel 9.3 wurde durch eine expli-
zite Exportschnittstelle ein Verkapselungsaspekt hinzugenommen. Die Vererbungsbeziehung
soll in diesem Kapitel untersucht werden. Mit der klassischen Vererbungsbeziehung zwischen
Spezikationen k

onnen zwei Aspekte beschrieben werden:
 Wiederverwendung von Code: Ein Implementierer ist daran interessiert, Spezikationen
in Form von Code zu

ubernehmen und syntaktisch zu modizieren oder zu erweitern.
Dieser Aspekt ist aber eher pragmatisch und nicht auf logischer Ebene zu sehen. Er
wird hier nicht weiter untersucht.
211
10.1 Subtypbeziehung 212
 Spezialisierung: F

ur die Instanzebene sollen Kompatibilit

atsregeln speziziert werden.
Damit wird festgelegt, wann ein Objekt einer gegebenen Klasse durch ein Objekt einer
spezialisierenden Klasse ersetzt werden kann. Diese Kompatibilit

at ist mit dem Verhal-
ten von Objekten verkn

upft.
Der Begri der Spezialisierung ist mit dem des Subtypbegris verwandt. Subtypen werden in
Abschnitt 10.1 untersucht. Eine Subtypbeziehung wird in der Regel direkt auf der Semantik
der Sprache deniert. Eine Spezialisierungsbeziehung sollte explizit modellierbar sein, d.h.
explizit durch den Spezizierer vereinbar. Die Spezialisierung sollte somit die Subtypbezie-
hung implizieren. Einige Autoren (R. Breu [Bre91], Cook et.al. [CHC90]) schlagen auch eine
Gleichwertigkeit beider Begrie vor. Die Spezialisierung stellt Anforderungen an die Laufzeit-
kompatibilit

at von Objekten. In Abschnitt 10.2 wird dann Vererbung betrachtet. Das Kapitel
schliet mit einer Zusammenfassung und abschlieenden Betrachtung des gesamten Teils III
dieser Arbeit.
10.1 Subtypbeziehung
In Kapitel 9 wurden Spezikationsausdr

ucke und Relationen zwischen Spezikationen be-
trachtet, wie sie f

ur algebraische Spezikationssprachen ebenfalls

ublich sind. In diesem Ab-
schnitt wird eine weitere Relation, die Subtypbeziehung, untersucht. Sie ist f

ur die Gestal-
tung des Typsystems (insbesondere der Programmiersprache) von groer Bedeutung (siehe
[CW85, DT88]).
Die Subtypbetrachtung soll sich also sowohl auf axiomatische als auch auf imperative Spezi-
kationen beziehen. Die Subtypbeziehung zwischen Spezikationen sollte dann gelten, wenn
ein Modell der einen Spezikation durch Modelle der anderen Spezikation in jedem Kontext
ersetzt werden kann, ohne da gegen geforderte Eigenschaften verstoen wird. Dies unterschei-
det sie von einer Spezialisierungsbeziehung, die die Ersetzbarkeit auf bestimmte, von Spe-
zizierer festgelegte Bedingungen einschr

ankt (siehe [Cas95]). Die Subtypbeziehung ist not-
wendig, um den Begri der Inklusionspolymorphie (siehe [CW85]) formal erfassen zu k

onnen.
Subtypen k

onnen wie Implementierungen als Verfeinerungen einer Ausgangsspezikation in
vertikaler Entwicklungsrichtung (falls Typ- und Spezikationsbegri gleichgesetzt werden)
angesehen werden. Auerdem kann die Vererbungsbeziehung

uber die Subtypbeziehung de-
niert werden. Dieser Aspekt soll im anschlieenden Abschnitt 10.2 untersucht werden.
In diesem Abschnitt werden Typ- und Spezikationsbegri gleichgesetzt. Ein geeigneter Sub-
typbegri soll nun vorgestellt werden.
Modellklasseninklusion erf

ullt die Forderung, da ein Subtyp

uberall da einsetzbar sein mu,
wo ein Supertyp gefordert ist. Bei Denition

uber die Implementierungsrelation ist jedes
Modell eines Subtyps auch Modell eines Supertyps, es kann also immer anstelle eines solchen
benutzt werden. Erweiterungen der Syntax (im Rahmen einer Einbettung der Signaturen)
sind dabei m

oglich. Es ergibt sich f

ur die Subtyprelation folgende Denition:
Denition 10.1.1 Zwei Typen t
1
und t
2
(also zwei Spezikationen t
1
und t
2
) mit sig(t
2
) 
sig(t
1
) stehen in der Subtypbeziehung < :
t
1
< t
2
gdw: t
2
; t
1
j
sig(t
2
)
10.1 Subtypbeziehung 213
Die Reduktbildung basiert auf der Subsignaturbildung sig(t
2
)  sig(t
1
) durch die Einbettung
(vgl. Abschnitt 3.2.4). Zwei Spezikationen, die in einer Implementierungsrelation stehen,
stehen damit automatisch in der Subtypbeziehung.
Folgerung 10.1.1 Seien t
1
und t
2
Spezikationen mit sig(t
1
) = sig(t
2
).
Aus t
1
; t
2
folgt t
2
< t
1
.
Beweis: Folgt direkt aus den Denitionen von < und ;. 2
Diese Eigenschaft l

at sich fortsetzen, da die Implementierungsrelation logische Folge der
Relation  ist.
Folgerung 10.1.2 Seien t
1
und t
2
Spezikationen mit sig(t
1
) = sig(t
2
).
Aus t
1
 t
2
folgt t
2
< t
1
.
Beweis: Folgt direkt aus obiger Folgerung und Satz 8.2.1. 2
Bemerkung 10.1.1 Ein Typ kann Subtyp mehrerer Supertypen sein.
Der bisherige Ansatz nach Kapitel 9 modelliert eingeschr

ankten Polymorphismus (Subtyp-
oder Inklusionspolymorphismus), da bei der Aktualisierung in der Komposition Freiheit bei
der Auswahl eines geeigneten aktuellen Parameters im Rahmen der Implementierungsrelation
gegeben ist. Da nicht nur die Freiheit innerhalb der Implementierungsrelation vorliegt, son-
dern auch mit den Signaturmorphismen eine Teilmengenbeziehung der Signaturen beschrie-
ben werden kann, liegt bei der Komposition sogar eine Subtypbeziehung zwischen formalem
und aktuellem Parameter vor (vgl. Abschnitt 9.2.5).
Folgerung 10.1.3 Sei compose < SP
I
; SP
R
> with < SP
0
I
; SP
0
R
> via  eine korrekte
Komposition. Dann gilt: SP
0
R
< SP
I
.
Beweis: Folgt aus der Denition der Komposition und der Subtypbeziehung. 2
Ein vergleichbarer Ansatz zur Denition eines Inklusionspolymorphismus sind order-sorted
algebras [GM87a, GM87b, GW90]. Sie basieren auf einer Subtypbeziehung auf den Daten-
sorten. Ziel ihrer Einf

uhrung war die Integration von Vererbung in die algebraische Spezi-
kation. Mehrfachvererbung ist mit diesem Ansatz realisierbar. Mit dieser Ordnungbeziehung
kann auch eine bottom-Sorte deniert werden, die zur Modellierung partieller Anwendungen
herangezogen werden kann. Die folgende Denition erfolgt nach [GM87a]. Eine order-sorted
algebra ist eine Algebra, deren Tr

agermengen bzgl. einer Ordnung  eine Halbordnung bilden,
und deren Operatoren auf den Tr

agermengen bzgl.  monoton sind. Die Subsortenbeziehung
wird semantisch als Teilmengenbeziehung auf den Tr

agermengen der Algebra interpretiert.
s  t f

ur zwei Sorten s und t impliziert A
s
 A
t
f

ur die zugeh

origen Tr

agermengen. Die
Relation  kann zur Denition einer Subtyp- oder Vererbungbeziehung herangezogen werden
(vgl. Anmerkungen zum Ansatz von R. Breu in Abschnitt 10.2.6).
Auf weitere Ans

atze zur Darstellung einer Subtypbeziehung wird im n

achsten Abschnitt
(10.2.6) eingegangen.
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10.2 Objektorientierte Relationen
Zuerst wird hier die Einfachvererbung betrachtet, dann folgen Betrachtungen zur Erweiterung
auf Module und ein Abschnitt zur Mehrfachvererbung. Daran anschlieend werden noch einige
besondere Vererbungkonzepte der objektorientierten Entwicklung vorgestellt.
10.2.1 Einfachvererbung
Wenn eine Spezikation A von einer Spezikation B erbt, kann sie alle von B zur Verf

ugung
gestellten Dienste (Zustandskomponenten, Attribute und Prozeduren) nutzen, d.h. auch ande-
ren diese Leistungen zur Verf

ugung stellen sowie neue Dienste hinzuf

ugen und vorhandene |
mit bestimmten Einschr

ankungen | redenieren. Die Redenition ist Einschr

ankungen un-
terworfen, falls die Prozeduren axiomatisch speziziert sind. Eine Prozedur p kann durch eine
Prozedur q redeniert werden, wenn q eine schw

achere Vorbedingung pre (also pre
p
! pre
q
)
und eine st

arkere Nachbedingung post (also post
q
! post
p
) hat. Die Invarianten sind dabei
zu ber

ucksichtigen. Diese sind aber nichts anderes als syntaktische Abk

urzungen, die in die
Prozedurspezikationen integriert werden k

onnen (siehe Abschnitt 8.1.2).
Denition 10.2.1 Eine Spezikation SP erbt von SP
0
, falls
 SP
0
 SP j
sig(SP
0
)
und
 sig(SP
0
)  sig(SP )
Es d

urfen bei Vererbung Operationen (Prozeduren und Attribute) und Zustandskomponen-
ten hinzugenommen werden. Eine Operation wird durch die 
op
-Relation redeniert (vgl.
Abschnitt 8.1.1). Im Vergleich zur Relation  wurde hier eine Erweiterung der Signatur
zugelassen. Damit entspricht die Vererbung der Eiel-Denition [Mey92b].
Lemma 10.2.1 Die Relation 'erbt von' ist transitiv, d.h. aus SP
1
erbt von SP
0
und SP
2
erbt von SP
1
folgt SP
2
erbt von SP
0
:
Beweis: Es gelte SP
1
erbt von SP
0
, somit gilt nach Denition SP
0
SP
1
j
sig(SP
0
)
^sig(SP
0
) 
sig(SP
1
) und SP
2
erbt von SP
1
, also SP
1
 SP
2
j
sig(SP
1
)
^ sig(SP
1
)  sig(SP
2
): Da  und
 transitiv sind (siehe Satz 8.3.2) und SP
2
j
sig(SP
0
)
eine korrekte Reduktbildung beschreibt
(sig(SP
0
)  sig(SP
1
)  sig(SP
2
)), ist damit SP
2
erbt von SP
0
korrekt, d.h. die Relation ist
transitiv. 2
Im folgenden sei vorausgesetzt, da sich Axiome eindeutig den Prozeduren zuordnen lassen.
Um dies zu erreichen, k

onnen die im Kapitel 7 beschriebenen Inferenzregeln wie AND, OR,
DEMORGAN oder Lemma 8.2.1 benutzt werden. Da immer nur ein Axiom pro Prozedur
notwendig ist, wurde ebenfalls in Lemma 8.2.1 gezeigt. Es soll nun ein Spezikationsopera-
tor inherit deniert werden, der die Vererbungsrelation erbt von erh

alt. Relationen gelten
unabh

angig von der Benutzerspezikation. Eine Vererbungsbeziehung zwischen zwei Spezi-
kationen soll aber in der Regel nur zwischen bestimmten, vom Benutzer explizit angegebenen
Spezikationen gelten. Daher wird ein Spezikationsoperator deniert, mit dem die erbt von-
Beziehung durch den Benutzer deniert werden kann.
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Denition 10.2.2 Sei sp = < sig(SP );Mod(SP ) > durch SP = < S; Z;OP;E > spezi-
ziert. Es wird angenommen, da jede Prozedur durch nur ein Axiom speziziert ist und die
Invarianten den Prozeduren zugeordnet sind (siehe Abschnitt 8.2). Der Spezikationsoperator
inherit mit
inherit from SP extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>
ist deniert durch:
1. sp = ?
spec
:
inherit from SP extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
> := ?
Spec
2. sp 6= ?
spec
:
sig(inherit from SP extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>) :=
< S [ S
1
; Z [ Z
1
; OP [OP
1
>
und
Mod(inherit from SP extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>) :=
fO 2 Obj(< S [ S
1
; Z [ Z;OP [OP
1
>) j O j= E
1
[E
2
[ (E n Ej
OP
2
)g
Ej
OP
2
bezeichnet die Axiome aus E, die die Operationen in OP
2
betreen, also die Axiome,
die eine Prozedur p in der Form ! [p(: : :)]  spezizieren.
Denition 10.2.3 inherit heit korrekt, falls
 SP  (inherit from SP extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>)j
sig(SP )
 OP
1
\ opns(sig(SP )) = ;; OP
2
 opns(sig(SP ))
Redenierte Dienste (OP
2
) m

ussen schon vorhanden sein, Erweiterungen (OP
1
) d

urfen noch
nicht vorhanden sein. Damit sind die Mengen der redenierten Dienste und der Erweiterungen
disjunkt (OP
1
\OP
2
= ;).
Folgerung 10.2.1 Falls ein durch inherit konstruierter Spezikationsausdruck korrekt ist,
erbt die neu konstruierte Spezikation von SP (nach Denition 10.2.1).
Beweis: Erster Spiegelpunkt in Denition 10.2.3 und Denition 10.2.1. 2
Satz 10.2.1 Es sei ein relativ vollst

andiges und konsistentes Beweissystem f

ur die Spezi-
kationslogik angenommen. Dann deniert inherit eine Spezikationsfunktion.
Beweis: Sei sp
i
das zum Spezikationsausdruck SP
i
geh

orende Element aus Spec
?
f

ur
i = 1; 2. Seien als Abk

urzungen deniert:
INH
1
 inherit from SP
1
extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>
INH
2
 inherit from SP
2
extend < S
1
; Z
1
; OP
1
; E
1
> redefine < OP
2
; E
2
>
Es sind Striktheit und Monotonie zu zeigen.
 Striktheit: nach Denition.
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 Monotonie: Zu zeigen ist (mit sig(SP
1
) = sig(SP
2
)):
sp
1
v
Spec
sp
2
) < sig(INH
1
);Mod(INH
1
) >v
Spec
< sig(INH
2
);Mod(INH
2
) >
Nach Voraussetzung gilt Mod(SP
2
)  Mod(SP
1
); d.h. E
SP
2
` E
SP
1
gilt, da ein (re-
lativ) vollst

andiges und konsistentes Beweissystem angenommen wurde (siehe Kapitel
7). Nach Konstruktion von inherit (Denition der Modellklasse) gilt damit
Mod(INH
2
) Mod(INH
1
)
und somit auch
INH
1
v
Spec
INH
2
:
2
Der inherit-Operator etabliert die Relation erbt von. Es ist noch zu zeigen, da die Verer-
bungsrelation die Subtypbeziehung impliziert.
Lemma 10.2.2 Gelte SP
1
erbt von SP
0
. Dann folgt SP
1
< SP
0
.
Beweis: Folgt aus den Denitionen von erbt von und < sowie Satz 8.2.1. 2
10.2.2 Vererbung f

ur parametrisierte Spezikationen und Module
Die Denition der Vererbung f

ur parametrisierte Spezikationen oder Module soll nicht formal
erfolgen. Die Konzeption eines Vererbungsbegries f

ur parametrisierte Spezikationen oder
Module kann anhand von Ko- oder Kontravarianzdenitionen erfolgen. Cardelli deniert in
[Car84] eine kontravariante Subtypbeziehung  f

ur Funktionstypen wie folgt:
Es gilt S
1
! S
2
 T
1
! T
2
; falls T
1
 S
1
und S
2
 T
2
:
Kontravarianz wird genutzt, um Subtypbeziehungen zu denieren (siehe [Cas95]). Eine Sub-
typbeziehung charakterisiert, welche Mengen von Funktionen eine gegebene Funktion in jeder
beliebigen Situation ersetzen k

onnen. Kovarianz ist ein anderes Konzept, das die Spezialisie-
rungsbeziehung zu formulieren gestattet. Hier wird charakterisiert, welcher neue Code alten
Code in bestimmten Situationen ersetzen kann. F

ur Kovarianz mu gelten:
Es gilt S
1
! S
2
 T
1
! T
2
; falls S
1
 T
1
und S
2
 T
2
:
Nach [Cas95] f

uhrt Kovarianz zu Typisierungsproblemen, ist aber einsichtiger.
Parametrisierung ist hier der Mechanismus zur Denition des formalen Imports. Es liegt also
nahe, die Ideen der Ko- oder Kontravarianz hier anzuwenden. Die Implementierungsrelation
f

ur parametrisierte Spezikationen (Denition 9.2.9) realisiert nach den obigen Begrisde-
nitionen also Kontravarianz, wenn eine Spezikation < SP
I
; SP
R
> als funktionaler Typ
SP
I
! SP
R
aufgefat wird. Die Vererbung f

ur parametrisierte Spezikationen kann in glei-
cher Weise deniert werden.
Der Export ist eine Abstraktion des Rumpfes. Er sollte im Rahmen einer Vererbungsdenition
f

ur Module wie der Rumpf behandelt werden.
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Zu Vor- und Nachteilen von ko- bzw. kontravarianten Denitionen siehe [Cas95]. Ko- und
Kontravarianz sind die

ublichen Vorgehensweisen, Vererbung kompositional von einfachen
Konstruktionen auf parametrisierte zu

ubertragen. Bei einer kontravarianten Denition k

onn-
te die horizontale Kompositionseigenschaft in bezug auf die Vererbungsrelation nachgewiesen
werden. Der Beweis verliefe dann unter Anwendung von Satz 8.2.1 analog zur horizontalen
Komposition in bezug auf die Implementierungsrelation (S

atze 9.2.3 und 9.3.2), es m

ussen
dabei lediglich die f

ur die Vererbung m

oglichen syntaktischen Erweiterungen betrachtet wer-
den. Bei kovarianter Denition ist der Nachweis der Bedingung b) der S

atze 9.2.3 und 9.3.2
nur durch eine starke Restriktion der Vererbung erreichbar. Diese Problematik wird in [Cas95]
unter dem Stichwort Typisierung betrachtet.
10.2.3 Mehrfachvererbung
Namenskonikte erschweren die Anwendung von Mehrfachvererbung. Namenskonikte (eng-
lisch Name Clashes) sollen hier deshalb Durch den rename-Operator k

onnen ggf. Probleme
bez

uglich der Operationsnamen umgangen werden. Ein Vereinigungsoperator
S
auf Spezi-
kationen, der Signaturen und Axiome vereinigt, ist dann problemlos einsetzbar.
Denition 10.2.4 Eine Spezikation SP erbt mehrfach von den Spezikationen SP
1
;
: : : ; SP
n
, falls
 alle Namen von Operationssymbolen und Sortensymbolen aller SP
i
; i = 1; : : : ; n jeweils
paarweise verschieden sind (also keine Namenskonikte entstehen),
 (
S
n
i=1
SP
i
) SP j
sig(
S
n
i=1
SP
i
)
,
 sig(
S
n
i=1
SP
i
)  sig(SP ).
Lemma 10.2.3 Die Relation 'erbt mehrfach von' ist transitiv.
Beweis: Analog der Transitivit

at der Relation erbt von (Lemma 10.2.1), da SP
0
=
S
n
i=1
SP
i
gesetzt werden kann. 2
Die bei mehrfacher Vererbung auftretenden Probleme wiederholtes Erben, d.h. mehrfaches
Erben vom selben Vorfahren (auch hier ist die Bedingung verletzt, da bei Mehrfacherbung
die Namen verschieden sein m

ussen), und Namenskonikte (vgl. [Mey88]) k

onnen mit Um-
benennung und Export behandelt werden.
10.2.4 Besondere Konzepte der Vererbung
Hier sollen Konzepte wie Redenition oder verz

ogerte bzw. virtuelle Klassen vorgestellt wer-
den. Die Konzepte stammen in der hier zugrundegelegten Form aus der objektorientierten
Programmierung und sind in Sprachen wie Eiel oder C++ realisiert.
Redenition: Die Redenition, wie sie in Eiel realisiert ist, ist als Konzept in ihrer be-
dingten (d.h. durch semantische Bedingungen eingeschr

ankten) Form schon durch die
Relation  vorgestellt und formalisiert worden. In vielen objektorientierten Sprachen
ist sie allerdings nur in der unbedingten Form (d.h. nur signaturbasiert ohne Ber

uck-
sichtigung semantischer Eigenschaften) realisiert.
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Verz

ogerte Klassen: Mit diesem Begri (englisch deferred classes) werden von B. Mey-
er Klassen bezeichnet, in denen einzelne Operationen nicht ausformuliert sind. Diese
Operationen werden dann abstrakt genannt. Lediglich Name und Parameterschnittstelle
werden angegeben. Mangels Implementierungen sind solche Klassen nicht ausf

uhrbar.
Mit diesem Mechanismus kann eine explizite Implementierung auf sp

ateren Vererbungs-
ebenen erzwungen werden. Verz

ogerte Klassen k

onnen also als Spezikationen oder par-
tielle Implementierungen angesehen werden. Sinnvoll ist ein solcher Ansatz dann, wenn
das zu implementierende Verhalten einer Operation etwa durch Vor- und Nachbedin-
gungen speziziert wird (siehe Eiel [Mey92a]). Verz

ogerte Klassen werden auch als
abstrakte Klassen bezeichnet.
Die virtuellen Klassen von C++ sind ein Spezialfall der verz

ogerten Klassen, in denen
keinerlei Implementierung (d.h. kein Rumpf der Operationen) vorhanden ist.
Die hier vorgestellten Konzepte lassen sich durch das Vorhandensein der Spezikationslogik
und der Relationen zwischen Spezikationen leicht im vorliegenden Ansatz darstellen.
10.2.5 Benutztbeziehung
Als Clientship bezeichnet B. Meyer eine Beziehung zwischen einem Modul A und anderen,
die von A benutzt werden. Durch das Konzept des formalen Imports entsteht die Benutzt-
beziehung im Sinne von B. Meyer zwischen dem Rumpf einer parametrisierten Spezikation
und der Aktualisierung des formalen Parameters. Im Abschnitt 9.2.5 und in Denition 9.2.10
wird dieser Aspekt betrachtet.
10.2.6 Vergleichbare Ans

atze
In [Bre91] werden zwei unterschiedliche Aspekte der Vererbung identiziert. Der eine |
auch mit dem Begri Vererbung gekennzeichnet | basiert auf dem semantischen Konzept
der Modellverfeinerung, d.h. Modelle eines Nachfahren sind Erweiterungen der Modelle des
Vorfahrens. Die Subtypbeziehung (es wird auch von Subklassen gesprochen) basiert auf Da-
tenverfeinerung. Hier liegt eine Teilmengenbeziehung der Tr

agermengen zugrunde, model-
liert durch ordnungssortierte Algebren. Hierdurch wird Inklusionspolymorphismus realisiert.
Diese Sicht der Vererbung basiert auf den Ideen von Cook et.al. [CHC90]. Die Vererbung
gilt in [Bre91] (sp erbt von sp
0
), falls  : sig(sp
0
) ! sig(sp) ein Signaturmorphismus ist
und Mod(sp)j

 Mod(sp
0
) gilt. sp ist Subklasse von sp
0
genau dann, wenn sig(sp
0
) 
sig(sp); sorts(sp)  sorts(sp
0
) und Mod(sp)j
sig(sp
0
)
 Mod(sp
0
).  ist die Ordnung auf Sor-
ten. s  t f

ur zwei Sorten s; t impliziert A
s
 A
t
f

ur die zugeh

origen Tr

agermengen. Die
Denitionen sind Denition 4.1 in [Bre91] entnommen. Wie leicht zu sehen ist, lassen sich
beide Relationen (bis auf das Ordnungskriterium ) durch die Implementierungsrelation
darstellen. Eine Teilmengenbeziehung zwischen Tr

agermengen wird hier nicht unterst

utzt.
Statt dessen wurde die Subtypbeziehung hier

uber ;, und damit

uber Modellverfeinerung,
deniert. Damit ist die Idee der Ersetzbarkeit von Supertypobjekten durch Subtypobjekte
realisiert. Betrachtet man im vorliegenden Ansatz objektwertige Sorten, deren Tr

agermen-
gen also Mengen von -Objekten sind, und nutzt die Modellklasseninklusion, so ergeben sich
Parallelen zum Ansatz ordnungssortierter Algebren. Die Ordnung ist hier v
spec
. Echte Werte,
wie z.B. Wahrheitswerte oder nat

urliche Zahlen, w

urden dann als degenerierte Objekte, d.h.
Objekte ohne ver

anderbaren Zustand, angesehen.
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Parisi-Presicce und A. Pierantonio [PPP94] besch

aftigen sich, wie Breu [Bre91] auch, mit der
Vererbungsrelation im Kontext algebraischer Spezikationen. [PPP94] stellen

Ahnlichkeiten
zwischen der Hierarchie der Spezikationen, die sich aus der Komposition ('benutzt') ergibt,
und der Vererbungshierarchie (siehe dort Abschnitt 5 und Conclusions) fest. Eine Klasse C,
die eine Importspezikation einer parametrisierten Klasse C
0
erf

ullt, kann als Nachfahre in
einer Vererbungsbeziehung von C
0
angesehen werden. C ist dann eine Spezialisierung von C
0
.
Dies entspricht der Korrektheit der Komposition hier; die Spezialisierung ist hier durch die
Implementierungsrelation ausgedr

uckt.
Castagna [Cas95] untersucht Subtypen und Spezialisierungen, die durch die Konzepte Kon-
travarianz (Subtyp) und Kovarianz (Spezialisierung) ausgedr

uckt werden k

onnen.
Es sollen nun noch Vererbungsrelationen in verschiedenen objektorientierten Programmier-
sprachen (Eiel nach [Mey92b], Smalltalk nach [Gol85], Beta nach [MMPN93]) betrachtet
werden. Es wird jeweils gezeigt, da sich die dort vorhandenen Konzepte mit den hier erar-
beiteten Mitteln modellieren lassen.
Wie schon angedeutet, ist die Vererbungsdenition von Eiel direkt durch die Relation 
formalisiert. Eiel erlaubt Erweiterungen, auerdem d

urfen Operationen unter den genannten
Einschr

ankungen redeniert werden. Eiel erlaubt Mehrfachvererbung.
Smalltalk realisiert Vererbung in der Tradition von Simula. Es ist also nur Einfachvererbung
gestattet. Nachfolger k

onnen gegen

uber dem Vorg

anger neue Variablen und neue Operationen
enthalten. Operationen k

onnen redeniert werden. Da es keine axiomatische Spezikation der
Operationen gibt, ist die Redenition nicht weiter eingeschr

ankt. Nimmt man nun an, da die
Operationen axiomatisch so speziziert sind, da jedes Modell (sofern es den syntaktischen
Vorgaben entspricht, also korrekt typisiert ist) geeignet ist, dann l

at sich die Smalltalk-
Vererbung durch die Implementierungrelation darstellen. Eine Vererbungrelation, die auch
eine explizit spezizierte Verschlechterung bei der Redenition zul

at, l

at sich ebenfalls
modellieren, auch wenn sich jetzt die Implementierung nicht direkt einsetzen l

at. Durch
Anwenden des export-Operators wird zuerst die zu redenierende Operation ausgeblendet.
Dann kann sie

uber den inherit-Operator als Neudenition wieder hinzugenommen werden.
Beta realisiert Vererbung ebenfalls in der Simula-Tradition, verallgemeinert den Ansatz aber.
Das Grundkonstrukt von Beta sind Muster (pattern). Eine Submusterhierarchie kann mo-
delliert werden. Die Menge der Objekte eines Submusters ist Teilmenge der Objekte des
Supermusters. Diese Teilmengenbildung wird durch Hinzuf

ugen von weiteren Eigenschaften
erreicht. Dazu geh

oren neue Attribute oder Eigenschaften der Attribute. Eine besondere
Stellung nimmt die Spezialisierung von Aktionen (in Beta Prozedurmuster genannt) ein. Ein
sogenanntes inner-Konstrukt wird dazu bereitgestellt. Ein Prozedurmuster speziziert eine
partiell geordnete Sequenz von Teilaktionen, welche spezialisiert werden kann. Die Spezialisie-
rung beruht auf dem Vererben von imperativen Code-Fragmenten. Dies l

at sich ebenfalls mit
den vorliegenden Mitteln modellieren. Sei ! [P ]  die Spezikation des Superprozedurmu-
sters P und 
0
! [P
0
]  
0
die Spezikation des Subprozedurmusters P
0
. P und P
0
sind jeweils
Programmfragmente, die aus Teilfragmenten P  P
1
; : : : ; P
n
und P
0
 P
0
1
; : : : ; P
0
m
durch die
Programmkonstruktoren bedingtes Kommando oder Kommandosequenz auf primitiven Kom-
mandos zu der geforderten, partiell geordneten Kommandosequenz zusammengesetzt sind. In
der Folge der P
i
kann das Konstrukt inner (mehrfach) benutzt werden. Bei Ausf

uhrung eines
Submusters wird die Supermusterfolge ausgef

uhrt, wobei anstelle des inner jeweils die Folge
der Programmfragmente des Submusters eingesetzt wird. Modelle von P bzw. P
0
ber

uck-
sichtigen deren interne Struktur und die Spezikation der P
i
und P
0
j
(
P
i
! [P
i
]  
P
i
und
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P
0
j
! [P
0
j
]  
P
0
j
). inner kann so speziziert werden (false ! [inner] true), da jedes Pro-
grammfragment 
0
! [P
0
]  
0
ein korrektes Subprozedurmuster ist. Die P
0
j
des Submusters
ersetzen also das inner-Konstrukt (bestimmte P
i
des Supermusters). Es k

onnen dadurch
Abh

angigkeiten beschrieben werden, die sich nicht unbedingt durch Modellklasseninklusion
beschreiben lassen, etwa wenn durch inner im Subprozedurmuster P
0
die Nachbedingung  
0
so ver

andert wird, da nicht mehr  
0
!  gilt. Es mu dann das oben schon vorgestellte
Vorgehen des Ausblendens und Neudenierens gew

ahlt werden.
10.3 Zusammenfassung und Abschlubemerkungen
Der Bereich der Relationen zwischen Spezikationen (Kapitel 8, 9 und 10) soll mit einer sy-
stematischen Zusammenfassung der bisher betrachteten Relationen zwischen Spezikationen
beendet werden.
Folgende Relationen SP
1
R SP
2
sind f

ur einfache Spezikationen SP
1
; SP
2
deniert worden:
Name Syntaktische Bedingung Semantische Bedingung
; sig(SP
1
) = sig(SP
2
) Mod(SP
2
) Mod(SP
1
)
 sig(SP
1
) = sig(SP
2
) 8op 2 OP : op
SP
1

op
op
SP
2
Import von sig(SP
1
)  sig(SP
2
) Mod(SP
1
) Mod(SP
2
)j
sig(SP
1
)
Export von sig(SP
1
)  sig(SP
2
) Mod(SP
1
) Mod(SP
2
)j
sig(SP
1
)
state comp(sig(SP
1
)) = ;
< sig(SP
2
)  sig(SP
1
) Mod(SP
1
)j
sig(SP
2
)
Mod(SP
2
)
erbt von sig(SP
2
)  sig(SP
1
) SP
2
 SP
1
j
sig(SP
2
)
Auf den Modellsemantiken < ; C > und < 
0
; C
0
> mit ;
0
Signaturen und C;C
0
Modell-
klassen ist folgende Relation deniert:
Name Syntaktische Bedingung Semantische Bedingung
v
Spec
 = 
0
C
0
 C
F

ur parametrisierte Spezikationen SP
1
= < SP
1
I
; SP
1
R
> und SP
2
= < SP
2
I
; SP
2
R
> sind
folgende Relationen deniert worden:
Name Syntaktische Bedingung Semantische Bedingung
;
par
sig(SP
1
R
) = sig(SP
2
R
) SP
1
R
; SP
2
R
sig(SP
1
I
) = sig(SP
2
I
) SP
2
I
; SP
1
I
benutzt  ist SP
1
I
; SP
2
R
j

Signaturmorphismus
Denierte Relation f

ur Module SP
1
= < SP
1
I
; SP
1
R
; SP
1
E
>; SP
2
= < SP
2
I
; SP
2
R
; SP
2
E
> ist:
Name Syntaktische Bedingung Semantische Bedingung
;
mod
sig(SP
1
R
) = sig(SP
2
R
) SP
1
R
; SP
2
R
sig(SP
1
E
) = sig(SP
2
E
) SP
1
E
; SP
2
E
sig(SP
1
I
) = sig(SP
2
I
) SP
2
I
; SP
1
I
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Um eine der Relationen zwischen zwei Spezikationen aufzustellen, ist in der Regel zuerst
in jeder Benutzung einer Relationsform eine Anpassung von Signaturen durchzuf

uhren. Dies
ist ein rein syntaktisches Vorgehen und daher problemlos. Die Spezikationsoperatoren sind
durch Signaturmorphismen deniert, etwa rename basiert auf einem bijektiven Signaturmor-
phismus, export deniert eine Einbettung. Sie erlauben also die in den Relationsdenitionen
geforderte Reduktbildung auszuf

uhren. Nach Anpassung der Signaturen reduzieren sich die
meisten Relationen auf die Implementierungrelation ;. Diese ist zwar eine semantisch basier-
te Konstruktion, kann aber in der Regel durch die konstruktivere Relation  ersetzt werden.
Lemma 10.3.1 Seien SP
1
und SP
2
einfache Spezikationen. Dann gilt:
(1) SP
1
< SP
2
, SP
1
Import von SP
2
(2) SP
1
 SP
2
) SP
1
; SP
2
SP
1
; SP
2
) SP
1
< SP
2
SP
1
Export von SP
2
) SP
1
< SP
2
SP
1
Export von SP
2
) SP
1
Import von SP
2
SP
1
 SP
2
) SP
1
erbt von SP
2
Beweis: Siehe Tabelle f

ur einfache Spezikationen. 2
Folgerung 10.3.1 Seien SP
1
und SP
2
Spezikationen mit sig(SP
1
) = sig(SP
2
). Dann gilt:
(1) SP
1
; SP
2
, SP
1
< SP
2
SP
1
< SP
2
, SP
1
Import von SP
2
SP
1
Import von SP
2
, SP
1
Export von SP
2
SP
1
erbt von SP
2
, SP
1
 SP
2
(2) SP
1
 SP
2
) SP
1
; SP
2
Beweis: Siehe Tabelle f

ur einfache Spezikationen. 2
Folgerung 10.3.1 zeigt, da nach syntaktischer Anpassung von Signaturen die wichtigsten
Relationen

aquivalent zur Implementierungsrelation sind (dies gilt auch f

ur die Beziehung
zwischen aktuellem und formalem Parameter einer Komposition). Die Implementierungsre-
lation wiederum l

at sich durch die syntaktisch orientierte Relation  approximieren. Damit
sind zur Handhabung des Ansatzes im wesentlichen syntaxbasierte Mechanismen erforderlich.
Die hier vorgestellten Spezikationsmechanismen und -relationen umfassen die g

angigen Kon-
zepte in existierenden imperativen und objektorientierten Programmier- und Spezikations-
sprachen (Eiel, Beta, Smalltalk, OS (nach R. Breu)). Es wurde hier, wie auch in [Bre91],
versucht, Relationen der objektorientierten Entwicklung in einen Ansatz formaler, axiomati-
scher Spezikation zu integrieren.
Es wurde in diesem Kapitel ein Ansatz realisiert, der unter der BezeichnungModul eine forma-
le Importschnittstelle mit einer expliziten Exportschnittstelle

uber einer Rumpfspezikation
realisiert. Dies waren Anforderungen des Komponentenmodells. Diese Mechanismen erlau-
ben verschiedene methodische Vorgehensweisen. Ein bottom-up-Vorgehen zur Konstruktion
umfassender Bausteine aus einfacheren durch Aktualisierung eines formalen Imports einer
Komponente durch eine Exportspezikation einer anderen ist ebenso m

oglich, wie ein top-
down-Vorgehen durch Verfeinerung und Implementierung. Insbesondere durch den formalen
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Imports wird die unabh

angige Entwicklung einzelner Komponenten erlaubt. Erst bei der
Komposition werden Kontextbez

uge hergestellt.
Als Semantik f

ur die Spezikationsausdr

ucke wurde hier eine funktionale, d.h. auf typisiertem
-Kalk

ul basierende Semantik gew

ahlt. Morphismen zwischen Spezikationsteilen (Rumpf,
Import, Export) basieren auf Modellklasseninklusion (formalisiert durch die Implementie-
rungsrelation ;). ; ist die zentrale Relation. Bei gleicher Signatur zweier Spezikationen
SP
1
; SP
2
gilt f

ur fast alle Relationen R (siehe Folgerung 10.3.1)
SP
1
R SP
2
) SP
1
; SP
2
falls R hier eine der Relationen < (Subtypbeziehung),  (Vererbungsrelation), Importrela-
tion oder Exportrelation ist. Bei der Subtypbeziehung ist die Umkehrung R
 1
zu nehmen
(sie entspricht in der denierten Form dem

ublichen Sprachgebrauch). Alle wichtigen Kor-
rektheitsbedingungen (etwa f

ur Komposition oder parametrisierte Spezikation) sind durch
die Implementierungsrelation (und ggf. eine syntaktische Anpassung) deniert worden. ;
ist die m

achtigste der betrachteten Relationen. Von allen untersuchten gilt die Implementie-
rungsrelation zwischen den meisten Spezikationen. Auch im Vergleich zu anderen Ans

atzen
aus der Literatur ist die Implementierungrelation hier m

achtig angelegt, da die Relation auf
Modellklasseninklusion basiert { ein intuitiv einsichtiger Ansatz im Gegensatz zu Implemen-
tierungsbegrien, die auf der Anwendung einer Folge von Spezikationsoperatoren basieren
[Wir90, Par90]
1
. Modelle sind hier nach dem sehr losen Ansatz gebildet, d.h. die Modellklas-
sen m

ussen weder isomorphieabgeschlossen noch vollst

andig erreichbar sein. Es werden alle
Objekte als Modelle akzeptiert, die ein geeignetes Verhalten realisieren. Der Modellbegri ist
daher im weitestm

oglichen (sinnvollen) Umfang deniert. Wesentliches Kriterium bei der De-
nition war die Verhaltensgleichheit. Unterschiedliche interne Strukturierungen sollten keine
Rolle spielen. Da die Implementierungsrelation allerdings nur auf rein semantischen Kriterien
(der Modellklasseninklusion) beruht, ist der Ansatz durch verschiedene, methodisch moti-
vierte Relationen erweitert worden, die konstruktiver, d.h. st

arker syntaktisch basiert, und
somit f

ur den Spezizierer beherrschbarer sind.
1
Bei diesen ergibt sich zus

atzlich das Problem, da die horizontale Kompositionseigenschaft nicht (immer)
gilt.
Teil IV
Abschlu
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Kapitel 11
Zusammenfassung und zuk

unftige
Arbeiten
11.1 Zusammenfassung
Der in dieser Arbeit vorgestellt Ansatz stellt die formalen Grundlagen bereit, die notwendig
sind, um einen integrierten Sprachansatz aus imperativer Programmiersprache und zustands-
basierter, komponentenorientierter Spezikationssprache denieren zu k

onnen. Es wurde da-
bei ein besonderes Augenmerk auf die Anwendbarkeit des Ansatzes gelegt. Es sollen also mit
Hilfe dieses Ansatzes reale Programmiersprachen betrachtet werden k

onnen, die mehr als
nur 'Spielzeug'-Charakter haben. Durch die Betrachtung verschiedenster Programmierspra-
chenkonzepte ist dies m

oglich. Eine Unterst

utzbarkeit durch Werkzeuge in einer Software-
Entwicklungsumgebung war eine Leitlinie beim Entwurf des Ansatzes.
Ihre Hauptmotivation bezieht diese Arbeit aus der Notwendigkeit formaler Methoden in der
Software-Entwicklung. Insbesondere in die am weistesten verbreiteten imperativen Sprachen
haben sie kaum Eingang gefunden. Unter dem Gesichtspunkt der Korrektheit von Software
ist dies aber von essentieller Bedeutung.
In dieser Arbeit wurden alle wesentlichen Konstrukte bereitgestellt, die notwendig sind, einen
integrierten, praxisrelevanten Sprachansatz denieren zu k

onnen. Im Bereich der imperati-
ven Konstrukte sind alle g

angigen Elemente imperativer Sprachen behandelt. Die Auswahl
dynamischer Logik zur Spezikation fut auf den positiven Erfahrungen, die mit Invarianten
und Vor- und Nachbedingungen zur Spezikation zustandsbasierter Datentypen (wie etwa in
Eiel) gemacht wurden und auch auf langj

ahrigen Erfahrungen aus dem Einsatz der Hoare-
Logik und Sprachen wie VDM und Z zur Spezikation und Verikation von Programmen.
Die dynamische Logik bietet hier sogar noch weitere M

oglichkeiten. Die f

ur den Bereich
der horizontalen und vertikalen Entwicklung ausgew

ahlten Konstrukte haben sich bereits
in einer Vielzahl von algebraischen Spezikationssprachen bew

ahrt. Sie wurden zudem in ein
Komponentenkonzept eingebettet, da die Software-Entwicklung in Gruppen und in gr

oeren
Projekten unterst

utzt.
Im Ansatz sind die Forderungen des Komponentenmodells CM realisiert. Es sind also nicht
nur m

achtige Beschreibungsmittel f

ur Komponenten selbst, sondern auch Konzepte zur Un-
terst

utzung methodischer Belange, wie Modularisierung oder Verfeinerung, mit in die Arbeit
eingeossen.
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Im Kern des Ansatzes steht das Berechnungsmodell der -Objekte. Vereinfacht gesprochen
sind -Objekte Algebren, die um ein Zustandskonzept erweitert wurden. Ein Zustand kann
durch Kommandos, die zus

atzlich zu Ausdr

ucken bereit stehen, ver

andert werden. Komman-
dos und Ausdr

ucke bilden die Benutzungsschnittstelle der -Objekte. Diese sind formal durch
Mengen und Funktionen auf diesen Mengen deniert. -Objekte realisieren damit eine formal
denierte abstrakte Maschine. -Objekte sind in verschiedenen Richtungen erweitert worden.
Die formale Denition ist auf Fixpunktsemantik erweitert worden, so da auch rekursive Ope-
rationsdenitionen zugelassen sind. Zur weiteren Unterst

utzung prozeduraler Abstraktionen
wurden deren verschachtelte Denierbarkeit, verschiedene Parameter

ubergabemechanismen
und lokale Objekte in Operationen betrachtet. Erweiterungen des Typsystems auf -Objekt-
Ebene wurden realisiert. Hierzu geh

oren Datentypkonstruktoren, objektwertige Typen und
polymorphe Typen.
-Objekte sind so gestaltet, da auf ihnen sowohl imperative Sprachen semantisch deniert
(sie nutzen den Charakter der abstrakten, formal denierten Maschine) als auch Interpre-
tationen zustandsbasierter Logiken festgelegt werden k

onnen (letztere betrachten -Objekte
als semantische Strukturen). Damit wird eine konstruktive Modellbildung erlaubt, d.h. die
Modellbildung der logischen Spezikationssprache basiert auf der Semantik der imperativen
Sprache. Hier wurde eine dynamische Logik vorgestellt. Sie erweitert eine Pr

adikatenlogik
um Konnektoren zur Spezikation von Zustands

uberg

angen. Als Modelle dieser

Uberg

ange
werden bzgl. der Spezikation partiell korrekte Funktionen akzeptiert. Modellbildung erfolgt
hier nach einem sehr losen Ansatz, d.h. da Erreichbarkeit von Tr

agerelementen nicht ge-
fordert wird und Modellklassen nicht isomorphieabgeschlossen sein m

ussen. Es wird so eine
verhaltensorientierte Modellbildung erreicht, in der Strukturaspekte transparent sind. Um
die M

achtigkeit des Ansatzes weiter zu erh

ohen, sind auf Spezikationsebene Konstrukte
eingef

uhrt worden, die spezielle Eigenschaften der -Objekte sichtbar machen. Drei Stan-
dardpr

adikate werden hierzu eingesetzt. Ein Ordnungspr

adikat erlaubt es, Aussagen

uber
Halbordnungen auf Tr

agermengen zu machen. Das Gleichheitspr

adikat wurde von einer festen
Interpretation als Identit

at gel

ost und kann nun frei als

Aquivalenzrelation deniert werden.
Mit Hilfe eines Beobachtungspr

adikates k

onnen Aussagen

uber erreichbare Teilstrukturen
gemacht werden. Zur Logik geh

ort ein konsistentes und relativ vollst

andiges Beweissystem.
Dieses unterst

utzt die Ziele einer Programmlogik, die partielle Korrektheit von Implementie-
rungen gegen

uber Spezikationen nachweisbar macht.
Den letzten Teil der Arbeit bildet die

Ubertragung der aus der Literatur bekannten Ans

atze
horizontaler und vertikaler Entwicklung. Im Zentrum steht hier eine Implementierungsrelation
zwischen zwei Spezikationen, die

uber Modellklasseninklusion deniert ist. Sie kann beliebige
semantische Verfeinerungen von Spezikationen fassen und ist daher fundamental. Da die
Implementierungsrelation rein auf semantischen Kriterien beruht, wurde eine Spezialisierung
dieser Relation deniert, die st

arker als die Implementierungsrelation selbst auf syntaktischen
und damit f

ur den Spezizierer

uberpr

ufbaren Kriterien beruht.
Vertikale Entwicklung bedeutet Senken des Abstraktionsniveaus einer Spezikation. Dies
kann direkt mit der Implementierungsrelation modelliert werden. Horizontale Entwicklung
setzt im wesentlichen das Konzept modularer Entwicklung um. Es werden Parametrisierungs-
und Schnittstellen-Konstrukte deniert, auf denen Kompositionen basieren. Zur weiteren Un-
terst

utzung wurden einige Spezikationsoperatoren angeboten. Wichtige Eigenschaften wie
die horizontale und die vertikale Kompositionseigenschaft konnten nachgewiesen werden. Be-
ziehungen zwischen Spezikationen konnten in der Regel auf die Implementierungsrelation
zur

uckgef

uhrt werden. Als Erweiterung der Betrachtung wurden eine Reihe weiterer Relatio-
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nen zwischen Spezikationen untersucht, die f

ur Aspekte wie Typisierung oder Objektorien-
tierung von Bedeutung sind.
Die Anwendbarkeit der vorgestellten Ergebnisse war von besonderer Bedeutung bei der Ge-
staltung dieser Arbeit. Die Anwendbarkeit des Ansatzes zur Denition von Spezikations- und
Implementierungssprachen wurde immer im Auge behalten. Die Kritik der Unstrukturiert-
heit und der f

ur Anwender zu starken Formalit

at an denotationaler Semantik zur Denition
imperativer Sprachen wurde ber

ucksichtigt und f

uhrte zur Denition einer erweiterbaren,
modularen, formal denierten abstrakten Maschine, den -Objekten. Der Semantikansatz
der -Objekte ist so gestaltet worden, da die Denition imperativer Sprachen durch Be-
reitstellung einer Vielzahl von Sprachprimitiven gegen

uber der Benutzung klassischer Se-
mantikans

atze deutlich erleichtert wird. Die Konzepte f

ur Spezikationssprachen orientieren
sich vielfach direkt an bew

ahrten Konzepten, etwa an algebraischen Spezikationssprachen,
die hier an den zustandsbasierten Kontext angepat wurden. Spezikationsans

atze sind oh-
ne Unterst

utzung durch Werkzeuge nur wenig f

ur den praktischen Einsatz geeignet. Dieses
wurde beim Entwurf der Spezikationslogik und der Konzepte zur horizontalen und verti-
kalen Entwicklung ber

ucksichtigt. Syntaktische Kriterien lassen sich leicht durch Werkzeuge
unterst

utzen. Die Implementierungsrelation wurde durch die konstruktivere Relation  un-
terst

utzt. Hierzu wurden noch eine Reihe von Verfeinerungsschemata angegeben. Die Kritik
am wenig konstruktiven Vorgehen der Verikation wurde damit aufgegrien und in ein mehr
transformationelles, korrektheitserhaltendes Vorgehen umgesetzt. Die Konzepte der horizon-
talen Entwicklung sind durch Signaturmorphismen und die Implementierungsrelation (die
wiederum durch  approximiert werden kann) deniert.
Fazit
Die Kernidee dieser Arbeit war, die formale Spezikation zustandsbasierter, modularer Syste-
me zu erm

oglichen. Zum einen sind viele der zu realisierenden Software-Systeme zustands-
basiert. Zum anderen basieren imperative oder objektorientierte Sprachen auf einem Zu-
standskonzept. Geeignete Abstraktionen hierf

ur sind also sinnvoll. Aus dieser Idee ergibt
sich sofort die Anforderung, ein geeignetes Berechnungsmodell zur Denition eines solchen
Ansatzes | Spezikations- und Programmiersprachen integrierend | verf

ugbar zu machen.
Da -Objekte hier ein ad

aquates, problemnahes Konzept darstellen, konnte gezeigt werden.
Das Komponentenmodell CM zeigt, da auch die Methodik und der Proze der Software-
Entwicklung in die Sprachgestaltung einieen sollte. Dieser Anforderung ist Rechnung ge-
tragen, indem ein modulares Komponentenkonzept und eine Vielzahl m

achtiger Relationen
zwischen Spezikationen erarbeitet wurde.
11.2 Zuk

unftige Arbeiten
Zuk

unftige Arbeiten betreen zum einen Erweiterungen des Ansatzes selbst, etwa f

ur die -
Objekte oder die Ebene der Logik, und zum anderen die Umsetzung in methodische Kontexte
und bestehende Spezikationssprachen. Einige Ideen sollen hier kurz angerissen werden. Das
Berechnungsmodell k

onnte um Konzepte zur Ausnahmebehandlung erweitert werden. Die
dynamische Logik ist zu einer deontischen Logik erweiterbar. Eine sich anbietende Umsetzung
ist im Kontext der Sprache  gegeben. Aus methodischer Sicht scheint es sinnvoll, sich mit
komponentenorientierter Wiederverwendung zu besch

aftigen.
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11.2.1 Ausnahmebehandlung und Zusicherungen
Zusicherungen [Mey92a, Ros95] sind formale Bedingungen, die an das Verhalten eines Soft-
ware-Systems gestellt werden. Im Kontext von Programmiersprachen geschieht dies

ubli-
cherweise durch Annotation des Quelltextes. Zusicherungen k

onnen eingesetzt werden, um
statisch die Implementierung zu verizieren, oder um dynamisch Software-Fehler zu erkennen
(und zu behandeln), dies im wesentlichen im Rahmen des Testens und Debugging.
In Eiel k

onnen Zusicherungen zur Erkennung von Laufzeitfehlern sogar in Produktions-
versionen eingesetzt werden. Dann sollten Zusicherungen allerdings mit einem Ausnahmebe-
handlungskonzept gekoppelt werden. Die Annotationen in solchen Systemen werden durch
einen Pr

aprozessor in Anweisungen zur Laufzeit

uberpr

ufung transformiert, die an geeigneten
Stellen der Ausf

uhrung aufgerufen werden. Die Verl

alichkeit von Software-Systemen kann
nur dann garantiert werden, wenn auf unerwartet auftretende Ereignisse wie Systemfehler, die
Verst

oe gegen Zusicherungen darstellen, noch innerhalb eines Programmes reagiert werden
kann.
Zusicherungskonzepte treten in drei Formen auf:
1. Erweiterung einer Programmiersprache: Ein Beispiel ist Anna, eine Sprache, die die
Annotation von Ada-Programmen erm

oglicht [LvH85].
2. In Programmiersprachen integriert: Ein Beispiel ist hier Eiel (Vor- und Nachbedin-
gungen, Invarianten).
3. Als vollst

andige formale Spezikationssprache: In VDM oder Z gibt es Vor- und Nach-
bedingungen, die Auspr

agungen von Zusicherungen sind.
Im dritten Fall sind Zusicherungen Teil der Spezikation eines abstrakten Datentyps, der
durch die imperative Beschreibung implementiert wird. Zusicherungen sind also Teil der axio-
matischen, semantischen Beschreibung, k

onnen aber auch in Laufzeit

uberpr

ufungen genutzt
werden.
11.2.2 Deontische Logik
Deontische Logik [

Aqv84] ist eine modale Logik, die die Spezikation von Lebenszyklen von
Objekten zu spezizieren erlaubt. Deontische Logik wird auch als Logik der Zw

ange und
Erlaubnisse bezeichnet (engl. logic of obligation and permission). Sie l

at sich als Erweiterung
der dynamischen Logik entwickeln. Statt von Objekten spricht man hier auch h

aug von
Agenten [Wie91, FMR91] oder Aktoren [WM91].
Deontische Logik ist mit temporaler Logik verwandt. In beiden Ans

atzen wird abstrakt das
Zusammenspiel von Operationen speziziert. Insbesondere sind hier Ver

anderungen auf Fol-
gen von Zust

anden von Bedeutung. Die deontische Logik MAL [FMR91] besch

aftigt sich mit
Lebendigkeits- und Sicherheitsaspekten (siehe auch Einleitung 1.5.2 und Abschnitt 5.4.4).
11.2.3 -Kontext
 basiert, wie auch der vorliegende Ansatz, auf den Ideen des Komponentenmodells CM .
Daher bietet sich eine Verkn

upfung beider an. Der Vergleich der Vorstellung von  und
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insbesondere der Abschnitte zur horizontalen und vertikalen Entwicklung zeigt die N

ahe
beider Ans

atze. Es wurden hier Schnittstellen-, Strukturierungs- und Kompositionskonzepte
wie in  erarbeitet. Daher ist der vorliegende Ansatz pr

adestiniert, eine zustandsbasierte
Sicht f

ur  zu realisieren.
Zur Umsetzung des bisherigen Ansatzes in den -Kontext bietet es sich an, die imperative
Sicht zu einer zustandsbasierten Sicht zu erweitern. Die imperative Sicht k

onnte um axioma-
tische Spezikationen in den Schnittstellen erweitert werden. Im Rumpf w

urde weiterhin im-
perativ speziziert. Ein einfacher modaler Ansatz k

onnte hier in den Schnittstellensektionen
realisiert werden. Die imperativen Konstrukte von  lassen sich bis auf den Parallelit

atsanteil
einfach auf -Objekten denieren. Die Verkn

upfung zwischen Rumpf und Schnittstellen ist
damit geschaen. Das Parallelit

atskonstrukt ist noch zu untersuchen, da sich der vorliegende
Ansatz auf sequentielle, deterministische Programme beschr

ankt.
Als Erweiterung bietet es sich an, eine vollst

andig axiomatisch spezizierbare, zustandsba-
sierte Sicht zuzulassen.
11.2.4 Wiederverwendung
Wiederverwendung verfolgt im wesentlichen zwei Ziele. Zum einen sollen die Kosten der
Software-Entwicklung reduziert werden, indem schon vorhandene Software-Produkte wieder-
verwendet werden. Zum anderen soll die Vertrauensw

urdigkeit der erstellten Software ver-
bessert werden.
Wiederverwendung ist an zwei Stellen in der Software-Entwicklung relevant:
Entwicklung mit Wiederverwendung: Im Rahmen der Entwicklung neuer Software wird
versucht, in einer Kollektion schon realisierter Komponenten geeignete f

ur die gegebenen
Anforderungen zu nden und diese zu integrieren.
Entwicklung zur Wiederverwendung: Wiederverwendbare Bausteine k

onnen auf zwei
Arten entstehen. Zum einen k

onnen entwickelte Einzelkomponenten auf ihre Wieder-
verwendbarkeit gepr

uft werden. Grundlegend ist aber die Entwicklung von Wieder-
verwendungsbibliotheken f

ur allgemeine und anwendungsspezische Komponenten. In
diese Bibliotheken sind die zuerst angesprochenen Einzelkomponenten zu integrieren.
Zwei Techniken, die eng miteinander gekoppelt sind, sind die Modularisierung und die Wie-
derverwendung von Bausteinen. Jede Zerlegung in Teilsysteme sollte so erfolgen, da, wenn
m

oglich, neu entstehende Teilsysteme durch schon existierende Komponenten realisiert wer-
den. Nicht jedes Fragment einer Programmier- oder Spezikationssprache ist geeignet, Objekt
der Wiederverwendung zu sein. Die Methodik legt fest (oder leitet an), wie Anforderungen for-
muliert und gruppiert werden. Dabei spielt die inhaltliche Geschlossenheit der Anforderungs-
kollektionen eine wichtige Rolle beim Verst

andnis und bei der Strukturierung des Systems.
Einen Kriterienkatalog zur Evaluierung von Fragmenten hat M. Goedicke in [Goe93] im Rah-
men des Komponentenmodells CM bereitgestellt. Je besser ein Fragment anhand des Modells
bewertet wird, um so mehr ist es als Einheit der Wiederverwendung geeignet. G

angige Kom-
ponenten, die dieses Kriterium erf

ullen, sind Operationen und Module. Detailliert werden
Aspekte der Wiederverwendung im Rahmen formaler komponentenorientierter Entwicklung
in [Cra94] untersucht. Wiederverwendung im Kontext formaler Entwicklung wird auch in
[CDG94] betrachtet.
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11.2.5 Weitere Bereiche f

ur Erweiterungen
Weitere Ans

atze f

ur zuk

unftige Arbeiten liegen in den Bereichen:
Erweiterung der Sprachklasse. Eine Erweiterung von sequentiellen, deterministischen zu
parallelen, nichtdeterministischen Sprachen kann durchgef

uhrt werden. Viele imperative
Sprachen sind um solche Konzepte erweitert. Um nicht nur den Kern dieser Sprachen
denieren zu k

onnen, ist eine Erweiterung der -Objekte sinnvoll. Zum einen k

onnen
die primitiven Konstrukte zur Behandlung von Nichtdeterminismus erweitert werden.
Bei konkurrierender Benutzung von Ressourcen sind

Uberlegungen zur Synchronisation
anzustellen.
Formale Entwicklung und Prototyping. Die Vorz

uge formaler Entwicklung kommen nur
dann zum Tragen, wenn die Anforderungen klar und formal formulierbar sind. Pro-
totyping ist insbesondere dann von Nutzen, wenn diese Klarheit nicht gegeben ist
[BKKZ92, FGH
+
93]. Methodische

Uberlegungen zu einer Integration beider Ans

atze
k

onnten angestellt werden.
Modulkonzept f

ur ProSet. Ausgehend von den

Uberlegungen zur methodischen Integra-
tion von Prototyping und formaler Entwicklung kann das Modulkonzept der Sprache
ProSet

uberarbeitet werden. Das Prototyping von Algorithmen kombiniert mit einer
formalen Spezikation von Schnittstellen k

onnte Ausgangspunkt der Entwicklung eines
Modulkonzeptes sein. Erfahrungen im Einsatz von ProSet habe gezeigt, da, neben
der notwendigen Flexibilit

at zum Prototyping, insbesondere im Bereich von Modulen
und Prozeduren eine formale Beschreibung der Schnittstellen w

unschenswert ist. Die in
der Einleitung (Abschnitt 1.4.3) angegebene und an ProSet angelehnte Zielvorstellung
k

onnte formal deniert werden.
Teil V
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Anhang A
Mathematische Grundlagen
A.1 Mengen, Relationen, Funktionen
Notationen aus der Mengentheorie sind:
; : die leere Menge
S  T : S ist Teilmenge von T
P(S) : bezeichnet die Potenzmenge von S,
d.h. die Menge aller Teilmengen von S
S
1
 : : : S
n
: Das kartesische Produkt der Mengen S
1
; : : : ; S
n
S
1
 : : : S
n
= f(s
1
; : : : ; s
n
)js
i
2 S
i
f ur i = 1; ::; ng
auch zum Teil 
n
1
s
i
geschrieben
Z = f: : : ;,1; 0; 1; : : :g : die Menge der ganzen Zahlen
N = f1; 2; 3; : : :g : die Menge der nat

urlichen Zahlen
N
0
= f0; 1; 2; : : :g : N [ f0g
Seien S und T Mengen. Eine Relation (zwischen S und T ) ist eine Teilmenge R  S  T .
Sei R  S  T eine Relation. F

ur jede Teilmenge A  S ist das Bild von A (unter der
Relation R) deniert durch:
R(A) = ft 2 T j(s; t) 2 R f ur mindestens ein s 2 Ag
F

ur jede Teilmenge B  T ist das Urbild von B (unter der Relation R) deniert durch:
R
 1
(A) = fs 2 Sj(s; t) 2 R f ur mindestens ein t 2 Bg
Eine Relation R  S  T heit:
 total, falls R
 1
(T ) = S
 partielle Funktion, falls f

ur jedes s 2 S h

ochstens ein t 2 T mit (s; t) 2 R existiert
 totale Funktion, falls R total ist und R eine partielle Funktion ist.
Totale Funktionen werden auch mit f : S ! T bezeichnet.
s 2 S ist Fixpunkt einer (totalen) Funktion f : S ! S, falls f(s) = s.
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Seien f : S ! T und g : T ! V totale Funktionen. Die Komposition von f und g wird mit
g  f bezeichnet und durch g  f(s) = g(f(s)) f

ur alle s 2 S deniert.
Sei f eine totale Funktion. Dann wird die i-te Iteration von f , bezeichnet mit f
i
, deniert
durch (i 2 N
0
):
f
0
= f
f
i+1
= f  f
i
A.2 Pr

adikatenlogik
Die folgenden Denitionen orientieren sich an [LS84] Kapitel 2. Sei V eine Menge von Varia-
blen.
Denition A.2.1 Eine Basis f

ur eine Pr

adikatenlogik ist ein Paar B = (F; P ) von Sym-
bolmengen, wobei F und P Mengen von Funktions- bzw. Pr

adikatensymbolen sind. Jedem
Funktions- oder Pr

adikatensymbol wird eine Stelligkeit zugeordnet.
Denition A.2.2 Die Menge T
B
aller Terme einer Pr

adikatenlogik

uber einer Basis B =
(F; P ) wird induktiv deniert:
 Jede Variable aus V ist ein Term. Jedes nullstellige Funktionssymbol (Konstante) ist
ein Term.
 Falls t
1
; : : : ; t
n
Terme und f 2 F ein n-stelliges Funktionssymbol, dann ist f(t
1
; : : : ; t
n
)
ein Term.
Denition A.2.3 (Syntax) Die MengeWFF
B
aller wohlgeformtenFormeln einer Pr

adi-
katenlogik

uber einer Basis B = (F; P ) wird induktiv deniert:
 Die Wahrheitswerte true und false sind Formeln. Jede Konstante aus P ist eine For-
mel. Falls t
1
und t
2
Terme sind, ist t
1
= t
2
eine Formel. Falls t
1
; : : : ; t
n
Terme und
p 2 P ein n-stelliges Pr

adikatensymbol, dann ist p(t
1
; : : : ; t
n
) eine Formel.
 Falls  eine Formel ist, dann ist auch : eine Formel. Falls  eine Formel und x eine
Variable ist, dann sind 8x: und 9x: Formeln. Falls  und  Formeln sind, dann sind
auch  ^  und  _  Formeln.
Denition A.2.4 (Interpretation) Sei B = (F; P ) eine Basis f

ur eine Pr

adikatenlogik. Eine
Interpretation von B ist ein Paar I = (D; I
0
), wobei D eine nichtleere Menge (Domain)
und I
0
eine Abbildung ist, deniert durch folgende Zuweisungen:
1. zu jeder Konstante c 2 F ein Element I
0
(c) 2 D,
2. zu jedem Funktionssymbol f 2 F der Stelligkeit n  1 eine totale Funktion I
0
(f) :
D
n
! D,
3. zu jeder Konstante a 2 P ein Element I
0
(a) 2 Bool,
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4. zu jedem Pr

adikatensymbol p 2 P der Stelligkeit n  1 ein Pr

adikat I
0
(p) : D
n
! Bool.
Eine totale Funktion  : V ! D, die Variablen in den DomainD einer Interpretation abbildet,
heit Zuweisung. Die Menge aller Zuweisungen einer Interpretation wird mit , bezeichnet.
Denition A.2.5 (Semantik) Sei I = (D; I
0
) eine Interpretation f

ur eine Basis B = (F; P ).
F

ur jeden Term t wird eine Funktion I(t) : , ! D deniert und f

ur jede Formel  eine
Funktion I() : ,! Bool. Diese Funktionen werden induktiv deniert:
 Terme: Falls c 2 F eine Konstante ist, dann ist I(c)() = I
0
(c) f

ur alle Zuweisun-
gen  2 ,. Falls x 2 V eine Variable ist, dann ist I(x)() = (x) f

ur alle  2 ,.
Falls die t
1
; : : : ; t
n
Terme sind und f 2 F ein n-stelliges Funktionssymbol ist, dann ist
I(f(t
1
; : : : ; t
n
))() = I
0
(f)(I(t
1
)(); : : : ; I(t
n
)()) f

ur alle  2 ,.
 Formeln: I(true)() = true f

ur alle  2 ,. I(false)() = false f

ur alle  2 ,. Falls
a 2 P eine Konstante ist, dann ist I(a)() = I
0
(a) f

ur alle  2 ,. Falls t
1
und t
2
Terme
sind, dann ist
I(t
1
= t
2
)() =
(
true falls I(t
1
)() = I(t
2
)()
false sonst
f

ur alle  2 ,. Falls die t
1
; : : : ; t
n
Terme sind und p 2 P ein n-stelliges Pr

adikatensym-
bol ist, dann ist I(p(t
1
; : : : ; t
n
))() = I
0
(p)(I(t
1
)(); : : : ; I(t
n
)()) f

ur alle  2 ,. Falls
 2 WFF
B
eine Formel ist, dann ist
I(:)() =
(
true falls I()() = false
false sonst
f

ur alle  2 ,. Analog f

ur die Konnektoren _ und ^. Falls  2 WFF
B
und x 2 V ,
dann ist
I(8x:)() =
(
true falls f ur alle d 2 D I()([x=d]) = true
false sonst
f

ur alle  2 ,.
Ableitungsregeln f

ur eine Pr

adikatenlogik erster Stufe (nach [Kre91] Kapitel 8) sollen im
folgenden angegeben werden.
Sei E eine Menge von Formeln und seien ; 
0
Formeln.
Konjunktion
 ^ 
0
`  bzw:  ^ 
0
` 
0
; 
0
`  ^ 
0
Disjunktion
 `  _ 
0

0
`  _ 
0
Implikation
`  _ (! 
0
)

0
` ) 
0

Aquivalenz
; 
0
` , 
0
`  _ 
0
_ (, 
0
)
, 
0
;  ` 
0
, 
0
; 
0
` 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Quantoren
E;  ` 
0
E; 8x: ` 
0
E `  _ 
0
E ` (8x:)_ 
0
()
E;  ` 
0
E; 9x: ` 
0
()
E `  _ 
0
E ` (9x:)_ 
0
() nur falls x in E; 
0
nicht frei vorkommt.
A.3 Algebraische Spezikation
Diese Zusammenfassung orientiert sich an [Wir90].
Signaturen und Spezikationen
Eine Signatur  =< S; F > besteht aus einer Menge von Sorten S und einer Menge F von
Funktionssymbolen. Jedem Element f aus F ist ein Typ type(f) mit type : F ! S

 S
zugeordnet. Falls type(f) = (s
1
: : :s
n
; s), schreiben wir f : s
1
 : : : s
n
! s.
Gegeben seien eine Signatur  und eine Familie X = (X
s
)
s2S
von Variablen. F

ur jede Sorte
s 2 S ist die Menge der -Terme der Sorte s T (; X)
s
die kleinste Menge, die folgendes
enth

alt:
1. jedes x 2 X
s
und jedes nullstellige Operationssymbol f 2 F mit type(f) = (s) und
2. jedes f(t
1
; : : : ; t
n
), wobei f : s
1
 : : : s
n
! s ein Operationssymbol aus F und jedes
t
i
(i = 1; ::; n) ein Term der Sorte s
i
in T (; X)
s
i
ist.
Die Menge T (; X) der Terme mit Variablen ist die Vereinigung aller Mengen T (; X)
s
.
Die Menge T () aller Terme (ohne Variablen) ist deniert durch T () = T (; ;).
Eine Gleichungsspezikation, oder kurz Spezikation, SP = < S; F; E > besteht aus
einer Signatur  =< S; F > und einer Menge E von Formeln.
8x 2 X : t
1
= t
2
ist eine Gleichung, wobei X eine Menge von Variablen ist und t
1
; t
2
Terme mit Variablen aus X

uber  der gleichen Sorte sind. Formeln werden in der Menge
WFF () zusammengefat. WFF () ist die kleinste Menge, die die folgenden Eigenschaften
hat:
1. jede Gleichung ist in WFF (),
2. falls ;  2 WFF (), dann sind auch :;  ^  2 WFF (),
3. falls x 2 X
s
und  2 WFF (), dann ist 8x : s: 2 WFF ().
Ein Signaturmorphismus h : 
1
! 
2
mit 
i
= < S
i
; F
i
> f

ur i = 1; 2 ist ein Paar h =
(h
S
; h
F
) von Funktionen h
S
: S
1
! S
2
und h
F
: F
1
! F
2
, so da f

ur jedes f : s
1
 : : :s
n
! s
in F und n  0 gilt h
F
(f) : h
S
(s
1
) : : : h
S
(s
n
)! h
S
(s) in F
2
.
Algebren und Homomorphismen
Sei eine Signatur  = < S; F > gegeben. Eine -Algebra A besteht aus einer Familie
(A
s
)
s2S
von Tr

agermengen A
s
und einer Familie F
A
= (f
A
)
f2F
von Operationen f
A
:
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A
s
1
 : : : A
s
n
! A
s
f

ur f : s
1
 : : : s
n
! s und n  0, wobei im Fall n = 0 f
A
2 A
s
eine
Konstante genannt wird.
Eine Abbildung v : X ! A heit Bewertung von X in A. Eine Interpretation eines
Termes t in A (in bezug auf v) ist eine Abbildung v

: T (; X)! A, die wie folgt deniert
wird:
1. v

(x) := v(x) f

ur alle x 2 X ,
2. v

(f(t
1
; : : : ; t
n
)) := f
A
(v

(t
1
); : : : ; v

(t
n
)) f

ur jedes f : s
1
 : : :  s
n
! s 2 F und
t
i
2 T (; X)
s
i
; i = 1; ::; n.
Sei A eine -Algebra und v eine Belegung. Zu einer Spezikation SP = < ; E > ist ein
Modell A eine -Algebra, die alle Formeln e 2 E erf

ullt (A j= e). Eine Gleichung t
1
= t
2
gilt in einer -Algebra, d.h. A j= t
1
= t
2
, wenn f

ur alle Belegungen v
A
: X ! A gilt
v

A
(t
1
) = v

A
(t
2
) f

ur die erweiterte Belegung v

A
von v
A
. Die Formel : gilt in A bzgl. v
(A; v j= :), falls  nicht gilt. Die Formel  ^  gilt in A unter v, falls  gilt und  gilt.
8x : s: gilt in A bzgl. v, falls  in A bzgl. aller Belegungen v
x
: X ! A mit v
x
(y) = v(y) f

ur
x 6= y gilt.
Seien eine Signatur  = < S; F > und A und B zwei -Algebren. Ein -Homomorphismus
h : A ! B ist eine Familie h = (h
s
)
s2S
von Funktionen h
s
: A
s
! B
s
, so da f

ur jede
Konstante f :! s in F und s 2 S gilt h
s
(f
A
) = f
B
und f

ur jedes Operationssymbol f :
s
1
 : : : s
n
! s f

ur alle a
i
2 A
s
i
und i = 1; ::; n
h
s
(f
A
(a
1
; : : : ; a
n
)) = f
B
(h
s
1
(a
1
); : : :h
s
n
(a
n
))
Ein -Homomorphismus h : A ! B heit isomorph, wenn alle Funktionen h
s
: A
s
! B
s
f

ur h = (h
s
)
s2S
bijektiv sind.
Termalgebren, Initialit

at
Die Termalgebra T
SIG
(X) mit Variablen hat die Tr

agermengen T (; X)
s
, die Kon-
stanten f
T
= f f

ur jedes Konstantensymbol in F und die Operationen f
T
: T (; X)
s
1

: : :  T (; X)
s
n
! T (; X)
s
deniert durch f
T
(t
1
; : : : ; t
n
) = f(t
1
; : : : ; t
n
) f

ur jedes f :
s
1
: : :s
n
! s in F und t
i
2 T ()
s
i
f

ur i = 1; ::; n. F

ur X = ; erh

alt man die Termalgebra
T
SIG
(ohne Variablen).
Eine -Algebra heit erreichbar, falls gilt: zu jedem s 2 S; a 2 A
s
existiert t 2 T ()
s
mit a = t
A
(die eindeutig bestimmte Interpretation von t in A). Sei Alg() die Klasse aller
-Algebren und Gen() die Klasse aller erreichbaren -Algebren. Gen(; E) ist dann die
Klasse aller erreichbaren -Algebren, die die Formeln in E erf

ullen. Eine -Algebra A heit
initial, gdw. es zu jeder -Algebra B genau einen -Homomorphismus h : A! B gibt.
Modellsemantiken f

ur SP = < ; E >:
Mod(SP ) := Gen(; E) Lose Semantik
Mod(SP ) := fA 2 Gen(; E)jA ist initial in Gen(; E)g Initiale Semantik
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Inhalte dieses Abschnitts sind [LS84] entnommen.
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Halbordnung, Suprema, cpo
Denition A.4.1 (Halbordnung) Sei D eine Menge und v eine Relation auf D. Dann heit
das Paar (D;v) eine Halbordnung, falls die Relation v reexiv, antisymmetrisch und
transitiv ist.
Denition A.4.2 (Kleinste obere Schranke) Sei (D;v) eine Halbordnung und S eine (m

ogli-
cherweise leere) Teilmenge von D. Ein Element u 2 D heit obere Schranke von S (in D),
falls f

ur alle d 2 S d v u gilt; u heit kleinste obere Schranke von S (in D), falls u das
kleinste Element in der Menge aller oberen Schranken von S in D ist.
Bemerkung A.4.1 Die kleinste obere Schranke wird auch Supremum genannt und f

ur eine
Menge S mit tS bezeichnet.
Bemerkung A.4.2 F

ur ein kartesisches Produkt D
1
 : : :  D
n
; n  1 und i = 1; : : : ; n
bezeichnet pr
i
die i-te Projektionsfunktion pr
i
: D
1
 : : :D
n
! D
i
deniert durch:
pr
i
(d
1
; : : : ; d
n
) = d
i
Sei S eine Teilmenge des kartesischen Produkts D
1
 : : :  D
n
. Dann ist pr
i
(S) deniert
durch:
pr
i
(S) = fpr
i
(s)js 2 Sg
Denition A.4.3 Die Ordnung v auf dem kartesischen Produkt D
1
 : : :D
n
sei wie folgt
deniert:
(a
1
; : : : ; a
n
) v (b
1
; : : : ; b
n
) gdw: a
i
v b
i
f ur alle i = 1; : : : ; n
Satz A.4.1 (Kartesisches Produkt und Supremum) Seien (D
1
;v); : : : ; (D
n
;v) Halbordnun-
gen und sei S eine Teilmenge des kartesischen Produkts D
1
 : : :D
n
; n  1. Dann existiert
tS gdw. tpr
i
(S) existiert f

ur i = 1; : : : ; n. Weiterhin hat das Supremum, falls es existiert,
den Wert
tS = (tpr
1
(S); : : : ;tpr
n
(S))
Bemerkung A.4.3 Sei (D;v) eine Halbordnung. Eine nichtleere Teilmenge S von D heit
Kette in D, falls d v d
0
oder d
0
v d (oder beides) gilt f

ur alle Elemente d; d
0
2 S. Man kann
auch sagen, S ist eine Kette, falls die Ordnungsrelation v auf S total ist.
Denition A.4.4 (Vollst

andige Halbordnung) Eine Halbordnung (D;v) ist eine vollst

andi-
ge Halbordnung oder cpo (f

ur 'complete partial order'), falls die beiden folgenden Bedin-
gungen gelten:
1. Die Menge D hat ein kleinstes Element. Dieses Element wird mit ?
D
oder ? bezeichnet.
2. F

ur jede Kette S in D existiert das Supremum tS.
Satz A.4.2 Jede Halbordnung, die ein kleinstes Element hat und nur endliche Ketten enth

alt,
ist eine cpo.
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Satz A.4.3 Falls (D
1
;v); : : : ; (D
n
;v) cpos sind, ist auch (D
1
 : : :D
n
;v) cpo.
Stetigkeit, Sub-cpo, Funktionen
Denition A.4.5 (Stetigkeit) Seien (D;v) und (E;v) cpos. Eine Funktion f : D! E heit
stetig, falls f

ur jede Kette S in D das Supremum tf(S) existiert und es gilt f(tS) = tf(S).
Satz A.4.4 Seien (D;v) und (E;v) cpos und f : D ! E eine Funktion.
1. Die Funktion f ist stetig, gdw. f monoton ist und f

ur jede Kette S in D gilt f(tS) v
tf(S).
2. Falls D nur endliche Ketten enth

alt, ist f stetig gdw. f monoton ist.
Denition A.4.6 Sei (D;v) eine cpo und E eine Teilmenge von D. E heit Sub-cpo von
D, falls
1. die Halbordnung (E;v) eine cpo ist, und
2. t
E
S = t
D
S, f

ur jede Kette S in E.
Denition A.4.7 Seien D und E Wertebereiche. Dann ist (D! E) die Menge aller totalen
Funktionen von D nach E.
Denition A.4.8 Seien f; g 2 (D ! E).
f v g gdw: f(d) v g(d) 8d 2 D
Satz A.4.5 Falls D eine Menge und (E;v) eine cpo, dann ist ((D! E);v) eine cpo.
Satz A.4.6 Seien (D;v) und (E;v) cpos. Die Menge [D ! E] aller stetigen Funktionen
von D nach E ist eine Sub-cpo von der Halbordnung auf der Menge der totalen Funktionen
von D nach E ((D! E);v).
Satz A.4.7 Seien (D;v); (E;v) und (F;v) cpos und g : D ! E und f : E ! F stetige
Funktionen. Dann ist ihre Komposition f  g : D! F ebenfalls stetig.
Satz A.4.8 Seien (D;v); (E
i
;v); i = 1; : : : ; n cpos mit n  1. Sei f : D ! E
1
 : : : 
E
n
eine Funktion. Dann ist f stetig gdw. pr
i
 f stetig f

ur i = 1; : : : ; n (pr
i
ist die i-te
Projektionsfunktion).
Denition A.4.9 Seien D
1
; : : : ; D
n
; n  2 und E beliebige Mengen und sei f : D
1
 : : :
D
n
! E eine Funktion. Dann ist die Curry-Funktion von f , bezeichnet mit f
c
, eine
Funktion von D
1
 : : :D
n 1
in die Menge (D
n
! E), deniert durch
f
c
(d
1
; : : : ; d
n 1
)(d
n
) = f(d
1
; : : : ; d
n
)
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Satz A.4.9 Seien (D
1
;v); : : : ; (D
n
;v) und (E;v) cpos. Und sei f : D
1
 : : :D
n
! E eine
Funktion und f
c
die Curry-Funktion zu f . Dann ist f genau dann eine stetige Funktion

uber
D
1
 : : :D
n
! E, wenn f
c
stetige Funktion

uber D
1
 : : :D
n 1
! (D
n
! E) ist.
Fixpunkte
Bemerkung A.4.4 Ein Fixpunkt einer (totalen) Funktion f : S ! S ist ein Element
s 2 S, f

ur das f(s) = s gilt. Der kleinste Fixpunkt von f ist das kleinste Element in der
Menge der Fixpunkte von f .
Satz A.4.10 (Fixpunktheorem) Sei (D;v) eine cpo und f : D ! D eine stetige Funktion.
Dann hat f den kleinsten Fixpunkt f mit
f = tff
i
(?)ji 2 N
0
g
(wobei ? das kleinste Element der cpo (D;v) ist und f
i
die i-te Iteration der Funktion f).
Satz A.4.11 Sei (D;v) eine cpo. Dann ist das Funktional  : [D ! D] ! D, das eine
Funktion f auf deren Fixpunkt f abbildet, stetig.
Denition A.4.10 Sei (D;v) eine cpo und  : D ! Bool ein Pr

adikat. Das Pr

adikat 
heit zul

assig, falls f

ur jede Kette S in D die folgende Bedingung gilt:
Falls (d) = true f

ur alle d 2 S, dann (tS) = true
Bemerkung A.4.5 Eine Formel  gilt in einem -Objekt O unter der Bewertung v, d.h.
O j= , gdw. v

(STATE; (::))[2] = true f

ur alle STATE 2 State.
Satz A.4.12 Seien (D;v), (E;v) cpos. Seien g
i
; h
i
2 [D ! E] f

ur i = 1; ::n. Dann ist das
Pr

adikat (d) = true gdw. g
i
(d) v h
i
(d) f

ur alle i = 1; ::; n zul

assig.
Korollar A.4.1 Seien (D;v), (E;v) cpos. Seien g; h 2 [D ! E]. Dann ist das Pr

adikat
(d) = true gdw. g(d) = h(d) zul

assig.
Satz A.4.13 (Scott'sches Induktionsprinzip oder Fixpunktinduktionsprinzip) Sei (D;v) eine
cpo, f 2 [D! D] eine stetige Funktion und  : D! Bool ein zul

assiges Pr

adikat. Falls
 (Induktionsanfang) (?) = true, und
 (Induktionsschritt) (d) = true impliziert (f(d)) = true f

ur jedes d 2 D
dann (f) = true.
Bemerkung A.4.6 Das Satz A.4.13 erlaubt das Zeigen von Eigenschaften f

ur f
i
(?) durch
Induktion

uber i. Die zul

assigen Pr

adikate garantieren, da der Sprung von der Kette ff
i
(?)
j i 2 N
0
g zu ihrem Supremum f m

oglich ist.
Satz A.4.14 (Stetigkeit des Fixpunktoperators) Sei (D;v) eine cpo. Dann ist das Funktional
 : [D ! D]! D, das eine Funktion f 2 [D! D] auf ihren kleinsten Fixpunkt f abbildet,
stetig.  wird Fixpunktoperator genannt.
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