The teaching of research design and data analysis to our graduate students has been a persistent problem. A course is described in which students, early in their graduate training, obtain extensive practice in designing experiments and interpreting data. Lecture-discussions on the essentials of biostatistics are given, and then these essentials are repeatedly reviewed by illustrating their applications and misapplications in numerous research design problems. Students critique these designs and prepare similar problems for peer evaluation. In most problems the treatments are confounded by extraneous variables, proper controls may be absent, or data analysis may be incorrect. For each problem, students must decide whether the researchers' conclusions are valid and, if not, must identify a fatal experimental flaw. Students learn that an experiment is a well-conceived plan for data collection, analysis, and interpretation. They enjoy the interactive evaluations of research designs and appreciate the repetitive review of common flaws in different experiments. They also benefit from their practice in scientific writing and in critically evaluating their peers' designs. AM. J. PHYSIOL. 277 (ADV. PHYSIOL. EDUC. 22): S111-S118, 1999. Key words: biostatistics; designing experiments; analyzing and interpreting data; experimental flaws; writing abstracts; peer reviewing Many assessment reviews have found that much of biological research is flawed because of incorrect conclusions drawn from confounded experimental designs and the misuse of simple statistical methods (1, 2, 8, 14, 22) . These flaws are relatively simple mistakes such as not randomly allocating experimental units to treatments, neglecting to include a control group or condition, or misapplying statistical models to data (e.g., having correlated observations when the applied model requires independent observations). Along with a decline in the rigor and quality of research (3, 11, 19) , these errors result in significant research costs. Money is spent and time is taken to collect data that may not be replicated because of extraneous confounds or may not be correctly interpreted because inappropriate statistical models have been unknowing applied.
Many assessment reviews have found that much of biological research is flawed because of incorrect conclusions drawn from confounded experimental designs and the misuse of simple statistical methods (1, 2, 8, 14, 22) . These flaws are relatively simple mistakes such as not randomly allocating experimental units to treatments, neglecting to include a control group or condition, or misapplying statistical models to data (e.g., having correlated observations when the applied model requires independent observations). Along with a decline in the rigor and quality of research (3, 11, 19) , these errors result in significant research costs. Money is spent and time is taken to collect data that may not be replicated because of extraneous confounds or may not be correctly interpreted because inappropriate statistical models have been unknowing applied.
Reasons for this persistent research problem include the nature of individuals learning biostatistics, the discipline of statistics, our erroneous separation of experimental design from statistics, and the limited experience our students receive in designing experiments. As examples of the first two reasons, it is very difficult for us to deal with uncertainty (probability), whether in the real world or in the domain of statistical inference. Also, statistics uses many ordinary words but gives very special meanings to such words as variables, errors, hypotheses, interactions, and significance. Furthermore, many abstract concepts such as random and systematic factors, probability distributions, random samples, and study and target populations are used to explain data variability and its generalization. An additional enigma is the expected mastery of the quirky logic of hypothesis
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testing in which an explanation based on chance factors (null hypothesis) must be rejected to assert a possible effect of a treatment (alternative hypothesis). These problems of uncertainty, terminology, abstraction, and quirky logic can only be minimally addressed by nonstatisticians (5, 21 ).
The other two major reasons for general research flaws that we, as scientists, can dramatically change are 1) our erroneous separation of data collection (what we wrongfully believe is a real experiment) from statistical analysis and interpretation (what we wrongfully assume are only computations of test statistics) and 2) the limited practice our students receive in designing experiments and critically evaluating the experiments of others. Too often, statistical methods are not included in the design of a study. In these cases data collection is usually completed before suitable data analysis procedures are even considered.
In addition, we typically expect students in their research proposals to provide detailed descriptions of measurement techniques, some information of possible treatment confounds and their controls during data collection, and little, if any, information on suitable statistical procedures. As teachers and research mentors, we must, by example, convince students that an experiment is a well-conceived plan (design) for data collection, data analysis, and data interpretation. Also, early in their academic careers, we must provide them with numerous opportunities for designing experiments and analyzing and interpreting experimental data. These are the objectives of an annual research design course developed for secondyear graduate students in the Department of Physiology at the University of Kentucky.
GENERAL PHILOSOPHY AND COURSE FORMAT
Biological scientists are concerned primarily with designing and interpreting their own experiments as well as critically evaluating articles and papers in their research field. Consequently, they must know whether an experiment is properly conceived, correctly controlled, adequately analyzed, and correctly interpreted. To accomplish these aims I focus on experimental design and statistical literacy and do not cover derivations of probability distributions or computational procedures. Lecture-discussions are given on the essentials of experimental design and statistical inference. These essentials then are reviewed by illustrating their applications and misapplications in numerous research design problems. Course participants critique these research design problems and prepare similar design problems for peer evaluation.
In most of these problems the treatment conditions are confounded by subject-, environment-, or timerelated extraneous variables, proper controls may be absent, or data analysis may be incorrect (7, 9, 15, 16, 23) .
As researchers we strive to translate important questions into appropriate treatment conditions, obtain accurate and valid measurements of functional processes, do experiments that produce unequivocal data, and integrate our data with current knowledge. Therefore, throughout the course I repeatedly emphasize that an appropriate experimental design with proper statistical methods will not ensure correct scientific conclusions if a research hypothesis is not clearly defined, the applied treatment conditions are not appropriate, or the data collected are inaccurate or invalid. These latter requirements are based on specialized discipline knowledge. Also, I emphasize that the logic of experimental design can be learned and a critical perception can be cultivated so that important research hypotheses are more likely to be evaluated in well-designed experiments. Fortunately, in a well-designed experiment the included statistical methods are relatively easy to select (17, 20, 23) . In short, I reassure students that their discipline-based ideas and techniques are extremely important but that any idea may be evaluated in either a well-designed or a poorly designed experiment. Consequently, they must not expect even an ingenious idea to be accepted when evaluated in a poorly designed experiment. They also should not expect a trivial idea to become important when evaluated in a well-designed experiment.
LECTURE-DISCUSSION SESSIONS
The class meets twice a week (1.5-hour sessions), and because active participation is required of all members, class enrollment is restricted (6-10 graduate students). Assessment procedures include student performance on one midterm examination covering fundamental material, four prepared research design problems and their critiques, five in-class critiques of design problems that I prepared, and one final problem set that substitutes for a final examination. Test results are reviewed at the next class, but tests are retained by me. Hence, for the last three years the same pretest has been used. Much more demanding multiple-choice and short-answer questions are asked on a midterm examination on material covered in the introductory lectures and assigned readings. As examples, students are expected to be able to reconstruct complete analysis of variance (ANOVA) tables (sources of variance, df, and F-ratios) for three-factor experimental designs with or without correlated (repeated) measures on some or all of the factors and to identify confounds common to different research designs, know how to control for common confounds, and know how to analyze and interpret twoand three-way interactions. The multiple-choice questions of the midterm examination also are reviewed only in class. The short-answer questions on experimental design change each year, and this section is returned to students.
The performances of students (n ϭ 19) in the last three classes on these two examinations are shown in Fig. 1 . A significant improvement in test scores from the pretest to the midterm examination occurred (P Ͻ 0.001). Overall, the percentage of correct responses increased from 39.8 (Ϯ12.6 SD) to 79.8 (Ϯ8.4 SD). No significant differences were found among the three classes in the two test scores or in the increases across the two tests. Physiology students are encouraged to enroll in this course during the fall semester of their second year. Hence, students with limited backgrounds in statistics may do remedial work during the http://advan.physiology.org/ summer, by either taking a statistics course or selfstudy. However, even with this opportunity the pretest performance of students is disappointing because most of them do not understand elementary concepts of experimental design (see Fig. 1 ).
SEMINARS ON RESEARCH DESIGN PROBLEMS AND THEIR CRITIQUES
In the second half of the course the essentials of experimental design and statistical inference are reviewed by illustrating their applications and misapplications in experimental briefs. One hundred research design problems and their critiques have been published, and these are used as introductory and reference material (23) . Each year students prepare and critique about 40 new problems.
Each student must prepare four new research design problems and their critiques (about one problem a week). The design problems are distributed to the class during the meeting before their scheduled evaluations. Critiques are given only to me. Each research design problem is expected to describe concisely the significance of the research, the research hypothesis, the preparation used, the experimental methods, the findings (including descriptive statistics for each subgroup or condition, statistical tests, and significance levels), the interpretation of the findings, and the author's conclusions. Problems must avoid jargon, have specialized terms defined, and concentrate on general design and statistical errors (see Table 2 ). Essentially, a longer and more detailed abstract is expected. One of the four submitted problems must have no fatal experimental flaws.
The critiques of design problems must include a restatement of the research hypothesis, the ANOVA table, and whether the inferences of the researchers are appropriate. The submitted critique of a research design problem must be concise and cannot provide additional details of the experiment. The errors identified must be those that would make the author's conclusions not acceptable given the information provided in the research problem. If a general methodological error is not clearly described (all control samples measured first), evaluators are instructed to assume that the measurement methods and procedures were appropriate for all conditions.
Three or four of these new problems are reviewed during each class. I select the sequence of problems for review and inform the class that the problems have been graded and that their criticisms will not change the grades. If students find additional confounds or statistical errors (and to my delight they have), I acknowledge my oversight and congratulate them on their insightful evaluations. Also, I inform the group that the author of the problem will not answer questions-the problem must stand alone. Graded problems (and critiques) are returned at the end of each class. I facilitate discussion by asking students whether they accept the author's conclusions and, if not, why. In these discussions the emphasis is on design and inference errors but a critical, not a cynical, perceptive is encouraged. To be critical is not to deride or to demolish but to make exact and discriminating judgments. I emphasize that flaws may occur in biological studies but that every flaw is not fatal. Each student decides when to submit the requested problem without a fatal experimental flaw, and this uncertainty helps maintain the objectivity of the evaluators. In the APPENDIX are two representative design problems, their critiques, and issues that may be reviewed for each research problem.
Five critiques are also completed in class on problems that I prepared (ϳ30 minutes for each problem). After the students' written critiques are submitted, poten- The flawed problems have confounds and errors that have been repeatedly discussed but that now are embedded in different experimental contexts. The students' critiques are graded and returned during the next class, when discussion may continue. Also, students may be requested to critique posters mounted outside of laboratories and at regional or national meetings.
The final problem set, which substitutes for a final examination, is due at the last class meeting. The first problem in the two-problem set must be a two-or three-factor design with repeated measures on at least one factor and must have a serious design flaw or inappropriate statistical inference. The critique format of this problem is the same as the format for all flawed problems. The second problem must correct the serious error in the first problem and must extend the research question(s) by using a mixed factorial design. For this latter problem the experimental design, statistical inferences, and researcher's conclusions must all be appropriate.
STUDENT FEEDBACK
Evaluation forms are distributed a week before the last class meeting, returned at the last class, and summarized by department staff after final grades are assigned. Also, to guarantee future anonymity, students are requested to type their answers. The evaluation form asks for agreement/disagreement rankings on general statements and short answers to three openended questions. For the last three classes (n ϭ 19) the percentages of ranks of strongly agree (SA), agree (A), disagree (DA), and strongly disagree (SDA) on three statements were as follows. 
RECOMMENDATIONS
The major advantage of the course format is that students are exposed to all aspects of research with an emphasis on whether an experiment is properly conceived, correctly controlled, adequately analyzed, correctly interpreted, and concisely presented. Students receive extensive practice in identifying serious design flaws, inappropriate statistical analyses, and invalid conclusions in many different experiments. Students also benefit from their practice in writing detailed abstracts and learn quickly to provide constructive criticism of the research designs and presentations of others. The long-term effects of these problem-solving exercises are difficult to quantify. However, informal assessments by mentors of the subsequent research efforts of their students indicate that significant improvement did occur. Also, evidence from cognitive science suggests that the skills of critical thinking must be practiced with a wide variety of problems for these skills to be learned and retained.
A general advantage of discussing specific research designs is that the experimental details can match the interests of the group. Research design problems can be tailored to reflect the research expertise of a http://advan.physiology.org/ seminar group, a department, or a college, and participants normally maintain their interest in identifying flaws in new problems. A continuing benefit is that in subsequent consulting sessions with students, both partners use the same design and statistics terminology, which produces more productive discussions. The major shortcomings of focusing on design problems are that students receive limited exposure to real data sets and no practice in analyzing data using computer statistics programs.
Significant course modifications, of course, would be necessary if class size became larger than 10-12 students. With a large group, class evaluations of all submitted problems would not be feasible unless the number of requested problems was greatly reduced, thereby reducing the students' experience in designing experiments. Some of the teaching exercises, however, can be adapted for use with large classes. For example, in 1996 at Monash University (Australia), after introductory lectures were given by other faculty, design problems in behavioral science were distributed to over 40 undergraduate students. These psychology honor students were very active in trying to identify flaws in the study problems. On the basis of informal assessment by the Head of the Department, students enjoyed and profited from these interactive discussions, and a critique of a published article is now part of the promotion assessment for the honors degree in psychology.
Although many statistics books, like the design course at Kentucky, focus on statistical reasoning (see e.g., Refs. 4, 6, 10, 13, 18), many biological scientists continue to use flawed designs and give elaborate interpretations of data that most likely were produced by chance processes. To improve our scientific output, we must become more proficient in the designing of our own experiments and in conveying efficiently this knowledge to our students. To achieve these objectives, the three intertwined experimental phases of data collection, analysis, and interpretation must be integrated in our research planning, our students' research proposals, and our research seminars. When discussing research articles we should critically evaluate all components-the research hypothesis, measurement methods and protocols, experimental design and statistical inferences, and authors' conclusions. In our department, first-year students are expected to read research articles in many areas of physiology. Obviously, given their performance on the design pretest (see Fig. 1 ), students cannot critically evaluate the experimental designs and statistical inferences in these articles. Hence, only research hypotheses and data collection methods can be adequately evaluated in seminar courses in the first year. This separation of discipline knowledge and protocols from experimental design perpetuates the myth of data collection as real science (an experiment) and data analysis and interpretation as only number crunching (statistics).
If nothing else, we should immediately convey to our students that all planned experiments must be wellconceived blueprints for data collection, analysis, and interpretation. As a teaching tool the evaluation of research design problems is an excellent way to reinforce this important message. The more students are exposed, early in their academic careers, to both good and bad experimental designs, the better their scientific output should become.
APPENDIX

Examples of Research Design Problems, Their Critiques, and Issues Reviewed
The following two research design problems (RDP) illustrate the evaluative experiences obtained by students. Design problems are prepared and critiqued after lectures on the essentials of biostatistics (see Table 1 ). Consequently, for some readers these two relatively brief problems may contain some unfamiliar material such as ANOVA tables with their sources of variances, df, and error terms for the proper F-ratios. The first problem is similar to introductory problems that I use, and the second, more detailed design is similar to those expected from students. In the design course, submitted problems can be no more than four double-spaced pages and their critiques no more than three double-spaced pages. Detailed instructions for the preparation of different types of problems and their critiques are available on request. At the end of each of these selected problems are issues, discussed in the first part of the course, that may be reviewed. One hundred sample design problems and their critiques have been published (see Ref. 23 A between-subject ANOVA was done, and there was a significant group effect F(2,87) ϭ 5.63, P Ͻ 0.01, and a Scheffé's multiple comparison test indicated that the runners were significantly different from the inactive men (P Ͻ 0.05) but did not differ from the joggers and that the joggers and inactive men did not differ significantly. From these results, the researchers concluded that only very strenuous exercise will significantly increase HDL concentration; that is, jogging has no significant effect on HDL concentration.
Critique of RDP 1. This study, however, was not an experiment and does not permit causal inferences to be made. Classification variables are the independent variables in this study, and classification variables are always subject confounded. Inactive men, joggers, and marathon runners probably differ in their diets, their responses to stress, their self-esteem, their body weights, and so forth. Because these subject-related confounding variables cannot be controlled by the researcher, cause-and-effect conclusions are impossible when only classification variables are used. The data presented also make the author's conclusions suspect. Inactive men and marathon runners are classes of individuals that are relatively easy to define. Inactive men do not walk, jog, or run. Marathon runners run in marathons (26 miles). However, joggers may jog very slowly once a week or rather briskly four to seven times a week. Notice that the standard deviation for the joggers is about twice that of the other two groups. Consequently, this group includes individuals who vary widely in their HDL levels and probably also in the amount of their weekly exercise. Individuals who jog briskly for 40 minutes at least 3 times a week may have the same HDL concentrations as many marathon runners. High HDL concentrations may, therefore, be associated with both moderate and strenuous exercise. Hence, the author's conclusion that only very strenuous exercise will significantly increase HDL concentration is not justified because classification variables were used. Furthermore, a conclusion of only an association between strenuous exercise and high HDL concentration would be suspect because of the probable measurement error.
Issues that may be reviewed in addition to correlation/classification versus experimental study:
•ANOVA, single factor
•Familywise error rate
•Multiple comparison tests
•Scheffé's test
•Power of test
•Standard deviation
•Heterogeneity of variances
•Measurement error
•ANOVA table, levels of a factor, definitions of a factor, df, and P value
•Assumptions of statistical test RDP 2. The mammalian hippocampus has been proposed to be an important brain region for memory processing; consequently, interfering with hippocampal functioning should produce a greater effect on complex tasks (requiring extensive memory processing) than on simple tasks. To test this hypothesis, a biologist prepared a new type of knockout mouse in which the N-methyl-D-aspartate (NMDA) receptor was deleted specifically from the pyramidal cells of the hippocampus in the adult mouse in some littermates but not in others. This novel procedure apparently eliminates both development differences and other brain changes between the knockout mice and their normal littermates. These same outcomes are assumed to have occurred in this experiment. The behavior of 20 of these adult knockout mice were compared with that of 20 normal adult littermates (only one littermate pair of male mice from each litter) on a simple two-choice T-maze and on a complex radial arm (RA) maze with multiple choice points. The order of maze testing was counterbalanced so that one-half of the mice in each group were trained first on the T-maze and subsequently on the RA maze. The other 10 mice in each group were trained in the reverse order. Food reward was used in both tasks, and all mice were maintained at 85% of their pretraining weight. For all mice the number of trials to reach 90% correct responding on each maze was recorded.
A mixed factorial ANOVA indicated a significant group effect, F(1, 38) ϭ 8.35, P Ͻ 0.01, and a significant test effect, F(1, 38) ϭ 8.95, P Ͻ 0.01. The group ϫ test interaction was not significant, F(1, 38) ϭ 1.20. Both the knockout and normal mice required more trials to learn the RA maze (41.2 Ϯ 3.5, mean Ϯ SD) than the T-maze (19.8 Ϯ 3.7). Also, the knockout mice required more averaged trials to learn the two mazes (39.8 Ϯ 3.6) compared with their controls (21.2 Ϯ 2.9). From these findings, the biologist concluded that the loss of NMDA receptors from the neurons of the hippocampus in the male mouse has a greater effect on the learning of complex than simple tasks, a conclusion that supports the hypothesis that the hippocampus is involved in memory processing.
Critique of RDP 2. The research hypothesis is whether the loss of NMDA receptors on pyramidal neurons would interfere more with a mouse's performance on an RA maze than on a T-maze. The statistical test selected was appropriate, but the biologist's conclusions were wrong. If the researcher's conclusions were correct, a significant group ϫ test interaction would have been obtained. Subsequent analyses of this interaction should also have indicated that for the knockout mice the difference in errors made on the complex and simple tasks was greater than the trial error difference between these two behavioral tests for the normal mice. However, the group ϫ test interaction, F(1, 38) ϭ 1.20, was not significant; consequently, the only conclusions the biologist could make would be interpretations based on the two reported main effects, namely, that the knockout mice required significantly more trials to learn the two mazes compared with their control littermates and that mice in both groups required significantly more trials to learn the complex than the simple maze. Therefore, no evidence exists that a deficiency in hippocampal function affected the mouse's performance more on complex than on simple tasks.
Issues that may be reviewed in addition to interaction interpretation:
•Mixed factorial design
•Main effects and interactions
•Between-subject and within-subject components
•Confounds, carryover effects
•Counterbalancing
•Expected value of F-ratio
•Assumptions of statistical test I am grateful to Brian Jackson, Daniel Richardson, and Eric Smart for helpful comments on this paper. I thank Kim Ng of Monash University for supporting the use of research design problems and their evaluations as a teaching method with a large class of advanced undergraduate students.
