On the Kolmogorov theorem for some infinite-dimensional Hamiltonian
  systems of short range by Wu, Yuan & Yuan, Xiaoping
ar
X
iv
:1
81
0.
03
13
5v
1 
 [m
ath
.D
S]
  7
 O
ct 
20
18
ON THE KOLMOGOROV THEOREM FOR SOME INFINITE-DIMENSIONAL
HAMILTONIAN SYSTEMS OF SHORT RANGE
YUAN WU AND XIAOPING YUAN
Abstract. In this paper, it is proved that the infinite KAM torus with prescribed frequency exists
in a sufficiently small neighborhood of a given I0 for nearly integrable and analytic Hamiltonian
system H(I, θ) = H0(I) + ǫH1(I, θ) of infinite degree of freedom and of short range. That is
to say, we will give an extension of the original Kolmogorov theorem to the infinite-dimensional
case of short range. The proof is based on the approximation of finite-dimensional Kolmogorov
theorem and an improved KAM machinery which works for the normal form depending on initial
I0.
1. introduction and main results
1.1. Motivations. Since Kolmogorov’s work [20] in 1954, remarkable results have been obtained in
perturbation theory of integrable Hamiltonian systems. Here we share some of the most important
extensions based on the original Kolmogorov theorem for a better understanding of this perturbation
theory.
We recall the fact that Kolmogorov [20] announced that most invariant tori for the integrable
Hamiltonian systems persist under small perturbations. More concretely, consider the nearly integrable
Hamiltonian system of n-freedom
H(I, θ) = H0(I) + ǫH1(I, θ),(1.1)
with the symplectic structure dI ∧ dθ on Rn × Tn and the action-angle variables (I, θ) belonging to
some domain D × Tn ⊂ Rn × Tn. If H0(I) is analytic and satisfies the non-degenerate condition
det(∂2H0(I)) 6= 0, I ∈ D,(1.2)
Kolmogorov theorem claims that any invariant tori of the unperturbedH0 with prescribed Diophantine
frequency ω = ω(I0) = ∂H0(I)
∂I
|I=I0 for some I0 ∈ D persist under a small analytic perturbation
ǫH1(I, θ). Actually, Kolmogorov also gave a precise outline of its proof which is based on a fast
convergent Newton scheme. Roughly speaking, one can set up a Newton scheme by replacing Hj with
Hj+1 = Hj ◦Φj after taking symplectic transformation Φj such that the new Hamiltonian Hj+1 is of
super-exponential decay. Taking j = 1 as an example, the map Φ1 is close to the identity and can be
regarded as the composition of two “elementary” symplectic transformations: Φ1 = Φ
(1)
1 ◦Φ(2)1 , where
Φ
(2)
1 : (I
′, θ′)→ (η, ξ) is the symplectic map generated by I ′ · ξ + ǫI ′ · a(ξ), while Φ(1)1 : (η, ξ)→ (I, θ)
is the angle-dependent translation generated by η · θ + ǫ(b · θ + s(θ)) with real-analytic functions
a(ξ) and s(θ) being of zero average on Tn and b ∈ Rn. Obviously, Φ(2)1 acts in “angle direction” and
will be needed to straighten out the flow up to order O(ǫ2), while Φ(1)1 acts in “action direction”
and will be needed to keep the frequency ω(I0) of the torus fixed. Indeed, the vector b above and
the non-degenerate condition (1.2) are sufficient to overcome the frequency drift(which is a key idea
introduced by Kolmogorov). See [8], for the details. Later, the rigorous proof was given by Arnold [1]
in the analytic category, while Moser [28] also proved it for the finitely differentiable exact symplectic
mappings. This theorem now is called the classical KAM theorem. See [6], and the references therein.
Naturally, it is hoped that the KAM theorem of finite-dimensional Hamiltonian systems can be
extended to infinite-dimension ones. Different from the finite-dimensional case, the KAM theorem of
infinite-dimensional Hamiltonian systems is generally wrong if it is assumed only that the perturbation
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is small and sufficiently smooth. Hence, two slightly special cases, Hamiltonian partial differential
equations (PDEs) and the Hamiltonian systems defined on the infinite lattices, have been taken into
account. On the one hand, the infinite-dimensional KAM theory has seen enormous progress with
application to Hamiltonian PDEs since Kuksin [23] and Wayne [34]. As an example to which infinite-
dimensional KAM theory applies, consider the nonlinear Schro¨dinger equation(NLS)
√−1ut −△u+ V (x, ω)u+ |u|2u+ h.o.t = 0,(1.3)
subject to Dirichlet condition. Kuksin [24] showed that (1.3) possesses lower dimensional invariant tori
around u = 0 for “most” parameters ω. See [2, 4, 10, 12, 14–16, 19, 21, 22, 25, 26, 30, 32, 34, 35, 38, 39],
for more related results. In those literatures, the frequency vectors ω ∈ Rn or initial data are regarded
as the parameters. In [13], the frequency
ω = ω0t,
where ω0 ∈ Rn is a fixed Diophantine vector and t ∈ R is a parameter. Even for the finite-dimensional
Hamiltonian, Bourgain [3] showed that, at least, a 1-dimensional parameter is needed to guarantee the
existence of the KAM torus with a fixed frequency, which is a progress of the results in [13, 27]. Since
the freedom of Hamiltonian PDEs is infinite and the dimension of the obtained KAM tori is finite,
the KAM tori are called lower-dimensional tori. Note that the dimension of the invariant tori equals
to the freedom of the Hamiltonian in the Kolmogorov theorem. Thus, those lower-dimensional tori for
Hamiltonian PDEs are not in the class of Kolmogorov’s tori in the rigorous sense. In order to make
sure that the invariant tori are in the class of Kolmogorov’s, the dimension of the obtained tori should
be infinite. In this direction, It is proved in [5, 11] that 1-dimensional NLS has a full dimensional
KAM torus of prescribed frequencies with the actions of the tori decaying hyper-exponentially to zero
by replacing the potential V (x, ω) as infinite-dimensional parameter vectors or replacing V (x,ω) by
random Fourier multiplier M (M is defined by M̂u(n) = Vnuˆ(n) for n ∈ Z). Considering that the
Hamiltonian does not involve any exterior parameters in the Kolmogorov theorem, the full-dimensional
invariant tori in [5, 11] are not yet in the class of Kolmogorov’s.
On the other hand, let us consider models in mathematical physical which consist of lattices of har-
monic oscillators with independent identically distributed random frequencies, subject to un-harmonic
coupling force which are of finite range, short range, or hierarchy. Bellissard, Vittot [33], and Fro¨hlich,
Spencer, Wayne [18] showed that there is a set Ω ⊆ R∞+ with Prob(Ω) > 0 (where “Prob” is some
probability measure) such that for some ω = (ωi)i∈Z ∈ Ω, there exists an infinitely dimensional
KAM-torus for the following Hamiltonian
H = H(I, θ) =
∑
j∈Zd
ωjIj + ǫP (I, θ),(1.4)
where 0 < ǫ≪ 1, d ≥ 1 and P is of short range. Afterwards, different kinds of systems with short range
have been deeply investigated by many authors. See [7, 29, 36, 37], for example. It is easily observed
that such infinite-dimensional Hamiltonian systems are well approximated by finite-dimensional ones
and consequently the classical, finite-dimensional KAM technique works in this case. That is, these
infinite invariant tori are obtained by successive small perturbations of finite-dimensional tori. Such
results were obtained in [9, 29, 31] by a somewhat similar method. However, the frequencies of those
full-dimensional KAM tori are not prescribed, so they are not in the class of Kolmogorov’s.
In the present paper, we will construct a Kolmogorov theorem for the following infinite-dimensional
Hamiltonian system
H(I, θ) = H0(I) + ǫH1(I, θ), (I, θ) ∈ CZ × TZ = CZ × (C/2πZ)Z(1.5)
provided that H0(I),H1(I, θ) are analytic and of short range. Thus, in order to construct a KAM torus
of prescribed frequency, the key difficulty is to eliminate the drift of the frequency. We will overcome
the difficulty by advantage of the facts that the Hamilton system (1.5) is of short range and the
perturbation is high orders of action variables (Ij)j∈Z taking an exponential norm with weight e
|j|1+α
for any α > 0. In other words, the strength of the action variable Ij decays so fast that we can regard an
infinite-dimensional Hamiltonian as a finite- dimensional one with the help of short range in each step
of KAM iteration. For a finite-dimensional Hamiltonian, the Kolmogorov’s original idea works well in
3k-th KAM iteration by replacing the symplectic Φk with a time-1-map X
1
F˜k
of a Hamiltonian vector
field XF˜k , where F˜k is of the form F˜k = Fk + 〈b
k, θ〉 with a Hamiltonian Fk to be determined. More
exactly, one can choose a length scale (Lk) such that we only need to consider the finite Hamiltonian
H(θ, I(k)) in k-th KAM iteration, where I(k) = (Ij)|j|≤Lk−1. The trouble is estimating vector b
k
whose dimensional number 2Lk + 1 tends to ∞ as k to ∞. Indeed, our work is mainly based on the
combination of Kolmogorov’s original idea [20] and that of Fro¨hlich, Spencer, Wayne [18] and Po¨schel
[29]. The main aim of the present paper is to prove that there exist full dimensional KAM tori with
the prescribed Diophantine frequency ω = ω(I0) = ∂H0(I
0)
∂I
for the Hamiltonian (1.5) in the absence
of exterior parameters.
1.2. The main results. To state our results we firstly introduce some notations. In this paper, the
positive constant α is fixed. Note
C
Z := {I = (Ij)j∈Z : Ij ∈ C},
where the norms on CZ are defined by
‖I‖ :=
∑
j∈Z
|Ij | exp(|j|1+α), |I |∞ := sup
j∈Z
|Ij |.
Fix I0 ∈ CZ with 0 <‖ I0 ‖< 1. Given some s > 0 and r > 0, we define domain
D˜s,r := {(I, θ) ∈ CZ × TZ : ‖I − I0‖ < s, |Imθ|∞ < r},
where TZ = (C/2πZ)Z, and a phase space
P : CZ × TZ,
with
|(I, θ)|P = max(‖I‖, |θ|∞).
Given a sequence of length scales (Lk). Let us consider a vector I(k) = (Ij)|j|≤Lk−1 and a matrix
B = (Bij)|i|,|j|≤Lk−1. We can expand I(k) into
I˜ = (I˜j : j ∈ Z), here I˜j =
{
Ij , |j| ≤ Lk − 1
0, |j| ≥ Lk,
and also expand B into
B¯ = (B¯ij : i, j ∈ Z), here B¯ij =
{
Bij , |i|, |j| ≤ Lk − 1
0, |i| or |j| ≥ Lk,
Define ‖I(k)‖ = ‖I˜‖. Similarly, define |||B||| = |||B¯|||, where ||| · ||| is the operator norm reduced by
‖ · ‖ from CZ to CZ. That is, we can define
|||B||| = |||B¯||| = sup
I,‖I‖6=0
‖B¯I‖
‖I‖ .
For a map G : D˜s,r → C, we define
|G|s,r := sup
(I,θ)∈D˜s,r
|G(I, θ)|.
Consider an infinite-dimensional Hamiltonian system
H(I, θ) = H0(I) + ǫH1(I, θ), (I, θ) ∈ D˜s,r(1.6)
with the standard symplectic structure dθ ∧ dI on CZ × TZ. Assume the unperturbed Hamiltonian
H0(I) =
∑
⌊i,j⌉
h⌊i,j⌉(Ii, Ij) =
∑
j∈Z
∑
|i−j|≤1
h(i,j)(I)
satisfies the following conditions:
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(A0) For any j ∈ Z, the function h⌊i,j⌉ : D˜s,r → C is real for real arguments, analytic in variables
(I, θ);
(A1) Given two sequences of positive numbers (Lk) and (Mk). Denote ω = (ωj)j∈Z = (ωj(I0))j∈Z =
∂H0(I
0)
∂I
. For all |j| ≤ Lk − 1, denote ω(k) = (ωj)|j|≤Lk−1. Frequency ω satisfies the Diophantine
conditions
|〈ω(k), ν〉| ≥ (ǫ(1+β)k−1)γ(1.7)
for 0 < |v| < Mk, k ≥ 1 and β > 0, γ > 0;
(A2) Given a sequence of positive numbers (Lk). Denote Ω = ∂
2H0(I
0)
∂I2
= (Ωij)i,j∈Z. For any i, j ∈ Z,
note Ω(k) = (Ωij)|i|,|j|≤Lk−1. The operator Ω¯(k) : C
Z → CZ satisfies
|||Ω¯(k)||| ≤ κ1,
and its inverse operator Ω¯−1(k) : CZ → CZ satisfies
|||Ω¯−1(k)||| ≤ κ2,
for any k ≥ 1 and 0 < κ1, κ2 <∞.
Also assume the perturbed Hamiltonian
H1 =
∑
⌊i,j⌉
f⌊i,j⌉(Ii, Ij , θi, θj) =
∑
j∈Z
∑
|i−j|≤1
f(i,j)(I, θ)
satisfies the following conditions:
(B0) For any j ∈ Z, the function f⌊i,j⌉ : D˜s,r → C is real for real arguments, analytic in variables
(I, θ);
(B1) For any j ∈ Z, we have
|f⌊i,j⌉(I, θ)| ∼ O(|Ii|ιi |Ij |ιj ), for all ⌊i, j⌉ and ιi + ιj ≥ 5,
where O(x) means higher order infinitesimal of x.
Our main result is as follows
Theorem 1.1. Suppose H = H0 + ǫH1 defined in (1.6) satisfies (A0)− (A2) and (B0)− (B1). Then
for any 0 < γ < 1
301
and I0 ∈ CZ with 0 < ‖I0‖ < 1, there exists a constant ǫ0 = ǫ0(s, r, I0, γ) > 0
such that, for 0 < ǫ ≤ ǫ0, there is a set R∞(I0), a measure µ with µ(R∞) = 1−∑∞j=0 ǫκj (0 < κ < γ)
and a real-analytic symplectic transformation Ψ∗ : D˜s,r → D˜ 1
2
s, 1
2
r, such that for each ω(I
0) in R∞
H ◦Ψ∗ = e∗ + 〈ω(I0), I − I0〉+ 1
2
〈Ω∗(I − I0), I − I0〉+ P∗(I − I0, θ),(1.8)
where |P∗| = O(|Ii − I0i |ιi |Ij − I0j |ιj |Ik − I0k |ιk ) for ιi + ιj + ιk ≥ 3.
Furthermore, one has
|Ψ∗ − id|D˜ 1
2
s, 1
2
r
⋖ ǫ
17
50 , |e∗ − e| ⋖ 2ǫ,(1.9)
and the operator Ω∗ : C
Z → CZ satisfies
|||Ω∗ − Ω||| ⋖ ǫ 15 .
From Theorem 1.1, the following corollary can be obtained.
Corollary 1.2. Consider the Hamiltonian
H∗ = H ◦Ψ∗ = e∗ + 〈ω(I0), I − I0〉+ 1
2
〈Ω∗(I − I0), I − I0〉+ P∗(I − I0, θ)
obtained in Theorem 1.1. For a fixed nonzero I0, there exists a full dimensional KAM torus T (I0) =
T
Z×{I = I0} with frequency ω(I0) for the Hamiltonian H∗, and T := Ψ−1∗ T (I0) is a full dimensional
KAM torus for the initial Hamiltonian H.
5Remark 1.3. Theorem 1.1 and corollary 1.2 extend the original Kolmogorov theorem [20] to the
infinite-dimensional Hamiltonian systems of short range. It is still open to extend the Kolmogorov
theorem to some Hamiltonian PDEs, which is even thought to be a harder problem. See Bourgain [5].
Remark 1.4. The initial conditions in Theorem 1.1 are strongly localized in space. More exactly, we
define
|I0j | ⋖ e|j|
1+α
,
for α > 0, namely the decay is super-exponential. With this fast decay and the fact that the interaction
starts with five orders, one can choose a length scale (Lk) such that we only need to consider the finite
Hamiltonian H(θ, I(k)) in k-th KAM iteration. In fact, the methods of Fro¨hlich-Spencer-Wayne [17]
and Po¨schel [29] are still valid for the Hamiltonian (1.6). See Section 4 for more details of the super-
exponential decay.
The rest of the paper consists almost entirely of the proofs of the preceding results, which employs
the usual Newton type iteration procedure to handle small divisor problems. In section 2 the corre-
sponding homological equation is considered, and in section 3 one step of iterative scheme is described
in details. The iteration itself takes place in section 4, and section 5 provides the estimate of measure.
In section 6, we prove the main theorem.
2. The Homological Equations
2.1. Derivation of homological equations. The proof of main Theorem employs the rapidly con-
verging iteration scheme of Newton type to deal with small divisor problems introduced by Kol-
mogorov, involving the infinite sequence of coordinate transformations. Recalling the sequence of
length scales, Lk ր∞, we construct this transformation inductively, attempting, at the k-th stage of
the inductive process, to ”kill” only those part of the interaction, f⌊i,j⌉, with the point i and j lying
inside the box BLk , which consists of all sites j with |j| < Lk. In the following, we denote | · | the
sup-norm for any matrices or vectors of finite order. If A1 and A2 are k × k and l × l matrices with
k < l respectively, we define
A1 + A2 =
(
A1 0
0 0
)
l×l
+A2.
In order to provide a formal statement, let us define precisely the analytic function f⌊i,j⌉(I, θ).
Assume f(i,j)(I, θ) =
∑
αi+αj≥5
a˜αiαj (θi, θj)(Ii)
αi(Ij)
αj , for αj ∈ N. We thus have
f⌊i,j⌉(I, θ) =
∑
αj−1+αj≥5
a˜αj−1αj (θj−1, θj)(Ij−1)
αj−1 (Ij)
αj +
∑
αj≥5
a˜αj (θj)(Ij)
αj
+
∑
αj+αj+1≥5
a˜αjαj+1 (θj , θj+1)(Ij)
αj (Ij+1)
αj+1 .
Since I0j 6= 0 for some j ∈ Z, we can translate it to the zero point by taking a symplectic transformation
Φ given by
(I, θ)→
{
ρ = I − I0
θ = θ.
Hence, (1.6) has the form
H(ρ, θ) = H0(I
0 + ρ) + ǫH1(I
0 + ρ, θ)
= H0(I
0) +
∑
j∈Z
ωj(I
0)ρj +
1
2
∑
j∈Z,|i−j|≤1
∂2H0(I
0)
∂Ii∂Ij
ρiρj
+
∑
⌊i,j⌉|j∈Z
V⌊i,j⌉(ρ) + ǫH˜1(ρ, θ)
= e+ 〈ω, ρ〉+ 1
2
〈Ωρ, ρ〉+ V (ρ) + ǫH˜1(ρ, θ),
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where V (ρ) = H0(I
0 + ρ)− (e+ 〈ω, ρ〉+ 1
2
〈Ωρ, ρ〉) = ∑
⌊i,j⌉|j∈Z
V⌊i,j⌉(ρ) and
H˜1(ρ, θ) =
∑
⌊i,j⌉
f⌊i,j⌉(ρi + I
0
i , ρj + I
0
j , θi, θj)(2.1)
=
∑
j∈Z
f(j−1,j)(ρ, θ) + f(j,j)(ρ, θ) + f(j,j+1)(ρ, θ).
Correspondingly, the new domain turns to be
Ds,r := {(ρ, θ) ∈ CZ × TZ : ‖ρ‖ < s, |Imθ|∞ < r}.
For the perturbation H˜1(ρ, θ) with new variables (ρ, θ), we easily have
f(j−1,j)(ρ, θ) :
=
∑
αj−1+αj≥5
a˜αj−1αj (θj−1, θj)(ρj−1 + I
0
j−1)
αj−1(ρj + I
0
j )
αj
=
∑
αj−1+αj≥5
a˜αj−1αj (θj−1, θj)
(αj−1∑
k=0
C
k
αj−1ρ
k
j−1(I
0
j−1)
αj−1−k
)( αj∑
l=0
C
l
αjρ
l
j(I
0
j )
αj−l
)
,
f(j,j)(ρ, θ) =
∑
αj≥5
a˜αj (θj)(ρj + I
0
j )
αj =
∑
αj≥5
a˜αj (θ)
( αj∑
l=0
C
k
αjρ
l
j(I
0
j )
αj−k
)
,
and
f(j,j+1)(ρ, θ)
=
∑
αj+αj+1≥5
a˜αjαj+1(θj , θj+1)(ρj + I
0
j )
αj (ρj+1 + I
0
j+1)
αj+1
=
∑
αj+αj+1≥5
a˜αjαj+1(θj , θj+1)
( αj∑
k=0
C
k
αjρ
k
j (I
0
j )
αj−k
)(αj+1∑
l=0
C
l
αj+1ρ
l
j+1(I
0
j+1)
αj+1−l
)
.
Moreover, the analytic function H˜1(ρ, θ) can be expanded into power series
H˜1(ρ, θ) = H˜
θ
1 (θ) + 〈H˜ρ1 (θ), ρ〉+ 〈H˜ρρ1 (θ)ρ, ρ〉+
∑
j∈Z,l≥3
W lj(ρ),
where W (ρ) =
∑
j∈Z,l≥3
W lj (ρ) with W
l
j(ρ) = O(|ρj−1|lj−1 |ρj |lj ) + O(|ρj |lj |ρj+1|lj+1) of lj−1 + lj , lj +
lj+1 ≥ 3.
7From (2.1), one has
H˜θ1 (θ) =
∑
j∈Z
∑
αj−1+αj≥5
aαj−1αj (θj−1, θj)(I
0
j−1)
αj−1(I0j )
αj +
∑
αj≥5
aαj (θj)(I
0
j )
αj
+
∑
αj+αj+1≥5
aαjαj+1(θj , θj+1)(I
0
j )
αj (I0j+1)
αj+1 ;
H˜
ρj
1 (θ) =
∑
αj−1+αj≥5
aαj−1αj (θj−1, θj)(I
0
j−1)
αj−1 (I0j )
αj−1 +
∑
αj≥5
aαj (θj)(I
0
j )
αj−1
+
∑
αj+αj+1≥5
aαjαj+1(θj , θj+1)(I
0
j )
αj−1(I0j+1)
αj+1 ;
H˜
ρj−1ρj
1 (θ) = H˜
ρjρj−1
1 (θ) =
1
2
(
∑
αj+αj−1≥5
aαjαj−1 (θj , θj−1)(I
0
j )
αj−1(I0j−1)
αj−1−1
+
∑
αj−1+αj≥5
aαj−1αj (θj−1, θj)(I
0
j−1)
αj−1−1(I0j )
αj−1);
H˜
ρjρj
1 (θ) =
∑
αj−1+αj≥5
aαj−1αj (θj−1, θj)(I
0
j−1)
αj−1 (I0j )
αj−2 +
∑
αj≥5
aαj (θj)(I
0
j )
αj−2
+
∑
αj+αj+1≥5
aαjαj+1(θj , θj+1)(I
0
j )
αj−2(I0j+1)
αj+1 ;
H˜
ρiρj
1 (θ) = 0, for any |i− j| > 1.
Now consider the Hamiltonian H of the form
H = N +R,(2.2)
where
N(ρ) = e+ 〈ω, ρ〉+ 1
2
〈Ωρ, ρ〉,
and
R(ρ, θ) = V (ρ) + ǫH˜1(ρ, θ).
More precisely, let
V (ρ, θ) = V1(ρ) + V2(ρ),
with
V1(ρ) =
∑
⌊i,j⌉| |i|,|j|≤L+−1
V⌊i,j⌉(ρ),
V2(ρ) =
∑
⌊i,j⌉| |i| or |j|≥L+
V⌊i,j⌉(ρ);
and
ǫH˜1(ρ, θ) = R1(ρ, θ) +R2(ρ, θ),
with
R1(ρ, θ) = ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≤L+−1
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),
R2(ρ, θ) = ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥L+
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj).
Denote R1(ρ, θ) = R
low
1 (ρ, θ) +R
high
1 (ρ, θ), where
Rlow1 (ρ, θ) = R
0
1(θ) + 〈R11(θ), ρ〉+ 〈R21(θ)ρ, ρ〉,(2.3)
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and
Rhigh1 (ρ, θ) = R
3
1(ρ, θ) +R
4
1(ρ, θ),(2.4)
with R31(ρ, θ) being cubic of |ρj | and R41(ρ, θ) = O(|ρj |l) for l ≥ 4.
We desire to eliminate the terms Rlow1 in (2.3) by the coordinate transformation Ψ, which is obtained
as the time-1- map XtF |t=1 of a Hamiltonian vector field XF . Write
F (ρ, θ) = F˜ (ρ, θ) + 〈a, θ〉 = F 0(θ) + 〈F 1(θ), ρ〉+ 〈F 2(θ)ρ, ρ〉+ 〈a, θ〉,
where vector a is chosen to keep the frequency ω fixed.
Remark 2.1. Since the existing of the term 〈a, θ〉, the function F is defined on CZ×CZ not CZ×TZ,
but the flow XF is perfectly well defined on C
Z × TZ.
Using Taylor’s formula, we have
H+ = H ◦Ψ = H ◦XtF |t=1(2.5)
= H + {H,F}+
∫ 1
0
(1− t){{H,F}, F} ◦XtF dt
= N + {N, F}+
∫ 1
0
(1− t){{N, F}, F} ◦XtF dt
+Rlow1 +
∫ 1
0
{Rlow1 , F} ◦XtF dt
+Rhigh1 + V1 + {Rhigh1 + V1, F}+ (V2 +R2) ◦X1F
+
∫ 1
0
(1− t){{Rhigh1 + V1, F}, F} ◦XtF dt.
Then we obtain the modified homological equation
{N, F}+Rlow1 + {Rhigh1 + V1, F}low = N+ −N,(2.6)
where N+ is given below and {·, ·} is the Poisson bracket of functions on Ds,r computed by the formula
{F,G} = 〈Fθ, Gρ〉 − 〈Fρ, Gθ〉.(2.7)
If the homological equation (2.6) is solved, the new perturbation term R1+ can be written as
R1+ = R
high
1 + V1 + {Rhigh1 + V1, F}high(2.8)
+
∫ 1
0
(1− t){{N +Rhigh1 + V1, F}, F} ◦XtF dt(2.9)
+
∫ 1
0
{Rlow1 , F} ◦XtF dt.(2.10)
Note that we do not need to eliminate the terms in (2.8) at the next step of KAM procedure, so (2.8)
is not necessary to be too small. On the other hand, the remaining terms are either quadratic in F
or bounded by ǫ1+β(we will prove this in details below). Therefore, we can obtain a non-degenerate
normal form of order 2 with a fixed frequency ω.
Once all the above procedures work well, our new Hamiltonian reads
H+ = N+ +R1+ + V2 +R2.
Note R2 = R21 +R22, where
R21(ρ, θ) = ǫ
∑
⌊i,j⌉|L+≤dist(⌊i,j⌉,0)≤L++−1
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),
R22(ρ, θ) = ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥L++
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),
with a larger number L++.
9It is clear that one has to eliminate the term R1++R21 in the next iterative process and from this
term one easily gets that R1+ depends only on ρj , θj for |j| ≤ L+, while R21 depends on ρj , θj for
|j| ≥ L+. So in order to know exactly what the new error term depends on and keep the eliminated
term unified from 1-th iteration(R1 is of the form like A + B), we will rewrite R1 into several terms
directly below.
Let
R1 = P (ρ, θ) + ǫQ(ρ, θ)
+ǫ
∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),(2.11)
with
P (ρ, θ) = ǫ
f⌊0,0⌉(I00 + ρ0, θ0) + ∑
|j|=L=1
f⌊0,j⌉(I
0
0 + ρ0, I
0
j + ρj , θ0, θj)
 ,
and
Q(ρ, θ) =
∑
⌊i,j⌉|1=L≤|i|,|j|≤L+−1
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj).
Remark 2.2. Since L = 1 and |f⌊i,j⌉(I, θ)| ≤ K exp[−l(|j| − 1)1+α], we can choose K = (26)−1 such
that |P |s,r ≤ ǫ.
More exactly, denote
N = N0 +N1 +N2,
where
N0 =
∑
|j|≤L+−1
ωjρj +
∑
|i|,|j|≤L+−1
Ωijρiρj ,
N1 =
∑
either |i| or |j|=L+, but not both
Ωijρiρj ,
N2 =
∑
|j|≥L+
ωjρj +
∑
|i|,|j|≥L+
Ωijρiρj ;
and denote
V (ρ) = V˜ (ρ) + V¯ (ρ) + Vˇ (ρ),
where
V˜ (ρ) =
∑
⌊i,j⌉| |i|,|j|≤L+−1
V⌊i,j⌉(ρ),
V¯ (ρ) =
∑
⌊i,j⌉| |i| or |j|=L+
V⌊i,j⌉(ρ),
Vˇ (ρ) =
∑
⌊i,j⌉| |i|,|j|≥L+
V⌊i,j⌉(ρ).
For convenience, denote P (ρ, θ) = P low(ρ, θ) + P high(ρ, θ), where
P low(ρ, θ) = P 0(θ) + 〈P 1(θ), ρ〉+ 〈P 2(θ)ρ, ρ〉,(2.12)
and
P high(ρ, θ) = P 3(ρ, θ) + P 4(ρ, θ),(2.13)
with P 3(ρ, θ) being cubic of |ρj | and P 4(ρ, θ) = O(|ρj |l) for l ≥ 4.
Similarly, note Q(ρ, θ) = Qlow(ρ, θ) +Qhigh(ρ, θ), where
Qlow(ρ, θ) = Q0(θ) + 〈Q1(θ), ρ〉+ 〈Q2(θ)ρ, ρ〉,(2.14)
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and
Qhigh(ρ, θ) = Q3(ρ, θ) +Q4(ρ, θ),(2.15)
with Q3(ρ, θ) being cubic of |ρj | and Q4(ρ, θ) = O(|ρj |l) for l ≥ 4.
Particularly, V˜ (ρ) has the same form
V˜ (ρ) = V˜ 3(ρ) + V˜ 4(ρ),
with V˜ 3(ρ) is cubic of |ρj | and V˜ 4(ρ, θ) = O(|ρj |l) for l ≥ 4;
V¯ (ρ) = V¯ 3(ρ) + V¯ 4(ρ),
with V¯ 3(ρ) being cubic of |ρj | and V¯ 4(ρ, θ) = O(|ρj |l) for l ≥ 4; and
Vˇ (ρ) = Vˇ 3(ρ) + Vˇ 4(ρ),
with Vˇ 3(ρ) being cubic of |ρj | and Vˇ 4(ρ, θ) = O(|ρj |l) for l ≥ 4.
Hence, the term we desire to eliminate is P low + ǫQlow in (2.6) since (2.11) can be bounded by
ǫ1+β(see below). Furthermore, in order to cure the problem that the measures of ω in (A1) will diverge,
we reduce the infinite sum of v to a finite one. In other words, the homological equation of (2.6) turns
to be
{N0, F}+ ΓP low + ǫΓQlow + {V˜ + ΓP high + ǫΓQhigh, F}low(2.16)
= N0+ −N0,
where ΓP,ΓQ mean the truncation of the M+-th Fourier coefficient of P,Q with M+ given later.
Let F 0( resp. F 1, F 2) has the form of P 0+ ǫQ0( resp.P 1+ ǫQ1, P 2+ ǫQ2). That is, F 0( resp. F 1, F 2)
can be expanded to
F 0(θ) =
∑
0<|v|<M+
F̂ 0v e
i〈v,θ〉,(2.17)
where F̂ jv are the v-th Fourier coefficients of F
j(j = 0, 1, 2).
Note 〈Uρ, ρ〉 = {V˜ + P high + ǫQhigh, F}low = {V˜ 3 + ΓP 3 + ǫΓQ3, F 0 + 〈a, θ〉}. From the definition
of Poisson bracket (2.7), we have the following equations from distinguishing terms of (2.16) by the
order of ρ:
(2.18)

−∂ωF 0 − 〈ω(+), a〉+ ΓP 0 + ǫΓQ0 = 0,
−∂ωF 1 − Ω˜a− Ω˜∂θF 0 + ΓP 1 + ǫΓQ1 = 0,
−∂ωF 2 − Ω˜∂θF 1 + U + ΓP 2 + ǫΓQ2 = 0,
where ∂ω = ω · ∂θ, ω(+) = (ωj)|j|≤ L+−1 and Ω˜ = Ω(+) = (Ωij)|i|,|j|≤L+−1.
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Therefore, the new Hamiltonian H+ has the form
H+ = H ◦XtF |t=1(2.19)
= N + {N,F}+ ΓP low + ǫΓQlow + V˜ 3 + V¯ 3 + ΓP 3 + ǫΓQ3
+
∫ 1
0
{ΓP low + ǫΓQlow, F} ◦XtF dt
+{V˜ 3 + ΓP 3 + ǫΓQ3, F}low + {V˜ 3 + ΓP 3 + ǫΓQ3, F}3
+{V˜ 3 + ΓP 3 + ǫΓQ3, F}4 + {V¯ 3, F}
+
∫ 1
0
(1− t){{N + V˜ 3 + V¯ 3 + ΓP 3 + ǫΓQ3, F}, F} ◦XtFdt
+
 ∑
|v|≥M+
P̂v + ǫQ̂v + V˜
4 + V¯ 4 + ΓP 4 + ǫΓQ4
 ◦X1F + Vˇ +R2
+
ǫ ∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(I
0 + ρ, θ)
 ◦X1F
= N+ + P+ + Vˇ + ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥L+
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),
where
(2.20) N+ = eˆ+N + [P
2] + ǫ[Q2] + [U ],
with eˆ = [P 0] + ǫ[Q0] + 〈ω(+), a〉, the [P j ] + ǫ[Qj ], [U ] being respectively the 0-th Fourier coefficients
of P j + ǫQj (j = 0, 1, 2), U , and
P+ : = V˜
3 + V¯ 3 + ΓP 3 + ǫΓQ3 + V˜ 4 + V¯ 4 + ΓP 4 + ǫΓQ4(2.21)
+{V˜ 3 + ΓP 3 + ǫΓQ3, F}3 + {V˜ 3 + ΓP 3 + ǫΓQ3, F}4
+{V˜ 4 + ΓP 4 + ǫΓQ4, F}3 + {V˜ 4 + ΓP 4 + ǫΓQ4, F}4
+
∫ 1
0
{ΓP low + ǫΓQlow, F} ◦XtF dt
+
∫ 1
0
(1− t){{N + V˜ + V¯ + ΓP high + ǫΓQhigh, F}, F} ◦XtF dt
+
 ∑
|v|≥M+
P̂v + ǫQ̂v
 ◦X1F + {N1, F}+ {V¯ 3, F}
+
ǫ ∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(I
0 + ρ, θ)
 ◦X1F ,
where P+ depends only on ρj , θj for |j| ≤ L+.
2.2. The solvability of the homological equations. In this subsection, we will estimate the
solutions of the homological equations. To avoid a flood of constants we will write a⋖ b, if there exists
a constant C ≥ 1 depending only on α, γ such that a ≤ Cb. Moreover, one has the following estimates.
Recalling that
P low(ρ, θ) = P 0(θ) + 〈P 1(θ), ρ〉+ 〈P 2(θ)ρ, ρ〉
=
∑
0≤|j|≤1
P 0θj (θ) +
∑
0≤|j|≤1
P 1ρj (θ)ρj +
∑
0≤|j|≤1
P 2ρ0ρj (θ)ρ0ρj ,
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where P 0θj (θ) = P 0θj (θj−1, θj , θj+1), one has the estimates
|P 0θj (θ)| ≤ ǫ,
|P 1ρj (θ)| ≤ ǫ,
|P 2ρjρj (θ)| ≤ ǫ,
|P 2ρ0ρj (θ)| ≤ ǫ
for 0 ≤ |j| ≤ 1.
Similarly, since
Qlow(ρ, θ) = Q0(θ) + 〈Q1(θ), ρ〉+ 〈Q2(θ)ρ, ρ〉
=
∑
1≤|j|≤L+−1
Q0θj (θ) +
∑
1≤|j|≤L+−1
Q1ρj (θ)ρj
+
∑
⌊i,j⌉|1≤|i|,|j|≤L+−1
Q2ρiρj (θ)ρiρj ,
where Q0θj (θ) = Q0θj (θj−1, θj , θj+1), one obtains
|Q0θj (θ)| ≤ |I0|j|−1|5,
|Q1ρj (θ)| ≤ |I0|j|−1|4,
|Q2ρjρj (θ)| ≤ |I0|j|−1|3,
|Q2ρiρj (θ)| ≤ |I0|j|−1|3, for |i− j| ≤ 1,
for 1 ≤ |i|, |j| ≤ L+ − 1.
Lemma 2.3. For the definition of the operator Ω¯(k) : CZ → CZ with the norm ||| · ||| satisfying
|||Ω¯(k)||| ≤ κ1, |||Ω¯−1(k)||| ≤ κ2,∀ k,(2.22)
we have
|Ω(k)| ≤ 2κ1, |Ω−1(k)| ≤ 2κ2,∀ k,(2.23)
where | · | denotes the sup-norm for any finite matrices.
Proof. For any given k, the matrix Ω(k) is symmetric by the definition of Ω(k). For any j, take
I = (0, ..., e−|j|
1+α
, 0...) with ||I || = 0. Then one has
||Ω(k)I || = |Ω{j−1}j |e|j−1|
1+α−|j|1+α + |Ωjj |+ |Ω{j+1}j |e|j+1|
1+α−|j|1+α ≤ κ1,
which implies
|Ωjj |+ |Ω{j+1}j | ≤ κ1, j ≥ 1,
or
|Ω{j−1}j |+ |Ωjj | ≤ κ1, j ≤ −1.
Particularly, for j = 0, we have
|Ω{−1}0|+ |Ω00|+ |Ω01| ≤ κ1.
That is, one also has
|Ω{j−1}{j−1}|+ |Ωj{j−1}| ≤ κ1, j ≥ 1,
and
|Ωj{j+1}|+ |Ω{j+1}{j+1}| ≤ κ1, j ≤ −1.
Since Ωj{j−1} = Ω{j−1}j and Ωj{j+1} = Ω{j+1}j , one finally obtains
|Ω{j−1}j |+ |Ωjj |+ |Ω{j+1}j | ≤ 2κ1, ∀ j.
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Therefore, one has
|Ω(k)| ≤ 2κ1.
The remaining proof is similar. 
Lemma 2.4. Given some positive parameters 0 < β < 1
10
, ǫ > 0 and 0 < σ˜ < s, 0 < σ < r, one has
|{F,G}|s−σ˜,r−σ ≤ 2ǫ−
1+β
5 σ˜−1σ−1|F |s,r|G|s,r,
where F and G are functions which are of the form G = Gθ + 〈Gρ, ρ∗〉 + 〈Gρρρ∗, ρ∗〉 with ρ∗ =
(ρj)|j|≤L+−1 of L
+ = ( 1+β
5
| ln ǫ|) 11+α .
Proof. Let
F = F θ + 〈F ρ, ρ∗〉+ 〈F ρρρ∗, ρ∗〉
and
G = Gθ + 〈Gρ, ρ∗〉+ 〈Gρρρ∗, ρ∗〉.
Recall that
{F,G} = 〈Fθ, Gρ〉 − 〈Fρ, Gθ〉.
Considering the term 〈Fθ, Gρ〉, we have
|〈Fθ , Gρ〉|s−σ˜,r−σ =
∣∣∣∣∣∣
∑
j∈Z
∂F
∂θj
∂G
∂ρj
∣∣∣∣∣∣
s−σ˜,r−σ
≤
∑
|j|≤L+−1
σ˜−1e|j|
1+α |G|s,r−σ|Fθj |s−σ˜,r−σ
≤ σ˜−1e|L+−1|1+ασ−1|G|s,r−σ|F |s−σ˜,r
≤ ǫ− 1+β5 σ˜−1σ−1|G|s,r−σ|F |s−σ˜,r.
Similarly, one has
|〈Fρ, Gθ〉|s−σ˜,r−σ =
∣∣∣∣∣∣
∑
j∈Z
∂F
∂ρj
∂G
∂θj
∣∣∣∣∣∣
s−σ˜,r−σ
≤
∑
|j|≤L+−1
σ˜−1e|j|
1+α |F |s,r−σ|Gθj |s−σ˜,r−σ
≤ σ˜−1e|L+−1|1+ασ−1|F |s,r−σ|G|s−σ˜,r
≤ ǫ− 1+β5 σ˜−1σ−1|F |s,r−σ|G|s−σ˜,r.
It follows that
|{F,G}|s−σ˜,r−σ ≤ 2ǫ−
1+β
5 σ˜−1σ−1|F |s,r|G|s,r.

Lemma 2.5. Let ω be Diophantine with γ > 0 (see (A1) for k = 1), and choose L+ = ( 1+β5 | ln ǫ|)
1
1+α .
Then for any 0 < s < 1, r > 0 and 0 < σ < 1
5
r, the solutions of the homological equations which are
given by (2.17), satisfy
|F 0|r−σ ⋖ 1
σ2L+−1
ǫ1−γ ,(2.24)
|F 1|r−3σ ⋖ 1
σ4L+−1
ǫ1−2γ ,(2.25)
|F 2|r−5σ ⋖ 1
σ6L+−1
ǫ1−3γ .(2.26)
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Moreover, one has
|F˜ |s,r−5σ ⋖ 1
σ6L+−1
ǫ1−3γ ,(2.27)
where F˜ = F 0 + 〈F 1, ρ〉+ 〈F 2ρ, ρ〉.
Proof. First of all, we consider the first equation of (2.18). From (2.17), we can solve the equation
∂ωF
0 = ΓP 0 + ǫΓQ0 − ([P 0] + ǫ[Q0] + 〈ω(+), a〉).
That is, the solution of the homological equation is given by
F 0(θ) =
∑
0<|v|<M+
P̂ 0v + ǫQ̂
0
v
i〈ω(+), v〉e
i〈v,θ〉.(2.28)
From the Diophantine condition (A1), one has
|F 0(θ)|r−σ ≤ ǫ−γ
∑
0<|v|<M+
ǫ + ǫ ∑
|j|≤L+−1
|I0|j|−1|5
 e−r|v|e(r−σ)|v|
⋖
1
σ2L+−1
ǫ1−γ , 0 < σ < r,
which finishes the proof of (2.24).
Moreover, combining with Cauchy estimate
|∂θF 0(θ)|r−2σ ⋖ 1
σ
|F 0(θ)|r−σ,
where |∂θF 0(θ)|r = max
|j|≤L+−1
sup
θ∈TZr
|∂θjF 0(θ)|, one finally obtains
|∂θF 0(θ)|r−2σ ⋖ ǫ
1−γ
σ2L+
.(2.29)
Next we consider the second equation of (2.18). Since F̂ 10 = 0, we can choose a vector a such that
Ω˜a− [P 1]− ǫ[Q1] = 0. Then we have
(2.30) a = (Ω˜)−1([P 1] + ǫ[Q1]),
with the estimate
|a| = |(Ω˜)−1||[P 1] + ǫ[Q1]|
≤ 2κ2(|[P 1]|+ ǫ|[Q1]|)
⋖ ǫ.
Let F˜ 0 = −Ω˜∂θF 0. We get
|F˜ 0(θ)|r−2σ ≤ |Ω˜||∂θF 0(θ)|r−2σ ⋖ 1
σ2L+
ǫ1−γ ,
where the last equality is based on (2.29).
Similarly to (2.28), we can solve the equation
F 1(θ) =
∑
0<|v|<M+
P̂ 1v + ǫQ̂
1
v +
̂˜F 0v
i〈ω(+), v〉 e
i〈v,θ〉.(2.31)
and easily obtain the estimate
|F 1(θ)|r−3σ ≤ ǫ−γ
∑
0<|v|<M+
(
ǫ+
1
σ2L+
ǫ1−γ
)
e−(r−2σ)|v|e(r−3σ)|v|
⋖
1
σ4L+−1
ǫ1−2γ ,
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which finishes the proof of (2.25).
Furthermore, we have
|∂θF 1(θ)|r−4σ ⋖ 1
σ4L+
ǫ1−2γ ,(2.32)
where |∂θF 1(θ)|r = maxi
∑
|j|≤L+−1
sup
θ∈TZr
|∂θjF 1ρi(θ)|.
Now we turn to the third equation of (2.18). Let F˜ 1 = −Ω˜∂θF 1. On Ds−σ˜,r−4σ, we have
|F˜ 1(θ)|r−4σ ≤ |Ω˜||∂θF 1(θ)|r−4σ ⋖ 1
σ4L+
ǫ1−2γ .
Since
〈Uρ, ρ〉 = {V˜ 3 + ΓP 3 + ǫΓQ3, F 0 + 〈a, θ〉},
and
{V˜ 3, F 0 + 〈a, θ〉} =
∑
i,j,l
∂3V˜ 3
∂ρi∂ρj∂ρl
(∂θlF
0 + al)ρiρj ,
we easily estimate that
|{V˜ 3, F 0 + 〈a, θ〉}ρρ|(2.33)
≤ sup
j
(∣∣∣∣ ∂3V˜ 3∂ρ2j−1∂ρj
∣∣∣∣+ ∣∣∣∣∂3V˜ 3∂ρ3j
∣∣∣∣+ ∣∣∣∣ ∂3V˜ 3∂ρ2j+1∂ρj
∣∣∣∣) (|∂θF 0|+ |a|)
⋖ |∂θF 0|+ |a|
and
|{ΓP 3 + ǫΓQ3, F 0 + 〈a, θ〉}ρρ|(2.34)
= max
i
∑
|j|≤L+−1
∣∣∣∣∣∑
l
∂3(ΓP 3 + ǫΓQ3)
∂ρi∂ρj∂ρl
(∂θlF
0 + al)
∣∣∣∣∣
≤
∑
|j|≤L+−1
ǫ|I0|j|−1|2(|∂θF 0|+ |a|)
⋖ |∂θF 0|+ |a|.
From (2.33) and (2.34), one has
|U |r−2σ ⋖ 1
σ2L+
ǫ1−γ .(2.35)
Similarly to (2.28), the solution of the third equation of (2.18) is given by
F 2(θ) =
∑
0<|v|<M+
P̂ 2v + ǫQ̂
2
v +
̂˜F 1v + Ûv
i〈ω(+), v〉 e
i〈v,θ〉,(2.36)
and the corresponding estimate is
|F 2(θ)|r−5σ ⋖ 1
σ6L+−1
ǫ1−3γ ,
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which finishes the proof of (2.26).
Consequently, from (2.24), (2.25) and (2.26), one obtains
|F˜ |s,r−5σ
≤ |F 0|r−5σ + |F 1|r−5σ
 ∑
|j|≤L+−1
|ρj |
+ |F 2|r−5σ
 ∑
|i|,|j|≤L+−1
|ρi||ρj |

⋖
1
σ2L+−1
ǫ1−γ +
1
σ4L+−1
ǫ1−2γ
 ∑
|j|≤L+−1
e−|j|
1+α

+
1
σ6L+−1
ǫ1−3γ
 ∑
|j|≤L+−1
e−|j|
1+α
2
⋖
1
σ6L+−1
ǫ1−3γ .

2.3. The derivatives of F . On Ds,r−5σ, from Lemma 2.5, we obtain the estimate
|F˜ |s,r−5σ ⋖ 1
σ6L+−1
ǫ1−3γ .(2.37)
From the equation of motion
θ˙ = Fρ(ρ, θ), ρ˙ = Fθ(ρ, θ) = F˜θ(ρ, θ) + a,(2.38)
vector a has to belong to CZ. That is, we have the estimate
‖a‖ =
∑
|j|≤L+−1
|
∑
|i|≤L+−1
(Ω˜ij)
−1([P 1]ρi + ǫ[Q1]ρi)|e|j|1+α(2.39)
≤ κ2
∑
|j|≤L+−1
(|[P 1]|+ ǫ|[Q1]|)e|j|1+α
⋖ κ2(
∑
0≤|j|≤1
ǫ+ ǫ
∑
1≤|j|≤L+−1
e|j|
1+α
)
⋖ κ2(ǫ+ ǫ
4−β
5
∑
1≤|j|≤L+−1
e−(L
+)1+α+|j|1+α)
⋖ κ2(ǫ+ 2L
+ǫ
4−β
5 )
⋖ ǫ
4
5
−γ− 1
5
β.
Hence, on Ds,r−6σ, one has
‖Fθ‖ =
∑
|j|≤L+−1
|F˜θj + aj |e|j|
1+α
≤
∑
|j|≤L+−1
|F˜θj |e|j|
1+α
+ ‖a‖
≤
∑
|j|≤L+−1
|F˜θj |e(L
+−1)1+α + ‖a‖
⋖ ǫ−
1+β
5
(
σ−1|F˜ |s,r−5σ
)
+ ǫ
4
5
−γ− 1
5
β
⋖
1
σ6L+
ǫ
4
5
−3γ− 1
5
β.
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Similarly, on Ds−σ˜,r−5σ, we obtain the estimate
|Fρ|∞ = sup
j
|Fρj |
≤ sup
j
σ˜−1e|j|
1+α |F˜ |s,r−5σ
⋖ ǫ−
1+β
5
(
1
σ˜σ6L+−1
ǫ1−3γ
)
⋖
1
σ˜σ6L+−1
ǫ
4
5
−3γ− 1
5
β.
Recalling the estimates Fρ, Fθ, we thus have
σ−1|Fρ|∞, σ˜−1‖Fθ‖⋖ 1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
uniformly on Ds−σ˜,r−6σ.
Since |(I, θ)|P = max(‖I‖, |θ|∞), note W = diag(σ˜−1IΛ, σ−1IΛ), and then the above estimates are
equivalent to
|WXF |P ⋖ 1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
on Ds−σ˜,r−6σ.
Considering the Hamiltonian vector-field XF associated with F , the time-1-map can be written as
Ψ : Db = Ds−2σ˜,r−7σ → Da = Ds−σ˜,r−6σ,
and the estimate
|W (Ψ− id)|P,Db ⋖
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β(2.40)
holds, where Db and Da are the domain of |W · |P -distance.
3. The new hamiltonian
In views of (2.12) and (2.19), we obtain the new Hamiltonian
H+ = N+ + P+ + Vˇ + ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥L+
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),(3.1)
where N+ and P+ are given in (2.20) and (2.21) respectively.
3.1. The new normal form N+. From (2.20), N+ is given by
N+ = eˆ+N + 〈[P 2]ρ, ρ〉+ ǫ〈[Q2]ρ, ρ〉+ 〈[U ]ρ, ρ〉
= e+ +
∑
j∈Z
ωjρj +
1
2
∑
j∈Z,|i−j|≤1
Ωijρiρj +
∑
|i|,|j|≤L+−1
Ωˆijρiρj ,
= e+ + 〈ω(+), ρ(+)〉+ 1
2
〈Ω+ρ(+), ρ(+)〉+
∑
|j|≥L+
ωjρj +
1
2
∑
|i| or |j|≥L+
Ωijρiρj ,
where Ωˆij = [P
2]ρiρj + ǫ[Q2]ρiρj + [U ]ρiρj and Ω+ij = Ωij(+) + Ωˆij for |i|, |j| ≤ L+ − 1.
It follows from (2.35) that
|Ωˆ| ≤ |[P 2]|+ ǫ|[Q2]|+ |[U ]| ⋖ ǫ+ 1
σ2L+
ǫ1−γ ⋖ ǫ
2
3 .
Consequently, since Ω+ = Ω(+) + Ωˆ, the matrix Ω+ satisfies
|Ω+| = |Ω(+) + Ωˆ|
= |Ω(+)||E + Ω−1(+)Ωˆ|
⋖ κ1(1 + 2κ2ǫ
2
3 ),
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and its inverse (Ω+)−1 satisfy
|(Ω+)−1| = |(Ω(+) + Ωˆ)−1|
= |(E + Ω−1(+)Ωˆ)−1Ω−1(+)|
≤ |(E + Ω−1(+)Ωˆ)−1||Ω−1(+)|
⋖
κ2
1− 2κ2ǫ 23
.
Moreover, let
Ω¯+ =
(
Ω+ 0
0 0
)
∞×∞
,
and then the operator Ω¯+ : CZ → CZ satisfies
|||Ω¯+||| = sup
I,‖I‖6=0
‖Ω¯+I‖
‖I‖ ≤ supI,‖I‖6=0
‖Ω(+)I‖+ ‖ΩˆI‖
‖I‖
≤ κ1 + sup
I,‖I‖6=0
∑
|i|,|j|≤L+−1
|Ωˆij ||Ii|e|j|1+α
‖I‖ ,
⋖ κ1 + sup
I,‖I‖6=0
( ∑
|j|≤L+−1
ǫ
2
3
− 1+β
5
)( ∑
|i|≤L+−1
|Ii|e|i|1+α
)
‖I‖
⋖ κ1 + ǫ
1
3 .
Correspondingly, let
(Ω¯+)−1 =
(
(Ω+)−1 0
0 0
)
∞×∞
,
and the related operator (Ω¯+)−1 : CZ → CZ satisfies
|||(Ω¯+)−1||| = sup
I,‖I‖6=0
‖(Ω¯+)−1I‖
‖I‖ = supI,‖I‖6=0
‖Ω+I(+)‖
‖I‖
= sup
I,‖I‖6=0
‖(E +Ω−1(+)Ωˆ)−1Ω−1(+)I(+)‖
‖I‖
≤ sup
I,‖I‖6=0
‖(E +Ω−1(+)Ωˆ)−1b(+)‖
‖I‖
( by letting b(+) = Ω−1(+)I(+))
≤ sup
I,‖I‖6=0
‖∑∞k=0(Ω−1(+)Ωˆ)kb(+)‖
‖I‖
⋖
1
1− 2κ2ǫ 13
·
(
sup
I,‖I‖6=0
‖b(+)‖
‖I‖
)
⋖
κ2
1− 2κ2ǫ 13
.
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3.2. The new perturbation P+. Recall that the new term P+ is given by (2.21), i.e.,
P+ : = V˜
3 + V¯ 3 + ΓP 3 + ǫΓQ3 + V˜ 4 + V¯ 4 + ΓP 4 + ǫΓQ4
+{V˜ 3 + ΓP 3 + ǫΓQ3, F}3 + {V˜ 3 + ΓP 3 + ǫΓQ3, F}4
+{V˜ 4 + ΓP 4 + ǫΓQ4, F}3 + {V˜ 4 + ΓP 4 + ǫΓQ4, F}4
+
∫ 1
0
{ΓP low + ǫΓQlow, F} ◦XtF dt(3.2)
+
∫ 1
0
(1− t){{N0 +N1 + V˜ + V¯ + ΓP high + ǫΓQhigh, F}, F} ◦XtF dt(3.3)
+(
∑
|v|≥M+
P̂v + ǫQ̂v) ◦X1F(3.4)
+{N1, F}+ {V¯ , F}+ (ǫ
∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(ρ, θ)) ◦X1F .(3.5)
By estimates (2.37),(2.40), one has
|H ◦XtF |s−2σ˜,r−7σ ≤ |H |s−σ˜,r−6σ.(3.6)
Hence, with this assumption and Lemma 2.4, one can estimate new error term P+ by
|(3.2)|s−2σ˜,r−7σ ≤
∣∣∣∣∫ 1
0
{ΓP low + ǫΓQlow, F} ◦XtF dt
∣∣∣∣
s−2σ˜,r−7σ
(3.7)
≤
∫ 1
0
|{ΓP low + ǫΓQlow, F}|s−σ˜,r−6σdt
⋖ ǫ−
1+β
5 σ˜−1(σ−1|F˜ |s,r−5σ + |a|)|ΓP low + ǫΓQlow|s,r
⋖
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β|ΓP low + ǫΓQlow|s,r
⋖
1
σ˜σ6L+
ǫ
9
5
−3γ− 1
5
β,
and
|(3.4)|s−σ˜,r−2σ ≤
∣∣∣∣∣∣
 ∑
|v|≥M+
(P̂v + ǫQ̂v)e
i〈v,θ〉
 ◦X1F
∣∣∣∣∣∣
s−σ˜,r−2σ
(3.8)
≤
∣∣∣∣∣∣
∑
|v|≥M+
(P̂v + ǫQ̂v)e
i〈v,θ〉
∣∣∣∣∣∣
s,r−σ
≤ ǫ
∑
M≥M+
M2L
+
e−σM
⋖ ǫ2,
by choosing M+ = 2
σ
| ln ǫ|.
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Similarly, we also obtain
|(3.3)|s−3σ˜,r−8σ(3.9)
≤ |
∫ 1
0
(1− t){{N0 +N1 + V˜ + V¯ + ΓP high + ǫΓQhigh, F}, F} ◦XtF dt|s−3σ˜,r−8σ
⋖ |{{N0 +N1 + V˜ + V¯ + ΓP high + ǫΓQhigh, F}, F}|s−2σ˜,r−7σ
(in view of (3.7))
⋖
(
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
) ∣∣∣{N0 +N1 + V˜ + V¯ + ΓP high + ǫΓQhigh, F}∣∣∣
s−σ˜,r−6σ
⋖
(
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
)2 ∣∣∣N0 +N1 + V˜ + V¯ + ΓP high + ǫΓQhigh∣∣∣
s,r
⋖
(
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
)2
,
and
|(3.5)|s−σ˜,r−2σ(3.10)
≤ ∣∣{N1, F}∣∣
s−σ˜,r−2σ
+
∣∣{V¯ , F}∣∣
s−σ˜,r−2σ
+
∣∣∣∣∣∣
ǫ ∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(I
0 + ρ, θ)
 ◦X1F
∣∣∣∣∣∣
s−σ˜,r−2σ
≤ 2e−(L+)1+α
(
1
σ2L+
ǫ1−3γ
)
+
∣∣∣∣∣∣ǫ
∑
either |i| or |j| ≥ L+ but not both
f⌊i,j⌉(ρ, θ)
∣∣∣∣∣∣
s,r−σ
≤ 2
(
1
σ2L+
ǫ
6
5
−3γ+ 1
5
β
)
+ ǫ exp[−5(L+ − 1)1+α]
⋖ ǫ1+β,
by choosing L+ = ( 1+β
5
| ln ǫ|) 11+α .
From the above estimate (3.7),(3.9),(3.8) and (3.10) contributing to P low+ , one easily gets that
|P low+ |s−3σ˜,r−8σ ⋖
(
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
)2
+ ǫ1+β ⋖ ǫ1+β ,(3.11)
if 0 < γ < 1
301
and 0 < β < 1
10
.
Similarly, by estimates (3.7),(3.9),(3.8) and (3.10), we obtain∣∣∣∣∣∣
4∑
j≥3
P j+
∣∣∣∣∣∣
s−3σ˜,r−8σ
⋖ 1 +
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β +
(
1
σ˜σ6L+
ǫ
4
5
−3γ− 1
5
β
)2
.(3.12)
Thus, if we choose ǫ1 = ǫ
1+β , (3.11) will be bounded by ǫ1.
4. iteration and convergence
Let 0 < β < 1
10
and 0 < γ < 1
301
be constants. In the following, we display the various inductive
constants in the list:
(1) ǫk = ǫ
(1+β)k : ǫk bounds the size of the interaction after k iterations;
(2) Given 0 < s0 = s ≤ 1, sk+1 = sk − 3σ˜k = sk − (k+1)
−2
2
∑
∞
j=1 j
−2 s0 for k = 0, 1, 2, ...: sk measures the
size of the analyticity domain in the action variables after k iterations, and 3σ˜k is the amount
by which the domain shrinks in the k-th step;
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(3) Given 0 < r0 = r ≤ 1, rk+1 = rk − 8σk = rk − (k+1)
−2
2
∑
∞
j=1 j
−2 r0 for k = 0, 1, 2, ...: rk measures
the size of the analyticity domain in the angular variables after k iterations, and 8σk is the
amount by which the domain shrinks in the k-th step;
(4) Lk+1 = { 1+β
5
| ln ǫk|}1/1+α, L0 = 1: Lk+1 determines the size of the region we must consider
at the k-th iterative step;
(5) Mk+1 = 2(σk)
−1| ln ǫk|:Mk+1 determines the number of Fourier coefficients we must consider
at the k-th step of the iterations;
(6) Rk : at each stage of iterative process we are forced to exclude a small set of the resonant
frequency ω, Rk is a set of the resonant frequencies remaining after k iterations (R0 = RZ);
(7) Wk = diag(σ˜
−1
k IΛ, σ
−1
k IΛ): Wk is the corresponding weight matrices;
(8) Dk = Dsk,rk : Dk is the k-th complex domain.
Lemma 4.1. (Iterative lemma) There exists ǫ0 > 0 such that if ǫ < ǫ0, then, for every k ≥ 0, there
exists a canonical transformation, Ψk, which is analytic and invertible on Dk and maps this set into
D0. The Hamiltonian Hk = H0 ◦Ψk has the form
Hk = Nk +Rk(4.1)
where
Nk = ek + 〈ω(k), ρ(k)〉+ 1
2
〈Ωkρ(k), ρ(k)〉+
∑
|j|≥Lk
ωjρj +
1
2
∑
|j|≥Lk
Ωjρ
2
j ,
with Ωk = Ω(k) +
∑k−1
s=0 Ωˆ
s = Ω(k) +
∑k−1
s=0 [P
2
s ] + ǫ[Q
2
s] + [Us],
and
Rk = Pk(ρ, θ) + Vk(ρ) + ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥Lk
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj)
with Pk depending only on (ρj , θj) for |j| ≤ Lk and Vk(ρ) =
∑
⌊i,j⌉| |j|≥Lk V⌊i,j⌉(ρ).
Rewrite Rk into the following form
Rk = Pk + V˜k(ρ) + V¯k(ρ) + Vˇk(ρ) +Rk,1 +Rk,2,(4.2)
where
V˜k(ρ) =
∑
⌊i,j⌉|Lk≤|i|,|j|≤Lk+1−1
V⌊i,j⌉(ρ),
V¯k(ρ) =
∑
⌊i,j⌉| |j|=Lk+1
V⌊i,j⌉(ρ),
Vˇk(ρ) =
∑
⌊i,j⌉| |i|,|j|≥Lk+1
V⌊i,j⌉(ρ),
and
Rk,1 = ǫ
∑
⌊i,j⌉|Lk≤dist(⌊i,j⌉,0)≤Lk+1−1
f⌊i,j⌉(I
0 + ρ, θ),
Rk,2 = ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥Lk+1
f⌊i,j⌉(I
0 + ρ, θ).
Note
Rk,1 = ǫQk(ρ, θ) + ǫ
∑
either |i| or |j| ≥ Lk+1 but not both
f⌊i,j⌉(ρ, θ),(4.3)
with
Qk =
∑
⌊i,j⌉|Lk≤|i|,|j|≤Lk+1−1
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj).
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Suppose P lowk (ρ, θ) satisfies the smallness assumption
|P lowk |sk,rk ⋖ ǫk,
and P highk (ρ, θ) satisfies
|P highk |sk,rk ⋖ 1 +
k−1∑
i=0
ǫ
1+β
2
i .
Then for ω = ω(k + 1) ∈ (A1), the k-th homological equation
{Nk, Fk} + ΓP lowk + ǫΓQlowk + {V˜k + ΓP highk + ǫΓQhighk , Fk}low(4.4)
= [P 0k ] + ǫ[Q
0
k] + [P
1
k ] + ǫ[Q
1
k] + [P
2
k ] + ǫ[Q
2
k] + [Uk],
with 〈Ukρ, ρ〉 = {V˜k+ΓP highk +ǫΓQhighk , Fk}low, has a solution Fk = F˜k+〈ak, θ〉 = F 0k+F 1k+F 2k+〈ak, θ〉
with the estimates
‖ak‖⋖ ǫ
3
5
− 1
5
β−γ
k ,(4.5)
and
|F˜k|sk+1,rk+1 ⋖ ǫ
11
20
k .(4.6)
Moreover,
Hk+1 = Nk+1 +Rk+1,(4.7)
where
Nk+1 = ek+1 + 〈ω(k + 1), ρ(k + 1)〉+ 1
2
〈Ωk+1ρ(k + 1), ρ(k + 1)〉
+
∑
|j|≥Lk+1
ωjρj +
1
2
∑
|i| or |j|≥Lk+1
Ωijρiρj ,
with Ωk+1 = Ω(k + 1) +
∑k
s=0 Ωˆ
s = Ω(k + 1) +
∑k
s=0[P
2
s ] + ǫ[Q
2
s] + [Us],
and
Rk+1 = Vk+1(ρ) + Pk+1(ρ, θ)
+ǫ
∑
⌊i,j⌉|dist(⌊i,j⌉,0)≥Lk+1
f⌊i,j⌉(I
0
i + ρi, I
0
j + ρj , θi, θj),
in which Vk+1(ρ) =
∑
⌊i,j⌉| |j|≥Lk+1 V⌊i,j⌉(ρ), with the following estimates hold:
(1) The symplectic map Ψk+1 = Ψk ◦Ψk satisfies
|W0(Ψk+1 −Ψk)|⋖ ǫ
17
50
k .(4.8)
(2) The (2Lk+1 − 1) × (2Lk+1 − 1) matrix Ωk+1, the relative operator Ω¯k+1 : CZ → CZ respectively
satisfy
|Ωk+1| ⋖ κ1(1 + 2κ2
k∑
s=0
ǫ
8
15
s ), |||Ω¯k+1||| ⋖ κ1 +
k∑
s=0
ǫ
4
15
s ,(4.9)
and its inverse matrix (Ωk+1)−1, inverse operator (Ω¯k+1)−1 : CZ → CZ respectively satisfy
|(Ωk+1)−1| ⋖ κ2
1− 2κ2∑ki=0 ǫ 815i , |||(Ω¯
k+1)−1||| ⋖ κ2
1− 2κ2∑ki=0 ǫ 415i .(4.10)
(3) The perturbation P lowk+1 satisfies
|P lowk+1|sk+1,rk+1 ⋖ ǫk+1,(4.11)
and P highk+1 (ρ, θ) satisfies
|P highk+1 |sk+1,rk+1 ⋖ 1 +
k∑
i=0
ǫ
1+β
2
i .(4.12)
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Proof. First of all, distinguishing terms of (4.4) by the order of ρ, we have
(4.13)

−∂ωF 0k − 〈ω(k + 1), ak〉+ ΓPk0 + ǫΓQk0 = 0,
−∂ωF 1k − Ω˜kak − Ω˜k∂θF 0k + ΓPk1 + ǫΓQk1 = 0,
−∂ωF 2k − Ω˜k∂θF 1k + Uk + ΓPk2 + ǫΓQk2 = 0,
where Ω˜k = Ω(k + 1) +
∑k−1
s=0 Ωˆ
s.
Now we will prove the Lemma by the following steps.
Step 1. Proof of (4.6). We consider the first equation of (4.13). Since ω satisfies the Diophantine
condition A(1), we can solve the first equation of (4.13)
∂ωF
0
k = ΓP
0
k + ǫΓQ
0
k − ([P 0k ] + ǫ[Q0k] + 〈ω, ak〉),(4.14)
then the solution of the homological equation is given by
F 0k (θ) =
∑
0<|v|<Mk+1
Pˆ 0k,v + ǫQˆ
0
k,v
i〈ω(k + 1), v〉e
i〈v,θ〉.(4.15)
From Diophantine condition (A1), we have
|F 0k (θ)|rk−σk ⋖ ǫ−γk
∑
0<|v|<Mk+1
ǫk + ǫ ∑
Lk≤|j|≤Lk+1−1
|I0|j|−1|5
 e−rk|v|e(rk−σk)|v|
⋖ σ−1k (2M
k+1)2L
k+1
ǫ1−γk
⋖ σ−1k ǫ
1−2γ
k , 0 < σk < rk.(4.16)
From Cauchy estimate, one has
|∂θF 0k (θ)|rk−2σk ⋖
1
σk
|F 0k (θ)|rk−σk ,
which together with (4.16) implies
|∂θF 0k (θ)|rk−2σk ⋖
ǫ1−2γk
σ2k
.(4.17)
We next consider the second equation of (4.13).
Since F̂ 1k,0 = 0, we can choose a vector a
k such that (Ω˜k)ak − [Pk1]− ǫ[Qk1] = 0. Then we have
(4.18) ak = (Ω˜k)−1([P 1k ] + ǫ[Q
1
k]),
with the estimate
|ak| = |(Ω˜k)−1||[P 1k ] + ǫ[Q1k]|
≤ |Ω−1(k + 1)||(E +
k−1∑
s=0
Ωˆs)−1|(|[P 1k ]|+ ǫ|[Q1k]|)
⋖ ǫ
4
5
k .
Let F˜ 0k = −Ω˜ · ∂θF 0k . We get
|F˜ 0k (θ)|rk−2σk ≤ |Ω˜||∂θF 0k (θ)|rk−2σk ⋖
1
σ2k
ǫ1−2γk .
Similarly, we can solve the second equation (4.13)
F 1k (θ) =
∑
0<|v|<Mk+1
P̂ 1k,v + ǫQ̂
1
k,v +
̂˜F 0k,v
i〈ω(k + 1), v〉 e
i〈v,θ〉.(4.19)
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From (4.17), we then obtain the estimate
|F 1k (θ)|rk−3σk
⋖ ǫ−γk
∑
0<|v|<Mk+1
(
ǫ
4
5
k + ǫe
−4(Lk−1)1+α +
κ2
σ2k
ǫ1−2γk
)
e−(r−2σk)|v|e(r−3σk)|v|
⋖ ǫ−γk
∑
0<|v|<Mk+1
(
ǫ
4
5
k +
κ2
σ2k
ǫ1−2γk
)
e−(rk−2σk)|v|e(rk−3σk)|v|
⋖
1
σ3k
ǫ
4
5
−4γ
k ,
and
|∂θF 1k (θ)|rk−4σk ⋖
1
σ4k
ǫ
4
5
−4γ
k .(4.20)
Now we consider the third equation of (4.13).
Let F˜ 1k = −Ω˜k∂θF 1k . We have
|F˜ 1k (θ)|rk−4σk ≤ |Ω˜k||∂θF 1k (θ)|rk−4σk ⋖
1
σ4k
ǫ
4
5
−4γ
k .
On Dsk−σ˜k,rk−4σk .
Since
〈Ukρ, ρ〉 = {V˜ 3k + ΓP 3k + ǫΓQ3k, F 0k + 〈ak, θ〉},
and
{V˜ 3k , F 0k + 〈ak, θ〉} =
∑
i,j,l
∂3V˜ 3k
∂ρi∂ρj∂ρl
(∂θjF
0
k + a
k
j )ρiρj ,
we easily have
|{V˜ 3k , F 0k + 〈ak, θ〉}ρρ| ≤ sup
j
(∣∣∣∣ ∂3V˜ 3k∂ρ2j−1∂ρj
∣∣∣∣+ ∣∣∣∣∂3V˜ 3k∂ρ3j
∣∣∣∣+ ∣∣∣∣ ∂3V˜ 3k∂ρ2j+1∂ρj
∣∣∣∣) (|∂θF 0k |+ |ak|),
⋖ |∂θF 0k |+ |ak|,
and
|{ΓP 3k + ǫΓQ3k, F 0k + 〈ak, θ〉}ρρ|
= max
i
∑
|j|≤Lk+1−1
∣∣∣∣∣∑
l
∂3(ΓP 3k + ǫΓQ
3
k)
∂ρi∂ρj∂ρl
(∂θlF
0
k + a
k
l )
∣∣∣∣∣
⋖
 ∑
|j|≤Lk
ǫ
2
5
k +
∑
Lk≤|j|≤Lk+1−1
ǫ|I0|j|−1|2
 (|∂θF 0k |+ |ak|)
⋖ |∂θF 0k |+ |ak|.
One then obtains
|Uk|rk−2σk ⋖
1
σ2k
ǫ
4
5
−2γ
k .(4.21)
Therefore, we can solve the third equation of (4.13)
F 2k (θ) =
∑
0<|v|<Mk+1
P̂ 2k,v + ǫQ̂
2
k,v +
̂˜F 1k,v + Ûk,v
i〈ω(k + 1), v〉 e
i〈v,θ〉,
25
and we also obtain
|F 2k (θ)|rk−5σk
⋖ ǫ−γk
∑
0<|v|<Mk+1
 ∑
|j|≤Lk
ǫ
3
5
k + ǫe
−3(Lk−1)1+α +
κ2
σ4k
ǫ
4
5
−4γ
 e−(r−2σ)|v|e(r−3σ)|v|
⋖ ǫ−γk
∑
0<|v|<Mk+1
(
ǫ
3
5
−γ
k +
κ2
σ4k
ǫ
4
5
−4γ
k
)
e−(rk−4σk)|v|e(rk−5σk)|v|
⋖
1
σ5k
ǫ
3
5
−6γ
k .
Consequently, one obtains
|F˜k|sk,rk−5σk
≤ |F 0k |rk−5σk + |F 1k |rk−5σk
 ∑
|j|≤Lk+1−1
|ρj |
+ |F 2|rk−5σk
 ∑
|i|,|j|≤Lk+1−1
|ρi||ρj |

⋖ σ−1k ǫ
1−2γ
k +
1
σ3k
ǫ
4
5
−4γ
k
 ∑
|j|≤Lk+1−1
e−|j|
1+α
+ 1
σ5k
ǫ
3
5
−6γ
k
 ∑
|j|≤Lk+1−1
e−|j|
1+α
2
⋖
1
σ5k
ǫ
3
5
−6γ
k
⋖ ǫ
11
20
k .
Step 2. Proof of (4.8). From the equation of motion
θ˙ = Fk,ρ(ρ, θ), ρ˙ = Fk,θ(ρ, θ) = F˜k,θ(ρ, θ) + a
k,(4.22)
vector ak has to belong to CZ.
Recall that
(Ω˜k)−1 = (Ω(k + 1) +
k−1∑
s=0
Ωˆs)−1 = (E + (Ωk+1)−1
k−1∑
s=0
Ωˆs)−1Ω−1(k + 1),
Thus, one has
|(Ω˜k)−1| ≤ 4κ2
and
‖ak‖ =
∑
|j|≤Lk+1−1
|
∑
|i|≤Lk+1−1
(Ωkij)
−1([Pk
1]ρi + ǫ[Qk
1]ρi)|e|j|1+α(4.23)
≤
∑
|i|,|j|≤Lk
|(Ω˜kij)−1[Pk1]ρi |e|j|
1+α
+ǫ
∑
Lk≤|i|,|j|≤Lk+1−1
|(Ω˜kij)−T [Qk1]ρi |e|j|
1+α
≤ A+B,
where
A =
∑
|i|,|j|≤Lk
|(Ω˜kij)−1[Pk1]ρi |e|j|
1+α
,
B = ǫ
∑
Lk≤|i|,|j|≤Lk+1−1
|(Ω˜kij)−1[Qk1]ρi |e|j|
1+α
.
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By some simple calculations, one gets
A ≤ 4κ2
∑
|j|≤Lk
(ǫ
− 1+β
5
k−1 ǫk)e
|j|1+α
≤ 4κ2ǫ
3(1+β)
5
k−1
 ∑
|j|≤Lk
e−(L
k)1+αe|j|
1+α

≤ 4κ2
(
2Lkǫ
3(1+β)
5
k−1
)
⋖ ǫ
3
5
−γ
k ,
and
B ≤ 4κ2ǫ
∑
Lk≤|j|≤Lk+1−1
|I0
Lk−1|4e|j|
1+α
≤ 4κ2ǫe−4(L
k−1)1+α+(Lk+1−1)1+α
∑
Lk≤|j|≤Lk+1−1
e−(L
k+1−1)1+α+|j|1+α
≤ 4κ2ǫǫ
3−β
5
k · (2Lk+1)
⋖ ǫ
3
5
− 1
5
β−γ
k .
Therefore, we obtain
‖ak‖⋖ ǫ
3
5
− 1
5
β−γ
k .
On Dsk,rk−6σk , one also has
‖Fk,θ‖ =
∑
|j|≤Lk+1−1
|F˜k,θj + akj |e|j|
1+α
≤
∑
|j|≤Lk+1−1
|F˜k,θj |e(L
k+1−1)1+α + ‖ak‖
⋖ ǫ
− 1+β
5
k σ
−1
k |F˜k|sk,rk−5σk + ǫ
3
5
− 1
5
β−γ
k
⋖ σ−6k ǫ
2
5
−6γ− 1
5
β .
On Dsk−σ˜k,rk−5σk , we obtain the estimate
|Fk,ρ|∞ = sup
j
|Fk,ρj |
≤ sup
j
σ˜−1k e
|j|1+α |F˜k|sk,rk−5σk
⋖ ǫ
− 1+β
5
k σ˜
−1
k σ
−5
k ǫ
3
5
−6γ
k
⋖ σ˜−1k σ
−5
k ǫ
2
5
−6γ− 1
5
β
k .
Recalling the estimates for Fk,ρ, Fk,θ, we thus have
σ−1k |Fk,ρ|∞, σ˜−1k ‖Fk,θ‖ ⋖ σ˜−1k σ−6k ǫ
2
5
−6γ− 1
5
β
k
uniformly on Dsk−σ˜k,rk−6σk .
Noting Wk = diag(σ˜
−1
k IΛ, σ
−1
k IΛ), the above estimates are equivalent to
|WkXFk |P ⋖ σ˜−1k σ−6k ǫ
2
5
−6γ− 1
5
β
k
on Dsk−σ˜k,rk−6σk .
Considering the Hamiltonian vector-field XFk = Ψk associated with Fk, the time-1-map can be
written as
Ψk : Dsk−2σ˜k,rk−7σk → Dsk−σ˜k,rk−6σk ,
27
for which the estimate
|Wk(Ψk − id)|P,Dk+1 ⋖ σ˜−1k σ−6k ǫ
2
5
−6γ− 1
5
β
k(4.24)
holds.
Since Ψk+1 = Ψk ◦Ψk , write
|W0(Ψk+1 −Ψk)|P,Dk+1 = |W0(Ψk ◦Ψk −Ψk)|P,Dk+1(4.25)
≤ |W0DΨkW−1k |P,Dk |Wk(Ψk − id)|P,Dk+1 .
By the inductive construction, Ψk = Ψ0 ◦ · · · ◦Ψk−1, and
|WvDΨvW−1v |P,Dv+1 ⋖ 1 + ǫ
8
25
v , (in view of (4.24))(4.26)
thus, we obtain
|W0(Ψk+1 −Ψk)|P,Dk+1 ≤
k−1∏
v=0
|WvDΨvW−1v+1|P,Dk |Wk(Ψk − id)|P,Dk+1(4.27)
≤
k−1∏
v=0
(1 + ǫ
8
25
v )σ
−6
k ǫ
2
5
−6γ− 1
5
β
k
⋖ ǫ
17
50
k .
Step 3. Proofs of (4.9) and (4.10). On Dsk−σ˜k,rk−2σk , it follows from (4.21) that
|Ωˆk|⋖ ǫ
3
5
−γ
k + σ
−2
k ǫ
4
5
−2γ
k ⋖ ǫ
8
15
k .
Therefore, since Ωk+1 = Ω(k + 1) +
∑k
s=0 Ωˆ
s for Ωˆs = (Ωˆij) of |i|, |j| ≤ Ls+1 − 1, the matrix Ωk+1
satisfies
|Ωk+1| =
∣∣∣∣∣Ω(k + 1) +
k∑
s=0
Ωˆs
∣∣∣∣∣
= |Ω(k + 1)|
∣∣∣∣∣E + Ω−1(k + 1)
k∑
s=0
Ωˆs
∣∣∣∣∣
⋖ κ1(1 + 2κ2
k∑
s=0
ǫ
8
15
s ),
and its inverse (Ωk+1)−1 satisfies
|(Ωk+1)−1| =
∣∣∣∣∣∣
(
Ω(k + 1) +
k∑
s=0
Ωˆs
)−1∣∣∣∣∣∣
=
∣∣∣∣∣∣
(
E + Ω−1(k + 1)
k∑
s=0
Ωˆs
)−1
Ω−1(k + 1)
∣∣∣∣∣∣
⋖
κ2
1− 2κ2∑ks=0 ǫ 815s .
Moreover, since
Ω¯k+1 =
(
Ωk+1 0
0 0
)
∞×∞
,
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the operator Ω¯k+1 : CZ → CZ satisfies
|||Ω¯k+1||| = sup
I,‖I‖6=0
‖Ω¯k+1I‖
‖I‖ ≤ supI,‖I‖6=0
‖Ω(k + 1)I‖+ ‖∑ks=0 ΩˆsI‖
‖I‖
≤ κ1 + sup
I,‖I‖6=0
k∑
s=0
∑|i|,|j|≤Ls+1−1 |Ωˆsij ||Ii|e|j|1+α
‖I‖
 ,
⋖ κ1 +
k∑
s=0
sup
I,‖I‖6=0

(
∑
|j|≤Ls+1−1
ǫ
8
15
− 1+β
5
s )(
∑
|i|≤Ls+1−1
|Ii|e|i|1+α)
‖I‖

⋖ κ1 +
k∑
s=0
ǫ
4
15
s .
Similarly, as
(Ω¯k+1)−1 =
(
(Ωk+1)−1 0
0 0
)
∞×∞
,
the operator (Ω¯k+1)−1 : CZ → CZ satisfies
|||(Ω¯k+1)−1||| = sup
I,‖I‖6=0
‖(Ω¯k+1)−1I‖
‖I‖ = sup‖I‖6=0
‖(Ωk+1)−1I(k + 1)‖
‖I‖
= sup
I,‖I‖6=0
‖(E +Ω−1(k + 1)∑ks=0 Ωˆs)−1Ω−1(k + 1)I(k + 1)‖
‖I‖
≤ sup
I,‖I‖6=0
‖(E +Ω−1(k + 1)∑ks=0 Ωˆs)−1b(k + 1)‖
‖I‖
( by letting b(k + 1) = Ω−1(k + 1)I(k + 1))
≤ sup
I,‖I‖6=0
‖∑∞l=0(Ω−1(k + 1)∑ks=0 Ωˆs)lb(k + 1)‖
‖I‖
⋖
1
1− 2κ2∑ks=0 ǫ 415s
(
sup
‖I‖6=0
‖b(k + 1)‖
‖I‖
)
⋖
κ2
1− 2κ2∑ks=0 ǫ 415s .
Step 4. Proofs of (4.11) and (4.12). From (4.6), (4.8) and accordingly to the same process of
(3.11), (3.12), we can obtain
|P lowk+1|sk−3σ˜k,rk−8σk ⋖ ǫ1+βk ⋖ ǫk+1,(4.28)
and ∣∣∣∣∣∣
4∑
j≥3
P jk+1
∣∣∣∣∣∣
sk−3σ˜k,rk−8σk
⋖ 1 +
k∑
s=0
ǫ
1+β
2
k ,(4.29)
while we omit the details. 
5. the measure estimate
We construct a measure with support at the origin. Let
dσ(x) =
1√
2π
exp−x
2/2 dx
29
be the standard gaussian measure on the real line with mean zero and variance one, and set
dµ(ω) =
∏
i∈Z
1√
2π
exp−ω
2
i /2 dωi.
Note that
N˜ kv =
{
ω : |ω(k) · v| ≤ (ǫ(1+β)k−1)γ
}
,(5.1)
and
N k =
⋃
0<|v|≤Mk
N˜ kv(5.2)
As in the finite-dimensional case, (5.1) yields
µ(N˜ kv ) ≤ (ǫ
(1+β)k−1)γ
||v||e ≤ C
2Lk (ǫk−1)
γ ,
where ||v||e denotes the Euclidean length.
Since the number of v in (5.2) is bounded by (2Mk)2L
k
, we obtain
µ(N k) ≤ C2Lk ǫγk−1 · (2Mk)2L
k ≤ (ǫk−1)κ,
for some 0 < κ < γ.
Define
Rk = R0 \
⋃
1≤j≤k
N˜ j .
Thus, we have
µ(Rk) ≤ 1−
k−1∑
j=0
(ǫj)
κ,(5.3)
for some 0 < κ < γ.
6. Proof of theorem 1.1
In this section, we prove the Theorem 1.1 by applying Iterative lemma to the Hamiltonian system
defined in (1.6).
Proof. Let D∗ = D 1
2
s, 1
2
r ⊂
⋂∞
0 Dsk,rk , R∞ =
⋂
j≥1
Rj , Ω∗ = Ω +
∞∑
s=0
Ωˆs and Ψ∗ =
∏∞
0 Ψk. By the
standard argument, we conclude that Ψ∗, DΨ∗,Ω∗,Hk converge uniformly on the domain D 1
2
s, 1
2
r. Let
H∗ = N∗ +R∗,(6.1)
where
N∗ = e∗ + 〈ω, ρ〉+ 1
2
〈Ω∗ρ, ρ〉,
and
R∗ = P∗(ρ, θ),
with P∗ = O(|ρi|ιi |ρj |ιj |ρk|ιk ) for ιi + ιj + ιk ≥ 3.
Moreover, by the standard KAM proof, we obtain the following estimates:
(1) The symplectic map Ψ∗ satisfies
|W0(Ψ∗ − id)|P,D∗ ⋖ ǫ
17
50 .(6.2)
(2) The operator Ω∗ : CZ → CZ satisfies
|||Ω∗ − Ω||| ⋖
∞∑
s=0
ǫ
4
15
s ⋖ ǫ
1
5 .(6.3)
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(3) The measure of R∞ satisfies
µ(R∞) ≥ 1−
∞∑
j=0
(ǫj)
κ,(6.4)
for some 0 < κ < γ. 
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