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Statistical Signal Decomposition Techniques for Analyzing Time-
Variable Satellite Gravimetry Data
Abstract
The time-variable gravity fields from the Gravity Recovery and Climate Experiment (GRACE)
satellite mission provide valuable information about total water storage variations on a global
scale. This quantity is difficult to observe with in-situ measurements but important for under-
standing regional energy balance, as well as for agricultural, and water resource management. In
order to utilize GRACE time-variable level 2 products for studying global mass transport, there
are two major problems that users face: 1) the presence of correlated noise in the level 2 poten-
tial spherical harmonic coefficients that increases with harmonic degree and causes ‘striping’ in
the spatial domain, and 2) the fact that different physical signals are overlaid and difficult to
separate from each other. These problems are termed the ‘signal-noise’ separation problem and
the ‘signal-signal’ separation problem.
In this thesis, statistical decomposition methods are investigated to perform signal-noise and
signal-signal separation using the time series of total water storage changes derived from satellite
gravimetry products. In particular, the focus lies on the mathematical foundation of the second
order statistical decomposition approach such as the principal component analysis (PCA), and its
ordinary extensions, as well as the higher order statistical decomposition method of independent
component analysis (ICA). The mathematical relationships between second and higher order sta-
tistical signal decomposition techniques are discussed. Uncertainties introduced in the extracted
patterns, e.g., due to the limited time span of observations in computing auto-covariance matrices
and higher order moment tensors, are addressed. The ICA approach is extended to the Complex
ICA technique, which allows extraction of patterns that vary in space and time. Simulations of
GRACE-like total water storage time series are used to assess the performance of the introduced
statistical approaches. The ICA approach is applied to reduce the spatial leakage over the Aus-
tralian continent, and to partition total water storage changes into terrestrial and groundwater
storage changes over the Middle East. A new statistical approach is also introduced to forecast
total water storage changes over West Africa, where it exhibits strong atmosphere-land-ocean
interactions.
Statistische Methoden der Signaltrennung zur Analyse zeitab-
hängiger Satellitengravimetriedaten
Zusammenfassung
Zeitabhängige Gravitationsfelder der Gravity Recovery And Climate Experiment (GRACE)
Satellitenmission liefern wertvolle Informationen über Gesamtwasserspeicheränderungen auf der
Erde mit globaler Abdeckung. Diese Größe ist einerseits schwierig mit Hilfe lokaler Messungen
zu beobachten, andererseits aber wichtig für das Verständnis regionaler Energiebilanzen und
ebenfalls für Agrarwirtschaft und Gewässerbewirtschaftung. Um die zeitabhängigen Level 2 Pro-
dukte der GRACE-Mission zur Untersuchung globaler Massentransporte zu verwenden, muss der
Nutzer sich mit zwei wichtigen Problemen auseinandersetzen: 1) mit dem Vorhandensein korre-
lierten Rauschens in den sphärisch harmonischen Potentialkoeffizienten, das mit zunehmendem
harmonischen Grad ansteigt und ein ‘Streifenmuster’ im Ortsbereich verursacht und 2) mit der
Tatsache, dass sich verschiedene physikalische Signale überlagern und schwer voneinander zu
trennen sind. Diese Problematiken werden als ‘Signal-Rausch’ Trennungsproblem und ‘Signal-
Signal’ Trennungsproblem bezeichnet.
In der vorliegenden Arbeit werden statistische Methoden der Signaltrennung untersucht, um
‘Signal-Rausch’ und ‘Signal-Signal’ Trennung unter Verwendung von Zeitreihen terrestrischer
Wasserspeicheränderungen, die aus Produkten der Satellitengravimetrie abgeleitet werden,
durchzuführen. Der Fokus liegt besonders auf der mathematischen Grundlage statistischer An-
sätze zweiter Ordnung zur Zerlegung des Signals, wie der Principle Component Analysis (PCA)
und seiner gebräuchlichen Erweiterungen, sowie der statistischen Methode höherer Ordnung
zur Signaltrennung, bekannt als Independent Component Analysis (ICA). Die mathematis-
chen Zusammenhänge der statistischen Methoden zweiter und höherer Ordnung zur Signalz-
erlegung werden erörtert. Unsicherheiten, die z.B. durch die Verwendung begrenzter Beobach-
tungszeiträume bei der Berechnung der Auto-Kovarianzmatrizen und Momente/Tensoren höherer
Ordnung entstehen, werden behandelt. Der ICA Ansatz wird weiterentwickelt zur Komplexen
ICA Methode, die das Extrahieren räumlich und zeitlich veränderlicher Muster ermöglicht.
Simulierte Zeitreihen des GRACE Gesamtwasserspeichers werden erzeugt, um das Ergebnis
der vorgestellten statistischen Methoden zu bewerten. Die ICA Methode wird zur Reduktion
des (räumlichen) Leakage Effektes über Australien und zur Trennung der Gesamtwasserspe-
icheränderungen in Änderungen des terrestrischen und des Grundwasserspeichers im Mittleren
Osten verwendet. Außerdem wird ein neuer statistischer Ansatz eingeführt, der Gesamtwasser-
speicheränderungen über Westafrika, einer Region, die starke Interaktionen der Atmosphäre, des
Landes und des Ozeans aufweist, prognostiziert.
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11. Introduction
1.1 Background
The Earth System is composed of the geosphere and biosphere, from which the geosphere consists
of the lithosphere, hydrosphere, cryosphere, and atmosphere. The biosphere is a global sum of
all ecosystems, integrating all living beings and their relationships. Most of the mass transport
through the Earth System is associated with the water (in its various forms) that moves through
the system. The part of water that exists on the surface of the Earth is called surface water, that
of its depth is called groundwater, while water vapor is termed atmospheric water. The global
water cycle, also known as the hydrological cycle, describes the continuous movement of water
within the Earth and its atmosphere.
Water from the atmosphere reaches the surface of the Earth as precipitation. Once the water
reaches the ground, it might be partly stored as water in lakes, wetlands or oceans, or as snow
or ice. Water might also percolate through the soil to become groundwater. A part of collected
water that remains on the surface of the Earth is called runoff, which flows into the surface
water bodies. Evaporation from soil and surface water, or evaporation and transpiration from
vegetation (evapotranspiration) return water back to the atmosphere. Water in the atmosphere
is available in the form of precipitation as it cools and condenses, thereby completing the water
cycle. Processed that are connected to this cycle is illustrated in Fig.1.1. The water cycle is also
linked to energy exchanges among the atmosphere, ocean, and land, which determine the Earth’s
climate, and cause much of its natural climate variability.
The largest fluxes over most of the globe include moisture transport in and out of the atmosphere,
i.e. precipitation and evapotranspiration. Runoff is also a flux, which can be considered as the
major source of available water for human use. Water stored in the subsurface, especially as soil
moisture, controls vegetation moisture stress, and influences evapotranspiration. Soil moisture
content affects storm runoff production, too (NRC, 1999). Groundwater and its variations are im-
portant for human use. Its interactions with soil moisture and runoff, depending on hydrological
and climatic conditions of the region, considerably influence the regional water cycle. Assessing
the water fluxes and interactions between different compartments within the water cycle is im-
portant, not only for understanding the Earth’s hydrological mechanisms, but also for framing
environmental policies by decision-makers (e.g., NRC, 1999, Ilk et al., 2005).
The global water cycle is difficult to observe due to its large spatial scale, and the fact that it
includes changes in location (atmosphere, land, and oceans) and various states of water (solid,
liquid, and vapor). As a result, different observational instruments and methodologies have been
developed and implemented to enhance its monitoring. Traditionally, most estimates of, e.g.,
precipitation, evapotranspiration, and runoff, have been gauge-based. The same is true for moni-
toring soil moisture and groundwater storage changes, which mainly rely on in-situ meteorological
measurements and piezometric observations. In-situ water monitoring networks are very useful
to explore the local hydrological characteristics of a region. For instance, measurements of water
levels in a network of wells in combination with measurements of level fluctuations over surface
water bodies can be used to calculate water flow (NRC, 1999). In-situ networks, however, are
normally limited to local or regional areas, from which obtaining a global picture of water storage
variations is extremely difficult (NRC, 2002).
To support water monitoring tasks, various satellite missions have been launched, each observing
a particular part of the water cycle. Among all, since three decades, altimetry satellites (e.g.,
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Figure 1.1: Illustration of the water cycle (source: the official website of the United States Geological
Survey, USGS, http://water.usgs.gov/edu/watercycle.html).
Topex/Poseidon, Jason 1 and 2, and the European Space Agency (ESA)’s altimetry satellites)
observe variations of the Earth’s surface water volume changes including oceans and seas (Shum
et al., 1995), as well as lakes, reservoirs, and rivers (Berry et al., 2005). Modern satellite missions,
e.g., the Ice, Cloud, and Land Elevation Satellite (ICESat) were designed to collect data on the
topography of the Earth’s ice sheets, clouds, and vegetation. It has been more than one and a half
decade that precipitation is remotely observed over the tropical regions by means of the Tropical
Rainfall Measuring Mission (TRMM) (Huffman and Bolvin, 2012). Microwave remote sensing
provides the capability to obtain observations of soil moisture at global and regional scales (Owe
et al., 1999).
Since March 2002, with the launch of the Gravity Recovery And Climate Experiment (GRACE)
mission, the global monitoring of time-variable (daily to monthly) gravity measurements, and
subsequently global water storage changes has become possible (Tapley et al., 2004a,b, Kusche
et al., 2012, Famiglietti and Rodell, 2013). GRACE measurements provide hydrologists the unique
opportunity to close the terrestrial water budget by providing a quantitative estimate of total
integrated water mass change over time, known as, total water storage (TWS) fields. TWS
changes from GRACE in combination with complementary data, for instance, terrestrial water
storage derived from Land Surface Models (LSM)s, and surface water estimates derived, e.g.,
from altimetry and tide gauge data sets can be used to estimate groundwater storage changes or
other compartments of the water cycle (see examples in Kusche et al., 2012).
Besides the in-situ and satellite observations, hydrological modeling, including the development
of conceptual and land surface models (e.g., Döll et al., 2003, Rodell et al., 2004), is another
common approach for estimating the compartments of the water cycle. Nevertheless, models
might experience limited skills in their water storage simulations, including effects on seasonal to
long-term time-scales, due to various reasons. For instance, land surface models usually miss a
part of the water balance, i.e. the groundwater compartment. Physical models might suffer from
simplification of the physical processes introduced as mathematical equations to the model, or
they might depend on boundary conditions, on data availability, and also on model calibration
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(e.g., Döll et al., 2003, Rodell et al., 2004, Güntner, 2008). Therefore, models and observations
must be applied in a complementary way to observe the water cycle.
1.2 Motivation
In order to utilize GRACE observations for studying mass variations, there are two major prob-
lems that users of GRACE time-variable products face. These are:
1. The presence of correlated noise in the gravitational spherical harmonic coefficients that
increases with harmonic degree and causes ‘striping’ in the spatial domain.
2. The fact that different physical signals are overlaid and difficult to separate from each other
in the GRACE data.
These problems are termed the ‘signal-noise’ separation problem and the ‘signal-signal’ separation
problem, and are addressed in the sections below.
1.2.1 Signal-Noise Separation Problem
The GRACE mission consists of two identical spacecrafts following each other in tandem in a
single orbital plane. They are equipped with a K-band ranging system (KBR) to provide the
inter-satellite range, as well as its derivatives with respect to time. In addition, both satellites
carry GPS receivers, as well as accelerometers to remove non-gravitational forces prior to gravity
modeling. Within the current processing of GRACE gravity field products, the observed inter-
satellite ranges are linked to the time-variable gravity field. High-frequency mass redistribution
is either removed, or taken into account within the parameter estimation process (Dobslaw et al.,
2013). For instance, high-frequency non-tidal oceanic and atmospheric mass changes are reduced
by using GRACE Atmosphere and Ocean De-aliasing level 1B (GRACE-AOD1B) products as
‘background’ models (Flechtner, 2007a,b). These reductions are necessary otherwise the high-
frequency mass changes will alias into long wavelength signals, which deteriorate the accuracy of
mass transport models (Flechtner, 2007a, Flechtner et al., 2010).
GRACE-derived time-variable gravity solutions, however, display anisotropic errors due to the
geometry of the constellation in connection with limitations in the current gravity field analysis
strategies (Sneeuw et al., 2004, Schrama et al., 2007, Elsaka, 2010) and temporal aliasing caused
by incomplete reduction of short term mass variations by background models (Flechtner et al.,
2010, Forootan et al., 2013, 2014a). Therefore, post-processing or filtering (signal-noise separa-
tion) is required to remove the correlated noise in the products (Jekeli, 1981, Swenson and Wahr,
2006, Kusche, 2007, Klees et al., 2008, Kusche et al., 2009). Most of the filtering approaches
include an averaging operator in their process. As a result of smoothing (spatial sampling during
the averaging process), mass anomalies are replaced and might mask each other. Such spatial
leakage prevents GRACE data to be used to their full information extent, and subsequently, a
leakage reduction approach must be used to counteract the attenuation of the filtering procedure
and thereby deriving unbiased mass estimations (e.g., Fenoglio-Marc et al., 2006, Longuevergne
et al., 2010).
4 1. Introduction
1.2.2 Signal-Signal Separation Problem
GRACE-derived TWS changes contain information about vertically integrated mass redistribu-
tion, which is caused by different phenomena, including variability of land water storage and
atmospheric moisture, non-steric sea level change, and ice melting. As a result,
(i) GRACE observations represent a superposition of all mass change signals on land, and
within the oceans and atmosphere. Separation of these integrated signals is only possible
by introducing prior information on mass distribution in each compartment.
(ii) GRACE-derived TWS changes contain non-linear and complex interactions (caused by
different compartments) with many inherent time-scales.
Identifying the most dominant mass variation patterns in each compartment might help in un-
derstanding the role of natural and anthropogenic factors on the global water storage changes.
Various methodologies have been proposed to estimate and evaluate mass variations, correspond-
ing to different parts of the water cycle. In order to separate GRACE-derived mass signals, one
can use physical models to account for a part of the observed mass signals and remove it from
GRACE observations. The direct removal of mass variations from GRACE has been interpreted
here as the ‘forward or direct modeling’ approach. This interpretation is due to the fact that
one should rely on a priori information of mass variations derived from models while removing
them from GRACE observations. An example is the reduction of high-frequency mass changes
before computing the averaged time-variable gravity fields, discussed earlier. One should note
that in the direct modeling approach, the modeling errors, with magnitudes greater than what
the GRACE satellites are able to detect, would be reflected in the final GRACE-derived mass
products (see Chapter 2 for more details). A similar problem also occurs when one uses models to
reduce long-term variability from time-variable GRACE products. Guo et al. (2012), for instance,
indicated that large uncertainties exist in the Glacial Isostatic Adjustment (GIA) models, which
are usually used to account for the linear trend caused by viscoelastic response of the Earth to
the loading of glaciation and deglaciation of ice age cycles. Removing imperfect GIA models from
GRACE products might introduce errors in trend of mass estimations over the regions that ex-
hibit strong post glacial displacements such as North America (Spada et al., 2011, Sasgen et al.,
2012).
Different combinations of observations and model outputs have also been used to perform signal
separation. Over the oceans, for example, monthly gravity field solutions were converted into
estimates of the fluctuating ocean bottom pressure (OBP), which is the sum of atmospheric and
oceanic mass variations. GRACE products were then validated against in-situ OBP observations
(Kanzow et al., 2005, Rietbroek et al., 2006) or OBP derived from altimetry observations after
removing the steric sea level contributions derived from salinity and temperature observations
(Chambers, 2006). In contrast, Beek et al. (2012) used an improved regional hydrological model to
correct estimates of seawater mass derived from GRACE and to account for freshwater inflow into
surface water bodies of the Mediterranean and Black Seas. The accuracy of mass estimation was
evaluated by comparing the results to an independent estimate derived from satellite altimetry
with steric correction from regional oceanographic models.
For partitioning GRACE-derived TWS signals, over land, into soil moisture, groundwater, and
surface water storage, most of the previous studies acquired their a priori information from,
for example, altimetry observations to account for the surface water storage changes (Swen-
son and Wahr, 2007, Becker et al., 2010) and hydrological models for terrestrial water storage
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changes (Syed et al., 2005, Rodell et al., 2007, van Dijk et al., 2011, Awange et al., 2013). Sub-
sequently, GRACE-TWS changes have been compared with (or reduced by) altimetry- and/or
model-derived water storage changes. The accuracy of the estimation in such approaches might
be limited since, for instance, altimetry observations contain relatively large errors over inland
waters (Birkett, 1995, Kouraev et al., 2011) and hydrological models might show limited skills
(Grippa et al., 2011, van Dijk, 2011).
Another approach to deal with the separation problem is to improve hydrological models through
assimilation and/or calibration (Werth and Güntner, 2010, Houborg et al., 2012, Schumacher,
2012, van Dijk et al., 2013). These approaches represent their own strengths by allowing a quan-
titative understanding of interactions between different compartments of water storage. The
computation load of these approach is, however, high.
In summary, separating GRACE signals into their physically meaningful sources (information on
individual processes) addresses a challenging signal separation problem, which will be the focus
of this contribution.
1.3 Application of Statistics in Signal Separation
Traditionally, in order to extract information from observations using parametric methods, it
is assumed that each time series consists of at least three parts: a trend (defined as long-term
evolution of the series), periodic components (typical seasonal cycles) and a random part, i.e.
noise. Then, the sought-for parameters are approximated using, e.g., a least squares adjustment
(Chatfield, 1989). The long-term variability derived from GRACE and geophysical observations,
however, is perfectly linear in time. The periodical components of global mass changes cannot not
be necessarily explained by sinusoids (Schmidt et al., 2008b). Therefore, one might use alternative
statistical methods to extract data-adjusted components from observed signals, instead of a
simple parametric decomposition of time series into a trend map and maps of certain periodic
signals.
Several principles have been developed in statistics to extract linear and/or non-linear parame-
terizations of random variables. The algorithms that are used to find such parameterizations can
be categorized according to the statistical information used in their extraction (decomposition)
procedures. The methods that find the representations using only the information contained in
the auto-covariance or auto-correlation matrices, built on the observations, are called ‘second
order’ techniques. In other words, the second order methods assume that the statistical moments
up to degree two adequately represent the probability distribution of observations (see details in
Chapter 3). ‘Higher order’ statistical methods, however, go one step further than the second order
approaches by incorporating higher than two statistical moments in their decomposition proce-
dure. The latter is used when the probability distribution of the observations is non-Gaussian.
In this case, more statistical moments are needed to represent the underlying distribution of the
observations (see details in Chapter 4).
Eigenspace techniques, such as the Principal Component Analysis (PCA) also called Empir-
ical Orthogonal Function (EOF) method, are among the most popular second order analysis
techniques that are used to extract dominant patterns from time series of geophysical data
(Preisendorfer, 1988). PCA was used, for instance, in Schrama et al. (2007) to identify the lead-
ing part of the surface mass signal from gridded GRACE-TWS changes and GPS height variations
and, thus, to suppress what was identified as noise. In Chambers and Willis (2008), the PCA
method was used as a tool for comparing the dominant part of GRACE-derived OBP changes
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with those OBP from ocean models. In such cases, a combination of leading PCA modes was
interpreted as signal and those modes associated with low-amplitude variability were assumed to
be noise (see also Wouters and Schrama, 2007).
PCA has also been used to identify geophysical patterns from observations. de Viron et al.
(2006), for instance, correlated individual dominant modes of TWS changes from GRACE to
the El Niño Southern Oscillation pattern (ENSO) derived from the Southern Oscillation Index
(SOI). In a regional study, Rieser et al. (2010) used PCA to derive the main modes of spatial
and temporal water storage variability over the Australian continent and compared each of them
with rainfall anomalies. Schmeer et al. (2012) implemented an inversion approach in which the
orthogonal components of atmospheric, oceanic and hydrological models, found by PCA, were
used to separate the time series of GRACE-TWS changes into their land, ocean, and atmosphere
compartments. Rietbroek (2014) also used PCA to extract sets of orthogonal base-functions from
ocean and land water storage changes. The orthogonal components were then fitted, through a
least squares inversion, to GRACE and altimetry observations, thereby time-variable surface
loading changes were estimated.
In altimetric applications, several studies (e.g., Fenoglio-Marc, 2001) have implemented PCA to
derive the trend and dominant patterns of sea level on both global and regional scales. Omondi
et al. (2012, 2013b) used PCA to extract the decadal patterns of rainfall variations over East
Africa and related them to the dominant patterns of sea surface temperature over the tropical
oceans. In these applications, each of the PCA-derived component was treated individually or
used as base-functions for further analysis.
Several studies, however, indicated that the objective of the PCA decomposition, i.e. to maxi-
mize the variance explained by each component while the components are orthogonal, leads to a
clustering of different physical modes within a single extracted ‘mathematical’ mode and results
in artificial features. This problem is called the ‘mixing’ problem in this thesis (see also e.g.,
Hyvärinen, 1999a, Aires et al., 2002, Hannachi et al., 2009, Forootan and Kusche, 2012). Exam-
ples on the typical mixing behavior of the PCA decomposition can be found in the application
chapter of this thesis (Section 5.1). Therefore, depending on the problem, the ability of PCA to
extract interpretable components may be limited (Jolliffe, 2003). To overcome some of these lim-
itations, alternative approaches for PCA have been developed. For instance, rotated PCA/EOF
techniques, simply called here Rotated EOF (REOF), that rotate PCA-derived components to
obtain ‘simpler’ structures and thereby improving the interpretation of decomposition results
(see, e.g., Richman, 1986).
PCA and its rotated extension REOF, however, use only simultaneous information between
the existing time series and ignore the lagged information (lagged correlations) between them
(Preisendorfer, 1988). Therefore, the assumption behind the PCA and REOF techniques is that
the existing time series represent a ‘stationary’ process, i.e. mean and variance of the samples do
not change over time. In fact, geophysical time series represent dynamical processes, which also
include several cyclic phenomena. As a result, incorporating any lagged information, based on the
methods such as the Extended Empirical Orthogonal Function (EEOF) (Weare and Nasstrom,
1982) and the Complex Empirical Orthogonal Function (CEOF) (Rasmusson et al., 1981), seems
to be useful. The EEOF approach is also called Multi-Channel Singular Spectrum Analysis
(MSSA) (Broomhead and King, 1986a,b). Rangelova et al. (2010) applied MSSA to GRACE-
TWS changes in North America. Their investigation showed that using a lag-covariance matrix
within the MSSA approach successfully extracts a long-term linear trend and annual variability
of TWS changes. CEOF was implemented by García-García et al. (2011) to extract the spreading
characteristics of the annual TWS changes over Australia. Applications of decomposition methods
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that works based lagged information (such as MSSA), however, require special cares, which will
be discussed in this thesis.
Higher order statistical approaches, such as the Independent Component Analysis (ICA) (Car-
doso and Souloumiac, 1993, Comon, 1994a, Hyvärinen, 1999a), can be considered as an alterna-
tive to the second order methods (e.g., PCA) to be used as an exploratory tool to decompose
time series of geophysical observations. This is motivated from the fact that the probability
density function of geophysical time series, such as GRACE-derived TWS changes, very often
show non-Gaussian behavior (Aires et al., 2002, Forootan and Kusche, 2012). Therefore, more
statistical information is included in the time series, which can be used for signal decomposi-
tion. Furthermore, studies, for example Richman (1986) and Jolliffe (2003), showed that PCA
might represent limited skills in extracting physically meaningful patterns from geophysical ob-
servations. For these cases, extensions of the PCA approach, e.g., via incorporating higher order
statistical moments in the decomposition procedure, might help in interpreting the decomposi-
tion (Aires et al., 2002, Hannachi et al., 2009). Examples of using ICA in order to decompose
GRACE-TWS changes can be found e.g., in Frappart et al. (2011a,b), Forootan and Kusche
(2012), and Boergens et al. (2014).
Statistical approaches can also be used to relate water storage variations to the indicators of
climate variability and change such as precipitation, evapotranspiration, as well as large scale
ocean-atmosphere interactions, such as ENSO and the Indian Ocean Dipole (IOD) phenomena
(von Storch and Zwiers, 1999). For instance, Reager and Famiglietti (2013) presented an ex-
perimental forecasting approach that relates water storage changes to precipitation forcing and
then generalize the relation based on large-scale basin characteristics. An alternative way to
implement statistical TWS forecast is realized by applying decomposition methods, such as the
PCA or ICA techniques, to extract the dominant uncorrelated (in case of PCA) or independent
(in case of ICA) patterns from time series of TWS changes, rainfall, or sea surface temperature
(SST). After constructing mathematical relationships between the dominant pattern of TWS
changes, assumed as predictand, and its indicators, for example the dominant patterns of rainfall
and SST, the relationship can be used to forecast or reconstruct TWS changes over a region of
interest (see, e.g., Forootan et al., 2014b). The statistical forecasting approach, therefore, has
the potential to be used for bridging the present GRACE data gaps, for instance those of 2004
where GRACE had an unfavorable orbit geometry, as well as a limited gap between satellite
gravimetry missions such as GRACE and its GRACE follow-on mission. A similar concept has
also been used, e.g., by the USA’s National Oceanic and Atmospheric Administration (NOAA)
for predicting climatic parameters (http://www.cpc.ncep.noaa.gov/).
1.4 Aims and Objectives of the Present Study
The application of statistics in extracting information from time-variable gravity field observa-
tions is methodologically rather complicated. This is due to the fact that all the available data
sets, including those of, e.g., GRACE-TWS changes and the other complementary data that
observe a part of the water cycle such as those from altimetry, are interrelated both in space
and time. Although these spatio-temporal relations offer a great chance of reconstructing the
state of the water cycle, for statistical analysis, it imposes a limitation since the sampled data
sets are usually limited to the observation time span and subsequently a robust identification of
the ‘true’ patterns from such dependent data sets is difficult. In addition, without having exact
knowledge about the ‘true’ patterns, building scientific measures for evaluating the significance
of the extracted information and testing them is rather complicated (see also von Storch and
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Navarra, 1999). Therefore, this research is motivated by a main research question, which is:
‘how can statistical signal separation methods be used to explore information from GRACE
integrated observations?’
Important questions to be investigated in the context of statistical signal separation methods
are:
1. Is the second order statistical information (e.g., from PCA) sufficient for decomposing
spatio-temporal data sets such as GRACE time-variable products?
2. Several extension methods exist to enhance the interpretation of the PCA-derived compo-
nents. Which strategy should be used to incorporate higher order statistical information in
the decomposition procedure?
3. How are the second order and higher order statistical signal decomposition techniques
related? How do they differ?
4. Estimation of the statistical independence, within the ICA approach, can be done within a
variety of criteria. Which statistical criterion is suitable to be used for decomposing GRACE
time-variable products?
5. Which statistical decomposition method is better suited to extract patterns that vary in
space and time?
6. Is the application of statistical methods to decompose deterministic signals justified?
In order to perform signal-noise and signal-signal separation using the time series of satellite
gravimetry products and complementary data, in this thesis, we will particularly address the
mathematical foundation of the second and higher order statistical decomposition techniques.
This includes the statistical assumptions behind each technique, as well as their applications in
separating TWS changes.
In the existing literature, the second order statistical methods are usually formulated based on
the PCA approach, which is usually performed using the Singular Value Decomposition (SVD)
technique. Applying SVD to a matrix (containing random variables), one can factorize it into the
left- and right- orthogonal singular vectors (Preisendorfer, 1988, von Storch and Zwiers, 1999).
Formulations of the ordinary extensions of PCA techniques (such as REOF) also follow that of
PCA (see, e.g., Jolliffe, 2003, Hannachi et al., 2009). The higher order statistical techniques are,
however, discussed in the context of the ‘Information Theory’ or the ‘Blind Source Separation
(BSS)’ techniques (Hyvärinen, 1999a, Stone, 2004). The BSS problem is, therefore, formulated by
considering sampled random variables (observations) as a ‘mixture’ of some ‘source’ components.
The desired sources are then sought-for by assuming a statistical property between them such as
their mutual independence, thereby the method is called ICA (Cardoso and Souloumiac, 1993,
Hyvärinen, 1999a). Another original contribution of this study is that, here, we add to the existing
literature (e.g., Comon, 1994a, Aires et al., 2002, Hannachi et al., 2009, Forootan and Kusche,
2012) by describing the mathematical connections between the two families of second and higher
order statistical decomposition methods. We will also argue that in which applications the second
order approaches (such as PCA) may yield similar results to ICA, and in which specific situations
the ICA-derived components are more representative than those based on PCA.
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Forootan and Kusche (2012) applied ICA to identify independent patterns from time series of
GRACE-TWS changes. The independence criterion in Forootan and Kusche (2012) was the diag-
onalization of the fourth-order cumulant tensor as in Cardoso and Souloumiac (1993). Forootan
and Kusche (2013) also showed that such criterion is indeed adequate to separate any linear
mixtures of a linear trend and sinusoidal cycles, assuming an infinite length for time series. Es-
timation of the statistical independence, however, can be done within a variety of criteria. In
this study, we extend the discussions in Forootan and Kusche (2012) by relating the two com-
mon family of ICA criteria: including those based on the higher order statistical cumulants (e.g.,
Cardoso and Souloumiac, 1993, Moreau, 2001, Blaschke and Wiskott, 2004) and those based on
entropy (Hyvärinen, 1999a,b, Hyvärinen and Oja, 2000).
For the first time, a complex extension of the ICA technique (‘Complex ICA’) is introduced in this
thesis that can be used to extract non-stationary patterns (the patterns that change in both space
and time) from geophysical time series. Identifying such patterns is important for many research
topics such as climate and hydrological studies. This is due to the fact that the water cycle
includes several dynamical processes that represent space- and time-variable signatures in the
observations. To extract such patterns, the application of a Hilbert transformation (Rasmusson
et al., 1981) is proposed to include information about the rate of change of the original data sets
in the decomposition procedure. The ICA formulation based on the diagonalization of the fourth-
order cumulant tensor (Forootan and Kusche, 2012, 2013) is then extended to a complex case.
Finally, mathematical formulations to compute space- and time-variable components, derived
from the Complex ICA method, are presented.
Application of statistical decomposition approaches requires an estimation of auto-covariance
matrices and/or higher order cumulant tensors. Uncertainties exist in the estimation of these
statistical properties, for example, due to the limited time span of observations (about 10 years
of GRACE data). This has been addressed in this study by reviewing previous literature (e.g.,
Preisendorfer et al., 1981, Preisendorfer, 1988, chapter 5). A numerical Bootstrap approach
(Efron, 1979) is presented to estimate the uncertainty of the decomposition results.
In order to assess the performance of the introduced statistical approaches, when they are applied
to separate GRACE-TWS time series, various application examples are also investigated and
discussed in Chapter 5. The applications of this thesis are formulated in such a way that the
following objectives are covered:
1. To assess the performance of the statistical decomposition methods on realistically simu-
lated time series, when the ‘true’ underlying patterns are known by definition. Here, after
reviewing the simulated investigations in Forootan and Kusche (2012) and Forootan et al.
(2012), we extend them by studying the performance of the introduced statistical decom-
position techniques to identify the ENSO pattern in the time series of simulated global
TWS changes.
2. To evaluate the functionality of each decomposition method in order to extract interpretable
dominant patterns from GRACE time-variable observations. Therefore, the results in Fo-
rootan and Kusche (2012) are extended by applying ICA to the last release of GRACE
products, covering the period of January 2003 to June 2013. Uncertainties of the extracted
independent patterns, due to sampling errors and the imperfect reduction of atmospheric
de-aliasing products (as in Forootan et al., 2014a), are evaluated. In this application, sta-
tistical decomposition methods are applied to identify the ENSO pattern in the time series
of real GRACE-TWS changes.
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3. To examine the applicability of the introduced statistical decomposition methods to reduce
the spatial leakage, caused by limited spatial resolution of GRACE-TWS fields and the ap-
plied filtering methods. Similar to Forootan et al. (2012), the application of ICA to separate
ocean- and land- water storage variations over a region including the Australian continent
is discussed. Forootan et al. (2014c) recently adopted the inversion method introduced in
Schmeer et al. (2012) and Rietbroek (2014) to reduce the leakage problem, and at the same
time, to partition GRACE-TWS time series into land and surface water storage changes
over a region including Iran. In this study, we extend this application by considering the
latest release of GRACE products and studying a broader region that contains the Mid-
dle East region. Our results provide maps of groundwater and soil moisture water storage
changes over the Middle East, while preserving the spatial resolution of GRACE products.
This feature has been missed in the previous studies that address water storage variations
over this region (see e.g., Voss et al., 2013).
4. To provide a statistical approach for forecasting and reconstructing TWS changes over a
period when they are not observed. Similar to Forootan et al. (2014b), an application of
ICA to reduce the high-dimensionality of a statistical TWS-forecast model is presented.
The approach is then applied to forecast two years of TWS changes over West Africa.
1.5 Outline of the Thesis
The main goal of this study is to discuss how statistical signal separation methods can be used
to extract useful information from GRACE satellite observations. As an application, the study is
mainly focused on the hydrological signals and their relation to climate variability. To this end,
a post-processing of the GRACE-derived time-variable gravity, to provide time series of TWS
changes, is presented in Chapter 2. The results from Chapter 2 will be used in the applications
of this thesis.
The mathematical foundations of the second and higher order decomposition approaches are
respectively, discussed in the Chapters 3 and 4. In Chapter 3, a variety of second order statisti-
cal decomposition methods, including the Principal Component Analysis/Empirical Orthogonal
Function (PCA/EOF) and its extensions Rotated EOF (REOF), Extended EOF (EEOF)/Multi-
Channel Singular Spectrum Analysis (MSSA) and Complex EOF (CEOF) are discussed (see, e.g.,
Preisendorfer, 1988). The mathematical assumptions behind each decomposition approach and
the ability of each to extract information from the available TWS time series are also demon-
strated.
In Chapter 4, after reviewing the previous studies, the fundamental problem of source separation
in the context of BSS is introduced in Section 4.1. The statistical concept of independence is
defined in Section 4.2. In order to understand the similarities and differences of the second and
higher order statistical approaches, the relationships between ICA and the second order methods
of Chapter 3 are discussed in Section 4.3. In Section 4.4, the ICA filtering of GRACE-TWS
products, (as in Frappart et al., 2011a,b), is discussed. In fact, estimation of the ICA can be done
within variety of independent criteria. Therefore, in Section 4.5, some selected ICA criteria (based
on higher order cumulants and entropy) and their mathematical relationships are discussed. Then
an extension of the ICA approach, through the Complex ICA approach, is described to deal with
the non-stationary behavior of geophysical time series. In Section 4.6, the application of ICA
to separate a mixture of deterministic signals, including a linear trend and sinusoidal cycles, is
mathematically investigated. Finally in Section 4.8, an approach to estimate the uncertainty of
independent components is provided.
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Chapter 5 contains five application sections. To complete the mathematical discussion of the
Chapters 3 and 4, the performance of the commonly used decomposition methods (such as PCA
and ICA), when they are applied to separate simulated GRACE-like TWS changes, is illustrated
in Section 5.1. In Section 5.2, the dominant independent patterns of global GRACE-TWS changes
are extracted and their errors due to the data noise, sampling errors, and imperfect atmospheric
de-aliasing are investigated.
An application of the ICA approach, to reduce the leakage problem over the Australian continent
and a large part of the Middle East, are respectively discussed in the Sections 5.3 and 5.4. The
motivation for selecting the Australian continent and the Middle East arise from the challenging
spatial leakage signal from surface water in and around these regions. The climatic conditions
of the selected regions are, however, quite different. On the one hand, the Australian continent
is strongly influenced by the large-scale ocean-atmosphere interactions such as ENSO and IOD
(Risbey et al., 2009). On the other hand, the Middle East is located in an arid and semi-arid
climatic area, and exhibits a decline of water storage (Voss et al., 2013). In Section 5.3, therefore,
the ICA derived patterns of TWS changes over the Australian continent are also related to
the ENSO and IOD climate indices. In Section 5.4, a statistical approach to optimally partition
GRACE-TWS changes into soil moisture, surface, and groundwater storage changes is introduced.
Such partitioning is necessary for the Middle East to understand the reasons behind the loss of
TWS.
In Section 5.5, a new statistical, data-driven approach is described, which can be used to forecast
TWS changes from GRACE, while using rainfall data, and sea surface temperature as indicators.
The proposed method, therefore, capitalizes on the availability of remotely sensed observations
for forecasting monthly TWS changes. West Africa is selected to test the application of the
proposed method since it exhibits strong ocean-land-atmosphere interactions (Douville et al.,
2007). Another motivation for selecting West Africa as a case study stems from the fact that the
existing hydrological models in the region represent considerable uncertainties on the regional
water balance due to missing data (Schuol and Abbaspour, 2006). A satellite-based forecasting
method, therefore, might enhance large-scale TWS monitoring of the region. The major contri-
butions of this thesis are summarized in Chapter 6, where remaining problems are reported and
recommendations for further research are made.
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2. GRACE Observations of Mass
Changes
In this chapter, after introducing the concept of the Gravity Recovery And Climate Experiment
(GRACE) mission, first, a proper estimation of total water storage (TWS) fields from GRACE
time-variable gravity products is addressed (Section 2.1). In Section 2.2, the possible impacts of
high-frequency mass redistribution on the final estimation of TWS from GRACE time-variable
products is described. A summary of the processing steps, to estimate TWS changes from GRACE
time-variable products, is presented in Section 2.3. Therefore, discussions on data preparation
(Sections 2.1, 2.2, and 2.3) are necessary to understand the investigations that are performed in
the application part (Chapter 5).
GRACE is a joint United States (National Aeronautics and Space Administration, NASA) and
German (Deutsche Zentrum für Luft- und Raumfahrt, DLR) space mission, which provides es-
timates of variations in the gravity field arising from mass movements within the Earth system.
GRACE was launched on 17th March 2002, and consists of two almost-identical spacecraft in
the same orbit separated by roughly 220 km, having an initial altitude of ∼ 500 km, and an
inclination of 89.5◦. The altitude has been decreasing due to atmospheric drag and is ∼ 437 km
at present. Initially, the mission was targeted to cover a 5-year period, which has long been ex-
ceeded. The GRACE Follow-On (GRACE-FO) mission, scheduled for launch in 2017, adopts the
GRACE design of two satellites flying in one orbital plane but are also equipped with a modern
(high precision) laser ranging system.
The GRACE satellites operate in what is termed as satellite-to-satellite tracking in the low-low
mode. The distance between the satellites is measured using a K-Band (microwave) Ranging
(KBR) system every five seconds. At the same time, the Global Positioning System (GPS) is
employed in the high-low mode to determine their precise location (Tapley et al., 2004a,b). The
low-low and high-low observations are exemplified in Fig. 2.1. Precise orbit determination with
Satellite Laser Ranging (SLR) reflectors is also used as an independent check (Tapley et al.,
2004a). The effects of non-gravitational surface forces are removed from along track observations
before gravity modeling using measurements from on-board accelerometers (Tapley et al., 2004b).
The variation in the distance between the two GRACE satellites is largely attributed to gravi-
tational variation of the mass within the Earth’s interior, on its surface, and in the atmosphere.
These variations in gravity may be due to rapid or slow changes, e.g., caused by mass distribu-
tion of the Earth or mass transport of water in the oceans, movement of water vapor and other
components in the atmosphere (Schmidt et al., 2008a). Thus, they become visible in the GRACE
level 0 and level 1 data, where level 0 consists of raw telemetry data reception that are collected
by DLR, and level 1, including level 1A and level 1B products, are known as the processed level
0 data (for details see, e.g., Case et al., 2002).
Over any typical 30-day span (the nominal data accumulation interval of GRACE gravity field
solutions) of the non-repeating orbit configurations, a dense ground track is obtained (see e.g.,
Elsaka, 2010, page 88). Therefore, usually one month of the pre-processed GRACE along-track
range (rate) data, derived from GRACE level 1B data, are used to compute time-variable gravity
field solutions that are known as GRACE level 2 data (Flechtner, 2007b). In fact, estimating
the long-term and seasonal hydrological signals is one of the major applications of GRACE level
2 products (Tapley et al., 2004a,b, Schmidt et al., 2008a). Therefore, recovering monthly mean
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Figure 2.1: Overview of the GRACE satellite-to-satellite tracking in the low-low and high-low modes.
gravity field solutions from the sampled data requires a careful reduction of the short-term (sub-
daily to monthly) variations of the atmosphere and the ocean mass changes, since these effects
may alias into longer periods (Han et al., 2004). This procedure is discussed in Section 2.2.
GRACE level 2 products are provided by a number of institutions, each employing different
processing techniques, background models, and assumptions. Three official centers: Center for
Space Research (CSR), Jet Propulsion Laboratory (JPL) in the USA, and the GeoForschungsZen-
trum (GFZ), Potsdam in Germany are responsible for providing the GRACE monthly level 2
solutions. Yet, GRACE data are also processed by other groups, e.g., Bonn University in Ger-
many that provided the GRACE-ITG2010 monthly solutions (Mayer-Gürr et al., 2010a), as well
as GSFC/NASA in the USA (http://grace.gsfc.nasa.gov/), GRGS in France (http://grgs.obs-
mip.fr/grace), and DUT in the Netherlands.
2.1 From Geopotential Coefficients to Total Water Storage
(TWS) Changes
Each GRACE level 2 time-variable gravity field product consists of a set of fully normalized
potential spherical harmonic coefficients (SHCs) cnm and snm, where n is the degree of the SHC
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and m its order. Using GRACE level 2 products, the Earth’s gravitational potential V can be
described by
V (λ, θ, r) =
GM
R
nmax∑
n=0
(
R
r
)n+1 n∑
m=0
P¯nm(cosθ) [cnmcos(mλ) + snmsin(mλ)], (2.1)
where λ, θ, and r are the spherical coordinates, R the Earth’s radius, M the total mass of the
Earth, G Newton’s gravitational constant, and P¯nm are the normalized associated Legendre
functions (Heiskanen and Moritz, 1967).
Wahr et al. (1998) assumed a thin layer at the surface of the Earth to formulate the density
redistribution (∆σ) related to time-dependent changes of the gravity field as
∆σ(λ, θ) =
M
4piR2
nmax∑
n=1
n∑
m=0
(2n+ 1)
(1 + k′n)
P¯nm(cosθ) [∆cnmcos(mλ) + ∆snmsin(mλ)], (2.2)
where k′n represents the degree-dependent gravitational load Love numbers (see for example,
Farrell, 1972), and ∆cnm and ∆snm are the temporal changes of the potential SHCs, which are
computed by reducing a temporal mean value of the SHCs from each month of GRACE level 2
products (i.e. ∆cnm = cnm− c¯nm and ∆snm = snm− s¯nm, with c¯nm and s¯nm being the temporal
means).
The density values of Eq. (2.2) can be converted to changes in equivalent water height (EWH)
using
∆E(λ, θ) =
M
4piR2ρw
nmax∑
n=1
n∑
m=0
(2n+ 1)
(1 + k′n)
P¯nm(cosθ) [∆cnmcos(mλ) + ∆snmsin(mλ)]. (2.3)
In Eq. (2.3), ρw = 1025 kgm3 is the average density of water. EWH derived from the potential
coefficients of GRACE level 2 products provides ‘total water storage (TWS)’ changes. Therefore,
TWS (the main parameter of interest in this thesis) is defined as the sum of all available water
storage on and below the surface of the Earth. Using GRACE level 2 products to estimate
ocean and land mass changes, through the formulations mentioned earlier, requires a number of
nontrivial issues to be taken into account, which are briefly addressed in the following.
2.1.1 Low Degree Coefficients
Degree 1 Coefficients
GRACE level 2 products are computed in a reference frame that is fixed to the center of mass
(CM) of the Earth, ocean and its surrounding atmosphere. In the CM frame, the retrieval of
the degree 1 coefficients of the surface loading variations cause a singularity. In order to re-
cover these, one has to transform the reference frame origin of the GRACE data by supplying
auxiliary degree 1 coefficients. Temporal changes in degree 1 coefficients represent a consider-
able mass variations (Chambers, 2006). Therefore, its omission might have a significant impact
on the recovery of, e.g., high-latitude mass variability and large scale oceanic mass exchange.
GRACE degree 1 coefficients, however, can be augmented by considering the geocenter motion,
defined as the relative motion of the center of figure of the Earth with respect to the CM of
the Earth system. This can be done e.g., by using the results of Rietbroek et al. (2009, 2012b)
who employed the observations of GPS, GRACE, and ocean bottom pressure in an inversion
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approach in order to estimate the geocenter motion. To compute degree 1 coefficients, in this
thesis, time series of the geocenter motion were downloaded from the website of the Astronomi-
cal, Physical, and Mathematical Geodesy (APMG) group, Bonn University (http://www.igg.uni-
bonn.de/apmg/index.php?id=geozentrum). Desired degree 1 coefficients were estimated following
the formulation in Kusche and Schrama (2005).
Degree 2 Coefficients
Due to the orbital geometry and the short distance between the GRACE satellites, the low degree
spherical harmonic coefficients, especially those of degree 2 are not well determined. Chen et al.
(2004) showed that degree 2 variations estimated from accurately measured Earth Orientation
Parameter (EOP), or those obtained from satellite laser ranging present better accuracy than
those derived from GRACE. In this thesis, therefore, the time series of degree 2 coefficients (∆c2m
and ∆s2m in Eq. (2.3)), which are obtained from the analysis of SLR data (Cheng and Tapley,
2004) are used to replace those of GRACE-derived degree 2 coefficients. The time series can be
downloaded from the Jet Propulsion Laboratory (JPL) website (grace.jpl.nasa.gov).
By replacing degree 1 and degree 2 coefficients of GRACE level 2 products by other estimations,
one should consider the fact that the errors of new coefficients are not essentially consistent with
the errors of level 2 products. To mitigate this inconsistency, one might use low degree products
that are estimated in a system involving GRACE products, e.g., estimations of the low degree
coefficients in Rietbroek et al. (2012b). Otherwise, correlations of the new low degree coefficients
and the GRACE-derived higher degree coefficients must be introduced.
2.1.2 Smoothing
The GRACE-derived SHCs at higher degrees are strongly affected by correlated noise, which
manifests itself as a ‘striping pattern’ in grids of TWS anomalies. Thus, smoothing the TWS
results, or averaging over specific regions, needs to be applied to reduce the noise. This issue
is usually discussed in the context of filtering approaches (see e.g., Jekeli, 1981, Swenson and
Wahr, 2006, Kusche, 2007, Klees et al., 2008, Kusche et al., 2009). Smoothing operators can be
applied in either spatial or spectral domain in order to suppress the effect of noise in maps and
area averages. In general, a smoothed version of an arbitrary field ∆EW(λ, θ) can be derived by
convolving the original field E against a smoothing kernel W (see e.g., Kusche et al., 2011). As
a result, the EWH field of Eq. (2.3) can be filtered in the spectral domain to suppress the noise
and derive a smoothed field ∆EW as
∆EW(λ, θ) =
M
4piR2ρw
nmax∑
n=1
n∑
m=0
(2n+ 1)
(1 + k′n)
P¯nm(cosθ) ×
{ [ nmax∑
n′=1
n′∑
m′=0
wc n
′m′
c nm ∆cn′m′ + w
s n′m′
c nm ∆sn′m′
]
︸ ︷︷ ︸
∆cWnm
cos(mλ)+
[ nmax∑
n′=1
n′∑
m′=0
wc n
′m′
s nm ∆cn′m′ + w
s n′m′
s nm ∆sn′m′
]
︸ ︷︷ ︸
∆sWnm
sin(mλ)
}
. (2.4)
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In Eq. (2.4), w represents the filter in the spectral domain (Han et al., 2005, Kusche et al., 2009).
The subindices of c and s (e.g., in wc n′m′c nm and wc n
′m′
s nm ) indicate that the multiplication produces
filtered cosine and sine spherical harmonic coefficients, respectively (see also Han et al., 2005). As
a result, ∆cWnm and ∆sWnm represent the smoothed coefficients. It should be mentioned here that,
in general, a filter can be isotropic i.e., for instance, the Gaussian filter introduced in Jekeli (1981)
or anisotropic, for example, those of Swenson and Wahr (2006), Kusche (2007), and Klees et al.
(2008). When applying an isotropic Gaussian filter, the smoothing kernel is degree-dependent
only, thus in Eq. (2.4), wc n
′m′
nm = w
s n′m′
nm = wn. Equation (2.4) can be used to implement any
anisotropic filters such as the DDK filter (Kusche et al., 2009), which has been applied in this
study to filter TWS products in Chapter 5.
2.1.3 Area Averaging
To use GRACE level 2 data in hydrological applications, one might need to compute area-
averaged mass variations for a specific area of interest, e.g., a river basin or a continent. Assume
a basin function f(λ, θ) that is a global grid that contains 1 inside the region of interest and zero
outside of it. The basin function f can be defined over a sphere (with radius R) represented by
a spherical harmonic expansion
f(λ, θ) =
1
4pi
nmax∑
n=1
n∑
m=0
P¯nm(cosθ) [cfnmcos(mλ) + s
f
nmsin(mλ)]. (2.5)
Since the basin function f is known by definition, the coefficients of cfnm and sfnm in Eq. (2.5) can
be derived using an integral approach (Wang et al., 2006) or a least squares approach (Sneeuw,
1994). Considering the filtering in Eq. (2.4) and the basin function of Eq. (2.5), one can estimate
the average of TWS over the region f by
∆EfW(λ, θ) =
M
4piR2ρwAf
nmax∑
n=1
n∑
m=0
(2n+ 1)
(1 + k′n)
P¯nm(cosθ) ×
[cfnm∆c
W
nmcos(mλ) + s
f
nm∆s
W
nmsin(mλ)]. (2.6)
In Eq. (2.6), R is the Earth radius, and Af is the area of the basin function f .
2.1.4 Leakage Problem
As shown in Eq. (2.3), GRACE-TWS changes are derived from time-variable potential coeffi-
cients. The limited range of potential SHCs in GRACE level 2 products (degree and order 60 in
CSR and 120 in JPL and GFZ products) restricts the spatial resolution of the GRACE-derived
TWS fields. As a result, water storage signals with spatial variability of smaller than a few hun-
dred kilometers are not present in GRACE-derived TWS maps. This limitation makes detection
of mass anomalies over, e.g., the land-ocean boundaries even more difficult, whereas one might
detect spatially propagated storage change signals from oceans to land or vice versa that mask
each other (see, e.g., Chen et al., 2006, Awange et al., 2009). This impact is know as the ‘spectral
leakage’ in the literature.
Another issue in GRACE level 2 products is the noise contamination of potential SHCs that
increases with increasing degree and order. In other words, short-wavelength spatial changes in
GRACE-derived TWS products exhibit a high level of noise, which is usually dealt with by
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applying filters (Jekeli, 1981, Kusche, 2007). As a result of filtering in Eq. (2.6), some mass
anomalies appear to be shifted. This apparent movement introduces biases in the mass change
estimations, which is usually referred to as the ‘spatial leakage’ problem (Swenson and Wahr,
2002, Klees et al., 2006). Depending on the mass distribution, the bias might lead to under-
estimation or over-estimation of the storage changes. Fenoglio-Marc et al. (2006, 2012), Awange
et al. (2009), and Longuevergne et al. (2010) showed that the leakage is usually large over the
regions, where land meets surface water bodies such as lakes and seas, and also for small basins.
The leakage effect depends on the filter size, basin area and the amplitude of mass variations
inside and outside the area of interest. In the case of using a filter with a large smoothing radius,
more mass signals are distorted and replaced.
Due to the fact that the spatial resolution of filtered GRACE-TWS data is typically lower than
that of hydrological models or other remote sensing data sets, it is necessary to account for
these differences before any further analysis or comparisons can be performed. A straightforward
way to account for this inconsistency is realized by filtering each data set in the same way.
This approach is usually applied for comparing GRACE-TWS estimations to other sources such
as hydrological models (Schmidt et al., 2008a, Kusche et al., 2009, Forootan et al., 2012). An
alternative approach is to account for the leakage problem by computing a damping factor, which
is derived by dividing the mean value of the basin function before the filtering and its mean value
after that (see also, e.g., Longuevergne et al., 2010, Landerer and Swenson, 2012). Klees et al.
(2006) introduced a time variable damping factor, which can be alternatively used to account for
the spatial leakage. In Sections 5.3 and 5.4, an application of statistical decomposition techniques
to reduce a combination of the spectral and spatial leakage problem is discussed.
2.1.5 Glacial Isostatic Adjustment
Besides water storage variations, GRACE level 2 data also contains signals associated with the
Glacial Isostatic Adjustment (GIA) of continental regions that were ice covered during the last
glacial maximum about 20,000 years ago. GIA represents the Earth’s viscoelastic response to
the loading of glaciation and deglaciation of ice age cycles, which manifests as a trend at the
relatively short era of the GRACE mission. For hydrological applications, the GIA effect is
normally removed as a linear trend based on the output of GIA models (e.g., Sasgen et al., 2012).
As a result, GRACE-derived present-day mass change signals are GIA model dependent. Large
differences among available GIA models, can be due to the assumptions on spatial distribution of
ice and history of melting, as well as viscosity differences in the Earth models, and the numerical
implementation of model features such as temporal evolution of shorelines and paleo coastlines
(Spada et al., 2011). Guo et al. (2012), for instance, compared 14 GIA models and showed
that significant different sea level changes or land water storage changes may be obtained when
different GIA models are applied to correct altimetry or GRACE data. It should be mentioned
that the contribution of GIA to GRACE signal is not homogeneous over the globe. Regions such
as Greenland, North America, Canada, and Scandinavia are more affected by GIA, while those
over Africa and the Middle East experience negligible influence.
2.1.6 Error Estimation
As mentioned earlier, the original GRACE gravity field coefficients contain correlated errors that
can be significantly reduced by filtering the data. The root mean square (RMS) of the time
series of GRACE-TWS errors without filtering reaches up to 20 cm, and after filtering (e.g.,
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applying a Gaussian filter with 300 km half-width radius) reduces to a few centimeter (Wahr
et al., 2006). When the filtered GRACE data is scaled to account for the leakage and damping
impact, the residual measurement errors must also be scaled. The rescaling might increase the
errors by a factor, reaching up to ∼ 3 (Landerer and Swenson, 2012). During the computation
of GRACE-derive mass estimation errors, the following items should be considered:
• Most studies only consider the variances of the potential coefficients, which are reported in
GRACE level 2 products (e.g., level 2 data from the GFZ and JPL centers). These errors,
however, represent only the variance part of the estimated variance-covariance matrix of
GRACE level 2 products. Error estimation of TWS changes derived from GRACE level 2
is more realistic when all elements of the covariance matrix are considered during the error
propagation procedure.
• Even the full variance-covariance of monthly GRACE level 2 products do not account for
the errors introduced by imperfect reduction of ‘background’ models. Such errors might
affect the accuracy of mass estimation using level 2 products. This issue is discussed in
Sections 2.2 and 5.2.
• For regions, such as Greenland and North America that are highly influenced by GIA, errors
in the GIA models should be considered along with the other error sources for uncertainty
estimation.
2.2 High-frequency Atmospheric and Oceanic Mass Redistribu-
tion
Within the processing of satellite gravimetry data, it is common to reduce the high-frequency sig-
nals of the Earth rotation, Earth tides, ocean tides, as well as high-frequency non-tidal oceanic
and atmospheric mass redistribution from the level 1B measurements by using ‘background’
models (Flechtner, 2007a,b). Otherwise, such high-frequency mass changes will be aliased into
long wavelength signals leading to misinterpretation of hydrological signals (Flechtner, 2007a,b).
GFZ Potsdam routinely produces non-tidal high-frequency atmospheric and oceanic mass vari-
ation products called GRACE Atmosphere and Ocean De-aliasing level 1B (GRACE-AOD1B)
products (Flechtner, 2007b).
Reducing tidal and non-tidal high-frequency mass variations from GRACE level 1B relies on a
priori information of mass variations derived from models (e.g., tidal or de-aliasing ocean and
atmosphere models). This reduction, however, is imperfect since the models are not accurate
enough, as will be addressed following this section. It should be mentioned here that since the
model errors affect the whole spectrum of the GRACE level 2 products, isolating them from
geophysical signals is extremely difficult.
Tidal models are used to remove the tidal effects from GRACE measurements, since they are
not well sampled by GRACE observations. Ray et al. (2003) stated that the ocean tide models
are still imperfect, while the errors are mostly due to the uncertainty in radar altimetry and
tide gauge observations specifically over polar and some coastal areas. Subsequently, tidal errors
will appear in monthly level 2 data at alias periods (Han et al., 2004, Ray and Luthcke, 2006).
Examples include the solar semi-diurnal (S2), the lunar diurnal (K1), and the lunar semi-diurnal
(K2) tides, which respectively will appear as a sinusoidal variation at about 161 days, 7.5 and
3.7 years in GRACE time series (Knudsen, 2003, Ray et al., 2003, Chen et al., 2009).
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GRACE-AOD1B consists of sets of 6-hourly SHCs up to degree and order 100 (Flechtner, 2007a,b)
corresponding to non-tidal atmospheric and oceanic mass variations. The ocean part of the latest
(RL05) version of GRACE-AOD1B is based on an improved baroclinic Ocean Model for Circula-
tion and Tides (OMCT) (Flechtner et al., 2010, Dobslaw et al., 2013). Flechtner et al. (2013) indi-
cated a notable noise reduction in GRACE level 2 (RL05) data, in which the better quality of the
oceanic part of GRACE-AOD1B is a moderate factor (less than 10% of improvement is due to the
new de-aliasing products). The atmospheric part of the RL05 is however the same as RL04 version
of the data. GRACE-AOD1B can be downloaded from the Information System and Data Center
(ISDC), GeoForschungsZentrum (GFZ), Potsdam (http://isdc.gfz-potsdam.de/index.php). The
data are described in details at http://www.gfz-potsdam.de/AOD1B.
The atmospheric part of GRACE-AOD1B is computed by converting surface pressure, geopo-
tential, temperature, and specific humidity fields, from the European Centre for Medium-Range
Weather Forecasts operational analysis (ECMWFop) to potential coefficients (Flechtner, 2007a).
This conversion has been realized using a three-dimensional (3D) integration approach including
various approximations, e.g., in Boy and Chao (2005) and Flechtner (2007a).
Forootan et al. (2013) assessed the possible improvements within the computation of the atmo-
spheric part of the de-aliasing products. Their modifications included: i) geometrical modification
including ellipsoidal radius re(θ) instead of a constant radius, incorporating geoid heights from
the ITG-GRACE2010s static solution instead of using the surface geopotential from ECMWF,
as well as using a more accurate transformation for computing radial coordinates; ii) physical
modification including the more accurate latitude- and altitude-dependent gravity acceleration
formula by Heiskanen and Moritz (1967) within the vertical integration instead of a simple linear
approximation of the latitude-dependent gravity acceleration, and finally iii) numerical improve-
ments to compute more accurate atmospheric de-aliasing SHCs (Forootan et al., 2013). The
modified 3D integral approach (ITG3D) that considers all above improvements represent a no-
ticeable impact on the final results of monthly GRACE level 2 products. The possible impacts
are illustrated in terms of the linear trend, as well as the annual and semi-annual amplitudes of
TWS changes in Fig. 2.2.
Considering the input atmospheric fields of the de-aliasing products, in fact, two large jumps in
the GRACE-AOD1B atmospheric data can be identified, which occurred in January-to-February
of the years 2006 and 2010, as a result of the level and resolution changes of ECMWFop fields.
The existence of these jumps causes an error in GRACE level 2-derived mass estimations (Duan
et al., 2012) and, as a result, should be considered for studies that address GRACE-TWS changes.
To asses the impact of using a more long-term consistent atmospheric de-aliasing product on
GRACE-derived mass estimations, therefore, a new set of 6-hourly total-atmospheric mass fields
‘ITG3D-ERA-Interim’ covering the period of January 2003 to July 2011 was computed by Fo-
rootan et al. (2014a). The new set has been improved in the atmospheric part of GRACE-AOD1B
in terms of (a) the computational process and (b) the input parameters. In (a), the ITG3D in-
tegral approach (Forootan et al., 2013) is used to compute the 6-hourly products. For (b), the
ERA-Interim reanalysis atmospheric fields are used as the input of the 3D integration. The
jumps of 2006 and 2010 do not exist in ERA-Interim time series, thus, they are more consis-
tent on long time-scales. ITG3D-ERA-Interim is available via the website of the Astronomical,
Physical, and Mathematical Geodesy (APMG) group, Bonn University (http://www.igg.uni-
bonn.de/apmg/index .php?id=itg3d_erainterim).
Figure 2.2 shows the linear trend, annual, and semi-annual amplitudes of the differences between
the total atmospheric mass derived from ITG3D-ERA-Interim and GRACE-AOD1B, over Jan-
uary 2003 to July 2009. These results are shown after application of a Gaussian filter (Jekeli,
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1981) of 300 km (half-width). The largest magnitudes for the linear rates of the differences (Fig.
2.2 (a)) are concentrated over steep orography (e.g., over Central Asia and the west part of South
America), and also over Greenland and Antarctica. The cause of these differences is mainly due
to the jump of 2006 in GRACE-AOD1B. Figure 2.2 (b) presents the amplitude of the annual dif-
ferences between the two atmospheric mass estimations derived from ITG3D-ERA-Interim and
GRACE-AOD1B. The magnitude of the differences reaches up to 6 mm in EWH over Antarctica
and Greenland. Finally, the amplitudes of the semi-annual differences are shown in Fig. 2.2 (c),
which are almost half of the annual differences. The same computations were repeated for the
period of January 2003 to July 2011, the maximum amplitude of the differences did not change
significantly over most regions of the globe (results are not shown here). For more details, we
refer to Forootan et al. (2014a). The impact of errors in the atmospheric de-aliasing products
on GRACE-derived mass estimation has been considered for the statistical signal separation of
Section 5.2.
Figure 2.2: Atmospheric mass differences (in EWH) derived from the ITG3D-ERA-Interim and
GRACE-AOD1B (based on ECMWFop), over January 2003 to July 2009. The differences are filtered
using a Gaussian filter with a half-width radius of 300 km. Figure 2.2 (a) shows the slopes of the linear
trend, fitted to monthly averaged differences. Figure 2.2 (b) represents the amplitude of the annual differ-
ences and that of Fig. 2.2 (c) corresponds to the amplitude of the semi-annual differences. The results can
be considered as mass uncertainties, which are caused by imperfect reduction of atmospheric de-aliasing
products (for more details see Forootan et al., 2014a).
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2.3 Computational Steps for Estimating TWS Changes
To estimate TWS changes for most of the applications in this thesis or to compare them with
the TWS output of hydrological models, the following steps are usually performed:
• The GRACE level 2 data are derived in terms of fully normalized geopotential SHCs. The
products are downloaded from the website of official processing centers (GFZ, JPL, and
CSR) or the website of APMG group at Bonn University (GRACE ITG2010).
• The gravity solutions are augmented by the degree 1 term from Rietbroek et al. (2009) in
order to include the variation of the Earth’s center of mass with respect to a crust-fixed
reference system. This transformation is recommended for those studies that address mass
changes in the oceans and high latitude TWS changes.
• The zonal degree 2 coefficients are replaced by the SLR results, downloaded from the JPL
website (http://grace.jpl.nasa.gov).
• GRACE level 2 SHCs at higher degrees are affected by correlated noise and are, therefore,
smoothed by applying the DDK anisotropic filter (DDK2 or DDK3, Kusche, 2007, Kusche
et al., 2009). The DDK filter is preferred here to the other filtering techniques since the
final smoothed solutions are generally in better agreement with the TWS output of global
hydrological models (see, e.g., Werth et al., 2009).
• Filtered level 2 solutions are then used to generate the global TWS changes according to
the approach presented by Wahr et al. (1998).
• Errors of GRACE level 2 coefficients are propagated to grids of TWS changes con-
sidering full error covariance matrix provided in ITG2010 products at Bonn university
(http://www.igg.uni-bonn.de/apmg/index.php?id=gravitationsfeldmodelle). A bootstrap
approach is used to generate errors from the estimated error fields when applying the
introduced statistical decomposition methods of Chapters 3 and 4.
• Errors due to incomplete reduction of short-term mass variations of atmospheric de-aliasing
products are taken into account similar to Forootan et al. (2014a).
• Similar to the GRACE products above, the DDK filter (DDK2 or DDK3, Kusche et al.,
2009) is applied to the TWS output of hydrological models in order to preserve exactly the
same spectral content as with the filtered GRACE products.
• The GIA corrections are not considered in this study, since the case studies include those
areas that are not significantly influenced by GIA.
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3. Second Order Statistical Signal
Decomposition
In this chapter, the mathematical foundation of the second order statistical decomposition meth-
ods are described, and their applications to reduce the high-dimensionality of geophysical data
sets are addressed. Therefore, in Section 3.1, the Principal Component Analysis/Empirical Or-
thogonal Function (PCA/EOF) method is described. This includes: its central idea (Section
3.1.1), mathematical derivation (Section 3.1.2), and its application to data transformation (Sec-
tion 3.1.3). To improve the interpretation of PCA result, the Rotated Empirical Orthogonal
Function (REOF) method is discussed in Section 3.2. The Extended Empirical Orthogonal Func-
tion (EEOF) and the Complex Empirical Orthogonal Function (CEOF) methods are respectively
introduced in Sections 3.3 and 3.4 to deal with time series that contain non-stationary patterns.
This is of interest to this study since time series of GRACE-derived total water storage (TWS)
changes are sampled from the global water cycle. As a result, they represent dynamical charac-
teristics, that are seen as trends and oscillations in the time series. In Table 3.1, the second order
methods, discussed in this chapter, are summarized. Finally, the significance and uncertainty
estimations of the methods are presented in Sections 3.5 and 3.6, respectively.
Method Assumption Details
PCA/EOF observations are stationary Auto-covariance is
Section 3.1 used for decomposition
Rotated EOF observations are stationary PCA components are rotated
Section 3.2 to derive simpler patterns
Extended EOF observations are non-stationary Lagged auto-covariance is
Section 3.3 used for decomposition
Complex EOF observations are non-stationary A complexified field is used
Section 3.4 to compute auto-covariance matrix
and its decomposition
Table 3.1: Summary of the second order statistical signal separation methods discussed in this chapter.
3.1 Principal Component Analysis/Empirical Orthogonal Func-
tion (PCA/EOF)
Time series of geophysical data, such as maps of TWS changes, sea surface height (SSH), sea
surface temperature (SST), and rainfall, contain significant temporal and spatial correlations.
To use these observables for hydrological applications, it is helpful to find a few spatio-temporal
patterns dominating the variability within the data sets. Identification of these patterns can aid
in physical interpretation of the available data, comparison of different data sets, and removing
irrelevant small-scale signals or noise (Preisendorfer, 1988, von Storch and Navarra, 1999).
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3.1.1 Central Idea of PCA
To illustrate the main idea of PCA, assume two random variables, x1 and x2, with a Gaussian
distribution as illustrated in Fig. 3.1. PCA aims at finding optimal orthogonal directions, known
as eigenvectors, along which the observation values are maximally distributed. These directions
are shown by the black lines in Fig. 3.1, while one eigenvector points along the axis of the largest
variability (i.e. from bottom left to top right), and the other is orthogonal to it.
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Figure 3.1: Illustration of the PCA result applied to a bi-variate Gaussian distribution. Black lines show
the orthogonal directions (eigenvectors) on which the joint distribution is maximally distributed.
3.1.2 PCA from Eigenvalue Decomposition
In this section, a brief description of PCA, applied to multivariate observations is presented.
One can consider the observed time series, which can be grid maps of, e.g., TWS changes, after
removing their temporal mean, stored in data vectors xi, containing n time epochs corresponding
to the i’th observation (or the i’th grid element)
xi =
 x1,i...
xn,i
 i = 1, . . . , p. (3.1)
Therefore, the centered data (i.e. 1n
∑n
t=1 xt,i = 0, i = 1, . . . , p) can be stored in the n × p data
matrix X, where n represents the time epochs, and p indicates the number of grid points. The
data matrix X is defined as
X = (x1,x2, . . . ,xp) =

x1,1 x1,2 · · · x1,p
x2,1 x2,2 · · · x2,p
...
...
. . .
...
xn,1 xn,2 · · · xn,p
 . (3.2)
It should be mentioned here that the temporally centered data of Eq. (3.2) is actually derived
from the original data of X′, which is ordered in the same way as Eq. (3.2), or
X =
(
In − 1
n
1n1Tn
)
X′ = HX′, (3.3)
where In is the n× n identity matrix, 1n = [1, . . . , 1]Tn×1, and H =
(
In − 1n1n1Tn
)
is a centering
operator of order n. Note also that the data matrix could as well be assembled from stacking
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p n-dimensional row-vectors, where each row represents all observations for a particular time
epoch. Such formulation is provided in Kusche et al. (2011).
To keep the notation simple, from now on and unless otherwise stated, the dash-matrix X′ will
be dropped and X (Eq. (3.2)), which simply denotes the anomaly data (centered data) matrix
will be used. Therefore, the entries x in Eq. (3.2) generate the ‘observation space’, considering
xi = x1,i

1
0
...
0

n×1
+ x2,i

0
1
...
0

n×1
+ · · ·+ xn,i

0
0
...
1

n×1
, i = 1, . . . , p. (3.4)
⇔ xi = x1,ip1 + x2,ip2 + · · ·+ xn,ipn,
and
x˜m = xm,1

1
0
...
0

T
p×1
+ xm,2

0
1
...
0

T
p×1
+ · · ·+ xm,p

0
0
...
1

T
p×1
,m = 1, . . . , n. (3.5)
⇔ x˜m = xm,1e1T + xm,2e2T + · · ·+ xm,pepT ,
where x˜ represents one row of the data matrix X. The entries of the base-functions pi in Eq. (3.4)
refer to time epochs. In contrast, the elements of the base-functions em in Eq. (3.5) represent
spatial patterns. Both pi and em are orthogonal directions and normalized with respect to the
standard scalar product, i.e. (pk,pl) = pkTpl. Using Eqs. (3.4) and (3.5), one is able to span the
observation space with regard to the orthogonal base-functions of pi and em (Koch, 1999, page
11 to 13).
Statistical decomposition methods, which will be discussed in Chapters 3 and 4 also search for
alternative directions (base-functions) in the observation space (see e.g., Fig. 3.1). The goal of
these approaches is to find directions in the data that aid in revealing more relevant information
hidden in observations (Preisendorfer, 1988, von Storch and Navarra, 1999).
Once the anomaly data matrix was defined in Eq. (3.2), the sample auto-covariance matrix can
be written as
C =
1
n
XTX, (3.6)
which contains the covariances between the time series of any pair of grid points. The extended
form of Eq. (3.6) is written as
C =
1
n

∑n
t=1 xt,1
2
∑n
t=1 xt,1xt,2 · · ·
∑n
t=1 xt,1xt,p∑n
t=1 xt,2xt,1
∑n
t=1 xt,2
2 · · · ∑nt=1 xt,2xt,p
...
...
. . .
...∑n
t=1 xt,pxt,1
∑n
t=1 xt,pxt,2 · · ·
∑n
t=1 xt,p
2
 . (3.7)
It should be mentioned that the auto-covariance matrix of X (Eq. (3.6)) can also be computed
as
C˜ =
1
p
XXT , (3.8)
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which in contrast to Eq. (3.6), contains the spatial variance and covariances of the data viewed
as a function of position. The two auto-covariance matrices of C in Eq. (3.7) and C˜ in Eq.
(3.8) share the same set of eigenvalues since both are derived based on the same data matrix X.
However, Eq. (3.6) is considered in the reminder of this section.
The aim of PCA is to find directions such as e = (e1, e2, . . . , ep)T in the data X, while the projec-
tion of X on e (i.e. Xe) has the maximum variability (variance). The vector e is an eigenvector
of C and called Empirical Orthogonal Function (EOF). The variance of the projection, Xe, can
be written as
var(Xe) =
1
n
(Xe)TXe =
1
n
(eTXT )Xe, (3.9)
while inserting Eq. (3.6) in Eq. (3.9) leads to
var(Xe) = eTC e. (3.10)
Equation (3.10) indicates that e is unitary since it factorizes the variance of the auto-covariance
matrix C. Therefore, finding a projection that maximizes the projected variance in Eq. (3.10) is
equivalent to the solution of PCA that is
max
e
(eTC e), (3.11)
where eTe = 1. Equation (3.11) can simply be solved by an eigenvalue decomposition of the
auto-covariance matrix as
C e = λ2 e, (3.12)
where λ2 is an eigenvalue of C (Jolliffe, 1986). It should be mentioned here that, since the auto-
covariance matrix C is always symmetric and positive definite/semidefinite, Eq. (3.12) is always
diagonalizable. The maximum number of positive eigenvalues that one can compute, is the rank of
C, i.e. ≤min(n, p). Here, we assume that the columns of matrix X are distinguishable. As a result
of this assumption, the rank of the auto-covariance matrix is min(n, p). Considering the fact that
the PCA-derived eigenvectors are computed based only up to second order statistical information
(considering the mean and the information contained in the auto-covariance matrix), the PCA
method is categorized as a ‘second order’ statistical decomposition approach (Hyvärinen, 1999a).
Stacking all the possible directions of e in the columns of matrix E, Eq. (3.12) becomes
C E = E Λ2, (3.13)
where Λ2 is a diagonal matrix that stores all computed eigenvalues and ETE = I, where I is the
identity matrix. For an auto-covariance matrix C with the full rank of n, the dimension of Λ2 is
n×n, and that of E is p×n. The variance of X is equal to the trace of ET C E = ETEΛ2 = I Λ2,
thus, one can derive the total variance (energy) of the data matrix X as
var(X) =
min(n,p)∑
i=1
λi
2, (3.14)
or
var(X) = trace(Λ2), (3.15)
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where trace(.) is an operator that computes the sum of the diagonal elements (Koch, 1999, page
44). Therefore, the i’th eigenvalue (λi2) corresponding to the i’th EOF (ei) gives a measure of
the explained variance by ei, which in percentage is
ηi% =
100λi2
trace(Λ2)
%. (3.16)
In Eq. (3.16), ηi is the total variance fraction that is represented by ei (for details see e.g., Kusche
et al., 2011).
The projection of the data X on the i’th EOF (ei), i.e. pi = Xei, gives its corresponding temporal
evolution that is called Principal Component (PC) or
pi(t) =
p∑
s=1
x(t, s) ei(s). (3.17)
Considering Eqs. (3.11) and (3.17), one can conclude that PCA expands X in terms of a new set
of spatially orthogonal vectors (EOFs) associated with temporally uncorrelated time series known
as Principal Components (PCs) (Jolliffe, 1986, Preisendorfer, 1988). The PCA decomposition is
written as
X = PET , (3.18)
where the orthogonal components are arranged with respect to the magnitude of the eigenvalues,
and P stores the PCs in its columns (PTP = IΛ2). In matrix form, the PCs are the projection
of the original data X on the orthogonal base-functions E, which means
P = XE. (3.19)
P in Eq. (3.19) contains the values of Eq. (3.17) in its columns.
Similar to Eq. (3.18), the data matrix can also be decomposed by the Singular Value Decompo-
sition (SVD) method as (Preisendorfer, 1988)
X = P¯ΛET , (3.20)
where P¯ contains normalized PCs, i.e. P¯T P¯ = I, and Λ is diagonal and holds the singular values
λ ordered according to their magnitude. From Eq. (3.20), it follows that
XTX = EΛP¯T P¯ΛET , P¯T P¯ = I, (3.21)
XTX = EΛ2ET ,
XTXE = EΛ2ETE, ETE = I,
XTXE = EΛ2.
Similarly, one can also write that
XXT = P¯ΛETEΛP¯T , ETE = I, (3.22)
XXT = P¯Λ2P¯T ,
P¯TXXT = P¯T P¯Λ2P¯T , P¯T P¯ = I,
P¯TXXT = Λ2P¯T ,
XXT P¯ = P¯Λ2.
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Equations (3.21) and (3.22) demonstrate that the columns of E and the columns of P¯ are the
eigenvectors of XTX and XXT , respectively.
One benefit of the PCA decomposition, that can be derived from SVD (Preisendorfer, 1988), is
that it allows to reduce the dimension of spatio-temporal data sets. Let j < min(n, p) be the
number of retained modes (those associated with the largest singular values), the reconstruction
of the data matrix is
X ' Xj = P¯jΛjETj , (3.23)
with the n × j, j × j, and p × j matrices P¯j , Λj , and Ej , and EjTEj = Ij , P¯Tj P¯j = Ij . Each
P¯iΛiETi , i ∈ {1, . . . ,min(n, p)}, is called a ‘mode’ of variability in X (Preisendorfer, 1988). The
variance percentage that each mode represents is computed in Eq. (3.16). Equation (3.23) is used
afterwards for dimension reduction using the second order approach of PCA. A discussion on the
selection of j can be found in Section 3.5 (see details in Preisendorfer, 1988, chapter 5).
3.1.3 PCA as a Data Whitening Method
‘Whitening’ or ‘sphering’ is a statistical concept, which can be expressed as a linear transfor-
mation of time series to from a set of uncorrelated time series with variances equal to unity.
This transformation has been used in other techniques, e.g., rotated PCA (Section 3.2), Blind
Source Separation (BSS, Hyvärinen, 1999a,b) and ICA (Chapter 4) as a first step to enhance the
computations (Cardoso, 1992, 1999).
Consider Eq. (3.20), which was introduced to decompose the data matrix X into orthonormal
components of P¯ and E. By definition, these components can be interpreted as a whitened version
of the original time series. For instance, the temporally white components can be derived from
P¯ = XEΛ−1, (3.24)
where P¯T P¯ = I.
To illustrate the transformation in Eq. (3.24), two annual and semi-annual sinusoidal signals
of a(t) and b(t) are considered, where t represents 200 sampling epochs in month. Thus, by
definition we consider that a(t) = 100 sin(2pit12 ) + n1(t) and b(t) = 50 sin(
2pit
6 ) + n2(t), with n1(t)
and n2(t) are random noise. The graph on the left side of Fig. 3.2 shows the two signals plotted
against each other. The signals are not centered and the variance on the two axes are not the
same.
Then, Eq. (3.24) is applied on the data matrix X, including a and b in its columns, to derive the
transformed results of p¯1 and p¯2, which are shown against each other on the right side of Fig. 3.2.
The variance of the projections on both axes are now equal to one, and the correlation between p¯1
and p¯2 is zero. This transformation is useful since after its application, all odd statistical moments
of p¯1 and p¯2, as well as the covariances of p¯1 and p¯2 are zero (Cardoso, 1999, Comon, 1994a).
After applying the whitening transformation, the joint distribution of p¯1 and p¯2 is sphered (see
the right side of Fig. 3.2). This symmetrical property of the joint distribution will enhance the
computations of higher order statistics, as will be shown in Chapter 4.
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Figure 3.2: The performance of PCA as a whitening procedure. On the left, two original signals of
a(t) = 100 sin( 2pit12 ) + n1(t) and b(t) = 50 sin(
2pit
6 ) + n2(t), t = 1, . . . , 200, are plotted against each other.
On the right, the whitened temporal components of p¯1 and p¯2, derived from Eq. (3.24), are plotted
against each other.
3.2 Rotated EOF
Rotated PCA/EOF techniques (REOF) are considered as an extension of the PCA decomposition
to improve the interpretation of the components (e.g., Richman, 1986). REOF techniques can be
derived by including a rotation matrix that rotates both EOFs and PCs in Eq. (3.23), without
changing the left-hand side. The rotation can be orthogonal or oblique, and is usually applied
to the leading components (Hannachi et al., 2007). To define a suitable rotation a criterion such
as the ‘simplicity’ of the rotated modes has usually been applied (Kaiser, 1958, Richman, 1986,
1987, Jolliffe, 1987, 1995). Let R denote an orthogonal rotation matrix, i.e. RRT = I (Koch,
1999, pages 43 and 65). Assuming that after an initial PCA, one decides that j data modes shall
be retained, then Xj in Eq. (3.23) can be cast into
Xj = Pj Rj RTj E
T
j = BjU
T
j , (3.25)
where Pj = P¯jΛj , Uj = EjRj contains the j rotated EOFs (REOFs), and Bj = XUj represents
the rotated PCs (RPCs). Several analytical criteria for the ‘simplicity’ property exist in which
an optimum rotation matrix Rj can be estimated (e.g., Browne, 2001). However, there are also
difficulties regarding the implementation of most of them. For instance,
• finding a suitable number of retained EOFs or PCs to be rotated is difficult since, as we
shall see e.g., later in this section and Chapter 4, the rotation criteria are usually sensitive
to the number of retained EOFs or PCs (see discussions in Section 3.5).
• selecting the type of rotation, i.e. orthogonal or oblique is difficult. This is due to the fact
that there is usually no ‘true’ pattern for justifying the performance of the decomposition.
• selecting a proper simplicity criteria is difficult due to existence of numerous criteria.
All these issues make the REOF method quite controversial (Richman, 1986, 1987, Jolliffe, 1987,
1995, Hannachi et al., 2007). Despite such drawbacks, Jolliffe (1987, 1989) and others recom-
mended the use of rotation in order to enhance the interpretation of the PCA-derived compo-
nents.
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In this thesis, only those REOF techniques that are based on orthogonal rotations are discussed.
Considering R as an orthogonal rotation matrix, Uj = EjRj contains the j rotated and still
orthogonal REOFs, and Bj = XUj represents the corresponding expansion coefficients of the
data RPCs. Hannachi et al. (2007) found the orthogonal rotations being computationally more
efficient than oblique rotations, due to matrix inversion in the latter. It should be mentioned here
that, even in the case of orthogonal rotation in Eq. (3.25), the RPCs lose the property of being
uncorrelated.
In general, the rotation in Eq. (3.25) aims at finding a new basis such that either the spatial
patterns or the temporal expansion coefficients appear as simple as possible (e.g., Richman, 1986,
Hannachi et al., 2007), with either more localized temporal or spatial structures. The actual choice
of R is made by solving an optimization problem as
max
Rj
f (EjRj), (3.26)
which is written with respect to the spatial patterns Ej . The functional f (.) in Eq. (3.26) repre-
sents the rotation criterion. In Eq. (3.26), ER can be replaced by P¯R to derive simpler temporal
evolutions.
In the following, some most commonly used REOF criteria are discussed. It should be mentioned
here that selecting normalized or non-normalized base-functions (e.g., P or P¯) prior to rotation
will also lead to different results. A discussion about the effect of normalization and orthogonality
in REOF is provided in Mestas-Nuñez (2000). In this study, all the rotation criteria, such as the
REOF in this section and that of the ICA method in Chapter 4, are based on the pre-whitened
components of Section 3.1.3. Therefore, the choice of normalization is not discussed here.
VARIMAX Criterion
One of the commonly used rotation criteria to derive simpler patterns is VARIMAX, which was
introduced in Kaiser (1958) as
f (Rj) =
j∑
q=1
 p∑
s=1
u4sq −
1
p
(
p∑
s=1
u2sq
)2 , (3.27)
where us,q, s = 1, . . . , p and q = 1, . . . , j, are the elements of the matrix Uj . Assume x is a
random variable. Thus, the variance of its squared elements can be estimated from var(x2) =
E(x4)− (E(x2))2, where var(.) is the variance and E(.) is the expectation operator. Considering
this definition, the term in squared brackets of Eq. (3.27) represents an approximation to the
variance of the squared elements of the rotated EOFs (Uj = EjRj). In other words, for the
analysis of spatio-temporal data, such as grids of GRACE-derived mass changes, application
of VARIMAX REOF comes down to choosing the rotation such that it maximizes the spatial
variability of the REOFs. This variability will be small if the root mean squares (RMS) of the
EOFs will be nearly equally distributed (in space), and it will be large if for each pattern a few
regions dominate with large RMS (approaching to ±1 since the EOFs are normalized). Therefore,
VARIMAX REOF maximizes the ‘contrast’ of the orthogonal base-functions.
As mentioned before, the procedure to derive simplified RPCs is similar to the above with the
difference that one selects the first j normalized PCs (P¯j) to be rotated and to be implemented
in the criterion of Eq. (3.27) instead of the EOFs. Since the length of temporal components is n,
p in Eq. (3.27) should be replace by n for deriving simplified RPCs.
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QUARTIMAX Criterion
QUARTIMAX is another criterion, which seeks to maximize the variance of the orthogonal
patterns (Kaiser, 1958) as
f (Rj) =
1
pj
p∑
s=1
j∑
q=1
usq2 − 1
pj
p∑
s=1
j∑
q=1
usq
2
2 . (3.28)
In Eq. (3.28), UTj Uj = Ij , thus, the sum of the squared elements of Uj is constant. Therefore,
Eq. (3.28), can be simplified as
f (Rj) =
1
pj
 p∑
s=1
j∑
q=1
usq
4
 . (3.29)
VARIMAX is in general preferred to QUARTIMAX because it is slightly less sensitive to changes
in the number of variables (e.g., Richman, 1986, Jolliffe et al., 2002). Hannachi et al. (2007)
showed that the difference in practice is not significant. When using a rotation extension, one
should note the following:
• By rotating the first j components, the rotated components jointly account for the same
total variability as the j unrotated components in PCA. However, each of the rotated com-
ponents no longer individually represents a maximal amount of variation. After rotation,
the variance is usually spread more evenly between individual components than before.
This aspect might enhance the interpretation of each rotated component. However, one
might lose information on the most dominant individual sources of variation in the data
(see, e.g., Richman, 1986).
• It is recommended to divide the first j PCA components into subsets such that variances of
components within subsets are nearly equal. Each subset is then rotated separately within
the rotation criterion (Jolliffe, 1989).
3.3 Extended EOF/Multi-Channel Singular Spectrum Analysis
PCA and its rotated extensions, discussed in the previous sections, maximize the variance of
orthogonal components using the information provided by the auto-covariance matrix (Eq. (3.6)).
Thus, the assumption behind the conventional PCA is that the space-time field of X contains
stationary patterns in the sense that they are not evolving. When two time series xt and yt,
t = 1, . . . , n are stationary, their statistics, such as mean and variance, do not change over time
and do not follow any trends. As a result, their auto-covariance with any permutation (denoted
by pi here) yields the same result, i.e.
cov(xt,yt) = cov(xpi(t),ypi(t)). (3.30)
Time series of climate data, such as GRACE-TWS changes, usually contain periodic patterns
such as annual and semi-annual components. It should be mentioned here that referring to the
‘periodic’ term does not necessarily mean that their frequency always stays the same (Schmidt
et al., 2008b). Therefore, incorporating lagged correlations into the decomposition procedure
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might help in separating periodic components. This can be done based on the Extended Empir-
ical Orthogonal Function (EEOF) method (Weare and Nasstrom, 1982). Broomhead and King
(1986a,b) developed an approach similar to EEOF to deal with low order chaotic systems, and
called the method Singular System (Spectrum) Analysis (SSA). An extended version of SSA that
deals with multivariate time series is called Multi-Channel Singular Spectrum Analysis (MSSA)
in Broomhead and King (1986a,b). EEOF and MSSA methods are mathematically equivalent.
In the EEOF approach, the data matrix of Eq. (3.2) at time t, t = 1, . . . , n, is extended to include
lagged temporal information as
X =

x1,1 · · · x1,p x2,1 · · · x2,p · · · xM,1 · · · xM,p
x2,1 · · · x2,p x3,1 · · · x3,p · · · xM+1,1 · · · xM+1,p
...
. . .
...
...
. . .
...
. . . · · · . . . ...
xn−M+1,1 · · · xn−M+1,p xn−M+2,1 · · · xn−M+2,p · · · xn,1 · · · xn,p
 ,
(3.31)
where M is the temporal lag. Therefore, the new data matrix X can be seen as a systematic
resample of the original data matrix X. In Eq. 3.31, X contains d = Mp columns instead of
p columns in X. Considering Eq. (3.31), the temporally-lagged auto-covariance matrix can be
written as
C = 1
n−M + 1X
TX . (3.32)
One could also compute the lagged auto-covariance based on the grid points. An example can
be found in Plaut and Vautard (1994), who formulated the EEOF based on the spatially-lagged
covariance matrix. In our case, however, since the number of grid points is usually much bigger
than the number of time steps (see the applications in Chapter 5), formulating EEOF based on
the grid points can result in unnecessarily large auto-covariance matrices, which can be compu-
tationally intensive to diagonalize. Therefore, the formulation of Eq. (3.32) will be considered
here.
Similar to Eq. (3.20), X in Eq. (3.31) can be expanded as
X = P¯ΘET , (3.33)
where the d× d matrix E is made up by the right singular vectors of X and contains the EEOFs
with the length of d = Mp in its columns. The diagonal matrix Θ contains the singular values
θ1, . . . , θd of X , and P¯ = (P¯1, . . . , P¯d) represents components of the left singular vectors or
extended PCs, where P¯i = (p¯i(1), . . . , p¯i(n−M + 1))T .
Similar to PCA, the EEOF method can also be used for transforming the original data set or
for dimension reduction. For reconstruction of the original data X, using EEOFs, one needs to
consider that EEOFs also contain time lagged components. As a result, the reconstruction using
P¯ and E yields the extended matrix X in Eq. (3.33), instead of the data matrix X. To derive
spatial base-functions similar to those of PCA, one possibility is to compute the average of the
additional elements as
Ei =
(
1
M
M∑
l=1
e(i+l−1),1, . . . ,
1
M
M∑
l=1
e(i+l−1),p
)T
. (3.34)
The corresponding temporal evolution is derived by projecting the original data X onto the base-
functions found from Eq. (3.34), using Pi = XEi (similar to Eq. (3.19)). The formulation offered
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by Eq. (3.34) can be referred as a ‘simple’ average of the EEOF decomposition, since it considers
only the additional multiple elements of the spatial eigenvectors (EEOFs). For reconstructing
the original data, an alternative averaging is introduced e.g., in Golyandina et al. (2001) and
Hannachi et al. (2007), which takes advantage of all the multiple values in X . Considering the j
retained components, the reconstruction xt = (xt,1, . . . , xt,p) at time t is written as
xTt =

1
t
∑t
l=1
∑j
k=1 θkpk(t− j + 1)Ek ; for 1 ≤ t ≤M − 1
1
M
∑M
l=1
∑j
k=1 θkpk(t− j + 1)Ek ; for M ≤ t ≤ n−M + 1
1
n−t+1
∑M
l=t−n+M
∑j
k=1 θkpk(t− j + 1)Ek ; for n−M + 2 ≤ t ≤ n,
(3.35)
where Ek is the k’th column of E . The EEOF method can be efficient in detecting periodic
components (Rangelova et al., 2010). However, the decomposition results of EEOF depend on
the proper selection of the lag window M . For instance, Monahan et al. (1999) stated that when
the data contains a strong standing wave, choosing a correlation lag M close to the quarter of
the wavelength (of the standing wave) leads to a sample lagged auto-correlation of zero or close
to zero. As a result, even wrong decomposition results might be derived. The EEOF approach is
not used for the applications of this thesis.
3.4 Complex EOF
Complex Empirical Orthogonal Function (CEOF) method is an alternative to the PCA tech-
nique, which similar to EEOF/MSSA offers the possibility to extract non-stationary patterns
(i.e. patterns that change in space and time). Before describing the CEOF method, the perfor-
mance of PCA in capturing a propagating structure is described below. To demonstrate this
point, consider a data set consisting of five unit-amplitude annual sinusoids with the length of
100 months. This length is selected to be similar to the temporal coverage of a nominal satellite
gravimetry mission, e.g., GRACE. For the first experiment, it is assumed that all the five time
series are exactly the same and their variance is one. After applying the SVD of Eq. (3.20), as
expected, the first eigenvalue is found to be one (for mode 1), but zero for all the other modes.
In other words, the data set contains only one mode that represents its total variability. Results
of the first experiment are not shown here.
For the second experiment, the first time series stays the same as before, but the second is shifted
forward by one month. The third one by another one month, totally two-months, and the fourth
and fifth time series are manipulated in the same manner. Figure 3.3 (top) shows the time series
of the second experiment. The data matrix X was constructed by containing the five time series
of Fig. 3.3 (top) in its columns. The PCA decomposition of the shifted time series is shown in
the graph on the middle of Fig. 3.3. As a result of the phase shift, PCA extracts two standing
orthogonal components, which according to Fig. 3.3 (bottom), indicates the maximum correlation
when the lag is three months. The two extracted components express the maximum variance of
the shifted time series (stored in X). It should be mentioned here that the derived lag of three
months is caused by the introduced phase shifts and does not depend on the sampling length.
Using the Complex EOF approach, the simulated signals of Fig. 3.3 (top) can be extracted in one
complex mode. The real and imaginary parts of the first dominant component are shown on top
and middle of Fig. 3.4, respectively. The relationship between the phases of the extracted complex
components is shown in the bottom graph. As a result, one can see that, using the complex EOF,
the introduced phase differences between the five simulated time series is well captured, whereas
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Figure 3.3: Performance of PCA in decomposing propagating waves. The graph on top shows five
annual signals, with a lag of one month with respect to each other. The middle graph shows the first two
dominant PCA-derived orthogonal components (PCs). The lag-correlations between the two PCs in the
middle graph (PC1 and PC2) are shown in the bottom graph.
a temporal phase of 30◦ (that corresponds to one month delay) is found between the time series
(columns of X). Horel (1984) provided various examples that represent the performance of PCA
and CEOF for decomposing propagating signals, similar to the example in Fig. 3.3. In Section 5.1,
the performance of CEOF to decompose GRACE-like simulated TWS changes is demonstrated.
There are, in principle, two ways to perform CEOF in time domain, known as the ‘conventional’
CEOF (C-CEOF) and the ‘Hilbert’ CEOF (H-CEOF), which will be discussed in the following.
Conventional-Complex EOF (C-CEOF)
Conventional-Complex EOF (C-CEOF) is usually applied to a complex field obtained from a
pair of associated variables. Examples of its applications can be found e.g., in von Storch and
Zwiers (1999). Yet, C-CEOF can be applied to a single field of X. Before applying C-CEOF to
X, it has to be ‘complexified’ as
Y = Xt + i Xt+τ , (3.36)
where τ is an arbitrary lag time. In Eq. (3.36), the entry of the new data matrix at each grid
point sl, l = 1, . . . , p at time t is given by yt,l = xt,l + i xt+τ,l. The complex auto-covariance
matrix is defined by
C =
1
n
Y∗TY, (3.37)
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Figure 3.4: Performance of Complex EOF for decomposing the example of Fig. 3.3. The graphs on
top and middle respectively show the real and imaginary part of the first dominant component, which
corresponds to an annual cycle. The bottom graph shows the phase (in degree) that corresponds to each
column.
where (∗) is the complex conjugate operator. The auto-covariance matrix in Eq. (3.37) is also
written as C = 1nY
HY, where H is known as the Hermitian transpose (e.g., Horel, 1984). The
extended form of C is written as C = 1n
(
XTX + XTt+τXt+τ + i(X
TXt+τ −XTt+τX)
)
.
Similar to EEOF/MSSA, Eq. (3.36) uses temporally lagged information, but this time to define
the complex field Y. Using the eigenvalue decomposition of Eq. (3.37), one can compute complex
EOFs and PCs, which respectively represent the dominant variability of observations and their
spatial and temporal phase propagations. As was seen in Eq. (3.36), the entries of Y depend
on the choice of τ , which reflects the temporal characteristic of the propagating features. This
field is also used in the C-CEOF approach to compute the auto-covariance matrix, as well as
its eigenvalue decomposition (decomposing Eq. (3.37) using Eq. (3.13)). Therefore, a successful
C-CEOF decomposition strongly depends on a proper choice of τ . For example, if the observed
time series are monthly sampled and exhibit a strong annual variability, a lag of ∼ τ = 12
would be a proper choice to extract such periodic pattern. This selection, however, requires a
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prior knowledge about the variability of the observed time series X. To avoid this difficulty, the
Hilbert transform has been introduced, which is described below.
Hilbert-Complex EOF (H-CEOF)
The Hilbert-Complex EOF (H-CEOF), described here, is equivalent to the one introduced by
Rasmusson et al. (1981), which unlike the C-CEOF works based on phase shift in the frequency
domain, introduced by the Hilbert transformation. Assume the columns of the data matrix X
(shown by xt) to be a scalar field with a discrete Fourier representation of
xt =
∑
ωk
a(ωk) cos(ωkt) + b(ωk) sin(ωkt), t = 1, . . . , n, (3.38)
where a(ωk) and b(ωk) are vector Fourier coefficients at frequency ωk (with accepting values
between −pi and pi that are selected according to the sampling rate). Thus, values of ωk have to
satisfy the Nyquist frequency rule and its equivalent wavelength should not exceed the length of
time series (Chatfield, 1989, chapter 7). The Hilbert transform (H) of xt is given by
H (xt) =
∑
ωk
b(ωk) cos(ωkt)− a(ωk) sin(ωkt), t = 1, . . . , n. (3.39)
Each complexified time series yt is derived from multiplying Eq. (3.39) by i =
√−1, and adding
it to Eq. (3.38), which yields
yt = xt + i H (xt) . (3.40)
The Hilbert transform of Eq. (3.39) is related to the first time derivative of Eq. (3.38). Therefore,
the complex field of Eq. (3.40) contains information on the time series as well as their rate of
change. The auto-covariance matrix, required for performing the H-CEOF decomposition, can
be computed from Eq. (3.37), or equivalently as
C =
1
n
(
XTX +H(X)TH(X) + i(XTH(X)−H(X)TX)), (3.41)
which contains information on the cross-spectral values, averaged over all frequencies (−pi < wk <
pi). Therefore, its decomposition leads to an average depiction of the propagating disturbances
present in the original data matrix X. It should be mentioned here that, in case, a priori knowledge
on the spectral frequency range of a certain pattern exists, then it is better to accordingly filter
the original data and its Hilbert transform before performing the CEOF analysis. This can be
done by applying a band-limited filter (centered around the known frequency) to the data and
its Hilbert transformation. Such pre-filtering will enhance extraction of the pattern of interest
(Horel, 1984).
The auto-covariance matrix in Eq. (3.41) is Hermitian, i.e. C is equal to its own conjugate
transpose, and is therefore diagonalizable. After applying Eq. (3.13) to the matrix C, a matrix
that contains complex eigenvectors E, and P¯ that stores complex temporal patterns, as well as
a set of real singular values (stored in the main diagonal of Λ) can be computed. The complex
field (Y) can be written as Y = P¯ΛET = PET , P = P¯Λ. Since the columns of E and P¯
contain complex values, the following transformations need to be applied. The spatial amplitude
is derived as
ul =
(
el • e∗l
)1/2
, (3.42)
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where l ∈ {1, . . . ,min(n, p)} (n and p are dimensions of X) and ‘•’ is a vector valued operator
that provides an element-by-element multiplication product of the columns. The spatial phase
values are computed from
Ωl = arctan
[
Im(el)
Re(el)
]
, (3.43)
where ‘arctan(.)’ in Eq. (3.42) is an operator that performs inverse tangent (tan−1), Im(.) and
Re(.) respectively extract the imaginary and real parts of the complex entries, and the fraction
has to be implemented element-by-element, thus Ωl represents a vector. Similarly, the temporal
amplitude and phase values are respectively derived from
zl =
(
pl • p∗l
)1/2
, (3.44)
and
Φl = arctan
[
Im(pl)
Re(pl)
]
. (3.45)
Equation (3.42) represents spatial amplitude of the l’th dominant mode, and Eq. (3.43) indicates
its corresponding spatial phase propagation. Similarly, the temporal amplitude of the l’th domi-
nant mode is derived in Eq. (3.44), and Eq. (3.45) provides information about the corresponding
temporal phase. For data matrices that include time series with various scales of variability, the
spatial phase plot can be very difficult to interpret. Similarly, the interpretation of temporal
phase would be difficult when the sampled time series consist of several cyclic patterns with the
same range of amplitudes.
Each mode of variability, derived from the H-CEOF decomposition can be estimated in a similar
manner to the PCA decomposition, i.e. Re
(
pl eTl
)
, l < min(n, p). The original matrix X(n× p)
can be reconstructed using the CEOF approach as
Xj = Re
(
PjETj
)
, (3.46)
where (p×j) Ej and (n×j) Pj store the first j dominant complex components, derived by singular
value decomposition of Eq. (3.41). Since Pj and Ej contain complex entries, their multiplication
product will also contain complex values. As a result, the Re(.) operator has been used in Eq.
(3.46) to extract the real part of PjETj , which is considered as a reconstruction of the original
data matrix X. In order to extract non-stationary patterns from GRACE-TWS changes (Sections
5.1.3 and 5.2), the H-CEOF technique is preferred over the C-CEOF and MSSA methods. This
is motivated from the fact that H-CEOF incorporates information about the non-stationary
variability of the observations without requiring any priory assumptions about the periodical
characteristics of them. In Section 4.5.3, the H-CEOF decomposition is extended to the ICA
technique.
3.5 Statistical Tests for the Significance of Modes
PCA and its extensions, described in the previous sections, provide a tool to extract dominant
patterns from spatio-temporal fields. The first 1, . . . , j dominant modes (e.g., in Eqs. (3.23),
(3.25), (3.35), and (3.46)) can be used to reduce the large number of dimensions in the original
data matrix X, since j is usually considerably smaller than n and p (dimension of X). For instance
in the PCA case, one could compare Eq. (3.20) with Eq. (3.23) assuming that EOFs and PCs
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are ordered with respect to the magnitude of the variance they represent. The data matrix X
(n× p) therefore can be written as
X = P¯jΛjETj + P¯min(n,p)−jΛmin(n,p)−jE
T
min(n,p)−j , j < min(n, p), (3.47)
where P¯j (n × j), Λj is diagonal (j × j), and Ej has p rows and j columns. On this basis,
the first j orthogonal components represent the dominant variance of X and are counted as the
‘signal’ of interest and the other min(n, p)− j components represent the ‘noise’. Therefore, a
proper j should be defined, using a rigorous decision rule, to choose a subset of EOFs and PCs
that confidentially approximate the original data X (Jolliffe, 1989). The selection of j also has
an impact on the results of the rotated PCA methods, e.g., those of Section 3.2, as well as on
the ICA method in Chapter 4.
Preisendorfer (1988) categorizes the decision rules into the ‘dominant-variance’, ‘time-history’,
and ‘space-map’ approaches. The dominant-variance approach provides a tool to select the j
largest eigenvalues and their corresponding EOFs and PCs that retain a dominant portion of
the total energy in X. This selection approach is, therefore, follows the concept in Eq. (3.47)
and is more relevant to the applications that are presented in this thesis. Using the time-history
rules, one usually examines the noise behavior of temporal components, therefore, those temporal
components that are normally distributed will not be used for reconstructing the data set X. In
Section 3.5.2, normality tests are introduced, which can be used as the time-history rule to decide
whether a temporal component follows a normal distribution or not. The space-map rules use
the same concept as the time-history rules, but with the statistical testing of spatial components.
In this section, first some selected dominant-variance rules are introduced, which will be used
later in Chapters 4 and 5. Some possible tests will also be discussed to address the time-history
rules. The space-map rules are not covered in this thesis since justifying the spatial behavior of
the time-variable TWS changes (the main parameter of interest in this thesis) is still unknown.
This means that it is extremely difficult to design a statistical test to decide whether an extracted
spatial pattern represent a possible variability in TWS or not. More details about decision rules
can be found in (Preisendorfer, 1988, chapter 5).
3.5.1 Dominant-variance Rules
The dominant-variance rules originated from the idea that the existing observations (stored in the
data matrix X) are produced by a physical process. For instance, TWS observations derived from
satellite gravimetry missions are related to the water cycle, which is caused by various physical
processes. The gathered observations are also usually contaminated with noise, whereas the noise
can, for example, originate from the measuring instrument, and/or is caused by environmental
factors. By applying Eq. (3.12) to the auto-covariance matrix of X, its eigenvalue spectrum
can be computed. In this thesis, the eigenvalue spectrum refers to the plot of either singular
values or eigenvalues when they are ordered with respect to their magnitude. Since X consists of
observations that contain a superposition of signals, i.e. here the physical process and noise, one
should detect a break in spectrum, where the eigenvalues of the process (related to the signal of
interest) leave off and those of pure noise begin.
In order to illustrate this, simplified TWS time series were simulated by extracting annual and
semi-annual cycles from 1◦× 1◦ monthly products of the Global Land Data Assimilation System
(GLDAS, Rodell et al., 2004) covering the period of January 2003 to December 2012. Extraction
of the cycles was done using a least squares adjustment. A random noise with the magnitude
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of 3 cm was also added to the time series. The RMS of the simulated water storage time series
are shown in Fig. 3.5 (left). The first 10 singular values (computed using Eq. (3.12)) are shown
in Fig. 3.5 (right). The first two singular values correspond to the simulated annual cycle, while
the singular values corresponding to the semi-annual cycle are the third and fourth values. This
can be seen by plotting the corresponding EOFs and PCs, which are however not shown here.
The break, discussed above, is seen in the fifth singular value, which means that the rest of the
spectrum corresponds to the simulated noise. A break in the spectrum may be detected visually
if the discontinuity is large enough (similar to that of Fig. 3.5 (right)). Examples might be found
in which the eigenvalue spectrum does not contain apparent breaks. For instance, when the
magnitude of noise is close to that of signal. One can also use an objective statistical procedure
to detect the ‘break’. Following this section, this is discussed in the context of ‘selection rules’.
3.5.1.1 Simple Rules
Three common rules built along the magnitude of estimated eigenvalues are described in the
following.
Scree Plot
A Scree Plot (or eigenvalue spectrum in this thesis) refers to a plot of singular values against their
order (Cattell, 1966). Smaller singular values, representing random variations, tend to lie along
a straight line. Therefore, those singular values above the straight line are most likely related to
the signal. One can decide on the number of significant modes by visually detecting the break,
i.e. located in the fifth order of Fig. 3.5 (right). The interpretation of Scree Plot is, however,
sometimes complicated due to either lack of any obvious break in the plot or the possibility of
existing multiple breaks. For instance, the correct order of the break in Fig. 3.5 (right) is five.
However, another break also exists in its second order, which in a real case, might be misleading.
Kaiser-Guttman
This rule is based on the idea that the retained singular values should be greater than their mean.
With this assumption, the selected components most likely represent the dominant variance of
the original data. Although the rationale for excluding less dominant components makes sense,
problems exist regarding the singular values that are only slightly greater or smaller than the
average value. Therefore, the Bootstrap resampling technique (Efron, 1979) was applied, e.g.,
in Lambert et al. (1990) to compute an uncertainty bound for singular values. As a result, the
determination of significant components could be applied with respect to a confidence limit. The
Kaiser-Guttmann rule was applied to the example in Fig. 3.5 (right). Uncertainty of the mean
value was computed following Lambert et al. (1990). As a result, only the first three singular
values were found to be significant. Thus, the results indicate that the approach was unsuccessful
in detecting the correct number of significant modes of simulated TWS time series in Fig. 3.5.
Variance Portion
Singular values computed from the PCA/EOF approach (or equivalently from SVD) represent
the amount of information captured by orthogonal components. It has been shown in Eq. (3.16)
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that each eigenvalue represents a fraction of total variance of the data. Therefore, the first j
dominant components can be selected in a way that the following variance criterion is satisfied∑j
i=1 λ
2
i
trace(Λ2)
> ε, (3.48)
where ε is an arbitrary variance fraction. Variance percentages of the first 10 dominant PCA
components of Fig 3.5 are shown in Fig 3.6. Thus, to retain all the significant components of the
simulation example, ε in Eq. (3.48) must be selected to be ∼ 0.935. By selecting smaller ε, some
useful information, contained in the observations, will be lost. For instance, by selecting ε = 0.9,
only the first two singular values corresponding to the annual cycle will be selected. Thus, the
semi-annual variability of X in Fig. 3.5 will be ignored in Eq. (3.47) during data reconstruction.
3.5.1.2 Considering Sampling Errors
In fact, computation of singular values in Eq. (3.12) involves sampling errors due to limited time
span of observations, as well as the presence of noise in the data itself. Both errors were not
considered for the rules described above (Section 3.5.1.1). Following this section, after discussing
the sampling errors, a statistical test based on Monte Carlo sampling will be introduced. More
examples of selection rules are discussed in Preisendorfer et al. (1981).
On Perturbation Theory
Methods for estimating sampling errors are usually based on the perception that the data X rep-
resent independent realizations or samples of a random field with unknown stochastic moments.
From these realizations, one approximates the true auto-covariance C only up to an error that
depends on the number of data realizations (North et al., 1982). Thus, following Eq. (3.13), the
diagonal matrix Λ2 containing the true eigenvalues can be derived after decomposing the true
auto-covariance matrix C as
Λ2 = ETCE. (3.49)
In reality, neither Λ2 nor E of Eq. (3.49) are precisely known, since the sampled auto-covariance
matrix is of finite length. Therefore, applying Eq. (3.49) on the finite samples (denoted byˆ ),
one obtains
Lˆ2 = ET CˆE. (3.50)
In Eq. (3.50), the eigenvalues of Lˆ2 (that correspond to Cˆ) are expressed in the basis of the true
eigenvectors E. Thus, the matrix Lˆ2 is no longer exactly diagonal, but it has the same eigenvalues
as Cˆ.
To better understand the perturbation concept, one can assign a geometrical interpretation to
eigenvectors. All EOFs (columns of E, i.e. ei, i = 1, . . . , n, with n being the rank of C) are the true
directions (orthogonal coordinates) that span the observation space X. Each EOF (eˆi) of a finite
sampled data set is located at an n-dimensional angle α from its true direction e. The sampling
error of eˆ can be expressed as a linear combination of all the other true EOFs ei, since columns
of E span the observation space. Estimating the sampling error, therefore, is equivalent to the
solution of a perturbation problem (Wilkinson, 1965). Thus, Lˆ2 can be interpreted as a perturbed
form of the true eigenvalues Λ (Lˆ2 = Λ2 +  N). When the number of samples is large enough,
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i.e.  = 1/
√
n  1, with n being the length of time series, Bretherton et al. (1999) showed
that the elements of N can be expressed in terms of the true eigenvalues λ2i , and uncorrelated
perturbations ωi,k. The distribution of ωi,k is unit random normal (E(ω) = 0, var(ω) = 1) since
each perturbation has been generated by a sum of n independent variables (caused by the n-
dimensional angle between e and eˆ). Thus, by the central limit theorem, the sum of all the
differences, when n is large enough, must be approximately normal distributed. Its unit variance
is due to the scaling of the auto-covariance matrix. According to Bretherton et al. (1999), N is
written as
Ni,k =
{ √
2λ2iωi,k i = k
λiλkωi,k i 6= k. (3.51)
Wilkinson (1965) showed that the first-order perturbation to the ith sampled eigenvector (eˆi) is
derived from a summation of all errors in other (n-1) eigenvectors as
eˆi1 =
∑
i 6=k
Nikek
λ2i − λ2k
. (3.52)
The perturbed eigenvectors can be derived by adding the estimated error of Eq. (3.52) to the
true eigenvector as:
eˆi = ei + eˆi1 = ei +
∑
i 6=k
ωi,k
λi λk
λ2i − λ2k
ek, (3.53)
where  is the perturbation parameter. The first-order estimation of the perturbed eigenvalue is
derived as
λˆ2i ' λ2i (1 +
√
2ωi,k), (3.54)
where λˆ2i is the i
th diagonal element of Lˆ (Bretherton et al., 1999).
North’s Rule
North et al. (1982) also derived an explicit form for the first-order errors in the eigenvalues of
a sampled auto-covariance matrix. Considering the eigenvalues and eigenvectors of the sampled
auto-covariance matrix as being stochastic, North et al. (1982) assessed the sampling error of
two numerically close (‘neighboring’) eigenvalues (e.g., λ2i and λ
2
k, i > k), and estimated it as
δλ2i =
√
2
n∗
λ2i , (3.55)
where n∗ is the number of independent observations in the sample, also known as the effective
sample size (Trenberth, 1984). An estimation of n∗ for the 95% level of confidence is given by
Thiiébaux and Zwiers (1984) as
n∗ = n
(
1 + 2
n−1∑
k=1
(1− k
n
)ρ(k)
)
, (3.56)
where ρ(k) is the auto-correlation value between samples. The sampling error of eigenvectors is
derived as
δei =
δλ2i
λ2k − λ2i
ek, (3.57)
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where λ2k and λ
2
i are two numerically close eigenvalues, and ek is the corresponding eigenvector
of λ2k. The antecedent in Eq. (3.57) is derived from Eq. (3.55). One can see that if the sampling
error of Eq. (3.55) is comparable to the difference of λ2i and λ
2
k, then
δλ2i
λ2k−λ2i
becomes one. As a
result, the typical error of the corresponding EOF (Eq. (3.57)) will be of the size of ek itself. One
might disregard such modes when reconstructing the data. This means that one should define j
in a way that
δλ2i < |λ2i − λ2k| = min
i 6=k
|λ2i − λ2k|. (3.58)
It should be mentioned here that Eq. (3.54) is equivalent to the criterion of Eq. (3.55) in North
et al. (1982).
Rules Based on Monte Carlo
As clarified above, the investigation of sampling error, based on the degeneracy of the auto-
covariance matrix spectrum aims at deriving a measure of uncertainty for each eigenvalue. This
is quite difficult to get since such estimation requires several prior assumptions on the distribution
and the length of observations. In practice, there exist two ways to compute the uncertainty of
the eigenvalues. The first one is based on asymptotic results as was seen in the North et al.
(1982)’s rule of thumb (Eq. (3.58)). The other alternative is using Monte Carlo simulations to
assess uncertainty on the spectrum of the covariance matrix (e.g., Preisendorfer et al., 1981).
In this thesis, finding the number of statistically significant components follows an approach
similar to the Rule ‘N’ in (Preisendorfer et al., 1981, pages 199 to 205), that involves a Monte Carlo
approach to simulate sampling data Ψ from a random distribution N(0,Σ), with Σ containing
the column variances of Xn×p. Thus, var(Ψ)= diag(σ2i )Ip, where var(.) is a variance operator,
diag(σi), i = 1, . . . , p stores the column-wise variances of Xn×p in its diagonal elements, and Ip is
an identity matrix of dimension p. The null hypothesis is that X is drawn from such a distribution.
Therefore, in Rule N, the assumption is that the original time series consist of noise, which are
uncorrelated from each grid point to another. To apply this rule, a number of realizations of
N(0,Σ) are generated and the eigenvalues computed and placed in decreasing order. Then,
the 5’th and 95’th percentile are taken as the significant boundaries corresponding to 5% and
95% of confidence level, respectively. Eigenvalues from the actual data sets that fall above the
derived confidence boundaries are deemed as unlikely to result from a data set consisting of only
noise. Therefore, they correspond to statistically significant components, which can be used to
reconstruct the signal using Eq. (3.23).
The Monte Carlo approach, with 100 realization, was applied to the simulation example of Fig.
3.5, and the corresponding results of 5% and 95% confidence level were plotted in Fig. 3.5 (right).
As a result, the computed significance levels could be used to correctly identify the 4 significant
eigenvalues. More examples regarding the application of the Monte Carlo rule are presented in
Chapter 5.
3.5.2 Time-history Tests
Time-history tests can be used for quantifying the temporal behavior of the components derived
from the methods in the current section. The introduced approaches below include some selected
normality tests . The motivation of using the normality tests is due to the fact that the temporally
normal components might be most likely related to noise rather than signal. Therefore, such
components should not be included in the reconstruction of the original data set in Eq. (3.23).
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Figure 3.5: Eigenvalue spectrum of simulated TWS time series. Figure 3.5 (left) represents the RMS
of the annual and semi-annual cycles of TWS, derived from monthly GLDAS/Noah hydrological models
(Rodell et al., 2004) covering the period of January 2003 to December 2012. Before computing the RMS,
a random noise with the magnitude of 3 cm was also added to the extracted cycles. Figure 3.5 (left) shows
the first 10 dominant singular values (computed using Eq. (3.12)) against their orders. A ‘break’ of the
spectrum is detected in the fifth order. The result of the Kaiser-Guttman rule (Section 3.5.1.1) and its
uncertainty (dashed lines), as well as the confidence levels of the Monte Carlo rule (solid gray lines) are
also shown in the plot.
Figure 3.6: Variance percentages corresponding to the singular values that are shown in Fig. 3.5 (right).
X-axis represents the order of singular values (i in Eq. (3.48)) and y-axis indicates their corresponding
variance percentages. The horizontal lines indicate ε of 0.9 and 0.935 in Eq. (3.48). The results show that
for retaining the simulated signal of Fig. 3.5 (left), one needs to select ε being ∼ 0.93.
Kolmogorov-Smirnov (KS) Test
The Kolmogorov-Smirnov (KS) test is a common goodness of fit approach (Smirnov, 1948), which
compares a sample with a reference probability distribution (one-sample KS). KS can also be
applied to compare two samples (two-sample KS). The KS test is frequently used in climate
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research (von Storch and Zwiers, 1999) to examine the temporal behavior of samples. In Wouters
and Schrama (2007), KS was used to test the noise behaviors of the principal components derived
from time series of GRACE level 2 coefficients. Basically, the test quantifies a distance between
the empirical distribution function of the sample and the cumulative distribution function of the
reference distribution, or between the empirical distribution functions of two samples. The null
hypothesis of KS is that the samples are drawn from the same distribution. Assume that the
function F (t) is a given cumulative distribution and S(t) is the empirical cumulative distribution
of the sample, KS is written as
D = sup
t
|F (t)− S(t)|, (3.59)
where sup(.)
t
is the supremum of the set of differences and t is the time argument. One can
assume here that F (t) is a normal distribution with known mean and standard deviation. In Eq.
(3.59), S(t) has to be derived by estimating the mean and standard deviation of the sample. If D
exceeds the 1−α quantile as given by the KS test statistics, then the null hypothesis is rejected,
which means that the distribution of the sample is not equal to the hypothesized distribution.
The KS test is, therefore, appropriate when the parameters of the hypothesized distribution are
well known. In practice, however, the statistic requires a relatively large number of data points
to properly test the null hypothesis in the KS test.
Alternative Normality Tests
To improve the performance of the KS test, Lilliefors (1967) used the same statistic test as the
KS test but applied adjusted critical values for the test hypothesis. A table of critical values for
the Lilliefors can be obtained by Monte Carlo approximation as in Conover (1999). The values
of the critical values in the Lilliefors table are smaller than those of the KS, since the test also
considers the sampling error of the hypothesized distribution. The Lilliefors test is, however,
very time consuming if one uses the Monte Carlo approach to generate the exact critical values.
Therefore, analytical approximations were introduced, e.g., in Stephens (1974) to estimate the
required critical values.
There are also several alternative tests for normality, including: the Jarque-Bera, Shapiro-Wilk,
Anderson-Darling, Cramer-von Mises, Pearson chi-square, and Shapiro-Francio tests (Thode,
2002). The alternative tests, specially that of Shapiro-Wilk, represent better skills to decide
about the normal behavior of samples with limited number n (for example n < 100).
3.6 Error Estimation of Reconstruction
A proper approach to estimate the uncertainty of an experiment can be realized by repeating
it under relevant conditions. Therefore, using a resampling approach, one essentially attempts
to simulate this time-consuming process through numerical experiments. Popular methods are
the Jackknife and the Bootstrap (Efron, 1979). As a result of resampling, the determination
of significant components could be done with respect to a confidence limit. It is important to
note that the Bootstrap can be performed in two modes, namely non-parametric and parametric,
which are also known as unconditional and conditional, respectively. In the non-parametric mode,
one draws rows of the data matrix X with replacement, whereas in the parametric mode, one
constructs a (parametric) model and resamples the residuals instead. The term ‘conditional’,
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thus, refers to the residuals that are calculated conditionally to a predefined model. The Jackknife
approach is similar to the non-parametric Bootstrap (Efron, 1979).
Once the proper number of retaining modes (j in Eq. (3.23)) was defined from the methods in
Section 3.5.1 or with discarding noisy components as in Section 3.5.2, to estimate the uncertainties
of the eigenvalues themselves, one can randomly select a subsample of the data sets and apply
PCA, then select another subsample and repeat this operation several times. This yields various
realizations of the eigenvalues of the original data matrix, from which the uncertainty can be
estimated (see e.g., uncertainty results in Chapter 5).
It is worth mentioning here that existing missing values in the data is also a concern in the
application of decomposition techniques to extract information from geophysical time series.
Thus, this issue must be considered when applying the introduced techniques of this chapter
and the ICA technique of Chapter 4. In general, missing data can be caused due to misfunctions
of instruments, or due to the application of a processing step such as an outliers detection
procedure. A possible method for dealing with missing data is to decompose the auto-covariance
matrix that is calculated using only the available data (considering zero for missing values, von
Storch and Zwiers, 1999). This approach, however, does not necessarily lead to a semi-positive
defined auto-covariance matrix and consequently its corresponding EOFs are over-estimated.
An alternative approach to deal with missing points can be realized by filling the gaps in the
data sets and determining the structure and number of significant EOFs. Basically, the dominant
EOFs represent a large portion of variance in the data and should not be influenced by local
changes in the values of a few points. Thus, one could calculate the EOFs based on the data
matrix in which a first rough estimate of the missing values are used to fill the gaps (e.g., using
an interpolation technique to provide a first guess of the missing value). Once the dominant
EOFs and their amplitudes are estimated, they can serve to calculate the value of the field at
the missing points. Then, this process can be repeated by reevaluating the field and estimating
new EOFs until the procedure convergences (Beckers and Rixen, 2003).
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4. Higher Order Statistical Signal
Decomposition
Various second order methods including PCA/EOF, REOF, MSSA/EEOF, and CEOF, which
can be used to decompose time series of observations were discussed in Chapter 3. From a sta-
tistical point of view, however, all the mentioned methods use up to the second order statistical
information, contained in the auto-covariance or correlation matrices that are built based on
the anomaly time series (mean removed), during the decomposition procedure. Therefore, they
disregard a large part of information provided in higher order moments of the probability distri-
bution function (PDF) of the observed signal (Jolliffe, 1986). Generally, there is no higher than
two statistical information to be explored whenever the PDF of the observed variables is Gaus-
sian (Hyvärinen, 1999a), but in geophysical time series (e.g., GRACE-derived mass changes),
more often than not, the PDF is non-Gaussian (Aires et al., 2002, Beven, 2001, Forootan and
Kusche, 2012, Westra et al., 2007). Therefore, covariances or correlations will not be sufficient as
a measure of statistical dependence between signals found in non-Gaussian data.
In order to incorporate more information from the PDF underlying the data, Cardoso and
Souloumiac (1993) and Hyvärinen (1999a,b) suggested to involve higher order statistical mo-
ments in the decomposition procedure, leading to what is otherwise known as Independent Com-
ponent Analysis (ICA). ICA has been considered as an extension of the second order methods
(e.g., PCA) to be used as an exploratory tool for climate data analysis. Application of ICA is
motivated from the fact that the objective of PCA, i.e. to maximize the variance explained by
each component in succession, usually clusters different physical modes within a single extracted
‘mathematical’ mode and results in artificial features. This problem is called the ‘mixing’ problem
(see e.g., Hyvärinen, 1999a). Other motivation to use ICA for signal decomposition originated
from studies, e.g., Richman (1986) who indicated that EOFs highly correspond to the shape of
the data domain, owing to the orthogonality assumption built-in to the decomposition proce-
dure. This is clearly a relevant issue if one is interested in identifying modes of variability in
GRACE-derived total water storage (TWS) time series, e.g., for some areas of limited extension
like a catchment or ocean basin (see Forootan et al. (2012, 2014c), as well as Sections 5.4 and
5.5).
An application of ICA to filter GRACE-TWS products was shown in Frappart et al. (2011a,b)
who combined Gaussian-filtered GRACE solutions from three different analysis centers in their
ICA implementation, with the assumption that each one of these fields contained independent in-
formation. Their results indicated that the TWS signals extracted by their ICA-filtering approach
represented better correspondence to independent observations, compared to TWS derived from
GRACE solutions that were filtered using a Gaussian filter (Jekeli, 1981). The ICA approach for
filtering GRACE products, as in Frappart et al. (2011a,b), is discussed in Section 4.4.
In contrast to Frappart et al. (2011a,b), Forootan and Kusche (2012) proposed an ICA approach
to identify statistically independent patterns from time series of GRACE-TWS changes. The main
idea behind the implementation of ICA in this study is that independent physical processes will
generate statistically independent source signals that are superimposed in the GRACE observa-
tions. Therefore, decomposing the GRACE observations into maximally statistically independent
components should lead to base-functions that are physically at least more representative than
others based on orthogonality only. These base-functions might be better suited for applications
that look at each separated component individually, such as those aiming at separating GRACE
46 4. Higher Order Statistical Signal Decomposition
and other data into signals from different compartments of the Earth system (e.g., Schmeer et al.,
2012, Rietbroek et al., 2012a). The implemented ICA approach in this thesis, therefore, follows
that of Forootan and Kusche (2012), which unlike Frappart et al. (2011a,b) does not rely on
using multiple GRACE solutions as input.
The ICA approach of this thesis was applied in Forootan et al. (2012, 2014c) and Awange et al.
(2014) to reduce a combination of the spectral and spatial leakage problem in GRACE-TWS
products over Australia, Iran and the Nile Basin, respectively. Omondi et al. (2013a) applied
ICA to extract the main independent behavior of TWS changes over the Greater Horn of Africa
and related them to the climate condition of the region. Recently, Boergens et al. (2014) applied
ICA to extract the post-glacial rebound trend in North America and the dominant variability of
TWS in Africa. Applications of ICA for forecasting TWS changes is addressed in Forootan et al.
(2014b).
To understand the mathematical fundamentals of ICA and its algebraic relation to the methods
of Chapter 3, this chapter is organized as follows: the idea of higher order statistical signal
separation is addressed in Section 4.1. Statistical independence is defined in Section 4.2, and the
mathematical formulation of the ICA approach via rotation of de-correlated components (derived
from the approaches in Chapter 3) is reported in Section 4.3. In Section 4.4, the ICA filtering
of GRACE-TWS products (as in Frappart et al., 2011a,b) is discussed. Various approaches to
approximate independence are introduced in Section 4.5. The ICA criterion of the diagonalization
of the fourth-order cumulant tensor is presented in Section 4.5.1. Alternative criteria based on
the diagonalization of different orders of the cumulant tensor are discussed in Section 4.5.2. In
Section 4.5.3, a complex extension of the ICA method is introduced. The ICA technique based
on the entropy estimation is presented in Section 4.5.4. Separation of deterministic signals, i.e.
a linear trend and sinusoidal signals, using ICA is addressed in Section 4.6. In Section 4.7, a
summary of the algebraic properties of the statistical decomposition techniques is provided, and
finally in Section 4.8, an approach to estimate the uncertainty of independent components is
treated.
4.1 Blind Source Separation
Blind source separation (BSS) is a signal processing technique, aiming at recovering unobserved
patterns or ‘sources’ from observations that are measured by an array of sensors, known as ‘mix-
ture’ signals (Hyvärinen and Oja, 2000). Such source patterns can be exploited from the observed
mixtures by a statistical assumption such as the assumption of mutual independence between the
sources (Cardoso, 1992). For instance, long-term observations such as that of continuous geodetic
and geophysical measurements contain information about geophysical and climatic phenomena
that are superimposed in the observed time series. Therefore, it is desirable to separate the ob-
served time series (mixtures) and find a suitable representation (individual sources) for reasons of
computational simplicity or enhancing the interpretation of observations. In the BSS approach,
the representation is often sought-for as a linear transformation of the original data (mixture)
and the mutual independence between source signals.
In order to separate multiple unknown sources from the observations, a typical approach is to
utilize many sensors. Each sensor xi, i = 1, . . . , n contains a combined information about the
sources sj , j = 1, . . . ,m,m < n. One needs to study the variation of the signal in each of the
sensors and identify and separate the unknown sources. This situation occurs in many different
applications, such as brain mapping, voice recognition, image enhancement (Stone, 2004), and
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climate studies (Aires et al., 2002, Hannachi et al., 2009). Assuming X is the data matrix that
contains continuous multi-dimensional measurements or random variables, i.e. X contains xi
in its columns, the signal separation problem can be formulated as finding a function f that
transforms the observations X into the sources S (containing sj), defined by
S = f(X). (4.1)
In most applications, the relationship in Eq. (4.1) is assumed to be linear, thus it becomes
S = WX, (4.2)
where W is the so-called ‘de-mixing matrix’ to be determined, S and X are shown by capital
letters to indicate that both mixture and source might be multivariate. Considering Eq. 4.2, S
can also be seen as a linear transformation of X under a particular statistical assumption (such as
independence). The motivation for preferring the linear transformation of Eq. (4.2) over Eq. (4.1)
is mainly due to its computational simplicity. Some studies have already used non-linear methods
for the separation purpose, most of them, however, do not provide significant improvements in
skills over linear methods (see e.g., Goddard et al., 2001). It should be mentioned here that the
adjective ‘blind’ in BSS is used to emphasize the fact that for the recovery of Eq. (4.2) no a
priori knowledge is available of either the de-mixing matrix W or the sources S. Thus, the source
signals are estimated only by a statistical assumption between them.
Several principles can be used to define a suitable linear transformation to extract source signals
from observed mixtures. These also include the transformations (decomposition approaches) that
were introduced in Chapter 3. To implement all these transformations, one needs to define a
statistical criterion, in which the de-mixing matrix W will be estimated. In Table 4.1 (Section
4.5.3), various transformations are presented, which can be used to extract patterns with specific
statistical properties. For instance, using the singular value decomposition (SVD) technique (Eq.
(3.20)), the data matrix X is transformed as X = P¯ΛET . Thus, the source signals in SVD
derived as
X = P¯ΛET , (4.3)
XE = P¯ΛETE, ETE = I,
XEΛ−1 = P¯,
S = P¯ = XEΛ−1,
and
X = P¯ΛET , (4.4)
P¯TX = P¯T P¯ΛET , P¯T P¯ = I,
Λ−1P¯TX = ET , P¯T P¯ = I,
S˜ = E = XT P¯Λ−1.
Therefore, considering Eq. (4.2), the de-mixing matrix W of the SVD transformation that can
be used to estimate temporally de-correlated sources (S) is derived by Λ−1ET , while considering
XT instead of the original data matrix X. The de-mixing matrix W of Λ−1P¯T must be used to
estimate spatially de-correlated sources (S˜). In this chapter, the statistical method of ICA will
be presented, which allows to extract source signals that are mutually statistically independent.
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4.2 Statistical Independence
Statistical independence is a mathematical term that is defined based on the probability density
function (PDF) as
p(s1, s2, . . . , sj) =
j∏
i=1
p(si). (4.5)
In Eq. (4.5), p(s1, s2, . . . , sj) denotes the joint PDF and p(si) denotes the marginal PDF of each
source. Thus, random variables are independent if and only if their joint distribution can be
factorized to the product of their marginal distributions (Hyvärinen, 1999a). Let s be a discrete
random variable taking values of s1, s2, . . . , sn with probabilities of p1, p2, . . . , pn, respectively.
Then, the expected value of this random variable E(s) is derived as
E(s) =
n∑
m=1
sm pm, (4.6)
where E(.) is the expectation operator. From Eqs. (4.5) and (4.6), one can conclude that inde-
pendence always implies orthogonality, i.e. for any two independent variables si and sk, one can
write E(sisk) = E(si)E(sk). This is due to the fact that the factorization of the joint PDF in
Eq. (4.5) guarantees the factorization of the joint empirical covariance matrix. Obviously, the
orthogonality does not always imply independence in Eq. (4.5) since it includes only up to second
order statistical information (see an example in Hyvärinen, 1999a).
Statistical properties of a random variable such as x (without distinguishing in notation between
random variable x or its realizations x) can be described by its moments or, more conveniently,
by its cumulants that are denoted in this thesis as C(x) or K(x). For instance, it has been
shown that the moments of random variables and the relationships between their distributions
can be derived by the moment generating functions (Koch, 1999, page 106). The cumulants
κn of a random variable x are defined via the cumulant-generating function g(t), which is the
logarithm of the moment-generating function g(t) = log[E(etx)] =
∑∞
n=1 κn
tn
n! . Therefore, the
cumulants κn can be obtained by n times differentiating the expansion of g(t) and evaluating
the result at zero, or κn = ∂
n
∂tn g(t)|t=0 . Ferreira et al. (1997) showed that the cumulants κn
appear similarly to the Taylor coefficients of the logarithmized moment function. To perform
statistical signal separation, working with cumulants is advantageous over using moments. This
is due to the fact that, e.g., the cumulant of the sum of two statistically independent random
variables s1 and s2 can be written as the sum of the cumulant of each, which can be seen as
gs1+s2(t) = log[E(et(s1+s2))] = log[E(ets1)E(ets2)] = log[E(ets1)] + log[E(ets2)] = gs1(t) + gs2(t).
This property simplifies the estimation of independence criteria, discussed in Section 4.5.
Joint cumulant of several random variables x1, x2, . . . , xn is similarly defined by the above
cumulant generating function. For example, K(x1, x2, x3) = C(x1, x2, x3) = E(x1x2x3) −
E(x1x2)E(x3)−E(x1x3)E(x2)−E(x2x3)E(x1) + 2E(x1)E(x2)E(x3). Considering random vari-
ables x with zero mean, the sample cumulants up to order four (Cardoso, 1999) are derived
as
C(xi) = 0 (4.7)
C(xi, xj) = E(xixj)
C(xi, xj , xk) = E(xixjxk)
C(xi, xj , xk, xl) = E(xixjxkxl)
− E(xixj)E(xkxl) − E(xixk)E(xjxl)− E(xixl)E(xjxk).
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4.3 Independent Component Analysis (ICA)
ICA was introduced for the first time in the context of the BSS techniques (Hyvärinen, 1999a)
in the form of Eq. (4.2) or equivalently as
X = AS, (4.8)
where A is a mixing matrix to be determined, while W in Eq. (4.2) can be identified with the
pseudo-inverse matrix of A in Eq. (4.8), i.e. W = A†. Typically, in ICA algorithms, W or A
is sought such that S contains rows that are mutually as statistically independent as possible
(Cardoso, 1992, Cardoso and Souloumiac, 1993). Basically, as was shown in Section 4.2, when
variables are independent, the values of each variable provide no information about the values
of the other. By contrast, even though some variables are uncorrelated, the value of one variable
can still provide information (higher than two statistical relationship) about the values of the
other variables (Hyvärinen, 1999a). ICA, therefore, seeks a set of statistically independent source
signals S amongst a set of observed mixtures X. This can be realized by maximizing a measure of
the joint entropy of the extracted signals (Hyvärinen and Oja, 2000, Stone, 2004), or minimizing
the high-order statistical dependence between the signals (e.g., Cardoso and Souloumiac, 1993).
In practice, iterative methods are used to maximize or minimize such given cost functions (see
Section 4.5).
However, in order to estimate source signals S from observation X, using an ICA transformation
(Eq. (4.2) or (4.8)), the following assumptions are made:
1. The number of observed linear mixtures must be equal or larger than the number of indepen-
dent sources, otherwise Eq. (4.8) would be under-determined, and S cannot be estimated.
2. All the independent components (sources si) should be non-Gaussian. In case that only one
of the independent components is Gaussian, the ICA model can still be estimated (Cardoso,
1999). More details will be provided in Section 4.5.
Several studies, e.g., Comon (1994a), Aires et al. (2002), and Forootan and Kusche (2012) stated
that a simple way to estimate W in Eq. (4.2) is to first de-correlate the data, as discussed
in Section 3.1.3, and then seek a proper rotation to make the components as independent as
possible. Mansour and Jutten (1995) showed that the whitening (de-correlation) step improves
the performance of signal separation by avoiding the occurrence of several local maxima in the
solutions of independence criteria.
Following Comon (1994a), Aires et al. (2002), and Forootan and Kusche (2012), the ICA decom-
position is derived in this thesis as a rotated extension of the PCA or SVD transformation. As
was stated in Section 3.1.1, the main benefit of PCA or SVD is that it provides a few orthogonal
modes that represent the dominant part of the observations. Thus, if the data matrix X can
be fairly well represented by Xj = P¯jΛjETj , where j < min(n, p) is the number of retained
modes (associated with the largest singular values). The ICA decomposition, via the rotation of
orthogonal modes, proceeds as follows
X' Xj = P¯jΛjRj︸ ︷︷ ︸
An×j
RTj E
T
j︸ ︷︷ ︸
S˜j×p
, (4.9)
where X and Xj are n × p data matrices. The n × j, j × j, and p × j matrices P¯j , Λj , and
Ej are derived from SVD. To derive the ICA modes, an optimum j × j rotation matrix Rj
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has to be defined that rotates either P¯j or Ej while at the same time making their columns
as statistically independent as possible. Orthogonal rotations as RjRjT = Ij are used in this
thesis to derive independent components. As it will be shown later, selecting Rj as orthogonal is
computationally beneficial since the associated mixing (or de-mixing) matrix in Eq. (4.8) (or Eq.
(4.2)) remains orthogonal. Defining a proper rotation matrix requires optimization of a measure
of independence, which is addressed in Section 4.5. The statistically independent source signals
from Eq. (4.9) are estimated as
S˜j×p = RTj Λ
−1
j P¯
T
j Xj = WXj , (4.10)
in which rows of S˜ are obtained spatially as independent as possible and the decomposition
method called ‘Spatial ICA (SICA)’. The mixing matrix Aj×n of SICA is derived by pseudo-
inversing of Wj×n, i.e. A=W†, where † is the pseudo-inverse operator. In the SICA decomposi-
tion, the rotated PCs are still orthogonal.
The transpose of Eq. (4.9) provides XT' XTj = EjΛjRj︸ ︷︷ ︸
Ap×j
RTj P¯
T
j︸ ︷︷ ︸
Sj×n
. Accordingly, the source signals
are derived as
Sj×n = RTj Λ
−1
j E
T
j X
T
j = WX
T
j , (4.11)
in which rows of S are temporally as independent as possible. The transformation in Eq. (4.11) is
called ‘Temporal ICA (TICA)’. The mixing matrix Aj×p of TICA is derived by pseudo-inversing
of Wj×p, i.e. A=W†. In the TICA decomposition, the rotated EOFs are still orthogonal.
In the language of statistics, the two options of Eqs. (4.10) and (4.11) allow us to interpret the
original data X as a mixture of either independent spatial sequences or temporal chains. When
applied to GRACE-TWS, both ways have their own advantages, see Chapter 5 for discussion.
In order to illustrate what happens within the whitening and rotation steps, assume a mixture of
an annual signal s1(t) = 5 sin(2pit)+n1(t) and a linear trend s2(t) = t+n2(t), where t represents
monthly epochs within the period of 2002 to 2013.5, n1 and n2 are temporal random noise. Also
consider that s1 and s2 are linearly mixed using A =
(
2 1
1 2
)
, as X = AS, where rows of X
store the mixtures x1(t) and x2(t) and rows of S contain the source signals s1(t) and s2(t).
Figure 4.1 (left) shows the plot of x1 against x2. The result of applying SVD on the mixture
is shown by gray dots in Fig. 4.1 (right). As a result of whitening, the joint distribution is
normalized and sphered. Figure 4.1 (right) shows two source signals, derived from the Temporal
ICA transformation (implemented following Forootan and Kusche, 2012), that are plotted against
each other (black dots). As a result of rotation in Eq. (4.11), the sphered distribution is rotated
in a way that the joint distribution is as independent as possible (compare the black and gray
dots in Fig. 4.1 (right)).
Figure 4.2 shows the performance of the SVD and ICA techniques in extracting the source signals
s1(t) and s2(t) from the simulated linear mixtures x1(t) and x2(t). Figure 4.2 (left) shows the
source signals derived from SVD. The results of SVD indicate that the linear component is still
contaminated by the annual source. The results of ICA shown in Fig. 4.2 (right) indicate that
the introduced annual and linear sources are fairly well extracted.
In this section, the algebraical connections between the transformation defined in the context of
BSS and the second order transformations of Chapter 3 were established. In the following, after
providing some remarks on the application of ICA for noise reduction, the estimation of rotation
matrix to derive the independent sources of Eqs. (4.10) and (4.11) will be discussed.
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Figure 4.1: Impact of whitening and rotation transformations on a mixture of an annual signal and a
linear trend in the presence of noise, i.e. s1(t) = 5 sin(2pit) + n1(t) and s2 = t + n2(t). Figure 4.1 (left)
shows the two mixtures (x1(t) = 2s1(t) + s2(t) and x2(t) = s1(t) + 2s2(t)) plotted against each other.
Figure 4.1 (right) corresponds to the left, but shows a plot of the source signals (against each other) after
applying the SVD (gray dots) and ICA (black dots) transformations.
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Figure 4.2: A comparison between the performance of SVD and ICA for recovering the source signals in
Fig. 4.1. Figure 4.2 (left) shows source signals (s1(t) and s2(t)) of the SVD approach and those sources
of the ICA decomposition are shown in Fig. 4.2 (right). In order to better visualize the performance of
separations, the linear components are smoothed and shown with a darker color, along with the original
component.
4.4 A Remark on the Application of ICA for Noise Reduction in
GRACE Products
Before discussing different criteria to approximate independence, in this section, the application
of ICA for filtering GRACE-TWS products, that has been introduced in Frappart et al. (2011a,b)
as the ‘ICA-filtering’, is discussed. This discussion is necessary since the assumption behind the
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application of ICA in this thesis and the way of its implementation are different from that of
Frappart et al. (2011a,b).
In Frappart et al. (2011a), GRACE level 2 solutions from their official providers (CSR, GFZ,
and JPL) were first pre-filtered using the Gaussian filter (Jekeli, 1981) with half-width radius of
300, 400, and 500 km. The Gaussian filter was applied to reduce the striping noise level in TWS
products. The pre-filtered solutions (corresponding to one of the selected smoothing radii) were
then converted to global 1◦ × 1◦ TWS maps, using the approach in Wahr et al. (1998). For each
month (with available solutions from the three providers), a data matrix Y3×64800 was created
that contained the Gaussian-filtered TWS values of CSR, GFZ, and JPL solutions in its rows.
Finally, the ICA technique was used in its BSS definition (Eq. (4.8)) to decompose the data
matrix Y into a linear mixture of a ‘true’ TWS signal and noise. In Frappart et al. (2011a,b),
the ICA decomposition is read as
Y = AS, (4.12)
where the 3 × 3 matrix A is a mixing matrix whose computation is discussed in Section 4.5.
The source matrix S can be computed from S = A−1Y or similar to Eq. (4.2), S = WY,
thus A−1 = W. Rows of W are ordered with respect to the variance they represent. Since, the
variance of TWS is dominant in the Gaussian filtered TWS products, one can expect that the
product of the first row of W (shown by w1) and Y is likely associated to TWS and the products
of the other two rows (w2 and w3) and Y are likely related to noise. Thus, a combination of the
three Gaussian filtered TWS products of CSR, GFZ and JPL, stored in the rows of Y, has been
interpreted as the ‘ICA-filtered solution’, i.e. shown here by YF
YF = w1Y, (4.13)
where w1 = [w1,1 w1,2 w1,3] is the first row of the de-mixing matrix W. From Eq. (4.13), it is
clear that each entry of YF (yF (1, j), j = 1, . . . , 64800) is a weighted value of the three solutions
in Y, i.e. yF (1, j) =
∑3
i=1w(1, i)y(i, j), j = 1, . . . , 64800, where y(i, j) are the entries of Y. The
noise component YN has been computed as
YN = w2Y + w3Y, (4.14)
where w2 and w3 are the second and third rows of the de-mixing matrix W (w2 = [w2,1 w2,2 w2,3]
and w3 = [w3,1 w3,2 w3,3]).
Frappart et al. (2011a,b) claim that the ICA-filtered YF products represent less striping pattern,
when compared to the Gaussian-filtered products and those products that are filtered by an
anisotropic filter (e.g., Swenson and Wahr, 2006). This statement might be true since YF in Eq.
(4.13) is derived as a weighted combination of the three pre-filtered TWS products. As a result
of such averaging, the noise level has been decreased in the ICA-filtered solution.
The application of Eqs. (4.13) and (4.14), however, might be considered with cautions due to the
following reasons: In Eq. (4.12), it has been assumed that the TWS and noise patterns of the three
official products are the same and their differences are only in their strength, which is reflected
in the estimated A−1 or W matrix. Obviously, this cannot be true since the three providers use
different approaches for recovery of the time-variable gravity solutions. The inconsistency between
different products might be due to several technical issues, such as the difference between spatial
resolution of the gravity recovery (the highest degree and order of the level 2 solutions), methods
for constraining the normal equation (required for estimating level 2 products from level 1B
products) (see e.g., Mayer-Gürr, 2008), and the difference in the background models. Macrander
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et al. (2010), for instance, indicated large differences between mass estimations derived from
different GRACE solutions over the oceans. Although, the applied Gaussian filter in the pre-
filtering step damp the noise level of high-order potential coefficients in level 2 products, there is
no guarantee that the noise and signal patterns of the three products can be treated in the same
way, as it has been considered in Frappart et al. (2011a). As a result, it has been concluded here
that the applied averaging in Eqs. (4.13) and (4.14) to respectively estimate the ICA-filtered
product is questionable and might not correctly consider the uncertainty and signal structure of
the three official products.
To modify the filtering formulation of Eq. (4.12), one has to consider that each monthly TWS
field from CSR, GFZ, and JPL (each stored in a 1 × 64800 vector yi, i = 1, 2, 3) consists of
two parts, that are signal si and noise ni (yi = si + ni). One should also consider that in
general the signal and noise parts of the three products are not the same, i.e. s1 6= s2 6= s3
and n1 6= n2 6= n3 (since different background models are reduced and the products have been
differently processed). This yields an under-determined system equation that cannot be solved
with the proposed formulations of Eq. (4.12). One might solve this equation with an assumption
on the noise or signal behaviors of the three products, whose discussion is out of the scope of
this thesis.
Unlike Frappart et al. (2011a,b), the ICA approach in this thesis has been applied to a time series
of TWS products derived from one specific data provider at each time that ICA is performed.
Therefore, following the same concept in Chapter 3, the n× p data matrix X contains n epochs
(months) observations of TWS (e.g., for 1◦ × 1◦ global maps, p = 64800). Thus, X contains the
data from either CSR, GFZ, or JPL, or any other data centers. Then, Eq. (4.10) or (4.11) is ap-
plied to respectively extract spatially or temporally independent patterns that are superimposed
in the repeated TWS observations of X. It will be shown in Chapter 5 that this decomposition
is beneficial for several signal-signal and signal-noise separation applications.
4.5 On Independence Criteria
Different criteria exist, which can be used to measure independence and equivalently the de-
mixing matrix W in Eq. (4.2) (see examples in Comon, 1994a,b, Hyvärinen, 1997, Cardoso, 1999).
As already mentioned in Section 4.2, in order to extract independent components, W should be
defined in a way that the joint PDF of source signals is factorized to a product of individual
variables (Hyvärinen, 1999a). Thus, similar to the introduced techniques of Chapter 3, ICA is also
a data-driven method that can be used to explore information from multivariate observations.
It is worth mentioning here that the data-driven methods do not assume any parametric model
for observations as it is usual, e.g., in the general linear models (Koch, 1999, chapter 3). By
contrast, ICA relies on the signal type that is specified with its statistical structure. Thus, one
can conclude that the models implicit in data-driven methods, such ICA, are generic because
they attempt to extract patterns with specific statistical characteristics, rather than a best fit to
a specific model signal (Stone, 2004).
A possible way to perform such factorization can be realized by defining the higher order comu-
lants of the observed mixture, then, finding a transformation to diagonalize it (Cardoso, 1999).
Another family of ICA resulted from the central limit theorem (Stone, 2004, chapter 5), which
states that the distribution of a sum of independent random variables tends toward a Gaussian
distribution. Therefore, maximizing the non-Gaussian property (‘non-Gaussianity’) of the source
signals (WX in Eq. (4.2)) provides the desired independent components (Hyvärinen and Oja,
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2000). In the following, two families of ICA criteria based on higher order cumulants (Section
4.5.1) and entropy (Section 4.5.4) are described. The focus of this thesis is, however, on the ICA
algorithm based on the fourth-order cumulants that is described in the following.
4.5.1 ICA by Joint Diagonalization of the Fourth-Order Cumulant Tensor
A common measure of non-Gaussianity is the kurtosis, which is a simple form of the fourth-order
cumulant of a random variable x (see Eq. (4.7)). In general, the fourth-order cumulant of a
random variable x can be written as
κ4(x) = µ4 − 4µ3µ1 − 3µ22 + 12µ2µ12 − 6µ14, (4.15)
where µn = E[(x− E(x))n] is the n’th statistical moment of x (Comon, 1994a). When the ran-
dom variable x is symmetrically distributed and centered, odd moments of Eq. (4.15) become zero
(i.e. µj = 0, for j odd). The second-order cumulant equals to the variance µ2 = κ2 = E(x2), and
the fourth-order cumulant equals to the kurtosis kurt(x) = κ4(x) = µ4−3µ22 = E(x4)−3E2(x2).
For a unit variance random variable x that is temporally centered, the kurtosis is also derived
as E(x4)/E2(x2) − 3. Random variables with zero kurtosis are Gaussian distributed. Negative
kurtosis indicates sub-Gaussian distribution (e.g., periodic signals), while positive kurtosis corre-
sponds to signals with super-Gaussian distribution (peaky signals). Forootan and Kusche (2012),
for instance, examined the kurtosis of GRACE-TWS time series for the period of 2003 to 2011
and showed that more than half of the time series exhibit an absolute value of kurtosis bigger
than 0.5, which proves their non-Gaussian distribution. This justifies the application of ICA for
separating time-variable TWS observations.
In general, those ICA algorithms that extract source signals based on the information in the
kurtosis or the fourth-order cumulant are computationally efficient. This is due to the linear
property of cumulants, which indicates that if random variables are statistically independent,
their cumulants can be factorized (Cardoso, 1999). This can be written as
κ4
(
p∑
i=1
aisi
)
=
p∑
i=1
ai
4κ4(si), (4.16)
where ai, (i = 1, 2, ..., p) are the entries of the mixing matrix A, and si, (i = 1, 2, ..., p) are elements
of the corresponding rows from the source signal S. The relation in Eq. (4.16), therefore, has
been used to design independent criteria based on the fourth-order cumulants (e.g., Cardoso
and Souloumiac, 1993). In the multivariate case, with centered, symmetrically distributed n-
dimensional random vectors xi, the second-order multivariate cumulant corresponds to the auto-
covariance matrix C(xi,xj) = E(xixj) and the fourth-order cumulant corresponds to
C(xi,xj ,xk,xl) = E(xixjxkxl) (4.17)
− E(xixj)E(xkxl)− E(xixk)E(xjxl)− E(xixl)E(xjxk).
Later in this section, we will show that to perform ICA, Eq. (4.17) is built based on the whitened
random variables, thus, our assumption on the symmetric joint distribution of the random vari-
ables is justified.
In particular, under the assumption of statistical independence of x, their joint PDF decouples
into a product of individual PDFs. Thus, replacing the random variables x in Eq. (4.17) by
independent variables s, one can see that
C(si, sj , sk, sl) = κ4(si)δijkl, (4.18)
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where δijkl is Kronecker’s function (Cardoso, 1999), defined by
δijkl =
{
1 if i = j = k = l
0 otherwise.
Therefore, ICA decomposition aims at finding a linear transformation of the random variables x
whose fourth-order cumulant attains the form of Eq. (4.18).
A fourth-order cumulant is a tensorial quantity. In practice, it is more handy to work with
matrices and, therefore, one introduces cumulant matrices Q(M) (e.g., Cardoso, 1999) as a ‘2D-
contraction’ of a four-dimensional cumulant tensor with an arbitrary n × n matrix M = (mij)
(with zeros everywhere except 1 at index (i, j)), or Q(M) = (qij) with
qij =
n∑
k=1
n∑
l=1
C(xi,xj ,xk,xl)mkl . (4.19)
Under the mentioned assumptions on the random vector (a random n × 1 vector x), one can
define the associated cumulant matrix Q(M) as (Cardoso, 1999)
Q(M) = E
(
(xTMx)(xxT )
)−Σ trace(MΣ)−Σ(M + MT )Σ, (4.20)
with Σ being the auto-covariance matrix of x. The fourth-order cumulant of independent variable
si, shown by Q(si) can simply be derived from Eq. (4.17) as
C(s4i ) = E(s
4
i )− 3E2(s2i ). (4.21)
It has been mentioned that all statistical information of a Gaussian variable is summarized in the
first and second moments and that high-order cumulants are all zero. This makes the indepen-
dence concept equivalent with orthogonality (uncorrelatedness) for Gaussian signals. Therefore,
one can interpret the fourth-order cumulant matrix in Eq. (4.20) as a generalized form of the
auto-covariance matrix, which contains all statistical information of the available signals up to
order four.
The random variable x in Eq. (4.20) can be replaced by the source components of Eq. (4.10) or
(4.11). As a result, the solution of ICA is sought by finding a suitable rotation Rj that makes the
fourth-order cumulant matrix of Eq. (4.20) as diagonal as possible. Following Eq. (4.18), such
diagonalization would guarantee the independence of the desired sources.
Basically, the joint diagonalization problem can be solved in different ways. Cardoso and
Souloumiac (1993), for instance, solved the problem using a Jacobi eigenvalue algorithm. Con-
sider a maximal set of cumulant matrices Eq. (4.20) for either rotating EOFs or rotating PCs.
The cumulant tensor Q in Eq. (4.20) contains n4 entries, i.e. the number of fourth-order cross-
cumulants. Then, Rj is found as the minimizer of the squared off-diagonal cumulant entries
f(Rj) =
j∑
t6=s
f2ts F =
n2∑
m=1
RTj Q(Mm)Rj , (4.22)
where t and s represent the row and column of each entry. After solving the joint diagonalization
optimization of Eq. (4.22) to find the j× j orthogonal rotation matrix Rj (RjRTj = Ij), one can
replace the rotation matrix in Eq. (4.10) or Eq. (4.11) to identify most independent sources. Note
that j in Eq. (4.22) represents the number of dominant modes. In Eqs. (4.17), (4.18), and (4.19),
however, j refers to an arbitrary variable. The ICA algorithm based on the diagonalization of
the fourth-order cumulants is summarized in Algorithm 1. In this section, stage 1, 2, and 3 of
the ICA algorithm were described (see Section 4.5.1.2).
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4.5.1.1 Joint Diagonalization (JD)
To search for R that minimizes Eq. (4.22), the cumulant tensor Q in Eq. (4.20) has been written
as a set of n2 symmetric matrices
Q = {Q1, . . . ,Qk}, (4.23)
where k = n2. Joint diagonalization (JD) implies minimizing the squared sum of the off-diagonal
elements of the following contrast function
f(Rˆ) =
k∑
m=1
‖VˆTmQmVˆm − diag(VˆTmQmVˆm)‖2, (4.24)
where the operator diag(.) produces a matrix with all off-diagonal elements being set to zero, and
‖.‖ represents the Frobenius norm or the Hilbert-Schmidt norm. The estimated rotation matrix
Rˆ in Eq. (4.24) is defined as a product of k rotation matrices Vˆm (Rˆ =
∏k
m=1 Vˆm), where each
Vˆm diagonalizes a cumulant matrix (Qm). The product Rˆ is, therefore, the joint diagonalizer of
Eq. (4.23) or equivalently Eq. (4.22) (e.g., Févotte and Theis, 2007).
A sufficient criterion for the existence of the solution Rˆ is that all Qm in Eq. (4.23) ‘commute’, i.e.,
they are simultaneously triangularizable (e.g., Cardoso and Souloumiac, 1995, Févotte and Theis,
2007). In reality, however, the cumulants matrices in Eq. (4.23) are estimated based on length-
limited samples, thus, they only approximately share the same eigenstructure and do not fully
commute (Févotte and Theis, 2007). As a result, the exact solution of the joint diagonalization
in Eq. (4.23) does not perfectly diagonalize the fourth-order cumulant matrix of Eq. (4.22) or
Eq. (4.23). Therefore, those source components that are defined following this computation are
statistically ‘as independent as possible’ rather than ‘absolutely’ independent (e.g., Cardoso and
Souloumiac, 1993).
Algorithms for performing joint diagonalization include, for instance, gradient descent (e.g.,
Afsari and Krishnaprasad, 2004), Jacobi-like iterative by planar rotation (e.g., Cardoso and
Souloumiac, 1993, 1995), and subspace fitting (e.g., van der Veen, 2001). In order to perform
joint diagonalization, a Jacobi-like technique is used in this study, which was originally proposed
in Cardoso and Souloumiac (1993, 1995) in the form of an ICA algorithm known as the Joint
Approximate Diagonalization of Eigenmatrices (JADE). The technique solves the optimization
of Eq. (4.24) using plane rotations under unitary constraints of Vm.
In general, a Jacobi rotation matrix of Vm(θ, t, s), t < s is defined by the identity matrix except
for the entries at positions t and s, i.e. vtt = vss = cos(θ), and vts = −vst = sin(θ). Considering
Eq. (4.24), the Jacobi rotation only affects the elements in rows and columns t and s of Qm in
each rotation (sweep). To find an optimum solution for the contrast function in Eq. (4.24), one
has to minimize the following equation
f =
k∑
m=1
q˜2ssm + q˜
2
ttm, (4.25)
where q˜ssm = (vss vst)
(
qssm qstm
qtsm qttm
)
(vss vst)T and q˜ttm = (vts vss)
(
qssm qstm
qtsm qttm
)
(vts vss)T . The
subindices stm denote that the entry belongs to the row s and the column t of the m’th matrix in
Eq. (4.23). Cardoso and Souloumiac (1995) and Févotte and Theis (2007) show that the quadrant
form of Eq. (4.25) can be written as
f = wTGw, (4.26)
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where w = (cos(2θ) sin(2θ)) and G = 1/4(qssm − qttm qstm − qtsm)T (qssm − qttm qstm − qtsm).
Therefore, the rotation angle θ that optimally rotates only one cumulant matrix, follows from the
dominant eigenvector w of G. To jointly diagonalize the other cumulant matrices, the iteration
should be repeated over different choices of s and t, 1 ≤ s < t ≤ n (Cardoso and Souloumiac,
1995).
To stop the algorithm from iterations, one needs to introduce a criterion. Cardoso (1999) selected
θmin in a way that rotations by angles smaller than θmin = 10−2/
√
T , with T being the length of
time series, is not possible. It should be mentioned here that the described joint diagonalization
procedure can be extended to the case of complex random variables. The general formulations
of the optimization problem in Eq. (4.24) remains the same. To compute the optimal Jacobi
rotation, however, one needs to estimate the dominant eigenvectors of a real 3 × 3 matrix G
instead of the 2× 2 matrix G in Eq. (4.26). The formulation of joint diagonalization of complex
variables has been discussed in (Cardoso and Souloumiac, 1993, 1995).
4.5.1.2 Spatial and Temporal ICA Algorithms
In this section, Algorithm 1 is provided to estimate the components of the Spatial ICA and
Temporal ICA techniques (shown respectively by SICA and TICA), which were respectively
introduced as Eqs. (4.10) and (4.11). In the algorithm, the subindices ‘Spatial’ and ‘Temporal’
are used to refer to the components that are spatially and temporally orthogonal, respectively.
An optimum rotation matrix in Algorithm 1 is found by joint diagonalization of the fourth-order
cumulant tensor described in the previous section.
The presented ICA algorithm starts by estimating a de-correlation transformation computed
based on the observation matrix X. In stage 1 of the algorithm, two choices of the whitening ma-
trix WˆSpatial = Λ−1P¯T and WˆTemporal = Λ−1ET are provided, where the first choice (WˆSpatial)
will lead to a set of spatially independent sources (Eq. (4.10)) and the second choice (WˆTemporal)
provides patterns that are temporally independent (Eq. (4.11)). The whitening transformation
is applied using the SVD technique (see Eqs. (4.3) and (4.4)).
In stage 2, one must choose between the two whitening matrices to extract either spatial or
temporal orthogonal patterns from X, i.e. ZSpatial = WˆSpatialX or ZTemporal = WˆTemporalXT .
Since the estimated ZSpatial/Temporal are centered and uncorrelated, one can use the formulation
of Eq. (4.20) to estimate their corresponding fourth-order cumulant tensor, which is performed
in stage 3.
In stage 4, the JD algorithm of Section 4.5.1.1 is applied to define an optimum rotation R
that makes the estimated cumulant tensor (of stage 3) as diagonal as possible. A default value
of ξ = 10−2/
√
(T ), with T being the length of time series, has been selected to prevent the
algorithm from iterations without convergence.
Using the estimated rotation matrix R, in stage 5, the de-mixing matrix of SICA or TICA, shown
by WˆSICA/TICA, are computed. Finally in stage 6, the desired spatially or temporally independent
components (SˆSICA/TICA) are derived as SˆSICA = WˆSICAX or SˆTICA = WˆTICAXT , while SˆSICA
is an estimation of S˜ in Eq. (4.10) and SˆTICA estimates S in Eq. (4.11). The mixing matrix Eq.
(4.8) is computed by AˆSICA/TICA = Wˆ
†
SICA/TICA. This procedure is reflected in Algorithm 1. In
Section 4.5.3.1, this algorithm will be extended to a complex case.
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Algorithm 1: ICA algorithm based on diagonalization of the fourth-order cumulants
Data: X
Result: source signals S, and mixing matrix A
Default: ξ = 10−2/
√
(T ), T is the length of time series;
1: Estimate a whitening matrix Wˆ via eigenvalue decomposition of the sample auto-covariance
matrix WˆSpatial = Λ−1P¯T or WˆTemporal = Λ−1ET ;
2: Compute de-correlated components by setting ZSpatial = WˆSpatialX or
ZTemporal = WˆTemporalXT ;
3: Estimate the cumulant tensor of QZ by inserting the entries of Z in Eq. (4.20) and order it
in Eq. (4.22);
4: Find a rotation matrix Rˆ =
∏
i Vˆi as the minimizer of the squared off-diagonal cumulant
entries of Eq. (4.22);
while Sweep each cumulant matrix of Eq. (4.23) in Eq. (4.24) and derive Vˆi(θ) do
if off-diagonal elements are zero then
Select another pair;
else
θ is smaller than θmin = ξ;
Select another pair;
end
end
5: Estimate the mixing matrix of WˆSICA = RˆTWˆSpatial or WˆTICA = RˆTWˆTemporal ;
6: Estimate the source signals of SˆSICA as WˆSICAX or SˆTICA as WˆTICAXT , and AˆSICA/TICA =
Wˆ†SICA/TICA, where † can be inverse or pseudo-inverse operator.
4.5.2 Alternative ICA Criteria Based on Joint Diagonalization of Cumulants
The ICA algorithm, described in Section 4.5.1, can be summarized as follows:
1. De-correlate (whiten) the observations using PCA or SVD;
2. Calculate the fourth-order cumulant tensor using Eq. (4.20) and build the objective criterion
Eq. (4.22) or Eq. (4.24);
3. Use the joint diagonalization approach to find an optimum rotation matrix,
4. Compute independent sources using Eq. (4.10) or Eq. (4.11).
In fact, the formulation in Eq. (4.17) has been derived for symmetrically distributed n-
dimensional random vectors. Such assumption is valid since the observed time series have been
de-correlated by applying the PCA technique in the first step of the ICA algorithm. As was
illustrated in Figs. 3.2 and 4.1, as a result of whitening, the joint distribution of the PCA-derived
components is expected to be symmetric. This assumption might, however, be arguable for the
applications in which one could be sure that the source signals are significantly non-symmetric
and the level of noise is considerably low. Therefore, for these special cases, one possibility is
to use the third-order cumulants to extract independent components, instead of Eq. (4.22). The
third-order cumulant has the advantage that it offers the possibility to account for observations
with non-symmetric, skew distributions (Mendel, 1991). The third-order cumulant, corresponding
to multi-variate time series, is written as
C(xi,xj ,xk) = E(xixjxk). (4.27)
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In step 2 of the above algorithm, instead of using Eq. (4.20) to derive the objective function in
Eq. (4.22), one can use Eq. (4.27) and estimate as statistically independent as possible source
signals with respect to the third-order statistical cumulants.
This idea is further extended by requiring joint diagonality of different order cumulants as pro-
posed by the Extended JADE algorithm in Moreau (2001). Blaschke and Wiskott (2004) proposed
an ICA algorithm ‘CuBICA’ that simultaneously takes the third- and fourth-order cumulant
tensors into account. Their results indicated that in those cases where most of the sources were
skew-symmetrically distributed, using the third-order cumulant tensor or adding it as an extra
information along with fourth-order cumulant tensor helps the performance of ICA algorithm.
When periodicity is strong in the observed mixtures, another source assumption can be made to
improve the signal separation algorithms. This can be realized by replacing step 1 of the ICA
algorithm by the EEOF/MSSA approach of Section 3.3. Recovering source signals from lagged
auto-covariance and lagged cumulants are addressed in the context of the FOBIUM algorithm
(Fourth-Order Blind Identification of Underdetermined Mixtures of Sources, Ferréol et al., 2005).
Applying EEOF/MSSA, however, requires a suitable selection of the lag value as was mentioned
in Section 3.3. In this thesis, a complex extension of the ICA algorithm is introduced to deal
with these cases, which is addressed in the following section.
4.5.3 Complex ICA by Joint Diagonalization of the Fourth-Order Cumulant
Tensor
It was shown in Section 3.4 that a complex extension of the PCA technique (CEOF) can improve
the identification of non-stationary patterns. In this section, for the first time, the same concept
has been transferred to the ICA technique by joint diagonalizing the fourth-order cumulants of
a generated complex input data. We expect that this extension, called ‘Complex ICA (CICA)’,
is useful to extract patterns that vary in space and time.
Similar to the Hilbert-Complex EOF (H-CEOF) method, first, a complex data matrix Y is
generated by considering the data matrix X as the real part of Y, and the Hilbert transform
of Eq. (3.40) as its imaginary part (Y = X + i H (X) , i = √−1). In this way, the new data
matrix Y contains information about the observed time series (X), as well as the rate of change
of X (introduced by H(X)). The complex orthogonal components of Y are computed by SVD
(Eq. (3.23)) of the auto-covariance matrix (Eq. (3.41)). This yields a set of orthonormal complex
matrices E and P, as well as a set of real singular values Λ. Similar to the ICA algorithm in
the real case, the complex E and P should be used in Eq. (4.20) to generate the fourth-order
cumulants based on the complex values as
C(xi,x∗j ,xk,x
∗
l ) = E(xix
∗
jxkx
∗
l ) (4.28)
− E(xix∗j )E(xkx∗l )− E(xixk)E(x∗jx∗l )− E(xix∗l )E(x∗jxk) ,
where E(.) is the expectation operator, ∗ represents the complex conjugate, and x represents a
column of E or P. Accordingly, the fourth-order cumulant tensor (Eq. (4.20)) is extended to the
complex case, using the same arbitrary matrix M as
Q(M) = E
(
(xHMx)(xxH)
)−C trace(MC)−C(M + MT )C, (4.29)
with C being derived from Eq. (3.41) and H represents the Hermitian transpose (see Section
3.4). The required rotation matrix for diagonalizing (Eq. (4.29)) can be computed using, e.g„ the
joint diagonalization (JD) approach described in Cardoso and Souloumiac (1995).
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Similar to the real case (Eq. (4.10)), the Spatial ICA for the complex extension (S-CICA method)
is derived from
S˜ = RHj Λ
−1
j P¯
H
j Yj = WYj , (4.30)
in which the rows of S˜ (containing complex entries) are spatially mutually as independent as
possible. The mixing matrix A is estimated as A = W† = (RHj Λ
−1
j P¯
H
j )
†, where † is the pseudo-
inverse operator. The rotated complex PCs of S-CICA are still orthogonal (see the property of
SICA in Section 4.3).
Source signals in the Temporal Complex ICA method (T-CICA) are computed from
S = RHj Λ
−1
j E
H
j Y
H
j = WY
H
j , (4.31)
in which the rows of S are temporally mutually as independent as possible. Similar to Eq. (4.30),
entries of S are complex values. The mixing matrix is estimated as A = W† = (RHj Λ
−1
j E
H
j )
†.
Similar to the TICA formulation in Section 4.3, the rotated complex EOFs are still orthogonal.
The entries of the source and mixing/de-mixing components of both S-CICA and T-CICA are
complex numbers. Therefore, one needs to compute spatial and temporal amplitudes and their
associated phase patterns. For example, the spatial amplitude of the T-CICA case is derived as
wi •w∗i , where wi is the i’th row of the de-mixing matrix, i ∈ {1, . . . ,min(n, p)}, and ‘•’ provides
an element-by-element multiplication product of the rows. The phase values are computed from
Θi = arctan
[
Im(wi)
Re(wi)
]
, where Im(.) and Re(.) respectively extract the imaginary and real parts.
The temporal amplitude and phase values are respectively derived from si • s∗i , and Φi =
arctan
[
Im(si)
Re(si)
]
, where si is the i’th row of the source matrix S in Eq. (4.31). Table 4.1 summa-
rizes the computation of the source and de-mixing matrices of the introduced signals separation
methods in Chapters 3 and 4.
4.5.3.1 Spatial and Temporal Complex ICA Algorithms
In this section, the ICA algorithm of the real case (Algorithm 1) is extended to a complex case in
the form of Algorithm 2. Using Algorithm 2, one can extract complex independent components
from a complex data matrix Y.
Similar to Section 4.5.1.2, there are two possibilities for extracting independent patterns, from
which the one that provides spatially independent complex patterns is called Spatial Complex
ICA (S-CICA). The alternative technique whose outputs contain temporally independent com-
plex patterns is called Temporal Complex ICA (T-CICA).
An optimum rotation matrix in Algorithm 2 is found by joint diagonalization of the fourth-order
cumulant tensor (that contains complex entries in this case). The complex field Y is generated by
adding the Hilbert transform of Eq. (3.40) as the imaginary part to the observed data matrix X
(Y = X + i H (X)). This is reflected in the stage 1 of Algorithm 2. In stage 2, Y is de-correlated
using the SVD decomposition, which provides the complex components of P¯ and E. In stage 3,
one must select one of the transformations ZSpatial = WˆSpatialY or ZTemporal = WˆTemporalYH .
In stage 4, the fourth-order cumulant tensor Q is built (using Eq. (4.20)) while considering the
entries of Z as its inputs, and in stage 5, an orthogonal joint diagonalizer Rˆ is computed.
The required de-mixing matrix of WˆS-CICA or WˆT-CICA to extract spatially or temporally inde-
pendent components (SˆS-CICA or SˆT-CICA) is computed in stage 6, using the orthogonal rotation
Rˆ. The desired source patterns are the outputs of Algorithm 2 that are defined in stage 7. In
Algorithm 2, SˆS-CICA and SˆT-CICA approximate the source signals in Eqs. (4.30) and (4.31),
respectively. The mixing matrix is defined as AˆSICA/TICA = Wˆ
†
SICA/TICA.
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Algorithm 2: Complex ICA algorithm based on diagonalization of the fourth-order cumulants
Data: X
Result: complex source signals S, and complex mixing matrix A
Default: ξ = 10−2/
√
(T ), T is the length of time series;
1: Add the Hilbert transformation of X to the original data and derive the complex data Y
(Eq. (3.40));
2: Estimate a whitening matrix Wˆ via eigenvalue decomposition of Eq. (3.37)
WˆSpatial = Λ−1P¯H or WˆTemporal = Λ−1EH ;
3: Compute de-correlated components by setting ZSpatial = WˆSpatialY or
ZTemporal = WˆTemporalYH ;
4: Estimate the cumulant matrix QZ using the entries of Z Eq. (4.29) and order it in Eq. (4.22);
5: Find a rotation matrix Rˆ =
∏
i Vˆi as the minimizer of the squared off-diagonal cumulant
entries of Eq. (4.22);
while Sweep each cumulant matrix of Eq. (4.23) in Eq. (4.24) and derive Vˆi(θ) do
if off-diagonal elements are zero then
Select another pair;
else
θ is smaller than θmin = ξ;
Select another pair;
end
end
6: Estimate the mixing matrix of WˆS-CICA = RˆHWˆSpatial or WˆT-CICA = RˆHWˆTemporal ;
7: Estimate the source signals of SˆS-CICA as WˆS-CICAX or SˆT-CICA as WˆT-CICAXH , and
AˆSICA/TICA = Wˆ
†
SICA/TICA, where † can be inverse or pseudo-inverse operator.
4.5.4 ICA Based on Entropy
For sake of completeness, this section briefly introduces another approach for measuring non-
Gaussianity, which is the basic idea of the FastICA algorithm in Hyvärinen (1999b). The alter-
native approach is derived by the definition of entropy and negentropy in Hyvärinen and Oja
(2000). The entropy H of a continuous valued random vector x with density function f(x) is
defined as (Hyvärinen and Oja, 2000)
H(x) = −
∫
f(x)logf(x)dx. (4.32)
Among all random variables of equal variances, the quantity H(x) of a variable with Gaussian
distribution is larger than the entropy of non-Gaussian variables (Koch, 1990, page 17). To
obtain a measure of non-Gaussianity that is zero for a Gaussian variable and always positive for
non-Gaussian variables (e.g., Hyvärinen and Oja, 2000) defined negentropy N(x) as follows
N(x) = H(xG)−H(x), (4.33)
where xG is a Gaussian variable with same mean and variance as x. The advantage of using Eq.
(4.33) as a measure of non-Gaussianity is that: it is not limited to a certain statistical moment.
In practice, however, measuring Eq. (4.33) is computationally very difficult, since one needs
to estimate the probability density function f(x) to derive H(x) from Eq. (4.32). Hence, the
negentropy of Eq. (4.33) is commonly approximated by higher order cumulants as
N(x) ' 1
12
(E(x3))2 − 1
48
(κ4(x))2, (4.34)
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where x is assumed to be zero mean and unit variance (Hyvärinen and Oja, 2000). For sym-
metrically distributed random variables x, the approximation in Eq. (4.34) is equivalent to that
of the fourth-order cumulants criterion (Eq. (4.22)). Therefore, theoretically, the results of both
entropy- and cumulant-based ICA algorithms should be similar, while considering the approx-
imation of Eq. (4.34). Hyvärinen and Oja (2000), however, concluded that the validity of Eq.
(4.34) might be rather limited. In particular, when the length of observations is short, the kur-
tosis in Eq. (4.34) is usually estimated with a bias, and subsequently the approximation will not
perform well.
To avoid the problems encountered with the approximation of Eq. (4.34), Hyvärinen (1999b)
developed a new approximation, which replaces the cumulants in Eq. (4.34) with a non-quadratic
function G(.) as
N(x) ≈ |E(G(x))− E(G(v))|2, (4.35)
where v is a Gaussian variable with zero mean and unit variance. The approximation (Eq. (4.35))
is basically a generalization of the moments that was used in Eq. (4.34). Hyvärinen (1999b)
selected the function G(.) in a way that it does not grow too fast, e.g., G(x) =log(cosh(x)), or
G(x) = −e−x2/2. The FastICA algorithm (Hyvärinen, 1999b), therefore, is based on a fixed-point
iteration scheme for finding a transformation of the observed random variables wTx, considering
x as the entries of the random vector x, that maximizes the non-Gaussianity in Eq. (4.35).
Consider the fact that the variance of wTx must be constrained to unity; for whitened data,
this is equivalent to constraining the norm of w to be unity. FastICA derives an optimum w by
solving a Newton iteration (see details in Hyvärinen, 1999b).
4.6 Separation of Deterministic Signals
It was shown in Section 4.5 that the mathematical foundation of ICA is rooted in the theory
of random signals. In this section, the application of ICA to separate deterministic signals is
discussed. In this context, Kirimoto et al. (2011) provided the mathematical justification of ICA,
based on the diagonalization of the fourth-order cumulants, to separate deterministic sinusoidal
signals, when the length of sinusoids is infinite. In many geophysical and geodetic applications,
however, understanding long-term trend in the presence of periodical components of an observed
phenomenon is desirable. In this section, similar to Forootan and Kusche (2013), the proof in
Kirimoto et al. (2011) is extended with mathematically showing that the same ICA algorithm
will indeed perfectly separate an unknown mixture of a linear trend and sinusoids in the data,
considering the length of data sets is infinite.
4.6.1 Setup of the Proof
Consider p centered observations (xm,m = 1, 2, ..., p) taken at n time epochs that are stored in
columns of a matrix Xn×p. From Eq. (4.8), X = AS, the mixing matrix A and the unknown
sources S are derived by rotation, while assuming the source signals S are to be estimated as mu-
tually independent as possible (Cardoso, 1999). It is worth mentioning here that for deterministic
signals, neither ‘independence’ and ‘orthogonality’ nor statistical quantities such as ‘moments’
can be defined, since their PDFs are not mathematically determined. In practice, however, one
treats stochastic and deterministic signals equivalently, since they both have been observed (sam-
pled). The statistical definitions, therefore, are usually based on the ergodicity hypothesis applied
to the observed time series.
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Get the fourth-order cumulant κ4 as in Eq. (4.15), without distinguishing in notation be-
tween random variable X or S and their realizations x or s. The n’th statistical moment is
denoted by µn = E[(x− x)n], x = E(x). If p random variables sm, (m = 1, 2, ..., p) are sta-
tistically independent, Cardoso and Souloumiac (1993) showed that Eq. (4.16) holds, thus,
κ4
(
p∑
i=1
aisi
)
=
p∑
i=1
ai
4κ4(si).
Kirimoto et al. (2011) showed analytically that when S includes a set of deterministic sinusoidal
signals, maximizing the diagonality of fourth-order cumulants separates the signals. This means
that Eq. (4.16) holds for a summation of sinusoids (si) with distinguishable frequencies. Their
simulations showed that the ICA, based on the joint diagonalization of the fourth-order cumulant
tensor, is successful to separate mixtures of sinusoidal signals with frequencies even closer than
those the fast Fourier transform (FFT) resolution.
For the mathematical proof, besides assuming ergodicity, they replaced the expectation E,
which should be used in Eq. (4.15) for computing µ1, µ2 and µ3, by infinite-time averaging
E(.) = limn→∞ 1n
n∑
l=1
(.). In the following, with the same assumptions, but without distinguishing
between E(.) and the time average in notation, the mathematical proof for separation of a linear
trend and sinusoidal signals is explained.
4.6.2 Separation of Sinusoidal Signals and a Linear Trend
In Kirimoto et al. (2011), the observations X consist of a finite mixture of sinusoidal signals.
Therefore, one only needs to show that when a trend is added to the observations in Eq. (4.8),
the ICA according to Eq. (4.16) is still able to separate them.
For simplicity, the mixture is considered as x = a1s1 + a2s2, where x, s1 and s2 are time-
dependent (x = x(t), s1 = s1(t) and s2 = s2(t) with tl, l = 1, 2, ..., n being time steps). Here, s1
represents a linear trend (s1 = b t) with b being a constant value, and s2 denotes a deterministic
sinusoidal signal, e.g., s2 = exp|i(2pift+ ϕ)|, where i =
√−1, and f and ϕ are an arbitrary
frequency and phase-shift, respectively. Finally, a1 and a2 are constant values that scale the
amplitude of the signals. Here, we should show that κ4 (x) = κ4 (a1s1 + a2s2) = a14κ4(s1) +
a2
4κ4(s2).
Without loss of generality, the temporal mean from the signals are reduced and they are scaled
by their Euclidean norm, which is common in ICA algorithms (e.g., Cardoso and Souloumiac,
1993). Therefore, the mixture can be written as
x = a1
(
s1 − s1
|s1 − s1|
)
+ a2
(
s2 − s2
|s2 − s2|
)
. (4.36)
In Eq. (4.36), |.| represents the Euclidean norm and the temporal average is abbreviated by over-
line . = E(.) = limn→∞ 1n
n∑
l=1
(.). Thus, s1 − s1 = s2 − s2 = 0 and | s1−s1|s1−s1| | = |
s2−s2
|s2−s2| | = 1. When
temporal means are zero, all the odd moments disappear (e.g., µ1 = µ3 = 0) and Eq. (4.15) is
summarized as
κ4(x) = µ4(x)− 3(µ2(x))2 = E
(
x4
)− 3 (E(x2))2 . (4.37)
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In this equation,
µ4(x) = E
(
x4
)
= E
[(
a1
(
s1 − s1
|s1 − s1|
)
+ a2
(
s2 − s2
|s2 − s2|
))4]
(4.38)
= E
[
a1
4
(
s1 − s1
|s1 − s1|
)4
+ a24
(
s2 − s2
|s2 − s2|
)4
+4a13a2
(
s1 − s1
|s1 − s1|
)3( s2 − s2
|s2 − s2|
)
+6a12a22
(
s1 − s1
|s1 − s1|
)2( s2 − s2
|s2 − s2|
)2
+4a1a23
(
s1 − s1
|s1 − s1|
)(
s2 − s2
|s2 − s2|
)3 ]
and
µ2(x) = E
(
x2
)
= E
[
a1
(
s1 − s1
|s1 − s1|
)
+ a2
(
s2 − s2
|s2 − s2|
)]2
(4.39)
= E
[
a1
2
(
s1 − s1
|s1 − s1|
)2
+ a22
(
s2 − s2
|s2 − s2|
)2
+2a1a2
(
s1 − s1
|s1 − s1|
)(
s2 − s2
|s2 − s2|
)]
.
Since the evaluation of Eq. (4.37) with respect to s2 is discussed in Kirimoto et al. (2011),
here the focus is only on separation of a trend and a sinusoid. In case, s1 is a linear trend
(or any other function that is ‘antisymmetric’ with respect to its mean value), it is easy to
see that for every positive value of s1 − s1, there is a negative value. Thus, all the terms with
E
[(
s1−s1
|s1−s1|
)k (
s2−s2
|s2−s2|
)k ]
, k = 1, 3 in Eq. (4.38) and E
[(
s1−s1
|s1−s1|
) (
s2−s2
|s2−s2|
)]
in Eq. (4.39) be-
come zero. Therefore, Eq. (4.38) is simplified as
µ4(x) = a14 E
[(
s1 − s1
|s1 − s1|
)4 ]
+ a24 E
[(
s2 − s2
|s2 − s2|
)4]
(4.40)
+6a12a22 E
[(
s1 − s1
|s1 − s1|
)2 ]
E
[(
s2 − s2
|s2 − s2|
)2]
,
while Eq. (4.39) becomes
µ2(x) = a12 E
[(
s1 − s1
|s1 − s1|
)2 ]
+ a22 E
[(
s2 − s2
|s2 − s2|
)2]
. (4.41)
When the trend source s1 is not antisymmetric with respect to its mean value, those terms of
E
[(
s1−s1
|s1−s1|
)3 (
s2−s2
|s2−s2|
)]
, E
[(
s1−s1
|s1−s1|
)(
s2−s2
|s2−s2|
)3 ]
in Eq. (4.38) and E
[(
s1−s1
|s1−s1|
) (
s2−s2
|s2−s2|
)]
in
Eq. (4.39) are related to the cross-covariance values of the trend function s1 and the sinusoid s2.
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Therefore, they are eventually zero, when the averaging time extends to infinite t→∞. Equation
(4.37), then, becomes
κ4(x) = a14 E
[(
s1 − s1
|s1 − s1|
)4 ]
+ a24 E
[(
s2 − s2
|s2 − s2|
)4]
(4.42)
−3a14
(
E
[(
s1 − s1
|s1 − s1|
)2 ])2
− 3a24
(
E
[(
s2 − s2
|s2 − s2|
)2 ])2
.
Computing the fourth-order cumulant κ4 for each source signal separately shows that
κ4(s1) = µ4(s1)− 3(µ2(s1))2 = (4.43)
E
[(
s1 − s1
|s1 − s1|
)4 ]
− 3
(
E
[(
s1 − s1
|s1 − s1|
)2 ])2
,
and
κ4(s2) = µ4(s2)− 3(µ2(s2))2 = (4.44)
E
[(
s2 − s2
|s2 − s2|
)4 ]
− 3
(
E
[(
s2 − s2
|s2 − s2|
)2 ])2
.
By substituting the left side of Eq. (4.16) with the right side of Eq. (4.42) and inserting Eq. (4.43)
and Eq. (4.44) on its right side, it is easy to see that Eq. (4.16) holds (κ4 (x) = a14κ4(s1) +
a2
4κ4(s2)). Therefore, using the fourth-order cumulant, it is analytically shown that a linear
trend can be separated from any arbitrary deterministic sinusoids.
4.6.3 Numerical Illustration
It was assumed in the analytical proof that the expectation operator E(.) is replaced by temporal
averaging, while the length of the time series were assumed infinite. In practice, however, the
time span of time series is usually limited (e.g., restricted to the active period of a satellite
mission or observation period). A simulation is designed here to examine the performance of the
ICA technique in separation of a length-limited mixture of a linear trend and two sinusoidal
annual and semi-annual signals as the source signals (S) of interest. In fact, extracting linear
trend (also called linear rate) and seasonal components is quite common in geodetic studies such
as detecting the dominant hydrological cycles from GRACE-TWS time series or long-term sea
level variations from altimetry missions. Therefore, selecting these two source signals might be
of interest of various geodetic studies. An arbitrary random mixing matrix A was chosen to
aggregate the mixed signal X = AS. Random Gaussian noise with a standard deviation equal
to 20% of the source signal was also added.
The set-up and the results of the ICA algorithm with respect to the sample length of 50 and 100
are shown in the parts A and B of Fig. 4.3, respectively. The results illustrate that the theoretical
performance of ICA is successfully transferred to practice with separating the introduced short
length time series. On the other hand, improved performance of ICA was found when the length
of samples was increased (compare the bottom graph of Fig. 4.3 (A) to the bottom graph of Fig.
4.3 (B)).
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Figure 4.3: Decomposition of a mixture of a linear trend, annual and semi-annual signals in the presence
of a random noise using the ICA method. Figure 4.3 (A-top): introduced samples (‘sources’) with 50 time
steps; (A-middle): mixed signals AS (‘observed data’) and (A-bottom): ICA results Sˆ. Figure 4.3 (B-
top): introduced samples with 100 time steps; (B-middle) mixed signals and (B-bottom) ICA results. The
example is taken from Forootan and Kusche (2013).
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4.7 Summary of the Introduced Statistical Decomposition Tech-
niques
In Chapter 3 and the current chapter, various transformations were introduced, which can be used
to transform the observation matrix X and derive components with desired statistical properties.
As mentioned earlier, in the literature, for example (Preisendorfer, 1988, von Storch and Navarra,
1999), the formulation of the second order techniques usually followed the notation in SVD as
X = P¯ΛET . This notation was also followed by the ordinary extensions of the SVD technique
such as REOF, where we derived X = P¯ΛRRTET . The formulations of EEOF and CEOF
techniques followed that of SVD, see Sections 3.3 and 3.4 for more details. In this chapter, ICA
was introduced as its BSS definition, where the observation matrix X is seen as a mixture of
unknown sources that are mutually statistically independent (X = AS). To estimate S from
X, one needs to compute a de-mixing matrix W or its pseudo-inverse A (A = W†). In Table
4.1, the relationships between W and the matrix notations of Chapter 3 are summarized. In
Chapter 5, it will be shown how each of the introduced transformations can be used to extract
information from multivariate time series. It is worth mentioning here that the SVD, REOF,
and ICA transformation are formulated based on the stationary assumption, which means that
we assume the auto-covariance matrix or the cumulants tensor does not change through the
time. The MSSA and Conventional CEOF techniques incorporate lagged information in the
decomposition procedure to deal with the non-stationary behavior of time series. The success
of these techniques strongly depends on a proper selection of the lag information. Therefore,
these techniques are not considered for the applications of this thesis. The Hilbert CEOF and
Complex ICA techniques incorporate information about the rates of change of observations in
the decomposition procedure. Both approaches, therefore, have the potential to deal with non-
stationary time series and are considered for the applications of Chapter 5.
Method Source S De-mixing Matrix W Details
PCA/SVD S˜ = ET = Λ−1P¯TX Λ−1P¯TX = WX P¯ and E are derived by eigenvalue
Section 3.1.3 S = P¯T = Λ−1ETXT Λ−1ETXT = WXT decomposition of the auto-covariance matrix
Rotated EOF S˜ = RTΛ−1P¯TX RTΛ−1P¯TX = WX R is defined by solving a statistical
(Spatial) criterion e.g., VARIMAX
Rotated EOF S = RTΛ−1ETXT RTΛ−1ETXT = WXT
(Temporal) Section 3.2
Extended EOF S˜ = ET = Θ−1P¯TX Θ−1P¯TX =WX P and E are derived by eigenvalue
(MSSA) Section 3.3 S = P¯T = Θ−1ETX T Θ−1ETX T =WX T decomposition of the lagged auto-covariance matrix
Complex EOF S˜ = ET = Λ−1P¯HY Λ−1P¯HY = WY P¯ and E are derived by eigenvalue decomposition
Section 3.4 S = P¯H = Λ−1EHYH Λ−1EHYH = WYH of the auto-covariance matrix of the complex data matrix Y
Spatial ICA (SICA) S˜ = RTΛ−1P¯TX RTΛ−1P¯TX = WX R is defined by joint diagonalization
Temporal ICA (TICA) S = RTΛ−1ETXT RTΛ−1ETXT = WXT of the fourth-order cumulants
Sections 4.3 and 4.5
Spatial Complex ICA (S-CICA) S˜ = RHΛ−1P¯HY RHΛ−1P¯HY = WY R is defined by joint diagonalization
Temporal Complex ICA (T-CICA) S = RHΛ−1EHYH RHΛ−1EHYH = WYH of the fourth-order cumulants,
Section 4.5.3 and Y is generated by the Hilbert transform
Table 4.1: Summary of matrix relations regarding to the statistical signal separation methods introduced
in Chapters 3 and 4. The data matrix Xn×p represents p time series with the length of n. The ‘source’
and ‘de-mixing’ matrices are derived as S˜ = WX or S = WXT . The mixing matrix A can be derived as
A = W†.
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4.8 Uncertainty Computation of the ICA Decomposition
After applying the ICA decomposition using one of the methods described in this chapter, one
needs to estimate the uncertainty of extracted independent sources. In other words, one should
compute error bars for the extracted components. Estimated uncertainties can be due to several
reason such as; existing noise in observations, limited length of the observations (sample size), or
inadequate modeling. Regarding the latter, it is meant that the algorithm might not be adequate
for separation of variables with particular distributions. Similar to what was proposed in Section
3.6, a numerical approach to estimate the uncertainties of the leading independent components
can be derived based on the Bootstrap resampling. Section 4.1 indicated that, in order to derive
statistically independent modes, one can rotate whitened components derived from, for example,
the PCA method. Uncertainties of the whitened components will be available from the error
estimation approach in Section 3.6. Subsequently, in order to estimate the uncertainty of the
independent modes, one can generate m number of realizations of X, that are reconstructed
by inserting P¯j and Ej along with m realizations of their errors in Eq. (3.23). The number of
realizations m should be large enough to justify using normal theory for estimating the standard
error. Applying Eq. (4.10) or (4.11) to the m realizations of X, m realizations of the source
signals S will be computed, that allows estimation of the uncertainties.
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5. Applications of Statistical Signal
Separation Techniques for Analyzing
GRACE-TWS
In this chapter, some examples are presented to show how the introduced statistical signal separa-
tion approaches can be used to explore information from GRACE integrated total water storage
(TWS) observations. Therefore, in each section of this chapter, first, a review of the problem
and the research question is introduced. Then, the data and method are described. Finally, the
results of signal separation are presented and interpreted.
In Section 5.1, the performance of the commonly used decomposition methods when they are
applied to simulated GRACE-TWS changes is discussed. The application of different statistical
methods to decompose real GRACE-TWS changes is presented in Section 5.2. The aim of this
section is to extract the dominant independent patterns of TWS products and evaluate their
errors. Application of ICA for reducing the spectral and spatial leakage problems over Australia,
as well as the relationship between the ICA-extracted regional patterns of TWS changes and
major climate variability of the region are discussed in Section 5.3. A new statistical approach
for separation of large-scale GRACE-TWS patterns into terrestrial and surface water storage
changes, as well as groundwater storage changes is discussed in Section 5.4. Finally, an ICA-
based statistical forecasting approach to predict TWS changes is introduced in Section 5.5.
5.1 Decomposition of GRACE-like Simulated Total Water Stor-
age Changes
In order to evaluate the performance of the statistical signal separation approaches described in
the previous chapters, simulations of GRACE-TWS changes are generated. In each simulation,
the true spatial and temporal solutions to the decomposition problem are known. Thus, one
can compare the components extracted by the statistical methods with the introduced patterns
and evaluate the success of each method. Here, the result of signal decomposition is accepted as
‘successful’, when the extracted patterns are fully comparable with the introduced TWS anoma-
lies without generating any artificial patterns in each of the extracted modes. Otherwise, the
performance of the method is referred to as ‘unsuccessful’. In Section 5.1.1, the three common
decomposition methods of PCA, VARIMAX-REOF and ICA (SICA and TICA) are compared.
A simulated case on the extraction of localized TWS anomalies is shown in Section 5.1.2. In Sec-
tion 5.1.3, the performance of the TICA, CEOF, and T-CICA methods in identifying simulated
propagating patterns are compared.
5.1.1 Performance Analysis of the PCA, REOF and ICA
Similar to the study by Forootan and Kusche (2012), the simulation presented here is introduced
to investigate the performance of the three most popular methods of PCA (Section 3.1.3), REOF
methods (Section 3.2), and ICA (Section 4.5.1) in a controlled situation when the ‘observed’
signals are derived from a super-positioning process and corrupted by artificial GRACE-type
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correlated noise. To define reasonable spatial and temporal patterns for the simulation, 1◦ × 1◦
monthly water storage output of the Global Land Data Assimilation System (GLDAS, Rodell
et al., 2004) covering the period January 2003 to August 2009 (comparable to those of GRACE-
ITG2010 products) are used.
Since the long-term linear trend and annual cycle are the dominant variabilies in GRACE-TWS
time series (see e.g., Wouters and Schrama, 2007, Schmidt et al., 2008a,b), for simulating the
‘true’ GRACE-like TWS anomalies, a superposition of a linear trend and annual cycle (with a
period of 365.25-days) over South America and the annual cycle only over Africa are extracted
from GLDAS-TWS using a least squares fit. This set-up should render the separation task even
easier for the PCA method since the spatial and temporal differences are being exaggerated with
comparison to realistic hydrological data sets. Specifically, no spatial overlaps exist between the
anomalies over South America and Africa. The temporal variability is also restricted to two very
distinguishable components. The set-up of the simulation is shown in Fig. 5.1.
To simulate realistic spatially correlated noise, the covariance matrix corresponding to March
of 2006 from monthly ITG2010 solutions (Mayer-Gürr et al., 2010b) was used. Using Cholesky
decomposition, the covariance matrix was split into an upper triangular and its conjugate trans-
pose matrix (Koch, 1999, page 30). Then, multiplying each entry of the upper triangular matrix
with a unit random vector, GRACE-type realizations of monthly errors were generated. It should
be mentioned here that the length of random vectors should be equal to the length of simulated
temporal patterns (n = 79). The generated errors in this way are spatially correlated but tempo-
rally uncorrelated. To reduce the amplitude of the noise to be comparable with the real filtered
GRACE-TWS data, each of the monthly noise realizations was smoothed using a Gaussian filter
(Jekeli, 1981) with 500 km half-width radius. Then, maps of simulated noise for South America
and Africa are added to the monthly snapshots. Typical noise patterns are shown in Fig. 5.1
(bottom). The variance of the simulated noise was ∼ 30% of the variance of the signal in Fig.
5.1 (top).
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Figure 5.1: The simulation covers the period between January 2003 and July 2009: Fig. 5.1 (top) shows
the introduced spatial and temporal patterns. One can reconstruct the simulated dataset by multiplying
the spatial anomalies by their corresponding temporal evolutions. The data matrix X contains 79 rows
and 12604 columns. Figure 5.1 (bottom) presents the colored noise, simulated using the covariance matrix
of GRACE-ITG2010 for the same period January 2003 to July 2009 (see also Forootan and Kusche, 2012).
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Results of the PCA decomposition are shown in the first row of Fig. 5.2. They clearly illustrate
that the PCA method was unsuccessful in separating the predefined anomalies in its two modes,
since the linear trend appears in both modes. The reason for this behavior is that the first
eigenvector is oriented in the direction of maximum variance. As a result, the first component
contains both linear and annual signals and the amplitude of the first mode is over-fitted for
the African part since the spatial pattern has the same amplitude as what was simulated, but
the corresponding temporal component shows more variability. Continuing the decomposition
procedure, the following eigenvectors turn out orthogonal to the first one adding remaining
signal to South America and creating an opposite anomaly over Africa. Consequently, in both of
the PCA components the linear trend and annual signals prevails (see also Table 5.1).
The VARIMAX criterion orthogonally rotates the PCA-derived components to obtain a simpler
structure, that in this case yields another mixture of the defined linear and annual patterns.
Results of VARIMAX rotation with either rotating PCs or EOFs are respectively illustrated
in the second and third row of Fig. 5.2. Rotating the EOFs shows a better performance than
rotating PCs, since its first mode shows no trend over Africa and the artificial linear trend of
the second mode (over Africa) was obviously smaller than the results derived from VARIMAX
with rotating PCs. It should be mentioned here that changing the number of components to
be rotated within the REOF method did not enhance separation for this case. In the 4th row
of the figure, the results of TICA Eq. (4.11) are shown in which the first pattern on the left
is related to the annual signal over South America and Africa, and the second pattern (on the
right) shows the spatial distribution of the linear trend over South America. Their corresponding
temporal evolution is illustrated in the second and fourth columns of Fig. 5.2, showing that the
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Figure 5.2: Decomposition of the simulated patterns. In this figure, the performance of PCA, VARIMAX
REOF and ICA methods is compared. (First row) the derived patterns from implementing PCA, (Second
row) results of VARIMAX REOF from rotating PCs, (Third row) VARIMAX REOF from rotating EOFs,
(Fourth row) TICA, (Fifth row) SICA. These results are taken from Forootan and Kusche (2012).
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annual cycle is separated from the linear trend. The linear component (IC2) is still contaminated
by a low-amplitude annual signal. This likely happens due to the small length of the simulated
time series, which does not permit the computation of the fourth order cumulants correctly. This
statement is scrutinized using a longer simulation (120 months of GLDAS), and the problem
indeed vanishes. A similar improvement was also seen in the separation of deterministic signals
as it was exemplified in Fig. 4.3 and Forootan and Kusche (2013).
The performance of SICA (Eq. (4.10)) is also assessed here, and results are shown in the last row
of Fig. 5.2. At least with the presented simple simulation set-up, SICA was able to completely
separate the predefined TWS patterns. Within the simulation, it is shown that from the three
methods, only ICA successfully extracts the components of a simple super-position mixture,
without generating artificial patterns in its independent modes. For more details, see a summary
of the decomposition results in Table 5.1, where the root mean squares (RMS) of the extracted
annual and linear patterns are presented. Keeping in mind that a simulation cannot claim the
general validity of a mathematical proof, this result nevertheless encourages the use of this method
on the real time-variable TWS data set from GRACE, which is addressed in Section 5.2.
South America Africa
True Pattern Linear Trend + Annual Cycle Annual Cycle
PCA Mode1: Mode1:
∼ 80% of the annual-RMS ∼ 115% of the annual-RMS
∼ 90% of the linear trend-RMS artificial linear trend ∼ 5 mm/year
Mode2: Mode2:
∼ 20% of the annual-RMS ∼ 15% of the annual-RMS
∼ 10% of the linear trend-RMS artificial linear trend ∼ 5 mm/year
VARIMAX with Mode1: Mode1:
rotating PCs ∼ 75% of the annual-RMS ∼ 120% of the annual-RMS
∼ 95% of the linear trend-RMS artificial linear trend ∼ 8 mm/year
Mode2: Mode2:
∼ 25% of the annual-RMS ∼ 20% of the annual-RMS
∼ 5% of the linear trend-RMS artificial linear trend ∼ 8 mm/year
VARIMAX with Mode1: Mode1:
rotating EOFs ∼ 100% of the annual-RMS 0% of the annual-RMS
∼ 100% of the linear trend-RMS no artificial linear trend
Mode2: Mode2:
0% of the annual-RMS ∼ 100% of the annual-RMS
0% of the linear trend-RMS artificial linear trend ∼ 3 mm/year
Temporal ICA Mode1: Mode1:
(TICA) ∼ 100% of the annual-RMS ∼ 100% of the annual-RMS
0% of the linear trend-RMS no artificial linear trend
Mode2: Mode2:
∼ 8% of the annual-RMS 0% of the annual-RMS
∼ 100% of the linear trend-RMS no artificial linear trend
Spatial ICA Mode1: Mode1:
(SICA) 0% of the annual-RMS ∼ 100% of the annual-RMS
0% of the linear trend-RMS no artificial linear trend
Mode2: Mode2:
∼ 100% of the annual-RMS 0% of the annual-RMS
∼ 100% of the linear trend-RMS no artificial linear trend
Table 5.1: A summary of the decomposition results derived in Section 5.1.1.
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5.1.2 Performance Analysis of PCA and ICA for a Regional Case
In this section, the performance of ICA and PCA are compared for extracting mass anomalies
that are spatially close to each other (see also Forootan et al., 2012). Four TWS anomaly con-
centrations are considered over the north, west, east and southeast of Australia. We simplify the
simulation by considering that the regions have no overlap with each other. Then, we assume that
the northern part exhibits only an annual signal while the other parts exhibit a superposition
of a low amplitude annual signal and a linear trend (Fig. 5.3). Synthetic data is then generated
by scaling the known spatial anomalies with their corresponding temporal components (see Fig.
5.3). In the previous section, one could see that the simulated noise does not appear in the
decomposed results. Thus, in this simulation, no disturbance noise is considered
Now, both the PCA and SICA methods are employed to separate the signals in Fig. 5.3. The
results are presented in Fig. 5.4, which again indicates that the output of the PCA method
contains a mixture of both linear trend and annual signals over all regions, while SICA succeeds in
extracting TWS anomalies that were introduced. The mixing behavior detected in PCA happens
because the method maximizes the variance explained by each individual orthogonal component.
Therefore, PCA clusters the linear and annual anomalies in both modes (see Fig. 5.4, PCA
results). The SICA method, however, uses the statistical information contained in the fourth order
cumulants to rotate the PCA components so that they are as statistically (spatially) independent
as possible. As a result, the introduced anomalies (Fig. 5.3) that have different probability density
characteristics (since they correspond to the trend and annual cycle) are recovered in two different
modes (see Fig. 5.4, ICA results).
Therefore, one can conclude that when spatially distinguishable TWS anomalies exist in the
data, SICA is able to extract them fairly well. This means that the overlap between the storage
anomalies has to be distinguishable. In Section 5.3, SICA is applied to separate water storage
anomalies from real GRACE-TWS time series over Australia. Application of TICA is, however,
more interesting when the goal of the analysis is to extract patterns with different temporal
behavior (time-scale), for instance, extracting the El Niño pattern from time series of GRACE-
TWS products. An example can be found in Section 5.2.
Figure 5.3: A synthetic example; TWS in the north of Australia is simulated to exhibit only an annual
signal while the west, east and southeast contain a superposition of a weaker annual signal and a linear
trend. In order to reconstruct the synthetic data set, one should multiply the spatial patterns (left) by
the temporal components (right). This example was presented by Forootan et al. (2012).
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Figure 5.4: Separation of the simulated hydrological signals of Fig. 5.3 using PCA and ICA methods.
The first two rows are related to the PCA results while the last 2 rows are related to the SICA results
(see also Forootan et al., 2012).
5.1.3 Performance Analysis for a Case with Propagating Signals
In Sections 5.1.1 and 5.1.2, the benefit of using higher order statistics to decompose water stor-
age time series was demonstrated. In both simulations, however, the introduced water storage
patterns were stationary (e.g., the linear trend) or cyclostationary (e.g., the sine and cosine com-
ponents). In this section, a non-cyclostationary case is simulated to assess the performance of
the introduced separation methods.
An approximation of the El Niño Southern Oscillation (ENSO) pattern in TWS changes is
selected here as our non-cyclostationary case. Our motivation for this selection is twofold: (i)
ENSO represents an important impact on global water storage changes (e.g., de Viron et al.,
2006), therefore, being able to isolate its fingerprints in water storage time series is important for
studies that address the trend of global water storage variations or those studies that address the
relationships between water storage changes and climate variability (Enfield and Mestas-Nuñez,
1999). (ii) Most of previous studies, for example Rangelova et al. (2010) and García-García et al.
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(2011), demonstrated the application of extended statistical methods, e.g., EEOF (Section 3.3)
and CEOF (Section 3.4), for extracting cyclic patterns. This means that they investigated the
propagation of the sinus-like patterns or their modulations. Considering the temporal pattern
of ENSO, one can see the complex behavior of the phenomenon that includes different periods
(e.g., ∼ 5 and ∼ 11 years), as well as its time-varying amplitude (extreme strength during some
periods, e.g., that of 2010 and less active ENSO during 2003).
We assume that the temporal variability of ENSO is known, for instance, from the
Southern Oscillation Index (SOI), provided by the Australian Bureau of Meteorology
(http://www.bom.gov.au/climate/enso/). The solid line in Fig. 5.5 represents the SOI. The dif-
ference between SOI and its values after introducing 3 months lag (3 months temporal shift) is
shown by the dashed line in Fig. 5.5. The amplitude of the normalized SOI was co-estimated
in a least squares fit along with annual and semi-annual components from the 1◦ × 1◦ monthly
GLDAS-derived water storage values (Rodell et al., 2004) covering the period of January 2002
to January 2013. The amplitudes are shown in Fig. 5.6 (left).
In order to simulate the propagation, water storage of the equatorial regions are considered to
immediately respond to ENSO. The other regions of the globe, however, respond with some
temporal delay. The delay has been simulated as a simple lateral phase delay that is shown in
Fig. 5.6 (right). Multiplying the amplitudes of Fig. 5.6 (left) by the temporal pattern of SOI in
Fig. 5.5, while considering the phase lags of Fig. 5.6 (right), one can simulate a propagated ENSO
pattern. Thus, the simulated values of TWS changes x(l, p, t) at latitude l, longitude p, and time
t are derived as x(l, p, t) = a(l, p) s(t+φ(l, p)), where a(l, p) are the grid values in Fig. 5.6 (left),
ϕ(l, p) are simulated delay values in Fig. 5.6 (right), and s(t, φ(l, p)) are derived from the SOI
pattern in Fig. 5.5. It is worth mentioning that the simulated pattern is much simpler than what
happens in reality. For instance, the spatial propagation of the signal is not considered here. This
simplicity, however, helps to better interpret the performance of the introduced decomposition
methods.
From the methods that were applied in Section 5.1.1, we chose TICA to decompose the simulated
data due to its better performance in extracting patterns that exhibit different temporal behaviors
(see Fig. 5.2). The blue curve in Fig. 5.7 shows the temporal pattern of the first dominant
independent component, which is located between the SOI at zero lag and three-months lag. The
second dominant pattern of TICA, shown in Fig. 5.8, also represents a part of SOI, which was
not captured by IC1. This can be clearly seen by comparing the IC2 pattern and that of SOI
shown by the dashed yellow and red lines (see, e.g., the years 2004 and 2010). This clustering
behavior happens due to the introduced phase lag. For reasons of brevity, in this section, we only
discuss the extracted temporal components.
The CEOF approach (Section 3.4) and T-CICA (Section 4.5.3) were also applied to decompose
the simulated data. The results show that both methods capture the SOI pattern fairly well,
i.e. the amplitude derived from Eq. (3.44) is similar to the SOI pattern in Fig. 5.5. We do not
show the extracted amplitudes derived from CEOF and T-CICA. To evaluate the performance
of the methods, Fig. 5.9 (top) shows the temporal phase of the SOI with respect to the 1, 2 and
3 months lags. To estimate phase patterns for SOI, ωi(t) = arctan
[
s(t)
s(t+ϕi))
]
, with t being time,
three times were evaluated. In this equation, s(t) is the SOI pattern in Fig. 5.5, ϕi (i = 1, 2, 3)
are lags of 1, 2 and 3 months, while ωi(t) are their corresponding temporal phase that are shown
in Fig. 5.9 (top). In Fig. 5.9 (bottom), the temporal phase derived from CEOF is shown by the
dashed line, and that of T-CICA is presented by the black solid line. As a result, it appears
that the T-CICA-derived temporal phase is more similar to the simulated values (compare them
to the graph in Fig. 5.9 (top)). Therefore, the results of this simulation indicate that when the
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Figure 5.5: The solid line represents the normalized pattern of the ENSO index (Southern Oscillation
Index, SOI) derived from the Australian Bureau of Meteorology. The dashed line presents the difference
between SOI and its pattern after 3 months temporal shift.
Figure 5.6: Simulated amplitude and phase of ENSO in global TWS changes. Figure 5.6 (left) shows the
amplitude of ENSO derived by fitting the normalized SOI pattern along with the annual and semi-annual
cycles to the GLDAS-derived water storage changes (Rodell et al., 2004) over the period of January 2002
to July 2013. Figure 5.6 (right) presents the assumed phase delay between the occurrence of the ENSO
phenomenon and global water storage changes. The selected phase pattern is considerable simpler than
its complex behavior in reality. This selection, however, helps to better interpret the performance of the
applied statistical decomposition methods. The temporal pattern of SOI is shown in Fig. 5.5.
propagating pattern is not fundamentally cyclic, adding fourth-order statistical information into
the analysis improves the performance of signal separation.
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Figure 5.7: The blue curve shows the first dominant independent component extracted by applying
TICA (Eq. (4.11)) to the simulated propagating ENSO. The yellow curve represents the SOI pattern,
and the red curve is the SOI pattern with 3 months phase delay.
Figure 5.8: The blue curve shows the second dominant independent component extracted by applying
TICA (Eq. (4.11)) to the simulated propagating ENSO. The yellow curve represents the SOI pattern,
and the red curve is the SOI pattern with 3 months phase delay.
Figure 5.9: Comparison between simulated ENSO phase and its extractions using the CEOF and T-
CICA techniques. Figure 5.9 (top) presents the temporal phase of SOI with respect to the 1, 2 and 3
months lags. Figure 5.9 (bottom) presents the temporal phase derived by applying the CEOF and T-
CICA. For both graphs, the horizontal axis represents months from January 2002 and the vertical axis
represents unit-less arc-tangent values.
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5.2 Independent Patterns of Global Total Water Storage Changes
In Forootan and Kusche (2012), PCA, VARIMAX REOF, TICA, and SICA were evaluated in
extracting large-scale TWS patterns. The major findings of which can be summarized as follows:
The geometrical properties of PCA can be very useful since the covariance matrix of any subset
of retained PCs is always diagonal. PCA also captures the dominant part of the variance in the
data set when the components are ordered with respect to the descending magnitude of singu-
lar values. From an interpretation point of view, however, when the extracted components are
treated individually, the PCA method can also be misleading since it combines many of the actu-
ally separate signals into its retained components. This was evident when Forootan and Kusche
(2012) applied PCA to extract dominant patterns of the simulations and also the real GRACE-
TWS changes, where most of the PCs turned out to contain apparently a ‘mixture’ of signals. In
theory, the PCA results may be enhanced to some extent by VARIMAX rotation. Application
of VARIMAX REOF on GRACE-TWS changes, however, did not significantly improve the in-
terpretation of the results. The application of the TICA and SICA techniques indicated that the
estimated independent components contained less ‘mixing’ of signals of different time-scales.
In this section, first, TICA is applied to GRACE-TWS changes (derived from GFZ RL05) covering
the period of January 2003 to June 2013. The goal is to extract the main independent patterns
of TWS changes and evaluate their uncertainties due to sampling errors as discussed in Section
4.8 and background errors as discussed in Section 2.2. After removing the dominant trends and
the annual cycle, the T-CICA method of Section 4.5.3 is applied with the aim to extract those
water storage changes that are due to the El Niño Southern Oscillation (ENSO) phenomenon.
5.2.1 Temporally Independent Patterns from Global GRACE-TWS Changes
TICA (Eq. (4.11)) was applied to the DDK2-filtered (see http://icgem.gfz-
potsdam.de/ICGEM/TimeSeries.html and Kusche et al., 2009) global TWS changes. Spatial
patterns of the four dominant independent modes (in mm) are shown in Fig. 5.10, and their
corresponding unit-less temporal patterns are presented in Fig. 5.11. The error-bars shown
in Fig. 5.11 account for two sources of errors; the one shown by the black color is derived
by applying the resampling method of Section 4.8, while considering the sampling errors and
nominal errors of GRACE monthly solutions; and the error shown by the gray color derived by
projecting the DDK2-filtered absolute differences between ITG3D-ERA-Interim products and
the atmospheric part of GRACE-AOD1B on the spatial patterns of Fig. 5.10.
The first independent mode (spatial pattern of IC1 in Fig. 5.10 and IC1 in Fig. 5.11) captures
the dominant linear trend that has been detected over polar regions such as Greenland, Alaska
and Antarctica. IC1 thus represents a considerable ice-mass loss over the polar regions during
the period of study (cf. Velicogna and Wahr, 2005). Some smaller mass decrease is also detected
in the first independent mode such as the one over west of Australia (see also Forootan et al.,
2012). In contrast, signals of moderate mass increase have been detected over the northern part
of South America, as well as crustal uplift in the northern part of the Canadian shield (Rangelova
and Sideris, 2008).
The annual cycle is extracted by the second and third independent modes (IC2 and IC3 and their
corresponding spatial patterns) with different phase. Computing the cross-correlation of IC2 and
IC3 shows that these two components are uncorrelated at time lag zero, and the maximum
correlation of 0.95 is reached for a three months lag. The annual signal is clearly evident in
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Figure 5.10: The first four leading spatial anomaly maps derived from applying TICA to GRACE-TWS
changes (from GFZ RL05). The derived maps are ordered with respect to the magnitude of total variance
that they represent. The corresponding temporal patterns and their associated errors are shown in Fig.
5.11.
the tropical regions, such as South America, Africa, South Asia, and northern Australia. Yet,
weaker annual signals were also detected over mid and higher latitude regions such as Alaska,
Siberia and northern and central Europe, which might to be related to variations in snow and
ice coverage. IC4 represents a trend similar to an acceleration curve. The corresponding spatial
pattern (spatial pattern of IC4 in Fig. 5.10) shows that the acceleration is mainly concentrated
over Antarctic and Greenland, Lake Victoria, and Thailand.
Considering the magnitude of propagated errors, for the trend component (IC1), the atmosphere
error (gray lines) is dominant (IC1 in Fig. 5.11). For the other components, those of GRACE
coefficients and the sampling error (black lines) are the dominant source of uncertainty (IC2, IC
and IC4 in Fig. 5.11). The dominant behavior of the atmospheric error for IC1 is most likely
due to the erroneous behavior of the atmospheric de-aliasing products over the polar regions
(Forootan et al., 2014a).
After removing the first four dominant independent modes (Figs. 5.10 and 5.11) from the original
TWS time series, TICA was applied to the residuals. The first two dominant modes of the
residuals (labeled as IC5 and IC6) are shown in Fig. 5.12, which both represent a pattern similar
to ENSO. For comparison, the Southern Oscillation Index (SOI) is shown along with the temporal
patterns (see Fig. 5.12). As was shown in Section 5.1.3, since ENSO has a propagating nature,
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Figure 5.11: The corresponding temporal patterns of Fig. 5.10. For each independent component, two
sets of error-bars are computed. The black lines represent the error in the DDK2 filtered GRACE-
TWS data and the sampling error of the ICA approach (Section 4.8). The gray error-bars are derived
by projecting the DDK2-filtered absolute differences of monthly atmospheric de-aliasing products from
ITG3D-ERA-Interim and the atmospheric part of GRACE-AOD1B RL05 (Section 2.2). The length of
atmospheric errors is limited to the period of 2003 to July 2011, since ITG3D-ERA-Interim was only
available over this period.
the ordinary TICA method fails to extract this ENSO-type signal in one specific mode. Rather,
the dominant part of the pattern is clustered into two modes. Errors of the extracted patterns
are shown in Fig. 5.12, from which comparable amplitudes were found for both sampling and
background errors.
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Figure 5.12: Two TICA-derived independent modes, which can be related to the ENSO phenomenon.
For comparison, the ENSO index (Southern Oscillation Index, SOI) is plotted along with the temporal
patterns. The error-bars are computed similar to those of Fig. 5.11.
5.2.2 Extracting the El Niño Pattern from Global GRACE-TWS Changes
To mitigate the clustering behavior seen in Fig. 5.12, the CEOF and T-CICA techniques, intro-
duced in Sections 3.4 and 4.5.3, were applied to the residuals of TWS changes and the first four
independent modes, from which only the results of T-CICA are shown in Figs. 5.13 and 5.14.
The results from applying CEOF turned out similar to those from T-CICA with substantial
differences in the phase patterns. The temporal amplitude of the first dominant component de-
rived from T-CICA is quite similar to the SOI pattern, see Fig. 5.13 (top). Figure 5.13 (bottom)
shows the temporal phase. In 2009, the phase pattern is quite peaky, which coincides with the
extreme activity of ENSO. However, interpreting this behavior needs more research. The spatial
amplitude of the first complex mode is shown in Fig. 5.14 (left), from which a strong influence
of ENSO is detected over the Amazon Basin. Relatively strong anomalies are also found over a
large region Africa (see Fig. 5.14 (laft)). Figure 5.14 (right) shows the spatial phase extension,
which represents the response of TWS changes to the ENSO phenomenon.
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Figure 5.13: Temporal pattern of ENSO derived by applying T-CICA to GRACE-TWS time series after
removing the trend and annual components (Figs. 5.10 and 5.11). Figure 5.13 (top) shows the temporal
amplitude derived from the first complex component. The presented amplitude is scaled by its standard
deviation making it unit-less. Figure 5.13 (bottom) represents the temporal phase (in radian) derived by
applying Eq. (3.45) to the real and imaginary temporal patterns, corresponding to the amplitude in the
upper graph. The related spatial pattern is shown in Fig. 5.14.
Figure 5.14: Spatial pattern of ENSO derived by applying T-CICA to GRACE-TWS time series after
removing the trend and annual components (Figs. 5.10 and 5.11). Figure 5.14 (left) shows the spatial
amplitude derived from the first complex component. Figure 5.14 (right) shows the spatial phase (in
radian) derived by applying Eq. (3.43) to the real and imaginary spatial patterns. The corresponding
temporal pattern is shown in Fig. 5.13.
5.2.3 Summary and Discussion of the Global Results
In this section, first, the TICA method was applied to the latest version of the global GRACE-
TWS changes (from GFZ RL05), covering January 2003 to July 2013. The results showed the
practical benefits of ICA, which does not only de-correlate the data set but goes one step further
by finding components that are mutually independent. As a result, the dominant trends and
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the annual cycle were well separated. The sampling errors and the possible influence of the
atmospheric de-aliasing products were also evaluated. The uncertainty computed for the extracted
linear trend shows a considerable level over the polar regions, which is usually ignored in studies
that address mass variations over these regions. This includes studies based on GRACE level 2
products and also those who used regional approaches.
When the dominant patterns, hidden in the data, exhibit a propagating nature similar to that of
ENSO in global GRACE-TWS changes, almost none of the ordinary methods such as PCA, its
rotation extensions e.g., VARIMAX EOF, or the ordinary ICA, are capable of extracting it in one
specific mode. To deal with this issue, the CEOF and T-CICA were applied to the global TWS
changes after removing the dominant modes derived from TICA. As a result, both CEOF and
T-CICA extracted complex modes, from which the first mode was highly similar to the ENSO
pattern (Figs. 5.13 and 5.14). This finding might suggest the suitability of using the complex
extensions to deal with propagating signals.
5.3 Independent Patterns of Total Water Storage Changes over
Australia
Water availability in Australia is highly variable from year to year, with various parts of the
continent (e.g., the southern and eastern regions) having suffered from severe droughts conditions
during the last decade (e.g., Ummenhofer et al., 2011). The long-term and inter-annual climate
variability over Australia is affected by ocean-atmospheric phenomena such as ENSO (Risbey
et al., 2009) and the Indian Ocean Dipole (IOD) teleconnections (Cai et al., 2011).
Monthly GRACE-TWS products have been used to estimate the annual and inter-annual water
variations over Australia (e.g., in Ellett et al., 2006, Leblanc et al., 2009). Regarding the appli-
cation of GRACE to monitor Australian water storage changes, Awange et al. (2009) pointed
out that (i) much of Australia contain a relatively small TWS signal, which is very difficult to
detect using the current GRACE system and processing strategies, and (ii) the effect of con-
siderable spatial and spectral leakage from the surrounding oceans masks the GRACE-derived
TWS changes over land. It is worth mentioning here that the impact of leakage is not the same
for different parts of the continent. For instance, Tregoning et al. (2008) found a notable land
hydrological signal over the Gulf of Carpentaria, while Brown and Tregoning (2010) reported
that the hydrological variability over the Murray-Darling Basin does not need to account for
ocean leakage (see also van Dijk et al., 2011).
With respect to (i), Awange et al. (2011) evaluated a regional solution computed with the mass
concentration ‘mascon’ method. Their study indicated that the mascon products slightly im-
proved the identification of TWS over the Australian continent. The focus of this section is on
mitigating spatial leakages (mentioned as point (ii)). Therefore, the SICA method (Eq. (4.10)) is
applied to decompose the Australian GRACE-TWS changes (from GFZ RL04) over the period
from October 2002 to May 2011. For comparison, TWS outputs from the WaterGAP (Water-
Global Assessment and Prognosis) global hydrology model (Döll et al., 2003), and from the
Australian Water Resources Assessment (AWRA) system (van Dijk et al., 2011) are used. After
decomposing GRACE-TWS anomalies, those independent modes that are concentrated over land
are used to reconstruct the continental TWS changes. Our motivation for selecting SICA for per-
forming the decomposition is that, here, detection of spatially localized anomalies is of interest.
Therefore, following the simulation in Section 5.1.3, it makes sense to use a decomposition that
considers the data set as a spatial sequence. The complex extension was not considered since,
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unless the spatial components are localized, the clustering behavior does not affect the final result
of reconstruction.
This section further studies the links between the derived independent patterns of GRACE-TWS
changes and climate indices e.g., ENSO and IOD. This investigation is vital to identify those
areas of the Australian continent that are controlled by teleconnections and those that are not.
Note that the data sets used for this section are the same as those in Forootan et al. (2012). For
brevity, therefore, details of the data sets and the performed processing strategy are not discussed
here. This section starts by a presentation of the numerical results and their interpretation in
Section 5.3.1, and then followed by a discussion in Section 5.3.2.
5.3.1 Numerical Results over Australia
An overview of the signal RMS of the three main data sets (GRACE-TWS, AWRA-TWS, and
WGHM-TWS) is shown in Fig. 5.15 in order to compare the signal strength over different regions
of Australia. The RMS indicates that the main water storage signal is detected over northern
Australia, where GRACE and AWRA showed stronger variability than WHGM. This can be
particularly seen over the southern and western Australia (except for a smaller region of the
southwest coast), where WGHM-derived TWS variability is considerably weaker. The TWS vari-
ability over southern Australia as simulated by AWRA is also weaker than that seen by GRACE.
GRACE-TWS (GFZ) AWRA-TWS WGHM-TWS
Figure 5.15: Comparing the signal variability of the three main data sources used in this study after
smoothing using the Kusche et al. (2009) DDK2 filter; GRACE GFZ-data (left), AWRA-data (middle),
and WGHM-data (right). Grid values represent the RMS of data sets. Details of data processing are
reported by Forootan et al. (2012).
Spatial ICA for Leakage Reduction
Implementing SICA to the data sets starts by applying PCA as the first step to each data set
before rotating them towards independence (Section 4.3). Considering the computed eigenvalues
(not shown here), one can see that reconstructing more than 90% of the total variability of
GRACE-TWS changes required selecting the first 11 PCA components. The remaining 10% of
the variance in data sets was assumed to be noise. After applying SICA (Eq. (4.10)), Fig. 5.16
shows the spatial independent patterns of the GRACE-TWS data. The corresponding temporal
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evolutions after applying a 12-months moving average filter are shown in Fig. 5.17. Filtering is
applied to enhance the comparisons with the climate indices.
To compare GRACE-TWS changes to those of hydrological models, anomalies over the continent
should be separated from the surrounding oceans. This is done by selecting the independent
modes of 1, 4, 5, 6, 8 and 11 (Fig. 5.16 and Fig. 5.17), that are located over land, and reconstructing
land-TWS changes using Eq. (4.8). The RMS of the reconstructed results is shown in Fig. 5.18
(A). Comparing Fig. 5.18 (A) to Fig. 5.15 (top-left), it is clear that implementing SICA has
considerably isolated the signals from the surrounding oceans (e.g., no anomalies over the Gulf
of Carpentaria and the eastern oceans can be seen). This shows that the application of SICA
mitigated the spectral leakage over this area.
Figure 5.18 (B) shows the differences between the linear rate computed from the ICA-
reconstructed GRACE-TWS and AWRA-TWS changes, covering the period of 2003 to 2011.
To compute the rate, a linear trend along with annual and semi-annual sinusoids are fitted to
the time series of TWS changes derived from different grids. Compared to AWRA, GRACE
estimated a stronger drying trend in northwest Australia, as well as, a stronger mass gain in
east and northeast Australia. These results confirmed findings by van Dijk et al. (2011), but
they associated the differences to the unexplained trend in AWRA. Finally, the GRACE-TWS
variability separated by SICA over the continent were temporally correlated with the time series
of WGHM and AWRA from 2003 to 2010 and 2003 to 2011, respectively. The correlation results
showed a high agreement between the two hydrological models and the SICA-separated results
of GRACE over the continent, see Fig. 5.18 (C and D). This shows that the spatial leakage has
also been decreased after application of SICA, since the reconstructed products represent higher
correlations with hydrological models. A detailed comparison between GRACE-TWS changes
and the hydrological models (e.g., in terms of trend and seasonal components) is presented in
Forootan et al. (2012).
Independent Modes of TWS Changes over Australia
From Fig. 5.16, it was seen that the first three spatially independent patterns of GRACE-TWS
changes were concentrated over the northern part of Australia, where their corresponding ICs
show an annual cycle (12-months moving average filtered patterns are shown in Fig. 5.17). Partic-
ularly, IC1 isolates the annual signal over north Australia, IC2 represents the oceanic mass over
the north of the Gulf of Carpentaria (Tregoning et al., 2008), and IC3 mainly shows annual mass
change over the Timor Sea. The computed long-term linear rates for IC1 and IC2 between Octo-
ber 2002 and January 2011 showed that these regions gained mass at rates of 6± 2 mm/year and
5± 2 mm/year, respectively. Vinogradova et al. (2011) pointed out that the variability detected
over the Gulf of Carpentaria was related to the self-attraction forces that are not well removed
from GRACE level 2 products. The computed linear rate for IC3 (Timor Sea) was not found
statistically significant, showing an almost steady mass balance.
The fourth independent mode (IC4) from GRACE-TWS isolates a long-term mass loss along with
an annual cycle over the northwestern Australia. A linear rate of TWS changes from October
2002 to May 2011 shows a loss of −19.2± 2 mm/year in the region. IC5 depicts an increasing
rate over the eastern and northeastern parts of Australia due to the 2010-2011 wet conditions.
The linear rate from October 2002 to May 2011 shows a gain of 12± 2 mm/year. This rate for
the period of October 2002 to January 2010 (the period before the 2011 floods) was 7.4± 3.6
mm/year. The linear rate of IC6 can be split into three sections; one from 2002 to the last
months of 2005 that shows a mass gain of 8.2± 4 mm/year, then a decline in mass storage with
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a rate of −45.2± 8 mm/year is detected until the starting months of 2007, and finally a mass
gain at a rate of 12± 4 mm/year to May 2011.
As explained in Section 2.2, during the GRACE processing procedure, high-frequency mass vari-
ations, e.g., caused by oceanic tides, are reduced as they cannot be resolved by monthly gravity
field solutions. However, current ocean tide models are not accurate enough to fully reduce the
tidal signal in GRACE level 2 products (Knudsen, 2003, Ray et al., 2003, Chen et al., 2009).
Any imperfect modeled tidal mass variations occur in the monthly gravity field solutions at alias
periods. One well-recognized example is the S2 semi-diurnal tide, which is mapped onto a 161-day
period, and thus does not cancel out in the monthly solutions (Ray and Luthcke, 2006, Chen
et al., 2009). IC7 of GRACE separates the S2 aliasing effect over the ocean located in northwest
of Australia. This pattern was previously reported by Melachroinos et al. (2009) who fitted a
predetermined cyclic signal (with a period of 161 days) to the GRACE time series. Therefore,
one of the contributions of this study is to explore such a pattern as an independent component
without using any predefined deterministic model. It is worth mentioning here that, by using
PCA, this pattern cannot be extracted as an individual mode (Forootan et al., 2012). Fitting a
sinusoidal function to IC7 showed a period of 161.4 days, agreeing with the theoretical derivation
of Ray and Ponte (2003), and matching the observations of Melachroinos et al. (2009).
The water loss in west Australia is concentrated in IC8 (see Fig. 5.16). This pattern is also
extended towards the ocean. This shows that the performance of ICA in separating the relatively
low amplitude signals is poor. A rate of −8.2± 3 mm/year from March 2002 to December 2009
was derived from IC8. The computed linear rate of GRACE-TWS changes in the area during
the years 2010 to 2011 was 6± 4 mm/year, which was due to an increased precipitation in
this period. IC8 also shows an opposite TWS gain over central Australia corresponding to 7± 2
mm/year from March 2002 to December 2009.
IC9 and IC10 show mainly inter-annual mass fluctuations over the ocean in the northeastern
and southwestern parts of Australia (with a frequency of 99.7 and 121 days, respectively). These
reported frequencies are derived by fitting sinusoidal cycles. For deriving more reliable results
together with their associated uncertainty, one might use advanced methods (e.g., in Schmidt
et al., 2008b). Finally IC11 localizes the TWS anomalies over southeast Australia. The linear
rates of TWS change in these regions were not found as statistically significant.
Effects of ENSO and IOD on Australia
Since the derived GRACE-ICs are spatially independent, it is possible to investigate the water
variability of each component individually. This gives the unique opportunity to study the links
between climate teleconnections (i.e. ENSO and IOD) and the derived GRACE-ICs. To this
end, the Southern Oscillation Index (SOI) is used for ENSO and the Dipole Mode Index (DMI)
for IOD. The long-period temporal correlations at 95% level of confidence between 12-month
moving average smoothed ICs of GRACE-TWS and the indices (SOI and -DMI) were computed.
Correlation analysis was done for the periods of October 2002 to 2011, as well as 2006 to 2011.
We selected the period 2006 to 2011, besides the long-term period, for computing the correlations
because of the high influence of teleconnections on the Australian TWS changes (see, e.g., van
Dijk et al., 2011). Significant correlation values are reported in Fig. 5.17. It should be mentioned
here that SOI and -DMI were selected for correlation analysis, as well as the 12-month filter for
smoothing to make the results comparable with previous studies such as García-García et al.
(2011).
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Figure 5.16: Results of the SICA method, where Eq. (4.10) was applied to the GRACE-derived TWS
changes over Australia. The spatial patterns are anomalies related to the GRACE GFZ data, which are
scaled using the standard deviation of their corresponding temporal evolutions (shown in Fig. 5.17). The
results are ordered according to the signal strength they represent (see also Forootan et al., 2012). All
presented spatial components include positive values except for that of IC8, in which the positive and
negative anomalies are marked by ‘+’ and ‘-’ signs.
The correlation results indicate a strong stable influence of ENSO for the period 2006 to 2011
on IC1, IC2, and IC3 (with correlations of 0.57, 0.76, and 0.64, respectively). Computing the
long-period correlation coefficients (October 2002 to May 2011) between the first three ICs and
SOI also showed significant correlations of 0.51, 0.71, and 0.61, respectively. These correlations
confirm the effect of the tropical ocean-atmosphere variability associated with ENSO rainfall in
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Figure 5.17: Temporal relationships between climate indices (ENSO and IOD) and TWS evolutions
over Australia. In each graph, GRACE-derived ICs, SOI and -DMI indices are filtered using a 12-months
moving average filter. The correlations are computed at 95% confidence level (see also Forootan et al.,
2012). Insignificant corrlations are not reported here.
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Figure 5.18: Reconstruction of GRACE-TWS variations over the Australian continent using SICA. (A)
RMS of the reconstructed GRACE-TWS derived by multiplying the independent components of 1, 4,
5, 6, 8 and 10 of Fig. 5.16 to their corresponding temporal components in Fig. 5.17. (B) The difference
between the linear trend computed from the ICA reconstructed time series of GRACE-TWS over the
continent and the linear trend of AWRA, covering the period 2003 to 2011 (C) Temporal correlations
between the ICA reconstructed time series of GRACE-TWS and WGHM-TWS changes for the period
of 2003 to 2010. (D) Temporal correlations between the ICA reconstructed time series of GRACE-TWS
and AWRA-TWS changes for the period of 2003 to 2011 (see also Forootan et al., 2012).
the northern regions, where IC2 and IC3 (indicating the mass variability over the ocean in the
north of Australia) have stronger correlations than the northern land signal (IC1). García-García
et al. (2011) reported similar results for the northern region using the Complex EOF technique.
Computed correlations between -DMI and the first three ICs were high in some years, e.g., 2006
and 2009. Their long-period correlation values for October 2002 to May 2011, however, were 0.35,
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0.26, and 0.32, respectively. The correlations decreased for the period of October 2002 to May
2011. This might show that the effect of IOD on TWS variations over the northern regions is
relatively weak compared to that of ENSO.
Correlations of IC4 and IC8 with SOI show the contribution of ENSO to the short-period mass
gain between 2010 and 2011. Their long-period correlations for October 2002 to May 2011,
however, were not found to be statistically significant. This statement applies as well to the
long-period correlation of IC4 and IC8 with -DMI.
The effect of ENSO is also evident in IC5 (i.e. TWS variations in the eastern and northeastern
regions) and IC9 (which concentrates over the ocean in east Australia) with a significant correla-
tion of 0.79 and 0.81 respectively with SOI for October 2002 to May 2011. For the same period,
the correlation between IC5 and -DMI was -0.36, while the correlation value between IC9 and
-DMI was -0.31. These values indicate the effect of IOD on long-term variations of TWS over the
eastern and northeastern regions is smaller than that of ENSO.
A significant influence of IOD from middle of 2005 to 2009 over the southeastern and southern
parts of Australia is shown in IC6 and IC11. The computed correlation between IC6 and -DMI
for the period of 2006 to 2011 was 0.82. This correlation, for the same period, between SOI and
IC6 was 0.51. The correlation value between IC11 and -DMI for October 2002 to May 2011 was
0.54, and this value for IC11 and SOI was 0.44. Greater correlations of IC6 and IC11 with -DMI
show the stronger influence of IOD on the southeastern and southern parts of the continent.
Correlation between IC10 and -DMI, for the period 2006 to 2011 was identified as 0.53, while
in this period, no significant correlation with ENSO was found. Note that -DMI is selected for
computing the correlations since negative IOD indicates increase in water budget and positive
IOD indicates decrease in water budget. Since the spatial anomalies are positive (as they are in
Fig. 5.16, the 6th and 11th patterns), -DMI should follow the pattern of the derived ICs (see Fig.
5.17).
5.3.2 Summary and Discussion of the Results over Australia
In this section, the application of ICA for extracting the large-scale TWS patterns over Australia
was examined. The results indicate that; SICA has the capability to isolate the effects of spatial
and spectral leakage from the surrounding oceans that mask potential terrestrial hydrological
signals detectable by GRACE in a regional case such as Australia. This was unachievable using
mascon or PCA and its ordinary extensions (Awange et al., 2011, Forootan et al., 2012). The
result of this section can be viewed as a practical extension of the simulation case in Section 5.1.3,
which showed that SICA method can successfully separate mass anomalies with distinguishable
spatial patterns, even though the temporal characteristics are quite similar.
Some hidden physical processes such as the S2 tidal-aliasing along with other model deficiencies
were also detected and localized from GRACE-derived time-variable TWS data without fitting
any pre-defined deterministic model, which has been done in previous studies.
Studying the correlation between the ICA-localized TWS changes with the ENSO and IOD
phenomena revealed the influences of the climatic teleconnections on each individual statistically
independent hydrological region. As a result, a strong link between SOI and the TWS variations
in the northern regions and the relation of the IOD to the eastern and southeastern Australia
was established. ICA, thus, provides an alternative tool of analyzing the relationship between
hydrological changes and climate variability.
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5.4 Statistical Partitioning of Total Water Storage Changes
In this section, a statistical approach is provided to partition GRACE-derived total water storage
(TWS) changes into surface water storage, terrestrial water storage (integration of soil moisture
layers), and groundwater storage changes. The original idea of this approach has been published
in Forootan et al. (2014c). Here, we extend the investigations of Forootan et al. (2014c) by (i)
considering a broad region of the Middle East, and (ii) updating the GRACE data to DDK2-
filtered (Kusche et al., 2009) GFZ RL05 products, covering the period of January 2003 to July
2013. As a result, maps of groundwater and terrestrial water storage changes are extracted and
briefly interpreted. After introducing the research objective in below, in Section 5.4.1, the method
of signal separation is introduced. This is followed by a discussion about the separated results in
Section 5.4.2, and in Section 5.4.3, the application is concluded.
To account for the leakage problem (a combination of the spectral and spatial leakage problems),
most of the previous studies focused on basin-wide approaches (e.g., Fenoglio-Marc et al., 2006,
2012, Longuevergne et al., 2010, Awange et al., 2013, Jensen et al., 2013). However, an approach
that allows the retrieval of spatially varying water storage (WS) changes might be useful for
several hydrological and climate applications. This capability is a feature that is usually lost when
one applies basin-wide averaging methods. For partitioning GRACE-TWS changes, most of the
previous studies use altimetry observations to account for the surface WS changes (e.g., Swenson
and Wahr, 2007, Becker et al., 2010) and hydrological models for terrestrial (soil moisture) WS
changes (e.g., Rodell et al., 2007, van Dijk, 2011, van Dijk et al., 2011). Subsequently, GRACE-
TWS signals are compared or reduced with altimetry and/or model derived WS values. The
accuracy of the estimation in such approaches might be limited since, for instance, altimetry
observations contain considerable errors over inland waters (e.g., Birkett, 1995, Kouraev et al.,
2011, Sharifi et al., 2013, Khaki et al., 2014, Uebbing et al., 2014) and hydrological models might
show limited skills (e.g., Grippa et al., 2011, van Dijk et al., 2011).
Here, instead of removing those surface and terrestrial WS (respectively considering altimetry and
hydrological models as the truth) from GRACE-TWS maps, they are used as a priori information
to introduce the spatial patterns of surface and terrestrial WS changes. Then, GRACE-TWS sig-
nals are separated by adjusting the derived spatial patterns to TWS anomalies. Rietbroek (2014)
applied a similar concept, known as a ‘fingerprint’ inversion approach, to estimate time-variable
surface loading changes from a combination of GRACE and altimetry observations. The PCA-
derived spatial components of WS changes in the oceans and land were used in Rietbroek (2014)
as predefined base-functions. Surface loading changes were then computed by implementing an
inversion that fits the predefined spatial patterns to GRACE and altimetry products.
In order to demonstrate this procedure, TWS data within a rectangular box that includes a large
part of the Middle East region is extracted from each monthly GRACE-TWS map. As mentioned
before, the main source of TWS variability, within each map, is made of the contribution of the
terrestrial and surface WS changes. In this case, the surface water variations are mainly caused
by water reservoirs within the selected box, e.g., the Caspian Sea, Persian and Oman Gulfs, Aral
Sea, Black Sea, Red Sea as well as other small lakes. After fitting the terrestrial and surface WS
changes to GRACE-derived TWS products, groundwater storage changes will be computed as a
residual of TWS changes and the fitted values.
The strong seasonal mass fluctuations in the Caspian Sea will cause a time variable change in
the geoid. On very short time scales (typically days), water bodies will adapt themselves to this
force, similar to the tidal response of the ocean. This implies that the sea level in the Gulfs
and the Black Sea are (indirectly) influenced by the variations in the Caspian Sea. This effect
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is known as the self-consistent sea level response (see also Farrell and Clark, 1976). This effect
should be taken into account otherwise it may be misinterpreted as mass anomalies caused by,
e.g., terrestrial water storage changes. Forootan et al. (2014c), however, showed that the effect of
self-gravitational forces, caused by the Caspian Sea and Black Sea, are negligible over the Middle
East region.
The TICA method (Section 4.5.1, Eq. (4.11)) is used to identify statistically independent pat-
terns from (a) monthly terrestrial WS outputs of the GLDAS model (Rodell et al., 2004) over
the selected rectangular box; (b) Surface WS changes derived from altimetry observations of
Jason1&2 missions over the surface water bodies of the selected box. Thus, the derived indepen-
dent patterns in (a) and (b) were taken as known spatial patterns (base-functions) in a Least
Squares Adjustment (LSA) procedure to separate GRACE-TWS changes. This procedure gives
the opportunity to make the best use of all available data sets in a LSA framework. The concept
of the approach is summarized in Fig. 5.19.
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 Land Water Storage
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Figure 5.19: Overview of the statistical signal separation approach. The method uses the ICA-derived
spatial patterns of terrestrial and surface water storage changes as a priori information. Then they are
fitted to the GRACE-TWS products, in a Least Squares Adjustment (LSA) procedure, to derive GRACE-
adjusted temporal evolutions.
5.4.1 Methodology of Statistical TWS Partitioning
Monthly GRACE-TWS changes, when the ocean and atmospheric mass variations are removed
using de-aliasing products, reflect a combined effect of mass variations due to terrestrial water
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storage changes (H), and surface WS changes of seas, lakes and reservoirs (R). Assuming that
GRACE-TWS fields are stored in a matrix T = T(t, s), where t is the time, and s stands for
spatial coordinate (grid points). TWS changes T can be factorized into spatial and temporal
patterns as
T = CHBTH + CRB
T
R, (5.1)
where CH/R = CH/R(t) and BH/R = BH/R(s) are respectively the temporal and spatial pat-
terns (base-functions). In Eq. (5.1), H and R as subindices to show the base-functions that are
computed from terrestrial WS (H) and surface WS (R). Once either of CH/R(t) or AH/R(s) is
determined in Eq. (5.1), the other component can be computed by solving a LSA. Schmeer et al.
(2012) used a similar approach for separating global GRACE-TWS integral into its atmospheric,
hydrologic, and oceanic contributors. To derive the required spatial base-functions in Eq. (5.1),
the TICA method is applied here to decompose the centered (temporal mean removed) time
series of H and R as
H= P¯HRˆHRˆTHE
T
H = CHBH
T , (5.2)
and
R= P¯RRˆRRˆTRE
T
R = CRBR
T . (5.3)
Similar to Section 4.3, Eq. (4.11), CH/R = P¯H/RRˆH/R contains statistically mutually indepen-
dent temporal components. Since Rˆ is an orthogonal rotation matrix, BH/R = E¯H/RRˆH/R stores
the corresponding spatial maps (of CH/R) that are still orthogonal. Estimated BH/R, therefore,
will be used in Eq. (5.1) as known spatial patterns and a new temporal expansions of CˆH/R will
be computed using in a LSA procedure (Koch, 1999, page 57),
[CˆH CˆR]T =
[
[BH BR]T [BH BR]
]−1
[BH BR]T TT . (5.4)
In Eq. (5.4), CˆH/R contains adjusted temporal components over land and surface waters, and
T contains GRACE-TWS observations. Then, CˆH and CˆR can be respectively replaced in Eqs.
(5.2) and (5.3) to reconstruct terrestrial WS changes over land and surface WS changes.
It is worth mentioning here that the separation of TWS changes in Eq. (5.4) to the land and
surface water storage changes (H and R) can also be done based on the EOFs, i.e. EH and
ER in Eqs. (5.2) and (5.3). Therefore, instead of Eq. (5.4), one can alternatively formulate the
separation as
[PˆH PˆR]T =
[
[EH ER]T [EH ER]
]−1
[EH ER]T TT . (5.5)
In theory, CˆH/R (in Eq. (5.4)) and their corresponding spatial patterns BH/R should expand
the same space as PˆH/R (in Eq. (5.5)) and their associated EH/R. In practice, however, the
results of the reconstruction might be different since CˆH/R and PˆH/R are derived by fitting the
spatial base-functions to the TWS changes that are not exactly equal to the superposition of the
two storage compartments. We believe that those components of Eq. (5.4) are better suited to
perform the separation since they are usually physically better interpretable.
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5.4.2 Numerical Results over the Middle East Region
The RMS of GRACE-TWS changes, shown in Fig. 5.20 (top-left), clearly demonstrates a combi-
nation of the spectral and spatial leakage problem. For instance, a part of storage changes over
the Caspian Sea obviously leaked into surrounding terrestrial signals. The linear rate of TWS
changes is also computed and shown in Fig. 5.20 (top-right). To estimate the linear rates, the
annual and semi-annual periodic changes of storage changes are taken into the account while im-
plementing a least squares fit. Since most parts of the region exhibit a negative linear trend, the
positive value of the colorbar in Fig. 5.20 (top-right) is set to white. The RMS of GLDAS-derived
WS changes is also shown in Fig. 5.20 (bottom).
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Figure 5.20: Water storage strength over the Middle East derived from GRACE and GLDAS. Figure
5.20 (top-left) shows the signal strength (RMS) of GRACE-TWS changes after smoothing using Kusche
et al. (2009)’s DDK2 filter. The data covers the period of January 2003 to July 2013. Figure 5.20 (top-
right) shows the estimated linear rates of TWS changes for the same period. Figure 5.20 (bottom) shows
the RMS of GLDAS-derived terrestrial water storage changes.
In order to separate GRACE-TWS changes, independent modes of WS changes from altimetry
and GLDAS outputs were extracted using Eqs. (5.2) and (5.3) (for brevity, the results are not
shown here). The estimated spatial patterns of BH and BR, corresponding to 90% of the total
variance, were postulated as known patterns in Eq. (5.4). Using Eq. (5.4), the temporal patterns
of surface and terrestrial WS changes were adjusted to GRACE observations. The adjusted
temporal values CˆH and CˆR along with their corresponding spatial patterns (BH and BR) were
used to reconstruct the GRACE-fitted values of the terrestrial WS Hˆ = CˆHBHT and surface
WS Rˆ = CˆRBRT changes.
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Figure 5.21 (left) shows the linear rates of the adjusted terrestrial WS changes over the period
of January 2003 to July 2013. The results show a decreasing pattern over a region around the
west border of Iran and also over the east part of Turkey. The adjusted terrestrial water storage
changes, then, were removed from GRACE-TWS changes over the region to derive groundwater
values. Figure 5.21 (right) shows the linear rates of groundwater changes over the period of study.
By comparing the left and right graphs, it is easy to see that the pattern of groundwater changes
is different from that of terrestrial water storage. From our results, a vast region including the
north-western and central parts of Iran, as well as an extended region of the Tigris/Euphrates
River Basin (Turkey-Iraq), and the northern part of Jordan and Saudi Arabia exhibit a loss
in groundwater storage. The decreasing patterns might be caused by the recent drier climatic
condition over the whole area. Population increase and economic growth might also have spurred
higher demands for the limited water resources (Voss et al., 2013).
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Figure 5.21: Linear rates of terrestrial water storage and groundwater storage changes over the Middle
East during the period of January 2003 to July 2013. Figure 5.21 (left) corresponds to the GRACE-
adjusted terrestrial water storage changes. Figure 5.21 (right) shows the results of groundwater changes
over the same period. Note that to improve the visibility of the negative trend, the positive values are set
to white.
5.4.3 Summary and Discussion of the Statistical Partitioning Results
In this section, we extended the study of Forootan et al. (2014c) by investigating large-scale
total and terrestrial water storage changes, as well as groundwater patterns over a large part of
the Middle East, where the decline of water storage is becoming a serious issue. For instance a
groundwater decrease at a rate of ∼ 1-2 cm/year was found over the northwest of Iran (see Fig.
5.21 (right)). The decreasing pattern is also found over the trans-boundary river basins (such
as Tigris/Euphrates River Basin) and aquifers (e.g., along the border of Iran and Iraq). The
extracted patterns are important since the spatial variability of the data sets are kept and, thus,
may be used to study natural and man-made impacts on the regional climate.
The core of the presented separation procedure lies in the ICA-decomposition of the GLDAS
and altimetry outputs. Such decompositions will contain errors as a result of the short length of
observations, as well as due to the errors of observations themselves. Those errors can be estimated
similar to the approach presented in Section 5.2 and be introduced in the least squares procedure
of Section 5.4.1. To keep the length of this thesis restricted, the results of such implementation
are not presented.
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5.5 Multivariate Forecasting of Total Water Storage Changes
Understanding hydrological conditions and, in particular, being able to simulate or forecast them
over timescales of several months is vital for scientists and policy makers. The term ‘forecast’ in
this study refers to estimation of a quantity of total water storage (TWS), for the period that
TWS has not been observed, using its indicators. As a case study, the region of West Africa
is selected, in which hydrological models usually perform poorly due to data scarcity (Schuol
and Abbaspour, 2006). Besides, over West Africa, interactions between land-ocean surfaces and
atmosphere are strong (see e.g., Douville et al., 2007). Therefore, it might be reasonable to use
the large-scale ocean-atmospheric patterns, that are observed by remote sensing satellites, as
indicators of TWS changes.
This idea has been considered, here, to design a new statistical, data-driven approach to forecast
West Africa’s TWS changes from gravity data obtained from GRACE, rainfall data from the
Tropical Rainfall Measuring Mission (TRMM), and sea surface temperature (SST) data over the
Atlantic, Pacific, and Indian Oceans. Major teleconnections within these data sets were identified
using TICA (Section 4.1) and linked via low-degree autoregressive models (Section 5.5.2) to build
a predictive framework.
In what follows, in Section 5.5.1, we introduce the data used for the forecast. In Section 5.5.2, the
proposed forecasting method is described. The main results presented and discussed in Section
5.5.3, and in Section 5.5.4, conclusions from the study are drawn.
5.5.1 Required Data for Forecasting TWS
The GRACE-TWS data used in this section is derived from the monthly DDK2-filtered (Kusche
et al., 2009) GRACE data (GFZ RL04) covering August 2002 to May 2011. The missing solutions
of January 2003, 2004, May 2003, and December 2008 were not interpolated. For comparisons,
monthly DDK2 filtered TWS anomalies from WGHM (Döll et al., 2003) covering the years 2003
to 2010 were used. The RMS of GRACE-TWS changes showed a strong mass anomaly over
Lake Volta, which is likely due to level changes of the reservoir (RMS is not shown here). This
anomaly was removed from GRACE fields before applying ICA. For details of the performed
preprocessing, we refer to Forootan et al. (2014b).
SST data consisted of 1◦ × 1◦ Reynolds data from 2002 to 2012
(http://www.esrl.noaa.gov/psd/data/ gridded/data.ncep.oisst.v244.html). Similar to Omondi
et al. (2012), the SST data over three major ocean basins including the Atlantic Ocean box
(-66◦ to 13◦ E and -20◦ to 31◦ N), the Pacific Ocean box (159◦ to 275◦ E and -30◦ to 19◦ N) and
the Indian Ocean box (34◦ to 114◦ E and -50◦ to 1◦ N) are extracted and subjected separately
to further analysis. For rainfall, Version 7 of the TRMM-3B42 products (Huffman and Bolvin,
2012) covering 2002 to 2012 (http://mirador.gsfc.nasa.gov/) was used.
5.5.2 Methodology of Statistical Forecasting
ICA
On the ground of numerical efficiency, it is recommended to use a dimension reduction method
before constructing the mathematical relationship between predictors and predictands. This is
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done here by applying TICA (Section 4.1) to the available data sets. In the following, the ‘TICA’
is abbreviated to ‘ICA’. We assume that GRACE-TWS fields (in mm), after removing their
temporal mean, are stored in a matrix XTWS = XTWS(t, s), where t is the time, and s stands
for spatial coordinate (grid points). Applying ICA (Forootan and Kusche, 2012), XTWS are
decomposed into spatial and temporal components as
XTWS = YjVTj , (5.6)
where Yj stores the j dominant unit-less temporally independent components of TWS changes,
and Vj contains the corresponding spatial maps in its columns. Similarly, the centered maps of
rainfall over West Africa XRainfall and SST over the major oceans XSST are separately decom-
posed using the ICA decomposition as
XSST or Rainfall = Uj′BTj′ , (5.7)
where Uj′ stores the j′ dominant unit-less temporally independent components of SST or rainfall
changes, and B′j contains their corresponding spatial maps in its columns. Different indices j and
j′ in Eqs. (5.6) and (5.7) are used to indicate that the number of retained modes from different
data sets are not necessarily the same. The index j′ can also be different for the selected ocean
basins or the rainfall data. Selecting a proper subset (j or j′) was addressed in Section 3.5.1.2,
while error estimation of the independent modes was addressed in Section 4.8. Applying Eq. (5.6)
to different length of GRACE-TWS data showed that the spatial patterns of Vj is relatively
stable. This means that, for instance, the spatial patterns (Vj) derived from 10 years of the data
do not differ significantly from those derived from 8 or 12 years of data. Therefore, for building
the forecasting model, one can link the ICs of the predictor data sets (all columns of Uj′ derived
from SSTs and TRMM-rainfall) to individual ICs of the predictand (each column of Yj in Eq.
(5.6)). Finally, Vj of TWS will be used to reconstruct the forecasting maps as XˆTWS = YˆjVTj ,
where Yˆj is the output of the forecasting model.
Autoregressive Model with Exogenous Variables (ARX)
To forecast ICs of TWS changes, an Autoregressive Model with Exogenous Variables (ARX)
process is used, which describes the relationship between the current and previous values of an
output and the values of inputs. In this case, the ARX model is formulated as a multiple-inputs
(ICs of SST and rainfall all together) and single-output (each IC of TWS) model (Ljung, 1987)
by
y(t) +
na∑
i=1
aiy(t− i) =
m∑
q=1
nb∑
l=1
bq,luq(t− kq − (l − 1)) + ξ(t), (5.8)
where y represents a particular independent temporal evolution of TWS, i.e. y(t), t = 1, . . . , n,
represent a column of Yj in Eq. (5.6). In Eq. (5.8), na is the order of the ARX model with respect
to the predictand, uq(t), q = 1, · · · ,m, and t = 1, . . . , n, are ICs of SSTs and rainfall from Uj′ in
Eq. (5.7), while m is the number of predictors. The order of the ARX model with respect to the
predictors is nb, and kq denotes the number of time-steps before the q’th input (predictor) affects
the output y, known as the dead time of the system. Finally, ξ is a white-noise disturbance value.
The coefficients of the ARX models ai, i = 1, · · · , na, and bq,l, q = 1, · · · ,m, and l = 1, · · · , nb,
have to be derived in the ‘simulation’ step, using both predictand and predictors (Ljung, 1987).
Once the coefficients are computed, in the forecasting step, only the predictors (ICs of SST and
rainfall) are used to estimate the values of TWS changes after the simulation period.
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In the literature simulation or ‘training step’ (see e.g., Ljung, 1987) is performed under the
assumption that the output and inputs up to the time t = tn − 1 are known. Furthermore, the
outputs and exogenous values on the right hand side of Eq. (5.8) are not stochastic. To avoid
negative indices, one might consider the observations y(t) = [y(t), y(t − 1), · · · , y(c)]T , where
c = max(na, nb) + max(kq) + 1. Equation (5.8) is expanded as
y =

−y(t− 1) · · · −y(t− na) uq(t− kq) · · · uq(t− kq − nb + 1)
−y(t− 2) · · · −y(t− na − 1) uq(t− kq − 1) · · · uq(t− kq − nb)
...
...
...
...
...
...
−y(c− 1) · · · −y(c− na) uq(c− kq) · · · uq(c− kq − nb + 1)


a1
...
ana
bq,1
...
bq,nb

+ Ξ(t),
(5.9)
q = 1, · · · ,m and Ξ(t) = [ξ(t), ξ(t− 1), · · · , ξ(c)]T . Equation (5.9) can be re-written compactly
as
y(t) = Φ(t)Θ + Ξ(t), (5.10)
leading to the least squares estimation of the ARX system coefficients as
Θˆ =
(
Φ(t)TΦ(t)
)−1
Φ(t)T y(t). (5.11)
The quality of the fit (η) can be assessed by computing the signal-to-noise ratio as
η = 1− y(t)
TΦ(t)Θˆ
y(t)Ty(t)
. (5.12)
The residual of fitting the ARX model (Ξˆ(t) = [ξˆ(t), ξˆ(t− 1), · · · , ξˆ(c)]T ) are estimated as
Ξˆ(t) = y(t)−Φ(t) Θˆ. (5.13)
In the forecasting step, based on Θˆ =
[
aˆ1 . . . aˆna bˆq,1 bˆq,2 · · · bˆq,nb
]T
, when the inputs uq(t) are
known, one can predict the output yˆ(tn) at time tn using
yˆ(tn) = −
na∑
i=1
aˆiy(tn − i) +
m∑
q=1
nb∑
l=1
bˆq,luq(tn − kq − (l − 1)). (5.14)
To estimate the uncertainty of the ARX model in Eq. (5.8), we used Monte Carlo sampling, in
which several realizations of the ICs (described in Section 4.8) were numerically generated. By
inserting them into Eq. (5.8) and fitting ARX models, an error assessment of the fitted model
up to the time tn was performed. For error estimation of the forecast (the ARX value at time
tn + 1 and later), however, one should compute an accumulated error since there is no observed
value for the output y at time tn + 1 and later.
5.5.3 Numerical Results over West Africa
Statistical Decomposition Results
The two leading ICs of GRACE-TWS changes and the corresponding ICs of SST and rainfall
changes are summarized in Figs. 5.22 and 5.23. For brevity, from those ICA results applied on
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SST and rainfall data, only some selected temporal patterns are shown in Fig. 5.23. The first inde-
pendent mode of GRACE-TWS represents the annual water variability over West Africa, where a
damping of the signal magnitude can be seen in the year 2005 (temporal IC1 of GRACE-TWS).
From the spatial pattern of IC1 GRACE-TWS, it is visible that the dominant concentration of
annual variability appears over the tropic and coastal regions. IC2 of GRACE-TWS contains
inter-annual variations of TWS along with periodic components with ∼ 3 and 5 years period.
Nicholson (2000) also found a similar period in rainfall variations over West Africa. For compar-
isons, WGHM-TWS was projected on the spatial independent patterns of GRACE-TWS. The
derived temporal amplitudes of WGHM-TWS are shown along with the ICs of GRACE-TWS
in Fig. 5.22. The results showed a good agreement between the annual variability detected by
GRACE solutions and WGHM-TWS. For the inter-annual time-scale, however, a large difference
appears between what GRACE-TWS represents over West Africa and what WGHM simulates
(see IC2 of TWS in Fig. 5.22). Further research will need to address the cause of these differences.
Temporal pattern of IC 2 GRACE GFZ-TWS
Temporal pattern of IC 1 GRACE GFZ-TWS
ICA decomposition of GRACE GFZ-TWS
Spatial pattern of IC 1 GRACE Spatial pattern of IC 2 GRACE
Figure 5.22: Temporal ICA decomposition of GRACE-TWS changes over West Africa (counted as
predictands). For comparisons, WGHM-TWS changes are projected on the spatial patterns of IC1 and
IC2. The results are presented along with temporal ICs of GRACE-TWS. The variance fraction of each
independent mode is also presented.
ICA applied to SST changes over the three oceanic basins shows that the first two independent
modes of surface temperature are related to the annual variability of SST (IC1 and IC2 in
Fig. 5.23 (a,b, and c)). Over the Atlantic, for instance, IC1 and IC2 are related to the annual
dipole structure, which are also very much correlated with IC1 of GRACE-TWS. The correlation
between IC1-Atlantic SST and IC1 GRACE-TWS is 0.81 with a lag of 0 month, and between
IC2-Atlantic SST and IC1 GRACE-TWS, it is 0.89 with a lag of 2 months. A damping of the
annual amplitude in the year 2005 is seen for IC2-Atlantic SST, whereas a similar damp is also
seen in IC1 of GRACE-TWS. This result confirms that the recent annual variability of TWS
over West Africa is related to the Atlantic ocean-atmospheric interactions, reflected in the SST
data (Mohino et al., 2011). IC3 of SST changes over the Atlantic and Indian Oceans represent
semi-annual variability (not shown here), while IC3-Pacific SST represents the ENSO pattern:
the IC3-Pacific SST was compared with the monthly ENSO pattern (shown by SOI) provided
by the Australian Bureau of Meteorology. The results show a high correlation of 0.84 confirming
that the pattern is physically meaningful (IC3 in Fig. 5.23 (b)). A significant correlation of 0.68
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( a) ICA of SST-Atlantic Ocean
( b ) ICA of SST-Pacific Ocean
( c ) ICA of SST-Indian Ocean
Smoothed IODSmoothed IC 4
Smoothed SOISmoothed IC 3
( d ) ICA of rainfall-West Africa
Figure 5.23: An overview of selected temporally independent patterns derived by applying the Temporal
ICA method to the predictors (i.e. SST changes over the (a) Atlantic, (b) Pacific and (c) Indian Ocean
basins, as well as (d) rainfall changes of West Africa). The variance fraction, that each of the ICs represents,
is also presented above each graph. Uncertainties are derived from using the approach in Section 4.8 and
shown with the error-bars (see the details in Forootan et al., 2014b).
was also found between IC2 of TWS and SOI, revealing a relationship between West African
TWS changes and ENSO.
IC4-Indian SST (IC4 in Fig. 5.23 (c)) follows the Indian Ocean Dipole (IOD) pat-
tern (Cai et al., 2011). Comparing the extracted IC4-Indian SST to the IOD in-
dex derived from the Japan Agency for Marine-Earth Science and Technology
(http://www.jamstec.go.jp/frcgc/research/d1/iod/HTML/Dipole%20Mode%20Index.html)
shows a correlation of 0.73. It should be mentioned here that modes derived by ICA show higher
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correlations with the ENSO and IOD indices, derived from independent data, rather than those
derived by PCA (results based on PCA are not shown here).
Finally, four independent modes were extracted from TRMM-rainfall data, from which IC1-
TRMM and IC2-TRMM were related to the annual rainfall variability with 3 months phase
differences (Fig. 5.23 (d)). In the year 2005, a damping of the signal magnitude can be seen
in IC2-TRMM, which is less pronounced than that of IC2-Atlantic SST. IC3-TRMM and IC4-
TRMM represent the semi-annual rainfall variations. A lag of 2 months was found between the
ICs of rainfall and those of TWS. The complete results of the Temporal ICA decomposition of
SST and rainfall data are presented in Forootan et al. (2014b).
Statistical Forecasting Results
To compute the best-fitting ARX model, we inserted the first 72 months of each individual IC
of GRACE-TWS (IC1 and IC2 of GRACE-TWS in Fig. 5.22) and the first 72 months of all
temporal ICs of SST and rainfall (12 ICs of Fig. 5.23 and 3 other ICs that are not shown here)
in Eq. (5.8). Before performing the training step, the values of January 2003, 2004, May 2003
and December 2008 were excluded from the inputs (ICs of SSTs and rainfall) to synchronize
them with those ICs of GRACE-TWS. The optimum na and nb were found experimentally by
varying them between one to three and for kq between zero to three, then running the ARX
simulation step (Eq. (5.8)). Higher orders for na and nb were not considered in order to have
the model as simple as possible. For kq, previous studies found a delay of up to three months
between SST-rainfall and TWS changes. The coefficients for each ARX model Θˆ were computed
using Eq. (5.11).
The numerical results, from the simulation of both IC1 and IC2 of GRACE-TWS, show that an
ARX model with na=1 and nb=3 provides the best fit; then, the residuals also pass the normality
test. The fit criterion, here, is the RMS of differences between the simulated TWS values from
the ARX process and the ICs of GRACE-TWS (Eq. (5.12)). Two sets of kq corresponding to the
simulations of the IC1 and IC2 of GRACE-TWS are reported in Table 5.2. The simulation results
(Fig. 5.24) show that the ARX models provide a fit of 93% and 83% for simulating IC1 and IC2 of
GRACE-TWS, respectively. The simulation fit of ARX corresponding to IC2 is, however, lower
than that of IC1 since its temporal pattern appears much more complicated than the annual
pattern in IC1. Therefore, it might have not been fully captured by the predictors (see Fig. 5.24).
Having ARX models derived for IC1 and IC2 of GRACE-TWS, the predictor values after the
72’th month alone were used to forecast the ICs of GRACE-TWS. The values of the forecast
were derived from Eq. (5.14), and their uncertainties evaluated using the Monte Carlo approach
(see also Forootan et al., 2014b). Results of the forecast along with their uncertainties are shown
in Fig. 5.24 (a and b). The fit of the forecast for IC1 GRACE-TWS, when compared to the
observed GRACE-TWS values, after one year was 79%, while after two years it was reduced to
62%. As Fig. 5.24 (a) also shows, after two years, the magnitude of uncertainty is quite large. This
indicates that the proposed approach is reliable for forecasts of up to about two years. Figure
5.24 (b) shows that the fit of the forecast for IC2 of GRACE-TWS after one year is reduced to
67%. After two years, a fit of 56% was found. Comparing projected values of WGHM-TWS (gray
lines in Fig. 5.22) with the ICs of GRACE-TWS (black lines), during the first year of forecast,
we found a fit of 78% for the annual and a reduced fit of 53% for the inter-annual pattern. This
result indicates that the TWS output of the proposed statistical method is closer to the observed
GRACE-TWS changes over West Africa, when compared to hydrological modeling.
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IC1 IC2 IC3 IC4 IC1 IC2 IC3 IC1 IC2 IC3 IC4 IC1 IC2 IC3 IC4
SST SST SST SST SST SST SST SST SST SST SST TRMM TRMM TRMM TRMM
Atlantic Atlantic Atlantic Atlantic Pacific Pacific Pacific Indian Indian Indian Indian West West West West
Ocean Ocean Ocean Ocean Ocean Ocean Ocean Ocean Ocean Ocean Ocean Africa Africa Africa Africa
kq related to 1 0 2 1 0 3 1 1 0 1 0 0 3 3 1
IC1 of GRACE-TWS
kq related to 1 0 1 1 0 0 1 1 0 1 0 1 3 1 3
IC2 of GRACE-TWS
Table 5.2: Time delays kq derived from simulation of IC1-GRACE and IC2-GRACE. The values are
in month and denote the number of time-steps before each predictor (ICs of SSTs and TRMM-rainfall)
affect the output (each individual ICs of GRACE).
In order to assess the robustness of the performed forecast with respect to the training period, a
backward simulation and forecast were performed in Forootan et al. (2014b). The results showed
a fit similar to the forward forecast. For reason of brevity, the backward results are not presented
here.
ARX-TWS
IC of GRACE-TWS (used for simulation)
IC of GRACE-TWS (used for evaluation) Uncertainty
Simulation and forecast result of IC 1 GRACE-TWS
Simulation and forecast result of IC 2 GRACE-TWS
Simulation Period Forecast
Simulation Period Forecast
Figure 5.24: Results of simulations and forecasts of IC1 and IC2 of GRACE-TWS (Fig. 5.22), using the
ARX models (shown by black-lines). Figure 5.24 (a-top) represents the results for IC1 of GRACE-TWS
while using the ICs of SST and TRMM-rainfall as indicators. Figure 5.24 (a-bottom) shows the uncertainty
of the forecast on top. Figure 5.24 (b-top) represents the same results as (a) but corresponding to IC2 of
GRACE-TWS. Figure 5.24 (b-bottom) indicates the uncertainty of the forecast on top. For simulation,
the first 72 months of TWS are used (shown in dark-gray). TWS values after the 72’th month are then
used for evaluating the forecasts (shown in light-gray). The temporal patterns in this figure are unit-less.
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5.5.4 Summary and Discussion of the Forecast Results
In this section, a new statistical multivariate seasonal forecasting approach was introduced, which
can be used to forecast TWS changes over West Africa. It is of interest to develop statistical
approaches rather than physical models because the simplified physical equations in the latter
prevents an accurate estimation of TWS changes (see also Grippa et al., 2011). The proposed
ICA/ARX approach does not directly simulate the complex physical process of ocean-land-
atmosphere over West Africa, but instead, it statistically learns the relationships between the
main physical processes of the region (such as teleconnections and the soil-precipitation feedback)
and uses it to predict TWS changes. The successful implementation of the ICA/ARX approach
relies on the proper selection of TWS indicators and avoiding over-parametrization of the model,
data quality, as well as a learning phase, which has to reflect the relationships between predictors
and predictands. To investigate this issue, we performed a numerical validation, which showed
that the seasonal forecast of TWS is close to TWS that is actually measured by GRACE. We also
applied a numerical uncertainty assessment to account for the sampling errors and data noise.
Our results showed that the TWS forecast of ICA/ARX is valid to forecast TWS in a period of
up to about two years.
It is worth mentioning here that since the proposed method is trained on the GRACE products,
it provides relatively coarse resolution TWS maps. The approach also assumes that the spatial
pattern of TWS changes remains stationary within the two years of the forecast. Before applying
this approach to other regions, one should analyze whether this assumption holds for different
time frames. In fact, for West Africa, the large-scale interactions between ocean and atmosphere
are the major climate driver. Subsequently, selecting SST as the indicator of TWS seems to be
logical. For implementing this approach to other study areas, one might revisit the meaningfulness
of the indicators. Another issue is that the training of the ARX model was performed based on
six years of data. Since SST and rainfall are available for a longer period (e.g., for TRMM, after
1998), one could use TWS outputs of models for the time before October 2002 and extend the
training period. Addressing the impact of such extension in terms of the quality of the ARX
coefficients and the consistency of the model-derived TWS changes with those of GRACE is,
however, out of scope of this section. Regarding the numerical results, one might conclude that
the presented statistical method could be helpful for filling the current data gaps of the GRACE
products and a possible gap period between GRACE and its follow-on mission at least over West
Africa.
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6. Conclusion and Outlook
This research was motivated by a main research question:
‘how can statistical signal separation methods be used to explore information from GRACE inte-
grated observations?’.
To answer this question, a number of detailed questions were defined that mainly focused on the
mathematical formulations of statistical decomposition techniques. After introducing GRACE
data and its processing steps to derive accurate total water storage (TWS) values in Chapter
2, a variety of second order statistical decomposition methods such as the Principal Compo-
nent Analysis (PCA) also called Empirical Orthogonal Function (EOF), and its extensions were
introduced in Chapter 3. The assumptions within each method were addressed and it was math-
ematically investigated how these methods can be used to reduce the high dimensionality of
the available data sets. In Chapter 4, the Independent Component Analysis (ICA) approach
was introduced as a higher order statistical technique to extract information underlined in the
GRACE-derived time-variable TWS signals. In Chapter 5, the applicability of the introduced sta-
tistical approaches to decompose time series of TWS changes were investigated via simulations
and several real case studies. In the following, the main conclusions and outlooks are presented.
6.1 Conclusion
Relationships between the Second and Higher Order Statistical Methods
From the introduced statistical decomposition methods in Chapters 3 and 4 the use of ICA is quite
recent in geophysical studies, thus, the number of research papers and dissertations are limited.
Most of the available references looked at the ICA problem in the Blind Source Separation (BSS)
context. Therefore, connecting the decomposition formulations, usually used for the second order
methods in Chapter 3, and the ‘source’ and ‘mixing/de-mixing’ components that are introduced
in the BSS context (Chapter 4) was not properly investigated prior to this study. Therefore, we
followed Comon (1994a), Aires et al. (2002), Hannachi et al. (2009), and Forootan and Kusche
(2012), by introducing the ICA approach as a rotation extension of PCA (see Section 4.1).
Then, the algebraic relationships between the second order and higher order statistical signal
decomposition techniques were introduced. The concept of source and mixing/de-mixing was
defined with respect to both second and higher order statistical information.
Incorporation of the higher-order statistical moments in the decomposition procedure originated
from the Rotated EOF techniques (REOF) (Richman, 1986, Hannachi et al., 2007). In Section
3.2, we showed that the common criteria of VARIMAX and QUARTIMAX (Kaiser, 1958) are
related to the variance of the squared rotated components, indicating that higher-order statistical
moments can be useful to enhance interpretation of the decomposition results. In Chapter 4, we
discussed the benefit of using the independence criterion as a stronger statistical assumption
(compared to orthogonality) within the separation process. We found that the ICA approach
considerably mitigates the clustering behaviors that usually occur after application of the second
order statistical decomposition techniques.
Estimation of the Statistical Independence
Among the ICA criteria, we found those based on the diagonalization of higher order cumulants
being more straight forward and computationally efficient to be used for decomposing the non-
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Gaussian time-variable gravimetry data than those ICA methods based on entropy (Section
4.5.4). As for the joint diagonalization of the fourth-order cumulant tensor (Section 4.5.1), used
in this study, we mathematically proved that the ICA algorithm perfectly separated an unknown
mixture of a linear trend and sinusoids, under the assumption that the length of data sets is
infinite (Forootan and Kusche, 2013).
Identifying non-stationary patterns in TWS time series is important to better understand dy-
namical changes within the water cycle. Therefore, we applied a Hilbert transformation to include
information about the rate of change of the original data sets in the decomposition procedure.
Then, the ICA algorithm, based on the diagonalization of the fourth-order cumulant tensor (Fo-
rootan and Kusche, 2012, 2013), was extended to a complex case (Section 4.5.3). The method
was accordingly called ‘Complex ICA’. Finally, required mathematical formulations to compute
non-stationary spatial and temporal components (extracted by Complex ICA) were presented.
Various approaches were also introduced to test the significance of the components. To apply
most of these methods, however, one has to assume that observations are randomly sampled from
a certain population. In this thesis, we chose a resampling approach that seems to be appropriate
since it needs fewer prior assumptions about the distribution of random variables (observations).
Therefore, the sampling problem, caused by the limited time span of data sets, is better taken
into account by numerically repeating the decomposition procedure.
Applications of the Second and Higher Statistical Techniques
From an application point of view, we found that the decomposition results derived from each of
the introduced methods are more representative than a simple parametric decomposition of TWS
series into a trend map and maps of annual, semiannual and certain aliasing contributions would
show. The latter method always relies on a simple a priori model of temporal behavior, which
disregards inter-annual or episodic features as ‘residuals’. In contrast, PCA and ICA approaches
always contain the full temporal information, and smoothing or compression of information hap-
pens by disregarding spatial patterns of apparently less significance.
The geometrical property of PCA was found to be very useful since the covariance matrix of any
subset of retained PCs is always diagonal. PCA also captures the dominant part of the variance in
the data set when the components are ordered with respect to the descending magnitude of sin-
gular values. From an interpretation point of view when the components are treated individually,
however, the PCA method can also be misleading since it combines many of the actually separate
signals into its retained components (see Section 5.1.1). In those cases, alternative approaches
(such as ICA) are more reasonable.
Among the introduced methods, what makes the ICA approach interesting to be applied for
decomposing non-Gaussian geophysical observation, was the hypothesis in Chapter 4 that states:
independent physical processes most likely generate statistically independent source signals that
are superimposed in e.g., the GRACE time-variable observations. Therefore, decomposing them
into maximally statistically independent components leads to base-functions that are physically
at least more representative than others based on orthogonality only (Forootan and Kusche,
2012). For applications that look at each separated components individually (Fenoglio-Marc,
2001, Rieser et al., 2010), or those aiming at separating GRACE and other data into signals
from different compartments (Schmeer et al., 2012, Rietbroek, 2014), therefore, the independent
components derived from the ICA decomposition seem to be better suited than PCA or other
ordinary extensions. In Section 5.1, within a variety of simulations with known input signals and
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artificially generated noise, one could see that the ICA-derived components were much closer
to the optimal decomposition when compared to PCA and its VARIMAX-rotated extension.
Although theoretically one cannot know what the true decomposition of TWS into its source
signals is, these results provided confidence that the ICA method is a useful tool to separate
complex signals.
An application of ICA to explore real GRACE time-variable products was shown in Chapter 5.
Other examples can also be found in, e.g., Omondi et al. (2013a) who applied ICA to extract
the main independent behavior of water storage changes over the Greater Horn of Africa and
related them to the climate condition of the region. Applications of ICA to extract information
from GRACE-derived TWS products over Australia, Iran, and the Nile Basin were shown by
Forootan et al. (2012, 2014c) and Awange et al. (2014), respectively. Forootan et al. (2014b)
proposed a forecasting framework to combine the ICA and autoregressive methods and predict
West Africa’s TWS changes based on remotely sensed rainfall changes of the region and sea
surface temperature changes over the tropical oceans (see also Section 5.5).
Considering orthogonal rotation matrices to formulate Spatial ICA and Temporal ICA in Section
4.3, we demonstrated that always one set of ICA components remains orthogonal (i.e. temporal
components in Spatial ICA and spatial components in Temporal ICA) while the other set being as
statistically independent as possible. This property was found practically beneficial since in some
applications. For example in Forootan et al. (2014c), Temporal ICA was applied to extract better
interpretable independent temporal patterns of terrestrial and surface water storage changes.
Then, their corresponding orthogonal spatial patterns were used as base-functions in a Least
Squares Adjustment (LSA) procedure to partition GRACE-TWS changes (see also Section 5.4).
Obviously, retaining the orthogonality of the spatial components (in Temporal ICA) mitigate
numerical problems while performing the least squares inversion.
In a recent study, Boergens et al. (2014) applied the Spatio-temporal ICA (StICA) and the
Temporal ICA techniques, which were formulated based on the entropy criterion (Hyvärinen,
1999b) to identify patterns of gravity changes over North America and the African continent.
Their results indicated a slightly better separation performance of StICA compared to those of
Temporal ICA. The StICA technique is slightly different from the Spatial ICA and Temporal
ICA introduced in this thesis. StICA searches for the patterns in the data set that contain small
dependences in space and time. Therefore, the StICA-derived patterns are not strictly indepen-
dent with compared to the ICs derived from the introduced Spatial ICA and Temporal ICA
techniques. In practice, however, the results of StICA might be easier to interpret since in reality
there exist small dependences between different spatial, as well as between different temporal
source signals. For example, one can consider that two regions exhibit similar TWS changes
but with slightly different time latencies. Thus, their temporal changes would be statistically
correlated. An application of the Temporal ICA to separate TWS changes over these two areas
results to a clustered behavior as it was shown in the simulation study of Section 5.1.3. One
might argue that in such cases a trade off between the mutual independence of the spatial and
temporal patterns (as provided by StICA) likely mitigates the clustered behavior. However, it is
worth mentioning that after application of StICA, both of the StICA-derived spatial and tempo-
ral components are not anymore orthogonal. Furthermore, StICA maximizes the independence
of sources over space and time, without necessarily producing independence in either space or
time. Therefore, in case of comparable outcomes, we recommend the use of either Temporal or
Spatial ICA due to the mentioned computational and statistical benefits.
To extract patterns with propagating nature, the Hilbert Complex EOF (Section 3.4) and Com-
plex ICA (Section 4.5.3) algorithms are preferred over the decomposition methods that work
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based on lagged information such as the Extended EOF (EEOF) approach (Section 3.3) or
Conventional Complex EOF. The application of the Hilbert transform does not require the pre-
definition of a temporal lag that is required, e.g., in the EEOF method. This was illustrated in
Sections 5.1.3 and 5.2, where Complex ICA was respectively used to indicate the spatial and
temporal amplitude of a simulated as well as real GRACE-derived El Niño pattern and its phase
propagations.
6.2 Outlook
Improvements in the ICA Algorithm
The uncertainty estimation technique, introduced in this thesis, has the potential to be im-
proved by sampling techniques that generate random numbers while considering the second
and/or higher order statistical relationships between components (e.g., Preisendorfer et al., 1981,
Preisendorfer, 1988). Another approach would be realized from a bootstrapping approach in a
Bayesian framework, which creates new data sets through reweighting the initial data (Rubin,
1981). A common problem also occurs in the joint diagonalization of the fourth-order cumulant
tensor, where the entries of the tensor might be biased due to the limited time span of observa-
tions. This will be investigated in a Bayesian framework by simulating samples of the common
eigenstructure of the tensor and estimate these uncertainties.
The ICA criterion, based on joint diagonalization, has been generalized by, e.g., Moreau (2001)
to include a variety of higher order cumulants. Such extension, however, should be applied to
GRACE time series with care since adding more cumulants requires the computation of more
statistical moments from the length-limited time series, which itself introduces uncertainty. A
rigorous investigation of such extensions will be addressed in future research.
The joint diagonalization problem was solved in this thesis using a Jacobi eigenvalue algorithm
(Cardoso and Souloumiac, 1993). The computational load of this approach is extensive when
the number of modes is too big. Thus, a tuned optimization algorithm such as a faster gradient
decent technique will be considered in future.
Future Applications
The Temporal and Complex ICA techniques were applied to extract the El Niño pattern from
time series of GRACE-TWS changes. The El Niño pattern, however, might be different in the
compartments of TWS (such as soil moisture and groundwater) or in the fluxes (such as precipita-
tion and evapotranspiration) because of their different response mechanisms to the phenomenon.
A consistent extraction of the El Niño pattern from TWS changes, storage compartments, and
fluxes is an ongoing research.
The possibility of using ICA to reduce a combination of the spectral and spatial leakage was
shown in the regional simulation case (Section 5.1.2). Our results in Section 5.3 indicated that
the Spatial ICA method can successfully separate mass anomalies with a distinct spatial patterns,
even though the temporal characteristics represent quite a similar behavior. However, when the
positions of spatial anomalies are considerably close to each other this application might be
limited. Defining a suitable measure to indicate which types of anomalies can be separated by
applying this approach needs further research.
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In Section 5.4, a statistical approach was introduced to partition GRACE-TWS changes into
terrestrial and surface water storage changes, as well as groundwater storage changes (Forootan
et al., 2014c). Uncertainty estimation of such partitioning will be addressed in future studies.
The results of statistical partitioning will be compared to the studies that directly account
for the storage contribution of different compartments (Longuevergne et al., 2010, Landerer
and Swenson, 2012), as well as the outputs of hydrological models after their assimilation and
calibration with GRACE products (Schumacher, 2012).
A framework via combination of ICA and low-degree Autoregressive Model with Exogenous
Variables (ARX) models was introduced in Section 5.5 to statistically forecast TWS changes
(Forootan et al., 2014b). Forecast skills of the proposed approach might be improved by applying
the Complex ICA approach. Relating complex components in the ARX models needs further
research.
Statistical signal decomposition approaches, introduced in this study, have the potential to be
used for downscaling of GRACE-derived TWS fields by identifying empirical links between large-
scale patterns of TWS changes (predictors) and local model-derived storage variations (the pre-
dictand). Such extensions will be assessed in future researches.
.
.
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