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FREDHOLM NOTIONS IN SCALE CALCULUS AND HAMILTONIAN FLOER
THEORY
KATRIN WEHRHEIM
ABSTRACT. We give an equivalent definition of the Fredholm property for linear operators
on scale Banach spaces and introduce a nonlinear scale Fredholm property with respect to
a splitting of the domain. The latter implies the Fredholm property introduced by Hofer-
Wysocki-Zehnder in terms of contraction germs, but is easier to check in practice and holds
in applications to holomorphic curve moduli spaces. We demonstrate this at the example
of trajectory breaking in Hamiltonian Floer theory, using a setup that can also be specified
to Morse theory.
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1. INTRODUCTION
Scale calculus was developed by H. Hofer, K. Wysocki and E. Zehnder as part of polyfold
theory, which provides an analytic framework for the study of moduli spaces of pseudo-
holomorphic curves. Roughly speaking, such moduli spaces are (compactifications of)
sets of equivalence classes of smooth maps which satisfy the Cauchy-Riemann equation,
where two maps u and v are equivalent provided there exists a holomorphic automorphism
φ of the domain such that u = v ◦ φ. Since these spaces are studied for almost complex
structures, there is no readily available algebraic framework, so that they instead are viewed
as solution spaces to a nonlinear PDE, modulo a reparametrization action by a usually finite
dimensional Lie Group. The fundamental analytic difficulty in this setup is that Fredholm
theory for the Cauchy-Riemann operator requires a Banach space completion of the space
of smooth maps, while reparametrizations do not act differentiably in any known Banach
completion (see §2 and [FFGW, MW]).
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The novel approach of polyfold theory to this issue is to replace the classical notion
of differentiability in Banach spaces by a new notion of scale differentiability on scale
Banach spaces, which allows for a natural framework of a scale of Sobolev spaces (a se-
quence indexed by the differentiability of the maps), in which reparametrizations act scale
smoothly. The resulting scale calculus for scale manifolds is rich enough to establish a
regularization theorem for suitably defined scale Fredholm sections with compact zero set,
which allows to associate cobordism classes of smooth manifolds to e.g. compact moduli
spaces of pseudo-holomorphic curves which contain no nodal curves. To deal with the
latter, polyfold theory introduces a second fundamentally new concept – generalizing the
local models for Banach manifolds to images of scale smooth retractions. More details
on polyfold theory can be found in [HWZ1, HWZ2, HWZ3, HWZ4, HWZ8], the surveys
[H1, H2, FFGW], and its first application to Gromov-Witten theory in [HWZ5].
This note aims to shed some light on the abstract linear and nonlinear Fredholm theory
on scale Banach spaces, which obviously are crucial ingredients of the abstract regulariza-
tion approach provided by polyfold theory. In particular, our goal is to explain at examples
how the classical Fredholm property of elliptic PDE’s in many cases directly implies a
scale Fredholm property – at least in the absence of singularities such as nodes. We give
a quick overview of the basic definitions of scale calculus in §2 in order to fix notation
and make this note (with the exception of the proofs and §5) self-contained. In particular,
we introduce the notion of a norm scale on an infinite dimensional vector space, which
– by completion – is the source of all scale Banach spaces. §3 discusses the notion of a
linear Fredholm operator on scale Banach spaces, as warmup for the nonlinear theory. We
introduce a simpler definition, demonstrate why it is naturally satisfied by elliptic opera-
tors, and prove that it is equivalent to the definition in [HWZ1]. As core of the paper, §4
then introduces a simpler nonlinear Fredholm property with respect to a splitting in Def-
inition 4.3, which in practice will be given by splitting off a finite dimensional space of
gluing parameters from an infinite dimensional function space. We show in Theorem 4.5
that this Fredholm property implies the Fredholm property based on a contraction germ
normal form that is introduced in [HWZ2]. We moreover explain in Remark 4.2 the need
for a separate nonlinear Fredholm notion in scale calculus, whereas the classical notion of
a nonlinear Fredholm map is given simply by requiring continuous differentiability and the
linear Fredholm property for the linearized maps (at zeros).
Finally, §5 uses the example of Hamiltonian Floer theory to demonstrate the strength of
our simplified nonlinear Fredholm notion and polyfold theory in general. While we defer
the global setup in terms of retractions and fillings to [HWZ6], we give a complete proof of
the Fredholm property for Floer’s perturbed Cauchy-Riemann operator near a broken Floer
trajectory in Theorem 5.4. Combined with the abstract transversality and implicit function
theorem for polyfolds in [HWZ2], this Fredholm property replaces the entire transversal-
ity and gluing techniques in the classical construction of Hamiltonian Floer theory in the
absence of bubbling, as developed by Floer [F1]. It even provides a smooth structure with
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boundary and corners on perturbations of the compactified moduli spaces of Floer trajec-
tories.1
For readers who are not familiar or interested in Floer theory, this last section can also
be read as polyfold setup for Morse theory, although the Morse-Witten moduli spaces do
not require polyfold technology for regularization; see e.g. [Sc1, W1].
Acknowledgements: This note was inspired by questions arising in the work with Joel
Fish, Roman Golovko, and Oliver Fabert on [FFGW], and was supported by NSF grant
DMS 0844188 and the Institute for Advanced Studies. Peter Albers, Nate Bottman, Helmut
Hofer, Jiayong Li, Dusa McDuff, and Chris Policastro provided helpful discussions and
detection of a number of gaps in earlier versions. The presentation was also improved by
two very helpful referee reports.
2. SOME BASIC SCALE CALCULUS
We begin with a new definition, which in practice is applied to spaces of smooth maps
to give rise to scale Banach spaces.
Definition 2.1. A norm scale on a vector space F is a sequence (‖ · ‖k)k∈N0 of norms on
F such that for each k > j the identity map
idF : (F, ‖ · ‖k) −→ (F, ‖ · ‖j)
is continuous and compact. That is,
• there is a constant Ck,j such that ‖f‖j ≤ Ck,j‖f‖k for all f ∈ F ,
• the ‖ · ‖k-ball
{
f ∈ F
∣∣ ‖f‖k < 1} has compact closure in (F, ‖ · ‖j).
Recall here that precompactness (i.e. compactness after closure) of the ‖ · ‖k-unit ball
implies precompactness of all other ‖ · ‖k-bounded subsets in the ‖ · ‖j-topology. Since
all norms on a finite dimensional vector space are complete and equivalent, there is no
nontrivial example of a norm scale on a finite dimensional vector space. The following list
provides the first two nontrivial examples together with the scale Banach spaces that result
from completion in each scale, as formally introduced in Definition 2.2.
• The Ck-norms (‖ · ‖Ck)k∈N0 are a norm scale on F = C∞(S1). The ‖ · ‖Ck-completions
of C∞(S1) then form the scale Banach space
F =
(
F
‖·‖k)
k∈N0
=
(
Ck(S1)
)
k∈N0
.
• The W k,p Sobolev-norms (‖ · ‖W k,p)k∈N0 are a norm scale on F = C∞(S2,Cn) for any
1 ≤ p ≤ ∞, n ≥ 1. The ‖·‖W k,p-completions of C∞(S2,Cn) then form the scale Banach
space
F =
(
F
‖·‖k)
k∈N0
=
(
W k,p(S2,Cn)
)
k∈N0
.
For the rest of this section we follow [HWZ1] – with some convenient tweaks of notation
– in developing the basic language of scale calculus.
1 The boundary stratification of this regularization arises from trajectory breaking exclusively; sphere
bubbling yields interior codimension 2 strata. This reduces the challenge of constructing Floer homology to
the combinatorial issue of ordering the choice of perturbations on different moduli spaces so that they can
be made coherent with “gluing identifications” of the boundary strata with fiber products of previous moduli
spaces.
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Definition 2.2 ([HWZ1] 2.1). A sc-Banach space E = (Ek)k∈N0 is a Banach space
(E, ‖ · ‖) together with an sc-structure (Ek, ‖ · ‖k)k∈N0 , which consists of a sequence of
linear subspaces Ek ⊂ E, each equipped with a Banach norm ‖ · ‖k, such that the follow-
ing holds.
(i) We have (E, ‖ · ‖) = (E0, ‖ · ‖0) as Banach space.
(ii) For each k > j there is an inclusion of subspaces Ek ⊂ Ej , and the inclusion map
(Ek, ‖ · ‖k)→ (Ej, ‖ · ‖j) is continuous and compact.
(iii) The subspace E∞ :=
⋂
k∈N0
Ek ⊂ E is dense in each (Ek, ‖ · ‖k).
Remark 2.3. The natural and in fact unique sc-structure on a finite dimensional vector
space E is the trivial sc-structure (Ek = E)k∈N0 . In particular, for n ∈ N we denote
by Rn and Cn the real and complex Euclidean spaces with standard norm and trivial sc-
structure.
At this point, the reader unfamiliar with scale calculus can get familiarized with the
concept by checking that the completions with respect to a norm scale always form an sc-
Banach space; in particular so do the examples above. Next, the prototypical examples of
scale smooth but not classically differentiable maps are the reparametrization actions in the
above examples.
• The translation action on functions with domain S1 := R/Z,
τ : R× C0(S1)→ C0(S1), (s, f) 7→ f(s+ ·)
has directional derivatives at points (s0, f0) ∈ R×C1(S1), but the derivative ddh
∣∣
h=0
(f0+
hF )(s0 + hS) = S f˙0(s0 + ·) + F (s0 + ·) in direction (S, F ) is not well defined for
f0 ∈ C
0(S1)rC1(S1).
Moreover, τ is in fact nowhere classically differentiable.2 However, the restriction of
τ to R × Ck+1(S1,R) → Ck(S1) is continuously differentiable for any k ∈ N0. In fact,
τ is sc∞ if we equip C0(S1) with the sc-structure (Ck(S1))k∈N0 . Its differential is
D(s0,f0)τ(S, F ) = S f˙0(s0 + ·) + F (s0 + ·).
(This example uses the product R×E of an sc-Banach space with the trivial sc-structure
on R, given by the scales (R×Ek)k∈N0 ; c.f. Remark 3.3 below.)
• The reparametrization action by the group of Mo¨bius transformations PSL(2,C) on
S2 = CP1,
θ : PSL(2,C)×W k,p(S2,Cn)→W k,p(S2,Cn), (φ, u) 7→ u ◦ φ
has directional derivatives at (φ0, u0) ∈ PSL(2,C) ×W k+1,p(S2,Cn) but is differen-
tiable only as map PSL(2,C)×W k+1,p(S2,Cn)→W k,p(S2,Cn).
However, θ is sc∞ on the sc-Banach space
(
W k,p(S2,Cn)
)
k∈N0
. (This example uses
a scale structure on the nonlinear space PSL(2,C), which is defined via local charts of
this Lie group in C3.)
2 The directional derivative in any fixed direction (S, F ) ∈ R × C0(S1) exists since uniform continuity
of F guarantees maxs∈S1
∣∣F (s + h) − F (s)∣∣ → 0 as h → 0. However, the unit ball in C0(S1) is not
equicontinuous, so that differentiability on the normed space, sup‖F‖C0=1maxs∈S1
∣∣F (s+ h)− F (s)∣∣→ 0
as h→ 0, fails.
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Definition 2.4 ([HWZ1] 2.3, 2.4, 2.13).3 Let E,F be sc-Banach spaces and let Φ : U → F0
be a map defined on an open subset U ⊂ E0.
(i) Φ is scale continuous (sc0) if the restrictions Φ|U∩Em : Em → Fm are continuous for
all m ∈ N0;
(ii) Φ is scale differentiable if it is sc0 and for every x ∈ U ∩ E1 there exists a bounded
linear operator DΦ(x) : E0 → F0 such that
sup
‖h‖E1=~
~−1
∥∥Φ(x+ h)− Φ(x)−DΦ(x)h∥∥
F0
−→
~→0
0
and DΦ(x)Em ⊂ Fm whenever x ∈ U ∩ Em+1.
(iii) If Φ is scale differentiable then its tangent map is the map
TΦ : TE|U → TF, (x, h) 7→ (Φ(x),DΦ(x)h),
defined on the open subset TE|U := (U ∩ E1) × E0 of the sc-Banach space TE :=
(Em+1 × Em)m∈N0 , mapping to TF := (Fm+1 × Fm)m∈N0 .
(iv) Φ is k-fold continuously scale differentiable (sck) for k ≥ 1 if it is scale differen-
tiable and its tangent map TΦ : TE|U → TF is sck−1;
(v) Φ is scale smooth (sc∞) if it is sck for all k ∈ N0.
Finally, for reference in the nonlinear Fredholm theory, we introduce a germ-like notion
of scale smoothness at a point.
Definition 2.5. Let E,F be sc-Banach spaces and let Φ : U → F0 be a map whose domain
is an open set U ⊂ E0. Then Φ is scale smooth at e0 ∈ U ∩E∞ (or sc∞ at e0) if for every
k ∈ N0 there exists a neighbourhood Uk ⊂ U of e0 such that Φ|Uk is sck.
3. FREDHOLM PROPERTY FOR LINEAR OPERATORS
We give a new definition of the Fredholm property for linear maps on scale Banach
spaces, which in Lemma 3.6 we show to be equivalent to the definition of [HWZ1].
Definition 3.1. Let E,F be sc-Banach spaces. An sc-Fredholm operator T : E → F is a
linear map T : E0 → F0 that satisfies the following.
(i) T is sc0, that is all restrictions T |Em : Em → Fm for m ∈ N0 are bounded.
(ii) T is regularizing, that is e ∈ E0 and Te ∈ Fm for m ∈ N0 implies e ∈ Em.
(iii) T : E0 → F0 is a Fredholm operator, that is it has finite dimensional kernel ker T ,
closed range T (E0), and finite dimensional cokernel F0/T (E0).
The prototypical examples of sc-Fredholm operators are elliptic operators:
• Let E :=
(
C1+k(S1)
)
k∈N0
and F :=
(
Ck(S1)
)
k∈N0
, then d
dt
: C1(S1) → C0(S1) is an
sc-Fredholm operator d
dt
: E→ F.
• The Cauchy–Riemann operator with respect to almost complex structures j on S2 and J
on Cn
∂¯J : W
1,p(S2,Cn)→ Lp(S2,Λ0,1 ⊗J C
n), u 7→ 1
2
(J ◦ du ◦ j + du)
3 Note that [HWZ1] does not explicitly define a notion of scale differentiability as in (ii), but rather groups
(ii)-(iv) for k = 1 into the definition of continuous scale differentiability sc1, which is the relevant notion for
most purposes. The purpose of our definition (ii) is to define the tangent map (iii) in maximal generality.
6 KATRIN WEHRHEIM
is an sc-Fredholm operator ∂¯J : E→ F, whereE :=
(
W 1+k,p(S2,Cn)
)
k∈N0
for 1 < p <∞,
and F :=
(
W k,p(S2,Λ0,1 ⊗J C
n)
)
k∈N0
denotes the W k,p-closures of smooth (J, j)-
antilinear Cn-valued 1-forms on S2.
The sc0-property of these operators is a formalization of the fact that linear differen-
tial operators of degree d are bounded as operators between appropriate function spaces
with a difference of d in the differentiability index. The regularizing property is an ab-
stract statement of elliptic regularity. Finally, the elliptic estimates for an operator and its
dual generally hold on all scales similar to the boundedness, which implies the Fredholm
property on all scales. Our sc-Fredholm notion formalizes the fact that one can obtain the
Fredholm property of elliptic operators on all scales from their elliptic regularity together
with the Fredholm property on a fixed scale, see Lemma 3.5. The sc-Fredholm notion in
[HWZ1] is based on the following notion of direct sums in scale Banach spaces.
Definition 3.2 ([HWZ1] 2.5.). Let E be an sc-Banach space. Two linear subspaces X, Y ⊂
E0 split E as an sc-direct sum E = X ⊕sc Y if
(i) both X and Y are closed and carry scale structures X ∩ Em resp. Y ∩ Em;
(ii) on every level m ∈ N0 we have a direct sum Em = (X ∩ Em)⊕ (Y ∩ Em).
If E = X ⊕sc Y then we call Y the sc-complement of X .
Remark 3.3 ([HWZ2] Glossary). There is a natural product notion E × F for sc-Banach
spaces, such that E × F = (E × {0}) ⊕sc ({0} × F). The sc-product E × F of two sc-
Banach spaces E,F is the Cartesian product E × F with the scale structure (E × F )k :=(
Ek × Fk, ‖ · ‖Ek + ‖ · ‖Fk
)
.
Definition 3.4 ([HWZ1] 2.8.). Let E,F be sc-Banach spaces. A sc-Fredholm operator
T : E→ F is a linear map T : E0 → F0 that satisfies the following.
(i) The kernel ker T is finite dimensional with sc-complement E = ker T ⊕sc X .
(ii) The image T (E0) has a finite dimensional sc-complement F = T (E0)⊕sc C.
(iii) The operator restricts to an sc-isomorphism T |X : X → T (E0).
Before proving equivalence of the two sc-Fredholm notions, we show that sc-Fredholm
operators in the first sense are in fact Fredholm on each scale (as are the latter – a simple
consequence of the sc-direct sums).
Lemma 3.5. If T : E → F is sc-Fredholm in the sense of Definition 3.1, then the restric-
tions T |Em : Em → Fm are Fredholm for m ∈ N with kernel and cokernel
ker T |Em = ker T ⊂ E∞,
Fm
/
T (Em)
∼= F0
/
imT ,
where the latter isomorphism is induced by the inclusion Fm ⊂ F0. In particular, the
Fredholm index of T |Em is the same on any scale m ∈ N0,
ind(T ) = ind(T |Em) = dimker T − dim
(
Fm/
T (Em)
)
.
Proof. Due to the embedding Em ⊂ E0, the kernel of T |Em is ker T ∩ Em, i.e. finite
dimensional since it is a subspace of the kernel ker T ⊂ E0 that is finite dimensional by the
Fredholm property of T : E0 → F0 given by (iii). In fact, the regularization property (ii)
for 0 ∈ F∞ implies ker T ⊂ E∞, so that ker T ∩ Em = ker T for all m ∈ N0.
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Next, we will show that T (Em) ⊂ Fm is closed, although this will also follow from
finite dimensionality of the cokernel. For that purpose we need to consider any sequence
ei ∈ Em which has converging images T (ei) → f∞ in the Fm-topology, and show that
f∞ ∈ T (Em). Indeed, then closedness of T (E0) ⊂ F0 from the Fredholm property (iii)
implies f∞ = T (e′) for some e′ ∈ E0, and we have T (e′) = f∞ ∈ Fm since it is the limit
of a sequence in Fm, hence the regularization property (ii) implies that e′ ∈ Em and hence
f∞ = T (e
′) ∈ T (Em) by the boundedness of T |Em given by the sc0 property (i).
The last part of this argument also says that the regularizing property (ii) together with
the boundedness (i) imply T (Em) = T (E0) ∩ Fm. Hence the inclusion Fm ⊂ F0 induces
an injection of cokernels Fm/
T (Em)
→֒ F0/
T (E0)
, of which the latter is finite dimensional by
(iii). This proves that T |Em also has finite dimensional cokernel, and hence is Fredholm as
claimed. In fact, since Fm ⊂ F0 is dense, the image of the injection of cokernels must also
be dense. But in finite dimensions that means equality, as claimed. 
Lemma 3.6. Let E,F be sc-Banach spaces, then a linear map T : E0 → F0 is sc-Fredholm
by Definition 3.1 iff it is sc-Fredholm by Definition 3.4.
Proof. Given the splittings (iii) in Definition 3.4, the finite dimensional summands are nec-
essarily contained in the “smooth” intersection of all scales, ker T ⊂ E∞ and C ⊂ F∞,
since otherwise e.g. C ∩ F∞ would be a proper subspace of C, which in finite dimen-
sions contradicts the density axiom for sc-Banach spaces. Next, any sc-Fredholm op-
erator T in the sense of by Definition 3.4 is regularizing by [HWZ1, Prop.2.9], that is
T (E0)∩Fm = T (Em). Together with ker T ⊂ E∞ this indeed implies T−1
(
T (E0)∩Fm
)
⊂
Em. Moreover, each restriction T |Em can be viewed as an operator between the direct
sums T |Em : ker T ⊕ (X ∩ Em) → T (Em) ⊕ C, where by (iii) the further restriction
T |X∩Em : X ∩ Em → T (Em) is an isomorphism. Since ker T and C are finite dimen-
sional, this implies that T |Em is classically Fredholm, and hence T is sc-Fredholm as per
Definition 3.1.
Conversely, given an sc-Fredholm operator T as in Definition 3.1, we have ker T ⊂ E∞
by the regularizing property, and this kernel is finite dimensional by the Fredholm property
of T |E0. Then [HWZ1, Prop.2.7] provides an sc-complement E = ker T ⊕sc X , that is
X ∩Em is a topological complement for ker T ⊂ Em for each m ∈ N0. Next, T (E0) ⊂ F0
is closed and of finite codimension by the Fredholm property of T |E0 , hence has a finite
dimensional topological complement in F0. Then [HWZ1, Lemma 2.12] provides a finite
dimensional subspace C ⊂ F∞ with F0 = T (E0)⊕ C. We claim that this in fact yields an
sc-direct sum
(1) F = T (E0)⊕sc C.
To check this we first ensure that T (E0) ∩ Fm defines an sc-structure on T (E0). In-
deed, by the regularizing property we have T (E0) ∩ Fm = T (Em), which is closed by
Lemma 3.5, and hence inherits a Banach space structure from Fm. Now the embed-
ding T (Em) →֒ T (Em+1) is compact since it is a restriction of the compact embedding
Fm ⊂ Fm+1. Moreover, T (E0) ∩ F∞ = T (E∞) is dense in every T (Em) since E∞ ⊂ Em
is dense and T : Em → Fm is continuous. Thus we have a scale structure on T (E0), along
with the trivial scale structure (Cm = C)m∈N0 on C. It remains to check that the direct sum
isomorphism ΠT (E0) ×ΠC : F0 → T (E0)× C, given by continuous projection maps, is in
fact an sc-isomorphism. On the finite dimensional space C all norms are equivalent, so the
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continuity of ΠC : F0 → C ⊂ F0 and Fm ⊂ F0 implies continuity of ΠC : Fm → C ⊂ Fm,∥∥ΠCf∥∥Fm ≤ Cm∥∥ΠCf∥∥F0 ≤ CmC‖f‖F0 ≤ CmCC ′m‖f‖Fm ∀f ∈ Fm.
Now this implies continuity of ΠT (E0)|Fm = IdFm − ΠC |Fm . Hence we have established
(1), that is, C ⊂ Fm is a topological complement of T (Em) = T (E0) ∩ Fm for each
m ∈ N0. Finally, the restriction T |X : X → T (E0) is an sc-isomorphism since on every
level T : X ∩ Em → T (Em) is the restriction of a Fredholm operator to a map between
the complement of the kernel and the image. This proves that T is also sc-Fredholm in the
sense of Definition 3.4. 
4. FREDHOLM PROPERTY FOR NONLINEAR MAPS
The notion of a nonlinear Fredholm map on scale Banach spaces is not obtained by
adding “sc-” in appropriate places to the classical definition of Fredholm maps, but requires
tweaking to ensure an implicit function theorem for sc-Fredholm maps with surjective lin-
earization. The latter is usually proven by means of a contraction property of the map in a
suitable reduction. Since the contraction will be iterated to obtain convergence, it needs to
act on a fixed Banach space rather than between different levels of a scale Banach space.
In classical Fredholm theory, this contraction form follows from the continuity of the dif-
ferential in the operator norm, whereas the differential of a scale smooth map is generally
continuous only as operator between different levels. Hofer-Wysocki-Zehnder solve this
issue by making the contraction property a part of the definition of Fredholm maps. How-
ever, this raises the question of how this property can be proven for a given map. It turns
out that in practice, this “contraction germ normal form” is established by proving classi-
cal continuous differentiability of the map in all but finitely many directions and the scale
Fredholm property for this partial derivative. We will formalize this approach in an alter-
native definition of the nonlinear Fredholm property, which is stronger than the following
definition from [HWZ2], but is easier to check in practice.
Throughout we restrict our discussion to the Fredholm property at the zero vector 0 ∈ E
in a scale Banach space. However, by a simple shift this provides the general Fredholm
notion in polyfold theory.
Definition 4.1 ([HWZ2] 3.64). Let Φ : E → F be a sc∞ map between sc-Banach spaces
E,F. Then Φ is scale Fredholm at 0 if the following holds:
(i) Φ is regularizing as germ: For every m ∈ N0 there exists ǫm > 0 such that Φ(e) ∈
Fm+1 and ‖e‖Em ≤ ǫm implies e ∈ Em+1,
(ii) Φ has a contraction germ normal form in sc-coordinates, that is:
• There is an open sc-embedding h : U → Rk ×W (i.e. an sc∞ map to an open subset
with sc∞ inverse) for some neighbourhood U ⊂ E0 of 0, some k ∈ N0, and some
sc-Banach space W, such that h(0) = (0, 0).
• There is a germ of strong bundle isomorphism G = (ge : F → Rℓ ×W)e∈U i.e. a
family of linear bijections ge : F0 → Rℓ ×W0 for some ℓ ∈ N0 so that for i = 0, 1
4 This definition is not explicitly given in [HWZ2]. It is obtained from the definition of an M-polyfold
Fredholm section of a strong bundle as the special case of the section f(e) = (e,Φ(e)) in the trivial bundle
E × F → E with trivial splicing (hence no filler is involved). The reference sc+ section s : U → F will be
given by e 7→ G
(
e,Φ(0)
)
, and is sc+ due to the strong sc-smoothness of G and Φ(0) ∈ F∞.
FREDHOLM NOTIONS IN SCALE CALCULUS AND HAMILTONIAN FLOER THEORY 9
the map
G :
(
(Em ∩ U)× Fm+i
)
m∈N0
→
(
Rℓ ×Wm+i
)
m∈N0
, (e, f) 7→ ge(f)
restricts to scn maps on neighbourhoods Un ⊂ U of 0 for every n ∈ N0.
• The transformed map is of the form
G ◦
(
Φ− Φ(0)
)
◦ h−1 : (v, w) 7→
(
A(v, w), w − B(v, w)
)
,
where A : Rk ×W → Rℓ is sc∞ and B : Rk ×W → W is a contraction germ:
For every m ∈ N0 and θ > 0 there exists ǫm,θ > 0 such that for all v ∈ Rk and
w1, w2 ∈W with |v|Rk , ‖w1‖Wm, ‖w2‖Wm ≤ ǫm,θ we have
(2)
∥∥B(v, w1)− B(v, w2)∥∥Wm ≤ θ‖w1 − w2‖Wm
In classical Fredholm theory, the above contraction germ normal form exists automati-
cally for a continuously differentiable map whose differential at 0 is Fredholm. The fol-
lowing remark explains this in detail and explores the failure of the analogous statement
for scale smooth maps with sc-Fredholm differential.
Remark 4.2 (Comparison with classical nonlinear Fredholm property). Suppose that Φ :
E → F is a sc∞ map whose differential DΦ(0) : E → F is Fredholm, and let W ⊂ E
be a complement of its kernel. Then by Definition 2.4 (ii) of the differential we have
Φ(h) = Φ(0)+DΦ(0)h+R(h) with ‖R(h)‖0 ≤ ǫ(‖h‖1)‖h‖1 for a function ǫ : R+ → R+
with lim~→0 ǫ(~)→ 0.
Moreover, let g = ι−1 ⊕ DΦ(0)−1 : F → Rℓ ×W be the isomorphism induced by the
direct sum F = ι(Rℓ) ⊕ DΦ(0)(W) for a choice of complement ι : Rℓ →֒ F of the image
of DΦ(0). Then, writing h = v + w ∈ kerDΦ(0)⊕W we obtain
g
(
Φ(v + w)
)
= g
(
Φ(0)
)
+
(
ι−1
(
prι(Rℓ)R(v + w)
)
, w − B(v, w),
)
where B(v, w) := −DΦ(0)−1
(
prDΦ(0)W R(v + w)
)
is a contraction with respect to shifted
scales from W1 to W0. That is, given θ > 0 we have∥∥B(v, w1)− B(v, w2)∥∥W0 ≤ θ‖w1 − w2‖W1
for ‖v + w1‖E1 , ‖w1 − w2‖W1 sufficiently small. Indeed, Φ : E1 → F0 is classically
continuously differentiable by [HWZ4, 2.1], so that the mean value inequality for v +
w1, v + w2 ∈ E1 gives for some t ∈ [0, 1]
R(v + w1)−R(v + w2) = Φ(v + w1)− Φ(v + w2) + DΦ(0)(w2 − w1)
=
(
DΦ
(
v + w1 + t(w2 − w1)
)
−DΦ(0)
)
(w1 − w2).
The continuity of the differential DΦ : E1 → L(E1, F0) then gives∥∥DΦ(v + w1 + t(w2 − w1))− DΦ(0)∥∥L(E1,F0) ≤ θ
for ‖v + w1 + t(w2 − w1)‖E1 ≤ ‖v + w1‖E1 + ‖w2 − w1‖W1 sufficiently small. This
proves the above shifted contraction property, and if Φ : W0 → W0 was classically con-
tinuously differentiable, then the same estimates would hold with W1 replaced by W0, thus
establishing a contraction. In the scale differentiable case the analogous estimates can be
established on all scales – providing contractions from Wm+1 to Wm. However, this shift
prevents iteration arguments such as the proof of Banach’s fixed point theorem – crucial
part of the implicit function theorem.
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Delving a little deeper into scale differentiability, recall that by [HWZ4, 2.1] Φ restricts
to classically C1 maps Em+1 → Fm for all m ∈ N0, and moreover its differentials extend
to bounded linear maps in L(Em, Fm), which however depend continuously only on Em+1
in the weak sense of continuity of the map
(3) Em+1 × Em → Fm, (x, e) 7→ DΦ(x)e.
Again considering the mean value inequality for v, w1, w2 ∈ E1,
R(v + w1)−R(v + w2) =
(
DΦ
(
v + w1 + t(w2 − w1)
)
−DΦ(0)
)
(w1 − w2),
note that if x 7→ DΦ(x) is not just continuous in the sense of (3), but in the operator
topology as map Em+1 → L(Em, Fm), which is the case in many applications, then B
satisfies the contraction property (2) on the Wm-scale for ‖v‖Wm+1 , ‖w1‖Wm+1 , ‖w2‖Wm+1
sufficiently small. However, this shift in norms still prevents us from applying Banach’s
fixed point theorem to the equation w = B(v, w) since closed Wm+1-balls are not complete
in the Wm-norm.
The discussion of this remark shows that an implicit function theorem for maps with
surjective differential only follows from standard techniques if Φ : Em → Fm is C1 in
the standard sense. However, for Cauchy-Riemann operators, this stronger differentiability
will fail as soon as Em contains gluing parameters which act on functions by reparametriza-
tion. This, however, is usually the only source of non-differentiability, and after splitting
off a finite dimensional space of gluing parameters one deals with classical C1-maps on all
scale levels. If their differential would depend continuously on the gluing parameters in
the operator topology, then the linear transformation of Remark 4.2 would bring Φ into the
contraction germ normal form that is required for Φ to be sc-Fredholm. In applications, this
is generally not quite the case, but some weaker continuity still holds and suffices to find a
nontrivial bundle isomorphism into a contraction germ normal. This motivates the follow-
ing definition, which is just slightly stronger than the definition via contraction germs, but
should be more intuitive for Cauchy-Riemann operators in the presence of gluing. In fact,
in practice the Fredholm property is implicitly proven via this stronger differentiability, see
e.g. [HWZ7, Thm.8.26], [HWZ5, Prop.4.8], and Remark 4.4 below. Here we denote open
balls centered at 0 in a level Em of a scale space by
BEmr :=
{
e ∈ Em
∣∣ ‖e‖m < r} for r > 0.
Definition 4.3. Let Φ : E → F be a sc∞ map between sc-Banach spaces E,F. Then Φ is
sc-Fredholm at 0 with respect to the splitting E ∼= Rd × E′ if the following holds.
(i) Φ is regularizing as germ, that is for every m ∈ N0 there exists ǫm > 0 such that
Φ(e) ∈ Fm+1 and ‖e‖Em ≤ ǫm implies e ∈ Em+1.
(ii) E ∼= Rd × E′ is an sc-isomorphism and for every m ∈ N0 there exists ǫm > 0 such
that Φ(r, ·) : BE
′
m
ǫm → Fm is differentiable for all |r|Rd < ǫm.
Moreover, the differential DE′Φ(r0, e0) : E′ → F, e 7→ ddtΦ(r0, e0+te)|t=0 in direction
of E′ has the following continuity properties for any fixed m ∈ N0:
a) For r ∈ BRdǫm the differential operator BE
′
m
ǫm → L(E
′
m, Fm), e 7→ DE′Φ(r, e) is con-
tinuous, and the continuity is uniform in a neighbourhood of (r, e) = (0, 0). That is,
for any δ > 0 there exists 0 < ǫm,δ ≤ ǫm such that for all (r, e) ∈ BRdǫm,δ × BE
′
m
ǫm,δ we
have∥∥DE′Φ(r, e)h−DE′Φ(r, e′)h∥∥Fm ≤ δ‖h‖E′m ∀‖e′ − e‖E′m ≤ ǫm,δ, h ∈ E ′m.
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b) For sequences Rd ∋ rν → 0 and eν ∈ BE′m1 with
∥∥DE′Φ(rν , 0)eν∥∥Fm−→ν→∞ 0 there
exists a subsequence such that
∥∥DE′Φ(0, 0)eν∥∥Fm −→ν→∞ 0.
(iii) The differential DE′Φ(0, 0) : E′ → F is sc-Fredholm as in Definition 3.1. Moreover,
DE′Φ(r, 0) : E
′
0 → F0 is Fredholm for all |r|Rd < ǫ0, with Fredholm index equal to that
for r = 0, and weakly regularizing, i.e. kerDE′Φ(r, 0) ⊂ E ′1.
Remark 4.4. We can compare the above definition with the analytic properties of the
Cauchy-Riemann operator in the Gromov-Witten case, from which [HWZ5] deduces its
polyfold Fredholm property. The regularizing property (i) in both Definitions 4.1 and 4.3 is
proven in [HWZ5, Prop.4.17]. Then conditions that imply the contraction germ form (ii) in
Definition 4.1 are abstractly stated in [HWZ5, Prop.4.26] and proven in [HWZ5, Prop.4.23,
4.25]. (This only came to our attention after completion of this work.)
The differentiability in all but finitely many directions (ii) in Definition 4.3 is the sec-
ond bullet of [HWZ5, Prop.4.23], but not explicitly assumed in [HWZ5, Prop.4.26]. The
continuity in (ii-a) corresponds to [HWZ5, Prop.4.25] and [HWZ5, Prop.4.26 (3)]. The sc-
Fredholm property at (0, 0) in (iii) is also required by the first bullet of [HWZ5, Prop.4.23]
resp. [HWZ5, Prop.4.26 (1)], which moreover requires the sc-Fredholm property with the
same index for all sufficiently small (r, e). The latter is stronger than our classical Fred-
holm, index, and regularization conditions for small (r, 0), but follows from (iii) together
with the differentiability (ii) and the techniques of §3. Conversely, the regularization prop-
erty (in fact, in the stronger version of (ii) in Definition 3.1) holds in general for linear
sc-Fredholm operators by Lemma 3.6 or [HWZ1, Prop.2.9].
It remains to compare the continuity in (ii-b) of Definition 4.3 with the third bullet
of [HWZ5, Prop.4.23] resp. [HWZ5, Prop.4.26 (2)]. The special case of K = {0},
(aν , vν) = rν → 0 and zν = 0 in the latter is exactly the assertion in our setting that
a subsequence of eν converges in Em. This then implies (ii-b) due to the continuity of
Rd×E ′m → Fm, (r, e) 7→ DE′Φ(r, 0)e. On the other hand, condition (ii-b) implies this spe-
cial case of [HWZ5, Prop.4.23] due to the estimate arising from injectivity of DE′Φ(0, 0) on
a complement of its finite dimensional kernel. The general case of DE′Φ(rν , kν)− zν → 0
for nontrivial kν ∈ K ⊂ E′, rν → r∞, or ‖zν‖Fm+1 ≤ 1 is not a direct consequence of our
conditions. However, a germ version for (rν , kν) → 0 might follow from the contraction
germ property.
Using the weak continuity properties of the partial differential in all but finitely many
directions, we can extend the techniques of Remark 4.2 to obtain a contraction germ normal
form for maps that are sc-Fredholm with respect to a splitting, and thus prove that they are
essentially sc-Fredholm operators. Note here that in applications of the scale Fredholm
theory, e.g. the implicit function theorem of polyfold theory, the contraction germ property
is necessary only from some fixed scale onwards, so that Newton iteration can be performed
on each sufficiently high scale to find a smooth solution set in the subset of “smooth points”
of the polyfold.
Theorem 4.5. Let Φ : E → F be a sc∞ map that is sc-Fredholm at 0 with respect to
a splitting E ∼= Rd × E′. Then it satisfies all conditions of Definition 4.1 except for the
contraction (2) for m = 0. In particular, Φ|E1 : (Em)m∈N → (Fm)m∈N is sc-Fredholm at 0
w.r.t. the induced scale structures on E1 ⊂ E0 and F1 ⊂ F0.
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Proof. Since DE′Φ(0, 0) is sc-Fredholm, Lemma 3.6 provides sc-direct sums
E′ = kerDE′Φ(0, 0)⊕scW, F = imDE′Φ(0, 0)⊕sc C,
with W = (Wm := W0 ∩ Em)m∈N0 and a finite dimensional subspace C ⊂ F∞.
Denote by ΠC : F→ C and Π⊥C := idF−ΠC : F→ imDE′Φ(0, 0) the sc0 projections to
the factors, then we claim that for small ǫ′0 > 0 we obtain isomorphisms
(4) Π⊥C ◦DE′Φ(r, 0)|W0 : W0
∼=
−→ imDE′Φ(0, 0) ∀|r|Rd ≤ ǫ
′
0
satisfying uniform estimates for all m ≥ 1 with some ǫ′m > 0,
(5) ‖w‖Wm ≤ Cm
∥∥Π⊥C DE′Φ(r, 0)w∥∥Fm ∀|r|Rd ≤ ǫ′m, w ∈ Wm.
Both hold by construction for r = 0, so our claim is that, for a possibly larger constant Cm,
they continues to hold for |r|Rd ≤ ǫ′m sufficiently small. Note moreover that – due to the
finite codimensional restrictions in domain and target and the Fredholm condition (iii) on
the map Φ – we are dealing with sc-operators of Fredholm index
indΠ⊥C ◦DE′Φ(r, 0)|W0 = indDE′Φ(r, 0)− dimker DE′Φ(0, 0) + dimC
= indDE′Φ(0, 0)− dimker DE′Φ(0, 0) + dim
F0
imD
E′Φ(0,0)
= 0.
Hence for the isomorphism property (4) is suffices to prove injectivity on W0; which fol-
lows directly from the estimate (5) for m = 1 and the weak regularization property in Defi-
nition 4.3 (iii). So it remains to prove (5) for r 6= 0. For that purpose consider by contradic-
tion sequences rν → 0, ‖wν‖Wm = 1 for a fixed m ∈ Nwith ‖Π⊥C DE′Φ(rν , 0)wν‖Fm → 0.
Since ΠC is a bounded map to the finite dimensional subspaceC ⊂ F∞, on which all norms
are equivalent, we find a subsequence (again indexed by ν) so that ΠC DE′Φ(rν , 0)wν →
c∞ ∈ C converges in Fm. Together, the above imply
∥∥DE′Φ(rν , 0)wν − c∞∥∥Fm → 0.
Moreover, since Wm →֒ Wm−1 is compact, we find another subsequence so that wν →
w∞ ∈ Wm−1 converges in Wm−1 ⊂ Em−1. This means that we have (rν , 0, 0, wν) →
(0, 0, 0, w∞) converging on the k = (m − 1)-th level of the scale tangent space T(Rd ×
E′) =
(
Rd × Ek+1 × R
d × Ek
)
k∈N0
, so that sc1 regularity of Φ implies Fm−1-convergence
DE′Φ(r
ν , 0)wν → DE′Φ(0, 0)w
∞
. In particular, since Fm ⊂ Fm−1 embeds continuously,
we have DE′Φ(0, 0)w∞ = c∞ ∈ C, but since w∞ ∈ Wm−1 by construction maps to
the complement of C, this implies c∞ = 0. So we have used the scale smoothness and
injectivity of Π⊥C DE′Φ(0, 0) to strengthen the assumption to
∥∥DE′Φ(rν , 0)wν∥∥Fm → 0.
At this point we can use the continuity property (ii-b) to deduce
∥∥DE′Φ(0, 0)wν∥∥Fm → 0
for a subsequence, so that finally (5) for r = 0 implies ‖wν‖Wm → 0 in contradiction to
the assumption. This proves (5) for |r|Rd sufficiently small, in particular, it implies that
Π⊥C DE′Φ(r, 0) is an injective semi-Fredholm operator, and by the above index calculation,
it is in fact an isomorphism which proves (4).
Now an isomorphism h : E ∼= Rd × E′ →
(
Rd × kerDE′Φ(0, 0)
)
×W of the base
is given by splitting off the kernel of DE′Φ(0, 0) from E′ and adding it to the finite di-
mensional parameter space. So since the first factor Rd × ker DE′Φ(0, 0) is finite di-
mensional, we can equip it with the E0-norm and find a bounded isomorphism to some
Rk. This is an sc-isomorphism since all Em-norms restricted to the finite dimensional
kerDE′Φ(0, 0) are equivalent. Next, we obtain a bundle isomorphism G = (ge)e∈U over
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U :=
{
e ∈ E0
∣∣h(e) ∈ BRdǫ′0 × ker DE′Φ(0, 0)×W} by
G : U × F→ C ×W, (e, f) 7→
(
ΠCf ,
(
Π⊥C ◦DE′Φ(prRd(h(e)), 0)
)−1
Π⊥Cf
)
.
Here the first factor C is finite dimensional, hence sc-isomorphic to some Rℓ. Moreover,
this map has the strong sc∞ regularity as germ near {0} × F because(
BR
d
ǫ′0
× kerDE′Φ(0, 0)×Wm × Fm+i
)
m∈N0
→
(
C ×Wm+i
)
m∈N0
,
(r, k, w, f) 7→
(
ΠCf ,
(
Π⊥C ◦DE′Φ(r, 0)
)−1
Π⊥Cf
)
is independent of k, w, so that scale smoothness for i ≥ −m follows by the chain rule
since ΠC , Π⊥C are linear sc-operators and (r, f) 7→
(
Π⊥C ◦DE′Φ(r, 0)
)−1
f is a parametrized
inverse to an sc∞ map, so that the usual formula for the derivative of an inverse proves scale
smoothness. These isomorphisms transform Φ to the map
G ◦
(
Φ− Φ(0, 0)
)
◦ h−1 : Rd × ker DE′Φ(0, 0)×W → C ×W,
(r, k, w) 7→ gh−1(r,k,w)
(
Φ(r, k + w)− Φ(0, 0)
)
=:
(
A(r, k, w), w − B(r, k, w)
)
.
Here A : Rd × ker DE′Φ(0, 0)×W→ C and B : Rd × ker DE′Φ(0, 0)×W→W,
A(r, k, w) := ΠC
(
Φ(r, k + w)− Φ(0, 0)
)
,
B(r, k, w) := w −
(
Π⊥C ◦DE′Φ(r, 0)
)−1
Π⊥C
(
Φ(r, k + w)− Φ(0, 0)
)
are sc∞ by construction. So it remains to establish the contraction germ property for B for
a fixed m ∈ N and θ > 0. Note that we have
−Π⊥C DE′Φ(r, 0)B(r, k, w) = Π
⊥
C
(
Φ(r, k + w)− Φ(0, 0)− DE′Φ(r, 0)w
)
,
so that we can estimate, using the uniform bound (5),∥∥B(r, k, w1)− B(r, k, w2)∥∥Wm=W∩E′m
≤ Cm
∥∥Π⊥C DE′Φ(r, 0)B(r, k, w1)−Π⊥C DE′Φ(r, 0)B(r, k, w2)∥∥Fm
= Cm
∥∥Π⊥C (Φ(r, k + w1)− Φ(r, k + w2)−DE′Φ(r, 0)(w1 − w2))∥∥Fm
≤ C ′m
∥∥Φ(r, k + w1)− Φ(r, k + w2)−DE′Φ(r, 0)(w1 − w2)∥∥Fm
To prove the contraction germ property, let θ > 0 be given. Then we must bound the last
expression by θ‖w1−w2‖Wm for ‖(r, k)‖Rd×kerD
E′Φ(0,0)
, ‖w1‖Wm , and ‖w2‖Wm sufficiently
small. For that purpose we will use the differentiability of Φ(r, ·) : BE
′
m
ǫm → Fm for |r|Rd <
ǫm. By the triangle inequality, ‖k‖E′m , ‖w1‖E′m , ‖w2‖E′m <
1
2
ǫm guarantees that k+ λw1 +
(1− λ)w2 ∈ B
E′m
ǫm for all λ ∈ [0, 1]. Then [0, 1]→ Fm, λ 7→ Φ(r, k + λw1 + (1− λ)w2) is
continuously differentiable, and hence we have
Φ(r, k + w1)− Φ(r, k + w2)− DE′Φ(r, 0)(w1 − w2)
=
∫ 1
0
∂λΦ
(
r, k + λw1 + (1− λ)w2
)
dλ − DE′Φ(r, 0)(w1 − w2)
=
∫ 1
0
(
DE′Φ(r, k + λw1 + (1− λ)w2)− DE′Φ(r, 0)
)
(w1 − w2) dλ.
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Making use of the continuity properties of the differential in (ii-a) we may choose 0 <
ǫ′m ≤
1
2
ǫm sufficiently small so that, with the given θ > 0 and constant Cm from (5), we
obtain∥∥DE′Φ(r, k + w)−DE′Φ(r, k)∥∥L(E′m,Fm) ≤ θC′m ∀|r|Rd, ‖k‖E′m, ‖w‖E′m ≤ ǫ′m.
If we now have ‖w1‖E′m , ‖w2‖E′m ≤ ǫ′m for all λ ∈ [0, 1], then we obtain∥∥Φ(r, k + w1)− Φ(r, k + w2)−DE′Φ(r, 0)(w1 − w2)∥∥Fm ≤ θC′m‖w1 − w2‖E′m.
Recalling that the E ′0 and E ′m norms on ker DE′Φ(r, 0) are equivalent, we finally find 0 <
δm ≤ ǫ
′
m so that ‖(r, k)‖Rd×E′0 < δm guarantees |r|Rd, ‖k‖E′m ≤ ǫ
′
m. Now combining the
above yields the contraction property: Given m ∈ N and θ > 0 we found δm > 0 so that
‖(r, k)‖Rd×E′0 , ‖w1‖E′m , ‖w2‖E′m < δm implies∥∥B(r, k, w1)−B(r, k, w2)∥∥Wm
≤ C ′m
∥∥Φ(r, k + w1)− Φ(r, k + w2)−DE′Φ(0, 0)(w1 − w2)∥∥Fm
≤ C ′m ·
θ
C′m
‖w1 − w2‖E′m = θ · ‖w1 − w2‖Wm=W∩E′m
This establishes the contraction germ property for m ≥ 1 and hence shows that Φ|E1 is
sc-Fredholm at 0 in the sense of Definition 4.1. 
Remark 4.6. Conversely, in order to show that an sc∞ map Φ that is sc-Fredholm at 0 is
also sc-Fredholm at 0 with respect to a splitting, the natural choice of splitting would be
E ∼= Rk ×W, hoping that the contraction germ property for B : Rk ×W → Rk implies
differentiability in the direction of W. However, this would require a stronger notion of
contraction: For fixed m ∈ N0 we would need δm > 0 independent of θ > 0, so that
for any θ > 0 there exists ǫm > 0 so that for ‖v‖Rk , ‖w1‖Wm , ‖w2‖Wm ≤ δm we have
contraction
‖w1 − w2‖Wm ≤ ǫm =⇒
∥∥B(v, w1)−B(v, w2)∥∥Wm ≤ θ‖w1 − w2‖Wm
This, however, would imply ∂WmB ≡ 0 in the δm-neighbourhood. So there seems to be
no natural condition under which sc-Fredholm maps in the sense of Definition 4.1 are also
sc-Fredholm with respect to a splitting as in Definition 4.3.
5. FREDHOLM PROPERTY IN HAMILTONIAN FLOER THEORY
The full polyfold setup for Hamiltonian Floer theory will be a corollary of the polyfold
setup for Symplectic Field Theory in [HWZ6]. The purpose of this section is to demonstrate
the polyfold Fredholm property of Floer’s equation in the simplest setting that still captures
the main subtleties, without going into the abstract notions of polyfold bundles.5 For that
purpose we restrict our attention to a neighbourhood of a once broken Floer trajectory in a
simple geometric setting given at the beginning of §5.2. We construct an ambient polyfold
for this neighbourhood and a section with this zero set in §5.2 and §5.3, along with giving
a rough idea of the abstract notions of polyfold and scale smooth section of a polyfold
bundle. We then define the Fredholm property of the given section in terms of the sc-
Fredholm property of a local “filler” map with the same zero set, which is rigorously stated
5 We use the appropriate language of polyfold theory but aim the exposition at non-experts, who should
interpret unfamiliar terms intuitively or with the help of the one page cheat sheet [W2]. A more in-depth
introduction to this language can be found in [FFGW].
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in Theorem 5.4 . (For a more rigorous introduction to the abstract polyfold notions see
[FFGW].) Finally, we give rigorous proofs of the less conventional Fredholm conditions
(ii-a),(ii-b),(iii) of Definition 4.3 in §5.5.
The adjustments needed for general once broken Floer trajectories will be indicated in re-
marks. Moreover, the preliminary section §5.1 – which should be skipped by readers intent
on rigorous content – gives an overview of how the challenges of developing Floer theory
in general symplectic manifolds (notably arising from sphere bubbling) are addressed by
polyfold theory. In particular, we relate the classical gluing analysis to elements of the
polyfold Fredholm notion, and explain why the estimates proven in §5.5 are the key ana-
lytic ingredients for generalizing the polyfold setup for Gromov-Witten theory [HWZ5] to
Floer theory.
Readers interested in a polyfold setup for Morse theory can throughout replace “(Hamil-
tonian) Floer” by “Morse” and “Cauchy-Riemann” by “gradient flow”, and instead of the
first two paragraphs of §5.1 refer to e.g. [Sc1] for an introduction. We will then indicate
further simplifications in the series of remarks that also discusses the adjustments to general
broken “Floer-read-Morse” trajectories.
5.1. Historical context, polyfold overview, and sphere bubbling. Hamiltonian Floer
theory was introduced by Floer [F1] in the 1980s to prove the Arnold conjecture [F2] for
a class of symplectic manifolds in which energy concentration can be excluded. Textbook
treatments in such settings are [AD, Sa, Sc2].
During the 1990s, Floer theory was quickly gearneralized to all compact symplectic
manifolds, where the main challenge was to regularize the pseudoholomorphic spheres
which are the geometric result of energy concentration. However, due to the haste of the
development some foundational issues were overlooked, as discussed in [MW], and as of
2015 no general and generally understood proof seems to be published. Polyfold versions
of the two basic proof approaches in [F1] (deformation to Morse complex) and [PSS] (di-
rect isomorphism to homology) will be given in [Z] and[AFFW] but rest on the pending
polyfold Fredholm setup for SFT moduli spaces in [HWZ6]. While they, too, may not
reach general understanding, the aim of these and the present paper is to demonstrate to
non-experts how proofs based on regularization of moduli spaces can be made fully rigor-
ous in the polyfold context while still following an intuitive line of argument. As such we
ought to include sphere bubbling in the discussion of the Fredholm property.
Indeed, the compactifications of Floer’s moduli spaces will generally contain multiply
broken trajectories (parametrized by a tuple of cylinders) to which various trees of sphere
bubbles are attached. (In the Morse case, cylinders are replaced by R and sphere bubbles
are absent.) Moreover, any abstract regularization scheme such as polyfold theory must
work with compact moduli spaces.6 Thus a full polyfold setup for Floer’s moduli spaces
requires a polyfold Fredholm section whose zero set is the compactified moduli space.
While this requires the construction of a section in a global polyfold bundle, its Fredholm
property is local in the sense that we need to consider the section of a “trivial polyfold
bundle” over a polyfold chart, whose zero set is homeomorphic to a neighbourhood in the
compactified moduli space of a given multiply broken trajectory with sphere bubbles.
6The basic example of abstract regularization (not to be confused with the regularizing property in Def-
initions 3.1 and 4.3) is the fact that the Euler class of a vector bundle is represented by the zero set of any
transverse section – if this zero set is compact. See [MW, FFGW] for discussions of abstract and geometric
regularization approaches.
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Prior to polyfold theory, these neighbourhoods would be described by a gluing theo-
rem which combines classical Fredholm descriptions of the pieces – Floer trajectories
parametrized by cylinders and pseudoholomorphic spheres – modulo reparametrizations
of their domains. There are two analytic challenges in this which are also reflected in
the polyfold approach, though the overall result is different. Classical gluing provides a
homeomorphism from a fiber product of the individual moduli spaces, together with some
gluing parameters, to an open subset of the uncompactified moduli space that is considered
a neighbourhood of the broken/nodal trajectories that are being described.7 The polyfold
version of gluing provides a Fredholm section (in a new sense) whose zero set contains
both the given broken/nodal trajectories and their neighbourhood of unbroken trajectories,
thus cutting out an open subset of the compactified moduli space.
The first analytic challenge in both contexts is the lack of differentiability of the reparametriza-
tion action, which gets divided out in the moduli space (see §2 and [FFGW, MW]). In the
classical setting, this is resolved by finding perturbations of the Cauchy-Riemann opera-
tor8 that are both transverse and equivariant, so that one only has to take the quotient by
this action on the solution space, where it is smooth. In the polyfold setting, scale calcu-
lus allows to take the quotient on the general Banach space of maps. Then the Fredholm
property of the Cauchy-Riemann operator has to be proven after restriction to a local slice
of the action. Fortunately, sc-Fredholmness with respect to a trivial splitting in the sense
of Definition 4.3 can be quickly deduced from well known properties of Cauchy-Riemann
operators on appropriate Sobolev spaces of maps:
(i) The regularization property follows from elliptic regularity.
(ii) The Cauchy-Riemann operator is not just differentiable with uniformly continuous deriva-
tives, but in fact classically smooth w.r.t. appropriate Sobolev norms.
(iii) Linearized Cauchy-Riemann operators are sc-Fredholm in the setting given after Defini-
tion 3.1, i.e. they are (i) bounded between appropriate Sobolev spaces, (ii) regularizing
by elliptic regularity, (iii) classically Fredholm. All of these properties are preserved
by restriction to a local slice; notably the Fredholm property because the local slice has
finite codimension in the domain.
The second analytic challenge is the fact that broken/nodal Floer trajectories are parametrized
by different Riemann surfaces (unions of cylinders and spheres) than the nearby unbroken
Floer trajectories, whose domain is a single cylinder. Classically, this is resolved by a
pregluing construction which produces from a broken/nodal solution and choices of gluing
parameters a map from a single cylinder, which solves Floer’s equation to a small error on
those parts of its domain where pregluing interpolates between different parts of the bro-
ken/nodal solution. Then a Newton iteration – based on several subtle estimates – is used
to find a nearby exact solution. In the polyfold setting, the same analytic ingredients are
used for different purposes: The pregluing construction becomes a chart map which equips
7If the individual moduli spaces are not cut out transversely, then the construction is still possible on the
level of thickened, transversely cut out, moduli spaces. However, this requires choices of (spaces of) per-
turbations that achieve local transversality. While this local equivariant transversality can often be achieved,
the dependence on choices yields a nontrivial notion of compatibility between charts – the Kuranishi context,
which has proven to be unexpectedly topologically treacherous in the later stages of regularization [MW].
8We will use “Cauchy-Riemann operator” to refer to both the nonlinear differential operators ∂¯J given
by the anti-holomorphic part of the differential of a map and its perturbation ∂¯J,X by a Hamiltonian term in
Floer’s equation (6).
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an ambient space of the compactified moduli space with a smooth structure; see §5.2. The
estimates going into the Newton iteration are part of the sc-Fredholm property, in particular
“quadratic estimates” for varying the base point in linearizations of the Cauchy-Riemann
operator, are very similar to those required as continuity of the differential in condition (ii)
of the Definition 4.3; see §5.5.
Rather than going deeper into the polyfold context, note that both pregluing and qua-
dratic estimates are local considerations near a breaking or node. Thus we expect that a full
polyfold setup – just like a general gluing theorem – near a complicated broken and nodal
Floer trajectory can be pieced together from the setups for single breakings and nodes. That
is, the polyfold Fredholm analysis is not just local in the moduli space but also domain-local
in the sense that (most of) it can be performed by localizing to open subsets of the varying
domains of the PDE. The analysis near a node is part of the polyfold Fredholm setup for
Gromov-Witten theory in [HWZ5].9 So it remains to discuss the polyfold setup for trajec-
tory breaking at a fixed Hamiltonian orbit and the scale calculus of the Floer equation on a
cylindrical end; and both can be done in a trivialized tubular neighbourhood of the orbit.
5.2. Pregluing as polyfold chart map near broken trajectories. We consider the simpli-
fied setting of a Morse function H ∈ C∞(Cn) which induces an autonomous Hamiltonian
vector field X : Cn → Cn with nondegenerate (hence isolated) critical point 0 ∈ Crit(H).
We moreover fix an almost complex structure J ∈ C∞
(
Cn → Hom(Cn,Cn)
)
, which in-
duces a metric on Cn so that X = J∇H .
A full polyfold Fredholm description of the (always compactified) Floer moduli space
M would be a Fredholm section s : B → E of a polyfold bundle E → B whose zero set
s−1(0) ≃ M is homeomorphic to the moduli space. We localize our goal to describing a
neighbourhood s−1(0) ≃ U ⊂ M in the moduli space near a once broken Floer trajectory
from c0 to c0, broken at c0 : S1 → X, t 7→ 0.
More precisely, a broken trajectory as stipulated is a pair ([γ1], [γ2]) of solutions γ1, γ2 ∈
C∞(R× S1,Cn) modulo reparametrizations10 of Floer’s equation
(6) ∂¯J,Xγi := ∂sγi + J(γi)
(
∂tγi −X(γi)
)
= 0
w.r.t. coordinates (s, t) ∈ R× S1, with lims→±∞ γi(s, ·) = c0 and finite energy
1
2
∫
R×S1
|∂sγi|
2 + |∂tγi −X(γi)|
2 <∞.
An ǫ-neighbourhood of the broken trajectory ([γ1], [γ2]) in the Floer moduli space M con-
sists of those broken and unbroken trajectories that can be expressed as ([γ1+ ξ1], [γ2+ ξ2])
or [⊕R(γ1 + ξ1, γ2 + ξ2)] with ‖ξ1‖, ‖ξ2‖ < ǫ and R > e1/ǫ. The induced topology on
the compactified moduli space is independent of the exact choice of norm ‖ · ‖, and so is
9 In particular, [HWZ5] describes trees of spheres attached to another pseudoholomorphic curve. In our
context, the sphere trees are attached to a solution of the Floer equation, in which a zeroth order Hamiltonian
term is added to the first order Cauchy-Riemann operator. This does not affect polyfold Fredholm properties,
just as compact perturbations do not affect classical Fredholm properties.
10 Throughout, [·] denotes equivalence classes w.r.t. reparametrization by shifts inR. Since nontrivial Floer
trajectories, by unique continuation, cannot be invariant under nontrivial R-shifts, all our discussions will be
in the realm of trivial isotropy. Thus all polyfolds will be special cases of trivial isotropy, also called M-
polyfolds. The need for polyfolds in Floer theory arises only from the nontrivial isotropy of multiply-covered
sphere bubbles.
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mainly characterized by the pregluing
(7) ⊕R (ξ1, ξ2) := β · τR ξ1 + (1− β) · τ−R ξ2.
Here β ∈ C∞(R, [0, 1]) is a cutoff function with β|(−∞,−1] ≡ 1 and β|[1,∞) ≡ 0 and
τR ξ(s, t) := ξ(R+ s, t) denotes reparametrization by shifts in R direction.
Remark 5.1. Morse theory also fixes a Morse function H and a metric on Cn. Then the
gradient vector field ∇H replaces −JX throughout, and we study S1-invariant solutions
γi ∈ C
∞(R,Cn) so that (6) simplifies to ∂sγi + ∇H(γi) = 0. Now we only assume
lims→∞ γ1(s) = c0 = lims→−∞ γ2(s) to allow for nonzero (but finite) energy
∫
R
∣∣∂sγi∣∣2 =
lims→∞ γi(s)− lims→−∞ γi(s).
To describe the topology on the Floer moduli space near a general broken trajectory
([γ+], [γ−]) of a periodic Hamiltonian on a symplectic manifoldM , let c0 : S1 →M denote
the common limit c0(t) = lims→±∞ γ±(s, t). We pick identifications γ±(±s, ·)∗TM ≃
c∗0TM for large s and a metric on M , which induces an exponential map. Then for
sufficiently small ǫ > 0 (which guarantees exponential maps), an ǫ-neighbourhood of
([γ+], [γ−]) consists of ([expγ+(ξ+)], [expγ−(ξ−)]) and [expγR(⊕R(ξ+, ξ−))] for small sec-
tions ξ± of γ∗±TM and large R. Here we need a nonlinear pregluing γR(s, t), given by
γ˜±(±R + s, t) for ±s ≤ 0, where γ˜±(s, t) are reparametrizations of γ± given by γ±(s, t)
for ±s ≤ ±(e1/ǫ − 1) and c0(t) for ±s ≥ e1/ǫ. Thus pregluing (7) defines a section
⊕R(ξ+, ξ−) ∈ γ
∗
RTM .
Now our first task is to construct an ambient space B ⊂ U that contains a given ǫ-
neighbourhood U of ([γ1], [γ2]) and has some notion of smooth structure, in which we can
do Fredholm analysis. Here the core idea of polyfold theory is that pregluing ought to
provide a chart map11
(r, ξ1, ξ2) 7→
{[
⊕R(γ1 + ξ1, γ2 + ξ2)
]
;R = e1/r <∞,(
[γ1 + ξ1], [γ2 + ξ2]
)
;R = e1/r =∞,
which is a homeomorphism between an open subset of a smooth space
{r, ‖ξ1‖, ‖ξ2‖ < ǫ} ⊂ [0, 1)× C
∞(R× S1,Cn)× C∞(R× S1,Cn)
and a topological space B that contains U (with the induced relative topology identical to
the topology given by pregluing). Unfortunately, while this tentative chart map is continu-
ous, open, and surjective by construction, it fails to be injective due to two separate effects.
First, already ξi 7→ [γi + ξi] evidently maps orbits of the reparametrization R-action to
points. This can be remedied by taking a local slice in C∞(R × S1,Cn) to the R-action
as in Remark 5.2, which also rules out different shifts of ξ1, ξ2 and gluing lengths R < ∞
resulting in the same unbroken trajectory [⊕R(γ1 + ξ1, γ2 + ξ2)]. However, the second
effect is that the pregluing ⊕R(ξ1, ξ2) is independent of the values of ξ1|[R+1,∞)×S1 and
ξ2|(−∞,−R−1]×S1.
To remedy this, polyfold theory uses open subsets of not just sc-Banach spaces but also
sc-retracts (images of scale smooth retractions) as domains of chart maps. Trajectory break-
ing moreover introduces boundary, so that the smooth structure will arise from the product
11 The smooth structure on this chart near the boundary r = 0 depends on the choice of a homeomorphism
[0, ǫ) ≃ (R0,∞]. Our simplified choice r 7→ R(r) := e1/r is equivalent to the “exponential gluing profile”
r 7→ e1/r − e used in [HWZ5].
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[0, ǫ)×B of a closed interval (with natural sc-structure induced from R) and an sc-Banach
space B ⊂ C∞(R × S1,Cn) × C∞(R × S1,Cn) which we construct in §5.4. Then the
relevant scale smooth retraction12
ρ : [0, ǫ)× B → [0, ǫ)× B
(r, ξ1, ξ2) 7→
(
r , πr(ξ1, ξ2) := (⊕R ×⊖R)
−1(⊕R(ξ1, ξ2), 0)
)
arises from the family of projections πr := (⊕R × ⊖R)−1(⊕R(·, ·), 0) : B → B along
ker⊕R to the kernel of the anti-pregluing
(8) ⊖R (ξ1, ξ2) := (β − 1) · τR ξ1 + β · τ−R ξ2.
This uses the (anti-)pregluing notation⊕∞(ξ1, ξ2) := (ξ1, ξ2, 0) ∈ B×{0} and⊖∞(ξ1, ξ2) :=
0 ∈ {0}, so that ⊕R × ⊖R is an isomorphism for all R ∈ [e1/ǫ,∞]. The resulting projec-
tions πr : B→ B are pointwise continuous w.r.t. variations of r ∈ [0, ǫ) but not continuous
in any operator topology at r = 0, thus allowing for jumping images from im π0 = B to
im πr ( B having infinite codimension. This provides a polyfold chart13 for an ambient
space B˜ of the Floer moduli space M, whose image intersects M in the ǫ-neighbourhood
U ,
B := {(r, ξ1, ξ2) ∈ im ρ | ‖ξ1‖, ‖ξ2‖ < ǫ} → B˜,(9)
(r, ξ1, ξ2) 7→ [⊕R(γ1 + ξ1, γ2 + ξ2)].
Since our discussion is localized to U ⊂ M, we can use B := {‖ξ1‖, ‖ξ2‖ < ǫ} ⊂ im ρ as
ambient polyfold and move on to construct a section s : B → E whose zero set s−1(0) is
identified with U by the above chart map.
Remark 5.2. In the general setting of Remark 5.1, we need to replace addition in Cn by
the exponential map in M , resulting in particular in the replacement of ⊕R(γ+ + ξ+, γ− +
ξ−) = ⊕R(γ+, γ−) +⊕R(ξ+, ξ−) with expγR
(
⊕R(ξ+, ξ−)
)
. Apart from that, the retraction
is constructed as above since addition is well defined for the sections ξ± of γ∗±TM which
will make up the sc-space B in this setting.
Since the moduli space consists of Floer trajectories modulo R-shifts, we also have to
fix local slices. This can be done by finding codimension 1 hypersurfaces Σ± ⊂ M that
intersect γ± transversely at (0, 0) ∈ R × S1, and taking B to consist of sections (ξ+, ξ−)
that satisfy the slicing condition ξ±(0, 0) ∈ Tγ±(0,0)Σ±.
The setup for Morse theory is obtained by dropping the variable t ∈ S1 in the above
constructions. Equivalently, we may take the S1-invariant “sub-polyfold”.
5.3. Floer’s equation as polyfold bundle section, and its filling. The ǫ-neighbourhood
U ⊂ M of the broken trajectory ([γ1], [γ2]) in the Floer moduli space is given by those
equivalence classes of (pairs of) maps in the image of the chart map (9), which satisfy
Floer’s equation (6). Pulled back via the chart map, the solutions are (r, ξ1, ξ2) ∈ B that
satisfy ∂¯J,X ⊕R(γ1+ ξ1, γ2+ ξ2) = 0 resp. ∂¯J,X(γi+ ξi) = 0 for i = 1, 2 in case r = 0. To
12 The gluing profileR(r) = e1/r will be implicit in our notation throughout. This choice becomes crucial
here since it guarantees scale smoothness of ρ.
13 For a rough idea of the compatibility notion between charts and a more detailed discussion of the
retraction arising from pregluing see [FFGW, §2.1,§2.3].
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express this solution space as the zero set of a reasonable type of section
s : B →
⋃
(r,ξ1,ξ2)∈B
{(r, ξ1, ξ2)} × Er =: E , (r, ξ1, ξ2) 7→
(
(r, ξ1, ξ2), φ(r, ξ1, ξ2)
)
we must relate the fibers Er for different r ≥ 0 (whch are independent of (ξ1, ξ2)). Naively,
the fibers are E0 ≃ C∞(R×S1,Cn)×C∞(R×S1,Cn) for r = 0 but Er ≃ C∞(R×S1,Cn)
for r > 0 since the latter requires two PDEs on R×S1 to be solved. This variation in fibers
fortunately coincides with changes in the tangent spaces to the base polyfold, T(r,ξ1,ξ2)B ≃
R×ker⊖R, which are T(0,ξ1,ξ2)B = R×C∞(R×S1,Cn)×C∞(R×S1,Cn) for r = 0 and
for r > 0 via idR×⊕R are isomorphic to T(r,ξ1,ξ2)B ≃ R× C∞(R× S1,Cn). So it makes
sense to build a polyfold bundle E → B with fibers Er = ker ⊖̂R ⊂ E given by an anti-
pregluing map ⊖̂R on another sc-Banach space E ⊂ C∞(R×S1,Cn)×C∞(R×S1,Cn).14
We can define pregluing ⊕̂R and anti-pregluing ⊖̂R on E by the same expressions as in (7),
(8) to obtain an isomorphism ⊕̂R × ⊖̂R for each r ∈ (0, ǫ). Then we can rigorously define
the polyfold bundle section s : B → E above by the fiber part
φ(r, ξ1, ξ2) :=
{
(⊕̂R × ⊖̂R)
−1
(
∂¯J,X ⊕R(γ1 + ξ1, γ2 + ξ2) , 0
)
; r > 0(
∂¯J,X(γ1 + ξ1), ∂¯J,X(γ2 + ξ2)
)
; r = 0.
Now the ǫ-neighbourhood U ⊂ M in the moduli space is identified, via the chart map (9),
with the zero set s−1(0) := φ−1(0) of the section s, given by the map
φ :
⋃
r∈[0,ǫ){r} × im πr ⊃ B →
⊔
r∈[0,ǫ) im πˆr ⊂ E.
Here πˆr := (⊕ˆR×⊖ˆR)−1(⊕ˆR(·, ·), 0) is the family of projections arising from pregluing on
E. Now for appropriate sc-Banach spaces B,E one can use the chain rule in scale calculus,
together with the scale smoothness of reparametrization to check that s is a scale smooth
section, in the sense that the induced map with open domain, φ◦ρ : [0, ǫ)×B ⊃ ρ−1(B)→
E is sc∞.
Note however that φ◦ρ cannot be Fredholm in any sense since dρ has infinite dimensional
kernel on (0, ǫ)×B, given by the kernel of pregluing. More abstractly, neither the baseB nor
the bundle E are locally homeomorphic to Banach spaces, but their tangent spacesR×imπr
resp. fibers im πˆr are families of linear subspaces of the scale Banach spaces R×B resp. E,
which are parametrized by the same gluing parameter r ∈ [0, ǫ) such that “base and fiber
dimensions jump in the same way”. This is formalized by a filler Φ : ρ−1(B) → E which
has the same zero set Φ−1(0) = φ−1(0) and restricts to isomorphisms {0}×ker πr
∼
→ ker πˆr
between the complements of the fibers of TB and E . Such a filling can often be achieved
by acting on the anti-preglued map with a linearized operator – in our setting the linearized
Floer operator Dc0 ∂¯J,X at the constant trajectory c0(s, t) := c0(t) = 0. It gives rise to the
scale smooth map Φ : [0, ǫ)× B ⊃ ρ−1(B) → E given by replacing the 0 in the definition
14 The choices of B and E in §5.4 will have to be compatible to make sure that the Floer operator ∂¯J,X
takes values in the fibers of E . So if B consists of W k,p Sobolev spaces, then E will use W k−1,p, reflecting
the fact that ∂¯J,X is a first order differential operator.
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of φ with (Dc0 ∂¯J,X)⊖R(ξ1, ξ2), i.e.
(10) Φ(r, ξ1, ξ2) :=

(⊕̂R × ⊖̂R)
−1
(
∂¯J,X ⊕R(γ1 + ξ1, γ2 + ξ2)
(Dc0∂¯J,X)⊖R(ξ1, ξ2)
)
; r > 0,(
∂¯J,X(γ1 + ξ1)
∂¯J,X(γ2 + ξ2)
)
; r = 0.
Remark 5.3. In the general setting of Remark 5.1, these constructions are applied to spaces
B,E of sections ξ± of γ∗±TM , after generalizing the formulas for φ,Φ by γ± + ξ± =
expγ±(ξ±) and ⊕R(γ+ + ξ+, γ− + ξ−) = expγR(⊕R(ξ+, ξ−)).
The Morse theory setting is again obtained by dropping the variable t ∈ S1, and replac-
ing the Floer operator ∂¯J,X by ∂s +∇H . This is equivalent to restricting the bundle E and
section s : B → E to the S1-invariant “sub-polyfold” BS1 ⊂ B.
Summary: Given an ǫ-neighbourhood U ⊂ M of a broken trajectory ([γ1], [γ2]), and up
to the choice of B,E in §5.4, the above constructs three types of maps whose zero sets are
identified and homeomorphic to the given neighbourhood s−1(0) = φ−1(0) = Φ−1(0) ≃
U in the moduli space via (9). Here s : B → E is a section of a polyfold bundle and
φ : im ρ ⊃ B → E is a scale smooth map from an open subset of an sc-retract to an
sc-Banach space – notions that are at best sketched here; see [FFGW] for more rigorous
introductions. However, Φ : [0,∞) × B ⊃ ρ−1(B) → E is a scale smooth map in the
sense of Definition 2.4, if we allow for the generalization to maps whose domain are open
subsets of sc-Banach spaces or – the boundary case – a product of a quadrant [0,∞)k with
an sc-Banach space.
Now the main result of this part is the Fredholm property of all these maps. For s
and φ this notion (from [HWZ2, Def.3.6], also see [FFGW, Def.6.2.8]) requires for every
“smooth point” b ∈ B∞ := im ρ ∩ R × B∞ the existence of a filler in local coordinates
that is sc-Fredholm in the sense of Definition 4.1. For the point b = (0, 0, 0) ∈ B∞, which
corresponds to the broken trajectory ([γ1], [γ2]) ∈ M in the chart (9), such a filler is given
by Φ, whose sc-Fredholm property at b = 0 will be proven in Theorem 5.4 below. At an
unbroken map b = [γ] ∈ B˜∞ this germ Fredholm property follows – in a simpler polyfold
chart which requires no filling – directly from well known properties of Cauchy-Riemann
as outlined in §5.1. At another once-broken map b = ([γ′1], [γ′2]) ∈ B˜∞, one would do the
above setup with γi replaced by the maps γ′i. In general, these γ′i may not solve Floer’s
equation, but are smooth maps with exponential decay to the given limit orbits so that the
proof of Theorem 5.4, in particular the estimates in §5.5, continue to hold.
More generally, as explained in §5.1, the ambient polyfold B˜∞ of Floer’s compactified
moduli space M will also contain multiply broken maps with bubble trees of spheres.
To prove the Fredholm property at those points, the above setup and following Fredholm
analysis will have to be “patched together” with the setup and analysis in [HWZ5] near
nodes, as discussed in in §5.1.
Theorem 5.4. The section s : B → E constructed above is polyfold Fredholm at 0 in the
sense that the filler Φ is sc-Fredholm at 0. In fact, Φ is sc-Fredholm at 0 with respect to the
splitting [0, ǫ)× B of its domain, as in Definition 4.3.
Proof. The first part follows from the second part by definition and Theorem 4.5. To see
thatΦ satisfies Definition 4.3, we begin by noting that the regularization property (i) follows
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from standard elliptic regularity for the nonlinear and linearized Cauchy-Riemann opera-
tors together with the exponential decay property (11). 15 Next, Φ is composed of clas-
sically smooth maps (addition, multiplication with smooth scalar functions, and Cauchy-
Riemann operators ∂¯J,X ,Dc0 ∂¯J,X between appropriate Sobolev spaces) and reparametriza-
tions (r, η) 7→ η(±R + ·) for the exponential gluing profile R(r) = e1/r. The latter are
scale smooth by combining exponential decay estimates with[HWZ4, Thm.2.6]. Thus Φ
is overall scale smooth by the chain rule in scale calculus [HWZ1, Thm.2.16]. More-
over, Φ(r, ·) is classically smooth for fixed r ∈ [0, ǫ) by the classical chain rule since
reparametrization τ±R with a fixed parameter±R is a linear (hence smooth) operator. So Φ
satisfies the beginning of condition (ii) in Definition 4.3, and it remains to establish (ii-a),
(ii-b), (iii) in §5.5. 
Remark 5.5. Theorem 5.4 extends to the general setting of Remark 5.3. The necessary
adjustments of arguments are discussed in Remark 5.14.
Similarly, Theorem 5.4 holds in the Morse theory setting by the same proof. Abstractly,
the Morse section is obtained by restriction of the S1-equivariant Floer section s : B → E
to the fixed point set, s|BS1 : BS
1
→ (E|BS1)
S1
. Note here that both the “sub-polyfold”
BS
1
⊂ B and the S1-invariant subspace of each fiber ES1r ⊂ Er have infinite codimension.
While scale smoothness and regularization properties are preserved by this restriction, the
specific Fredholm properties have to be deduced separately. Instead of the classical Fred-
holm properties of the Cauchy-Riemann operator, this is based on the Fredholm properties
of the gradient flow operator ξ 7→ ∂s(expγ(ξ)) +∇H(expγ(ξ)).
5.4. Scale calculus for cylindrical ends. Recall from e.g. [Sa] that finite energy of the
Floer trajectories γi in §5.2 implies exponential decay lims→±∞ γi(s, ·) = γi,± to Hamil-
tonian orbits γi,± : S1 → Cn with ∂tγi,±(s, t) = X(γi,±), and we are considering the
special case γi,± ≡ 0. Exponential decay for a smooth map γ : R × S1 → Cn in general
means that for some constants C and δ > 0 we have
(11)
∣∣∂sγ(s, t)∣∣, ∣∣∂tγ(s, t)−X(γi(s, t))∣∣ ≤ Ce−δ|s| ∀(s, t) ∈ R× S1
and analogous estimates for all higher derivatives (which follow automatically if γ satisfies
the Floer equation (6)). Based on this decay constant δ > 0, we construct in Lemma 5.7
below (with Hm,δ := Wm,2δ ) the ambient sc-Banach spaces
B :=
(
Bm := H
m+1,δm(R× S1,Cn)×Hm+1,δm(R× S1,Cn)
)
m∈N
(12)
E :=
(
Em := H
m,δm(R× S1,Cn)×Hm,δm(R× S1,Cn)
)
m∈N
For Φ : [0, ǫ)× B→ E given by (10) to be sc-Fredholm between these spaces, it is crucial
to use the same weight sequence 0 ≤ δ1 < δ2 < . . . < δ and a regularity shift by 1 between
B and E. This ensures that Φ is scale smooth and regularizing, and in this setting §5.5
proves the sc-Fredholm property as stated in Theorem 5.4.
Remark 5.6. Note that we dropped from B the slicing conditions of Remark 5.2, since
they do not affect the analysis in §5.5. Remark 5.8 provides B,E that yield a rigorous
polyfold Fredholm setup in [HWZ6]. This requires two restrictions: first to higher regu-
larity (Bm)m≥2, (Em)m≥2 and second to codimension 1 subspaces. So this setup considers
15 For the regularization property it is crucial that the weight sequence δ is chosen between 0 and the
exponential decay constant δ > 0 in (11).
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Floer’s equation as operator H3 → H2, whereas our setup works with ambient spaces
H2 → H1. On the other hand, viewing Floer’s equation as operator H1 → H0 corresponds
to extended sc-Banach spaces
(13) B0 := (Hm+1,δm ×Hm+1,δm)
m∈N0
, E0 := (Hm,δm ×Hm,δm)m∈N0 .
For maximal generality we allow weight sequences −δ < δ0 < δ1 < . . . < δ. Then any
choice of B,E in (12) can be viewed as restriction of (13) to k ∈ N for some choice of
−δ < δ0 < δ1. More precisely, we drop the restriction δ0 ≥ 0 only when considering
linearized operators. In the setup of the nonlinear map Φ in (10) the condition ξi ∈ H1,δ0 ⊂
H1 is needed to guarantee lims→±∞(γi + ξi)(s, ·) = 0.
In §5.5 we establish most sc-Fredholm properties of Φ : [0, ǫ)×B0 → E0, but we cannot
establish the full sc-Fredholm property due to nonlinearities in the proof of Lemma 5.9,
analogous to the “quadratic estimates” in classical gluing analysis.
To fix notation and recall the scale calculus from §2, we construct the weighted Sobolev
spaces and organize them into sc-Banach spaces. Note that we used p = 2 above since
perturbation results in [HWZ2] ultimately require sc-Hilbert spaces.
Lemma 5.7. The weighted Sobolev space with scale structure
W
ℓ,p
δ (R× S
1,Cn) =
(
W ℓ+m,pδm (R× S
1,Cn)
)
m∈N0
is an sc-Banach space for any n ∈ N, ℓ ∈ N0, 1 ≤ p < ∞, and weight sequence δ =
(δm)m∈N0 with δm+1 > δm ≥ 0. It is defined by the weighted Sobolev spaces
W k,pδ (R× S
1,Cn) :=
{
u : R× S1 → Cn
∣∣ (s, t) 7→ eδη(s)u(s, t) ∈ W k,p}
with norm ‖u‖W k,p
δ
:= ‖eδηu‖W k,p for some choice16 of η ∈ C∞(R), with η(s) = |s| for
|s| ≥ 1 and 0 < η(s) < 1 for |s| < 1.
Proof. The inclusion Ek = W k+ℓ,pδk (R × S1,Cn) ⊂ Wm+ℓ,pδm (R × S1,Cn) = Em for k >
m exists since eδkη ≥ eδmη. It is compact since the restriction W k+ℓ,pδk (R × S
1,Cn) →
Wm+ℓ,pδk ([−R,R] × S
1,Cn) is a compact Sobolev embedding for any finite R ≥ 1 (due
to the loss of derivatives k > m, see [A]) and the restriction W k+ℓ,pδk (R × S1,Cn) →
W k+ℓ,pδm ((R \ [−R,R])×S
1,Cn) converges to 0 in the operator norm as R→∞ (due to the
exponential weights δk > δm combining to sup|s|≥R eδmη(s)e−δkη(s) = e−(δk−δm)R).
The smooth points u ∈ E∞ :=
⋂
m∈N0
W ℓ+m,pδm (R× S
1,Cn) are those smooth maps u ∈
C∞(R×S1,Cn) whose derivatives decay exponentially in the sense that sups,t∈R×S1 eδ
′η(s)|∂N1s ∂
N2
t u(s, t)| <
∞ for all N1, N2 ∈ N0 and any submaximal weight δ′ < supm∈N0 δm. In particular, the
compactly supported smooth functions are a subset C∞0 (R×S1,Cn) ⊂ E∞; and even these
are dense in any weighted Sobolev space (for p <∞). 
16 Different choices of η yield equivalent norms on the same space. Another equivalent definition
is u ∈ W k,pδ iff eδ|s|∇αu ∈ Lp for all multi-indices |α| ≤ k. The corresponding equivalent norm∑
|α|≤k ‖e
δ|s|∇αu‖Lp is crucial to establish some uniform estimates such as Lemma 5.12, while at other
times the formulation with a smooth weight function eδη is more convenient. Due to the equivalence, we can
use these norms interchangeably.
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Remark 5.8. For the slicing conditions of Remark 5.2 to define a local slice to the reparametriza-
tion in R, the space B has to embed into continuously differentiable functions. This
can be achieved by starting the scales at a weighted H3 space. Moreover, the general
setting of Remark 5.1 requires sections of pullback bundles. So, abbreviating Hk,δ :=
Hk,δ(R×S1, γ∗+TM)×H
k,δ(R×S1, γ∗−TM), the general setup works with the sc-Banach
spaces
B :=
(
{(ξ+, ξ−) ∈ H
m+3,δm
∣∣ ξ±(0, 0) ∈ Tγ±(0,0)Σ±})m∈N0 ,
E :=
(
Hm+2,δm
)
m∈N0
for 0 ≤ δ0 < δ1 < . . . < δ and hypersurfaces Σ± ⊂ M as in Remark 5.2. Here δ > 0
is the maximal constant for which both the exponential decay estimates (11) for Floer
trajectories and invertibility of the linearized operators in Lemma 5.12 hold. Explicitly,
δ > 0 is the smallest absolute value of eigenvalues of the limit operators J(c)∂t −Dc(JX)
on L2(S1, c∗TM) at Hamiltonian orbits c : S1 → M .
In the Morse setting of Remark 5.5, this limit operator of the Hessian of the Morse
function H at critical points c ∈ Crit(H). The S1-invariant subspaces BS1 ⊂ B, ES1 ⊂
E also form sc-Banach spaces by restriction. Alternatively, one can directly check the
embedding properties for the sc-Banach spaces given by
BS
1
m :=
{(
ξ± ∈ H
m+2,δm(R, γ∗±TM)
) ∣∣ ξ±(0) ∈ Tγ±(0)Σ±},
ES
1
m := H
m+1,δm(R, γ∗+TM) ×H
m+1,δm(R, γ∗−TM).
The only difference in the use of Sobolev embeddings on 1-dimensional domains is that
Hk(R) ⊂ C1(R) holds for k ≥ 2, so we can extend the scales to view the gradient flow as
operator H2 → H1. However, the perturbation scheme for Morse theory that arises from
the above setup starting at H3 → H2 would be the same.
This completes the construction of the polyfold bundle section s : B → E and its filler
Φ : [0,∞) × B ⊃ ρ−1(B) → E in §5.3. Now the precise claim of Theorem 5.4 is that Φ
is sc-Fredholm at 0 with respect to the splitting Rd × E′ = R× B (and with target F = E,
not to be confused with the domain space that was denoted E in §4). That is, [0, ǫ) plays
the role of the finite dimensional parameter space Rd and conditions (ii), (iii) require an
understanding of the partial differential DBΦ(r, e) at r ∈ [0, ǫ) and e = (e1, e2) ∈ E′ = B.
To calculate it we abbreviate
γr := ⊕R(γ1, γ2), γ
e
r := ⊕R(γ1 + e1, γ2 + e2), γ
±
r = τ±Rγr, γ
e±
r = τ±Rγ
e
r
for r > 0 and for r = 0 set γ−0 := γ1, γ+0 := γ2, γe−0 := γ1 + e1, γe+0 := γ2 + e2, which
coincides with the pointwise r → 0 resp. R→∞ limits of γe±r = τ±R⊕r (γ1+e1, γ2+e2).
With that notation we obtain for r > 0
DBΦ(r, e)(ξ1, ξ2)
=
d
dh
∣∣∣∣
h=0
(⊕̂R × ⊖̂R)
−1
(
∂¯J,X ⊕R(γ1 + e1 + hξ1, γ2 + e2 + hξ2)
(Dc0 ∂¯J,X)⊖R(e1 + hξ1, e2 + hξ2)
)
(14)
= (⊕̂R × ⊖̂R)
−1
((
∂s + J(γ
e
r) ∂t + Fγer
)
⊕R(ξ1, ξ2)(
∂s + J(c0)∂t + Fc0
)
⊖R(ξ1, ξ2)
)
.
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Here we encounter linearized Floer operators (w.r.t. implicit connections) at general base
points γ ∈ C∞(R × S1,Cn) with limits lims→±∞ γ(s, ·) = c0 as in (11). They are well
defined for any m ∈ N0 and weight w ∈ R by
Dγ∂¯J,X = ∂s + J(γ) ∂t + Fγ : H
m+1,w(R× S1,Cn) → Hm,w(R× S1,Cn),
with the pointwise linear operator Fγ : Cn → Cn given by17
(15) Fγ : ζ 7→ (DγJ)(ζ)∂tγ −Dγ(JX)ζ.
For r > 0 we then use the linear algebra formula
(16) (⊕̂R × ⊖̂R)−1(ζ1, ζ2) =
(
τ−R
(
β
β2+(1−β)2
ζ1 +
β−1
β2+(1−β)2
ζ2
)
τR
(
1−β
β2+(1−β)2
ζ1 +
β
β2+(1−β)2
ζ2
))
to obtain
DBΦ(r, e)(ξ1, ξ2) =
(
(Dγ−r ∂¯J,X) ξ1 + E1(r, e, ξ1, ξ2)
(Dγ+r ∂¯J,X) ξ2 + E2(r, e, ξ1, ξ2)
)
.(17)
Here the error terms Ei for r > 0 in terms of cutoff functions B··· (whose superscripts
indicate their support) are18
E1(r, e, ξ1, ξ2)
= B(−∞,R+1]
((
J(γe−r )− J(γ
−
r )
)
∂tξ1 +
(
Fγe−r − Fγ−r
)
ξ1
)
+ B[R−1,∞)
((
J(c0)− J(γ
−
r )
)
∂tξ1 +
(
Fc0 − Fγ−r
)
ξ1
)
+ B[R−1,R+1]
((
J(γe−r )− J(c0)
)
τ−2R ∂tξ2 +
(
Fγe−r − Fc0
)
τ−2R ξ2
)
+ B[R−1,R+1]s
(
τ−R(2β − 1) · ξ1 − τ−2R ξ2
)
,
and analogously for E2(r, e, ξ1, ξ2) by “swapping cylinders” (this involves γe+r , γ+r , c0 and
ξ2, τ2R ξ1). The precise cutoff functions are
B(−∞,R+1] := τ−R
(
β2
β2+(1−β)2
)
, B[R−1,∞) := τ−R
(
(1−β)2
β2+(1−β)2
)
,
B[
±R−1,±R+1] := τ∓R
(
β(1−β)
β2+(1−β)2
)
, B[
±R−1,±R+1]
s := τ∓R
(
∂sβ
β2+(1−β)2
)
.
Next, note that (17) continues to hold for r = 0 with error term
Ei(0, e, ξ1, ξ2) =
(
J(γi + ei)− J(γi)
)
∂tξi +
(
Fγi+ei − Fγi
)
ξi,
which coincides with the previous formulas forEi(r, e, ξ1, ξ2) if forR =∞we setB(−∞,R+1] ≡ 1,
B[R−1,∞) ≡ 0, B[R−1,R+1] ≡ 0, B
[R−1,R+1]
s ≡ 0. Moreover, note that e = 0 yields
Ei(0, 0, ξ1, ξ2) = 0, and for r > 0 we can split this error
Ei(r, 0, ξ1, ξ2) = E
′
i(r, ξ1, ξ2) +Bi(r, ξ1, ξ2)
17 The Morse case replaces Dγ ∂¯J,X by ∂s + Fγ with the Hessian Fγ(ζ) = Dγ∇H(ζ).
18 In the Morse setting, the error term E1(r, e, ξ1, ξ2) simplifies slightly to
B(
−∞,R+1]
(
Dγe−r ∇H −Dγ−r ∇H
)
ξ1 +B
[R−1,∞)
(
Dc0∇H −Dγ−r ∇H
)
ξ1
+B[R−1,R+1]
(
Dγe−r ∇H −Dc0∇H
)
τ−2R ξ2 +B
[R−1,R+1]
s
(
τ−R(2β − 1) · ξ1 − τ−2R ξ2
)
.
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into terms E ′i that are controlled by γ±r − c0 and compactly supported zeroth order terms
Bi. For i = 1 the first error type is given by
E ′1(r, ξ1, ξ2)
:= B[R−1,∞)
(
J(c0)− J(γ
−
r )
)
∂tξ1 + B
[R−1,∞)
(
Fc0 − Fγ−r
)
ξ1
+ B[R−1,R+1]
(
Fγ−r − Fc0
)
τ−2R ξ2 + B
[R−1,R+1]
(
J(γ−r )− J(c0)
)
τ−2R ∂tξ2.
Note that this is supported in [R − 1,∞) × S1 and on [R + 1,∞) × S1 simplifies due to
B[R−1,∞)|[R+1,∞)×S1 ≡ 1 to
E ′1(r, ξ1, ξ2)|[R+1,∞)×S1 =
(
J(c0)− J(γ
−
r )
)
∂tξ1 +
(
Fc0 − Fγ−r
)
ξ1.(18)
Analogously, E ′2(r, ξ1, ξ2) is supported in (−∞, −R + 1]× S1 and simplifies to
E ′2(r, ξ1, ξ2)|(−∞,−R−1]×S1 =
(
J(c0)− J(γ
+
r )
)
∂tξ2 +
(
Fc0 − Fγ+r
)
ξ2.
The second error types for i = 1, 2 can be rewritten as
B1(r, ξ1, ξ2) := B
[R−1,R+1]
s τ−R
(
(2β − 1)τRξ1 − τ−R ξ2
)
= τ−R
(
∂sβ(2β2−1)
(β2+(1−β)2)2
⊕R(ξ1, ξ2) +
∂sβ(2β2−3β+1)
(β2+(1−β)2)2
⊖R(ξ1, ξ2)
)
,(19)
B2(r, ξ1, ξ2) := B
[−R−1,−R+1]
s τR
(
(2β − 1)τ−R ξ2 + τRξ1
)
= τR
(
−∂sβ(2β2−3β+1)
(β2+(1−β)2)2
⊕R(ξ1, ξ2) +
∂sβ(2β2−1)
(β2+(1−β)2)2
⊖R(ξ1, ξ2)
)
.
5.5. The filled Floer section is sc-Fredholm. To finish the proof of the Fredholm property
in Theorem 5.4 this section verifies the requirements (ii-a), (ii-b), and (iii) of Definition 4.3
for the map Φ : [0, ǫ) × B → E given by (10) and its partial differential DBΦ that we
calculated in (17). Throughout, we will denote by Cm > 0 all constants that depend only
on m ∈ N0, even if they change from line to line. We will also use the convention that
norms ‖ . . . ‖ without a subscript are the same as the norm specified at the end of the line.
Lemma 5.9. Property (ii-a) of Definition 4.3 holds. That is, given m ∈ N, w ∈ [0, δ),
and θ > 0 there exists ǫ > 0 so that for all r ∈ [0, ǫ) and e, e′ ∈ Bm+1 with ‖ei‖Hm+1,w ,
‖e′i‖Hm+1,w , ‖e
′
i − ei‖Hm+1,w ≤ ǫ and ξ = (ξ1, ξ2) ∈ Bm we have∥∥DBΦ(r, e)ξ −DBΦ(r, e′)ξ∥∥Hm,w ≤ θ(‖ξ1‖Hm+1,w + ‖ξ2‖Hm+1,w).
Proof. To begin, note that the left hand side splits into similar terms for i = 1, 2,∥∥DBΦ(r, e)ξ − DBΦ(r, e′)ξ∥∥Hm,w =∑i=1,2∥∥Ei(r, e, ξ)−Ei(r, e′, ξ)∥∥Hm,w
We establish the estimate representatively for the i = 1 term, starting from∥∥E1(r, e, ξ)−E1(r, e′, ξ)∥∥Hm,w
≤ Cm
(∥∥(J(γe−r )− J(γe′ −r ))∂tξ1∥∥+ ∥∥(Fγe−r − Fγe′ −r )ξ1∥∥Hm,w((−∞,R+1]×S1)
+
∥∥(J(γe−r )− J(γe′ −r ))τ−2R ∂tξ2∥∥Hm,w([R−1,R+1]×S1)
+
∥∥(Fγe−r − Fγe′ −r )τ−2R ξ2∥∥Hm,w([R−1,R+1]×S1))
Here the Cm-norms of the cutoff functions
∥∥B(−∞,R+1]∥∥
Cm
=
∥∥ β2
β2+(1−β)2
∥∥
Cm
and
∥∥B[R−1,R+1]∥∥
Cm
=∥∥ β(1−β)
β2+(1−β)2
∥∥
Cm
are bounded independently of R since, up to a shift, they are given in terms
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of the fixed function β ∈ C∞(R, [0, 1]). The second of these functions is supported in
[R− 1, R+1] since β(1− β) is supported in [−1, 1]. Now we use the Sobolev embeddings
Hm+1 →֒ Cm−1 and H1 →֒ L4 on compact 2-dimensional domains to estimate19
1
Cm
∥∥E1(r, e, ξ)−E1(r, e′, ξ)∥∥Hm,w
≤
∥∥γe−r − γe′ −r ∥∥Cm−1‖ξ1‖Hm+1,w + ∥∥∇m(γe−r − γe′ −r )∥∥L4‖ewηξ1‖W 1,4
+
∥∥∂tγe−r − ∂tγe′ −r ∥∥Hm‖ewηξ1‖C0
+
∥∥γe−r − γe′ −r ∥∥Cm−1([R−1,R+1]×S1)‖τ−2R ξ2‖Hm+1,w([R−1,R+1]×S1)
+
∥∥∇m(γe−r − γe′ −r )∥∥L4([R−1,R+1]×S1)‖ewητ−2R ξ2‖W 1,4([R−1,R+1]×S1)
+
∥∥∂tγe−r − ∂tγe′ −r )∥∥Hm([R−1,R+1]×S1)‖ewητ−2R ξ2‖C0([R−1,R+1]×S1)
≤ Cm
∥∥γe−r − γe′ −r ∥∥Hm+1(‖ξ1‖Hm+1,w + ‖τ−2Rξ2‖Hm+1,w([R−1,R+1]×S1)).(20)
Finally, we need to introduce the weight functions ewη for the fixed smooth function η with
η(s) = |s| for |s| ≥ 1. Note here that all derivatives of η are bounded so that we can bound
‖e−wη‖Cm+1(I) ≤ ηm sups∈I e
−w|s| ≤ ηm on any interval I ⊂ R in terms of some constants
ηm ≥ 1. With that we can estimate∥∥γe−r − γe′ −r ∥∥Hm+1 = ‖τ−Rβ · (e1 − e′1) + (1− τ−Rβ)τ−2R(e2 − e′2)‖Hm+1
≤ ‖β‖Cm+1‖e
−wη‖Cm+1‖e
wη(e1 − e
′
1)‖Hm+1
+ ‖1− β‖Cm+1‖e
−wη‖Cm+1‖e
wη(e2 − e
′
2)‖Hm+1
≤ Cm
(
‖e1 − e
′
1‖Hm+1,w + ‖e2 − e
′
2‖Hm+1,w
)
,
‖τ−2Rξ2‖Hm+1,w([R−1,R+1]×S1)
= ‖ewτ2Rηξ2‖Hm+1([−R−1,−R+1]×S1)
≤ ‖ew(τ2Rη−η)‖Cm+1([−R−1,−R+1])‖e
wηξ2‖Hm+1 ≤ Cm‖ξ2‖Hm+1,w
Here the last constant Cm arises from the maximal derivative up to order m of the function
s 7→ ew(η(R+s)−η(−R+s)) for s ∈ [−1, 1], which for R ≥ 2 simplifies to s 7→ e2ws. Plugging
this into (20) as well as its analogue for E2 we obtain∥∥DBΦ(r, e)ξ − DBΦ(r, e′)ξ∥∥Hm,w
≤ Cm
(
‖e1 − e
′
1‖Hm+1,w + ‖e2 − e
′
2‖Hm+1,w
)(
‖ξ1‖Hm+1,w + ‖ξ2‖Hm+1,w
)
.
This proves the lemma with ǫ = θ/Cm. 
Before proving the Fredholm properties (ii-b) and (iii) we note a key estimate.
19 This is the one estimate in the proof of Theorem 5.4 where we cannot work with the polyfold version of
a Cauchy-Riemann operatorH1 → H0, corresponding tom = 0 in this Lemma. This is becauseHk is closed
under multiplication (on compact domains) only for k > 1. More precisely, the case m = 0 would require an
estimate of the error term
∥∥(DγJ)(ξ)∂tγ − (Dγ′J)(ξ)∂tγ′∥∥L2([−1,1]×S1) in terms of ‖γ − γ′‖H1 , ‖ξ‖H1 .
In the Morse setting, this term is absent and we have Sobolev embeddings Hm →֒ Cm, so that this
Lemma also holds for m = 0, although a polyfold setup works with m ≥ 1 due to the slicing condition in
Remarks 5.2, 5.8.
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Lemma 5.10. For any m ∈ N0 and weight w ∈ R there is a constant C > 0 so that for all
ξ = (ξ1, ξ2) ∈ Bm and r > 0 with R = e1/r ≥ 2 we have∥∥DBΦ(r, 0)ξ − DBΦ(0, 0)ξ −B1(r, ξ)− B2(r, ξ)∥∥Hm,w
≤ Cm
(
‖γ1‖Cm+1([R−1,∞)×S1) + ‖γ2‖Cm+1((−∞,−R+1]×S1)
)
‖ξ‖Hm+1,w
Proof. To begin, note that all summands in the operator difference∥∥DBΦ(r, 0)ξ − DBΦ(0, 0)ξ −B1(r, ξ)− B2(r, ξ)∥∥Hm,w
=
∥∥(J(γ−r )− J(γ1))∂tξ1 − (Fγ−r − Fγ1)ξ1 + E ′1(r, ξ)∥∥Hm,w
+
∥∥(J(γ+r )− J(γ2))∂tξ2 − (Fγ+r − Fγ2)ξ2 + E ′2(r, ξ)∥∥Hm,w .
are supported outside of [−R + 1, R− 1]× S1 since (γ−r − γ1)(−∞,R−1]×S1 = 0 and (γ+r −
γ2)|[−R+1,∞)×S1 = 0. Moreover, outside of [−R − 1, R + 1]× S1 the error terms E ′i :=
E ′i(r, ξ) simplify as in (18) to yield∥∥DBΦ(r, 0)ξ −DBΦ(0, 0)ξ∥∥Hm,w((Rr[−R−1,R+1])×S1)
=
∥∥(J(γ−r )− J(γ1))∂tξ1 − (Fγ−r − Fγ1)ξ1 + E ′1∥∥Hm,w([R+1,∞)×S1)
+
∥∥(J(γ+r )− J(γ2))∂tξ2 − (Fγ+r − Fγ2)ξ2 + E ′2∥∥Hm,w((−∞,−R−1]×S1)
=
∥∥(J(c0)− J(γ1))∂tξ1 − (Fc0 − Fγ1)ξ1∥∥Hm,w([R+1,∞)×S1)
+
∥∥(J(c0)− J(γ2))∂tξ2 − (Fc0 − Fγ2)ξ2∥∥Hm,w((−∞,−R−1]×S1)
≤ Cm
(
‖c0 − γ1
∥∥
Cm+1([R+1,∞)×S1)
+ ‖c0 − γ2
∥∥
Cm+1((−∞,−R−1]×S1)
)
‖ξ‖Hm+1,w
On the remaining finite cylinder [−R − 1, R + 1]× S1 we have the estimate∥∥DBΦ(r, 0)ξ − DBΦ(0, 0)ξ∥∥Hm,w([−R−1,R+1]×S1)
=
∥∥(J(γ−r )− J(γ1))∂tξ1 − (Fγ−r − Fγ1)ξ1 + E ′1 ∥∥Hm,w([R−1,R+1]×S1)
+
∥∥(J(γ+r )− J(γ2))∂tξ2 − (Fγ+r − Fγ2)ξ2 + E ′2 ∥∥Hm,w([−R−1,−R+1]×S1)
≤ Cm
(
‖γ−r − γ1‖+ ‖c0 − γ
−
r ‖Cm+1([R−1,R+1]×S1)
)
·
(
‖ξ1‖+ ‖τ−2R ξ2‖Hm+1,w([R−1,R+1]×S1)
)
+ Cm
(
‖γ+r − γ2‖+ ‖c0 − γ
+
r ‖Cm+1([−R−1,−R+1]×S1)
)
·
(
‖ξ2‖+ ‖τ2R ξ1‖Hm+1,w([−R−1,−R+1]×S1)
)
.
In the following we simplify the notation by recalling c0 ≡ 0, so we can estimate
‖γ∓r − γ
∓
0 ‖+ ‖γ
∓
r − c0‖Cm+1([±R−1,±R+1]×S1)
≤ ‖(1− β)τRγ1‖+ ‖βτRγ1‖+ 2‖(β − 1)τ−Rγ2‖Cm+1([−1,1]×S1)
+ ‖βτ−Rγ2‖+ ‖(β − 1)τ−Rγ2‖+ 2‖βτRγ1‖Cm+1([−1,1]×S1)
≤ Cm
(
‖γ1‖Cm+1([R−1,R+1]×S1) + ‖γ2‖Cm+1([−R−1,−R+1]×S1)
)
.
Finally, for R ≥ 2 we bound the effect of the shift in τ∓2R ξ|[±R−1,±R+1]×S1 by
‖τ∓2R ξ‖Hm+1,w([±R−1,±R+1]×S1) = ‖e
w|s±2R|ξ‖Hm+1([∓R−1,∓R+1]×S1)
= ‖e2w(R±s)e∓wsξ‖Hm+1([∓R−1,∓R+1]×S1) ≤ ‖e
±2ws‖Cm+1([−1,1])‖ξ‖Hm+1,w
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Putting all these together yields what remained to be established,∥∥DBΦ(r, 0)ξ −DBΦ(0, 0)ξ∥∥Hm,w([−R−1,R+1]×S1)
≤ Cm,w
(
‖γ1‖Cm+1([R−1,R+1]×S1) + ‖γ2‖Cm+1([−R−1,−R+1]×S1)
)
‖ξ‖Hm+1,w

Lemma 5.11. Property (ii-b) of Definition 4.3 holds without subsequences both for the
sc-Banach spaces B,E in (12) and their extensions (13). That is, for fixed m ∈ N0, w ∈
(−δ, δ), and sequences 0 < rν → 0, ξν ∈ Bm with ‖ξν‖Hm+1,w < 1 and ‖DBΦ(rν , 0)ξν‖Hm,w → 0,
we also have ‖DBΦ(0, 0)ξν‖Hm,w → 0.
Proof. Let rν, ξν = (ξν1 , ξν2 ) be such sequences and set Rν := e1/rν → ∞, then it suffices
to show
∥∥DBΦ(rν , 0)ξν − DBΦ(0, 0)ξν∥∥Hm,w →ν→∞ 0. Lemma 5.10 gives∥∥DBΦ(rν , 0)ξν −DBΦ(0, 0)ξν − B1(rν, ξν)−B2(rν , ξν)∥∥Hm,w
≤ Cm
(
‖γ1‖Cm+1([Rν−1,∞)×S1) + ‖γ2‖Cm+1((−∞,−Rν−1]×S1)
)
‖ξν‖Hm+1,w
These norms converges to 0 due to the bounds ‖ξν‖Hm+1,w < 1 and the limits lims→±∞ γi(s, t) =
c0 which are uniform with all derivatives. It remains to show convergence to 0 of Bi(rν, ξν)
which is supported on [±Rν − 1,±Rν + 1]× S1. Using (19) we can estimate these by20∥∥B1(rν, ξν) +B2(rν , ξν)∥∥Hm,w
≤ Cm
(
‖τ−Rν ⊕Rν(ξ
ν)‖+ ‖τ−Rν ⊖Rν(ξ
ν)‖Hm,w([Rν−1,Rν+1]×S1)(21)
+ ‖τRν ⊕Rν(ξ
ν)‖+ ‖τRν ⊖Rν(ξ
ν)‖Hm,w([−Rν−1,−Rν+1]×S1)
)
≤ Cme
wRν
(
‖ ⊕Rν(ξ
ν)‖Hm([−1,1]×S1) + ‖ ⊖Rν(ξ
ν)‖Hm([−1,1]×S1)
)
,
where the last step estimates the effect of shifts and weight functions by
‖τ∓Rζ‖Hm,w([±R−1,±R+1]×S1) = ‖e
wτ∓Rηζ‖Hm([−1,1]×S1) ≤ Cme
wR‖ζ‖Hm([−1,1]×S1)
We will now bound ⊕Rν (ξν),⊖Rν (ξν) in terms of DBΦ(rν , 0)(ξν) → 0 by using the in-
vertibility of the filler Dc0∂¯J,X which we establish in Lemma 5.12 below. Recall from (14)
that linearizing the defining equation (10) for Φ yields an identity for DBΦ(r, 0)(ξ1, ξ2) =:
(φ1, φ2) (
(Dγr ∂¯J,X)⊕R(ξ1, ξ2)
(Dc0 ∂¯J,X)⊖R(ξ1, ξ2)
)
= (⊕̂R × ⊖̂R)DBΦ(r, 0)(ξ1, ξ2)(22)
=
(
βτRφ1 + (1− β)τ−Rφ2
(β − 1)τRφ1 + βτ−Rφ2
)
.
20 The error terms Bi(rν , ξν1 , ξ2ν) arising from the derivative of the cutoff function ∂sβ could alternatively
be bounded in terms of ‖ξνi ‖Hm,w([±Rν−1,±Rν+1]×S1) and ‖τ∓2Rν ξi‖Hm,w([±Rν−1,±Rν+1]×S1). However
– despite compact Sobolev embeddings Hm+1 →֒ Hm on finite cylinders – these norms generally do not
converge to 0. Consider e.g. ξν1 (s, t) = e
−wsψ(s−Rν) with a smooth bump function ψ supported in [−1, 1].
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Using the invertibility of Dc0 ∂¯J,X : Hm+1,w(R× S1)→ Hm,w(R× S1) this yields
C−1m ‖ ⊖R(ξ)‖Hm([−1,1]×S1) ≤ C
−1
m ‖ ⊖R(ξ)‖Hm+1,w(R×S1)
≤
∥∥(Dc0 ∂¯J,X)⊖R(ξ)∥∥Hm,w(R×S1) = ‖(β − 1)τRφ1 + βτ−Rφ2‖Hm,w(R×S1)
≤ ‖β‖Cm
(
‖τRφ1‖Hm,w([−1,∞)×S1) + ‖τ−Rφ2‖Hm,w((−∞,1]×S1)
)
≤ ‖β‖Cm
(
‖ew(τ−Rη−η)‖Cm([R−1,∞)×S1))‖e
wηφ1‖Hm([R−1,∞)×S1)
+ ‖ew(τRη−η)‖Cm(−∞,−R+1]×S1))‖e
wηφ2‖Hm((−∞,−R+1]×S1)
)
≤ Cme
−wR
(
‖φ1‖Hm,w + ‖φ2‖Hm,w
)
= Cme
−wR‖DBΦ(r, 0)ξ‖Hm,w .
In our estimate (21) for ‖Bi(rν , ξν)‖Hm,w , the above bounds the second term ewRν‖ ⊖Rν
(ξν1 , ξ
ν
2 )‖Hm([−1,1]×S1) ≤ Cm‖DBΦ(r
ν , 0)ξν‖Hm,w by a quantity that converges to 0 by as-
sumption. To prove convergence of the first term in (21), ewRν‖⊕Rν(ξν)‖Hm([−1,1]×S1) → 0,
we need some preparations:
We fix a family of cutoff functions ψT ∈ C∞(R, [0, 1]) for T ≥ 2 supported in [−T, T ]
with ψ|[−T+1,T−1] ≡ 1 with uniformly bounded derivatives. Next, we use a weight w′ ∈
(−δ,−|w|) in Lemma 5.12 which gives rise to a constant ǫ′ > 0. Then for sufficiently
large R = e1/r, and T ∈ [2, 1
2
R] we wish to pick an extension γr,T ∈ C∞(R × S1,Cn) of
γr,T |[−T,T ] = γr|[−T,T ] with ‖γr,T − c0‖Cm+1 < ǫ′. Such extensions require ‖γr−c0‖Cm+1([−T,T ]×S1)
to be sufficiently small – depending on ǫ′ and m, but independent of the length 2T of the
given interval. Large R ≥ 2T will guarantee this since uniform convergence γi → c0 = 0
for s→ ±∞ yields
‖γr − c0‖Cm+1([−T,T ]×S1) = ‖βτRγ1 + (1− β)τ−Rγ2‖‖Cm+1([−T,T ]×S1)
≤ ‖β‖Cm+1
(
‖γ1‖Cm+1([R−T,R+T ]×S1) + ‖γ2‖Cm+1([−R−T,−R+T ]×S1)
)
≤ ‖β‖Cm+1
(
‖γ1‖Cm+1([R/2,∞)×S1) + ‖γ2‖Cm+1((−∞,−R/2]×S1)
)
−→
R→∞
0.
After these preparations we can use the estimate for the linearized Floer operatorDγr,T ∂¯J,X :
Hm+1,w
′
(R× S1)→ Hm,w
′
(R× S1) from Lemma 5.12 to bound
C−1m ‖ψT ⊕R(ξ)‖Hm+1,w′
≤
∥∥(Dγr,T ∂¯J,X)(ψT ⊕R(ξ))∥∥Hm,w′ = ∥∥(Dγr ∂¯J,X)(ψT ⊕R(ξ))∥∥Hm,w′ ([−T,T ]×S1)
≤
∥∥ d
ds
ψT · ⊕R(ξ)
∥∥
Hm,w′
+ ‖ψT
(
βτRφ1 + (1− β)τ−Rφ2
)
‖Hm,w′ ([−T,T ]×S1)
≤ ‖ψT‖Cm+1‖β‖Cm
(
‖τRξ1‖Hm,w′ (suppψ′×S1) + ‖τ−Rξ2‖Hm,w′ (suppψ′×S1)
+ ‖τRφ1‖Hm,w′ ([−T,T ]×S1) + ‖τ−Rφ2‖Hm,w′ ([−T,T ]×S1)
)
≤ Cme
−wR
(
e(w
′+|w|)T
∑
i=1,2 ‖ξi‖Hm,w + e
|w|T
∑
i=1,2 ‖φi‖Hm,w
)
.
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Here the last step uses the general comparison between weighted Sobolev norms on finite
cylinders for R ≥ 2T ≥ T + 2
‖τ±Rξ‖Hm,w′ (suppψ′×S1) ≤ ‖e
w′η‖Cm(suppψ′)‖ξ‖Hm([±R−T,±R+T ]×S1)
≤ ηme
w′(T−1)‖e
−wη‖Cm([±R−T,±R+T ]‖e
wηξ‖Hm
≤ η2me
w′(T−1)e−wR+|w|T‖ξ‖Hm,w ,
‖τ±Rφ‖Hm,w′ ([−T,T ]×S1) ≤ ‖e
w′η‖Cm([−T,T ]‖φ‖Hm([±R−T,±R+T ]×S1)
≤ ηm‖e
−wη‖Cm([±R−T,±R+T ]‖e
wηφ‖Hm
≤ η2me
−wR+|w|T‖φ‖Hm,w
Now inserting rν → 0, ‖ξνi ‖Hm+1,w < 1 and appropriate T ν ∈ [2, Rν/2] yields
ewR
ν
‖ ⊕Rν (ξ
ν)‖Hm([−1,1]×S1) ≤ e
wRν‖ψT ν ⊕Rν (ξ
ν)‖Hm+1,w′ (R×S1)
≤ C2m
(
2e(w
′+|w|)T ν + e|w|T
ν
‖DBΦ(r
ν , 0)ξν‖Hm,w
)
→ 0.
Here we need to choose Rν/2 ≤ T ν → ∞ for the first term to converge courtesy of
w′ < −|w|, and this is possible without loosing convergence of the second term since
‖DBΦ(r
ν , 0)ξν‖Hm,w → 0. This finishes the last step in the proof of convergence
∥∥DBΦ(rν , 0)ξν−
DBΦ(0, 0)ξ
ν
∥∥
Hm,w
→ 0 as claimed. 
Lemma 5.12. The linearized Floer operator at γ ∈ C∞(R × S1,Cn) with limits (11) is
an isomorphism Dγ∂¯J,X : Hm+1,w(R × S1,Cn) → Hm,w(R × S1,Cn) if both the weight
|w| and the Cm+1 distance between γ and c0 are sufficently small. More precisely, there is
δ > 0 so that for every m ∈ N0 and w ∈ (−δ, δ) there exist constants C, ǫ > 0 so that for
‖γ − c0‖Cm+1 < ǫ we have
(23) ‖ξ‖Hm+1,w ≤ C‖(Dγ∂¯J,X)ξ‖Hm,w ∀ξ ∈ Hm+1,w(R× S1,Cn)
Proof. In our simplified setting, the Hamiltonian orbit c0 ≡ 0 is a critical point of a function
H : Cn → R which yields the vector field X = J∇H . It is nondegenerate in the sense that
the Hessian of H at 0 is an isomorphism Hess0 : Cn → Cn. In particular, the operator Fc0
simplifies to ξ 7→ Hess0ξ, a self-adjoint operator on L2(S1,Cn). Thus Dc0∂¯J,X = ∂s+A(s)
is an operator of Atiyah-Patodi-Singer type, given by a family of self-adjoint operators
A(s) = J(0) ∂t + Hess0. This particular family is constant and invertible, so that by e.g.
[RS, Prop.3.12] it induces an isomorphism H1(R × S1,Cn) → H0(R × S1,Cn). This
yields an estimate
‖ξ‖H1 ≤ C0‖(Dc0 ∂¯J,X)ξ‖H0 ∀ξ ∈ H
1(R× S1,Cn).
The generalization to weighted Sobolev spaces H1,w → H0,w can be achieved via the
isometries Hm,w → Hm, ξ 7→ ewηξ. Composition with these yields the operator e−wη(∂s +
A)ewη = ∂s + A + wη
′ : H1 → H0. Similarly, we can write the more general linearized
operator as sum (Dγ∂¯J,X) = Dc0 ∂¯J,X + Eγ of the known isomorphism with an error term
Eγ =
(
J(γ) − J(c0)
)
∂t + Fγ − Fc0 . Now in each case it remains to establish a bound
‖Eξ‖H0 ≤ c‖ξ‖H1 with c < 1C0 to obtain the estimate ‖ξ‖H1 ≤
C0
1−C0c
‖(∂s + A+ E)ξ‖H0 .
For transferring theH1 estimate to weightw ∈ Rwe have ‖wη′ξ‖H1 ≤ |w|·‖η′‖C0‖ξ‖H0 .
So taking δ ≤ (2C0‖η′‖C0)−1 yields for m = 0
‖ξ‖Hm+1,w ≤ 2C0‖(Dc0 ∂¯J,X)ξ‖Hm,w ∀|w| < δ, ξ ∈ H
m+1,w(R× S1,Cn).
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For general m ∈ N0 this estimate is obtained by summing over the H1,w estimates ap-
plied to derivatives, ∇αξ, noting that derivatives commute with Dc0 ∂¯J,X . This proves
the Lemma for γ = c0 using norms ‖ξ‖Hm+1,w =
∑
|α|≤m ‖∇
αζ‖H1,w and ‖ζ‖Hm,w =∑
|α|≤m ‖∇
αζ‖H0,w . These norms are equivalent to other more standard norms via con-
stants depending on m and w, so the constant C = Cm,w generally will not be uniform, but
the allowable weights w are independent of m.
Finally, for general γ ∈ C∞(R× S1,Cn) we bound the error term by∥∥(J(γ)− J(c0))∂tξ + (Fγ − Fc0)ξ∥∥Hm,w ≤ ‖γ − c0‖Cm+1‖ξ‖Hm+1,w
to see that ‖γ − c0‖Cm+1 < C−1m,w guarantees the claimed estimate. 
Lemma 5.13. Property (iii) of Definition 4.3 holds both for the sc-Banach spaces B,E in
(12) and the extensions B0,E0 in (13). In fact, the linearized operator
DBΦ(0, 0) =
(
∂s + J(γi) ∂t − Dγi(JX)
)
i=1,2
: B0 → E0
is sc-Fredholm as in Definition 3.1. For any m ∈ N0 the linearized operators DBΦ(r, 0) :
Hm+1,δm × Hm+1,δm → Hm,δm × Hm,δm are classically Fredholm for sufficiently small
r > 0 with the same Fredholm index as DBΦ(0, 0), and
ker DBΦ(r, 0) ⊂
⋂
k∈N0
Hk+1,δk ×Hk+2,δk .
Proof. To check that DBΦ(0, 0) =
(
Dγi ∂¯J,X
)
i=1,2
: B0 → E0 is sc-Fredholm we note
that the conditions of Definition 3.1 follow from the following standard elliptic estimates,
regularity, and Fredholm properties for the linearized Floer operators Dγ∂¯J,X at any γ ∈
C∞(R× S1,Cn) with limits lims→±∞ γ(s, ·) = c0 as in (11).
(i) For m ∈ N0 and w ∈ R the operator Dγ∂¯J,X : Hm+1,w → Hm,w is bounded.
(ii) For ξ ∈ H1,w with |w| < δ and (Dγ∂¯J,X)ξ ∈ Hm,δm we have ξ ∈ Hm+1,δm .
Indeed, elliptic regularity on finite cylinders implies ψξ ∈ Hm+1,δm for any com-
pactly supported smooth cutoff function ψ. We can choose ψ so that Dγ0 ∂¯J,X :
Hm+1,δm → Hm,δm and Dγ0 ∂¯J,X : H1,w
′
→ H0,w
′
are invertible forw′ = min{w, δm}
and some γ0 ∈ C∞(R × S1,Cn) near c0 that coincides with γ on the support of
1 − ψ. Here |w|, |δm| < δ is used to apply Lemma 5.12. Now we can write
Dγ0(1 − ψ)ξ = Dγ0ζ for some ζ ∈ Hm+1,δm since Dγ0(1 − ψ)ξ = −Dγψξ ∈
Hm,δm . Finally, we deduce (1 − ψ)ξ = ζ ∈ Hm+1,δm since (1 − ψ)ξ − ζ ∈ H1,w′
lies in the trivial kernel of Dγ0∂¯J,X .
(iii) Dγ∂¯J,X : H1,w → H0,w is a Fredholm operator for |w| < δ. This can be
proven by weighted versions of the Sobolev estimates in e.g. [AD, Sa]. Alter-
natively, the isomorphisms Hm,w → Hm, ξ 7→ ewηξ transform the operator to
H1 → H0, ξ 7→ e−wη(Dγ∂¯J,X)(e
wηξ) = (Dγ∂¯J,X)ξ + wη
′ξ. This is in Atiyah-
Patodi-Singer form ∂s + A(s) with A(s) = J(γ(s, ·))∂t + Fγ(s,·) + wη′(s)Id, so
that the Fredholm property follows from e.g. [RS, Thm.3.10]. Here the additional
term in lims→±∞A(s) = J(c0)∂t + Hessc0 ± wId preserves invertibility of the
limit operators since w ∈ (−δ, δ) lies in the spectral gap of the self-adjoint opera-
tor J(c0)∂t + Hessc0 on H0(S1,Cn).21
21Lemma 3.5 abstractly shows that Dγ ∂¯J,X : Hm+1,δm → Hm,δm have the same Fredholm index for
all m ∈ N0, but the transformation here shows that the choice of δm in the spectral gap is crucial: The
Fredholm index of Dγ ∂¯J,X : H1,w → H0,w is the spectral flow of the self-adjoint operator family A(s) =
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This shows that DBΦ(0, 0) : (Bm)m∈N0 → (Em)m∈N0 is sc-Fredholm as in Definition 3.1.
By Lemma 3.5 this transfers to DBΦ(0, 0) : (Bm)m∈N → (Em)m∈N.
To check regularity for the kernel of ker DBΦ(r, 0) we consider ξ1, ξ2 ∈ H1,w with
|w| < δ and DBΦ(r, 0)(ξ1, ξ2) = 0. The formula (22) for DBΦ(r, 0) implies (Dγr ∂¯J,X)⊕R
(ξ1, ξ2) = 0 and (Dc0∂¯J,X) ⊖R (ξ1, ξ2) = 0. Then the regularization property (ii) above
for the linearized Floer operators at γr, c0 ∈ C∞(R × S1,Cn) implies Hk+1,δk-regularity
of both ζ1 := ⊕R(ξ1, ξ2) and ζ2 := ⊖R(ξ1, ξ2) for all k ∈ N0. Now the formula (16) for
(⊕R ×⊖R)
−1 yields
ξ1 = τ−R
(
β
β2+(1−β)2
ζ1 +
β−1
β2+(1−β)2
ζ2
)
∈ Hk,δk
ξ2 = τR
(
1−β
β2+(1−β)2
ζ1 +
β
β2+(1−β)2
ζ2
)
∈ Hk,δk
since Hk,δk is closed under multiplication with smooth functions (with uniformly bounded
derivatives) as well as fixed shifts.
Finally, to see that DBΦ(r, 0) : Hm+1,δm → Hm,δm is Fredholm22 for sufficiently small
r > 0 (depending on m ∈ N0 and |δm| < δ) with the same index as DBΦ(0, 0) :
Hm+1,δm → Hm,δm (which is independent of m ∈ N0 by Lemma 3.5) we proceed in
two steps:
Lemma 5.10 compares the operators ξ 7→ DBΦ(r, 0)ξ−(B1(r, ξ), B2(r, ξ)) and DBΦ(0, 0)
and bounds their difference in the operator norm (on the space of bounded operators from
Hm+1,δm to Hm,δm) by ‖γ1‖Cm+1([R−1,∞)×S1) and ‖γ2‖Cm+1((−∞,−R+1]×S1), both of which
converge to zero as r → 0. Since the set of Fredholm operators is open and the index is
locally constant, this proves that there is ǫm > 0 so that DBΦ(r, 0) − (B1(r, ·), B2(r, ·)) is
Fredholm with the index of DBΦ(0, 0) for all 0 < r < ǫm.
Second, for any fixed r < ǫ0, we claim that DBΦ(r, 0) is Fredholm with the same index as
well because the difference (B1(r, ·), B2(r, ·) : Hm+1,δm → Hm,δm is a compact operator.
Indeed, it factors into the compact Sobolev embedding Hm+1,δm →֒ Hm,δm−1 for δm−1 <
δm and a bounded operator Hm,δm−1 → Hm,δm by the estimate
‖B1(r, ξ1, ξ2)‖Hm,δm + ‖B2(r, ξ1, ξ2)‖Hm,δm
≤ Cm
(
‖ξ1‖Hm,δm ([R−1,R+1]×S1) + ‖ξ2‖Hm,δm ([−R−1,−R+1]×S1)
)
≤ Cm‖e
(δm−δm−1)η‖Cm([−R−1,R+1])
(
‖eδm−1ηξ1‖Hm + ‖e
δm−1ηξ2‖Hm
)
≤ Ce(δm−δm−1)(R+1)
(
‖ξ1‖Hm,δm−1 + ‖ξ2‖Hm,δm−1
)
.
Note that, while the constants in these estimates depend on r > 0, they do prove compact-
ness of the operators (B1(r, ·), B2(r, ·)) for all r > 0 and thus yield the Fredholm property
for DBΦ(r, 0) with index independent of r ≥ 0. 
Remark 5.14. Theorem 5.4 extends to the general setting of Remarks 5.3, 5.8 by the fol-
lowing adjustments to the proof:
• The formula (17) for the partial derivativeDBΦ continues to hold if we replaceR×S1×
Cn with the pullback bundles γ∗±TM , identify c∗TM ≃ c∗0TM for all c ∈ C∞(S1,M)
J(γ(s, ·))∂t +Dγ(s,·)(JX) +wη
′(s)Id by e.g. [RS, Thm.4.1]. By homotopy invariance of the spectral flow,
it is constant under variation of w if the limit operators J(c0)∂t + Hessc0 ± wId remain invertible.
22 Here we use Hm+1,δm → Hm,δm as short hand for an operator from Bm = Hm+1,δm ×Hm+1,δm to
Em = H
m,δm × Hm,δm . This should prevent confusion between the scale space B = (Bm)m∈N0 and the
error terms B1, B2.
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close to c0 as in Remark 5.1, and use exponential maps instead of addition in the con-
struction of Φ as in Remark 5.3. This only requires to adjust the notation to γ±r = τ±RγR
as in Remark 5.1 and γe±R = τ±R expγR(e).
• The estimates in Lemma 5.9, 5.10, 5.11, 5.12 continue to hold after replacing the Cm+1-
norm of γ : (s, t) 7→ γ±(s, t) for ±s ≥ R− 1 resp. of γ − c0 with the Cm+1-norm of the
section (s, t) 7→ (expc0(t))−1(γi(s, t)) of c
∗
0TM .
The proofs use pointwise estimates arising from the fact that in local trivializations
the exponential differs from addition only by quadratic terms.
• The linearized Fredholm properties in Lemma 5.13 directly transfer under the shift in
regularity from B0,E0 to (Bm)m≥2, (Em)m≥2. The generalization to pullback bundles
does not affect statements or proof, and the restriction of the base space to the codi-
mension 2 subspaces Bm = {ξ±(0, 0) ∈ Tγ±(0,0)Σ±} ⊂ Hm+1,δm × Hm+1,δm as in
Remark 5.8 affects only the classical Fredholm property of DBΦ(r, 0) for r ≥ 0.
For r = 0 we argued that the linearized Floer operators Dγ∂¯J,X : H1,w → H0,w are
Fredholm and deduced – via the other sc-Fredholm properties (i),(ii) in Definition 3.1
and Lemma 3.5 – that the operators in higher regularity Dγ∂¯J,X : Hm+1,δm → Hm,δm are
Fredholm. Then DBΦ(0, 0) is given by the two restrictions Dγ± ∂¯J,X |{ξ±(0,0)∈Tγ±(0,0)Σ±}.
These are Fredholm with index reduced by the codimension of the restriction.
For r > 0 the comparison with DBΦ(0, 0) via estimates (in the operator norm resp.
showing compactness of extra terms) is not affected.
More abstractly, this discussion shows that restriction of a sc-Fredholm map Φ : [0, ǫ)×
B → E to higher scales B = (Bℓ+m)m∈N0 , E = (Eℓ+m)m∈N0 does not affect the sc-
Fredholm property or index. The restriction Φ : [0, ǫ) × B′ → E to an sc-complement
B = B′ ⊕sc C of a finite dimensional subspace C ⊂ B∞ does not affect the sc-Fredholm
property either, but reduces the index by dimC. However, neither of these arguments can
be used to deduce the sc-Fredholm property of Φ : [0, ǫ) × BS1 → ES1 in the setup for
Morse theory from Remarks 5.3, 5.8, since the S1-invariant function spaces BS1 ⊂ B,
ES
1
⊂ E have infinite codimension. However, we can directly transfer every step of the
proof of the sc-Fredholm property in Theorem 5.4 holds to the Morse theory setting by
replacing properties of the linearized Floer operator with the analogous properties of the
linearized gradient flow operator ∇s +Dγ∇H : Hm+1,w(R, γ∗TM)→ Hm,w(R, γ∗TM).
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