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Abstract. The detection of the (semi)metal-insulator phase transition can be extremely
difficult if the local order parameter which characterizes the ordered phase is unknown.
In some cases, it is even impossible to define a local order parameter: the most prominent
example of such system is the spin liquid state. This state was proposed to exist in the
Hubbard model on the hexagonal lattice in a region between the semimetal phase and
the antiferromagnetic insulator phase. The existence of this phase has been the subject
of a long debate. In order to detect these exotic phases we must use alternative methods
to those used for more familiar examples of spontaneous symmetry breaking. We have
modified the Backus-Gilbert method of analytic continuation which was previously used
in the calculation of the pion quasiparticle mass in lattice QCD. The modification of
the method consists of the introduction of the Tikhonov regularization scheme which
was used to treat the ill-conditioned kernel. This modified Backus-Gilbert method is
applied to the Euclidean propagators in momentum space calculated using the hybrid
Monte Carlo algorithm. In this way, it is possible to reconstruct the full dispersion relation
and to estimate the mass gap, which is a direct signal of the transition to the insulating
state. We demonstrate the utility of this method in our calculations for the Hubbard model
on the hexagonal lattice. We also apply the method to the metal-insulator phase transition
in the Hubbard-Coulomb model on the square lattice.
1 Introduction
Recently, methods commonly used in lattice QCD have been applied with great success to certain
strongly-correlated electronic systems [1, 2]. These applications have followed two distinct routes.
For a certain class of systems, graphene in particular, a mapping to a low-energy effective field theory
(EFT) allows the use of common lattice fermion discretizations which are employed to study the non-
perturbative dynamics of the EFT [3–7]. A second direction has been to directly simulate the many-
body lattice Hamiltonian using path integral quantization and then applying the highly successful
hybrid Monte Carlo approach to the theory [8–10].
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Both of these approaches to strongly-correlated electronic systems have attempted to characterize
their phase structure in a controlled, non-perturbativemanner. In certain cases, such as the semimetal-
insulator transition in the graphene EFT, or more precisely, the transition from the semimetal to the
charge density wave (CDW) phase, the order parameter is known (the chiral condensate, 〈ψ¯ψ〉). This
allows one to identify the two phases by clearly established methods that are familiar to lattice prac-
titioners. In other cases of physical interest, there is no known local order parameter. Two prominent
examples are the Mott-Hubbard metal-insulator transition (see [11] for a comprehensive review) and
the exotic and elusive spin-liquid phase [12–16]. Progress in the understanding of both of the above-
mentioned scenarios using lattice methods has been made by directly simulating the relevant lattice
many-body Hamiltonians [17]. However, in order to do so, one must resort to looking at other, inher-
ently non-local quantities, most notably spectral functions.
The long-standing problem of accessing spectral quantities through Euclidean correlators is noto-
riously difficult and subtle. Early attempts to attack this problem of analytic continuation (AC) used
ansätze as well as Bayesian methods and had varied levels of success [18–20]. More recently, the
Backus-Gilbert (BG) [21] method has been employed in lattice QCD calculations [22] as well as in
calculations for strongly-correlated electrons [17, 23]. In this study, we apply a newly introduced
modification of the BG method that employs the so-called Tikhonov regularization to a variety of
lattice models: the Hubbard model on the hexagonal lattice and the Hubbard-Coulomb model on the
square lattice. We do not find evidence in favor of the spin-liquid phase for the Hubbard model on
the hexagonal lattice and we find that our new method for AC allows one to accurately determine the
location and nature of the Mott-Hubbard transition.
2 Methods
2.1 Model
We start by first defining the Hubbard-Coulomb Hamiltonian
Hˆ = −κ
∑
σ
∑
〈x,y〉
(
cˆ†x,σcˆy,σ + h.c.
)
+
1
2
∑
x,y
ρˆxVx,yρˆy, , (1)
where κ is the hopping parameter and 〈x, y〉 denotes nearest neighbor sites. The creation and annihi-
lation operators satisfy the following anticommutation relations{
cˆx,σ, cˆ
†
y,σ′
}
= δx,yδσ,σ′ , (2)
where x, y refer to the lattice site and σ, σ′ refer to the electron’s spin. The two-body density-density
interaction in (1) is completely general with Vx,y a positive-definite matrix and ρˆx is the electric charge
operator at site x. A pure on-site Hubbard model corresponds to the special case of a diagonal ma-
trix Vx,y = Uδx,y. In our version of the Hubbard-Coulomb model, the two-body interaction is fully
specified by the on-site coupling U ≡ V0,0 and the nearest neighbor coupling V ≡ Vx,x+δ, where δ is a
nearest neighbor vector, which determines the strength of the Coulomb tail [17, 24].
The path integral formulation of the theory can be obtained by starting from the definition of the
partition function and applying the Suzuki-Trotter decomposition
Z ≡ Tr e−β
(
Hˆ
)
= Tr
(
e−δτHˆ0e−δτHˆinte−δτHˆ0 . . .
)
+ O(δ2τ), (3)
where we have discretized the Euclidean time direction into Nτ slices such that δτ ≡ β/Nτ is the lattice
spacing in the temporal direction. We also note that the above decomposition separates the kinetic
term, Hˆ0, from the interaction term, Hˆint. After further manipulations, including, for the four-Fermi
term Hˆint, the introduction of a real scalar field φ via a Hubbard-Stratonovich transformation, we
arrive at the following representation of the partition function
Z =
∫
Dφ| det M[φ]|2e−S B[φ], S B[φ] =
δτ
2
∑
x,y,n
φx,nV
−1
x,yφy,n (4)
where M is the inverse fermion propagator and S B[φ] is the action of the bosonic Hubbard field. The
fields carry both spatial indices as well as a temporal index which denotes the time-slice on which they
reside. As per usual the bosonic fields satisfy periodic boundary conditions in the temporal direction
φx,n+Nτ = φx,n, while the fermionic fields satisfy anti-periodic boundary conditions ψx,n+Nτ = −ψx,n
(which is encoded in the matrix M). For more details see [17, 24]. The integrand in (4) is manifestly
positive-definite due to the particle-hole symmetry of the model (1) at half-filling. This allows us to
employ standard techniques of lattice gauge theory to sample systems with dynamical fermions in the
absence of the sign problem. These algorithms broadly go under the name of hybrid Monte Carlo
(HMC) [25, 26].
Using our path integral formulation, the thermal expectation value of an observable Oˆ is defined
as
〈Oˆ〉φ =
1
Z
∫
DφO| det M[φ]|2e−S B[φ]. (5)
Information about the fermionic quasiparticles of the model in question can be obtained from the
single-particle propagator
G(x, τ) ≡ −〈Tc(x, τ)c†(0, 0)〉 = 〈M−1x,τ,0,0〉φ, (6)
where T refers to time-ordering and we have suppressed spin indices and any position- or momentum-
space labels. This theory has translational invariance in space and in Euclidean "time" as well as rota-
tional symmetry. This implies that the propagators for up and down spins are the same and that they
only depend on the spatial and temporal separation between the creation and annihilation operators
appearing in (6).
2.2 Modified Backus-Gilbert Method
In order to obtain real-frequency information regarding a theory in thermal equilibrium, one must per-
form an analytic continuation of the correlator, such as (6), from discrete points on the imaginary axis
(Matsubara frequencies) to the entire real line. This problem is ill-defined and it still remains a chal-
lenge to extract useful information from this procedure in a manner which requires the least amount
of assumptions. The Green-Kubo (GK) relations express the connection between the Euclidean time
correlator and the real-frequency spectral function. For this study, we write down the relevant GK
relation for the fermionic quasiparticle
G(τ) =
∫ ∞
0
dωK(τ, ω)A(ω), K(τ, ω) ≡
cosh
[
ω(τ − β/2)
]
cosh(ωβ/2)
. (7)
In (7), the spectral function A(ω) represents the density of states (DOS) for the fermionic excitations.
In order to invert the relation in (7) using the BG method, we start by defining an estimator for the
DOS
A¯(ω0) =
∫ ∞
0
dωδ(ω0, ω)A(ω), (8)
which is the convolution of the exact DOS with the resolution function δ(ω0, ω). Due to the linearity
of the GK relations, one expresses the resolution function in the following basis
δ(ω0, ω) =
∑
j
q j(ω0)K(τ j, ω), (9)
which then, using (8), implies
A¯(ω0) =
∑
j
q j(ω0)G(τ j). (10)
The coefficients q j(ω0) are determined by a minimization of the width of the resolution function
around the frequency ω0
D ≡
∫ ∞
0
dω(ω − ω0)
2δ2(ω0, ω),
∫ ∞
0
dωδ(ω0, ω) = 1. (11)
The resulting expression is
q j(ω0) =
W−1(ω0) j,kRk
RnW−1(ω0)n,mRm
, (12)
where
W(ω0) j,k =
∫ ∞
0
dω(ω − ω0)
2K(τ j, ω)K(τk, ω), Ri =
∫ ∞
0
dωK(τi, ω). (13)
The matrix W typically has a condition number of C(W) ≡ λmax
lambdamin ≈ O(10
20) and is thus extremely ill-conditioned. Previous studies have tried to remedy this
situation by using a convariance matrix regularization [22, 23].
In Tikhonov regularization, which we employ here, one casts the AC as a modified least-squares
problem, min
(
‖Ax − b‖2
2
+ ‖Γx‖2
2
)
, where Γ is an appropriately chosen matrix which is here taken to
be proportional to the identity λ1 [27]. Using the singular value decomposition (SVD) for the inverse
matrix W−1, the Tikhonov regularization results in the following modification
W−1TR = VDTRU
⊤, DTR = diag((σ1 + λ)
−1, . . . , (σN + λ)
−1)), (14)
where σi are the original singular values that are now smoothly cutoff for λ ≫ σi. Comparing with
other regularizations, we find that for a desired resolution in frequency space, Tikhonov regularization
yields the spectral functionwith the smallest error. In [17], this methodwas used to study the collective
charge excitations of the extended Hubbard-Coulomb model. We refer the reader there for a more
detailed analysis of the method.
3 Results
In this section we present our results for the Hubbard-Coulomb model on the square lattice and the
Hubbard model on the hexagonal lattice. In the case of the Hubbard-Coulombmodel, we were able to
directly demonstrate the onset of the Mott-Hubbard transition by examining the momentum-averaged
density of states. It is obtained from the following Euclidean correlator
G(τ) = −
∑
x
〈Tc(x, τ)c†(x, 0)〉. (15)
For weakly interacting fermions, Fermi-liquid theory predicts low energy excitations characterized
by a dispersion relation with renormalized parameters, thus the well-defined Fermi surface still exists
and there is a non-vanishing quasiparticle spectral weight, Z, at the Fermi energy which corresponds
to ω = 0 [28]. In Fig. (1a), we see how at small coupling we encounter such a situation. We have a
large spectral weight at the origin which is a signature of the metallic phase.
However, as the coupling increases, we encounter a situation where the quasiparticle spectral
weight vanishes at the Fermi level and a new peak forms at finite E. This can be seen in Fig. (1b).
This phenomenon is known as the formation of Hubbard bands and is one signature of the Mott-
Figure 1. The momentum-averaged DOS in the Hubbard-Coulomb model for a lattice size of Ns = 20, Nτ = 160
and temperature T = 0.046κ, where κ is the hopping amplitude between nearest neighbors. U is the on-site
Hubbard coupling and V characterized the strength of the long-range Coulomb tail (it is equal to the interaction
between nearest neighbors). (a) Weak-coupling case: One can clearly see the quasiparticle peak at zero frequency
which characterizes the Fermi liquid phase. (b) Strong-coupling case: The spectral weight has been shifted to the
Hubbard bands and the quasiparticles are gapped.
Hubbard transition. In this phase, charge transfer is suppressed and the well-defined Fermi surface
is completely destroyed. Being that this phenomenon occurs at strong coupling and is of a non-
perturbative nature, lattice methods naturally lend themselves to the problem. The success of these
methods can be compared to other methods commonly applied by condensed-matter theorists to the
problem of the Mott-Hubbard transition such as dynamical mean-field theory (DMFT) [29, 30]. The
advantage of the lattice formulation over these methods comes from the ability to natually take into
account long-range interactions which can be important in the study of collective charge excitations
[17].
The case of the Hubbard model on the hexagonal lattice is a bit different as the picture of the
phase structure is still unsettled. Although early studies suggested the existence of the spin-liquid
phase which is predicted to exist in the region of the phase diagram between the semimetal and
antiferromagnetic insulator (AFMI) phases [12–14], more recent studies have found no evidence for
this phase [15, 16]. We have attempted to address the location, in terms of the Hubbard coupling
V00, of the onset of the gap for the fermionic quasiparticles relative to the formation of a magnetically
ordered state. In doing so, one can hope to make a statement about the possible existence of the
spin-liquid phase on the hexagonal lattice.
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Figure 2. The magnetization on the hexagonal lattice is plotted as a function of on-site coupling for two lattice
volumes, each at two different temperatures. A finite-scaling analysis for this correlator tells us that for a given
temperature T , the coupling where the curves intersect defines the critical anti-ferromagnetic coupling Uc,AF.
To detect magnetic order, we have performed a finite scaling analysis of the long-range spin-spin
correlations by measuring
〈S 2〉 ≡ 〈
∑
x
(
Sˆ zx
)2
〉, Sˆ zx ≡
1
2
(
cˆ
†
x,↑
cˆx,↑ − cˆ
†
x,↓
cˆx,↓
)
, (16)
where the sum runs over all spatial sites of the lattice and Sˆ zx refers to the third component of the
spin operator at site x. This quantity should exhibit universal behavior at the phase transition point:
〈S 2〉/L4−2β/ν ∼ C, where the constantC does not depend on the lattice size L and the coefficients β and
ν are the critical exponents for the corresponding phase transition. Thus, we can determine the critical
coupling Uc,AF by plotting the quantity 〈S
2〉/L4−2β/ν for different lattice sizes and looking for the
intersection point. The critical exponents for the AFM transition on the hexagonal lattice were found
in [16]. In Fig. (2), one sees the results for (16) for two spatial lattice sizes and two temperatures.
From our results, one can see that the critical coupling lies somewhere between 3.9 and 4 (in units of
the hopping parameter κ).
Now, to determine where the fermionic excitations become gapped, we look at the DOS. However,
unlike the case of the square lattice, where at half-filling the Fermi surface was a diamond in the first
Brillouin zone (BZ), for the hexagonal lattice at half-filling there are only two "Fermi points" where
the valence and conduction bands touch. These are denoted by K and K′ and are located at the corners
of the BZ. It is well known from the theory of graphene that the low-energy excitations around these
points are massless Dirac fermions. Thus, to determine if the excitations are gapped, we must look
at the momentum-resolved DOS calculated exactly at the K-point. This was done at two different
spatial volumes and we have plotted the position of the peak in ω as a function of the inverse lattice
size 1/L2 for V00/κ = 3.7, 3.9 in Figs. (3) and (4). Our results suggest that the gap may vanish in
the thermodynamic limit although, admittedly, one would need several other lattice sizes to make a
definitive conclusion.
4 Conclusion
The accurate and systematic study of exotic phases of many-body systems and phase transitions that
do not admit a local order parameter necessitates the use of innovative methods. For the two physical
Figure 3. (a) The DOS at the K-point for V00 = 3.7κ, T = 0.023κ, and L = 12. (b) The DOS for the same
parameters at spatial lattice size L = 18. (c) The estimated peak positions from (a) and (b) plotted as a function
of 1/L2.
Figure 4. (a) The DOS at the K-point for V00 = 3.9κ, T = 0.023κ, and L = 12. (b) The DOS for the same
parameters at spatial lattice size L = 18. (c) The estimated peak positions from (a) and (b) plotted as a function
of 1/L2.
situations considered in this work, the gapped spin-liquid phase of the hexagonal lattice Hubbard
model and the Mott-Hubbard transition on the square lattice, the ability to extract real-frequency
information from Euclidean correlators through our modified BGmethod for AC was crucial. Namely,
without making any assumptions about the spectral functions nor requiring unrealistically accurate
Monte Carlo data, one is able to make quantitative predictions about the nature of the fermionic
excitations. In particular, for the Hubbard model on the hexagonal lattice, our preliminary results
suggest that the quasiparticles become gapped at a coupling that is comparable to that of the critical
coupling at which system magnetically orders, Uc,AF, thus eliminating the gapped spin liquid phase.
Future studies will attempt to get a more accurate determination of finite volume corrections in both
the determination of the gap and Uc,AF.
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