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Abstract
A domain decomposition method is proposed based on carefully chosen impedance transmission operators for a
hybrid formulation of the eddy current problem. Preliminary analysis and numerical results are provided in the
spherical case showing the potential of these conditions in accelerating the convergence rate. To cite this article:
Y. Boubendir, H. Haddar and M.K. Riahi, C. R. Acad. Sci. Paris, Ser. I 340 (2015).
Re´sume´
Nous proposons une me´thode de de´composition de domaine base´e sur un choix particulier de l’e´criture des condi-
tions de transmission pour une formulation hybride du mode`le courant de Foucault. Nous donnons des re´sultats
analytiques et nume´riques pre´liminaires dans le cas sphe´rique qui montrent le potentiel de ces conditions dans
l’acce´le´ration de la vitesse de convergence d’une re´solution ite´rative du proble`me. Pour citer cet article : Y.
Boubendir, H. Haddar et M.K. Riahi, C. R. Acad. Sci. Paris, Ser. I 340 (2015).
Version franc¸aise abre´ge´e
Le mode`le de courant de Foucault s’e´crit pour le champ e´lectrique E et le champ magne´tique H
curl H− σE = 0 dans Ω
curl E− iωµH = 0 dans Ω
n×H = n× Je sur ∂Ω.
(1)
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ou` la perme´abilite´ magne´tique µ est une fonction a` valeurs re´elles qui peut de´pendre de l’espace, et Je
repre´sente un terme source. La conductivite´ e´lectrique σ est nulle en dehors de la partie conductrice ΩC .
Ces equations sont comple´te´es par les conditions d’interface traduisant la continuite´ des composantes
tangentielles de E et H a` travers Γ, l’interface entre ΩC et le vide ΩI := Ω\ΩC .
Le champ magne´tique H est a` rotationnel nul dans ΩI . Ceci implique, lorsque ce dernier est simplement
connexe, que H = ∇p (voir par exemple [3]), et le mode`le s’e´crit sous la forme{
curl curl E− κ2E = 0 dans ΩC
∇ · (µ∇p) = 0 dans ΩI
(2)
avec κ2 := iωµσ. Les conditions de continuite´ a` l’interface Γ s’e´crivent
curl E× n = iωµ−−→curlΓ p ∂p
∂n
=
1
iωµ
curlΓ E sur Γ (3)
ou` n est un vecteur normal unitaire sur Γ qui pointe vers l’exte´rieur de ΩC et ou`
−−→
curlΓ p := ∇Γ p× n et
curlΓ E := divΓ (E×n) avec ∇Γ et divΓ de´signant respectivement le gradient et la divergence surfaciques.
Nous remarquons que le cas non simplement connexe pourrait e´galement eˆtre traite´ au moyen de rajouter
a` p les contributions d’un nombre fini de fonctions harmoniques ([3]). Dans ce travail nous proposons une
me´thode de de´composition de domaine base´ sur la de´composition de Ω en partie conductrice et le vide
mais en remplac¸ant les conditions d’interface naturelle par les conditions de continuite´ suivantes
∂p
∂n
+ βI curlΓ
−−→
curlΓ p =
1
iωµ
curlΓ (E + βI curl E× n) (4)
curl E× n + βC −−→curlΓ (curl E · n) = iωµ−−→curlΓ
(
p+ βC
∂p
∂n
)
(5)
ou` βI and βC sont des nombres complex approprie´es. On montre que ces conditions sont e´quivalentes
aux conditions originales sous certaines conditions sur βC et βI (Lemme 1.1). Notre algorithme ite´ratif
est de´crit par (14)-(15). Dans la cas sphe´rique, on montre que asymptotiquement, l’ope´rateur d’ite´ration
(16) est une contraction plus rapide que celle correspondant au choix βI = βC = 0 (Proposition 2.2).
Nous concluons cette note par un exemple nume´rique 3D montrant une meilleure vitesse de convergence
pour des valeurs de βC et βI diffe´rentes de 0.
1. Introduction
The eddy current approximation of the Maxwell equations, for the electric field E and the magnetic
field H reads 
curl H− σE = 0 in Ω
curl E− iωµH = 0 in Ω
n×H = n× Je on ∂Ω.
(6)
where the magnetic permeability µ is a real valued function that may depend on space and Je stands
for the source excitations. The electric conductivity σ has support only in the conductive material ΩC .
These equations are supplemented with the continuity of tangential components of E and H across Γ,
the interface between conductive and non conductive regions.
The field H is curl free in the insulating region ΩI := Ω\ΩC . This implies in the case of a simply
connected topology that the magnetic field is a gradient of a harmonic scalar field i.e. H = ∇p (see [3]
and references therein), which leads to the problem
2
{
curl curl E− κ2E = 0 in ΩC
∇ · (µ∇p) = 0 in ΩI .
(7)
where κ2 := iωµσ. The interface continuity conditions across Γ lead to
curl E× n = iωµ−−→curlΓ p ∂p
∂n
=
1
iωµ
curlΓ E on Γ (8)
where n is a unitary normal vector on Γ pointing toward the exterior of the conductor. We use
−−→
curlΓ p :=
∇Γ p× n and curlΓ E := divΓ (E× n) with ∇Γ and divΓ respectively being the surface gradient and the
surface divergence. To simplify the presentation we also assume that ∂Ω ⊂ ∂ΩI and close the problem by
imposing a boundary condition p = f on ∂Ω. Let us already remark that the case of non simply connected
domain can also be treated in a similar way but with additional technicalities related to the incorporation
of (finite number of) divergence and curl free functions.
Many methods, such as potential and hybrid formulations [4,2,9], have been developed to deal with this
type of problem. An extensive overview of these methods can be found in [3]. Generally speaking, these
methods fall in the class of direct formulations gathering the problem in ΩC and ΩI into the same linear
system to solve. A nice discussion of the advantages/disadvantages of such methods and others can be
also found in [2], where the authors propose a new numerical discretization to overcome these difficulties,
mainly related to the size of the linear systems. Although the approach in [2] represents an important
contribution in solving these difficulties, it remains strongly dependent on the use of preconditioners
because of the ill-conditioning which is further worsen by the high contrast created by the conductivity
in ΩC .
Domain decomposition methods [8,10] are well suited for this problem since they allow the problems
in ΩC and ΩI to be solved separately with appropriate approaches. Up to our knowledge, the only
domain decomposition algorithm developed for formulation (7) is the given in [3] and exploits transmission
conditions (8). We here propose to improve this method by modifying these conditions under the form
∂p
∂n
+ βI curlΓ
−−→
curlΓ p =
1
iωµ
curlΓ (E + βI curl E× n) (9)
curl E× n + βC −−→curlΓ (curl E · n) = iωµ−−→curlΓ
(
p+ βC
∂p
∂n
)
(10)
where βI and βC denote appropriate (complex) numbers. For similar ideas in different contexts we refer
the reader to [5,7,6].
We establish in this part a consistency property for the above impedance boundary condition.
Lemma 1.1 The following conditions
Re {−βCβI} ≥ 0, or Im {βCβI} 6= 0 (11)
ensure consistency between the original conditions (8) and the new ones (9)-(10).
Proof. Let us define the following quantities on Γ
ΞC := curl E× n− iωµ−−→curlΓ p, ΞI := ∂p
∂n
− 1
iωµ
curlΓ E, (12)
which are zero if interface conditions (8) hold. Interface conditions (10) and (9) can be written as
ΞC + iωµβC
−−→
curlΓ ΞI = 0, ΞI +
1
iωµ
βI curlΓ ΞC = 0. (13)
Therefore, ΞC − βCβI −−→curlΓ curlΓ ΞC = 0. with implies, using a variational form, that ‖ΞC‖2L2(Γ) −
3
βCβI‖ curlΓ ΞC‖2L2(Γ) = 0. If (11) is satisfied then ΞC = 0 which also implies ΞI = 0 and one recov-
ers interface conditions (8). 
The problem at hand is then reduced to the following iterative algorithm where the two problems are
solved separately (with appropriate variational formulations and discretization)
∆p(k+1) = 0 in ΩI
∂p(k+1)
∂n
+ βI curlΓ
−−→
curlΓ p
(k+1) =
1
iωµ
curlΓ(E
(k) + βI curl E
(k) × n) on Γ
(14)

curl curl E(k+1) − κ2E(k+1) = 0 in ΩC
curl E(k+1) × n + βC −−→curlΓ(curl E(k+1) · n) = iωµ−−→curlΓ(p(k) + βC ∂p
(k)
∂n
) on Γ.
(15)
It order to ensure well posed problems for p(k+1) and E(k+1), a variational study of problems (14) and
(15) show that sufficient conditions are respectively ReβI ≤ 0 and ReβC ≥ 0, ImβC ≤ 0.
2. Iteration operator in the case of concentric spheres
This section is dedicated to the computation of the eigenvalues of the iteration operator, denoted by T ,
in the case of concentric spheres. The main goal is to study the dependence of these eigenvalues on βI and
βC and show that non zero values of βI and βC improve the convergence of the iterative procedure. In
the case f = 0 (meaning the solution is 0) better behavior correspond with eigenvalues of modulus closer
to 0 in the case of a successive iterative procedure. Consider the sphere Ω = BR ⊂ R3 with radius R > 1.
The insulating and conducting regions are respectively given by BR\B1 and B1, where B1 is the unit
sphere (the case of a sphere of radius r < R can be easily deduced using an appropriate scaling). Assume
that gC (resp. gI) represents the right side on Γ in (15) (resp. (14)), and let us define g = (gC ,gI)
T .
Performing one iteration consists in computing
g(n+1) = T g(n) =
 0 TC
TI 0
 g(n)C
g
(n)
I
 (16)
with
TI
(
g
(n)
C
)
:=
1
iωµ
curlΓ
(
E(n+1) + βI curl E
(n+1) × n
)
, TC
(
g
(n)
I
)
:= iωµ
−−→
curlΓ
(
p(n+1) + βC∂np
(n+1)
)
(17)
Let Ymn , n = 0, 1, . . ., −n ≤ m ≤ n denote the spherical harmonics and set Umn :=
1√
n(n+ 1)
∇S2 Ymn
and Vmn (xˆ) := xˆ×Umn (xˆ), xˆ ∈ S2. We remark from the expression of gC that this field belongs to span
{Vmn , n = 1, 2 . . . ,−n ≤ m ≤ n}. We also denote by jn the spherical Bessel function of the first kind of
order n.
Proposition 2.1 Assume that
gC =
∞∑
n=1
n∑
m=−n
gn,mC V
m
n and gI =
∞∑
n=1
n∑
m=−n
gn,mI Y
m
n (xˆ).
Then we have
TC(gI) =
∞∑
n=1
n∑
m=−n
(TC)mn gn,mI Vmn and TI(gC) =
∞∑
n=1
n∑
m=−n
(TI)mn gn,mC Ymn (xˆ)
4
with
(TC)mn := −iωµ
(
1√
n(n+ 1)
BI + βCn(n+ 1)AI
)
/ (AI + βIBI) (18)
(TI)mn :=
1
iωµ
(
−1√
n(n+ 1)
BC + βI
√
n(n+ 1)AC
)/
(AC + βCBC) (19)
and AI := −n
(
1 +R−2n
)
, BI := n(n + 1)
(
1−R−2n), AC := −√n(n+ 1)(jn(κ) + κj′n(κ)) and BC :=
−(n(n+ 1)) 32 jn(κ).
Proof. The solution p of problem (14) can be expressed as p(x) =
∑∞
n=1
∑n
m=−n (c
m
n |x|n + dmn |x|−n) Ymn (xˆ).
From the homogeneous exterior boundary conditions we get cmn = −dmn R−2n. Using the boundary condi-
tion (9) we obtain
(AI + βIBI) dmn = g
n,m
I .
The expression of (TC)mn then follows from evaluating the expression of TC(gI).
The solution E of problem (15) can be expressed as E(x) =
∑∞
n=1
∑n
m=−n a
m
n M
m
n (x)−
i
κ
bmn curl M
m
n (x)
with Mmn (x) := curl
(
xjn(κ|x|)Ymn (xˆ)
)
. Since
Mmn (x) = −
√
n(n+ 1)jn(κ|x|)Vmn (xˆ) and curl Mmn (x) = −
√
n(n+ 1)
(
1
|x|jn(κ|x|) + κj
′
n(κ|x|)
)
Umn (xˆ)
we get at |x| = 1,
curl E× n =
∞∑
n=1
n∑
m=−n
−amn
√
n(n+ 1)
(
jn(κ) + κj
′
n(κ)
)
Vmn (xˆ) + iκb
m
n
√
n(n+ 1)jn(κ)U
m
n (xˆ).
In addition, because curlΓ U
m
n = 0, we obtain at |x| = 1,
−−→
curlΓ curlΓ E =
∞∑
n=1
n∑
m=−n
−amn (n(n+ 1))
3
2 jn(κ)V
m
n (xˆ). (20)
Therefore, combination of (20),(20) and the boundary condition (10) leads to
curl E× n + βC −−→curlΓ curlΓ E =
∞∑
n=1
n∑
m=−n
(AC + βCBC) Vmn (xˆ). (21)
This implies in particular that
amn = g
n,m
C / (AC + βCBC) , b
m
n = 0. (22)
The expression (T )mn then directly follows from evaluating TI(gC). 
Using the structure of T one observes that the operator T 2 is diagonal with eigenvalues
(T )mn := (TI)mn · (TC)mn . (23)
Proposition 2.2 The leading term in the asymptotic expansion of the amplification coefficient for large
n and any βI , βC is given by
|(T )mn | ∼
∣∣∣∣1− nβC1 + nβC
∣∣∣∣ as n→∞.
5
Proof. The asymptotic expansion for the Bessel functions of the first kind with complex argument [1,
Formula 9.3.1] for a fixed complex argument κ and a large integer n is given by jn(κ) ∼ 1√2pin
(
eκ
2n
)n
and j′n(κ) ∼ nκ jn(κ).We then have the following asymptotic expansions of the coefficients appearing in
Proposition 2.1 AI ∼ −n,BI ∼ n2, AC ∼ −n2jn(κ) and BC ∼ −n3jn(κ). Plugging these asymptotics in
formula (18) and (19) respectively give for large n
(TC)mn ∼ iωµ(1− nβC)/(1− nβI) and (TI)mn ∼
1
iωµ
(1− βIn)/(−1− βCn).
This gives the announced result. 
We then conclude that as long as ReβC > 0 the coefficient (T )mn has a modulus strictly smaller than 1
for large n. It is surprising that the asymptotic behavior is independent from the values of βI which may
suggest that this parameter has less important influence in accelerating the iterations. More importantly,
the asymptotic formula shows that |(T )mn (ReβC > 0)| < |(T )mn (ReβC = 0)| for n sufficiently large which
would indicate for the cases ReβC > 0 better convergence properties than for the natural choice βI = 0
and βC = 0. We also remark that purely imaginary values of βC do not improve the convergence properties
for large modes.
We plot in Figure 1 the amplification coefficient (23) of the iterative procedure for each mode n,m.
We observe that the above conclusions also hold for all modes and that better behavior is observed for
ReβC > 0. The asymptotic behavior of |(T )mn | is also confirmed by Figure 1 right.
Figure 1. Plots of n 7→ |(T )mn | for the choice of (βI , βC)={(-1.e-2,1.e-2),(-1.e-2,1.e-1) (left) and different choices of βI = −βC
(right)}.
3. 3D Finite Elements preliminary experiments
Preliminary results of the new formulation are presented in this section. The insulating region is given
by BR\Br where R = 2 and r = 1, and the conduction region by Br. The electromagnetic coefficients
are chosen to be; σ = 1 for the conductivity and µ = 1 for the permeability. The frequency is set to
ω = pi/4. The coefficients βI and βC similar to the ones used in Figure 1 (e.g. βI , βC) = {(−1.e− 2, 1.e−
2), (−1.e − 2, 1.e − 1)), and the source term is given by f = sin(x + iy). For problem (15) (resp. (14)),
the Ne´de´lec (resp. P1-Lagrange) finite elements are used. Figure 2 exhibits convergence of the residual
for the iterative procedures. Clearly the case (βI , βC) = (0, 0) is less performant.
More advanced numerical analysis of the proposed scheme will be the subject of forthcoming work. We
shall in particular numerically and theoretically discuss optimal choices for the impedance parameters
6
(a) (b) (c)
Figure 2. Computed solution for the potential p in the insulator (a) and for electric field in the conductor (b). The residual
of the DDM iterations (c).
βC and βI and explore the possibility of using parameters that are operators of an appropriate negative
order that would provide an asymptotic limit of |(T )mn | strictly smaller than 1 (this is clearly not the case
of constant parameters as indicated by Proposition 2.2).
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