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Abstrak
Pemodelan proses Spasial-Temporal(ST) telah dilakukan oleh beberapa peneliti de-
ngan berbagai pendekatan dan umumnya mengasumsikan bahwa proses ST bersifat
gaussian dan stasioner. Namun, asumsi gaussian dan stasioner sering tidak dipenu-
hi pada data riil. Dalam penelitian ini akan dikembangkan model Bayesian Hirarki
proses ST non stasioner berbasis kopula pada data non gaussian. Distribusi marginal
proses ST pada setiap lokasi pengamatan dapat dimodelkan sebagai suatu gaussian
atau non gaussian disesuaikan dengan data pengamatan, sedangkan distribusi bersa-
ma pada keseluruhan lokasi dikonstruksi melalui pendekatan kopula. Fungsi distribu-
si bersama dimodelkan dengan menggunakan metode Bayesian hirarki melalui tahap
pemodelan data, pemodelan proses dan pemilihan prior. Untuk pemodelan non sta-
sioner dikonstruksi melalui modifikasi fungsi distribusi marginal dengan pendekatan
fungsi distribusi marginal mixture stasioner lokal pada tahap pemodelan data proses
hirarki. Fungsi distribusi marginal mixture stasioner lokal, diperoleh dari partisi da-
erah pengamatan non stasioner menjadi beberapa kluster stasioner lokal, kombinasi
fungsi distribusi pada setiap kluster akan membentuk suatu fungsi distribusi marginal
mixture dan digunakan bersama fungsi kopula untuk membentuk suatu fungsi dis-
tribusi bersama. Model ini akan diaplikasikan pada data curah hujan ekstrim untuk
membuat peta prediksi beserta suatu interval kepercayaan.
iv
Bab 1
Pendahuluan
1.1 Latar Belakang
Bencana banjir dan tanah longsor yang diakibatkan oleh curah hujan ekstrim men-
jadi ancaman bagi penduduk dan infrastruktur di berbagai daerah, demikian pula di
kabupaten dan kota Malang, Jawa Timur. Sejumlah kejadian banjir dan tanah long-
sor telah terjadi akibat tingginya curah hujan. Beberapa media elektronik ataupun
media cetak telah melaporkan sejumlah peristiwa banjir dan tanah longsor sebagai
akibat dari curah hujan ekstrim [15].
Peningkatan curah hujan beberapa tahun terakhir umumnya disebabkan oleh pe-
manasan global dan perubahan pola cuaca. Peningkatan trend curah hujan ekstrim
mengalami peningkatan dalam beberapa dekade terakhir [13, 14]. Peningkatan cu-
rah hujan ekstrim ini telah mengakibatkan terjadinya banjir dan longsor. Banjir
dan longsor menimbulkan banyaknya kerusakan, kerugian dan menelan korban jiwa,
sehingga diperlukan langkah pencegahan yang segera dan efektif.
Sebagai upaya pencegahan atau mengurangi dampak yang diakibatkan oleh banjir
dan longsor, diperlukan statistik curah hujan ekstrim sebagai alat untuk menyusun
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2strategi penanganan yang tepat. Untuk mendukung kebutuhan tersebut, diperlukan
analisis dan prediksi ST curah hujan ekstrim [7]. Penelitian curah hujan ekstrim erat
kaitannya dengan teorema nilai ekstrim. Sejumlah penelitian tentang teorema nilai
ekstrim telah dikembangkan beberapa tahun terakhir ini.
Dalam penelitian ini akan dianalisis kejadian curah hujan ekstrim menggunakan
data curah hujan bulanan. Analisis awal tentang curah hujan ekstrim telah dilaku-
kan berdasarkan data curah hujan di Kabupaten Malang, Jawa Timur(Amran, Nur
Iriawan, Subiono, Irhamah). Hasil analisis menunjukkan bahwa curah hujan umum-
nya bersifat non gaussian dan non stasioner. Sehingga, pendekatan pemodelan untuk
curah hujan pada kasus non gaussian maupun non stasioner berpotensi untuk dikem-
bangkan. Masalah pemodelan curah hujan ekstrim secara sederhana digambarkan
sebagai berikut, diketahui data pengamatan yang diukur pada lokasi s dan waktu
t, tujuannya ialah membuat model distribusi nilai ekstrim yang memuat dependensi
spasial maupun temporal. Model distribusi ini dapat digunakan untuk menghitung
probabilitas terjadinya nilai ekstrim pada lokasi s0 dan pada waktu t+ 1.
Pemodelan kejadian ekstrim spasial telah dikembangkan oleh beberapa peneliti,
diantaranya Coles [22] mengajukan model information-sharing yang mengelompok-
kan kecepatan angin dari beberapa lokasi untuk menaksir parameter distribusi Ge-
neralized Extreme Value(GEV), namun pendekatan ini tidak melibatkan dependensi
spasial. Casson dan Coles [5] mengembangkan model spasial point process untuk
nilai-nilai yang melebihi threshold tetapi tidak menggunakan prosedur interpolasi
spasial. Cooley et al. [3] mengembangkan model bayesian hirarki yang memodel-
kan dependensi spasial secara simultan dan menggunakan model interpolasi spasial,
namun pada model tersebut tidak melibatkan efek temporal.
3Dari sudut pandang metodologi, Dupuis [12] meneliti data hydrometric dan low-
flow events menggunakan metode kopula. Distribusi marginal dipilih berdasarkan
hasil dari teorema nilai ekstrim dan menggunakan enam model kopula untuk mene-
tapkan struktur dependensi data tersebut, namun dalam penelitian ini tidak meng-
gunakan metode bayesian. Coles dan Tawn [9, 10] menggunakan proses max-stable
untuk memodelkan curah hujan ekstrim, namun tidak melibatkan metode bayesian
dalam inferensi maupun prediksi. Renard dan Lang [6] menerapkan fungsi gaussi-
an kopula pada beberapa kasus, namun penaksiran parameter tidak menggunakan
metode Bayesian.
Ghosh [7] mengembangkan model Bayesian hirarki berbasis kopula, untuk membu-
at peta prediksi curah hujan ekstrim dilengkapi dengan interval kepercayaan. Fungsi
kopula multivariat Ekstrim value dan t5, serta model Poisson-Generalized Pareto dan
General Ekstrim Value untuk fungsi distribusi marginal yang dapat mengakomodasi
sifat non gaussian dari data pengamatan. Namun model yang dikembangkan hanya
dapat diterapkan pada proses ST stasioner dan tidak dapat digunakan pada proses
non stasioner.
Dari uraian tersebut, pemodelan proses ST non stasioner melalui metode bayesian
hirarki berbasis kopula belum pernah diteliti sebelumnya. Oleh karena itu dalam pe-
nelitian ini akan dikembangkan model Bayesian hirarki berbasis kopula pada proses
ST non stasioner yang diharapkan dapat mengatasi masalah karakterisasi distribusi
proses ST yang bersifat non stasioner. Penelitian ini pada dasarnya mengembangkan
penelitian yang dilakukan oleh Ghosh [7]. Dalam penelitian Ghosh [7], fungsi dis-
tribusi marginal maksimum tahunan yang didefinisikan pada tahap pemodelan data
4diasumsikan berdistribusi Generalized Pareto untuk keseluruhan daerah pengamat-
an sehingga menghasilkan model bayesian hirarki pada proses ST stasioner. Dalam
penelitian ini, akan digunakan fungsi distribusi marginal mixture untuk mengakomo-
dasi proses ST non stasioner sedangkan tahap pemodelan proses dan pemilihan prior
tetap dipertahankan. Perubahan fungsi distribusi marginal maksimum tahunan ini
akan menghasilkan beberapa fungsi distribusi marginal lokal stasioner yang dikombi-
nasikan menjadi distribusi marginal mixture yang merepresentasikan distribusi proses
ST non stasioner.
Pemodelan berbasis kopula digunakan karena dapat menghasilkan suatu fungsi
distribusi bersama untuk dimensi spasial maupun dimensi temporal secara simultan,
melalui kombinasi fungsi kopula dan fungsi distribusi marginal. Sehingga dengan di-
ketahuinya karakteristik fungsi distribusi bersama pada proses ST, proses forecasting
pada waktu yang akan datang dan interpolasi pada lokasi lainnya dapat dilakukan
dengan metode Bayesian. Selain itu, model yang dihasilkan dapat pula mengakomo-
dasi data ST non gaussian melalui pemilihan distribusi marginal. Keuntungan lain
menggunakan metode Bayesian, ialah dihasilkannya suatu interval kepercayaan untuk
taksiran parameter serta peta prediksinya.
Pada metode Bayesian hirarki fungsi distribusi bersama dimodelkan melalui tahap
pemodelan data, pemodelan proses dan pemilihan prior. Pada tahap pemodelan da-
ta, distribusi marginal dikombinasikan dengan kopula untuk memperoleh model data
dengan asumsi independensi temporal bersyarat. Pada tahap pemodelan proses, di-
modelkan parameter waktu(β) melalui model autoregresif (AR) untuk menghasilkan
distribusi bersama bagi β , selanjutnya fungsi distribusi bersama tersebut digunakan
untuk memodelkan parameter model data beryarat parameter model proses. Untuk
5tahap pemilihan prior, dilakukan sejumlah pemilihan prior guna menentukan distri-
busi prior bersama. Kombinasi hasil dari ketiga tahap pemodelan hirarki tersebut
digunakan untuk membangun distribusi posterior bersama.
Sebagaimana telah dijelaskan sebelumnya, untuk pemodelan kopula non stasioner
dikonstruksi melalui modifikasi fungsi distribusi marginal dengan pendekatan fungsi
distribusi mixture stasioner lokal pada tahap pemodelan data. Fungsi distribusi mix-
ture stasioner lokal, diperoleh dari partisi daerah pengamatan non stasioner menjadi
beberapa kluster stasioner lokal, lalu fungsi distribusi pada setiap kluster digabungkan
untuk membentuk suatu mixture fungsi distribusi marginal. Mixture fungsi distribusi
marginal tersebut diharapkan lebih fleksibel dan dapat merepresentasikan proses ST
non stasioner dengan lebih baik.
Model ini dapat pula mengakomodasi data ST non gaussian melalui pemilihan
distribusi non gaussian yang bersesuaian dengan distribusi data pengamatan pada
tahap pemodelan data. Penggunaan distribusi non gaussian ini diharapkan dapat
membuat model yang dihasilkan menjadi lebih baik.
Dari penelitian yang telah disebutkan sebelumnya, belum ada yang menggunakan
metode bayes faktor dalam pemilihan model. Adapun ukuran kebaikan performa dari
model yang dihasilkan dalam penelitian ini, akan ditentukan melalui penerapan meto-
de bayes faktor. Melalui bayes faktor ini, akan dilakukan pemilihan model distribusi
mixture yang baik.
1.2 Perumusan Masalah
Berdasarkan uraian pada latar belakang, diperoleh gambaran bahwa penelitian ini
mengatasi empat masalah utama, yaitu:
61. Bagaimanakah model Bayesian Hirarki pada proses ST non stasioner berbasis
kopula melalui penggunaan distribusi mixture stasioner lokal?
2. Bagaimanakah bentuk modifikasi fungsi distribusi marginal untuk membentuk
distribusi mixture lokal yang dapat mengakomodasi proses ST non stasioner
dan non gaussian ke dalam model bayesian hirarki?
3. Bagaimanakah menerapkan Bayes faktor untuk mengukur performa model?
4. Bagaimanakah menerapkan model pada data curah hujan ekstrim dengan pen-
dekatan kopula non stasioner?
1.3 Tujuan Penelitian
Penelitian ini bertujuan untuk mengembangkan model bayesian hirarki non stasioner
berbasis kopula untuk mempelajari dependensi yang ditunjukkan pada suatu proses
ST. Adapun tujuan khusus dari penelitian ini, yakni:
1. Membuat model Bayesian Hirarki pada proses ST non stasioner berbasis kopula
melalui penggunaan distribusi mixture stasioner lokal.
2. Memodifikasi fungsi distribusi marginal untuk mengakomodasi proses ST non
stasioner dan non gaussian ke dalam model bayesian hirarki.
3. Menerapkan Bayes faktor untuk mengukur performa model.
4. Menerapkan model pada data curah hujan ekstrim dengan pendekatan kopula
non stasioner untuk membuat peta prediksi beserta interval kepercayaannya.
71.4 Manfaat Penelitian
Penelitian ini mempunyai kontribusi dalam pemodelan variabel environmental yang
bersifat kompleks dan perkembangan pengetahuan proses ST ekstrim antara lain:
1. Pengembangan pemodelan proses ST ekstrim yang bersifat non stasioner.
2. Kepentingan praktek lapangan, berupa monitoring curah hujan ekstrim melalui
peta prediksi dan kemampuan untuk mencegah kerugian yang mungkin terjadi
akibat terjadinya curah hujan ekstrim.
1.5 Orisinalitas dan Kontribusi Penelitian
Pemodelan proses ST yang menggunakan metode bayesian hirarki telah dikembang-
kan oleh beberapa peneliti dengan asumsi gaussian dan stasioner, namun asumsi ini
sering tidak dipenuhi jika diaplikasikan pada data riil. Khusus pada pemodelan ST
ekstrim, peneliti yang menggunakan asumsi non gaussian dengan metode bayesian
adalah Coles dan Tawn [10] dan Stephenson dan Tawn [11] namun penelitian ter-
sebut tidak mempertimbangkan pengaruh lokasi. Cooley et al. [3] mengembangkan
model bayesian hirarki untuk dependensi spasial secara simultan serta menggunakan
model untuk interpolasi data spasial non gaussian namun, tidak mempertimbang-
kan dimensi temporal dari data. Ghosh [7] mengembangkan model bayesian hirarki
berbasis kopula namun hanya dapat diterapkan pada proses ST stasioner.
Kontribusi Penelitian ini ialah mengembangkan model bayesian hirarki yang te-
lah dilakukan oleh Ghosh [7]. Dalam penelitian Ghosh [7], fungsi distribusi marginal
8maksimum tahunan yang didefinisikan pada tahap pemodelan data diasumsikan ber-
distribusi Generalized Pareto untuk keseluruhan daerah pengamatan sehingga meng-
hasilkan model bayesian hirarki pada proses ST stasioner. Dalam penelitian ini, akan
digunakan fungsi distribusi marginal mixture untuk mengakomodasi proses ST non
stasioner sedangkan tahap pemodelan proses dan pemilihan prior tetap dipertahan-
kan. Modifikasi fungsi distribusi marginal maksimum tahunan ini akan menghasilkan
beberapa fungsi distribusi marginal lokal stasioner yang dikombinasikan menjadi dis-
tribusi marginal mixture yang merepresentasikan distribusi proses ST non stasioner.
Dengan memodifikasi fungsi distribusi marginal ini dan penggunaan metode bayes
faktor untuk mengukur performa model, diharapkan menghasilkan model yang lebih
baik.
Penerapan model yang diperoleh pada data curah hujan ekstrim, diharapkan da-
pat memberikan kontribusi metode pembuatan peta prediksi curah hujan ekstrim
yang lebih akurat sehingga upaya pencegahan dapat disiapkan sebelumnya. Skema
penelitian dan posisi penelitian ini, ditampilkan pada gambar 1.1.
1.6 Batasan Masalah
Beberapa hal yang membatasi penelitian ini antara lain:
1. Proses ST yang diamati memenuhi sifat stasioner orde-2 secara lokal dalam
domain spasial.
2. Umumnya ada dua pendekatan yang digunakan untuk proses ST ekstrim yakni
Block Maxima(BM) atau Peak Over Threshold(POT). Namun, dalam peneli-
tian ini hanya akan menggunakan pendekatan POT, karena karakteristik data
9curah hujan ekstrim cenderung terjadi lebih dari sekali dalam suatu periode
waktu tertentu.
3. Metode analisis POT yang digunakan pada penelitian ini adalah metode ber-
basis Generalized Pareto Distribution.
4. Data ST kontinu pada daerah pengamatan(geostatistik).
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Gambar 1.1: Roadmap Pemodelan Proses ST Ekstrim
Bab 2
Kajian Pustaka dan Dasar Teori
Dalam bab ini akan diperkenalkan kembali beberapa konsep dasar yang digunakan
dalam penelitian ini, terdiri atas konsep dasar tentang Proses ST, distribusi mixture,
dan kopula.
Untuk mengimplementasikan model berbasis kopula diperlukan komponen fungsi
kopula dan distribusi marginal. Pemilihan fungsi kopula disesuaikan dengan proses
ST ekstrim yang diamati. Komponen lainnya yaitu distribusi marginal, diperoleh
dengan melakukan pemodelan distribusi marginal pada setiap kluster stasioner lokal.
Pada tahap penaksiran parameter model, akan dilakukan dengan menggunakan
metode Bayesian Hirarki dan disajikan beserta tahapan penaksiran parameter serta
prosedur forecasting dan interpolasi.
2.1 Proses Spasial-Temporal
Proses Spasial-Temporal, dinyatakan sebagai [18]
{z(s; t) : s ∈ D(t), t ∈ T} (2.1)
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diasumsikan sebagai suatu sampel proses stokastik hingga
{z(x; t) : x ∈ D(t), t ∈ T} (2.2)
dimana, D(t) ⊂ <d; T ⊂ <. 
Berikut dipaparkan beberapa definisi proses ST yang akan digunakan dalam pe-
modelan, diantaranya definisi tentang stasioner lemah, stasioner kuat, separabilitas
fungsi kovariansi, sebagai berikut;
Definisi 2.1 (Stasioner Lemah). Jika proses ( 2.2), memenuhi:
1. E{Z(x, t)} = µ,
2. cov{Z(x+ h, t+ u), Z(x, t)} = C(h, u) <∞, di mana h ⊂ <d; u ⊂ <
maka proses ( 2.2), adalah suatu proses Spasio-Temporal Stasioner Lemah. 
Proses ST yang memenuhi definisi 2.1 sering disebut juga sebagai suatu proses
ST stasioner orde dua. Kovariansi Z stasioner orde dua, hanya bergantung pada
vektor jarak (h, u). Misalkan s = (x, t) ∈ <d+1. Jika Z(s) stasioner orde dua maka
Cov{Z(s1), Z(s2)} = C(s1−s2), dimana C(.) definit positif dan terdefinisi pada <d+1.
Stasioner lemah menggambarkan sifat invarian terhadap pergeseran.
Definisi 2.2 (Stasioner kuat). Suatu proses Z(s) dikatakan stasioner kuat, jika semua
fungsi distribusi (dimensi hingga) ialah invariant terhadap pergeseran, yaitu untuk
suatu N dan domain D × T , dengan {s, s1, . . . , sN} ∈ D × T dan {z1, . . . , zN} ∈ <,
berlaku
P (Z(s1 + s) ≤ z1, . . . , Z(sN + s) ≤ zN) = P (Z(s1) ≤ z1, . . . , Z(sN) ≤ zN) (2.3)

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Pada pembahasan selanjutnya, akan digunakan istilah stasioner orde dua sebagai
stasioner lemah.
Definisi 2.3 (Separabilitas). Jika kovariansi proses ( 2.2) dapat dituliskan sebagai
Cov{Z(s1), Z(s2)} = Cov{Z(x1, t1), Z(x2, t2)} = CS(x1, x2)CT (t1, t2). (2.4)
dengan CS(.) ialah kovariansi spasial dan CT (.) ialah kovariansi temporal, maka kova-
riansi dikatakan separabel. 
Selanjutnya proses ST disebut proses spasial-temporal separabel(PSTS). Jika data
PSTS dituliskan dalam bentuk vektor sebagai berikut:
Z = (Z(x1, t1), . . . , Z(xn, t1), . . . , Z(x1, tm), . . . , Z(xn, tm))
′, (2.5)

maka matriks kovariansi PSTS dapat dituliskan sebagai hasil perkalian kronecker dari
matriks kovariansi spasial dan matriks kovariansi temporal,
Σ = ΣS ⊗ ΣT , (2.6)

matriks kovariansi separabel membuat proses komputasi menjadi lebih sederhana,
karena invers Σ dapat dihitung sebagai berikut:
(Σ)−1 = (ΣS ⊗ ΣT )−1 = (ΣS)−1 ⊗ (ΣT )−1, (2.7)
dan determinannya sebagai berikut:
|Σ| = |ΣS ⊗ ΣT | = |ΣS|ns ⊗ |ΣT |nT . (2.8)
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
dengan ns dan nT masing-masing adalah banyaknya lag spasial dan lag temporal.
Dari definisi 2.3, diketahui bahwa suatu proses separabel dapat dikategorikan stasio-
ner atau tidak stasioner. Jika suatu proses spasial temporal adalah separabel dan
stasioner, maka berlaku
Cov{Z(x1, t1), Z(x2, t2)} = CS(x1 − x2)CT (t1 − t2) = CS(h) · CT (u), (2.9)
dimana h = x1 − x2 dan u = t1 − t2. 
Ini berarti bahwa, sepasang time series dengan jarak spasial u ialah stasioner dan
mempunyai struktur yang sama, dan juga sepasang proses spasial berjarak h ialah
stasioner dan mempunyai pola yang sama.
2.2 Analisis Nilai Ekstrim
Analisis nilai ekstrim bertujuan untuk mengkaji perilaku stokastik suatu proses pa-
da suatu nilai threshold tertentu. Analisis ini juga memungkinkan untuk menaksir
probabilitas suatu kejadian melebihi nilai threshold. Kejadian yang melebihi nilai
threshold disebut kejadian ekstrim. Saat ini dikenal ada dua pendekatan yang sering
digunakan pada model kejadian ekstrim, yakni model Block Maxima (BM) dan model
Peak Over Threshold (POT). Model BM adalah suatu model yang mengidentifika-
si nilai ekstrim melalui nilai maksimum dari data pengamatan yang dikelompokkan
pada suatu periode tertentu. Pendekatan ini menghasilkan hanya satu nilai ekstrim
pada setiap periode. Sedangkan, model POT adalah suatu pendekatan untuk meng-
identifikasi nilai ekstrim melalui data pengamatan yang melebihi suatu nilai batas
(threshold) tertentu. Berbeda dengan model BM, dalam model POT akan dihasilkan
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satu atau lebih nilai ekstrim pada suatu periode tertentu. Dalam penelitian ini hanya
akan menggunakan pendekatan POT dengan pertimbangan data curah hujan ekstrim
yang terjadi mempunyai kecenderungan berkelompok (nilai ekstrim lebih dari satu)
pada setiap periode waktu sehingga pendekatan POT dianggap lebih cocok untuk
digunakan.
2.2.1 Model POT
Model POT adalah suatu pendekatan untuk mengidentifikasi nilai ekstrim melalui
data pengamatan yang melebihi suatu nilai batas (threshold) tertentu. Dalam pe-
nerapannya, POT lebih efisien digunakan pada data pengamatan ekstrim walupun
dengan jumlah terbatas [2].
Misal, X suatu variabel random dengan distribusi FX . Definisikan, x
∗ = sup{x ∈
R : FX(x) < 1} titik ujung kanan dari FX . Untuk suatu η ∈ R dengan η < x∗
kejadian X = x disebut melebihi threshold η, jika x > η. Distribusi bersyarat X − η
diketahui x > η adalah
Fη(x) = Pr(X − η ≤ x|X > η) = FX(η + x)− FX(η)
1− FX(η) , 0 < x < x
∗ − η (2.10)
Untuk X > η,X − η adalah excess atas η dan Fη disebut distribusi excess.
Misal X1, . . . , Xn sampel random dengan distribusi FX dan nilai threshold η.
Jika FX diketahui maka distribusi excess 2.10 dapat diketahui, sehingga gambaran
perilaku kejadian ekstrim {Xi|Xi > η} dapat diketahui. Namun pada kasus riil, FX
jarang diketahui sehingga diperlukan suatu model untuk menghampiri FX . Untuk
dapat memodelkan distribusi FX beserta sifat asimptotiknya, digunakan teorema nilai
ekstrim.
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2.3 Distribusi Mixture
Distribusi mixture biasanya digunakan dalam pemodelan data dengan komposisi da-
tanya terdiri dari beberapa kluster, dimana setiap kluster mempunyai sifat dan ka-
rakteristik yang berbeda namun masih dalam satu keluarga distribusi yang sama
[19]. Pembahasan distribusi mixture atau sering juga disebut model mixture seba-
gai metode analisis memberikan fasilitas yang mudah dan fleksibel dalam identifikasi
dan estimasi suatu data, baik estimasi untuk suatu distribusi maupun untuk suatu
model [17].
Misalkan x = (x1, x2, . . . , xn) adalah suatu pengamatan yang independen dan
berasal dari suatu mixture k-univariat normal dengan densitas
p(x|pi, µ, σ2) = pi1N(x;µ1, σ21) + . . .+ pikN(x;µk, σ2k) (2.11)
dimana
• k integer positif, menyatakan banyaknya model dalam mixture,
• N(x;µi, σ2i ) menyatakan fungsi densitas normal dengan mean µi dan variansi
σ2i , dengan range nilainya −∞ < µi <∞, σ2i > 0, i = 1, 2, . . . , k,
• pii menyatakan proporsi model ke-i dalam mixture, 0 < pii < 1,
∑k
i=1 pii = 1,
jadi xi ∈ x merupakan komponen dari normal mixture dalam persamaan ( 2.11).
Untuk data berpasangan y dan x dan mempunyai korelasi tinggi mempunyai ben-
tuk sebagai berikut: [4, 17, 19]
y = x′βi + ε, ε ∼ g(ε) (2.12)
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dengan i = 1, 2, . . . , k; βi parameter model ke-i dan g(ε) distribusi dari ε dari keluarga
distribusi gaussian dengan mean 0 dan variansi σ2i , model mixture yang dihasilkan
adalah mixture model regresi sebagai berikut;
p(y|x) = p1N(x′β1, σ21) + . . .+ pkN(x′βk, σ2k) (2.13)
dengan pi menyatakan proporsi kontribusi model ke-i pada distribusi mixture ( 2.13);
0 < pi < 1,
∑k
i=1 pi = 1.
Dalam implementasinya, keluarga distribusi yang digunakan dapat juga berlaku
untuk keluarga distribusi non gaussian.
2.4 Kopula
Kopula adalah suatu fungsi yang memetakan pasangan berurutan n fungsi distribusi
marginal ke fungsi distribusi multivariat dimensi n, dengan n integer positif. Kopu-
la dapat mengeksplorasi dan mengkarakterisasi struktur dependensi antar variabel
random melalui fungsi distribusi marginal [8]. Penjelasan yang mencakup definisi
dan sifat-sifat kopula akan dibahas pada bagian ini, khususnya pembahasan tentang
model kopula yang berkaitan dengan proses ST ekstrim.
2.4.1 Definisi dan Sifat Dasar
Untuk mengkarakterisasi struktur dependensi variabel random, kopula dapat mela-
kukannya melalui fungsi distribusi marginal. Untuk itu akan dijelaskan definisi dan
sifat dasar yang dimiliki kopula dalam kaitannya dengan dependesi variabel random.
18
Definisi 2.4 (Kopula). Suatu kopula dimensi d ialah suatu fungsi distribusi dari
vektor random dengan distribusi marginalnya uniform(0,1). Fungsi kopula
C : [0, 1]d → [0, 1]
memenuhi sifat:
1. C(u1, . . . , ud) = 0, jika ui = 0 paling sedikit pada suatu i = 1, 2, . . . , d.
2. C(1, . . . , 1, ui, 1, . . . , 1) = ui, ∀i ∈ 1, . . . , d;ui ∈ [0, 1].
Theorem 2.1 (Sklar). Misal F adalah fungsi distribusi dimensi-d dengan fungsi
distribusi marginal F1, . . . , Fd maka terdapat suatu kopula C 3 ∀Y ∈ [−∞,∞]d,
F (y1, . . . , yd) = C(F1(y1), . . . , Fd(yd)) (2.14)
Jika F1, . . . , Fd kontinu maka C tunggal dan sebaliknya, untuk suatu kopula C
dan fungsi distribusi marginal F1, . . . , Fd fungsi F yang terdefinisi pada ( 2.14)
adalah suatu fungsi distribusi dimensi-d. [16, 20, 21]
Berdasarkan teorema 2.1, diketahui bahwa:
1. Fungsi distribusi bersama dapat didekomposisi menjadi distribusi marginal dan
kopula.
2. Konstruksi fungsi distribusi multivariat dengan sifat-sifat tertentu dapat dila-
kukan melalui pemilihan fungsi distribusi marginal dan suatu fungsi kopula.
2.4.2 Model Kopula untuk Observasi Ekstrim
Dalam bagian ini, akan dijelaskan tentang model ST berbasis kopula untuk observasi
ekstrim. Terdiri atas proses nilai ekstrim dan model hirarki.
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Proses Nilai Ekstrim
Misal (Yj1, . . . , Yjk) variabel random iid,
M1 = Maks(Y11, . . . , Y1k), M2 = Maks(Y21, . . . , Y2k), . . . , Mn = Maks(Yn1, . . . , Ynk)
dengan Mi menyatakan nilai maksimum pada himpunan (Yi1, . . . , Yik). Melalui teo-
rema nilai ekstrem, diperoleh:
Pr{ (Mn−bn)
an
≤ y} → G(y) untuk n→∞
dengan {an > 0} dan {bn} suatu konstanta. Jika G non-degenerate maka G akan
berdistribusi Gumbel, Fre´chet, atau Weibull. Semua bentuk distribusi G merupakan
distribusi Generalized Ekstreme Value(GEV) dengan fungsi kepadatan peluang:
f(y;µ, σ, ξ) = 1
σ
[1 + ξ(y−µ
σ
)](−1/ξ)−1exp{−[1 + ξ(y−µ
σ
)]−1/ξ}
untuk 1 + ξ((y − µ)/σ) > 0. Berdasarkan teori Nilai ekstrim multivariat kopula,
distribusi bersama dari variabel M1, . . . ,Mn dapat dinyatakan sebagai
FM(m1, . . . ,mn) = C(FM1(m1), . . . , FMn(mn)) = C(u1, . . . , un)
dengan C(U t1, . . . , U
t
n) = C
t(U1, . . . , Un),∀t > 0.
Ghosh dan Mallick [7] menunjukkan bahwa model dependensi observasi multiva-
riat dapat menggunakan model Multivariat nilai ekstrim kopula sebagai berikut:
C(u1, . . . , un) = exp[−{
n∑
i=1
zδi − (n− 1)−1
∑
1≤i≤j≤n
(z
−δΣij
i + z
−δΣij
j )}−1/δ] (2.15)
dengan, zi = −log(ui), ui = FMi(mi),Σij = θ
l
θ2
ij
1 , δ ≥ 1, Σij ialah fungsi yang mengu-
kur dependensi data pada jarak lij. Model ( 2.15) merupakan anggota kelas distribusi
ekstrim multivariat karena bersifat homogen orde-1 terhadap z yakni, C(tZ) = tC(Z)
dapat mengakomodasi dependensi ekstrim kuat dan dependensi ekstrim lemah.
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2.4.3 Pendekatan POT
Pendekatan POT merupakan suatu metode pemodelan distribusi nilai-nilai yang me-
lebihi threshold yang telah ditetapkan sebelumnya. Pemodelan POT mengandung
tiga komponen, yakni:
1. Penentuan nilai threshold η.
2. Banyaknya kejadian nilai yang melebihi threshold η, atas periode waktu tertentu
merupakan suatu proses poisson.
3. Nilai-nilai yang melebihi threshold η, berdistribusi Generalized Pareto (GP).
Pemilihan Threshold
Dalam penelitian ini, pemilihan threshold η akan dilakukan berdasarkan penelitian
yang dilakukan oleh Kunkel et al. [14] sebagai berikut:
1. Data time series curah hujan bulanan pada suatu lokasi diurutkan dari nilai
tertinggi ke nilai terendah.
2. Jumlah curah hujan bulanan sampai urutan ke-N dipilih sebagai threshold de-
ngan return period(r), dimana N = [Jumlah tahun pengamatan
r
].
3. Lakukan langkah (1) dan (2) untuk lokasi lainnya.
Asumsi yang mendasari pendekatan Poisson-GP yakni, proses nilai yang melebihi
threshold ialah independent dan identik. Kejadian nilai yang melebihi threshold cen-
derung terjadi dengan membentuk kluster, untuk dapat menggunakan model Poisson-
GP dilakukan dengan memilih nilai maksimum pada setiap kluster [8].
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Model Poisson
Misalkan Ni menyatakan banyaknya kluster yang memuat nilai yang melebihi
threshold η pada tahun ke-t. Asumsikan bahwa Ni ∼ Poisson(λi) dengan λi adalah
rata-rata jumlah kluster setiap tahun pada lokasi ke-i.
Model GP untuk Nilai di atas Threshold
Untuk Ni ≥ 1, nilai maksimum pada kluster yang melebihi threshold, yakni
Mi1,t, · · · ,Min,t, akan berdistribusi GP (µi,t, ρi, αi) dengan fungsi distribusi
P (Mij ,t − η ≤ m|Mij ,t > η) = G(m|µi,t, ρi, αi) = 1− (1 + αi
m− µi,t
ρi
)−1/αi (2.16)
dengan m ≥ µi,t untuk αi ≥ 0 dan m ≤ µi,t − ρi/αi untuk αi < 0. Adapun distribusi
marginal maksimum tahunan pada lokasi i sebagai berikut:
Misal Mi,t = maks{Mij ,t|1 ≤ j ≤ Ni} berlaku bahwa
P (Mi,t ≤ m|Mi,t > η) = exp[−λi(1 + αimi,t − η − µi,t
ρi
)−1/αi ] (2.17)
Selanjutnya fungsi distribusi marginal tahunan pada lokasi i diperoleh dengan
melakukan turunan pertama pada persamaan ( 2.17).
2.4.4 Model Bayesian Hirarki
Metode Bayesian Hirarki digunakan untuk menghasilkan distribusi posterior bersama
dari parameter model, yakni ξ . Penaksiran distribusi parameter ini diperoleh melalui
kombinasi model data, model proses, dan prior. Prosedur penaksiran parameter
dilakukan dalam tiga tahap sebagai berikut:
• Pemodelan Data
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Distribusi marginal maksimum tahunan yang diperoleh melalui pendekatan ni-
lai threshold, akan dikombinasikan dengan nilai ekstrim kopula dalam persama-
an( 2.15) untuk mengembangkan model data layer pada suatu waktu tertentu.
Dengan asumsi independensi temporal bersyarat, diperoleh model data sebagai
berikut:
P gpd1 (M|ξ1) ∝
T∏
t=1
c(u1,t, . . . , un,t) ·
n∏
i=1
f gpdMi,t(mi,t|Xiβt, ρi, αi) (2.18)
dengan Ui,t = F
gpd
Mi,t
(mi,t|Xiβt, ρi, αi) yang diperoleh dari persamaan ( 2.17)
dan f gpdMi,t(mi,t|Xiβt, ρi, αi) adalah fungsi kepadatan marginal maksimum ta-
hunan yang diturunkan dari F gpdMi,t serta ξ1 = [β, ρ, α, θ1, θ2,λ]
T dengan λ =
(λ1, . . . , λn).
• Pemodelan Proses
Pemodelan proses dilakukan melalui parameter regresi sebagai fungsi dari wak-
tu sebagai berikut βj,t = γjβj,t−1 + t, j = 1, 2, ..., p dengan t ∼ N(0, σ2β).
Asumsikan bahwa distribusi bersyarat βt diketahui parameter autoregresif (AR)
γ = [γ1, . . . , γp]
T diperoleh distribusi β sebagai berikut
pigpdβ (β |γ, σ2β) ∝
p∏
j=1
T∏
t=1
1
σβ
exp[− 1
2σβ
(βj,t − γjβj,t−1)2] (2.19)
disini diasumsikan bahwa log(σ) v N(−0.5,Σθρ) dengan Σθρ = θl
θ2ρ
1ρ . Untuk
parameter α diasumsikan berdistribusi uniform (−α, α), θ1 v uniform(0, 1),
θ2 v uniform(0, 2], dan λi v Gamma(ni, 1) dengan ni ialah rata-rata jumlah
kluster setiap tahun pada lokasi i. Dengan asumsi independen pada prior,
diperoleh distribusi bersama untuk λ yakni piλ(λ) ∝
∏n
i=1 piλi(λi).
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Dengan asumsi parameter prior independen, diperoleh model proses sebagai
berikut
P gpd2 (ξ1|ξ2) ∝ pigpdβ (β |γ, σ2β)× pi(ρ| − 0.5,Σθρ)× piλ(λ) (2.20)
dengan ξ2 = [γ, σ
2
β , θ1ρ, θ2ρ, α]
T .
Tahapan selanjutnya ialah bagian akhir dari proses Bayesian hirarki, yakni pe-
milihan prior.
• Pemilihan Prior
Asumsikan γj|σ2γ ∼ N(0, σ2γ) dan (σ2γ, σ2β) berdistribusi invers gamma(0.1, 100).
Sedangkan prior θ1ρ dan θ2ρ masing-masing diasumsikan berdistribusi indepen-
den uniform(0,1) dan uniform(0,2]. Dengan asumsi independesi bersyarat γj
diketahui σ2γ, diperoleh distribusi prior bersama sebagai berikut:
P gpd3 (ξ2) ∝
p∏
j=1
piγj(γj|σ2γ)× piσ2γ (σ2γ)× piσ2β (σ
2
β) (2.21)
Akhirnya, dari kombinasi model data, model proses dan prior seperti yang di-
peroleh dari persamaan ( 2.18), ( 2.20) dan ( 2.21), diperoleh distribusi posterior
bersama, yakni:
P gpd(ξ |M) ∝ P gpd1 (M|ξ1)× P gpd2 (ξ1|ξ2)× P gpd3 (ξ2) (2.22)
dengan ξ = [ξ1, ξ2]
T .
Setelah distribusi posterior ditetapkan, selanjutnya dilakukan proses Prediksi un-
tuk waktu T + 1 dan interpolasi pada lokasi s0, yang ditetapkan dalam dua tahap
sebagai berikut:
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1. Curah hujan pada tahun T + 1 ditetapkan dengan mengambil sampel dari dis-
tribusi target
P (MT+1|M1, . . . ,MT ) =
∫
ξ
P (MT+1|ξ)× P (ξ |M)dξ (2.23)
dengan Mt = [M1,t, . . . ,Mn,t]
T , P (MT+1|ξ) ialah model layer data dan P (ξ |M)
adalah distribusi posterior.
2. Interpolasi pada lokasi s0 dilakukan dengan pengambilan sampel dari distribusi
target sebagai berikut
P (Ms0|M1,T+1, . . . ,Ms,T+1) =
∫
ξT+1
P (Ms0,T+1|ξT+1)× P (ξT+1|MT+1)dξT+1
(2.24)
dengan ξT+1 ialah himpunan parameter pada titik waktu ke-T+1 dan distribusi
posteriornya adalah P (ξT+1|MT+1).
2.5 Bayes Faktor
Misalkan akan diuji hipotesis
H0 : ω ∈ Ω0 versus H1 : ω ∈ Ω1 (2.25)
jika Ω0 dan Ω1 mempunyai dimensi yang sama, maka odd posterior ditulis sebagai
P{Ω0|x}
P{Ω1|x}
Misal $0 dan 1−$0 probabilitas prior untuk Ω0 dan Ω1. Misal gi(ω) adalah prior
bagi ω dibawah Ωi sehingga ∫
Ωi
gi(ω)dω = 1.
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berlaku
$(ω) = $0g0(ω)I{ω ∈ Ω0}+ (1−$0)g1(ω)I{ω ∈ Ω1} (2.26)
Bayes faktor H0 relatif terhadap H1 didefinisikan sebagai
BF01 =
∫
ω0
f(x|ω)g0(ω)dω∫
ω1
f(x|ω)g1(ω)dω (2.27)
dengan H0 adalah hipotesis nol dan H1 adalah hipotesis alternatif. Bayes faktor dise-
but juga sebagai rasio odd posterior berbanding odd prior. Sehingga, jika probabilitas
prior, $0 = P
$(M0) = P
$(Ω0) dan $1 = P
$(M1) = P
$(Ω1) = 1−$0 maka
P (M0|x) = {1 + 1−$0(x)
$0
B−101 (x)}−1 (2.28)
Jika distribusi prior g0 dan g1 diketahui, maka Bayes faktor dapat digunakan untuk
pemilihan model.
Misal X data pengamatan dengan fungsi distribusi f(x|ω), dengan ω ∈ Ω. ω
parameter yang tidak diketahui, dan Ω ruang parameter. Diketahui dua model yang
berbeda M0 dan M1 yang diberikan sebagai
M0 : X dengan fungsi distribusi f(x|ω) dimana ω ∈ Ω0;
M1 : X dengan fungsi distribusi f(x|ω) dimana ω ∈ Ω1;
(2.29)
Untuk membandingkan modelM0 danM1 berdasarkan x = (x1, . . . , xn) digunakan
Bayes Faktor
B01(x) =
m0(x)
m1(x)
(2.30)
dengan,
mi(x) =
∫
Ωi
f(x|ω)gi(ω)dω, i = 0, 1. (2.31)
Interpretasi nilai bayes faktor B01 dalam bentuk sederhana dinyatakan sebagai
berikut:
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1. jika 0 ≤ log01(B01) ≤ 1/2 atau 1 ≤ B01 ≤ 3.2 maka H0 tidak dominan pada H1
2. jika 1/2 ≤ log01(B01) ≤ 1 atau 3.2 ≤ B01 ≤ 10 maka H0 cukup kuat pada H1
3. jika 1 ≤ log01(B01) ≤ 2 atau 10 ≤ B01 ≤ 100 maka dominasi H0 pada H1 kuat
4. jika 2 ≤ log01(B01) atau 100 ≤ B01 maka dominasi H0 pada H1 sangat kuat.
2.6 Curah Hujan
Letak geografis Indonesia di daerah khatulistiwa, membuat curah hujan mempunyai
keragaman yang tinggi baik dari dimensi spasial maupun dimensi temporal. Hujan
merupakan salah satu bentuk presipitasi uap air yang berasal dari awan yang terdapat
di atmosfer. Bentuk presipitasi lainnya adalah salju dan es. Untuk dapat terjadinya
hujan diperlukan titik-titik kondensasi amoniak, debu dan asam belerang. Titik-titik
kondensasi ini dapat mengambil uap air dari udara [1].
Satuan curah hujan diukur dalam milimeter (mm). Curah hujan satu mm arti-
nya air hujan yang jatuh setelah satu mm tidak mengalir, tidak meresap dan tidak
menguap. Intensifikasi hujan adalah banyaknya curah hujan per satuan jangka waktu
tertentu. Apabila dikatakan intensitas besar berarti hujan lebat dan beresiko terja-
dinya erosi dan banjir.
Berdasarkan terjadinya proses presipitasi, hujan dibagi menjadi [1]:
1. Hujan konveksi, yaitu suatu proses hujan yang berdasarkan atas pengembangan
udara yang dipanaskan, sehingga akan terus naik. Pada waktu naik, temperatur
akan turun sampai suatu saat terjadi kondensasi maka terjadilah hujan.
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2. Hujan orografis, yaitu proses hujan dengan udara terpaksa naik karena adanya
penghalang, misalnya gunung. Pada lereng gunung yang menghadap angin
datang akan mempunyai hujan yang tinggi, sedangkan pada lereng sebelahnya
tempat udara turun akan terjadi panas yang sifatnya kering.
3. Hujan frontal, banyak terjadi pada daerah lintang pertengahan dengan tempe-
ratur massa udara tidak sama, akibanya apabila massa udara yang panas naik
ke massa udara yang dingin akan terjadi kondensasi dan terjadilah hujan.
Dari pembagian hujan dapat disimpulkan bahwa curah hujan yang terjadi di bebe-
rapa lokasi spasial dan interval waktu tertentu tidaklah konstan, sangat bergantung
pada kondisi geografis suatu lokasi. Sehingga pemodelan curah hujan dengan asumsi
konstan tidak cocok digunakan. Sebaliknya, pemodelan curah hujan dengan asumsi
tidak konstan akan lebih baik.
Bab 3
Metodologi Penelitian
Untuk menyelesaikan permasalahan dan mencapai tujuan penelitian, metodologi pe-
nelitian disusun menurut, sumber data, langkah-langkah, dan jadwal penelitian seba-
gai berikut:
3.1 Sumber Data
Data yang digunakan dalam penelitian ini ialah data sekunder yang diperoleh dari ha-
sil pengamatan tim Balai Penelitian Waduk dan Sungai(BPWS) Kabupaten Malang.
Data berbentuk data curah hujan bulanan di tiga puluh tiga lokasi pengukuran pos
hujan Kabupaten Malang, periode 1998-2007. Yang diperoleh dari hasil pengukuran
dalam satuan millimeter(mm) periode 24 jam.
3.2 Tahap-tahap Penelitian
Dalam penelitian ini akan digunakan data proses ST yang memiliki interaksi terhadap
spasial dan temporal secara simultan dan memiliki struktur kovariansi ST non stasio-
ner. Untuk melakukan pemodelan proses ST tersebut, akan dilakukan dalam empat
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tahap utama yakni; (1) Analisis Pemilihan Nilai Threshold, (2) Pemodelan Bayesian
hirarki proses ST non stasioner berbasis kopula, dan penaksiran parameter yang me-
liputi tahap pemodelan data, pemodelan proses dan pemilihan prior, (3) Forecasting
dan interpolasi yang dilakukan dengan menggunakan metode Bayesian hirarki dan (4)
Evaluasi model. Adapun tahapan penyelesaian masalah dalam penelitian ini, sebagai
berikut:
1. Tahap Studi Pustaka.
2. Analisis eksplorasi data.
3. Analisis pemilihan nilai threshold.
4. Pemodelan bayesian hirarki proses ST non stasioner berbasis kopula dan pe-
naksiran parameter model.
5. Forecasting dan interpolasi.
6. Evaluasi model.
7. Tahap Penerapan model untuk pembuatan peta prediksi dan interval keperca-
yaan pada data curah hujan ekstrim.
8. Pembuatan Laporan Akhir.
3.2.1 Tahap Studi Pustaka
Pada tahap ini, peneliti memperluas wawasan tentang perkembangan terakhir pe-
modelan bayesian hirarki non stasioner berbasis kopula. Hal ini dilakukan dengan
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cara penelusuran literatur melalui internet, studi pustaka dan melakukan pengkajian
terhadap literatur yang diperoleh.
Adapun tahap analisis eksplorasi data, analisis pemilihan nilai threshold, pemo-
delan distribusi marginal mixture, pemodelan bayesian hirarki proses ST non stasio-
ner beserta penaksiran parameter, forecasting dan interpolasi, evaluasi model, dan
penerapan model secara detail diuraikan sebagai berikut:
3.2.2 Tahap Analisis Data
Pada tahap ini dilakukan uji dependensi spasial data curah hujan ekstrim bulanan
dan model struktur kovariansi, sebagai berikut:
1. Menentukan curah hujan maksimum tahunan (Mi) pada setiap lokasi untuk
setiap tahun pengamatan.
2. Melakukan uji dependensi spasial pada Mi untuk melihat dependensi spasial
antar Mi.
3. Memodelkan struktur kovariansiMi dengan asumsi model generalized eksponen-
sial Σθ(l) = exp(−νlθ2), dengan l ialah jarak antar Mi dan ν > 0, θ = [θ1, θ2].
4. Melakukan analisis kestasioneran daerah pengamatan.
3.2.3 Pemilihan Nilai Threshold
Pemilihan nilai threshold, mengikuti teknik yang dilakukan oleh Kunkel et al. [14]
sebagai berikut:
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1. Data time series curah hujan bulanan pada suatu lokasi diurutkan dari nilai
tertinggi ke nilai terendah.
2. Jumlah curah hujan bulanan sampai urutan ke-N dipilih sebagai threshold de-
ngan return period(r), dimana N = [Jumlah tahun pengamatan
r
].
3. Kedua langkah sebelumnya diulangi pada lokasi lain.
4. Nilai Threshold tetapkan dengan mencari nilai minimum N pada setiap lokasi
atau η = min{Ni|i = 1, . . . , n}.
3.2.4 Tahap Pemodelan Bayesian Hirarki Non Stasioner Ber-
basis Kopula
Pada tahap ini pemodelan dilakukan dengan terlebih dahulu memodelkan fungsi dis-
tribusi marginal setiap kluster stasioner lokal, lalu memodelkan Bayesian hirarki ST
non stasioner secara lengkap sebagai berikut:
1. Berdasarkan hasil dari tahap Analsis Data, buatlah partisi daerah pengamatan
non stasioner menjadi kluster lokal stasioner.
2. Pada setiap kluster yang terbentuk, lakukan pemodelan distribusi marginal lo-
kal, sebagai berikut:
Pemodelan banyaknya kluster pengamatan melebihi nilai threshold
• Berdasarkan nilai threshold yang telah ditetapkan sebelumnya, hitunglah
rata-rata banyaknya data pengamatan yang melebihi nilai threshold setiap
tahun (λi) pada lokasi i.
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• Hasil yang diperoleh pada langkah pertama digunakan untuk memodelkan
Ni sebagai Ni ∼ Poisson(λi).
Pemodelan GP
• Dengan asumsi bahwa kluster maksimum pada lokasi i tahun ke-t (Mij ,t)
berdistribusi GP iid, buatlah fungsi kepadatan marginal maksimum ta-
hunan sebagai berikut:
P (Mij ,t − η ≤ m|Mij ,t > η) = G(m|µi,t, ρi, αi) = 1− (1 + αi
m− µi,t
ρi
)−1/αi
sedangkan distribusi marginal maksimum tahunan pada lokasi i sebagai
berikut:
P (Mi,t ≤ m|Mi,t > η) = exp[−λi(1 + αimi,t − η − µi,t
ρi
)−1/αi ]
3. Model distribusi marginal lokal yang diperoleh dari tahap (2), dikombinasikan
menjadi distribusi marginal mixture sebagai berikut:
P gpd1 (M|ξ1) ∝
T∏
t=1
c(u1,t, . . . , un,t) ·
n∏
i=1
f gpdMi,t,ck
I(i ∈ ck)(mi,t|Xiβt, ρi, αi)
dengan I(i ∈ ck) = 1, jika i ∈ ck, selain itu I(i ∈ ck) = 0,. ck adalah kluster
ke-k, k = 1, . . . , K.
3.2.5 Penaksiran Parameter(metode Bayesian Hirarki)
Penaksiran parameter data dan parameter proses dilakukan dengan menggunakan
metode bayesian hirarki sebagai berikut:
1. Menentukan distribusi prior
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Asumsikan γj|σ2γ ∼ N(0, σ2γ) dan (σ2γ, σ2β) berdistribusi invers gamma(0.1, 100).
Sedangkan prior θ1ρ dan θ2ρ masing-masing diasumsikan berdistribusi indepen-
den uniform(0,1) dan uniform(0,2]. Dengan asumsi independesi bersyarat γj
diketahui σ2γ, diperoleh distribusi prior sebagai berikut:
P gpd3 (ξ2) ∝
p∏
j=1
piγj(γj|σ2γ)× piσ2γ (σ2γ)× piσ2β(σ2β)
2. Menentukan distribusi Posterior Bersama
Untuk penaksiran parameter Posterior Bersama dalam konteks Hirarki dila-
kukan dalam tiga tahap, namun tahap pertama telah dilakukan pada langkah
sebelumnya(penentuan distribusi prior), selanjutnya menyelesaikan tahap pe-
modelan proses dan pemodelan data sebagai beriku:
• Tahap Pemodelan Proses
Pemodelan proses dilakukan melalui parameter regresi sebagai fungsi wak-
tu sebagai berikut βj,t = γjβj,t−1 +t, j = 1, 2, . . . , p dengan t ∼ N(0, σ2β).
Asumsikan bahwa distribusi bersyarat βt diketahui parameter autoregre-
sif(AR) γ = [γ1, . . . , γp]
T diperoleh distribusi dari β sebagai berikut
pigpdβ (β |γ, σ2β) ∝
p∏
j=1
T∏
t=1
1
σβ
exp[− 1
2σβ
(βj,t − γjβj,t−1)2]
disini diasumsikan bahwa log(σ) v N(−0.5,Σθρ) dengan Σθρ = θl
θ2ρ
1ρ . Un-
tuk parameter α diasumsikan berdistribusi uniform (−α, α), θ1 v uniform(0, 1),
θ2 v uniform(0, 2], dan λi v Gamma(ni, 1) dengan ni ialah rata-rata jum-
lah kluster setiap tahun pada lokasi i. Dengan asumsi independen pada
prior, diperoleh distribusi bersama untuk λ yakni piλ(λ) ∝
∏n
i=1 piλi(λi).
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Berdasarkan asumsi parameter prior independen, diperoleh model proses
sebagai berikut
P gpd2 (ξ1|ξ2) ∝ pigpdβ (β |γ, σ2β)× pi(ρ| − 0.5,Σθρ)× piλ(λ)
dengan ξ2 = [γ, σ
2
β, θ1ρ, θ2ρ, α]
T .
• Tahap Pemodelan Data
Distribusi marginal maksimum tahunan yang diperoleh melalui pendekat-
an nilai threshold, akan dikombinasikan dengan nilai ekstrim kopula da-
lam persamaan( 2.15) untuk mengembangkan model data layer pada suatu
waktu tertentu. Dengan asumsi independensi temporal bersyarat, diper-
oleh model data sebagai berikut:
P gpd1 (M|ξ1) ∝
T∏
t=1
c(u1,t, . . . , un,t) ·
n∏
i=1
f gpdMi,t,ck
I(i ∈ ck)(mi,t|Xiβt, ρi, αi)
dengan Ui,t = F
gpd
Mi,t
(mi,t|Xiβt, ρi, αi) yang diperoleh dari persamaan ( 2.17)
dan f gpdMi,t(mi,t|Xiβt, ρi, αi) adalah fungsi kepadatan marginal maksimum
tahunan yang diturunkan dari F gpdMi,t serta ξ1 = [β, ρ, α, θ1, θ2,λ]
T dengan
λ = (λ1, . . . , λn).
Melalui kombinasi model distribusi data, model distribusi proses dan pemilihan
prior, diperoleh distribusi bersama sebagai berikut:
P gpd(ξ |M) ∝ P gpd1 (M|ξ1)× P gpd2 (ξ1|ξ2)× P gpd3 (ξ2)
dengan ξ = [ξ1, ξ2]
T .
3. Penaksiran Parameter
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Penaksiran parameter akan dilakukan berdasarkan bentuk distribusi posterior
bersama yang diperoleh pada tahap sebelumnya. Jika diperoleh bentuk distri-
busi posterior yang tidak sederhana maka dilakukan proses Marginalisasi Pos-
terior, melalui Full Conditional dan dihitung secara numerik melalui metode
Markov Chain Monte Carlo.
3.2.6 Bayes Faktor
Perhitungan Bayes Faktor, dilakukan berdasarkan distribusi likelihood data diketahui
model, sebagai berikut:
1. Tentukan model distribusi data berdasarkan model pertama.
2. Tentukan model distribusi data berdasarkan model kedua.
3. Hitunglah odd distribusi likelihood data masing-masing model.
4. Berdasarkan nilai Bayes Faktor tetapkan model yang lebih baik.
3.2.7 Forecasting dan Interpolasi(metode Bayesian Hirarki)
Tahap forecasting dan interpolasi, dilakukan menggunakan metode Bayesian berda-
sarkan distribusi posterior parameter(ξ diketahui M) sebagai berikut:
1. Forecasting waktu T + 1
P (MT+1|M1, . . . ,MT ) =
∫
ξ
P (MT+1|ξ)× P (ξ|M)dξ
dengan Mt = [M1,t, . . . ,Mn,t], P (MT+1|ξ) ialah model layer data dan P (ξ |M)
adalah distribusi posterior.
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2. Interpolasi pada lokasi S0.
P (MS0|M1,T+1, . . . ,MS,T+1) =
∫
ξT+1
P (MS0,T+1|ξT+1)× P (ξT+1|MT+1)dξT+1
dengan ξT+1 ialah himpunan parameter pada waktu ke-T+1 dan P (ξT+1|MT+1).
3.2.8 Evaluasi Model
Pada tahap ini model yang dihasilkan pada tahap sebelumnya, dievaluasi kecocokan-
nya melalui goodness of fit test dan ukuran performanya melalui Average Absolut
Prediction Error(AAPE) dan Average Absolute Deviation(AAD) :
1. Pemeriksaan model prediksi posterior.
T (M, ξ) =
∑
i
(Mi − E(Mi|ξ))2
V ar(Mi|ξ)
2. Pemeriksaan Performa.
• Average Absolut Prediction Error(AAPE)
AAPE =
1
nT
n∑
i=1
T∑
j=1
|M˜i,t+j −Mi,t+j|
dengan Mi,t+j ialah pengamatan maksimum tahunan pada lokasi i waktu
t+ j, j = 1, 2, . . .
• Average Absolute Deviation(AAD)
AAD =
1
nBT
B∑
b=1
n∑
i=1
T∑
j=1
|Mi,t+j,b − M˜i,t+j|
dengan B adalah vektor sampel dari distribusi posterior pada lokasi i,
waktu t+ 1.
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3.2.9 Pembuatan Peta Prediksi
Pembuatan Peta Prediksi dan interval kepercayaan, dilakukan dengan bantuan soft-
ware MATLAB berdasarkan informasi probabilitas nilai ekstrim pada daerah penga-
matan.
3.3 Jadwal Penelitian
Adapun jadwal rencana penelitian, disusun sebagai berikut:
Kegiatan Semester
IV V VI
Studi Pustaka 
Analisis eksplorasi data 
Analisis Pemilihan Nilai Threshold 
Pemodelan Bayesian hirarki non stasioner  
dan penaksiran parameter
Forecasting dan interpolasi  
Evaluasi model 
Publikasi 1 dan 2  
Penerapan model untuk pembuatan peta prediksi  
dan interval kepercayaan pada data curah hujan ekstrim
Publikasi 3 
Pembuatan Laporan akhir 
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