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Abstract. In this paper, we investigate the almost surely pointwise convergence prob-
lem of free KdV equation, free wave equation, free elliptic and non-elliptic Schro¨dinger
equation respectively. We firstly establish some estimates related to the Wiener decom-
position of frequency spaces which are just Lemmas 2.1-2.6 in this paper. Secondly, by
using Lemmas 2.1-2.6, 3.1, we establish the probabilistic estimates of some random series
which are just Lemmas 3.2-3.11 in this paper. Finally, combining the density theorem in
L2 with Lemmas 3.2-3.11, we obtain almost surely pointwise convergence of the solutions
to corresponding equations with randomized initial data in L2, which require much less
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1. Introduction
In this paper, we investigate the pointwise convergence problem of the free KdV
equation in R {
ut + ∂
3
xu = 0, (x, t) ∈ R×R,
u(x, 0) = f(x), x ∈ R, (1.1)
free wave equation in Rn, n ≥ 2,{
utt +∆u = 0, (x, t) ∈ Rn ×R,
u(x, 0) = f(x), ut(x, 0) = 0, x ∈ Rn,
(1.2)
and free Schro¨dinger equation in Rn, n ≥ 1,{
iut +∆±u = 0, (x, t) ∈ Rn ×R,
u(x, 0) = f(x), x ∈ Rn. (1.3)
Here ∆± =
n∑
j=1
ǫj∂
2
xj
, ǫj = ±1. The formal solutions to the free KdV (1.1), the free wave
equation (1.2) and the free Schro¨dinger equation (1.2) are given respectively by
S1(t)f(x) = (2π)
− 1
2
∫
R
eixξ+itξ
3
Fxf(ξ)dξ, (1.4)
S2±(t)f(x) = (2π)
−n
2
∫
R
n
eixξ±it|ξ|Fxf(ξ)dξ1dξ2 · · · dξn, (1.5)
and
S3(t)f(x1, x2, · · ·, xn) = (2π)−n2
∫
R
n
e
ixξ+it
[
n∑
j=1
ǫjξ
2
j
]
Fxf(ξ)dξ1dξ2 · · · dξn, ǫj = ±1, (1.6)
where
Fxf(ξ) = (2π)
− 1
2
∫
R
e−ixξf(x)dx,
Fxf(ξ1, ξ2, · · ·, ξn) = (2π)−n2
∫
R
n
e
−i
n∑
j=1
xjξj
f(x)dx1dx2 · · · dxn.
The pointwise problem was originally studied by Carleson [12], who showed pointwise
convergence problem of the one dimensional Schro¨dinger equation in Hs(R), s ≥ 1/4.
The necessary condition and sufficient condition for the pointwise convergence problem
of the Schro¨dinger equation attracts much attentions. For instance, Dahlberg and Kenig
[20] showed that s ≥ 1
4
is the necessary condition for the pointwise convergence problem
of the Schro¨dinger equation in any dimension. Dahlberg, Kenig [20] and Kenig et al.
2
[29, 30] have showed the pointwise convergence problem of KdV equation in Hs(R) if
and only if s ≥ 1
4
. Bourgain [9] presented counterexamples about Schro¨dinger equation
showing that convergence can fail if s < n
2(n+1)
. Du et al. [23] proved that the pointwise
convergence problem of two dimensional Schro¨dinger equation in Hs(R2) with s > 1
3
. Du
and Zhang [25] proved the pointwise convergence problem of n dimensional Schro¨dinger
equation in Hs(Rn) with s > n
2(n+1)
, n ≥ 3. Thus, n
2(n+1)
, n ≥ 2 is optimal for the
pointwise convergence problem of the Schro¨dinger equation. Associated to the wave
equation, Rogers and Villarroya [48] have proved that 1
2
[
eit
√−∆ + e−it
√−∆
]
f −→ f
with f ∈ Hs(Rn) if and only if s > max
{
n(1
2
− 1
q
), n+1
4
− n−1
2q
, 1
2
}
(q ≥ 1). For the
pointwise convergence problem of the Schro¨dinger equation in higher dimension and
other dispersive equations, we also refer the readers to [4, 6, 8, 16, 18, 20, 21, 26, 27, 29,
30, 33, 35–39, 47, 49–53].
Recently, Compaan et al. [17] applied randomized initial data to study pointwise
convergence of the Schro¨dinger flow, and then prove almost everywhere convergence
with less regularity of the initial data. The method of the suitably randomized initial
data originated from Lebowitz-Rose-Speer [32] and Bourgain [5, 7] and Burq-Tzvetkov
[10, 11]. Many authors applied the method to study nonlinear dispersive equations
and hyperbolic equations in scaling super-critical regimes, for example, see [1–3, 13–
15, 19, 21, 22, 28, 31, 34, 40–44, 46, 55, 56].
In this paper, inspired by [17, 54], we mainly investigate the almost surely pointwise
convergence problem of free KdV equation, free wave equation and elliptic and non-
elliptic Schro¨dinger equation with randomized initial data in L2, respectively. The main
tools that we use are the density theorem and some estimates related to the Wiener
decomposition of the frequency spaces and Lemma 3.1. The crucial ingredients intro-
duced in this paper are the probabilistic estimates of some random series which are just
Lemmas 3.2-3.11 in this paper.
We give some notations before presenting our main results. For x ∈ Rn, we define
xα =
n∏
j=1
x
αj
j , ∂
βφ =
n∏
j=1
(∂/∂xj )
βjφ, where α =
n∑
j=1
αj , β =
n∑
j=1
βj . For ξ ∈ Rn, we
have |ξ| =
√
2∑
j=1
ξ2j . Now we introduce the randomization procedure for the initial data,
which can be seen in [1, 2, 34, 56]. Let B(0, 1) be a unit ball centered in zero with
radius equal to 1. Let ψ ∈ C∞c (Rn) be a real-valued, even, non-negative bump function
with suppψ ⊂ B(0, 1) such that ∑
k∈zn
ψ(ξ − k) = 1 for all ξ ∈ Rn, which is known as
Wiener decomposition of the frequency space. For every k ∈ Zn, we define the function
3
ψ(D − k)f : Rn → C by
(ψ(D − k)f)(x) = F−1(ψ(ξ − k)Ff)(x), x ∈ Rn. (1.7)
If f ∈ Hs for some s ∈ R, then ψ(D − k)f ∈ Hs and
f =
∑
k∈zn
ψ(D − k)f (1.8)
in Hs with
‖f‖Hs ∼
[∑
k∈zn
‖ψ(D − k)f‖2Hs
] 1
2
.
We will crucially exploit that these projections satisfy a unit-scale Bernstein inequality,
namely that for all 2 ≤ p1 ≤ p2 ≤ ∞, there exists a C ≡ C(p1, p2) > 0 such that for all
f ∈ L2x(Rn) and for all k ∈ Zn
‖ψ(D − k)f‖Lp2x (Rn) ≤ C ‖ψ(D − k)f‖Lp1x (Rn) ≤ C ‖ψ(D − k)f‖L2x(Rn) . (1.9)
Let {gk}k∈Zn be a sequence of independent, zero-mean, complex-valued Gaussian random
variables on a probability space (Ω,A,P), where the real and imaginary parts of gk are
independent and endowed with probability distributions µ1k and µ
2
k, respectively. Assume
that there exists c > 0 such that∣∣∣ ∫ +∞
−∞
eγxdµjk(x)
∣∣∣ ≤ ecγ2, (1.10)
for all γ ∈ R, k ∈ Zn, j = 1, 2. Thereafter for a given f ∈ Hs(Rn), n ≥ 1, we define its
randomization by
fω :=
∑
k∈zn
gk(ω)ψ(D − k)f. (1.11)
Lemma B.1 in [10] showed that there is no smoothing upon randomization in terms of
differentiability. This randomization improved the integrability of f , see Lemma 2.3 of
[2]. Such results for random Fourier series are known as Paley-Zygmund’s theorem [45].
We define
‖f‖Lpω(Ω) =
[∫
Ω
|f(ω)|pdP (ω)
] 1
p
.
Obviously, ‖‖fω‖Hs‖L2ω = ‖f‖Hs.
Then we show the main results of this paper as following:
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Theorem 1.1. Let f ∈ L2(R) and fω be a randomization of f as defined in (1.11).
Then, we have
lim
t−→0
S1(t)f
ω(x) = fω(x) for every x ∈ R (1.12)
ω-almost surely. More precisely, ∀ǫ > 0, f ∈ L2(R), α = Ceǫ [InC2
ǫ
] 1
2 , when |t| < ǫ,
there exist a set Eα ⊂ Ω such that ∀ω ∈ Eα
|S1(t)fω − fω| < CeǫIn
[
C2
ǫ
] 1
2
for every x ∈ R. (1.13)
Here,
Ecα = {ω ∈ Ω : |S1(t)fω − fω| > α} (1.14)
and P(Eα) ≥ 1− ǫ. Moreover, there exist a rapidly decreasing function g and h ∈ L2(R)
with ‖h‖L2(R) < ǫ such that fω = gω + hω and
∀ω ∈ {ω ∈ Ω : ‖hω‖L2 ≤ α} ∩
{
ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤ M} ,
we have
‖hω‖L2 ≤ α := Ceǫ
(
In
C1
ǫ
) 1
2
= o(ǫ
1
2 )
and
∣∣xα∂βgω∣∣ ≤M := Ce [InC1
ǫ
] 1
2
for every x ∈ R. Here,
P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤M}) ≥ 1− 2ǫ.
Remark 1. Dahlberg, Kenig [20] and Kenig et al. [29, 30] have showed the pointwise
convergence problem of KdV equation in Hs(R) if and only if s ≥ 1
4
. Obviously,
lim
ǫ−→0
α = lim
ǫ−→0
Ceǫ
[
In
C2
ǫ
] 1
2
= 0 (1.15)
and α = o(ǫ
1
2 ). From [20, 29, 30] and Theorem 1.1, we know that the pointwise conver-
gence problem of KdV equation with random data requires less regularity of the initial
data than the pointwise convergence problem of KdV equation with rough data.
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Theorem 1.2. Let f ∈ L2(Rn) and fω be a randomization of f as defined in (1.11).
Then, we have
lim
t−→0
1
2
[S2+(t)f
ω(x) + S2−fω(x)] = fω(x) for every x ∈ Rn (1.16)
ω-almost surely. More precisely, ∀ǫ > 0, f ∈ L2(Rn), α = Ceǫ [InC2
ǫ
] 1
2 , when |t| < ǫ,
there exist a set Eα ⊂ Ω such that ∀ω ∈ Eα∣∣∣∣12 [S2+(t) + S2−(t)] fω − fω
∣∣∣∣ < CeǫIn
[
C2
ǫ
] 1
2
for every x ∈ Rn. (1.17)
Here,
Ecα =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] fω − fω
∣∣∣∣ > α
}
(1.18)
and P(Eα) ≥ 1−ǫ. Moreover, there exist a rapidly decreasing function g and h ∈ L2(Rn)
with ‖h‖L2(Rn) < ǫ such that fω = gω + hω and
∀ω ∈ {ω ∈ Ω : ‖hω‖L2 ≤ α} ∩
{
ω ∈ Ω : ∣∣xα∂βxgω∣∣ ≤ M} ,
we have
‖hω‖L2 ≤ α := Ceǫ
(
In
C1
ǫ
) 1
2
= o(ǫ
1
2 )
and
∣∣xα∂βxgω∣∣ ≤M := Ce
[
In
C1
ǫ
] 1
2
for every x ∈ Rn. Here,
P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βxgω∣∣ ≤M}) ≥ 1− 2ǫ.
Remark 2. Rogers and Villarroya [48] have proved that 1
2
[
eit
√−∆ + e−it
√−∆
]
f −→ f
with f ∈ Hs(Rn) if and only if s > max
{
n(1
2
− 1
q
), n+1
4
− n−1
2q
, 1
2
}
(q ≥ 1). From [48] and
Theorem 1.2, we know that the pointwise convergence problem of wave equation with
random data requires less regularity of the initial data than the pointwise convergence
problem of wave equation with rough data.
Theorem 1.3. Let f ∈ L2(Rn) and fω be a randomization of f as defined in (1.11).
Then, we have
lim
t−→0
S3(t)f
ω(x) = fω(x) for every x ∈ Rn (1.19)
6
ω-almost surely. More precisely, ∀ǫ > 0, f ∈ L2(Rn), α = Ceǫ [InC2
ǫ
] 1
2 , when |t| < ǫ,
there exists a set Eα ⊂ Ω such that ∀ω ∈ Eα
|S3(t)fω − fω| < CeǫIn
[
C2
ǫ
] 1
2
for every x ∈ Rn. (1.20)
Here,
Ecα = {ω ∈ Ω : |S3(t)fω − fω| > α} (1.21)
and P(Eα) ≥ 1−ǫ. Moreover, there exist a rapidly decreasing function g and h ∈ L2(Rn)
with ‖h‖L2(Rn) < ǫ such that fω = gω + hω and
∀ω ∈ {ω ∈ Ω : ‖hω‖L2 ≤ α} ∩
{
ω ∈ Ω : ∣∣xα∂βxgω∣∣ ≤ M} ,
we have
‖hω‖L2 ≤ α := Ceǫ
(
In
C2
ǫ
) 1
2
= o(ǫ
1
2 )
and
∣∣xα∂βxgω∣∣ ≤M := Ce
[
In
C1
ǫ
] 1
2
for every x ∈ Rn. Here,
P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βxgω∣∣ ≤M}) ≥ 1− 2ǫ.
Remark 3. Compaan et al. [17] have proved the almost surely pointwise convergence
problem in Hs(s > 0) for elliptic Schro¨dinger equation with random data. Thus, our
result improves the result of [17] to elliptic and non-elliptic Schro¨dinger equation. From
[9, 23–25] and Theorem 1.3, we know that the pointwise convergence problem of elliptic
Schro¨dinger equation with random data requires less regularity of the initial data than the
pointwise convergence problem of elliptic Schro¨dinger equation with rough data. Rogers
et al. [47] showed that the solution to the two dimensional non-elliptic Schro¨odinger
equation converges to its initial datum f , for all f ∈ Hs(R2) if and only if s ≥ 1
2
. Thus,
from [47] and Theorem 1.3, we know that the pointwise convergence problem of two
dimensional non-elliptic Schro¨dinger equation with random data requires less regularity
of the initial data than the pointwise convergence problem of two dimensional non-elliptic
Schro¨dinger equation with rough data.
Now, we present the outline of proof of Theorem 1.1 to explain the main idea of this
paper, Theorem 1.2, 1.3 can be proved similarly to Theorem 1.1.
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More precisely, f ∈ L2 and since rapidly decreasing functions are dense in L2(the
density theorem which is just Lemma 2.2 in [24]), we write f = g + h, where g is a
rapidly decreasing function and ‖h‖L2 < ǫ. Since fω = gω + hω, then we get
S1(t)f
ω − fω = S1(t)gω − gω + S1(t)hω − hω. (1.22)
Here, fω is defined as in (1.11).
Then, when |t| < ǫ, α = Ceǫ [In 3C1
ǫ
] 1
2 , ∀x ∈ R, we have
P ({ω ∈ Ω : |S1(t)fω − fω| > α})
≤ P
({
ω ∈ Ω : |S1(t)gω − gω| > α
2
})
+ P
({
ω ∈ Ω : |S1(t)hω| > α
4
})
+P
({
ω ∈ Ω : |hω| > α
4
})
.
Hence, we only need to deal with the right-hand side terms of the above inequality one
by one. Note that g is a rapidly decreasing function and ‖h‖L2 < ǫ, and then combining
the probabilistic estimate Lemma 3.1 with Lemmas 2.1, 2.2, we obtain the following
estimates, the proofs are given in Lemma 3.2, Lemma 3.3 and Lemma 3.8, respectively.
P
({
ω ∈ Ω : |S1(t)gω − gω| > α
2
})
≤ C1e−(
α
C|t|e)
2
, (1.23)
P
({
ω ∈ Ω : |S1(t)hω| > α
4
})
≤ C1e
−
(
α
Ce‖h‖
L2
)2
≤ C1e−(
α
Ceǫ)
2
, (1.24)
and
P
({
ω ∈ Ω : |hω| > α
4
})
≤ C1e
−
(
α
Ce‖h‖
L2
)2
≤ C1e−(
α
Ceǫ)
2
. (1.25)
Thus, when |t| < ǫ, α = Ceǫ [In3C1
ǫ
] 1
2 , ∀x ∈ R, we have
P ({ω ∈ Ω : |S1(t)fω − fω| > α})
≤ P
({
ω ∈ Ω : |S1(t)gω − gω| > α
2
})
+ P
({
ω ∈ Ω : |S1(t)hω| > α
4
})
+P
({
ω ∈ Ω : |hω| > α
4
})
≤ C1e−(
α
C|t|e)
2
+ 2C1e
−( αCeǫ)
2
≤ 3C1e−(
α
Ceǫ)
2
≤ ǫ. (1.26)
The proof of the remainder of Theorem 1.1 can be seen in Lemma 3.11, which is
called as the probabilistic density theorem.
2. Preliminaries
In this section, we give some estimates related to the Wiener decomposition of the
frequency spaces.
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Lemma 2.1. For f ∈ L2(Rn), we have
[∑
k∈zn
|ψ(D − k)f |2
] 1
2
≤ ‖f‖L2(Rn) . (2.1)
Proof. To obtain (2.1), it suffices to prove
∑
k∈zn
|ψ(D − k)f |2 ≤ ‖f‖2L2(Rn) . (2.2)
By using the Cauchy-Schwarz inequality with respect to ξ, since suppψ ⊂ B(0, 1) we
have
∑
k∈zn
|ψ(D − k)f |2 = 1
(2π)
n
2
∑
k∈zn
∣∣∣∣∣
∫
R
n
e
i
n∑
j=1
xjξj
ψ(ξ − k)Fxf(ξ)dξ
∣∣∣∣∣
2
=
1
(2π)
n
2
∑
k∈zn
∣∣∣∣∣
∫
|ξ−k|≤1
e
i
n∑
j=1
xjξj
ψ(ξ − k)Fxf(ξ)dξ
∣∣∣∣∣
2
≤
[∑
k∈zn
∫
|ξ−k|≤1
|ψ(ξ − k)Fxf(ξ)|2dξ
[∫
|ξ−k|≤1
dξ
]]
≤
[∑
k∈zn
∫
|ξ−k|≤1
|ψ(ξ − k)Fxf(ξ)|2dξ
]
=
∑
k∈zn
‖ψ(ξ − k)Fxf(ξ)‖2L2 . (2.3)
From
Fxf(ξ) =
∑
k∈zn
ψ(ξ − k)Fxf(ξ), (2.4)
by using the Plancherel identity and suppψ ⊂ B(0, 1), we have
‖f‖2L2 = ‖Fxf(ξ)‖2L2 =
∑
k∈zn
∑
l∈zn
∫
R
[ψ(ξ − k)Fxf(ξ)]
[
ψ(ξ − l)Fxf(ξ)
]
dξ
=
∑
k∈zn
∫
R
|ψ(ξ − k)Fxf(ξ)|2 dξ. (2.5)
Combining (2.3) with (2.5), we derive (2.2).
This completes the proof of Lemma 2.1. 
Lemma 2.2. For f ∈ L2(R), we have
[∑
k∈z
|ψ(D − k)S1(t)f |2
] 1
2
≤ ‖f‖L2(R) . (2.6)
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Proof. To obtain (2.6), it suffices to prove
∑
k∈z
|ψ(D − k)S1(t)f |2 ≤ ‖f‖2L2(R) . (2.7)
By using the Cauchy-Schwarz inequality with respect to ξ, since suppψ ⊂ B(0, 1), from
Lemma 2.1, we have
∑
k∈z
|ψ(D − k)S1(t)f |2 = 1
(2π)
n
2
∑
k∈z
∣∣∣∣
∫
R
eixξeitξ
3
ψ(ξ − k)Fxf(ξ)dξ
∣∣∣∣
2
=
1
(2π)
n
2
∑
k∈zn
∣∣∣∣
∫
|ξ−k|≤1
eixξeitξ
3
ψ(ξ − k)Fxf(ξ)dξ
∣∣∣∣
2
≤
[∑
k∈z
∫
|ξ−k|≤1
|ψ(ξ − k)Fxf(ξ)|2dξ
[∫
|ξ−k|≤1
dξ
]]
≤
[∑
k∈z
∫
|ξ−k|≤1
|ψ(ξ − k)Fxf(ξ)|2dξ
]
=
∑
k∈z
‖ψ(ξ − k)Fxf(ξ)‖2L2 ≤ ‖f‖L2. (2.8)
This completes the proof of Lemma 2.2. 
Lemma 2.3. For f ∈ L2(Rn), we have
[∑
k∈zn
|ψ(D − k)S2±(t)f |2
] 1
2
≤ ‖f‖L2(Rn) . (2.9)
Lemma 2.3 can be proved similarly to Lemma 2.2.
Lemma 2.4. For f ∈ L2(Rn), we have
[∑
k∈zn
|ψ(D − k)S3(t)f |2
] 1
2
≤ ‖f‖L2(Rn) . (2.10)
Lemma 2.4 can be proved similarly to Lemma 2.2.
Lemma 2.5. Let g be a rapidly decreasing function and we denote by ψ(β), the β order
derivative of ψ, we have
∑
|k|≥3
∫
R
∣∣ξαFxg(ξ)ψ(β)(ξ − k)∣∣2 dξ ≤ C. (2.11)
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Proof. Since suppψ ⊂ [0, 1], we have suppψ(β) ⊂ [0, 1]. Let ξ − k = η, then, ξ = k + η,
since g is a rapidly decreasing function, we have∑
|k|≥3
∫
R
∣∣ξαFxg(ξ)ψ(β)(ξ − k)∣∣2 dξ
=
∑
|k|≥3
∫
R
∣∣(η + k)αFxg(η + k)ψ(β)(η)∣∣2 dη
=
∑
|k|≥3
∫
|η|≤1
∣∣(η + k)αFxg(η + k)ψ(β)(η)∣∣2 dη
≤
∑
|k|≥3
∫
|η|≤1
1
1 + |η + k|2dη ≤
∑
|k|≥3
C
k2
≤ C. (2.12)
This completes the proof of Lemma 2.5. 
Lemma 2.6. Let g be a rapidly decreasing function, we have∑
|k|≥3
∫
R
n
∣∣ξαFxg(ξ)∂βψ(ξ − k)∣∣2 dξ ≤ C. (2.13)
Lemma 2.6 can be proved similarly to Lemma 2.5.
3. Probabilistic estimates of some random series
In this section, we establish probabilistic estimates of some random series. More
precisely, we apply Lemmas 2.1-2.6 and Lemma 3.1 to establish Lemmas 3.2-3.11 which
play crucial role in establishing Theorems 1.1-1.3. In particular, we apply Lemma 3.1 to
establish Lemmas 3.9 and 3.10, which are used to establish Lemma 3.11.
Lemma 3.1. Assume (1.10). Then, there exists C > 0 such that∥∥∥∥∥
∑
k∈zn
gk(ω)ck
∥∥∥∥∥
Lpω(Ω)
≤ C√p ‖ck‖l2(zn) . (3.1)
for all p ≥ 2 and {ck} ∈ l2(Zn).
For the proof of Lemma 3.1, we refer the readers to Lemma 3.1 of [10].
Lemma 3.2. Let g be a rapidly decreasing function and we denote by gω the random-
ization of g as defined in (1.11). Then, ∀α > 0, there exist C > 0, C1 > 0 such that
P (Ωc1) ≤ C1e−(
α
C|t|e)
2
, (3.2)
where
Ωc1 = {ω ∈ Ω : |S1(t)gω − gω| > α} .
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Proof. By using Lemma 3.1 and the Cauchy-Schwartz inequality with respect to ξ,
since g is a rapidly decreasing function and |eitξ3 − 1| ≤ |tξ3|, we have
‖S1(t)gω − gω‖Lpω(Ω) ≤ C
√
p
[∑
k
∣∣∣∣
∫
R
(eitξ
3 − 1)eixξψ(ξ − k)Fg(ξ)dξ
∣∣∣∣
2
] 1
2
≤ C|t|√p
[∑
k
∫
|ξ−k|≤1
|ξ|3 |ψ(ξ − k)Fg(ξ)|2 dξ
]1
2
≤ C|t|√p
[∑
k
∫
|ξ−k|≤1
|ξ|6 [ψ(ξ − k)Fg(ξ)]2 dξ
[∫
|ξ−k|≤1
dξ
]] 12
≤ C|t|√p
[∑
k
∫
|ξ−k|≤1
|ξ|6 [ψ(ξ − k)Fg(ξ)]2 dξ
]1
2
= C|t|√p
[∑
k
‖ψ(D − k)g‖2H3
] 1
2
= C|t|√p‖g‖H3 ≤ C√p|t|. (3.3)
Thus, by using Chebyshev inequality, from (3.3), we have
P (Ωc1) ≤
∫
Ωc1
[ |S1(t)gω − gω|
α
]p
dP(ω) ≤
(
C
√
p|t|
α
)p
. (3.4)
Take
p =
(
α
Ce|t|
)2
. (3.5)
If p ≥ 2, from (3.4), then we have
P (Ωc1) ≤ e−p = e−(
α
Ce|t|)
2
. (3.6)
If p ≤ 2, from (3.4), we have
P(Ωc1) ≤ 1 ≤ e2e−2 ≤ C1e−(
α
Ce|t|)
2
. (3.7)
Here C1 = e
2. Thus, from (3.6), (3.7), we have
P(Ωc1) ≤ C1e
[
−( αCe|t|)
2
]
. (3.8)
This completes the proof of Lemma 3.2. 
Lemma 3.3. Let h ∈ L2(R) and we denote by hω the randomization of h as defined in
(1.11). Then, ∀α > 0, there exist C > 0, C1 > 0 such that
P (Ωc2) ≤ C1e
−
(
α
Ce‖h‖
L2
)2
, (3.9)
where Ωc2 = {ω ∈ Ω : |S1(t)hω| > α} .
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Proof. By using Lemmas 3.1 and 2.2, we have
‖S1(t)hω‖Lpω(Ω) =
∥∥∥∥∥
∑
k∈Z
gk(ω)ψ(D − k)S1(t)h
∥∥∥∥∥
Lpω(Ω)
≤ C√p
(∑
k∈Z
|ψ(D − k)S1(t)h|2
) 1
2
≤ C√p‖h‖L2 . (3.10)
Thus, by using Chebyshev inequality, we have
P (Ωc2) ≤
∫
Ωc2
[ |S1(t)hω|
α
]p
dP(ω) ≤
(
C
√
p‖h‖L2
α
)p
. (3.11)
By using a proof similar to (3.8), we obtain (3.9).
This completes the proof of Lemma 3.3. 
Lemma 3.4. Let g be a rapidly decreasing function and we denote by gω the random-
ization of g as defined in (1.11). Then, ∀α > 0, there exist C > 0, C1 > 0 such that
P (Ωc3) ≤ C1e−(
α
C|t|e)
2
, (3.12)
where Ωc3 =
{
ω ∈ Ω : ∣∣1
2
[S2+(t) + S2−(t)] gω − gω
∣∣ > α} .
Proof. By using Lemma 3.1 and the Cauchy-Schwartz inequality with respect to ξ,
since g is is a rapidly decreasing function and
∣∣1
2
[
eit|ξ| + e−it|ξ|
]− 1) | ≤ |t||ξ|, we have∥∥∥∥12 [S2+(t) + S2−(t)] gω − gω
∥∥∥∥
Lpω(Ω)
≤ C√p
[∑
k
∣∣∣∣
∫
R
n
(
1
2
[
eit|ξ| + e−it|ξ|
]− 1) eixξψ(ξ − k)Fg(ξ)dξ∣∣∣∣
2
] 1
2
=
√
p
[∑
k
∣∣∣∣
∫
|ξ−k|≤1
(
1
2
[
eit|ξ| + e−it|ξ|
]− 1) eixξψ(ξ − k)Fg(ξ)dξ∣∣∣∣
2
] 1
2
≤ C|t|√p
[∑
k
∣∣∣∣
∫
|ξ−k|≤1
|ξψ(ξ − k)Fg(ξ)| dξ
∣∣∣∣
2
] 1
2
≤ C|t|√p
[∑
k
∫
|ξ−k|≤1
|ξψ(ξ − k)Fg(ξ)|2 dξ
[∫
|ξ−k|≤1
dξ
]] 12
≤ C|t|√p
[∑
k
∫
R
n
|ξψ(ξ − k)Fg(ξ)|2 dξ
]1
2
= C|t|√p
[∑
k
‖ψ(D − k)‖2H1
] 1
2
= C|t|√p ‖g‖H1 ≤ C|t|
√
p. (3.13)
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Thus, by using Chebyshev inequality, from (3.13), we have
P(Ωc3) ≤
∥∥1
2
[S2+(t) + S2−(t)] gω − gω
∥∥p
Lpω(Ω)
αp
≤ (C|t|
√
p)p
αp
. (3.14)
By using a proof similar to (3.2), from (3.14), we have
P(Ωc3) ≤ C1exp
[
−
(
α
Ce|t|
)2]
. (3.15)
This completes the proof of Lemma 3.4. 
Lemma 3.5. Let h ∈ L2(Rn) and we denote by hω the randomization of h as defined in
(1.11). Then, ∀α > 0, there exist C > 0 and C1 > 0 such that
P (Ωc4) ≤ C1e
−
(
α
Ce‖h‖
L2
)2
, (3.16)
where
Ωc4 =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] hω
∣∣∣∣ > α
}
. (3.17)
Proof. By using Lemmas 3.1 and 2.3, we have
∥∥∥∥12 [S2+(t) + S2−(t)] hω
∥∥∥∥
Lpω(Ω)
=
1
2
∥∥∥∥∥
∑
k∈Zn
gk(ω)ψ(D − k) [S2+(t) + S2−(t)] h
∥∥∥∥∥
Lpω(Ω)
≤ C√p
(∑
k∈Zn
|ψ(D − k) [S2+(t) + S2−(t)] h|2
) 1
2
≤ C√p
(∑
k∈Zn
|ψ(D − k)S2+(t)h|2
) 1
2
+ C
√
p
(∑
k∈Zn
|ψ(D − k)S2−(t)h|2
) 1
2
≤ C√p‖h‖L2. (3.18)
Thus, by using Chebyshev inequality, from (3.18), we have
P (Ωc4) ≤
∫
Ωc4
[ |S2±(t)hω|
α
]p
dP(ω) ≤
(
C
√
p‖h‖L2
α
)p
. (3.19)
By using a proof similar to (3.2), from (3.19), we have
P(Ωc4) ≤ C1exp
[
−
(
α
Ce‖h‖L2
)2]
. (3.20)
This completes the proof of Lemma 3.5. 
14
Lemma 3.6. Let g be a rapidly decreasing function and we denote by gω the random-
ization of g as defined in (1.11). Then, ∀α > 0, there exist C > 0, C1 > 0 such that
P (Ωc5) ≤ C1e−(
α
C|t|e)
2
, (3.21)
where
Ωc5 = {ω ∈ Ω : |S3(t)gω − gω| > α} .
Proof. By using Lemma 3.1 and the Cauchy-Schwartz inequality with respect to ξ,
since g is a rapidly decreasing function and
∣∣∣e−it[∑nj=1 ǫjξ2j ] − 1∣∣∣ ≤ t|ξ|2. we have
‖S3(t)gω − gω‖Lpω(Ω) ≤ C
√
p
[∑
k
∣∣∣∣
∫
R
n
(e−it[
∑n
j=1 ǫjξ
2
j ] − 1)eixξψ(ξ − k)Fg(ξ)dξ
∣∣∣∣
2
] 1
2
= C
√
p
[∑
k
∣∣∣∣
∫
|ξ−k|≤1
(e−it[
∑n
j=1 ǫjξ
2
j ] − 1)eixξψ(ξ − k)Fg(ξ)dξ
∣∣∣∣
2
] 1
2
≤ C|t|√p
[∑
k
∫
|ξ−k|≤1
|ξ|2 |ψ(ξ − k)Fg(ξ)|2 dξ
[∫
|ξ−k|≤1
dξ
]] 12
= C|t|√p
[∑
k
∫
R
n
|ξ|2|ψ(ξ − k)Fg(ξ)|2dξ
]1
2
≤ C|t|√p
[∑
k
‖ψ(D − k)g‖2H1
] 1
2
= C|t|√p‖g‖H1 ≤ C√p|t|. (3.22)
By using Chebyshev inequality, from (3.22), we have
P(Ωc5) ≤
(C
√
p|t|)p
αp
. (3.23)
Thus, by using a proof similar to (3.2), from (3.23), we have
P(Ωc5) ≤ C1exp
[
−
(
α
C|t|e
)2]
. (3.24)
This completes the proof of Lemma 3.6. 
Lemma 3.7. Let h ∈ L2(Rn) and we denote by hω the randomization of h as defined in
(1.11). Then, ∀α > 0, there exist C > 0 and C1 > 0 such that
P (Ωc6) ≤ C
−
(
α
Ce‖h‖
L2
)2
1 , (3.25)
where
Ωc6 = {ω ∈ Ω : |S3(t)hω| > α} , (3.26)
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Proof. By using Lemmas 3.1 and 2.4, we have
‖S3(t)hω‖Lpω(Ω) =
∥∥∥∥∥
∑
k∈Zn
gk(ω)ψ(D − k)S3(t)h
∥∥∥∥∥
Lpω(Ω)
≤ C√p
(∑
k∈Zn
|ψ(D − k)S3(t)h|2
) 1
2
≤ C√p‖h‖L2. (3.27)
Thus, by using Chebyshev inequality, from (3.27), we have
P (Ωc6) ≤
∫
Ωc6
[ |S3(t)hω|
α
]p
dP(ω) ≤
(
C
√
p‖h‖L2
α
)p
. (3.28)
By using a proof similar to (3.2), from (3.28), we have
P(Ωc6) ≤ C1exp
[
−
(
α
Ce‖h‖L2
)2]
. (3.29)
This completes the proof of Lemma 3.7. 
Lemma 3.8. Let h ∈ L2(Rn) and we denote by hω the randomization of h as defined in
(1.11). Then, ∀α > 0, there exist C > 0 and C1 > 0 such that
P (Ωc7) ≤ C1e
−
(
α
Ce‖h‖
L2
)2
, (3.30)
where
Ωc7 = {ω ∈ Ω : |hω| > α} . (3.31)
Proof. By using Lemmas 3.1 and 2.1, we have
‖hω‖Lpω(Ω) =
∥∥∥∥∥
∑
k∈zn
gk(ω)ψ(D − k)h
∥∥∥∥∥
Lpω(Ω)
≤ C√p
(∑
k∈zn
|ψ(D − k)h|2
) 1
2
≤ C√p‖h‖L2. (3.32)
Thus, by using Chebyshev inequality, from (3.32), we have
P (Ωc7) ≤
∫
Ωc7
[ |hω|
α
]p
dP(ω) ≤
(
C
√
p‖h‖L2
α
)p
. (3.33)
By using a proof similar to (3.2), we obtain (3.30).
This completes the proof of Lemma 3.8. 
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Lemma 3.9. Let g be a rapidly decreasing function satisfying sup
x∈Rn
∣∣xα∂βg∣∣ < ∞. We
denote by gω the randomization of g as defined in (1.11). Then, ∀ǫ > 0. there exist
C > 0 and C1 > 0 such that
P
({
ω ∈ Ω : ∣∣xα∂βgω∣∣ > M}) ≤ C1e−(MCe)2 . (3.34)
In particular, take M = Ce
[
InC1
ǫ
] 1
2 . Then, we have
P
({
ω ∈ Ω : ∣∣xα∂βgω∣∣ > M}) ≤ ǫ. (3.35)
Proof. We firstly show
P
({
ω ∈ Ω : |xα∂βgω| > M}) ≤ C1e−(MCe)2 . (3.36)
By using Lemmas 3.1and 2.6, since g is a rapidly decreasing function which yields∑
|k|≥3
∫
|ξ−k|≤1
∣∣[(∂α [ψ(ξ − k))ξβFxg(ξ)]]∣∣2 dξ ≤ C,
thus, we have
∥∥xα∂βgω∥∥
Lpω(Ω)
=
∥∥∥∥∥
∑
k∈zn
gk(ω)x
α∂βψ(D − k)h
∥∥∥∥∥
Lpω(Ω)
=
∥∥∥∥∥
∑
k∈zn
gk(ω)
∫
R
n
eixξ
[−(i∂α) [ψ(ξ − k)(iξ)βFxg(ξ)]]
∥∥∥∥∥
Lpω(Ω)
≤ C√p
∑
k∈Zn
(∫
R
n
eixξ
[−(i∂α) [ψ(ξ − k)(iξ)βFxg(ξ)]] dξ
)2
= C
√
p
∑
k∈zn
(∫
|ξ−k|≤1
eixξ
[−(i∂α) [ψ(ξ − k)(iξ)βFxg(ξ)]] dξ
)2
≤ C√p
∑
k∈zn
∫
|ξ−k|≤1
∣∣[(∂α [ψ(ξ − k))(ξ)βFxg(ξ)]]∣∣2 dξ
= C
√
p
∑
|k|≤2
∫
|ξ−k|≤1
∣∣[(∂α [ψ(ξ − k))ξβFxg(ξ)]]∣∣2 dξ
+C
√
p
∑
|k|≥3
∫
|ξ−k|≤1
∣∣[(∂α [ψ(ξ − k))ξβFxg(ξ)]]∣∣2 dξ
≤ C√p
∑
|k|≤2
∫
|ξ−k|≤1
∣∣[(∂α [ψ(ξ − k))ξβFxg(ξ)]]∣∣2 dξ + C√p
≤ C√p. (3.37)
Thus, by Chebyshev inequality and (3.37), we have
P
({
ω ∈ Ω : |xα∂βgω| > M}) ≤
∥∥xα∂βgω∥∥p
Lpω(Ω)
Mp
≤ (C
√
p)p
Mp
. (3.38)
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By using a proof similar to (3.2), from (3.41), we obtain (3.34).
This completes the proof of Lemma 3.9.
Remark 4. From Lemma 3.9, we know that, if g is a rapidly decreasing function, then
the randomized function gω is almost surely a rapidly decreasing function.
Lemma 3.10. Let h ∈ L2(Rn) with ‖h‖L2(Rn) < ǫ(ǫ > 0) and we denote by hω the
randomization of h as defined in (1.11). Then, ∀α > 0, there exist C > 0 and C1 > 0
such that
P ({ω ∈ Ω : ‖hω‖L2 > α}) ≤ C1e
−
(
α
Ce‖h‖
L2
)2
≤ C1e−(
α
Ceǫ)
2
. (3.39)
In particular, take α = Ceǫ
(
InC1
ǫ
) 1
2 , obviously α = o(ǫ
1
2 ) and
P ({ω ∈ Ω : ‖hω‖L2 > α}) ≤ C1e
−
(
α
Ce‖h‖
L2
)2
≤ ǫ. (3.40)
Proof. For the proof of (3.39), we refer the readers to Lemma 2.2 of [2]. When α =
Ceǫ
(
InC1
ǫ
) 1
2 , we have C1e
−( αCeǫ)
2
= ǫ. We have
lim
ǫ−→0
Ceǫ
(
InC1
ǫ
) 1
2
ǫ
1
2
= Ce lim
ǫ−→0
(
InC1
ǫ
) 1
2
ǫ−
1
2
= 0 (3.41)
since
lim
ǫ−→0
InC1
ǫ
ǫ−1
= lim
ǫ−→0
InC1 + Inǫ
−1
ǫ−1
= lim
t−→+∞
InC1 + Int
t
= lim
t−→+∞
1
t
= 0 (3.42)
with the aid of L’Hospital rule and t = 1
ǫ
. Thus, α = o(ǫ
1
2 ).
This completes the proof of Lemma 3.10. 
Remark 5. From Lemma 3.10, we know that if f ∈ L2(Rn), n ≥ 1, then the randomized
function fω is almost surely in L2(Rn), n ≥ 1.
Lemma 3.11. (Probabilistic density Theorem) We denote by fω the randomization of
f as defined in (1.11). ∀ǫ > 0 and for f ∈ L2(Rn), there exist a decreasing rapidly
function g and h ∈ L2(Rn) with ‖h‖L2(Rn) < ǫ such that fω = gω + hω and
P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤M}) ≥ 1− 2ǫ. (3.43)
Here α = Ceǫ
(
InC1
ǫ
) 1
2 ,M = Ce
[
InC1
ǫ
] 1
2 . Moreover, fω = gω + hω and
∀ω ∈ {ω ∈ Ω : ‖hω‖Hs ≤ α} ∩
{
ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤ M} ,
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we have
‖hω‖L2 ≤ α := Ceǫ
(
In
C1
ǫ
) 1
2
= o(ǫ
1
2 ) (3.44)
and
∣∣xα∂βgω∣∣ ≤M := Ce [InC1
ǫ
] 1
2
(3.45)
for every x ∈ Rn.
Proof. For f ∈ L2, from the density theorem which is just Lemma 2.2 in [24], ∀ǫ > 0, we
know that there exist a decreasing rapidly function g and h ∈ L2(Rn) with ‖h‖L2(Rn) < ǫ
such that f = g+h. Thus, we have fω =
∑
k∈zn
gk(ω)ψ(D−k)f =
∑
k∈zn
gk(ω)ψ(D−k)(g+
h) =
∑
k∈zn
gk(ω)ψ(D − k)g +
∑
k∈zn
gk(ω)ψ(D − k)h = gω + hω. Combining Lemma 3.9
with Lemma 3.10, ∀ω ∈ {ω ∈ Ω : ‖hω‖L2 ≤ α}∩
{
ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤M} , we have that
(3.44)-(3.45) are valid. By using a direct computation, we have
P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βgω∣∣ ≤M})
= P ({ω ∈ Ω : ‖hω‖L2 ≤ α})− P
({ω ∈ Ω : ‖hω‖L2 ≤ α} ∩ {ω ∈ Ω : ∣∣xα∂βgω∣∣ > M})
≥ P ({ω ∈ Ω : ‖hω‖L2 ≤ α})− P
({
ω ∈ Ω : ∣∣xα∂βgω∣∣ > M})
≥ 1− ǫ− ǫ = 1− 2ǫ. (3.46)
This completes the proof of (3.43).
This completes the proof of Lemma 3.11. 
4. Proof of Theorem 1.1
Proof of Theorem 1.1. When f ∈ L2(R), by density theorem which is just Lemma 2.2
in [24], there exists a rapidly decreasing function g such that f = g+h, where ‖h‖L2 < ǫ.
We define
Ωc8 = {ω ∈ Ω : |S1(t)fω − fω| > α} . (4.1)
Thus, we have
Ωc8 ⊂ Ωc9 ∪ Ωc10, (4.2)
where
Ωc9 =
{
ω ∈ Ω : |S1(t)gω − gω| > α
2
}
, (4.3)
Ωc10 =
{
ω ∈ Ω : |S1(t)hω − hω| > α
2
}
. (4.4)
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Obviously,
Ωc10 ⊂ Ωc11 ∪ Ωc12, (4.5)
where
Ωc11 =
{
ω ∈ Ω : |S1(t)hω| > α
4
}
, (4.6)
Ωc12 =
{
ω ∈ Ω : |hω| > α
4
}
. (4.7)
From Lemma 3.2, we have
P (Ωc9) ≤ C1e−[
α
Ce|t| ]
2
≤ C1e−[
α
Ce|t| ]
2
. (4.8)
From Lemma 3.3, we have
P (Ωc11) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (4.9)
From Lemma 3.8, we have
P (Ωc12) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (4.10)
From (4.8)-(4.10), we have
P(Ωc8) ≤ P(Ωc9) + P(Ωc10) ≤ P(Ωc9) + P(Ωc11) + P(Ωc12)
≤ C1e−[
α
C|t|e ]
2
+ 2C1e
−[ αCeǫ ]
2
. (4.11)
When |t| ≤ ǫ, from (4.11), we have
P(Ωc8) ≤ C2e−
α2
(Ceǫ)2 . (4.12)
Take α = Ceǫ
(
InC2
ǫ
) 1
2 . From (4.12), we have
P(Ωc8) ≤ C2e−
α2
(Ceǫ)2 ≤ ǫ. (4.13)
From (4.13), we have
P(Ω8) ≥ 1− ǫ. (4.14)
For the proof of the remainder of Theorem 1.1 can be seen in Lemma 3.11. 
5. Proof of Theorem 1.2
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Proof of Theorem 1.2. When f ∈ L2(Rn), by density theorem which is just Lemma
2.2 in [24],, there exists a rapidly decreasing function g such that f = g + h, where
‖h‖L2 < ǫ. We define
Ωc13 =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] fω − fω
∣∣∣∣ > α
}
. (5.1)
Thus, we have
Ωc13 ⊂ Ωc14 ∪ Ωc15, (5.2)
where
Ωc14 =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] gω − gω
∣∣∣∣ > α2
}
, (5.3)
Ωc15 =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] hω − hω
∣∣∣∣ > α2
}
. (5.4)
Obviously,
Ωc15 ⊂ Ωc16 ∪ Ωc17, (5.5)
where
Ωc16 =
{
ω ∈ Ω :
∣∣∣∣12 [S2+(t) + S2−(t)] hω
∣∣∣∣ > α4
}
, (5.6)
Ωc17 =
{
ω ∈ Ω : |hω| > α
4
}
. (5.7)
From Lemma 3.4, we have
P (Ωc14) ≤ C1e−[
α
Ce|t| ]
2
≤ C1e−[
α
Ce|t| ]
2
. (5.8)
From Lemma 3.5, we have
P (Ωc16) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (5.9)
From Lemma 3.8, we have
P (Ωc17) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (5.10)
From (5.8)-(5.10), we have
P(Ωc13) ≤ P(Ωc14) + P(Ωc15) ≤ P(Ωc14) + P(Ωc16) + P(Ωc17)
≤ C1e−[
α
C|t|e ]
2
+ 2C1e
−[ αCeǫ ]
2
. (5.11)
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When |t| ≤ ǫ, from (5.11), we have
P(Ωc13) ≤ C2e−
α2
(Ceǫ)2 . (5.12)
Take α = Ceǫ
(
InC2
ǫ
) 1
2 . From (5.12), we have
P(Ωc13) ≤ C2e−
α2
(Ceǫ)2 ≤ ǫ. (5.13)
From (5.13), we have
P(Ω13) ≥ 1− ǫ. (5.14)
For the proof of the remainder of Theorem 1.2 can be seen in Lemma 3.11. 
6. Proof of Theorem 1.3
Proof of Theorem 1.3. When f ∈ L2(Rn), by density theorem which is just Lemma
2.2 in [24], there exists a rapidly decreasing function g such that f = g + h, where
‖h‖L2(Rn) < ǫ. We define
Ωc18 = {ω ∈ Ω : |S3(t)fω − fω| > α} . (6.1)
Thus, we have
Ωc18 ⊂ Ωc19 ∪ Ωc20, (6.2)
where
Ωc19 =
{
ω ∈ Ω : |S3(t)gω − gω| > α
2
}
, (6.3)
Ωc20 =
{
ω ∈ Ω : |S3(t)hω − hω| > α
2
}
. (6.4)
Obviously,
Ωc20 ⊂ Ωc21 ∪ Ωc22, (6.5)
where
Ωc21 =
{
ω ∈ Ω : |S3(t)hω| > α
4
}
, (6.6)
Ωc22 =
{
ω ∈ Ω : |hω| > α
4
}
. (6.7)
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From Lemma 3.6, we have
P (Ωc19) ≤ C1e−[
α
Ce|t| ]
2
≤ C1e−[
α
Ce|t| ]
2
. (6.8)
From Lemma 3.7, we have
P (Ωc21) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (6.9)
From Lemma 3.8, we have
P (Ωc22) ≤ C1e
−
[
α
Ce‖h‖
L2
]2
≤ C1e−[
α
Ceǫ ]
2
. (6.10)
From (6.8)-(6.10), we have
P(Ωc18) ≤ P(Ωc19) + P(Ωc20) ≤ P(Ωc19) + P(Ωc21) + P(Ωc22)
≤ C1e−[
α
C|t|e ]
2
+ 2C1e
−[ αCeǫ ]
2
. (6.11)
When |t| ≤ ǫ, from (6.11), we have
P(Ωc18) ≤ C2e−
α2
(Ceǫ)2 . (6.12)
Take α = Ceǫ
(
InC2
ǫ
) 1
2 . From (6.12), we have
P(Ωc18) ≤ C2e−
α2
(Ceǫ)2 ≤ ǫ. (6.13)
From (6.13), we have
P(Ω18) ≥ 1− ǫ. (6.14)
For the proof of the remainder of Theorem 1.3 can be seen in Lemma 3.11.
This completes the proof of Theorem 1.3. 
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