Throughout recent years, various sequential Monte Carlo methods, i.e. particle filters, have been widely applied to various applications involving the evaluation of the generally intractable stochastic discrete-time filter. Although convergence results exist for finitetime intervals, a stronger form of convergence, namely, uniform convergence, is required for bounding the error on an infinite-time interval. In this paper we prove easily verifiable conditions for the filter applications that are sufficient for the uniform convergence of certain particle filters. Essentially, the conditions require the observations to be accurate enough. No mixing or ergodicity conditions are imposed on the signal process.
Introduction
In the stochastic discrete-time filtering problem, the goal is to recover an unknown realisation of a discrete-time Markov chain X := (X i ) i≥0 at any given time i based on the partial information obtained by observing the realisation of an associated discrete-time process Y := (Y i ) i>0 . The solution to this problem is the probability measure-valued discrete-time stochastic process π := (π i ) i≥0 , where π i is the conditional distribution of X i given the random variables Y 1 , Y 2 , . . . , Y i . In the literature, the process π is often referred to as the optimal or Bayesian filter. In more detail, the filtering framework under consideration is as follows. We assume an underlying probability space ( , F , P) and define the signal process X for all i > 0 as
where X 0 is an independent random variable with a distribution P 0 on the Borel σ -field B(R d where π 0 = P 0 and the probability measure-valued (random) mapping Q i is specified later in Section 2. In practice, the evaluation of the mapping Q i is intractable and, therefore, it is approximated by a mapping Q θ i , where θ ∈ (0, ∞) is the parameter of the approximation. That is, a greater value of θ implies a smaller approximation error, but also, in practice, a higher computational cost. Throughout recent years, sequential Monte Carlo (SMC) methods, or, particle filters have been widely applied to the approximation of this mapping in various practical applications. In SMC methods, the parameter θ is the size of the Monte Carlo sample, i.e. the number of particles. It has been shown for a certain class of SMC methods that, under feasible conditions, the approximation converges to the exact filter as the number of particles tends to ∞ (see, e.g. [2] and the references therein). These convergence results can be used for bounding the approximation error for a fixed parameter value on a finite-time interval. In order to bound the error on an infinite-time interval, a stronger form of convergence, namely, uniform convergence is required. The approximation is said to be uniformly convergent (in mean) with respect to a metric d if One of the earliest contributions regarding the uniform convergence of SMC methods is given in [4] , where it has been shown that if the filter itself is stable, the so-called Monte Carlo particle filter is uniformly convergent. The Monte Carlo particle filter is an SMC method that does not have a branching mechanism. For the required filter stability, it suffices to have mixing or ergodic signal kernels [1] , [5] . In [14] , the uniform convergence of the Monte Carlo filter has been extended to the estimation of parameters whose kernels are not mixing. It has also been shown in [5] that the mixing property or the ergodicity of the signal kernel are sufficient conditions for the uniform convergence of the interacting particle system, which in contrast to the Monte Carlo particle filter has interacting particles because of the incorporated branching mechanism. A somewhat different approach can be found in [10] , where the uniform convergence of a rejection-sampling-based particle filter has been considered in the case of a mixing signal. In [12] , it has been shown that the mixing condition can be relaxed by imposing the mixing condition on the kernels of the unnormalised filter process. This is a slightly weaker condition than the mixing property of the signal. Except for [10] , the uniform convergence in the references above is considered in the sense of (1.2).
The main results of this paper, Theorem 3.1 and Theorem 4.1, provide easily verifiable sufficient conditions for the uniform convergence of two different filter approximations. The first approximation is called the truncated filter and the motivation for the analysis of this approximation is purely theoretical. In practice, the truncated filter is intractable. Nevertheless, it plays an important role in the proof of the uniform convergence of the second filter approximation which represents a certain class of feasible particle filters. The principle of the proof is to show that the given particle filter approximates uniformly the truncated filter which, in turn, is a uniform approximation of the exact filter and, hence, the particle filter approximates the exact filter uniformly. The idea of using the truncated filter in the analysis was originally introduced in [11] and [13] , and here we generalise the results reported in [13] . Other types of truncation appear frequently in the literature. For example, in [9] and [15] , the underlying Markov process is truncated instead of the filtering equations. Moreover, in [13] , the uniform convergence is proved for a rejection-sampling-based particle filter, while the approximation in this work employs importance sampling. There is a fundamental difference between these two approaches if the motivation for the analysis of the uniform convergence is to study the computational cost that ensures a certain level of accuracy. In the importance sampling approach, the computational cost is determined by the number of particles, while in the rejection sampling approach we must take into account the total number of samples, including the random number of rejected samples.
It is obvious from the references above that there is a close connection between the stability of the filter and the uniform convergence of its (particle) approximations. In many cases (see, e.g. [4] , [5] , [10] , and [13] ), the stability of the filter has been shown to be a sufficient condition for the uniform convergence of certain particle approximations. In this work we do not specifically discuss the filter stability, but it should be noted that the conditions that we impose on the filter applications are similar to those used in [3] to prove the stability of the filter. The following assumptions are made about the filter framework.
(A1) There exist α, δ > 0 such that, for all x, y ∈ R d s and i > 0, 
where ρ W i is the density of P W i with respect to the Lebesgue measure
and
where ρ V i is the density of P V i with respect to the Lebesgue measure λ d m on B(R d m ) and ρ X 0 /β is the probability density function of the random variable X 0 /β with respect to the Lebesgue measure
The assumption on the upper bound for the density ρ X 0 /β can be omitted. In this case, however, no rates for the uniform convergence results are available and, therefore, we include it in this work (see [7] for the corresponding results without this assumption). Also, note that the functionh i is a (topological) homeomorphism between the signal space R d s and the observation space R d m . In particular, this implies that the two spaces must have the same dimension, i.e. d s = d m . We will assume that this is the case from now on. However, we will still keep the notation R d s for the signal space and R d m for the observation space to distinguish between them. This paper is organised as follows. In Section 2 we introduce some general purpose notation and specify the truncated filter approximation. Also, some important intermediate results are given. In Section 3, the uniform convergence of the truncated filter is proved. In Section 4 we describe a general class of particle filters and provide the proof of uniform convergence. In Section 5 we describe a feasible Monte Carlo-based particle filter approximation which exemplifies the uniform convergence result. Finally, in Section 6, the uniform convergence results are illustrated by some numerical experiments.
Exact and truncated filter
In this section we describe in detail the discrete-time filter π and its truncated filter approximation π . Let us start by introducing some general notation and terminology.
For an arbitrary measurable space (S, S), let P (S) denote the set of all probability measures on the σ -field S. The set of bounded and measurable mappings ϕ : S → R is denoted by B b (S). For all ϕ ∈ B b (S) and µ ∈ P (S), we let µ(ϕ) denote the Lebesgue integral of ϕ with respect to the measure µ. If, in particular, ϕ = 1 A , where 1 A denotes the indicator function of a set A ∈ S, then we use the shorthand notation µ(A) := µ(1 A ).
Let (S 1 , S 1 ) and (S 2 , S 2 ) be arbitrary measurable spaces. A mapping K :
and a mapping µ ∈ P (S) → µK ∈ P (S) such that
for all ϕ ∈ B b (S). The Dobrushin ergodic coefficient [6] (see also [5] ) of a transition probability
For all finite measures µ on S and all µ-integrable functions ψ :
For all 
The function g i is often referred to as the likelihood function in the literature. In this case, it can be shown that the filter process π is given by the recursion
The truncated approximation π := (π i ) i≥0 of the exact filter π is defined by the recursion
, and
For all i > 0, we let Q i denote the mapping
and, if i < j, the mapping Q j,i is defined to be the identity. Then we can define, for all
Accordingly, π i,0 = π i and π i,i = π i . According to the definitions above, the filtering distribution π i can be represented as a composition of nonlinear operations Q 1 , Q 2 , . . . , Q i applied to the initial distribution π 0 . It has been pointed out in [5] and [13] that π i admits another representation which is especially useful in the analysis of the filter stability and the uniform convergence of filter approximations. In this alternative representation, given in Lemma 2.2(i), below, π i is obtained by applying only one nonlinear operation and a composition of linear operations of the form (2.1) to the initial distribution. The usefulness of this representation is due to the fact that these linear mappings are contractions in the metric induced by the total variation norm, which we denote by · TV . The contraction coefficient is determined by the Dobrushin ergodic coefficient α S (K) and, because of the contractivity, the errors cannot increase over these linear operations. In order to specify this alternative representation of π i , we define, for all > 0 and i ≥ j > 0, the mapping S j,i :
Because of the truncation, it suffices to consider the Dobrushin ergodic coefficients of the kernels S j,i that are restricted to the truncated sets, i.e. α C j −1 ( ) (S j,i ), where
for all i, > 0. Under assumptions (A1)-(A4), the generally intractable coefficient α C j −1 (S j,i ) admits an explicit lower bound, given in Lemma 2.1, below. For this purpose, we define, for
Proof. According to (2.3) and (A2), for all i > 0 and x i ∈ C i ( ),
Therefore, according to (A1) and (2.4), for all i > 0,
The claim then follows by substituting the last form into
where the first inequality can be shown to hold (see, e.g. [3] and [13] ).
The following lemma summarises some properties that are used throughout the remainder of this work. Excluding minor differences, the proofs can be found in [5] and [13] (see also [3] ). 
Lemma 2.2. For all
where
Uniformly convergent approximation by truncation
In this section we prove sufficient conditions for the uniform convergence of the truncated filter π to the exact filter π , i.e.
We start by establishing bounds for the tails of the distribution of the random variable ξ i . At this point, the analysis differs from the approach used in [3] (see also [7] ), where the stochastic process (ξ i ) i>0 was bounded by showing that, for all > 0, there exist positive random variables c 1 and c 2 such that, for all i > 0, we have, P-almost surely (P-a.s.),
This almost-sure upper bound for the stochastic process (ξ i ) i>0 is obviously increasing in i and, therefore, it does not enable uniform bounds for the random variables ε i ( ). Here, instead of bounding the random variables (ξ i ) i>0 directly, we use assumptions (A1)-(A4) to derive a uniform, i.e. independent of i, upper bound for the densities of the random variables (ξ i ) i>0 . This further enables the derivation of uniform bounds for integrals that are involved with the random variables ε i ( ). 
Proof. The proof follows from Lemma A.1 in Appendix A.
By defining a constant
we have the following result, which is a refinement of Proposition 3.4 of [13] .
Theorem 3.1. If one of the following two conditions holds:
Proof. Let
Then, according to (ii) and (iii) of Lemma 2.2 and the fact that
where ( · ) + := max(0, · ). In the following we derive an upper bound for E[J j ( )] which is independent of j and, therefore, can be brought outside the summation. For the remaining sum, it follows by the convergence of the geometric series that
It can be shown that, for all > 0, there exists c 6 ( ) > 0 such that, for all ≥ 0 > γ and i > 0,
For all u, v ≥ 0, we have
By applying this inequality to E[J j ( )] we have, for all q ∈ R,
, for the first expectation in (3.5), we have
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Substitution into (3.6) yields
Let us then consider the second integral in (3.5). Because, for all > 0 and q > 0, τ ( ) q /ε( , ξ ) is a strictly increasing function of ξ , we have, according to Proposition 3.1, for all θ > 0,
By combining (3.2), (3.3), (3.5), (3.7), and (3.8), we have
By using the definitions ofε, ε, and τ , it follows that (3.1) holds if (i) is satisfied. In case (ii), (3.1) holds if (q, θ ) is a solution of
We can check that a solution to this system of inequalities exists if A 2 > A * 2 . 
Uniform convergence of a particle filter approximation
Figure 1: The exact filter, its truncated approximation, and the particle approximation. 
Analogously to the definition of π i,j in (2.2), we defineπ i,j := Q i,j +1 (π j ). Accordingly, π i,i =π i . See Figure 1 for an illustration. In the proof of the uniform convergence theorem, we need the following lemma.
Lemma 4.1. Suppose that µ and ν are random probability measures taking values in P (S)
and that the random mappings ψ, θ : S → R + satisfy µψ, νθ > 0, P-a.s. Then
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Proof. To prove (i), it is observed that, for all x ∈ S,
Moreover,
By combining (4.2) and (4.3), we have (i). To prove (ii), it is observed that
the claim follows by taking expectations in (4.4) and using the fact that ϕ ∞ ≤ 1.
By defining a constant a
we have the following result.
Theorem 4.1. If one of the following conditions holds:
then there exist c 9 , c 10 > 0 such that
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Proof. By the triangle inequality (see Figure 1 ),
, according to Theorem 3.1, is uniformly convergent to 0 as → ∞, we only have to consider the sum in (4.5). It is first observed that, according to Lemma 2.2(i),
and, therefore, by Lemma 4.1(i) we have
It is then observed that
Thus, by Lemma 4.1(ii) and the fact thatπ
where the last inequality follows from assumption (A6). Moreover,
It is observed that, for all j > 0, 9) where the last inequality follows from Lemma 2.1. In order to bound the first product term in (4.8), we writẽ
Moreover, according to assumptions (A2) and (A4),
Therefore, by observing that J j,i ( ) ≤ 1, and by combining (4.7), (4.8), (4.9), (4.10), (4.11), and (4.12), we have
and c 11 :
. By induction, it can be shown that and, therefore, because J j ( ) is F j +1 -measurable, it follows, from (4.6) and (4.13) , that E sup
(4.14)
Following a similar principle as in the proof of Theorem 3.1, we derive an upper bound for E[J j ( )] which is independent of j and, therefore, can be brought outside the summation. For the remaining sum, (3.3) holds. According to (3.4),
Because of Proposition 3.1, it suffices to consider only one of the expectations on the right-hand side. Similarly as in (3.8), we have, for all θ, > 0, 
In case (iii), θ must satisfy
A solution to this system of inequalities exists if a 4 > a * 4 . The claim then follows by applying Theorem 3.1 to the first term on the right-hand side of (4.5).
For estimation purposes, we are often interested in the mean of the posterior distribution. The following corollary of Theorem 4.1 establishes the uniform convergence of the approximate posterior mean to the exact posterior mean in the sense of Euclidean distance. The expected Euclidean distance of posterior means will also be used as a measure of error in the simulations described in Section 6. For this purpose, we letx i andx i denote the means of π i andπ i , respectively. 
where we have also used the fact thatπ i (1 C i 
and, thus,
(4.17) For the second term, we observe similarly as in the proof of Theorem 3.1 that
and, for the inner integral, we have, by a change of variables,
The claim then follows by applying Theorem 4.1 to the first term on the right-hand side of (4.17) and (4.18) to the second term on the right-hand side of (4.17).
An example of a uniformly convergent particle filter
In this section we describe a feasible filter approximationπ which is based on the Monte Carlo method and can be parameterised to satisfy assumptions (A5) and (A6) of the previous section. We defineπ to be a random probability measure-valued process satisfying the following definitions.
to be a set of independent random variables with common distribution π 0 .
(ii) Importance sampling. For all i > 0 and 0 < j ≤ N , define X j i to be an independent random variable with distributionK i (X j i−1 , · ) such that the Radon-Nikodým derivative
exists, is positive for all x ∈ C i−1 ( ), and satisfies sup i>0 w i ∞ < ∞. (z 1 , z 2 , . . . , z N ) , where
In order to verify thatπ satisfies assumptions (A5) and (A6), we first observe thatπ is of the form (4.1), where
According to (ii), w i > 0, P-a.s. and, hence, assumption (A5) is satisfied. In order to verify assumption (A6), we define σ -fields H i andH i as
and a random probability measureπ i as
In this case, because H i−1 ⊂H i−1 , we can write
Also, it can be shown that if (iv) holds then there exists c 19 > 0 such that
The proof of this inequality can be found, for example, in [2] . Because
and, according to (ii), sup i>0 w i ∞ < ∞, the substitution of (5.3) and (5.4) into (5.1) shows that there exists c 20 ( ) > 0 such that
from which assumption (A6) follows if
The approximation specified by (i)-(iv) above has resemblance to the well-known sampling/importance resampling (SIR) algorithm. Essentially, the only difference to the SIR filter is the requirement imposed by assumption (A5), that the importance distribution specified by the transition probabilitiesK i must assign zero probability to the set C i ( ). As a general rule for specifying such importance distribution, we can set, for all x ∈ R d s , 
for some c 21 > 0. The substitution of this approximation into (5.5) yields a lower bound for the sample size N ( ), which, according to the discussion above, implies assumption (A6). This particular choice of importance distribution was made because the generation of such a random variate is feasible in higher dimensions without resorting to the rejection method. Indeed, it may be possible to generate random variables from a more efficient importance distribution using the rejection method, but then, as pointed out in Section 1, we must also take the randomness of the computational cost into account. It is also observed that the branching or resampling scheme in (iv) is left unspecified as well. From the practical point of view, we content ourselves with pointing out that the well-known multinomial resampling scheme as well as the tree-based branching scheme both satisfy (iv). For the proof, see, e.g. [2] and the references therein.
Numerical experiments
In this section we illustrate Theorem 4.1 and Corollary 4.1 by some numerical experiments. The experiments are carried out using the approximate filterπ described in the previous sections and it employs the multinomial resampling scheme and an importance distribution of the form given in (5.6).
Linear model
In the first experiment we consider the model
, and V i ∼ N (0, 1) independently. Here N (x, y) denotes the normal distribution with mean equal to x and covariance equal to y, but it should be noted that this normality assumption is not crucial for the validity of Theorem 3.1 or Theorem 4.1. Indeed, the distributions of X 0 , W i , and V i could also be, for example, double exponential, Gaussian mixtures, convolutions of Gaussian, or double exponential distributions with distributions having a bounded support. Also, it should be noted that, for this linear and Gaussian model, the filtering distribution π i is known to be equal to a normal distribution whose mean and covariance can be computed by the Kalman filter. Therefore, its numerical approximations are not of any interest in practice, and it has been included in the experiments only because it enables exact computations of the approximation errors. The simulations consisted of 1000 time steps and the filtering distributions were approximated with eight different values of ( = 0.625, 1.250, 1.875, 2.500, 3.125, 3.750, 4.375, 5.000). This range of was found to give a reasonable illustration of the behaviour of the approximations as a function of . For each , four different sample sizes (N = 10 2 , 10 3 , 10 4 , 10 5 ) were used.
The error under consideration is the expected distance between the exact and approximate conditional means, i.e. E[|x i −x i |]. Because the exact evaluation of the expectation is intractable, it was approximated by the Monte Carlo method with 50 simulations. Let this approximation be denoted by e i ( ). Figure 2a depicts e i ( ) for four different pairs ( , N ) .
For a fixed value of , Figure 2a suggests that e i ( ) is approximately a constant with respect to i, which is in accordance with Corollary 4.1. Therefore, the time average of e i ( ), denoted by e( ), is expected to be a relatively good approximation of the uniform bound of error. Figure 2b shows the time averages for all experimented values of and N . To study the behaviour of the algorithm on a longer time scale, the experiment was repeated for a simulation consisting of 10 5 time steps for two different values of , each with N = 10 5 . Figure 3 depicts the error e i ( ) based on 50 simulations and seems to confirm that the error is uniformly bounded. 
Nonlinear model
In the second experiment we consider the model Because the posterior mean cannot be evaluated exactly for the nonlinear model, a conventional SIR filter with 10 6 particles was used as a reference mean. Figure 4a depicts the approximation e i ( ) of the expected distance between the approximate posterior mean and the reference mean. Again, e i ( ) is the Monte Carlo approximation with 50 samples.
Similarly as for the first example, the errors appear to be nearly constant with respect to the time. Figure 4b depicts the time averages of the errors.
Discussion
The simulations described above were implemented in MATLAB ® (the resampling was implemented in C) and executed on a 1 GHz PowerPC G4 with 768 MB of memory. For the linear model, the computation time of processing ten data sets of length 100 with N = 10 5 was approximately 172 seconds. For the nonlinear model, this time was approximately 214 seconds. The computation time of the uniformly convergent filter was approximately 1.1 times that of the conventional SIR filter. Although the computation time is highly dependent on implementational details, and there might be room for more efficient implementations, it should be noted that the uniformly convergent filter and SIR filter are roughly equal in terms of computational cost. For the smallest values of , the error reaches a level which apparently cannot be exceeded by increasing the sample size. The remaining error is expected to be explained by the error due to the truncation and, therefore, it cannot be affected by the sample size. For both examples, such behaviour does not appear for the largest values of . Also, Figure 2b and Figure 4b show that the error has a tendency to increase for large enough . This is the reason why the sample size must be defined as an increasing function of in order to ensure that the error converges to 0 as → ∞.
In principle, we could approximate the constants in (5.5) that determine the rate at which the sample size should be increased. Moreover, bounds for the errors could also be evaluated according to the analysis given earlier. However, these bounds are expected to be relatively loose and, therefore, only of limited interest in practice.
