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THE SQUARE MEAN OF DIRICHLET SERIES
ASSOCIATED WITH CUSP FORMS
ANTON GOOD
§1. Introduction. Let
F(z)= £ ate2*lh, Imz > 0 ,
be a cusp form of even integral weight k > 2 for the full modular group. Then the
Dirichlet series
00
LF(S) = Z ail~s' s = o + it,
1 = 1
is absolutely convergent for a > \{k + 1). Hecke showed that LF is an entire function
of s satisfying the functional equation
(2nrT(s)LF(s) = (-l)^(2nf-kr(k-s)LF(k-s), (1)
where F(s) denotes the gamma-function. In this paper we shall prove the following
mean value result for LF on its critical line a — \k.
THEOREM. Ifc^l denotes the residue and c_jC0 the constant term in the Laurent
expansion of
2 l - sD(s) = X \a,\ l
1 = 1
at s — k, then
\LF(\k + it)\2dt = 2c^T\\og^+cX + 0((TlogT)213), T -* oo .{ 2ne J
o
This result enables us to make further progress towards the analogue of the
Lindelof hypothesis for the Dirichlet series under consideration. According to this
hypothesis one expects
& it) < \t\" (2)
to hold for every a > 0. An approximate functional equation and
X \a,\ <
lax
yield (2) with a = \ (see [1, Corollary 3]). This improves the bound obtainable by
the Phragmen-Lindelof principle just slightly and may be regarded as the trivial
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estimate for (2). The first non-trivial estimate was proved in [2], where (2) was
shown to hold for all a > 5/12. Our new mean value theorem now implies the
COROLLARY. On its critical line, LF satisfies the bound
It should be noted that the corollary corresponds in a certain sense to the
estimate
Z(± + it) « |r|1/6(log|r|)5/12 (3)
for the Riemann zeta-function f. For there is some resemblance between
LF(^(k — l) + s) and (2(s). Notwithstanding great efforts, the exponent 1/6 in (3) has
only been improved by comparatively little in the last fifty years. Thus it is not very
likely that a substantial improvement of our corollary will come from present-day
methods.
The most straightforward ways to prove essentially (3) use estimates for
exponential sums (cf. [9, p. 85 and p. 92]). The non-trivial estimates for (2), however,
are deduced from mean value theorems with good error terms. Up to a factor \t\\
e > 0, (3) can now also be obtained from a square mean result of (2. For Iwaniec [5]
has shown that
H = T213. (4)
Our mean value theorem is in two ways of a more precise form than (4). We obtain
an asymptotic result as well as a smaller error term.
At the very beginning of his proof Iwaniec employs the fact that the coefficients
d(l) in the Dirichlet series of C2(s) are given by
d(l) = £ 1. (5)
d\i
Since the arithmetic nature of our coefficients a( is still very mysterious and, in
particular, no counterpart of (5) is known for them, Iwaniec's line of attack does not
even get us started in the case of LF. Here we further develop the method of [2]
instead. It is not only improved but also considerably simplified.
Let us briefly outline the main steps of the proof. In §2 we introduce the required
facts of the spectral theory of the (hyperbolic) Laplacian on the modular curve and
state two lemmas. In the first we summarize results already obtained in [2], In the
second we quote the main result of [3]. In §3 we begin the proof of the theorem. We
first proceed as in [2] starting from an approximate functional equation for LF. Then
some modifications are introduced mainly by the use of partial integrations. Here we
further economize compared with [2]. Soon we can single out the part giving rise to
the main term. The remainder term (15) is then shown to be the sum of a sum of
residues and a contour integral. The appearance of these residues is closely
connected with the discrete spectrum of the Laplacian on the modular curve. The
functional equations in Lemma l(iii) are used to split the contour integral into two
parts. One of these parts is due to the presence of a continuous spectrum in the
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Laplacian on the modular curve. Together with the sum of residues it is majorized by
Cauchy's inequality. This leaves us to bound a product of two double sums (cf. (33)
to (35)). The first factor is estimated by Lemma 2, the second is treated in §4. The
part of the contour integral not yet dealt with is estimated in §5. It turns out to be
much smaller than our bound for the remainder term (15).
In §6 we finally conclude the proof by working out the asymptotics of the main
term and by deriving the Corollary.
In comparison with [2] we gain here at two places. The main result of [3]
accounts for two thirds of our savings and §4 for one third. The underlying reason
for these savings is the use of summation formulae relating Fourier coefficients of
non-holomorphic cusp forms with Kloosterman sums (cf. (38), (41)). There is a
close affinity between them and Selberg's trace formula (cf. [4]). In [2] we just used
estimates for the square mean of those Fourier coefficients instead.
Thanks to Lemma 2 and §4 the contributions of the discrete and continuous
spectrum to (15) can be handled simultaneously. This is a great simplification over
[2]. It not only renders superfluous some awkward computations in [2], but also
saves us from introducing certain auxiliary Dirichlet series. In [2] the latter were
required to avoid the singularities of (25) caused by the continuous spectrum in the
half-plane a <\.
Finally our new approach also clears the way for an extension of the results to
cusp forms of other discrete groups. We can make the non-trivial remark that our
method works for every finitely generated Fuchsian group of the first kind with
cusps. The results in [3] have already been obtained in this generality. However,
since we base our arguments partly on [2] where only the modular group was
considered, we restrict ourselves to the latter again.
§2. Auxiliary lemmas. First we have to quote a number of results from the
spectral theory of the Laplacian on the modular curve.
Let J4? denote the upper half-plane of complex numbers z = x + iy, y > 0. Let
G = SL2(R) act on Jf by linear fractional transformations.
Write zM = x
az + b . fa b
zM = , z in j f and M - [
 cz + d \c d
Let
d2 d2
dy2
and
dxdy
dco(z) =
,,2
where dxdy stands for the Lebesgue measure in the z-plane. The Laplacian A and the
measure dm are G-invariant. If g denotes a fundamental domain of F = SL2(Z) in
3tf, we define the scalar product < , > on F-invariant functions / and g by
<f,0>= f f(z)g{z)dco(z).
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Next we choose a maximal system of F-invariant functions {e})f=0 such that there are
complex numbers Sj with
Aej + sfi-sfa = 0
and
l , f o r . / * / ,
o , otherwise.
We may assume that s0 = 1 and by a theorem of Roelcke [8, p. 50] that si, = \ + itj
with tj > 0 for 7 > 0. The functions e^j ^ 0, suffice to describe the contribution of
the discrete spectrum to the spectral resolution of A on F-invariant functions. The
portion coming from the continuous spectrum is governed by the Eisenstein series
E{z, s) = £ fu, a>\,
where F ,^ denotes the stabilizer of oo in F. Due to their F^-invariance, these
eigenfunctions of A enjoy Fourier expansions of the form
eo(z) = ( I dco(z)
> + o
and
E(z,s) = / + ao(s)/-s+ X
1*0
where the coefficients aj7 and a^s) are independent of z and Kv(z) is the modified
Bessel function usually denoted in this way (cf. [7, p. 66]). It can be shown (cf. [6,
p. 46]) that
ao(s)
a,(s)
= 71*
= 2
F(s-i)C(2s-l)
F(s)C(2s)
| I | * - "<X2. _ i (|/|>
7TT(s)C(2s) '
d > 0
and for / =£ 0
I;I*"S/T. .ri;n
(6)
where
In the notation just introduced the main results of [2, Section 5], are summarized
in our next lemma.
LEMMA 1. Let F be as in the introduction and
f(z) = yk\F(z)\2 .
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(i) If we define
for n = 1,2,..., we have
and
where, for n = 0, 1,...,
(ii) The function s \-* <£(•, s), / > is analytic in a ^ \ except for a simple pole at
s = 1. The functions s i—• <P0(-, s, n) , />, n > 0, are analytic in a "^ \, except for
simple poles at s = ^±itj,j > 0, wif/i residues
± I <
(iii) For n > 0 the functional equations
<P0(-, s, «), /> = °~~ <£(•, s), /> + <F0(-, 1 s , n), />
, where
(^z) is t/ie Legendre function of the second kind usually denoted in this way (cf. [7,
p. 152-153]).
Remark. Part (i) of Lemma 1 is nothing but (5.2) and (5.3) of [2]. Part (ii)
follows from (5.4), (5.11) and (5.12) in [2]. Using Part (i), (3.8) in [2] and (6) we see
that Part (iii) is equivalent to [2, (5.13)]. The estimates in §5 below show that the
infinite series in Part (iii) is absolutely and locally uniformly convergent for
- 1 < a < 2.
The next lemma is our main result of [3] in the case when r = SL2(Z).
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LEMMA 2. / / / is as in Lemma 1, then
T
X \<f,eJ>\2e"'+^-
-T
§3. The main reduction. Let \\/v denote a C00-function with support in the
interval [ l - ( l / l / ) , 2 + (l / l / )] , 17 > 2, such that </^>(T) « 17' for ; = 0, 1,... and
I/^(T) = 1 for l + (l/[7) < t < 2-(1/17). Let
/(T, 17) = | IMifc + iOlVt/I^Jdt. (8)
By [2, (2.15) to (2.24)] we know that
J(T,17)= £
 7 ^ G l / ( J , m , T ) + 0(logr) , 4 ^ 17 ^ T*, (9)
l,m=l m)
where
O and O* being real-valued C°°-functions of compact support. By [2, (2.19), (2.20)]
these functions take the values <J>(p, p) = </>(p), <l>*(p, p) = <t>*(p) on the diagonal,
where
(10)
Here 0 denotes the weight function occurring in our approximate functional
equation [2, (2.5)]. As such it can be chosen with some freedom. Besides being an
even real-valued C°°-function on the real numbers it has only to satisfy (cf. [2, (2.4)])
{ • (11)
l O , | p | > 3 / 2 J
Now let
00
J { (^) (^j --"*j dx .
By the properties of \jjv, 4>, <f>*, <t, <1>* listed above
Gv(l,l,T)= TgOtU{l/T), (12)
and, for positive /, n, the integrals Gv(l, l + n, T), gntU((l + 2n)/T) vanish unless / « T
and n <§ T. Furthermore, since ^ ( T ) = 1 for l + (l/[7) ^ x < 2 — (1/17) integrations
, available at https:/www.cambridge.org/core/terms. https://doi.org/10.1112/S0025579300012377
Downloaded from https:/www.cambridge.org/core. University of Basel Library, on 11 Jul 2017 at 09:14:47, subject to the Cambridge Core terms of use
284 ANTON GOOD
by parts yield, for 7 = 0 , 1 , . . . ,
Gv(l, m, T) mlogy Yc/V"
1
and
Hence, for every e > 0,
if I Ss 1 and 4 ^ [/ < T*. On the other hand, for 1 < n
r and 4 ^ [/ ^ T* we have
if we integrate by parts just once and approximate the resulting integrand of
Gv(l,l + n,T) by that of
using
t t ) \t\J'
dt V t ' t 7 dt
and similar estimates for O* and ^*. Thus we obtain, from the well-known estimate
X k l 2 « x \ (13)
and Cauchy's inequality,
•In.U '
* I Ii, < r + TI + - > + 0 ( l ,
+UTE
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for 4 ^ U < T* and every £ > 0. Hence we conclude from (9) and (12) that for
4 < U < T* and every e > 0
, U) = S0{T, L/) + 2Re{/1(T, U)} + O{UTC), (14)
where
l,(T, U) = £ Sn(T, 17) (15)
n = 1
and for n = 0 , 1 , . . .
sn(T, u) - T ^  (T^j* ^.
Mellin's inversion formula, (7) and (16) now yield for n = 0 , 1 , . . .
Sn(T,U) = ~ i KniU(s)D(k + s,n)T° + 1ds, (17)
( i )
where \{p) stands for integration along the line a = p in the direction of increasing
imaginary parts and
00f
n , [ / M * s ^ x , < x > 0 .
By (6.1) to (6.5) of [2],
K,tV(s) = (2n)'sMn(s+l)M(s+l, U), (18)
where
Mn{s) = ^ y 9 ( M y ) \ y \ ~ " d y , a > \ , (19)
f 0 ( x ) , i f x > 0 ,
$(x) = (20)
i ^ * W , i f x « S O ,
and
OO
M(s,l7)= I W t ^ - ' i t . (21)
o
Our assumptions on i/^ imply that M( •, U) is an entire function and by [2, (6.6)]
( 2 2 )
holds for every C ^ 1 uniformly in |<r| s? 2. If n = 1, 2, . . . , we know from (6.10),
(6.22) and (6.23) in [2] that Mn is entire and satisfies
uniformly in n ^ 1 and |u| < 2.
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Hence we obtain from (15), (17), (18) and Lemma l(i)
/,(7\ (7) = y [G(s,V)M(s,U)(~)ds, (24)
(2)
with
G(s, U) = (47t)"-* ~ ~ I ~ £ ( - Mn(s)<P0( •, s, n), /> . (25)
Now let % denote a simple path from y-ioo to | + ioo in the half-plane a < j such
that all singularities of G(s, U) in a < \ lie to the left of %>. By the method used to
prove (7.12) in [2] it can be shown that there is a sequence of real numbers T, -» oo
for / -> oo such that the integrand of (24) tends to zero on s = CT + I'T,, / -» oo,
uniformly for |<r| ^ 2. Thus we have from (24)
1 f /TV
7,(T, U) = Res(T, C/) +
 T G(s, t/)M(s, U)l—)ds, (26)
where by Lemma l(ii) and (25) the contributions of the residues between # and the
line a = 2 add up to
Res(T, I/) = (47r)* f ^ V £ <<•;,/> f a,n{Nn(Sj., t/) + iVn(l -Sj, V)} (27)
\ 8 / j > o
 n = i
with
^ ( ^ T - (28)
Next we use the functional equations of Lemma l(iii) to transform G(s, U) on the
right-hand side of (26). Then the integration over that part involving Eisenstein
series is shifted back to the line a = \. What remains is analytic in — 1 < a < \.
Thus we obtain from Lemma 1 and our assumptions on <€
It(T, U) = Res(T, U) + C(T, U) + R(T, U), (29)
where
C(T, U) = (Anf (jj ~ f <£( •, s), /> | an(l -s)Nn(s, U)ds (30)
(i)
and
M(s,U)(~ i M . W Z ^ - i , (31)
\ / n — i i — l
(£-1)
with 0 < e < 1 and
By Cauchy's inequality it follows from (22), (27), (28) and (30) that
|Res(7\ U) + C(T, U)\ « r*(S1(t/)S2(l/))*, (33)
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where
and
AW = I
h
U2
\-3/2
^ „-«,
n = l
1
"4TC
Since for the modular group
U2
dt. (34)
for all z in Jf we conclude from Lemma 2 that
1 7 * . (35)
§4. The estimate for S2(U). We define
2
+
)Mn(
CO J ^
L
n— 1
/V/f ^ 1 e \
IVl
 n\L bj)
2
ds
(i)
with
COS7IS
(36)
(37)
In (37) p denotes a polynomial of a sufficiently large degree d in s such that
h(s) = h(l - s ) and h(^(l +/)) = 0 for all integers / with |/| ^ ^d-1. Thus we obtain
from (36)
S'2(U) =
where
and
m,n= 1
= h(s)MmJs)
( i )
•, (38)
(39)
(40)
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For the last equation we have had to assume, as we may by (10), (11) and (20), that
is an even function, whence by (19)
on a = \. This means that g is an admissible weight function for the fundamental
summation formulae expressing the curly brackets of (38) in terms of Kloosterman
sums. More specifically, by Corollary 1 of [4], the term in those curly brackets equals
Y~r g(s)(2s-l)cosnsds
S
 j (^j (41)
c " cm
(i)
where dmn denotes the Kronecker symbol, Jv the standard Bessel function of order v
(cf. [7, p. 65]) and S(m, n, c) the Kloosterman sum
2ni(ma + na-')/c
0<a<c
(a,c)=l
with aa 1 = 1 (mode).
By (23) and (37) to (40), the first term of (41) contributes to the right-hand side of
(38) at most
— 00
+ I )dt<Ud+2logU. (42)
By Lemma 4 in [3], the contribution of the second term of (41) to the right-hand
side of (38) equals
(43)
where for j = 0, 1,..., [jd — 1] the function 6 admits the integral representation
0(x) = (-2mxY
with
(i)
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and the functions g} inductively given by
= (g(s) + g(l—s))(s—^) cos ns
n(l-s)), (44)= p(s)(s-^)exp
Thus we have by Cauchy's inequality and Plancherel's theorem
9(x) \gj(2p)\dp+ \Pgj(2p)\ \P\
U\p\ U\p\
CO GO
1 0 J \gj(P)\2dpJ+ (u | \p9j(p)\2dpj}
(45)
(46)
It follows from (23), (37), (44) and (45) that
d_
dt
dt
(47)
uniformly in m, n > 1. By Cauchy's theorem we deduce from (23) and (40) that
d
ds MmJs) = ^ { MmJs + e
l
')e-ivdv
o
2n
In
+ 0
2nm
t + sin v
e '"dv
1
+ \t\\\t\ + n) \\t\+m)
Since ^(r) = 0 for |T| > - , the last integral vanishes if \t\ < 3, whereas for \t\ ^ 3
Inn
+0 f\t\ +\-
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Hence we obtain from (37), (44) and (45)
uniformly in m, n ^ 1.
Thus we have by (46) to (48) for 0 < ; ^ \d-1
9(x)
uniformly in m,n,U ^ 1 and all real x. Using this estimate with j = 0 or j = 2
respectively as well as the trivial bound
\S(m,n,c)\ ^ c
we can therefore bound (43) by
m, n = 1
Together with (38) and (42) this yields
S'2(U) « Ud + 2\ogU, [/ > 2.
Thus integrating by parts we finally obtain from (34), (36) and (37)
S2(U) « [7* log I/. (49)
Remark. A much better estimate could be obtained for (43) by analysing the
functions #,- more thoroughly. Such a more detailed analysis is, for example vital in
the proof of Lemma 2 (cf. Lemmas 5 to 7 in [3]). The reason why our crude estimate
suffices here lies in the fact that for the inner sums in (36) the essential range of
summation is 1 < n <§ U.
§5. The estimate for R(T, U). Using (22) and (23) we obtain from (31)
) ^ n \ | s | + n j , ^ 1 (l + \ n ) k + s~l
(50)
To estimate the sum over / in (50) we use several representations of ^ ( z ) by the
hypergeometric function F(a,b;c;z) (cf. [7, p. 37]). The formulae 1, 10 and 13 on
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pages 155, 157 and 158 of [7] say that for x > 1
291
(51)
F I k — i ^ — I- ^ — «•
By (4.18) and (4.19) of [2] the first and the third equation in (51) yield
x _ 1 ) i ( k - i ) ; if 1 ^ x < l + ( l + |s | )"2 ,
x'^ + x""1)-- z r ^ z r , i f x >
(52)
uniformly for |<r| ^ 2. Moreover by (32) and the second equation of (51) we have
• (53)
Since by (4.13) and (4.14) of [2]
F(a,b;c;z) = 1+0
uniformly for all a,b,c, z satisfying
abz
\z\ max
/ s o
(a+ 0(6 + 0
we thus obtain from (32), (52) and (53), for sufficiently large C,
/ n V
[Wn)-'\n J '
K(s, 0
uniformly in /, n ^ 1 and |cr| < 2.
if n < / < C(l + |s|)*n,
if 1 < / < n,
(54)
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In (50) we now split the summation over / into three parts according to the
various estimates in (54). By (13) and Cauchy's inequality this leads to
uniformly in n ^ 1 and e — 1 < cr ^ — e for positive £ ^ \. Inserting this bound into
(50) we arrive at
u Y u / r V) * W (55)
§6. The end of the proof. Next we treat So( T, U), which gives rise to the main
term. First we observe that by (6.7) and (6.8) of [2] Mo is analytic except for a
simple pole at s = 1,
^ l | ) , s - 1 , (56)
and
M0(s) « ( 1 + |5 |)-2 , (57)
uniformly for \a\ ^ 2. Hence we infer from (17), (18) and Lemma l(i)
S0(T, U) = -. | M(s,
(2)
(58)
By (22), (57), Stirling's formula, Cauchy's inequality and Lemma 2 the last integral is
at most
1 f (47t)k+s-1
- I M ( s , U)M0(s) r ( k + s l } <E{ •, s), f } d s .
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By definition of C j and c0 we have
whence we obtain from (56) and (58)
S0{T, U) = l . j U , C/)|log ^ - +coj + |^M(5, 17)
s= l
Since by (21) and our assumptions on ij/v
oo 2
M(l, 17) = i/jv{T)d% = dt +0(1/17) = 1 + 0(1/17)
o I
and
oo 2
l^M(s,U)\ = I il/v(t)\ogxdT = f logTdt+ 0(1/17) = 21og2-1+0(1/17),
0 1
we conclude that
( T ] (T \
3 + 21og2>+Ol — l o g T + r * j . (59)
Thus we have for every £ > 0 and 4 ^ U ^ T*
f Tr
, U) = 2c_1T<Jlog:^ +c0 + 21og2
TT~>U \
(60)
in view of (14), (29), (33), (35), (49), (55) and (59). Since in (8) ij/v may be chosen
either as a majorant or a minorant of the characteristic function of the interval [1, 2],
we obtain from (60) by choosing U = (Tlog T)1/3 and £ = \
27
f C T )
\LFHk + it)\2dt = 2c_,T<nog hc0 + 21og2> + 0((T log T)2/3). (61)
2ne
From (61) our theorem obviously follows by splitting the integration over [1, T]
into a sum of integrations over [2"J~1T, 2"JT], 0 ^ j ^ logT/log2.
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294 ANTON GOOD
It remains to prove the corollary. If <r± = ± I/log t0, t0 > 10, we deduce from
the functional equation (1) for LF and Stirling's formula
j&k + ito) = 2 ^ [ Lj^k + ito + s)~ds- ^ [ LJGk + it
Similarly we have, for \k < a0 < i(/c +1),
If es2 1 f es2
L^( ) d Lj( i )
f  f
L2F(a0 + IT0) = — L^((T0 + JT0 + s) — ds - —^ Lj(a0 + ix0 + s)2ni J s 2ni J s
(1)
Thus we obtain with a0 = ^k + a+ and T0 = to + t
e~'
2
2 ei(t0 +1 + T))[
log log t0 + (log t0) [ M ± * + i(t0
In the last integral an integration by parts makes our theorem applicable. It clearly
implies
00
f te->t2{(t0logt0)2'3
whence the collorary follows.
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