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As one of the major ﬁelds, Networked Multi-Agent Systems (NMAS), which deals
with the study of how network architecture and interactions among network com-
ponents inﬂuence global control goals, has received widely attention across science
and engineering. A usual problem that appears in the coordination of NMAS is
the consensus problem, i.e., given initial values (scalar or vector) of agents, es-
tablish conditions under which through local interactions and computations, the
agents asymptotically achieve some kind of agreement, such as control of mo-
bile vehicles, information processing in sensor networks and design of distributed
algorithms. Researches mainly focused on the analysis of NMAS consensus in
the past, the interconnection topology and some consensus algorithms were given
in advance and the relevant research objective was to verify whether the states
of all agents converge to some common value. Agents with single integrator
dynamics, double integrator dynamics or more complicated dynamics are the
present research emphasis. In addition, most of present research activities focus
on theoretical study of consensus problems based on relatively simple simulation
experiments, but it will still be a key element of research in the future.
Although it is more complicated to consider consensus problems for a team of
agents with more complex nonlinear dynamics and even heterogenous dynam-
ics, such kind of problems are very important. To the best of our knowledge,
there are few eﬀective results on this topic. Usually, no common equilibrium for
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all agents exists even if each isolated agent has an equilibrium, but an NMAS
with non-identical agents may still exhibit some consensus behaviors which are
from being fully understood. Certain reasonable and satisfactory boundedness
of state motion errors between diﬀerent agents can be taken as useful consensus
properties.
This thesis focuses on the global consensus problems of NMAS consisting of iden-
tical or non-identical agent dynamics, and the proposed consensus property is
formulated in terms of certain boundedness of state errors. Moreover, on special
occasions, we still investigate their exact consensus conditions. Compared with
many existing results, the thesis makes several signiﬁcant contributions. Firstly,
we generalize the related results for the case of identical agent dynamics to the
case of non-identical agent dynamics and the proposed results cover the existing
criteria of networks with identical agent dynamics as special cases. Secondly, we
consider the communication delay among the agents, global consensus criteria
are given based on solving a number of lower dimensional matrix inequalities and
scalar inequalities, which generalize the criteria using the method of the mas-
ter stability function for NMAS with identical agents. Finally, globally bounded
consensus conditions for both delay-independent and delay-dependent conditions
based on the Lyapunov-Krasovskii functional method are derived.
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1.1 Networked Multi-Agent Systems
Networked Multi-Agent Systems (NMAS) are normally consisted of a large quan-
tity of simple systems interacting through communication channels and many
systems widely found in the ﬁelds of sciences and engineering can be modeled
accordingly, such as satellite communications, GPS, robot networks, biological
networks, sensor networks, unmanned vehicles, power systems, animal coopera-
tive aggregation, schools of ﬁsh, and ﬂocks of birds, etc [1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22] .
Each agent in an NMAS has its own distributed knowledge, capabilities or skills
when performing speciﬁc actions. However, it is unusual and even useless for an
isolated agent to act individually despite of the common loosely-coupled network
topology. All agents in an NMAS are expected to be situated in the same en-
vironment and they can communicate through a series of interaction protocols.
And therefore, NMAS can be used to model many existing complex systems and
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its corresponding research can bring us new methods to deal with problems which
can’t be resolved by any one individual agent.
As for the advantages related to the usage of the NMAS technology, there are
so many good properties compared with many other available methods, such
as reliability, ﬂexibility, robustness, extensibility, maintainability and reusability,
etc. At the same time, the NMAS technology can reduce the expenses for estab-
lishment, operation and maintenance of the system tremendously based on its
computational eﬃciency and speed.
However, the research on NMAS is also confronted with many diﬃculties espe-
cially for its design and implementation. How to model and identify each isolated
agent’s exact dynamics and its corresponding NMAS’s inner and outer exact cou-
pling topology structure; How to formulate or decompose the relevant tasks and
objectives; How to represent the information about environment, actions and
knowledge; How to design eﬃcient and eﬀective protocols, planning and learning
algorithms according to some speciﬁc performance indices, etc.
1.2 Research Review
NMAS analysis involves the study of how network architectures and interac-
tions among network components inﬂuence global objectives. NAMS synthesis
involves the generation of a desired collective behavior by local interaction proto-
cols among the agents. The main research on NMAS can be categorized into two
areas: One is to design distributed estimation techniques for the sensor networks,
and the other is to control mobile autonomous agents by using information ob-
tained over the network [23]. In both areas some important contributions have
been made in recent years [24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34].
The consensus problem requires an agreement to be achieved that depends on
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the states of all agents, i.e., to design distributed control strategies based on local
information that enables all agents to reach some kind of agreements on certain
quantities of interest. The topic has been studied across many ﬁelds of science and
engineering and many results have been obtained. The consensus ability of NMAS
is usually involved with each agent’s isolated dynamics and its connection topol-
ogy structure. Once the isolated agent dynamics are determinated, the consensus
ability of NMAS depends on its connection topology structure. For a NMAS,
its connection topology is usually described by the graph theory. Based on the
graph theory and the special characteristics of NMAS, such system can be usually
decoupled into a series of lower-dimensional systems by means of suitable coordi-
nates transformations, thus the consensus problems are solvable if the stability of
the lower-dimensional systems can be guaranteed. In the context of NMAS, many
pioneering contributions involved with various distributed strategies that achieve
consensus have been witnessed. Olfati-Sabre introduced two consensus criteria
for networks with and without time-delays and provides convergence analysis for
three kinds of MAS with ﬁxed and switching topologies [35]. A passivity-based
design framework developed to process the group coordination problem, with
both ﬁxed and time-varying communication structures, has also been considered
[36]. All agents reach a consensus if a small fraction of them are controlled by
simple feedback control is demonstrated in [37]. The robust consensus problems
of second-order NMAS with diverse input delays are investigated and decentral-
ized consensus conditions are obtained for the NMAS with symmetric coupling
weights based on frequency-domain analysis in [38]. The consensus problem for
directed NMAS with external disturbances and model uncertainties for ﬁxed and
switching topologies is discussed in [39]. The average consensus problem for undi-
rected NMAS having communication delays is studied and suﬃcient conditions
are provided for the existence of average consensus under bounded communication
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delays in [40]. A distributed algorithm that asymptotically achieved consensus
is characterized and two discontinuous distributed algorithms that achieve maxi-
mum and minimum consensus are provided respectively in [41]. The results stated
above are often based on suitable coordinates transformations, and these trans-
formations decoupled the original system into several lower-dimensional dynamic
systems. Having realized that the communication topology plays a key role in
forming its collective behaviors, a verity of connection topology have been in-
vestigated to better understand how the topology structure inﬂuences consensus
behavior and such results include the time-varying connection topology, switch-
ing connection topology(slow-varying and fast-varying), time delay in communi-
cation channels, nonlinear coupling, stochastic coupling, uncertain coupling, etc
[42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52]. It should be noted that the agent
dynamics involved in most existing results are often restricted to be linear and
identical ones. However, this is not always the case in practice and signiﬁcant
diﬀerences exist widely within the relevant agents. Strictly speaking, each agent,
regardless of the similarity in its main functions, have characteristics that ex-
hibit a degree of diﬀerence, especially in their isolated agent dynamics which are
usually modeled as nonlinear dynamical systems.
1.3 Motivations and Objectives
The consensus analysis of a NMAS consisting of identical or non-identical non-
linear dynamics is much more complicated than the identical or linear case and
few results have been reported up to now. However, the following idea widely
used in the Complex Dynamical Network (CDN) can be applied to deal with
the consensus analysis of the NMAS. The similarity between the consensus of
NMAS and the synchronization of CDN suggests a way forward [27, 53]. A CDN
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is a large set of interconnected dynamic nodes where its speciﬁc representation
is determined by the speciﬁc application. It has attracted tremendous attention
in recent years [54, 55]. Since the connection topology plays a key role in form-
ing the behaviors of a CDN, researchers have examined a variety of connection
topologies and tried to better understand how topology inﬂuences the network
behavior. Synchronization is one of the key issues that aﬀect network behavior
and has been extensively addressed and a large number of papers on this topic
have appeared based on CDN with identical nodes [56, 57, 58, 59, 60, 61, 62, 63,
64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85]. As
for the synchronization of CDN with non-identical nodes, some results have been
proposed. A simulation based synchronization study for non-identical Kuramoto
oscillators was carried out in [86]. A simple case where all non-identical nodes
have the same equilibrium was considered in [87] and a synchronization criterion
was given by constructing the same Lyapunov function for all the nodes. [88, 89]
studied the synchronization problem for a CDN with non-identical nodes and the
proposed results extend the relevant asymptotic synchronization criteria to this
case. Several collective properties for coupled non-identical chaotic systems were
discussed respectively in [90, 91]. Therefore, if the ideas in the synchronization
problem of CDN are applied properly, then consensus problems are solvable.
Inspired by these early results, the present research will focus on the global con-
sensus problems of NMAS, and the proposed consensus property is formulated
in terms of certain boundedness of state errors. The behavior of the NMAS with
non-identical agent dynamics is much more complicated than the identical case.
Usually, no common equilibrium for all agents exists even if each agent has an
equilibrium, neither does a consensus manifold exist in the classical sense. Con-
sensus of a NMAS with identical agents is usually described in terms of (asymp-
totically) identical dynamical evolution of state variables of every agent in the
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NMAS, which is easy to understand. However, this collective behavior, called ex-
act consensus no longer exists in the NMAS with non-identical agents due to the
diﬀerence between the dynamics of the agents. Furthermore, we can’t decompose
the NMAS with non-identical agent dynamics into a number of lower dimensional
systems exactly like the identical-agent case. Yet, a NMAS with non-identical
agents may still exhibit some kinds of consensus behaviors which are far from
being fully understood, and very few results have been reported by now. Certain
reasonable and satisfactory boundedness of state motions errors between diﬀerent
agents can be taken as useful consensus properties.
1.4 Outline of Concrete Research Content
The remaining parts of the thesis are outlined as follows.
Chapter 2 Controlled Global Exact Consensus of Multi-Agent Systems
with Communication Time Delay
In this chapter, the global exact consensus problem of NMAS consisting of nonlin-
ear, identical agent dynamics and communication time-delay topology are inves-
tigated. Based on linear feedback and adaptive feedback, global exact consensus
criteria has been obtained respectively. Furthermore, the relevant pinning con-
trol criteria is also derived and the proposed results are theoretically proved to
be eﬀective based on the Lyapunov-Krasovskii functional method.
The presentation of this chapter is mainly based on:
[3] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Consensus of Multi-Agent
Systems with Communication Time Delay. In the 2nd International Conference
on Intelligent Control and Information Processing, pages 775-778, Harbin, China,
25-28 July, 2011.
[13] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Global Exact Consensus
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of Multi-Agent Systems with Communication Time Delay. International Journal
of Robust and Nonlinear Control. Submitted.
Chapter 3 Controlled Consensus Criteria for NMAS with Uncertain
Coupling
In this chapter, the consensus problem for uncertain NMAS will be discussed.
Based on the network connection topology and Lyapunov stability theory, the
local and global decentralized consensus for such systems will be investigated
respectively. Under the diﬀerent assumptions, several consensus criteria are ob-
tained.
The presentation of this chapter is mainly based on:
[4] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Consensus Criteria for
a Class of Uncertain Multi-Agent Systems. In the 18th IFAC World Congress,
pages 5448-5452, Milano, Italy, 28 August- 2 September, 2011.
[15] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Consensus Criteria for
NMAS with Uncertain Coupling. IET Control Theory & Applications. Submit-
ted.
Chapter 4 Controlled Consensus of NMAS with Non-Identical Agent
Dynamics
The global consensus problem of NMAS with diﬀerent agent dynamics will be
investigated in this chapter. The proposed consensus property is formulated in
terms of certain boundedness of state errors and the exact consensus is achieved by
using nonlinear controllers. Based on Lyapunov stability theorem, the bounded
and exact consensus criterion has been proved systematically.
The presentation of this chapter is mainly based on:
[5] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Consensus of Multi-Agent
Systems with Diﬀerent Agent Dynamics. In the UKACC International Confer-
ence on Control 2010, pages 542-547, Coventry, UK, 7-10 September, 2010.
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[15] W.S. Zhong, G.P. Liu and C. Thomas. Controlled Consensus of Multi-Agent
Systems with Non-Identical Agent Dynamics. IET Control Theory & Applica-
tions. Submitted.
Chapter 5 Global Bounded Consensus of NMAS with Non-Identical
Agents and Communication Time-Delay Topology
In this chapter, the global bounded consensus problem of NMAS exhibiting non-
linear, non-identical agent dynamics and communication time-delay will be inves-
tigated. Globally bounded consensus conditions for both delay-independent and
delay-dependent conditions based on the Lypunov-Krasovskii functional method
are derived. In addition, globally bounded controlled consensus conditions based
on pinning control method and adaptive pinning control method are derived.
The presentation of this chapter is mainly based on:
[6] W.S. Zhong, G.P. Liu, D. Rees and C. Thomas. Global Bounded Controlled
Consensus of Networked Multi-Agent Systems with Non-Identical Dynamical
Agents. In the 16th International Conference on Automation & Computing, pages
186-191, Birmingham, UK, 11 September, 2010.
[7] W.S. Zhong, G.P. Liu and C. Thomas. Global Bounded Controlled Consen-
sus of Networked Multi-Agents Systems with Non-Identical Dynamical Agents.
In the 18th IFAC World Congress, pages 245-250, Milano, Italy, 28 August- 2
September, 2011.
[2] W.S. Zhong, G.P. Liu and D. Rees. Global Bounded Consensus of Multi-Agent
Systems with Non-Identical Nodes and Communication Time-Delay Topology.
International Journal of Systems Science, DOI:10.1080/00207721.2011.601346.
[9] W.S. Zhong, G.P. Liu and C. Thomas. Global Bounded Controlled Con-
sensus of Multi-Agents Systems with Non-Identical Nodes and Communication
Time-Delay Topology. In the UKACC International Conference on Control 2012,
Cardiﬀ, UK, 3-5 September, 2012. Accepted
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[12] W.S. Zhong, G.P. Liu and C. Thomas. Global Bounded Controlled Consensus
of Delayed Multi-Agents Systems with Non-Identical Nodes. IEEE Transactions
on Automatic Control. Submitted.
Chapter 6 Global Consensus Analysis of NMAS with Diﬀerent Agent
Dynamics and Time-Varying Delay Topology
In this chapter, the global bounded consensus problem of NMAS exhibiting
nonlinear, non-identical agent dynamics with communication time-varying delay
will be investigated. Delay-independent and delay-dependent bounded consen-
sus criterion and controlled bounded consensus criterion based on the Lypunov-
Krasovskii functional method and pinning control scheme are derived.
The presentation of this chapter is mainly based on:
[3] W.S. Zhong, G.P. Liu and C. Thomas. Global Consensus Analysis of Net-
worked Multi-Agent Systems with Heterogeneous Dynamics and Time-Varying
Communication Delay. In the 8th Japan-China International Workshop on In-
ternet Technology and Control Applications. Tokyo, Japan, 5-11 December, 2011.
[8] W.S. Zhong, G.P. Liu and C. Thomas. Global Consensus Analysis of Net-
worked Multi-Agent Systems with Heterogeneous Dynamics and Time-Varying
Communication Delay. In the 8th Japan-China International Workshop on In-
ternet Technology and Control Applications. Tokyo, Japan, 5-11 December, 2011.
[10] W.S. Zhong, G.P. Liu and C. Thomas. Global Controlled Consensus of
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and Time Delays In this chapter, the global bounded consensus problem of
NMAS consisting of nonlinear, non-identical node dynamics with communication
delays will be investigated. The globally bounded controlled consensus condi-
tions for both delay-independent and delay-dependent conditions based on the
Lypunov-Krasovskii functional method are obtained.
The presentation of this chapter is mainly based on:
[1] W.S. Zhong, G.P. Liu and C. Thomas. Global Bounded Consensus of Multi-
Agent Systems with Non-Identical Nodes and Time Delays. IEEE Transactions
on Systems, Man, and Cybernetics-Part B, to appear.
Chapter 8 Conclusions
The conclusions and future work will be included in this chapter.
Appendix Published and Finished Papers
In this part, all papers relevant to the author’s doctoral research will be listed.
The published and accepted papers are also attached as an appendix.
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Part A
State Consensus Criteria of









This chapter investigates the global exact consensus problem of NMAS consisting
of nonlinear, identical agent dynamics and communication time-delay topology.
Based on linear feedback and adaptive feedback, global exact consensus criteria
has been obtained respectively. Furthermore, the relevant pinning control crite-
ria is also derived and the proposed results are theoretically proved to be eﬀective
based on the Lyapunov-Krasovskii functional method. The obtained consensus
criteria ensure that all agents eventually move along the desired dynamic trajec-
tory which is derived from the average dynamics of all agents here, meanwhile,
the consensus criteria gotten here generalize many existing results which can be
viewed as an extension of such relevant results. The eﬀectiveness of the results is
also demonstrated through a numerical simulation ﬁnally.
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2.1 Introduction
Most research in consensus problems usually assume that the ﬁnal consensus
value to be a constant, which may not be the case in the sense that the informa-
tion state of each agent may be dynamically evolving in time according to some
inherent dynamics. It is interesting to study controlled consensus problems where
the ﬁnal consensus value evolves with time or as a function of environmental dy-
namics. This chapter will focus on the global exact consensus problems of NMAS
with nonlinear agent dynamics and communication delay. Compared with many
existing results, this chapter makes two signiﬁcant advances. One is that we
choose the average agent dynamics as the desired moving trajectories instead of
a constant, and the other is we introduce linear feedback control, adaptive control
and pinning control to guarantee exact consensus of the NMAS respectively.
This chapter is organized as follows. A controlled continuous-time NMAS model
with nonlinear agent dynamics and communication time-delay is presented and
some mathematical preliminaries are introduced in Section 2.2. The main results
including linear feedback control and adaptive feedback control exact consensus
criteria are derived in Section 2.3 and 2.4 respectively. In Section 2.5, a numerical
simulation example is given to verify the eﬀectiveness of the proposed results,
followed by conclusions in Section 2.6.
2.2 Model Description
Consider a NMAS consisting of N agents with communication delay:
x˙i(t) = f(xi(t)) +
∑
j∈Ni
cijΓxj(t− τ) + ui, i = 1, 2, · · · , N, (2.1)
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where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the agent
vi, f(xi(t)) is a continuously diﬀerentiable vector function, ui ∈ Rn is a local
controller to be designed, Γ = (γij) ∈ Rn×n is the inner coupling matrix. The
adjacency matrix C = (cij) ∈ RN×N , representing the communication topology
relation of the NMAS, is symmetric and irreducible, cij ≥ 0 and cii = −
∑
j ̸=i cij.
τ > 0 is a constant time delay.







The consensus problem is solvable if the states of all agents satisfy xi(t)−xj(t)→
0, ∀i, j = 1, 2, · · · , N as t→∞.
Deﬁne the error vector ei(t) = xi(t)− x¯(t), together with the NMAS (2.1) results
in the error system in terms of ei(t):
e˙i(t) = f(xi(t))− f(x¯(t)) +
∑
j∈Ni





The exact consensus problem of the NMAS (2.1) and the stabilization problem
of the error system (2.3) are equivalent to each other, so the stability of system
(2.3) is discussed, which will solve the consensus problem indirectly.
Assumption 2.1 Suppose there exists a positive constant L such that
∥f(xi(t))− f(x¯(t))∥ ≤ L∥ei(t)∥ (2.4)
holds for i = 1, 2, · · · , N .
14
2.3 Global Consensus via Liner Feedback Con-
trol
Global exact consensus problem will be investigated in this section by applying
local feedback control and pinning control.
Theorem 2.1. Suppose Assumption 2.1 holds and then the NMAS (2.1) achieves
global exact consensus under the set of controllers
ui = Ki(xi(t)− x¯(t)), i = 1, 2, · · · , N, (2.5)
where Ki + L+ λ− cii(∥Γ2∥+ 1) ≤ 0 and λ > 0.

























































i=1 f(xi(t))) = 0, together with the condition (2.4)
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j (t − τ)Γ2ej(t − τ) is
satisﬁed according to the symmetry of adjacency matrix C, then we have the
diﬀerential coeﬃcient of V as

















|cij|eTi (t− τ)Γ2ei(t− τ),
thus we have




in consequence, the NMAS (2.1) achieves global exact consensus under the con-
trollers (2.5). This completes the proof.
Now, we apply the feedback control strategy on a small fraction δ (0 < δ ≤ 1)
of the agents in system (2.1). Suppose that nodes i1, i2, · · · , il are selected to be
under control, where l = [δN ] stands for the smaller but nearest integer to the
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real number δN . This controlled NMAS can be described asx˙ik = f(xik) +
∑
j∈Ni cikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = f(xik) +
∑
j∈Ni cikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(2.7)
Without loss of generality, rearrange the order of the agents in the NMAS, and
let the ﬁrst l be controlled, then the pinning controlled NMAS can be described
by x˙i = f(xi) +
∑
j∈Ni cijΓxj(t− τ) + ui, 1 ≤ i ≤ l,
x˙i = f(xi) +
∑
j∈Ni cijΓxj(t− τ), l + 1 ≤ i ≤ N.
(2.8)
Corollary 2.1 Suppose Assumption 2.1 holds then the NMAS (2.1) achieves
global exact consensus under the pinning controllersui = −Ki(xi(t)− x¯(t)), 1 ≤ i ≤ l,ui = 0, l + 1 ≤ i ≤ N, (2.9)
where −Ki + L+ λ− cii(∥Γ2∥+ 1) ≤ 0 and λ > 0.
Proof : Choose the same Lyapunov functional candidate as (2.6), then derive
V (t) along the trajectories of the closed-loop NMAS obtained by combining (2.8)
and (2.9), the remainder proof is similar to that of the Theorem 2.1, so is omitted
here. This completes the proof.
Remark 2.1 In fact, Ki can be chosen as matrixes in the Theorem 2.1 and the
Corollary 2.1, and the condition of the Theorem 1 and the Corollary 2.1 can be
further weakened as Ki + LIn + λIn − cii(Γ2 + In) ≤ 0 and −Ki + LIn + λIn −
cii(Γ
2 + In) ≤ 0 respectively, where In is a unitary matrix of n-dimensional.
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2.4 Global Exact Consensus via Adaptive Feed-
back Control
In this section, controlled global exact consensus problem will be discussed based
on direct adaptive control and adaptive pinning control.
Theorem 2.2. Suppose Assumption 2.1 holds and then the NMAS (2.1) achieves
global exact consensus under the set of adaptive controllersui = ki(t)(xi(t)− x¯(t)),k˙i(t) = hieTi (t)ei(t), hi > 0, i = 1, 2, · · · , N, (2.10)
where L− hi + cii(∥Γ2∥+ 1) + λ ≤ 0 and λ > 0.































































The remainder proof is very similar to that of the Theorem 2.1, so is omitted
here.
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At last, we still have




which means that the NMAS (2.1) achieves global exact consensus under the
controllers (2.10). This completes the proof.
Similar to the analysis of the Corollary 2.1, we introduce pinning controllers to
some agents, then we have the following corollary:
Corollary 2.2 Suppose Assumption 2.1 holds and then the NMAS (2.1) achieves
global exact consensus under the set of controllersui = ki(t)(xi(t)− x¯(t)), k˙i(t) = hie
T
i (t)ei(t), hi > 0, 1 ≤ i ≤ l,
ui = 0, l + 1 ≤ i ≤ N
(2.11)
where L− hi + cii(∥Γ2∥+ 1) + λ ≤ 0 and λ > 0.





















The remainder proof is similar to that of the Theorem 2.1, so is omitted here.
This completes the proof.
The above result can be generalized to the case of global exponential consensus,
and the corresponding result is given as follows.
Theorem 2.3 Suppose Assumption 2.1 holds and then the NMAS (2.1) achieves
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global exponentially consensus under the set of controllersui = ki(t)(xi(t)− x¯(t)), k˙i(t) = hie
T
i (t)ei(t)exp(µt), 1 ≤ i ≤ l,




− cii(∥Γ2∥exp(µτ) + 1)− hi + λ ≤ 0 and λ > 0.



































































i (t− τ)Γ2ei(t− τ)exp(µt) +
l∑
i=1





i (t)(f(x¯(t)) − 1N
∑N
i=1 f(xi(t)))exp(µt) = 0, together with the con-
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τ)exp(µt) is satisﬁed according to the symmetry of adjacency matrix C, then we
have the diﬀerential coeﬃcient of V as

















|cij|eTi (t− τ)Γ2ei(t− τ)exp(µt),
thus we have




it follows that V (t) < V (0) for t ≥ 0.
According to Lyapunov function (2.13), we have 1
2
eTi (t)ei(t)exp(µt) ≤ V (t) <




t). Thus the NMAS (2.1)




Consider a NMAS constructed with 11 Lorenz chaotic systems and each agent
dynamic is given by
x˙1(t) = −10x1(t) + 10x2(t)
x˙2(t) = 28x1(t)− x2(t)− x1(t)x3(t)
x˙3(t) = −83x3(t) + x1(t)x2(t)
The coupling matrix C = (CT1 C
T
2 · · ·CT11), C1 = (−8 1 1 0 1 1 1 0 1 1 1), C2 =
(1 −8 1 1 1 0 1 0 1 1 1), C3 = (1 1 −6 1 0 0 0 1 0 1 1), C4 = (0 1 1 −5 0 1 1 0 0 1 0),
C5 = (1 1 0 0 −6 0 1 1 1 1 0), C6 = (1 0 0 1 0 −5 1 0 1 1 0), C7 = (1 1 0 1 1 1 −
7 1 0 1 0), C8 = (0 0 1 0 1 0 1 − 5 0 1 1), C9 = (1 1 0 0 1 1 0 0 − 6 1 1), C10 =




i=1 xi(t), λ = 1, τ = 0.4. The Lorenz system is a bounded chaotic attractor,
i.e., there exists a constant M satisfying∥f(xi(t))− f(x¯(t))∥ ≤ 2M∥ei(t)∥. x0 =
20∗ (1, 0.5,−1, 1.2, 0.6,−1.2, 1.4, 0.7,−1.4, 1.6, 0.8, −1.6, 1.8, 0.9,−1.8, 2, 1,−2,
−1.8, 1.1, 1.8, −1.6, 1.2, 1.6,−1.4, 1.3, 1.4, −1.2, 1.4, 1.2,−1, 1.5, 1,−3,−2.5,−2,
−1.5,−1,−0.5,−0.5,−1,−1.5,−2,−2.5)T . Adaptive gains (h1, h2, · · · , h11) =
(0.3, 0.4, 0.5, 0.6, 0.3, 0.4, 0.5, 0.6, 0.3, 0.4, 0.5). Applying Theorem 2.2 we know
that the exact consensus is achieved. Simulation results are depicted in Figure
2.1 to Figure 2.5 respectively
2.6 Conclusions
This chapter has studied the exact consensus problem for a NMAS with nonlinear
agent dynamics and communication delay. We use the average dynamics of all
agents as the desired moving trajectories, then we have presented linear feedback
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Figure 2.1: Desired Moving Trajectories





























Figure 2.2: Agent Dynamics
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Figure 2.3: Error System Dynamics






























Figure 2.4: Adaptive Controllers
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Figure 2.5: Adaptive Gain Curves
and adaptive feedback to guarantee its global exact consensus based on the Lya-
punov stability theory. The controllers are very simple in form, but are more
eﬀective to resolve the consensus problem of the NMAS with nonlinear agent
dynamics and communication delay. The simulation results have illustrated the
eﬀectiveness of the proposed results. It should be noted that the conditions are




Controlled Consensus Criteria for
NMAS with Uncertain Coupling
This chapter investigates the consensus problem for uncertain NMAS. Based on
the network connection topology and Lyapunov stability theory, we investigate the
local and global decentralized consensus for such systems. Under the diﬀerent
assumptions, several consensus criteria are deduced, moreover, the assumptions
adopted and decentralized control laws designed are considerably simple. Examples
along with the respective numerical and computer simulation results are also given
to demonstrate the eﬀectiveness of the proposed consensus criterion.
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3.1 Introduction
It is noted that the agent dynamics in most existing works are often restricted to
linear and identical systems. Obviously, in practice, this is not always the case.
The consensus problem of NMAS with non-identical agent dynamics is much
more complicated than the identical case and some results have been reported
to date, but these results are obtained under the assumption that the network
typology is known in advance. Obviously, it is often diﬃcult to determine the
exact topology structure of the NMAS, instead, limited information is involved.
It is also noticed that in many existing results the ﬁnal state of the NMAS,
where the system will reach after achieving consensus, is usually not known in
advance and cannot be changed by design. Therefore, it is interesting to study
a general situation where the agent network coupling is unknown but limited to
bounded linear/nonlinear functions, and the network structure is only partially
known or completely unknown a priori. The present chapter will focus on the
global consensus problems of Multi-Agent System with uncertain coupling.
The rest of this chapter is organized as follows. A controlled NMAS model with
uncertain coupling is presented in Section 3.2. The main results including de-
centralized state feedback control and decentralized output feedback control are
derived in Section 3.3 and Section 3.4 respectively. In Section 3.5, numerical
simulation examples are given to verify the eﬀectiveness of the proposed results,
followed by conclusions in Section 3.6.
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3.2 Model Description
Consider an uncertain NMAS consisting of N identical nodes with diﬀusively
coupling described by
x˙i(t) = f(xi(t), t) + gi(x1(t), x2(t), · · · , xN(t), t) + ui, 1 ≤ i ≤ N, (3.1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the agent
vi, f(xi(t)) : R
n → Rn are continuously diﬀerentiable mappings representing the
self-dynamics of the agent vi, gi ∈ Rn are unknown nonlinear smooth diﬀusive
coupling functions, ui ∈ Rn are the control inputs, and the coupling-control
terms satisfy gi(s(t), s(t), · · · , s(t), t) + ui = 0 for all t ≥ 0, where s(t) is a
consensus solution of the isolated agent system x˙(t) = f(x(t), t) and s(t) can be
an equilibrium point, a periodic orbit, an aperiodic orbit, or a chaotic orbit in
the phase space.
The objective of the present paper is to achieve consensus for the uncertain Multi-
Agent System (3.1) by designing appropriate controllers ui. That is, the trajec-
tories of the closed-loop systems satisfy:
lim
t→∞
∥xi(t)− s(t)∥2 = 0, 1 ≤ i ≤ N. (3.2)
Deﬁne the error vector by ei(t) = xi(t) − s(t); then the error dynamical system
can be given as follows:
e˙i(t) = f¯(xi(t), s(t), t) + g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) + ui, 1 ≤ i ≤ N, (3.3)
where f¯(xi(t), s(t), t) = f(xi(t), t)−f(s(t), t), g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) =
gi(x1(t), x2(t), · · · , xN(t), t)− g(s(t), s(t), · · · , s(t), t).
28
3.3 Decentralized State Feedback Consensus
Linearizing error system (3.3) around zero gives
e˙i(t) = A(t)ei(t) + g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) + ui, 1 ≤ i ≤ N, (3.4)
where A(t) = Df(s(t), t) is the Jacobian of f evaluated at s(t).
Obviously, it follows the pair (A(t), I) is controllable. Then there exist matrices
K(t), P (t) > 0 and Q(t) > 0 such that
P˙ (t) = −(A(t) +K(t))TP (t)− P (t)(A(t) +K(t))−Q(t). (3.5)
To achieve the objective (3.2), we need the following assumptions.
Assumption 3.1 (A1). Suppose that there exist known ﬁrst-order continuously
diﬀerentiable positive deﬁnite functions φi(.) with φi(0) = 0 and nonnegative
functions rij(t) such that
∥g¯i(x1(t), x2(t), · · · , xN(t), s(t), t))∥ ≤
N∑
j=1
rij(t)φi(∥ej(t)∥), 1 ≤ i ≤ N, (3.6)
for x(t) ∈ Ω, t ∈ R+.
A local decentralized consensus criterion is deduced as follows.
Theorem 3.1. Suppose there exists a neighborhood about origin Ω¯ ⊆ Ω such
that the matrix function W T (e(t)) +W (e(t)) > 0 in Ω¯\{0}, where W (e(t)) =
(wij(e(t)))N×N is deﬁned by
wij(e(t)) =
λm(Q(t))− 2λM(P (t))rij(t)ϕi(∥ej(t)∥), i = j,−2λM(P (t))rij(t)ϕi(∥ej(t)∥), i ̸= j,







dζ with r ∈ R+. If A1 is also satisﬁed, then the consensus
solution S(t) of the uncertain NMAS (3.1) is locally asymptotically stable under
the decentralized controllers
ui = K(t)ei(t), 1 ≤ i ≤ N. (3.7)
Proof: Substituting (3.7) into (3.4) gives the following closed-loop error system
e˙i(t) = (A(t) +K(t))ei(t) + g¯i(x1(t), x2(t), · · · , xN(t), s(t), t), 1 ≤ i ≤ N. (3.8)




eTi (t)P (t)ei(t), (3.9)
where e(t) = (eT1 (t), e
T
2 (t), · · · , eTN(t))T and P (t) is deﬁned by (3.5). The time




e˙Ti (t)P (t)ei(t) + e
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eTi (t)P (t)g¯i(x1(t), x2(t), · · · , xN(t), s(t), t).
(3.10)

































(∥e1(t)∥, ∥e2(t)∥, · · · , ∥eN(t)∥)(W T (e(t)) +W (e(t)))
(∥e1(t)∥, ∥e2(t)∥, · · · , ∥eN(t)∥)T .
From the positive deﬁnitiveness of function matrixW T (e(t))+W (e(t)) in Ω\{0},
it follows that V˙ (e(t)) is a negative deﬁnite function in domain Ω. Therefore, the
error dynamical system (3.4) is locally asymptotically stabilized by the controllers
(3.7), i.e., lim
t→∞
∥xi(t)− s(t)∥2 = 0, 1 ≤ i ≤ N . Consequently the consensus
solution S(t) of the uncertain NMAS (3.1) is locally asymptotically stable under
the decentralized controllers (3.7). The proof is thus completed.
Remark 3.1 Compared with many existing results on the consensus of the
NMAS, the above result generalizes the average liner coupling to nonlinear cou-
pling and the proposed controllers are very simple in form. The conformance
of the NMAS may be reinforced when the controllers are associated with more
agent information, but the coupling density of the Multi-Agent System increases
greatly at the same time. In fact, the connections among nodes are very sparse
in practice requiring a tradeoﬀ between the conformance of the NMAS and the
operating regions of the controllers.
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As a special case, assume that the nonlinear coupling terms of the NMAS (3.1)
are bounded by linear functions, that is to say, the inequalities (3.6) satisfy
∥g¯i(x1(t), x2(t), · · · , xN(t), s(t), t)∥ ≤
∑N
j=1 rij(t)∥ej(t)∥, 1 ≤ i ≤ N , then one
arrives at the following corollary.
Corollary 3.1 Suppose there exists a neighborhood about the origin Ω¯ ⊆ Ω such
that the matrix function W T (e(t)) +W (e(t)) > 0 in Ω¯ \ {0}, then the consensus
solution S(t) of the NMAS (3.1) with linear coupling is locally asymptotically
stable under the decentralized set of controllers (3.7), where
wij(e(t)) =
λm(Q(t))− 2λM(P (t))rij(t), i = j,−2λM(P (t))rij(t), i ̸= j.
Investigating the global decentralized consensus of the NMAS (3.1), we rewrite
node dynamics x˙i(t) = f(xi(t), t) as x˙i = A(t)xi(t) + h(xi(t), t), where A(t) ∈
Rn×n and h : Ω× R+ → Rn is a smooth nonlinear function. The NMAS (3.1) is
thus described by
x˙i(t) = A(t)xi(t) + h(xi(t), t) + gi(x1(t), x2(t), · · · , xN(t), t) + ui, 1 ≤ i ≤ N.
(3.11)
Similarly, the error system may be determined as:
e˙i(t) = A(t)ei(t) + f¯(xi(t), s(t), t) + g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) + ui,
(3.12)
where f¯(xi(t), s(t), t) = h(xi(t), t)− h(s(t), t).
Assumption 3.2 (A2). Suppose that there exist known ﬁrst-order continu-
ously diﬀerentiable positive deﬁnite functions γi(.) with γi(0) = 0 such that
∥f¯(xi(t), s(t), t)∥ ≤ γi(∥ei(t)∥).
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The global decentralized consensus criterion for the NMAS (3.1) is investigated
below.
Theorem 3.2 Suppose that A1 and A2 are satisﬁed. If there exist a neighborhood
about origin Ω¯ ⊆ Ω such that the matrix function W T (e(t)) +W (e(t)) > 0 in
Ω¯\{0}, where W (e(t)) = (wij(e(t)))N×N is deﬁned by
wij =
λm(Q(t))− 2λM(P (t))κi(∥ei(t)∥)− λM(P (t))rij(t)ϕi(∥ej(t)∥), i = j,−λM(P (t))rij(t)ϕi(∥ej(t)∥), i ̸= j,










dζ with r ∈
R+. Then the consensus solution S(t) of the uncertain NMAS (3.1) is globally
asymptotically stable under the decentralized controllers (3.7).
The proof is very similar to that of the Theorem 4.1, and is omitted here.
Remark 3.2 In Theorem 3.2, nonlinear functions f¯(xi(t), s(t), t) in the NMAS
are bounded by known continuous diﬀerentiable functions and the proposed de-
centralized controllers (3.7) are associated with the bounds of the nonlinear func-
tions, which leads to the conservativeness of the results. If more information of
the system’s nonlinearity is used and nonlinear controllers are designed, then the
conservativeness of the results can be reduced [92, 94].
Theorem 3.3 Suppose f¯(xi(t), s(t), t) = 0 for ei(t) ∈ Ξ,Ξ = {(ei(t), t)|P (t)ei(t) =
0, t ∈ R+} for 1 ≤ i ≤ N . If A2 is satisﬁed and there exists a neighborhood about
origin Ω¯ ⊆ Ω such that the matrix function W T (e(t)) +W (e(t)) > 0 in Ω¯\{0},
where W (e(t)) = (wij(e(t)))N×N is deﬁned by
wij(e(t)) =
λm(Q(t))− 2λM(P (t))rij(t)ϕi(∥ej(t)∥), i = j,−2λM(P (t))rij(t)ϕi(∥ej(t)∥), i ̸= j,







dζ with r ∈ R+, then the consensus solution S(t) of the
uncertain NMAS (3.1) is globally asymptotically stable under the decentralized
controllers
ui = K(t)ei(t) + ρ(ei(t)), 1 ≤ i ≤ N, (3.13)




∥P (t)ei(t)∥2λM(P (t))γi(∥ei(t)∥)∥ei(t)∥, P (t)ei(t) ̸= 0,
0, P (t)ei(t) = 0.
(3.14)
The proof is very similar to that of the Theorem 3.1, and is omitted here.
3.4 Decentralized Output Feedback Consensus
Now we consider the following controlled uncertain Multi-Agent System with
outputs.x˙i(t) = A(t)xi(t) + h(xi(t), t) + gi(x1(t), x2(t), · · · , xN(t), t) + ui,yi(t) = H(t)xi(t), i = 1, 2, · · · , N, (3.15)
where yi(t) ∈ Rn is the output of the i−th node, H(t) ∈ Rn×n and other state-
ments on the NMAS are the same as in (3.1) and (3.11).
Similarly, one can get the following error systeme˙i(t) = A(t)ei(t) + f¯(xi(t), s(t), t) + g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) + ui,y¯i(t) = H(t)ei(t) +H(t)s(t), i = 1, 2, · · · , N,
(3.16)
where f¯(xi(t), s(t), t) = h(xi(t), t)− h(s(t), t).
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Then the object is to achieve consensus of the NMAS (3.15) by designing decen-
tralized output feedback controllers ui(yi(t)), that is, the trajectories of the closed-
loop systems satisfy (3.2). As usual, the consensus problem of the Multi-Agent
System (3.15) is equivalent to the stabilization problem of the error dynamical
system (3.16). To achieve the objective, we need the following assumptions.
Assumption 3.3 (A3). Suppose that there exist known ﬁrst-order continu-
ously diﬀerentiable positive deﬁnite functions ri(.) with ri(0) = 0 such that
∥f¯(xi(t), s(t), t)∥ ≤ γ¯i(t)∥y¯i(t)∥.
Theorem 3.4 Suppose that A1 and A3 are satisﬁed. If there exist matrix
K(t) ∈ Rn×n, nonsingular matrix D(t) ∈ Rn×n, two symmetric positive deﬁnite
matrices P (t) ∈ Rn×n, Q(t) ∈ Rn×n, a neighborhood about origin Ω¯ ⊆ Ω and a
positive constant ϵ1 such that (A(t)+K(t)H(t))
TP (t)+P (t)(A(t)+K(t)H(t))+




∥P (t)∥2, and the matrix function
W T (e(t)) +W (e(t)) > 0 in Ω¯\{0}, where W (e(t)) = (wij(e(t)))N×N is deﬁned by
wij(e(t)) =





−2λM(P (t))rij(t)ϕi(∥ej(t)∥), i = j,
−2λM(P (t))rij(t)ϕi(∥ej(t)∥), i ̸= j,






dζ with r ∈ R+. Then the consensus solution S(t) of the
uncertain Multi-Agent System (3.15) is globally asymptotically stable under the
decentralized output feedback controllers
ui(y¯i(t)) = u
a
i (y¯i(t)) + u
b
i(y¯i(t)), (3.17)
where uai (y¯i(t)) = K(t)y¯i(t), u
b




(DT (t))−1∥P (t)∥2y¯i(t). Proof.
Substituting the controllers (3.17) into the error dynamical system (3.16), the
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closed-loop system of (3.16) is obtained as
e˙i(t) = (A(t) +K(t))ei(t) + f¯(xi(t), s(t), t)
+g¯i(x1(t), x2(t), · · · , xN(t), s(t), t) + ubi(y¯i(t)),
y¯i(t) = H(t)ei(t) +H(t)s(t), i = 1, 2, · · · , N.




eTi (t)P (t)ei(t). (3.18)














eTi (t)P (t)g¯(x1(t), x2(t), · · · , xN(t), s(t), t).




















(2eTi (t)P (t)f¯(ei(t), s(t), t) + 2(ei(t) + s(t))
THT (t)DT (t)ubi(y¯i(t))
− 2sT (t)HT (t)DT (t)ubi(y¯i(t)) + 2(ei(t) + s(t))TP (t)K(t)H(t)s(t)




(2eTi (t)P (t)f¯(ei(t), s(t), t) + 2(D(t)y¯i(t))
Tubi(y¯i(t))
− 2sT (t)HT (t)DT (t)ubi(y¯i(t))
+ 2(D(t)y¯i(t))

















































































































By substituting (3.4) and (3.19) into (3.4), one gets
V˙ (e(t)) ≤ −1
2
(∥e1(t)∥, ∥e2(t)∥, · · · , ∥eN(t)∥)(W T (e(t)) +W (e(t)))
(∥e1(t)∥, ∥e2(t)∥, · · · , ∥eN(t)∥)T .
From the positive deﬁnitiveness of function matrixW T (e(t))+W (e(t)) in Ω\{0},
it follows that V˙ (e(t)) is a negative deﬁnite function in domain Ω. Therefore,
the error dynamical system (3.18) is globally asymptotically stabilized by the
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controllers (3.17), i.e., lim
t→∞
∥xi(t)− s(t)∥2 = 0, 1 ≤ i ≤ N . Consequently the
consensus solution S(t) of uncertain NMAS (3.15) is locally asymptotically stable
under the decentralized controllers (3.17). The proof is thus completed.
Remark 3.3 The above consensus criterion is associated with some time-varying
parameters, which result in the diﬃculty of computation. As a special case, we
assume that all time-varying parameters in the conditions of Theorem 3.4 are
invariable for t > 0, then we can get the following corollary.
Corollary 3.2 Suppose that all time-varying parameters in the conditions of
Theorem 3.4 are invariable for t > 0, then the consensus solution S(t) of the
uncertain NMAS (3.15) is globally asymptotically stable under the decentralized




(DT )−1λ2M(P ))y¯i(t), where
wij =





−2λM(P )rijϕi(∥ej(t)∥), i = j,
−2λM(P )rijϕi(∥ej(t)∥), i ̸= j,
K,D, P,Q, ϵ1, ϵ2, γi and rij are corresponding constant parameters in Theorem
3.4.
Remark 3.4 Corollary 3.2 is the special case of the Theorem 3.4 and the condi-
tions here are relatively easier to be obtained and veriﬁed. The assumptions and
decentralized control laws are considerably simple compared with many existing
results.
3.5 Examples
In this section, several numerical simulations for verifying the eﬀectiveness of the
proposed consensus criteria are provided.
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Example 1. Consider the NMAS consisting of 2 identical second-order agents,
























































 , W (t) =
 4.42− 0.04|sint|e−t −0.79|cos(t)|e−2t
−0.79e−t 4.42− 0.79|sin(t)|e−2t
 ,
∥g¯1(x1, s, t)∥2 ≤ ∥e1∥2, ∥g¯2(x2, s, t)∥2 ≤ ∥e2∥2, ∥h¯1(x1, x2, s, t)∥2 ≤ 0.05e−t|sin(t)|
∥e1∥2 + e−2t|cos(t)|∥e2∥2, and ∥h¯2(x1, x2, s, t)∥2 ≤ e−t∥e1∥2 + e−2t|sin(t)|∥e2∥2.
It is observed that the conditions of the Theorem 3.2 are satisﬁed. Choose the
initial state as x0 = (−0.5, 0.7, 0.45,−0.3) and the consensus error ei and the
corresponding control signal are shown in Figure 3.1.
Example 2: Consider the following controlled time-varying NMAS consisting of
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y2 = x21 − 2x22.
Let u1 = sin(−x11 + 2x12) + x11 − 2x12 = sin(y1)− y1, u2 = sin(−x21 + 2x22)−
x21 + 2x22 = sin(y2) − y2, V (z1, z2) = 3z21 − 2z1z2 + z22 . A direct computation
gives: r11(τ) = r21(τ) = (2−
√
2)τ 2, r21(τ) = r22(τ) = (2−
√
2)τ 2, k1 = 3, k2 = 7,
W (t) =
 3− 0.28|sin(t)|e−t 0.28|sin(t)|e−t
0.21|cos(t)|e−t 3− 0.21|cos(t)|e−t

is positive deﬁnite for any t > 0. The conditions of the Theorem 3.4 are satisﬁed.
Therefore, the above network can be stabilized by the decentralized output feed-
back controller. Choose the initial state as x0 = (−0.5, 0.7, 0.45,−0.3) and the
simulation results are depicted in Figure 3.2.
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Figure 3.1: Consensus errors and control signals.







































Figure 3.2: Consensus errors and control signals.
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3.6 Conclusions
This chapter investigated the local and global consensus problems of NMAS with
uncertain coupling structure. The derived criteria are veriﬁed via theoretical
analysis and numerical simulation. The consensus for the MAS is achieved based
on a series of transformations and Lyapunov stability theorem. The controllers
are very simple in form, but are more eﬀective in resolving the consensus problem
with uncertain coupling structure.
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Part B
Global State Consensus of MAS




Controlled Consensus of NMAS
with Diﬀerent Agent Dynamics
The global consensus problem of NMAS with diﬀerent agent dynamics will be in-
vestigated in this chapter. The proposed consensus property is formulated in terms
of certain boundedness of state errors and the exact consensus is achieved by us-
ing nonlinear controllers. Based on Lyapunov stability theorem, the bounded and
exact consensus criterion has been proved systematically. At last, the main results
are illustrated by numerical simulations and the simulation results demonstrate
the eﬀectiveness of the proposed methods.
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4.1 Introduction
The consensus problem means to reach an agreement that depends on the states
of all agents and the topic has been studied across many ﬁelds of science and
engineering. Most of the existing results focus on the NMAS with liner and
identical agent dynamics instead of nonlinear and non-identical agent dynamics
because the latter is much more complicated than the former.
This chapter will focus on the global consensus problems of NMAS and the pro-
posed consensus criterion is formulated in terms of certain boundedness of state
errors, in addition, the exact consensus are also investigated by means of non-
linear controllers. The remainder part of this chapter is organized as follows. A
continuous-time NMAS model with non-identical agent dynamics is presented in
Section 4.2. The main results including bounded consensus and exact consen-
sus criterion are derived in Section 4.3, 4.4 and 4.5. In Section 4.6, numerical
simulation examples are given to verify the eﬀectiveness of the proposed results,
followed by conclusions in Section 4.7.
4.2 Problem Description
Consider a NMAS consisting of N non-identical agent dynamics with communi-
cation delay:
x˙i(t) = Bixi(t) + c
N∑
j∈Ni
aijΓxj(t− τ) + ui, i = 1, 2, · · · , N, (4.1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the
agent vi, Bi ∈ Rn×n are constant matrices, representing the self-dynamics of
the agent vi, c > 0 denotes the coupling strength, Γ = (γij) ∈ Rn×n is the inner
coupling matrix, which is a zero-one constant matrix, respectively. The adjacency
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matrix A = (aij) ∈ RN×N , which is symmetric and irreducible, representing the
communication topology relation of the NMAS, is deﬁned by aij = aji = 1(vj ∈
Ni), aij = 0(vj /∈ Ni) and aii = −
∑
j ̸=i aij. τ is a constant coupling delay
which reﬂects the reality that the agent vi can’t obtain information from agent
vj instantaneously.







We’ll now discuss the problem of global consensus for the NMAS (4.1). The
consensus problem formulation here is quite diﬀerent from many existing results,
where the consensus problem is solvable if the states of all agents satisfy xi(t)→
xj(t), ∀i, j = 1, 2, · · · , N as t→∞. The consensus problem here will be depicted
instead via certain boundedness of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as t → ∞.
At the same time, we will design controllers for the NMAS (4.1) to guarantee
it achieve exact consensus. To address these cases we will focus on making the
states of all agents converge to a bounded set or an equilibrium point.
Before stating the main results of this paper, the following mathematical prelim-
inaries are necessary.
Deﬁnition 4.1([92, 93]): The solution xi(t, t0, ψi) of the MAS (4.1) is said to
be uniformly ultimately bounded with respect to the bound ε if for each δ > 0
there exists T = T (ε, δ) > 0 independent of t0 such that ∥xi(t, t0, ψi)∥ ≤ ε for all
t ≥ t0 + T when ∥xi(t0)∥ < δ, where ψi(t) is the initial value given as xi(t) = ψi
for t ∈ [t0 − τ, t0], i = 1, 2, · · · , N .
Lemma 4.1([88]): Assuming that the graphG = (V,A) is a strongly connected
graph, then there exists a unitary matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN), such
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that the adjacency matrix A satisﬁes
ΦTAΦ = Λ = diag{λ1, λ2, · · · , λN}, (4.3)





, · · · , 1√
N
)T and 0 = λ1 >
λ2 ≥ · · · ≥ λN are the eigenvalues of A.
Lemma 4.2 ([88]): Let g(t) be a non-negative bounded function deﬁned on
R+ and
Ω = {x(t) ∈ Rn|∥x(t)∥ ≤ limt→∞g(t)}. (4.4)
Suppose there exist a strictly positive deﬁnite matrix P (t) ∈ PC1n×n and a con-
stant δ > 0 such that the derivative of V (x(t), t) = xT (t)P (t)x(t) along the
trajectory of the system
x˙(t) = f(x(t), t), x(t) ∈ Rn, t ∈ [0,∞) (4.5)
satisﬁes
V˙ ≤ −δ∥x(t)∥2 if ∥x(t)∥ ≥ g(t). (4.6)
For any t > 0, let
Qt = {x(t)|V (x(t), t) ≤ sup
y(s)∈Ω,s≥0
{V (y(s), s)}} (4.7)
and
c = limt→∞(max{∥x(t)∥|x(t) ∈ Qt}). (4.8)
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Then, x(t) converges to the set
M = {x(t)|∥x(t)∥ ≤ c}. (4.9)
We now introduce some notations and deﬁnitions.
Let PC1n×n be the linear space of the uniformly bounded continuous real matrix-
valued functions deﬁned on [0,∞). For any P ∈ PCn×n the norm of P is deﬁned
by ∥P∥ = max
0≤t<∞
{∥P (t)∥}.
By deﬁning the consensus error vector as






j∈Ni akjΓxj(t − τ) = 0, from (4.1) and (4.2), the error dy-
namics are found to be








for i = 1, 2, · · · , N . Assuming that the trajectories of all agents are bounded, it






Bkxk(t)∥ ≤ αi (4.12)
for i = 1, 2, · · · , N , where αi are nonnegative constants.
In order to achieve consensus, the local controllers ui have to be designed such
that ei(t) becomes asymptotically stable about its zero ﬁxed point. Here, we will
consider the problems of consensus analysis, controlled bounded consensus and
controlled exact consensus respectively.
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4.3 Bounded Consensus Analysis
We ﬁrstly consider the problem of consensus analysis of the NMAS (4.1) and the
main result of this contribution can be stated as follows:
Theorem 4.1. If c > −1
λi
(λi ̸= 0) and 0 < δ < 1, then the NMAS(4.1) without
time delay will achieve bounded consensus and the consensus set is depicted as
follows
M = {e(t)|∥e(t)∥ ≤
∑N
j=1 αjlimt→∞∥wji(t)∥
1− δ }, (4.13)
namely, ei(t) = xi(t)− s(t)→ Ω as t→∞, where λi are the eigenvalues of A.
Proof. Discarding the controllers and rewriting the error system (4.11) in vector
form one gets:
˙¯e(t) = B¯(t) + cΓe¯(t)AT , (4.14)
where e¯(t) = [e1(t), e2(t), · · · , eN(t)] ∈ Rn×N , B¯(t) = [Bˆ1(t), Bˆ2(t), · · · , BˆN(t)] ∈
Rn×N , Bˆi(t) = Bixi(t)− 1N
∑N
k=1Bkxk(t), i = 1, 2, · · · , N .
Given that the connectivity matrix satisﬁes Lemma 4.1, there are two matrices,
Ω = (w1, w2, · · · , wN) ∈ RN×N and Λ = diag(λ1, λ2, · · · , λN) ∈ RN×N such that:
A = ΩTΛΩ, (4.15)
where λi and wi are the i−th eigenvalue and associated eigenvector of A respec-
tively. With ΩTΩ = IN , the N−dimensional identity matrix.
Using a change of variables η¯(t) = e¯(t)ΩT , the error dynamics become
˙¯η(t) = B¯(t)ΩT + cΓη¯(t)Λ,
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where η¯(t) = (η1(t), η2(t), · · · , ηN(t)), with ηi(t) = e¯(t)w∗i ∈ Rn and w∗i =
[w1i, w2i, · · · , wNi]T ∈ RN×1, or equivalently,
˙¯ηi(t) = B¯(t)w
∗
i + cΓηi(t)λi, i = 1, 2, · · · , N. (4.16)
The stability of the error dynamics (4.14) around the zero ﬁxed point can be














i (t) + η
T
i (t)cλiΓηi(t)).
Considering the bounds of each term of V˙ . From (4.12) one has the bound of the
ﬁrst term:







The second term is always semi-negative because c > 0, λi ≤ 0 and it can be
expressed as
cλi∥ηi(t)∥TΓ∥ηi(t)∥ ≤ −∥ηi(t)∥T∥ηi(t)∥















∥ηi(t)∥ < δ < 1, then we have
V˙ ≤ (δ − 1)∥ηi(t)∥2.
Applying Lemma 4.2 completes the proof. In consequence, the NMAS (4.1)
achieves bounded consensus.
Now we will consider the controlled consensus problem of NMAS (4.1), and
bounded consensus criterion and exact consensus criterion are given as follows
respectively.
Corollary 4.1. If cϖ > −2
λi
(λi ̸= 0) and 0 < δ < 1, then the delayed MNAS(4.1)
will achieve bounded consensus and the consensus set is depicted as follows
M = {e(t)|∥e(t)∥ ≤
∑N
j=1 αjlimt→∞∥wji(t)∥
1− δ }, (4.18)
namely, ei(t) = xi(t)− s(t)→ Ω as t→∞, where λi are the eigenvalues of A, ϖ
is deﬁned as follows.
ϖ =
1 if sign(ηi(t)) = sign(ηi(t− τ)),0 else. (4.19)














Repeat the similar as the proof of Theorem 4.1, then completes the proof.
4.4 Bounded consensus via linear negative feed-
back
Theorem 4.2. If the local controllers ui are constructed as
ui = −ckΓei(t),
k > λi +
1
c
and 0 < δ < 1, then the MAS(4.1) will achieve bounded consensus
and the consensus set is depicted as follows
M = {e(t)|∥e(t)∥ ≤
∑N
j=1 αjlimt→∞∥wji(t)∥
1− δ }, (4.21)
namely, ei(t) = xi(t)− s(t)→ Ω as t→∞, where λi are the eigenvalues of A.
Proof. The proof is very similar to the Theorem 4.1, so is omitted here.
Corollary 4.2. If the local controllers ui are constructed as
ui = −ckΓei(t),
k > ϖλi +
1
c
and 0 < δ < 1, then the delayed NMAS(4.1) will achieve bounded
consensus and the consensus set is depicted as follows
M = {e(t)|∥e(t)∥ ≤
∑N
j=1 αjlimt→∞∥wji(t)∥
1− δ }, (4.22)
namely, ei(t) = xi(t)− s(t)→ Ω as t→∞, where λi are the eigenvalues of A and
ϖ is deﬁned as (4.19).
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4.5 Exact consensus via nonlinear feedback
The designed controllers in the Theorem 4.2 make the NMAS (4.1) achieve
bounded consensus instead of exact consensus, the following theorem will consider
how to design controllers to guarantee the NMAS achieve exact consensus.
Theorem 4.3. The NMAS(4.1) will achieve exact consensus if the local con-
trollers ui are constructed as
ui = −ckΓei(t)− ρsgn(ei(t)) (4.23)
for i = 1, 2, · · · , N , where sgn(ei(t)) = [sgn(ei1(t)), sgn(ei2(t)), · · · , sgn(ein(t))]T ,
with sgn(.) are signum function, and furthermore, the controller gains are de-
signed to satisfy the bounds








Proof. Rewriting the error system (4.11) in vector form one gets:
˙¯e(t) = B¯(t) + cΓe¯(t)(AT −K)− ρsgn(e¯i(t)), (4.24)
where e¯(t) = [e1(t), e2(t), · · · , eN(t)] ∈ Rn×N , B¯(t) = [Bˆ1(t), Bˆ2(t), · · · , BˆN(t)] ∈
Rn×N , Bˆi(t) = Bixi(t)− 1N
∑N
k=1Bkxk(t), i = 1, 2, · · · , N ,K = diag{k, k, · · · , k} ∈
RN×N and sgn(e¯(t)) = [sgn(e1(t)), sgn(e2(t)), · · · , sgn(eN(t))] ∈ Rn×N .
Given that the connectivity matrix satisﬁes Lemma 4.1, there are two matrices,
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Ω = (w1, w2, · · · , wN) ∈ RN×N and Λ = diag(λ1, λ2, · · · , λN) ∈ RN×N such that:
A = ΩTΛΩ, (4.25)
where λi and wi are the i−th eigenvalue and associated eigenvector of A respec-
tively. With ΩTΩ = IN , the N−dimensional identity matrix.
Using a change of variables η¯(t) = e¯(t)ΩT , the error dynamics become
˙¯η(t) = [B¯(t)− ρsgn(η¯(t)Ω)]ΩT + cΓη¯(t)(Λ−K),
where η¯(t) = (η1(t), η2(t), · · · , ηN(t)), with ηi(t) = e¯(t)w∗i ∈ Rn and w∗i =
[w1i, w2i, · · · , wNi]T ∈ RN×1, or equivalently,
˙¯ηi(t) = (B¯(t)− ρsgn(η¯(t)Ω))w∗i + cΓηi(t)(λi − k), i = 1, 2, · · · , N. (4.26)
The stability of the error dynamics (4.24) around the zero ﬁxed point can be


















(∥ηi(t)∥T∥B¯(t)w∗i (t)∥ − ρ∥η¯i(t)∥T∥sgn(η¯(t)Ω)w∗i (t)∥
+ c(λi − k)∥ηi(t)∥TΓ∥ηi(t)∥).
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Considering the bounds of each term of V˙ . From (4.12) one has the bound of the
ﬁrst term:















The third term is quadratic and will be negative if the coeﬃcient is negative
(c(λi − k) < 0) for any i. The bound on the third term can be expressed as
c(λi − k)∥ηi(t)∥TΓ∥ηi(t)∥ ≤ −∥ηi(t)∥T∥ηi(t)∥.















any i. Then the error dynamics (4.26) are globally uniformly asymptotically
stable about the zero ﬁxed point (η¯(t) = 0), which implies that the NMAS (4.1)
under the controllers (4.23) achieve consensus.
Corollary 4.3. The delayed NMAS(4.1) will achieve exact consensus if the local
controllers ui are constructed as
ui = −ckΓei(t)− ρsgn(ei(t)) (4.28)
for i = 1, 2, · · · , N , where sgn(ei(t)) = [sgn(ei1(t)), sgn(ei2(t)), · · · , sgn(ein(t))]T ,
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with sgn(.) are signum function, and furthermore, the controller gains are de-
signed to satisfy the bounds







for any i, where ϖ is deﬁned as (4.19).
Remark 4.1. The above bounded consensus criteria can be viewed as extensions
of the related consensus criteria for the cases of identical nodes to the cases of
non-identical nodes. Because of the complexity of the consensus problems for
non-identical nodes, we only obtain here suﬃcient conditions instead of suﬃcient
and necessary condition. However, the conditions obtained here are easy to verify
and we can easily construct appropriate numerical simulation example to verify
the eﬀectiveness of the proposed results. Comparing the above three theorems, it
can be seen that the linear negative feedback can’t guarantee the NMAS achieve
exact consensus, at the same time, the boundary of the convergence set can be
evaluated respectively.
4.6 An Example
In this section, we will construct an example to demonstrate the proposed results
above. The problem is to guarantee 11 agents to follow desired curves in a 2-
dimensional system of coordinate.
The agent dynamics can be chosen as follows





−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
 , i = 1, 2, · · · , 11.
The communication coupling matrix A and the inner coupling matrix are
A =

−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1









Given the initial values of 11 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T and (−10 15 10)T respectively. We may verify the conditions of Theorem
4.3 and Corollary 4.3 readily, then the consensus of the NMAS is achieved. Simulation
results are depicted in Fig 4.1 to Fig 4.6 for c = 1, k = 0.5 and τ = 0.055. The former
of each ﬁgure indicates the NMAS without coupling time-delay, and the latter indicates
the delayed NMAS.
The simulation curves in Fig 4.1-Fig 4.6 show that the dynamics of the NMAS in
diﬀerent time scale with and without control respectively. The average state trajectory
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Fig 4.1.1 The dynamics of all agents without delay and control.






























Fig 4.1.2 The dynamics of all agents with delay but without control.
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Fig 4.2.1 The consensus error dynamics of each agent without delay and control.




























Fig 4.2.2 The consensus error dynamics of each agent with delay but without control.
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Fig 4.3.1 The average state trajectory s(t) without delay control.











Fig 4.3.2 The average state trajectory s(t) with delay but without control.
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Fig 4.4.1 The dynamics of all agents without delay but with control.





























Fig 4.4.2 The dynamics of all agents with delay and control.
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Fig 4.5.1 The consensus error dynamics of each agent without delay but with control.




























Fig 4.5.2 The consensus error dynamics of each agent with delay and control.
63













Fig 4.6.1 The average state trajectory s(t) without delay but with control.










Fig 4.6.2 The average state trajectory s(t) with delay and control.
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s(t) is chosen as the desired moving trajectory and is depicted in Fig 4.3 and Fig 4.6
respectively. These simulation curves show that all agents eventually move with the
desired state trajectory in the sense of boundedness on the condition that there is not
control in the NMAS or by using linear negative feedback. The exact consensus can be
guaranteed by means of nonlinear controllers.
4.7 Conclusions
In this chapter, we’ve investigated the consensus problems of NMAS with diﬀerent
agent dynamics. The derived criteria are veriﬁed via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based on Lyapunov stability
theorem. The methods presented here have several distinct features. Firstly, they are
very simple in form, but are more eﬀective to resolve the consensus problem with non-
identical agent dynamics. Secondly, the proposed nonlinear controllers can guarantee
the NMAS achieve exact consensus instead of in terms of boundedness. It should be
noted that the conditions are still restrictive here, further work will focus on these
problems. In addition, an obvious limitation of the proposed method is the fact the
requires the same number of controllers than agents, in a work to be reported elsewhere
this controlled consensus design is combined with a pinning control strategy, providing
a reduction on the number of agents where controlled action in taken. Yet another
aspect of interest to be considered as future work is determining conditions for the
existence of an appropriate coordinate transformation to translate the nonlinear agent




Global Bounded Consensus of
NMAS with Diﬀerent Agents and
Communication Time-Delay
Topology
This chapter will investigate the global bounded consensus problem of NMAS ex-
hibiting nonlinear, non-identical agent dynamics and communication time-delay.
Globally bounded consensus conditions for both delay-independent and delay-dependent
conditions based on the Lypunov-Krasovskii functional method are derived. In ad-
dition, globally bounded controlled consensus conditions based on pinning control
method and adaptive pinning control method are derived. The proposed consensus
criteria ensures that all agents eventually move along the desired trajectories in
the sense of boundedness. The proposed consensus criteria generalizes the case of
identical agent dynamics to the case of non-identical agent dynamics and many
related results in this area can be viewed as special cases of the present results.




The agent dynamics in most existing works are often restricted to linear and
identical ones. However, this is not always the case in practice. The consensus
problem of NMAS with non-identical agent dynamics and time-delay topology is
much more complicated than the identical case and few results have been reported
to date.
The similarity between the consensus of NMAS and the synchronization of com-
plex dynamical networks shows us a way forward. Therefore, if we use the ideas
in the synchronization problem of complex dynamical networks properly, then
consensus problems of NMAS are solvable.
This chapter will focus on the global consensus problems of NMAS with non-
identical agent dynamics and time-delay topology. The behavior of the NMAS
with non-identical agent dynamics is much more complicated than the identical
case. Usually, no common equilibrium for all agents exists even if each agent
has an equilibrium, neither does a consensus manifold exist in the classical sense.
Consensus of a NMAS with identical agents is usually described in terms of
(asymptotically) identical dynamical evolution of state variables of every agent
in the NMAS, which is easy to understand. However, this collective behavior,
called exact consensus no longer exists in the NMAS with non-identical agents
due to the diﬀerence between the dynamics of the agents. Furthermore, we can’t
decompose the NMAS with non-identical agent dynamics into a number of lower
dimensional systems exactly like the identical-agent case. Yet, a NMAS with
non-identical agents may still exhibit some kinds of consensus behaviors which
are far from being fully understood, and very few results have been reported by
now. Certain reasonable and satisfactory boundedness of state motions errors
between diﬀerent agents can be taken as useful consensus properties.
The rest of this chapter is organized as follows. A continuous-time NMAS model
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with non-identical agent dynamics and communication time-delay topology is
presented in section 5.2. The main results including delay-independent and delay-
dependent bounded consensus criterion are derived in section 5.3. In section
5.4, globally bounded controlled consensus conditions based on pinning control
method and adaptive pinning control method are derived. Numerical simulation
examples are given to verify the eﬀectiveness of the proposed results in section
5.5, followed by conclusions in section 5.6.
5.2 Problem Description
Consider a NMAS consisting ofN non-identical agents with communication delay:
x˙i(t) = fi(xi(t)) + c
N∑
j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (5.1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the agent
vi, fi(xi(t)) : R
n → Rn are continuously diﬀerentiable mappings with Jacobian
Dfi, representing the self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and where γij ̸= 0
means two connected agents are linked via their ith and jth state variables,
respectively. The adjacency matrix A = (aij) ∈ RN×N(which is symmetric and
irreducible) represents the communication topology relation of the NMAS, and
is deﬁned by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni) and aii = −
∑
j ̸=i aij. τ is a
constant coupling delay which reﬂects the reality that the agent vi can’t obtain
information from agent vj instantaneously.















We now discuss the problem of global consensus for the NMAS (5.1). The con-
sensus problem formulation in the present paper is quite diﬀerent from many
others, where the consensus problem is solvable if the states of all agents satisfy
xi(t) → xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. The consensus problem here will
be depicted instead via certain boundedness of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N
as t → ∞. This better reﬂects reality since it is impossible for NMAS (5.1) to
achieve exact consensus. To address this case we will focus on making the states
of all agents converge to a bounded set.
Lemma 5.1 ([94, 95, 96, 97, 98, 99, 100]): Assume that a(.) ∈ Rna , b(.) ∈ Rnb
and M(.) ∈ Rna×nb are deﬁned on an interval Ω. Then, for any matrices X ∈














where  X Y
Y T Z
 ≥ 0.
We now introduce some notations and deﬁnitions.
Let “⊗” be Kronecker product.
69
5.3 Global Bounded Consensus Analysis
Deﬁne the error vector
ei(t) = xi(t)− s(t), i = 1, 2, · · · , N. (5.5)
Obviously,
∑N






j∈Ni akjΓxj(t − τ) = 0, then the NMAS
(5.1) can be rewritten in terms of ei as








The following work will focus on simplifying the error NMAS (5.6) by means of
a series of transformations using a procedure similar to [88].
Applying the Newton-Leibniz formula, error NMAS (5.6) can be further written
as














Dfk(s(t) + τek(t))ek(t)dτ + fi(s(t))− f¯(s(t)). (5.7)
If we consider the linearized NMAS of (5.1), we have
e˙i(t) = Df¯(s(t))ei(t) + c
N∑
j∈Ni





Dfk(s(t))ek(t) + fi(s(t))− f¯(s(t)). (5.8)
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Let e(t) = (eT1 (t), e
T
2 (t), · · · , eTN(t))T , then (5.7) becomes
e˙(t) = IN ⊗Df¯(s)e(t) + cA⊗ Γe(t− τ) + I(t)e(t)− 1
N































Since A is symmetric and irreducible, according to Lemma 4.1, there exists a
unitary matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN), such that (??) is satisﬁed.
This together with ω(t) = (ΦT ⊗ In)e(t) gives
ω˙(t) = (ΦT ⊗ In)(IN ⊗Df¯(s))(Φ⊗ In)ω(t)
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)ω(t− τ) + (ΦT ⊗ In)F (t)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)ω(t)− 1
N















where Φ¯k stands for the matrix with its k-th column equals Φ1 and the rest of its
elements are zero, then we have
1
N






(0 · · · 0 Ik 0 · · · 0)⊗
∫ 1
0
Dfk(s(t) + τek(t))dτ(Φ⊗ In),
(5.11)
where Ik stands for the matrix with its k-th column equals (1 0 · · · 0)T and the
rest of its elements are zero.
Thus, a simple calculation gives
1
N










where Υk ∈ R1×N and 0 ∈ R(N−1)×N .
Therefore,




ω(t) + (ΦT ⊗ In)F (t). (5.13)
Since ω1 ≡ 0, we only need to consider ω2(t), ω3(t), · · · , ωN(t). Rewriting (5.13)
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in the component form we have
ω˙i(t) = Df¯(s(t)ωi(t) + cλiΓωi(t− τ) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N. (5.14)
So far, we have transferred the consensus problem of NMAS (5.1) to the stability
problem of the N − 1 of n−dimensional systems.
In the following, a time-independent global consensus criteria is derived for the
NMAS (5.1).
Theorem 5.1 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n, Qi
and constants ζ > 0, γ ≥ 0, a > 0 and b > 0 such that




i (α)Qiwi(α)dα ≤ b∥x(t)∥2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (5.15)





TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N, (5.16)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (5.17)
Then the system (5.45) converges to the set
M = {e(t)|∥e(t)∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ } (5.18)





2 , ζ > 2γβ and µ(t) = ∥F (t)∥ is bounded. Furthermore, the
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NMAS (5.1) achieves bounded consensus for any ﬁxed time delay τ > 0.
Proof. Choose the following Lyapunov-Krasovskii functional as









wTi (α)Qiwi(α)dα, i = 2, 3, · · · , N. (5.20)
Diﬀerentiating (5.20) along the trajectory of (5.47) gives
V˙i(wi(t), t) = w
T




i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t)
+ 2wTi (t)(cλiPi(t)Γ)wi(t− τ)− wTi (t− τ)Qiwi(t− τ). (5.21)
Applying the Young Inequality to the equality (5.21), results in








i ⊗ In)I(t)(Φ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (5.22)
Condition (5.16) implies that the ﬁrst term on the right hand side of (5.22)
satisﬁes





TPi(t))wi(t) ≤ −ζ∥wi(t)∥2. (5.23)
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i ⊗ In)I(t)(Φi ⊗ In)w(t) ≤ 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥. (5.24)
The third term on the right hand side of (5.22) satisﬁes
2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi(t)∥. (5.25)
Since V (w(t), t) =
∑N
i=2 Vi(wi(t), t), we have







(−ζ∥wi(t)∥2) + 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥+ 2µ(t)∥Pi(t)∥∥wi(t)∥








= ∥w(t)∥((2γβ − ζ)∥w(t)∥+ 2βµ(t)). (5.26)
Thus, when
∥w(t)∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (5.27)
we have
V˙ (w(t), t) ≤ −δ∥w(t)∥2. (5.28)
Applying Lemma 4.2 completes the proof.
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Corollary 5.1 We have an asymptotic consensus criterion in the classical sense
when limt→∞µ(t) = 0. In particular, we have µ(t) ≡ 0 when all agents have the
same dynamics, i.e., fi(xi(t)) = f(x(t)). In such a case, applying theorem 5.1 to
the linearized network, which is equivalent to taking γ = 0 in (5.17), immediately
achieves the universal consensus criteria existing in many literatures. Therefore,
Theorem 5.1 covers the existing criteria of networks with identical agent dynamics
as a special case.
Remark 5.1. The above result is a delay-independent globally consensus crite-
rion and the ultimate convergence bound is evaluated by means of (5.18). The-
orem 5.1 guarantees that all agents move along the desired trajectory described
by s(t) in terms of certain boundedness, i.e., the consensus achieved here is just
approximate instead of exact, in fact, to achieve exact consensus is impossible for
such a case.
Next, we will provide delay-dependent criterion for the proposed problem.
Theorem 5.2 Suppose that (5.15) and (5.17) in Theorem 5.1 are satisﬁed. If
there exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Πi > 0, Πi > 0, Xi, Yi and Zi of
appropriate dimensions such that
Ξ =
 Ξ11 cλiPi(t)Γ− Yi + hcλiDf¯(s(t))TZiΓ
∗ Π−1i + Σ−1i −Qi + hc2λ2iΓTZiΓ
 < 0, (5.29)
where Ξ11 = P˙i(t) + Pi(t)Df¯(s(t)) + Df¯(s(t))
TPi(t) + hXi + Y
T
i + Yi + Qi +
hDf¯(s(t))TZiDf¯(s(t)) and  Xi Yi
Y Ti Zi
 ≥ 0, (5.30)
for i = 2, 3, · · · , N , then the NMAS (5.1) will achieve bounded consensus for the
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time-invariant delay τ ∈ [0, h] for some h <∞.
Proof. Construct the following Lyapunov-Krasovskii functional as




















The i-th (i = 2, 3, · · · , N) equation in system (5.47) can be written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N, (5.32)
and, thus, the derivative of V1(wi(t), t) satisﬁes
V˙1(wi(t), t) = w
T
i (t)(P˙i(t) + Pi(t)(Df¯(s(t)) + cλiΓ)








i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (5.33)
Deﬁning a(.), b(.) and M in (5.4) as a(α) = wi(t), b(α) = w˙i(α) and M =
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cλiPi(t)Γ for all α ∈ [t− τ, t] and then applying Lemma 5.1 results in
V˙1(wi(t), t) ≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))TPi(t) + hXi
+ Y Ti + Yi]wi(t) + 2w
T






i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t).
(5.34)
Moreover, since
V˙2(wi(t), t) = τ [Df¯(s(t))ωi(t) + cλiΓωi(t− τ) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t)]TZi[Df¯(s(t))ωi(t) + cλiΓωi(t− τ)





the above equality can be enlarged as








i ⊗ In)F (t)
+ 2h(cλiΓωi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ 2h(cλiΓωi(t− τ))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))






V˙3(wi(t), t) = w
T
i (t)Qiwi(t)− wTi (t− τ)Qiwi(t− τ). (5.37)




≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))TPi(t) + hXi + Y Ti + Yi]wi(t)
+ 2wTi (t)(cλiPi(t)Γ− Yi)wi(t− τ) + 2wTi (t)Pi(t)(ΦTi ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) + 2h(Df¯(s(t))ωi(t))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)




i ⊗ In)F (t)
+ 2h(cλiΓωi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ 2h(cλiΓωi(t− τ))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))
+ h((ΦTi ⊗ In)F (t))TZ((ΦTi ⊗ In)F (t)) + wTi (t)Qiwi(t)− wTi (t− τ)Qiwi(t− τ).
(5.38)
Applying the Young Inequality, then we have
2h(cλiΓωi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) ≤ wTi (t− τ)Π−1i wi(t− τ)
+ h2c2λ2iw
T (t)((Φ⊗ In)T I(t)(ΦTi ⊗ In)TZiΓΠiΓTZi(ΦTi ⊗ In)I(t)(Φ⊗ In))w(t),
(5.39)





i ⊗ In)F (t).
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Applying (5.15) and (5.17) to the above inequality results in:



































































































where Ξ is deﬁned in (5.29). Thus, according to deﬁnition 4.1 and Lyapunov
stability theory, bounded consensus is ultimately achieved.
Remark 5.2. The above two bounded consensus criteria can be viewed as ex-
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tensions of the related consensus criteria for the cases of identical agents to the
cases of non-identical agents. Because of the complexity of the consensus prob-
lems for non-identical agents, we only obtain here suﬃcient conditions instead
of suﬃcient and necessary condition. At the same time, the conditions obtained
here are somewhat complicated and diﬃcult to verify, but according to certain
speciﬁc cases, we can construct an appropriate numerical simulation example to
verify the eﬀectiveness of the proposed results. Comparing the above two theo-
rems, it can be seen that the boundary of the convergence set and the maximum
size of time delay can be evaluated respectively.
5.4 Controlled Bounded Consensus Criterion
We denote x(t), s(t), u(t), e(t), w(t) and V (w(t), t) as x, s, u, e, w and V
respectively.
5.4.1 Linear Feedback Pinning Controllers
We apply the feedback control strategy on a small fraction δ (0 < δ ≤ 1) of the
agents in system (5.1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest integer to the real
number δN . This controlled NMAS can be described asx˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(5.42)
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The local linear negative feedback control law is chosen as follows:uik = −dik(xik − s), 1 ≤ k ≤ l,uik = 0, l + 1 ≤ k ≤ N, (5.43)
where the feedback gain dik > 0.
Combine (5.42) and (5.43) and rearrange the order of the nodes in the network.






j=1 akjΓxj(t − τ) = 0 and
∑N
i=1 ei = 0. Then by applying the
Newton-Leibniz formula, error systems can be written as

e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,
e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(5.44)
The following work will focus on simplifying the error systems (5.44) by means
of a series of transformations using a procedure similar to [88].
Deﬁne the following matrix
D = diag(D1, D2, · · · , DN) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN)T , then (5.44) becomes
e˙ = Σ¯(t)e+ cA⊗ Γe(t− τ) + I(t)e− 1
N
H(t)e+ F (t), (5.45)
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τe1)dτ, · · · ,
∫ 1
0
DfN(s + τeN)dτ), I(t) = diag{
∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ · · ·∫ 1
0
(DfN(s+ τeN)−Df¯(s))dτ} and F Ti (t) = (fT1 (s)− f¯T (s), · · · , fTN(s)− f¯T (s))
respectively.
Since A is symmetric and irreducible, according to [88], there exists a unitary
matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w + (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w − 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t).
(5.46)




k=1(0 · · · 0 Φ¯k 0 · · · 0)⊗
∫ 1
0
Dfk(s+ τek)dτ , where Φ¯k
stands for the matrix with its k-th column equal to Φ1 and the remaining elements




k=1(0 · · · 0 Ik 0 · · · 0)⊗∫ 1
0
Dfk(s+ τek)dτ(Φ⊗ In), where Ik stands for the matrix with its k-th column
equals (1 0 · · · 0)T and the remaining of its elements are zero.
Then, 1
N







Dfk(s(t) + τek(t))dτ ,
where Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ = Σ¯(t)w + cΛ⊗ Γw(t− τ) +
(ΦT ⊗ In)I(t)(Φ⊗ In)w−
 ∗
0
w+ (ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need
to consider w2, w3, · · · , wN . Rewriting in the component form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (5.47)
where Σi = D¯f(s) +Di.
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So far, we have transferred the consensus problem of system (5.1) to the stability
problem of the N − 1 of n−dimensional systems.
Theorem 5.3 Suppose that ∥I(t)∥ ≤ γ is satisﬁed. If there exist matrices








 ≥ 0, (5.48)
for i = 2, 3, · · · , N , where B1 = P˙i(t)+Pi(t)Σi(t)+ΣTi (t)Pi(t)+hXi+Y Ti +Yi+
Qi + hΣ
T
i (t)ZiΣi(t), B2 = cλiPi(t)Γ− Yi + hcλiΣTi (t)ZiΓ and B3 = Π−1i +Θ−1i −
Qi + hc
2λ2iΓ
TZiΓ, then the NMAS (5.1) will achieve bounded consensus for the
time-invariant delay τ ∈ [0, h] for some h <∞.





















The i-th (i = 2, 3, · · · , N) equation in system (5.47) can be written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w + (ΦTi ⊗ In)F (t). (5.50)
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Deﬁning a(.), b(.) andM in [94] as a(α) = wi(t), b(α) = w˙i(α) andM = cλiPi(t)Γ
for all α ∈ [t− τ, t] then we have




w˙Ti (α)Ziw˙i(α)dα + 2w
T
i (cλiPi(t)Γ− Yi)wi(t− τ)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w + 2wTi Pi(t)(ΦTi ⊗ In)F (t). (5.51)
Moreover, V˙2 can be enlarged as




i ⊗ In)I(t)(Φ⊗ In)w + 2h(Σi(t)wi)TZi(ΦTi ⊗ In)F (t)
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)w)TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))








i Qiwi − wTi (t− τ)Qiwi(t− τ). (5.53)
Applying the Young Inequality, then 2h(cλiΓwi(t−τ))TZi(ΦTi ⊗In)I(t)(Φ⊗In)w ≤
wTi (t − τ)Π−1i wi(t − τ) + h2c2λ2iwT ((Φ ⊗ In)T I(t)(ΦTi ⊗ In)TZiΓΠiΓTZi(ΦTi ⊗
In)I(t)(Φ⊗In))w(t), and 2h(cλiΓwi(t−τ))TZi(ΦTi ⊗In)F (t) ≤ wTi (t−τ)Θ−1i wi(t−
τ)+h2c2λ2iF
T (t)(ΦTi ⊗In)TZiΓΘiΓTZi(ΦTi ⊗In)F (t). Applying these two inequal-
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max(Zi)−δ. Thus, according to [92] and Lyapunov stabil-
ity theory, bounded consensus is ultimately achieved. This completes the proof.
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5.4.2 Adaptive Pinning Controllers
Assume that the ﬁrst l agents are selected as pinned agents with the adaptive
controllers: 




ui = 0, l + 1 ≤ i ≤ N,
(5.56)
where constant hi > 0 and positive deﬁnite matrix Pi(t) ∈ Rn×n. Applying
Newton-Leibniz formula, then the error NMAS can be rewritten as
e˙i = Df¯(s)ei + c
∑N














e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(5.57)
Repeating a similar procedure to the previous subsection, then we have
w˙i = Df¯(s(t))wi − di(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(5.58)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous subsection.
87
Theorem 5.4 Suppose that ∥I(t)∥ ≤ γ is satisﬁed. If there exist matrices
Pi(t) ∈ PC1n×n, Qi > 0, Θi > 0, Πi > 0, Xi, Yi and Zi of appropriate dimensions







 ≥ 0, (5.59)
for i = 2, 3, · · · , N , where B1 = P˙i(t)+Pi(t)(Df(s))+ (Df(s))TPi(t)− 2dPi(t)+
hXi + Y
T
i + Yi + Qi + hΣ
T





i −Qi + hc2λ2iΓTZiΓ, then the system (5.1) will achieve bounded
consensus for the time-invariant delay τ ∈ [0, h] for some h <∞.


























The remaining part of the proof is similar to that of Theorem 5.1 and is therefore
omitted here. This completes the proof.
5.5 Examples
In this section, we will construct examples to demonstrate the proposed results
above.
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Example 5.1 The agent dynamics can be chosen as follows




−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
 , i = 1, 2, · · · , 6,
Bi =

−10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0




+ π) 0 0)T , i = 1, 2, · · · , 11.
The communication coupling matrix A and the inner coupling matrix are
A =

−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1










Given the initial values of 11 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T ,
(−14 13 14)T , (−12 14 12)T and (−10 15 10)T respectively. We may verify
the conditions of Theorem 5.1 and Theorem 5.2 readily. This demonstrates the
consensus of the NMAS is achieved for any time delay 0 < τ ≤ 0.061. Simulation
results are depicted in Fig 5.1 to Fig 5.5 for τ = 0.061 and c = 1.
The simulation curves in Fig 5.1 show that the states of all agents are ultimately
bounded stable. The average state trajectory s(t) is chosen as the desired moving
trajectory and is depicted in Fig 5.2 Fig 5.3 to Fig 5.5 demonstrate that the state
errors between each agent’s states and the desired state trajectory respectively,
and the deviation systems are also ultimately bounded stable. These simulation
curves show that all agents eventually move with the desired state trajectory in
the sense of boundedness.
Example 5.2
The controlled consensus results will be veriﬁed based on the NMAS (5.61).
Design the following controllersuik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated by simulation.
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Fig 5.1 The dynamics of all agents.
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Fig 5.2 The average state trajectory s(t).
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Fig 5.3 The consensus error dynamics for the ﬁrst dynamic of each agent.
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Fig 5.4 The consensus error dynamics for the second dynamic of each agent.
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Fig 5.5 The consensus error dynamics for the third dynamic of each agent.
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Given the initial values of 11 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T ,
(−14 13 14)T , (−12 14 12)T , (−10 15 10)T respectively and Pik(t) = I3. We may
verify the conditions of Theorem 5.3 and Theorem 5.4 readily. This demonstrates
the bounded consensus of the MAS is achieved for any time delay 0 < τ ≤ 0.061.
Simulation results are depicted in Fig 5.6 to Fig 5.9 for τ = 0.061 and c = 1.
5.6 Conclusions
In this chapter, we’ve investigated the consensus problems and controlled con-
sensus problems of NMAS with diﬀerent agent dynamics. The derived results are
veriﬁed via theoretical analysis and numerical simulation. The consensus for the
NMAS is achieved based on a series of transformations and Lyapunov stability
theorem. The methods we presented here have several distinct features. Firstly,
they are very simple in form, but are more eﬀective to resolve the consensus prob-
lem with non-identical node dynamics. Secondly, the communication connection
between agents are not direct, and there are constant time delays in the commu-
nication topology. It should be noted that the conditions are still restrictive and
all the delays are the same, and further investigations will focus on relaxing these
limitations.
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Fig 5.6 All agent dynamics under pinning control.






























Fig 5.7 All agent dynamics under adaptive pinning control.
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Fig 5.8 All agent error dynamics under pinning control.





























Fig 5.9 All agent error dynamics under adaptive pinning control.
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Chapter 6
Global Consensus of NMAS with
Diﬀerent Agent Dynamics and
Time-Varying Delay Topology
The global bounded consensus problem of NMAS exhibiting nonlinear, non-identical
agent dynamics with communication time-varying delay will be investigated in
this chapter. Delay-independent and delay-dependent bounded consensus crite-
rion and controlled bounded consensus criterion based on the Lypunov-Krasovskii
functional method and pinning control scheme are derived. The proposed consen-
sus criteria ensures that all agents eventually move along the desired trajectories
in the sense of boundedness. Many related results in this area can be viewed as
special cases of the above proposed consensus criterion. The eﬀectiveness of the
theoretical results are veriﬁed by means of numerical simulations.
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6.1 Introduction
The present chapter will extend the results in the previous chapter to the time-
varying coupling case. This chapter will focus on the global consensus problems of
NMAS based on pinning control methods, and the proposed consensus criterion
and controlled consensus criterion is formulated in terms of certain boundedness
of state errors.
The rest of this chapter is organized as follows. A continuous-time NMAS model
with time-varying communication delay is presented in section 6.2 and its consen-
sus analysis is made in section 6.3. In section 6.4, pinning control and adaptive
pinning control are introduced in and controlled bounded consensus criterion is
derived in section 6.4. Numerical simulation examples are given in section 6.5 to
verify the eﬀectiveness of the proposed results, followed by conclusions in section
6.6.
6.2 Problem Description
Consider a NMAS consisting of N non-identical agents with time-varying com-
munication delay:
x˙i(t) = fi(xi(t)) + c
∑
j∈Ni
aijΓxj(t− τ(t)), i = 1, 2, · · · , N, (6.1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the agent
vi, fi(xi(t)) : R
n → Rn are continuously diﬀerentiable mappings with Jacobian
Dfi, representing the self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and where γij ̸= 0
means two connected agents are linked via their ith and jth state variables,
respectively. The adjacency matrix A = (aij) ∈ RN×N(which is symmetric and
100
irreducible) represents the communication topology relation of the NMAS, and
is deﬁned by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni) and aii = −
∑
j ̸=i aij. τ(t)
is a time-varying coupling delay which reﬂects the reality that the agent vi can’t
obtain information from agent vj instantaneously.














We now discuss the problem of global consensus for the NMAS (6.1). The con-
sensus problem formulation here is the same as in the previous chapter, i.e., the
consensus problem is solvable if the states of all agents satisfy certain boundedness
of xi(t)− xj(t), ∀i, j = 1, 2, · · · , N as t→∞. .
6.3 Global Bounded Consensus Analysis
Deﬁne the error vector
ei(t) = xi(t)− s(t), i = 1, 2, · · · , N. (6.4)
Obviously,
∑N






j∈Ni akjΓxj(t− τ(t)) = 0, then the NMAS
(6.1) can be rewritten in terms of ei as









The following work will focus on simplifying the error NMAS (6.5) by means of
a series of transformations using a procedure similar to [88].
Applying the Newton-Leibniz formula, error NMAS (6.5) can be further written
as














Dfk(s(t) + τek(t))ek(t)dτ + fi(s(t))− f¯(s(t)). (6.6)
If we consider the linearized NMAS of (6.1), we have
e˙i(t) = Df¯(s(t))ei(t) + c
N∑
j∈Ni





Dfk(s(t))ek(t) + fi(s(t))− f¯(s(t)). (6.7)
Let e(t) = (eT1 (t), e
T
2 (t), · · · , eTN(t))T , then (6.6) becomes
e˙(t) = IN ⊗Df¯(s)e(t) + cA⊗ Γe(t− τ(t)) + I(t)e(t)− 1
N

































Since A is symmetric and irreducible, according to Lemma 4.1, there exists a
unitary matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN), such that (??) is satisﬁed.
This together with ω(t) = (ΦT ⊗ In)e(t) gives
ω˙(t) = (ΦT ⊗ In)e˙(t)
= (ΦT ⊗ In)(IN ⊗Df¯(s))(Φ⊗ In)ω(t) + (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)ω(t− τ(t))
+ (ΦT ⊗ In)I(t)(Φ⊗ In)ω(t)− 1
N















where Φ¯k stands for the matrix with its k-th column equals Φ1 and the rest of its
elements are zero, then we have
1
N








Dfk(s(t) + τek(t))dτ(Φ⊗ In), (6.11)
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where Ik stands for the matrix with its k-th column equals (1 0 · · · 0)T and the
rest of its elements are zero.
Thus, a simple calculation gives
1
N










where Υk ∈ R1×N and 0 ∈ R(N−1)×N .
Therefore,




ω(t) + (ΦT ⊗ In)F (t). (6.13)
Since ω1 ≡ 0, we only need to consider ω2(t), ω3(t), · · · , ωN(t). Rewriting (6.13)
in the component form we have
ω˙i(t) = Df¯(s(t)ωi(t) + cλiΓωi(t− τ(t)) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N. (6.14)
So far, we have transferred the consensus problem of NMAS (6.1) to the stability
problem of the N − 1 of n−dimensional systems.
In the following, a time-independent global consensus criteria is derived for the
NMAS (6.1).
Theorem 6.1 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n, Qi
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and constants ζ > 0, γ ≥ 0, a > 0 and b > 0 such that
a∥x(t)∥2 ≤ xT (t)Pi(t)x(t) +
∫ t
t−τ(t)
wTi (α)Qiwi(α)dα ≤ b∥x(t)∥2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (6.15)
P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))





+ ζI ≤ 0, i = 1, 2, · · · , N, (6.16)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (6.17)
Then the system (6.43) converges to the set
M = {e(t)|∥e(t)∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ } (6.18)





2 , ζ > 2γβ and µ(t) = ∥F (t)∥ is bounded. Furthermore,
the NMAS (6.1) achieves bounded consensus for any ﬁxed time delay τ(t) > 0,
0 ≤ τ˙(t) ≤ 1.
Proof. Choose the following Lyapunov-Krasovskii functional as









wTi (α)Qiwi(α)dα, i = 2, 3, · · · , N.
(6.20)
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Diﬀerentiating (6.53) along the trajectory of (6.45) gives
V˙i(wi(t), t) = w
T




i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t)
+ 2wTi (t)(cλiPi(t)Γ)wi(t− τ(t))− (1− τ˙(t))wTi (t− τ(t))Qiwi(t− τ(t)).
(6.21)
Applying the Young Inequality to the equality (6.54), results in








i ⊗ In)I(t)(Φ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t). (6.22)
Condition (6.66) implies that the ﬁrst term on the right hand side of (6.55)
satisﬁes






TPi(t))wi(t) ≤ −ζ∥wi(t)∥2. (6.23)




i ⊗ In)I(t)(Φi ⊗ In)w(t) ≤ 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥. (6.24)
The third term on the right hand side of (6.55) satisﬁes
2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi(t)∥. (6.25)
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Since V (w(t), t) =
∑N
i=2 Vi(wi(t), t), we have







(−ζ∥wi(t)∥2) + 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥+ 2µ(t)∥Pi(t)∥∥wi(t)∥








= ∥w(t)∥((2γβ − ζ)∥w(t)∥+ 2βµ(t)). (6.26)
Thus, when
∥w(t)∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (6.27)
we have
V˙ (w(t), t) ≤ −δ∥w(t)∥2. (6.28)
Applying Lemma 4.2 completes the proof.
Corollary 6.1 We have an asymptotic consensus criterion in the classical sense
when limt→∞µ(t) = 0. In particular, we have µ(t) ≡ 0 when all agents have
the same dynamics, i.e., fi(xi(t)) = f(x(t)). In such a case, applying theorem
6.1 to the linearized network (6.7), which is equivalent to taking γ = 0 in (6.48),
immediately achieves the universal consensus criteria existing in many literatures.
Therefore, Theorem 6.1 covers the existing criteria of networks with identical
agent dynamics as a special case.
Remark 6.1 The above result is a delay-independent globally consensus criterion
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and the ultimate convergence bound is evaluated by means of (6.51). Theorem
3.1 guarantees that all agents move along the desired trajectory described by
s(t) in terms of certain boundedness, i.e., the consensus achieved here is just
approximate instead of exact, in fact, to achieve exact consensus is impossible for
such a case.
Next, we will provide delay-dependent criterion for the proposed problem.
Theorem 6.2 Suppose that (6.46) and (6.48) in Theorem 6.1 are satisﬁed. If
there exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Πi > 0, Πi > 0, Xi, Yi and Zi of
appropriate dimensions such that
Ξ =
 Ξ11 cλiPi(t)Γ− Yi + hcλiDf¯(s(t))TZiΓ
∗ Π−1i + Σ−1i −Qi + hc2λ2iΓTZiΓ
 < 0, (6.29)
where Ξ11 = P˙i(t) + Pi(t)Df¯(s(t)) + Df¯(s(t))
TPi(t) + hXi + Y
T
i + Yi + Qi +
hDf¯(s(t))TZiDf¯(s(t)) and  Xi Yi
Y Ti Zi
 ≥ 0, (6.30)
for i = 2, 3, · · · , N , then the NMAS (6.1) will achieve bounded consensus for the
time varying delay 0 ≤ τ(t) ≤ h <∞, 0 < τ˙(t) ≤ 1.
Proof. Construct the following Lyapunov-Krasovskii functional as





















The i-th (i = 2, 3, · · · , N) equation in system (6.45) can be written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N, (6.32)
and, thus, the derivative of V1(wi(t), t) satisﬁes
V˙1(wi(t), t) = w
T
i (t)(P˙i(t) + Pi(t)(Df¯(s(t)) + cλiΓ)







i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (6.33)
Deﬁning a(.), b(.) and M as a(α) = wi(t), b(α) = w˙i(α) and M = cλiPi(t)Γ for
all α ∈ [t− τ(t), t] and then applying Lemma 5.1 results in
V˙1(wi(t), t) ≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))TPi(t) + hXi + Y Ti
+ Yi]wi(t) + 2w
T










V˙2(wi(t), t) = τ(t)[Df¯(s(t))ωi(t) + cλiΓωi(t− τ(t)) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t)]TZi[Df¯(s(t))ωi(t) + cλiΓωi(t− τ(t))





the above equality can be enlarged as
V˙2(wi(t), t)








i ⊗ In)F (t)
+ 2h(cλiΓωi(t− τ(t)))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ 2h(cλiΓωi(t− τ(t)))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))






V˙3(wi(t), t) = w
T
i (t)Qiwi(t)− (1− τ˙(t))wTi (t− τ(t))Qiwi(t− τ(t)). (6.37)
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≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))TPi(t) + hXi + Y Ti + Yi]wi(t)
+ 2wTi (t)(cλiPi(t)Γ− Yi)wi(t− τ(t))
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T




i ⊗ In)I(t)(Φ⊗ In)ω(t)




i ⊗ In)F (t)
+ 2h(cλiΓωi(t− τ(t)))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ 2h(cλiΓωi(t− τ(t)))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))
+ h((ΦTi ⊗ In)F (t))TZ((ΦTi ⊗ In)F (t)) + wTi (t)Qiwi(t)
− (1− τ˙(t))wTi (t− τ(t))Qiwi(t− τ(t)).
Applying the Young Inequality, we have 2h(cλiΓωi(t−τ(t)))TZi(ΦTi ⊗In)I(t)(Φ⊗
In)ω(t) ≤ h2c2λ2iwT (t)((Φ ⊗ In)T I(t)(ΦTi ⊗ In)TZiΓΠiΓTZi(ΦTi ⊗ In)I(t)(Φ ⊗
In))w(t)+w
T
i (t−τ(t))Π−1i wi(t−τ(t)) and 2h(cλiΓωi(t−τ(t)))TZi(ΦTi ⊗In)F (t) ≤
wTi (t− τ(t))Σ−1i wi(t− τ(t)) + h2c2λ2iF T (t)(ΦTi ⊗ In)TZiΓΣiΓTZi(ΦTi ⊗ In)F (t).
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Applying (6.46) and (6.48) to the above inequality results in:




































































































where Ξ is deﬁned in (6.29). Thus, according to deﬁnition 4.1 and Lyapunov
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stability theory, bounded consensus is ultimately achieved.
Remark 6.2. The above two bounded consensus criteria can be viewed as exten-
sions of the related consensus criteria for the cases of identical nodes to the cases
of non-identical nodes. Because of the complexity of the consensus problems for
non-identical nodes, we only obtain here suﬃcient conditions instead of suﬃcient
and necessary condition. At the same time, the conditions obtained here are
somewhat complicated and diﬃcult to verify, but according to certain speciﬁc
cases, we can construct an appropriate numerical simulation example to verify
the eﬀectiveness of the proposed results. Comparing the above two theorems, it
can be seen that the boundary of the convergence set and the maximum size of
time-varying delay can be evaluated respectively.
6.4 Global Controlled Bounded Consensus Cri-
terion
6.4.1 Linear feedback pinning controller
To achieve the goal, we apply the feedback control strategy on a small fraction
δ (0 < δ ≤ 1) of the agents in system (6.1). Suppose that nodes i1, i2, · · · , il are
selected to be under control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled NMAS can be described asx˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ(t)) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ(t)), l + 1 ≤ k ≤ N.
(6.40)
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The local linear negative feedback control law is chosen as follows:uik = −dik(xik − s), 1 ≤ k ≤ l,uik = 0, l + 1 ≤ k ≤ N, (6.41)
where the feedback gain dik > 0.
Combine (6.40) and (6.41) and rearrange the order of the nodes in the network.






j∈Ni akjΓxj(t− τ(t)) = 0 and
∑N
i=1 ei = 0. Then by applying the
Newton-Leibniz formula, error systems can be written as












+fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,












+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(6.42)
The following work will focus on simplifying the error systems (6.42) by means
of a series of transformations using a procedure similar to [88].
Deﬁne the following matrix
D = diag(D1, D2, · · · , DN) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
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Let e = (eT1 , e
T
2 , · · · , eTN)T , then (6.42) becomes
e˙ = Σ¯(t)e+ cA⊗ Γe(t− τ(t)) + I(t)e− 1
N
H(t)e+ F (t), (6.43)









i (t) = (f
T
1 (s)− f¯T (s), · · · , fTN(s)− f¯T (s)) and
I(t) = diag{∫ 1
0




Since A is symmetric and irreducible, according to [88], there exists a unitary
matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w + (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ(t))
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t)− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w.
(6.44)




k=1(0 · · · 0 Φ¯k 0 · · · 0)⊗
∫ 1
0
Dfk(s+ τek)dτ , where Φ¯k
stands for the matrix with its k-th column equal to Φ1 and the remaining elements




k=1(0 · · · 0 Ik 0 · · · 0)⊗∫ 1
0
Dfk(s+ τek)dτ(Φ⊗ In), where Ik stands for the matrix with its k-th column
equals (1 0 · · · 0)T and the remaining of its elements are zero.
















Since w1 ≡ 0, we only need to consider w2, w3, · · · , wN . Rewriting in the compo-
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nent form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ(t)) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (6.45)
where Σi = D¯f(s) +Di.
So far, we have transferred the consensus problem of system (6.1) to the stability
problem of the N − 1 of n−dimensional systems.
Theorem 6.3 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n, Qi




wTi (α)Qiwi(α)dα ≤ b∥x∥2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (6.46)






TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N, (6.47)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (6.48)
Let





∥Pi(t)∥2) 12 , (6.50)
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if ζ > 2γβ, then system (6.43) converges to the set
M = {e|∥e∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (6.51)
for any time-varying delay τ(t) > 0, namely, e(t) = xi(t) − 1N
∑N
k=1 xk(t) → Ω
as t → ∞, where δ > 0 is any constant satisfying δ < ζ − 2γβ, Furthermore,
the NMAS (6.1) achieves bounded consensus for any ﬁxed time delay τ(t) > 0,
0 ≤ τ˙(t) ≤ 1.











Diﬀerentiating (6.53) along the trajectory of (6.45) gives
V˙i = w
T





i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ(t))
− wTi (t− τ(t))Qiwi(t− τ(t)). (6.54)
Applying the Young Inequality to the equality (6.54) results in








i ⊗ In)F (t)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φ⊗ In)w. (6.55)
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Condition (6.47) implies that the ﬁrst term on the right hand side of (6.55)
satisﬁes






TPi(t))wi ≤ −ζ∥wi∥2. (6.56)
The second term on the right hand side of (6.55) satisﬁes
2wTi Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi∥. (6.57)




i ⊗ In)I(t)(Φi ⊗ In)w ≤ 2γ∥Pi(t)∥∥wi∥∥w∥. (6.58)
Since V =
∑N













= ∥w∥((2γβ − ζ)∥w∥+ 2βµ(t)). (6.59)
Thus, when
∥w∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (6.60)
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we have
V˙ ≤ −δ∥w∥2. (6.61)
Applying the result in [88] completes the proof.
6.4.2 Adaptive pinning controller
In this section, we will derive globally consensus criteria via direct adaptive pin-
ning control method. Without loss of generality, we still assume that the ﬁrst l
agents are selected as pinned agents with the adaptive controllers:




ui = 0, l + 1 ≤ i ≤ N,
(6.62)
where constant hi > 0 and positive deﬁnite matrix Pi(t) ∈ Rn×n. Applying
Newton-Leibniz formula, then the error NMAS can be rewritten as
e˙i = Df¯(s)ei + c
∑














e˙i = Df¯(s)ei + c
∑










Dfk(s+ τek)ekdτ + fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(6.63)
Repeating a similar procedure to the previous subsection, the controlled consensus
problem of system (6.1) is equivalent to the stability problem of the followingN−1
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of n-dimensional systems.
w˙i = Df¯(s(t))wi − diwi + cλiΓwi(t− τ(t)) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ(t)) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(6.64)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous subsection.
Theorem 6.4 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n, Qi
and constants ζ¯ > 0, γ ≥ 0, a > 0 and b > 0 such that







≤ b∥x∥2,∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (6.65)
P˙i(t)+Pi(t)Df¯(s) + (Df¯(s))




TPi(t) + ζ¯I ≤ 0, i = 1, 2, · · · , N, (6.66)
(6.48) and ζ¯ > 2γβ are satisﬁed, then the system (6.43) converges to the set
(6.51) for any time-varying delay τ(t) > 0, where µ(t) and β are the same as
in (6.49) and (6.50) respectively, δ¯ > 0 is any constant satisfying δ¯ < ζ¯ − 2γβ,
and then the NMAS (6.1) achieves bounded consensus for any ﬁxed time delay
τ(t) > 0, 0 ≤ τ˙(t) ≤ 1.
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i (α)Qiwi(α)dα, l + 1 ≤ i ≤ N,
(6.68)
where d is a positive constant to be determined.
Diﬀerentiating (6.68) along the trajectory of (6.64) gives
V˙i = w
T
i (P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))
TPi(t) +Qi − 2dPi(t))wi
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w + 2wTi Pi(t)(ΦTi ⊗ In)F (t)
+ 2wTi (cλiPi(t)Γ)wi(t− τ(t))− wTi (t− τ(t))Qiwi(t− τ(t)). (6.69)
The remaining part of the proof is similar to that of Theorem 6.1, so is therefore
omitted here. This completes the proof.
6.5 Examples
Example 6.1
In this subsection, we will construct an example to demonstrate the consensus
analysis results proposed above.
The agent dynamics can be chosen as follows





−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
 , i = 1, 2, · · · , 6,
Bi =

−10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0




+ π) 0 0)T , i = 1, 2, · · · , 11.
The communication coupling matrix A and the inner coupling matrix are
A =

−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1









Given the initial values of 11 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T ,
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(−14 13 14)T , (−12 14 12)T and (−10 15 10)T respectively. We may verify the
conditions of Theorem 6.1 readily. This demonstrates the consensus of the NMAS
is achieved for the time varying delay τ(t) > 0. Simulation results are depicted
in Fig 6.1 to Fig 6.5 for τ(t) = 1 + 0.5sin2(t)) and c = 1.
The simulation curves in Fig 6.1 show that the states of all agents are ultimately
bounded stable. The average state trajectory s(t) is chosen as the desired moving
trajectory and is depicted in Fig 6.2. Fig 6.3 to Fig 6.5 demonstrate that the state
errors between each agent’s states and the desired state trajectory respectively,
and the deviation systems are also ultimately bounded stable. These simulation
curves show that all agents eventually move with the desired state trajectory in
the sense of boundedness.
Example 6.2 To demonstrate the controlled consensus results obtained above,
we construct anther NMAS consisting of 12 agents described as follows




where fi(xi(t)) = Bixi(t) + g(xi(t)), Bi(i = 1, 2, · · · , 6) and Bi(i = 7, 8, · · · , 12)
are chosen as follows:
−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
 ,

−10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1





+ π) 0 0)T , i = 1, 2, · · · , 12.
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Fig 6.1 The dynamics of all agents.
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Fig 6.2 The average state trajectory s(t).
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Fig 6.3 The consensus error dynamics for the ﬁrst dynamic of each agent.
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Fig 6.4 The consensus error dynamics for the second dynamic of each agent.
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Fig 6.5 The consensus error dynamics for the third dynamic of each agent.
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Fig 6.6 All agent dynamics under pinning control.



























Fig 6.7 All agent dynamics under adaptive pinning control.
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Fig 6.8 All agent error dynamics under pinning control.






























Fig 6.9 All agent error dynamics under adaptive pinning control.
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The coupling matrix C = (CT1 C
T
2 · · ·CT12), C1 = (−8 1 1 0 1 1 1 0 1 1 1 0),
C2 = (1 − 8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1), C4 = (0 1 1 −
6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 − 6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 −7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 −
7 1 1 1), C10 = (1 1 1 1 1 1 1 1 1 − 10 1), C11 = (1 1 1 0 0 0 0 1 1 1 − 7 1),
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2}, respectively, where the
matrix A is produced by means of the Scale-Free network program.
Design the following controllersuik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated by simulation.
Given the initial values of 12 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T ,
(−14 13 14)T , (−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and Pik(t) =
I3, d1(0) = 1, d2(0) = 1, d10(0) = 1 and τ(t) =
π
2
+ arctan(t). The conditions
of Theorem 6.3 and Theorem 6.4 are satisﬁed readily. Bounded consensus of the
NMAS is achieved for any time varying delay satisfying 0 < τ ≤ π
2
+ arctan(t).






In this chapter, we’ve investigated the consensus problems of NMAS with diﬀerent
agent dynamics. The derived criteria are veriﬁed via theoretical analysis and
numerical simulation. The consensus for the NMAS is achieved based on a series
of transformations and Lyapunov stability theorem, the proposed results have also
been extended to the controlled consensus problems based on pining control and
adaptive pining control scheme. Many related results for the case of identical
agent dynamics have been viewed as the special cases of the proposed results.
However, it should be noted that the conditions are still restrictive and the time-
varying delay is chosen as special case.
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Chapter 7
Global Bounded Consensus of
NMAS with Diﬀerent Agents and
Multiple Time Delays
This chapter investigates the global bounded consensus problem of NMAS con-
sisting of nonlinear, non-identical node dynamics with communication time-delay
topology. We derive globally bounded controlled consensus conditions for both
delay-independent and delay-dependent conditions based on the Lypunov-Krasovskii
functional method. The proposed consensus criteria ensures that all agents even-
tually move along the desired trajectory in the sense of boundedness. Meanwhile,
the bounded consensus criteria can be viewed as an extension of the case of iden-
tical agent dynamics to the case of of non-identical agent dynamics. We ﬁnally




The consensus problem is to design distributed control strategies based on local
information that enables all agents to reach some kind of agreements on certain
quantities of interest. The topic has been studied across many ﬁelds of science and
engineering. The consensus analysis of a NMAS consisting of non-identical agent
dynamics is much more complicated than the identical case and few results have
been reported to date. This chapter will focus on the global consensus problems of
this kind of NMAS. Globally bounded consensus criterion and controlled bounded
consensus criterion based on the Lyapunov-Krasovskii functional method and
pining control scheme are obtained.
The rest of this chapter is organized as follows. A continuous-time NMAS model
with non-identical agent dynamics and communication time delays is presented in
section 7.2. The main results including delay-independent and delay-dependent
bounded consensus criterion are derived in section 7.3 and its corresponding con-
trolled bounded consensus problems are discussed in section 7.4. Numerical simu-
lation examples are given in section 7.5 to verify the eﬀectiveness of the proposed
results, followed by conclusions in section 7.6.
7.2 Problem Description
Consider a NMAS consisting ofN non-identical agents with communication delay:
x˙i(t) = fi(xi(t)) + ui, i = 1, 2, · · · , N, (7.1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state variables of the agent
vi, fi(xi(t)) : R
n → Rn are continuously diﬀerentiable mappings with Jacobian




τj1), xj2(t − τj2), · · · , xjn(t − τjn))T , c > 0 denotes the coupling strength, Γ =
(γij) ∈ Rn×n is the inner coupling matrix, and if γij ̸= 0, then it means two
connected agents are linked via their ith and jth state variables, respectively.
The adjacency matrix A = (aij) ∈ RN×N , which is symmetric and irreducible,
representing the communication topology relation of the NMAS, is deﬁned by
aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni) and aii = −
∑
j ̸=i aij. Time delay vector
(τj1, τj2, · · · , τjn) reﬂects the reality that the agent vi can’t obtain information
from agent vj instantaneously.
Remark 7.1 The consensus problem of NMAS is usually viewed as the synchro-
nization of coupled nonlinear oscillators and there is no signiﬁcant diﬀerences
between the NMAS and the complex dynamical networks. The synchronization
problem of the complex dynamical network usually emphasizes their nonlinear
node dynamics, thus only suﬃcient conditions can be given for verifying the syn-
chronization. However, in the context of NMAS, researches are mainly focusing on
designing various distributed strategies which can guarantee the NMAS achieve
agreements. In many cases, the agent dynamics are usually restricted to be sin-
gle or double integrators or high-order linear systems, and the most proposed
distributed consensus protocols are usually based on the relative states between
neighboring agents, but the fact is that many necessary and suﬃcient conditions
can be given.















The consensus problem formulation in the present paper is still the same to the
previous chapter. That is to say, the consensus problem is solvable if the states
of all agents satisfy certain boundedness of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as
t → ∞. This better reﬂects reality when it is impossible for NMAS (7.1) to
achieve exact consensus. To address this case we will focus on making the states
of all agents converge to a bounded set.
We now introduce some notations and deﬁnitions.
Let xj(t− τ) = (xj1(t − τ1), xj2(t − τ2), · · · , xjn(t − τn))T , xj(t− τj) = (xj1(t −
τj1), xj2(t− τj2), · · · , xjn(t− τjn))T .
Let µ2(A) is half the maximum eigenvalue of A¯
T + A.
7.3 Globally Bounded Consensus Analysis
Deﬁne the error vector
ei(t) = xi(t)− s(t), i = 1, 2, · · · , N. (7.4)
Obviously,
∑N






j∈Ni akjΓxj(t− τj) = 0, then the NMAS
(7.1) can be rewritten in terms of ei as








where ej(t− τj) = (ej1(t− τj1), ej2(t− τj2), · · · , ejn(t− τjn))T .
The following work will focus on simplifying the error NMAS (7.5) by means of
a series of transformations and the procedure is similar to [88, 89].
According to Newton-Leibniz formula, the error NMAS (7.5) can be written fur-
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ther as














Dfk(s(t) + τek(t))ek(t)dτ + fi(s(t))− f¯(s(t)), (7.6)
where Df¯(s(t)) is the Jacobian Matrix of f¯(x(t)) at s(t), and f¯(x(t)) is deﬁned
by (refaveragedynamicc7).
If we consider the linearized NMAS of (7.5), we have








Dfk(s(t))ek(t) + fi(s(t))− f¯(s(t)).
(7.7)
Let e(t) = (eT1 (t), e
T
2 (t), · · · , eTN(t))T , then (7.6) becomes
e˙(t) =IN ⊗Df¯(s)e(t) + cA⊗ Γe(t− τj) + I(t)e(t)− 1
N
H(t)e(t) + F (t), (7.8)









i (t) = (f
T
1 (s)− f¯T (s), · · · , fTN(s)− f¯T (s)) and
I(t) = diag{∫ 1
0




Since the graph G = (V,A) is a strongly connected graph and A is symmetric
and irreducible, there exists a unitary matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN),
such that the adjacency matrix A satisﬁes ΦTAΦ = Λ = diag{λ1, λ2, · · · , λN},





, · · · , 1√
N
)T and 0 = λ1 >
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λ2 ≥ · · · ≥ λN are the eigenvalues of A. Let ω(t) = (ΦT ⊗ In)e(t), then
ω˙(t) = (ΦT ⊗ In)e˙(t) = (ΦT ⊗ In)(IN ⊗Df¯(s))(Φ⊗ In)ω(t)
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)ω(t− τj) + (ΦT ⊗ In)I(t)(Φ⊗ In)ω(t)
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)ω(t) + (ΦT ⊗ In)F (t). (7.9)




k=1(0 · · · 0 Φ¯k 0 · · · 0)⊗
∫ 1
0
Dfk(s+ τek)dτ , where Φ¯k
stands for the matrix with its k-th column equal to Φ1 and the remaining elements
are zero, then we have 1
N
(ΦT ⊗In)H(t)(Φ⊗In) = 1√N
∑N
k=1(0 · · · 0 Ik 0 · · · 0)⊗∫ 1
0
Dfk(s+ τek)dτ(Φ⊗ In), where Ik stands for the matrix with its k-th column
equals (1 0 · · · 0)T and the remaining of its elements are zero. Thus, 1
N
(ΦT ⊗





 ⊗ ∫ 1
0
Dfk(s(t) + τek(t))dτ , where Υk ∈
R1×N and 0 ∈ R(N−1)×N . Therefore, ω˙(t) = IN ⊗Df¯(s)ω(t) + cΛ⊗ Γω(t− τj) +
(ΦT ⊗ In)I(t)(Φ⊗ In)ω(t)−
 ∗
0
ω(t) + (ΦT ⊗ In)F (t).. Since w1 ≡ 0, we only
need to consider w2, w3, · · · , wN . Rewriting in the component form we have
ω˙i(t) = Df¯(s(t)ωi(t) + cλiΓωi(t− τj) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N. (7.10)
In the following, a delay-independent global consensus criteria is derived for the
NMAS (7.1).
Theorem 7.1 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n and
constants ζ > 0, γ ≥ 0, a > 0 and b > 0 such that
a∥x(t)∥2 ≤xT (t)Pi(t)x(t) ≤ b∥x(t)∥2,





P˙i(t) + Pi(t)Df¯(s(t)) + λjΓ) + ζI ≤ 0, i = 1, 2, · · · , N, (7.12)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (7.13)
and exist an i and a j such that −λj(Γ + ΓT ) λiΓ
λiΓ
T 0
 ≤ 0, (7.14)
for all t ≥ t0, where i = 2, 3, · · · , n, j = 1, 2, · · · , n.
Let





∥Pi(t)∥2) 12 , (7.16)
if ζ > 2γβ, then the system (7.46) converges to the set
M = {e(t)|∥e(t)∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (7.17)
namely, e(t) = xi(t) − 1N
∑N
k=1 xk(t) → Ω as t → ∞, where δ > 0 is any con-
stant satisfying δ < ζ − 2γβ, and then the NMAS (7.1) achieves global bounded
consensus for any ﬁxed time delays τkl > 0(k, l = 1, 2, · · · , n).
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Proof. Choose the following Lyapunov function as




Vi(wi(t), t) = w
T
i (t)Pi(t)wi(t), i = 2, 3, · · · , N. (7.19)
Diﬀerentiating (7.19) along the trajectory of (7.48) gives
V˙i(wi(t), t) = w
T




i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t)



















i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t). (7.20)
where Θ =









P˙i(t) + Pi(t)Df¯(s(t)) + λjΓ) + (
1
2
P˙i(t) + Pi(t)Df¯(s(t)) + λjΓ)
T )wi(t)
≤ −ζ∥wi(t)∥2. (7.21)





i ⊗ In)I(t)(Φi ⊗ In)w(t) ≤ 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥. (7.22)
The third term on the right hand side of (7.20) satisﬁes
2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi(t)∥. (7.23)
Since V (w(t), t) =
∑N
i=2 Vi(wi(t), t), we have







(−ζ∥wi(t)∥2) + 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥+ 2µ(t)∥Pi(t)∥∥wi(t)∥








= ∥w(t)∥((2γβ − ζ)∥w(t)∥+ 2βµ(t)). (7.24)
Thus, when
∥w(t)∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (7.25)
we have
V˙ (w(t), t) ≤ −δ∥w(t)∥2. (7.26)
Applying Lemma 4.1 completes the proof.
Remark 7.2. The above result is a delay-independent globally consensus crite-
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rion and the ultimate convergence bound is evaluated by means of (7.17). The-
orem 7.1 guarantees that all agents move along the desired trajectory described
by s(t) in terms of certain boundedness, i.e., the consensus achieved here is just
approximate instead of exact; in fact, to achieve exact consensus is impossible for
such a case.
Remark 7.3 We have an asymptotic consensus criterion in the classical sense
when limt→∞µ(t) = 0. In particular, we have µ(t) ≡ 0 when all agents have
the same dynamics, i.e., fi(xi(t)) = f(x(t)). In such a case, applying theorem
3.1 to the linearized network (7.7), which is equivalent to taking γ = 0 in (7.13),
immediately achieves the universal consensus criteria existing in many literatures.
Therefore, Theorem 7.1 covers the existing criteria of networks with identical
agent dynamics as a special case.
Next, we will provide delay-dependent bounded consensus criterion for the pro-
posed problem.
Theorem 7.2 Suppose that (7.11) and (7.13) in Theorem 3.1 are satisﬁed. If
there exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Πi > 0, Zi > 0, Σi > 0, Xi and Yi of




 < 0, (7.27)
where  Xi Yi
Y Ti Zi
 ≥ 0, (7.28)
for i = 2, 3, · · · , N , Ξ11 = P˙i(t) + Pi(t)Df¯(s(t)) + Df¯(s(t))TPi(t) + nhXi +
nQi + 2n(Yi − cλin Pi(t)Γ) + nhDf¯(s(t))TZiDf¯(s(t)), Ξ12 = cλin Pi(t)Γ − Yi +
cλinhDf¯(s(t))




i −Qi + c2λ2inhΓTZiΓ and then the NMAS
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(7.1) achieves global bounded consensus for any ﬁxed time delays τkl ∈ [0, h] >
0(k, l = 1, 2, · · · , n) for some h <∞.
Proof. Construct the following Lyapunov-Krasovskii functional as
























The i-th (i = 2, 3, · · · , N) equation in system (7.48) can be written as








+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N, (7.30)
and, thus, the derivative of V1(wi(t), t) satisﬁes
V˙1(wi(t), t) = w
T
i (t)(P˙i(t) + Pi(t)(Df¯(s(t)) + cλiΓ)











i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t). (7.31)





all α ∈ [t− τkl, t] and then applying Lemma 4.2 results in
V˙1(wi(t), t) ≤ wTi (t)(P˙i(t) + Pi(t)(Df¯(s(t)) + cλiΓ)




















i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t)
V˙1(wi(t), t) can be further enlarged as
V˙1(wi(t), t) ≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s(t)) +Df¯(s(t))TPi(t)




















i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T





−τkl [Df¯(s(t))ωi(t) + cλiΓωi(t− τj) + (ΦTi ⊗ In)I(t)(Φ ⊗
In)ω(t) + (Φ
T
i ⊗ In)F (t)]TZi[Df¯(s(t))ωi(t) + cλiΓωi(t− τj) + (ΦTi ⊗ In)I(t)(Φ⊗
In)ω(t) + (Φ
T











i ⊗In)I(t)(Φ⊗In)ω+2nh(Df¯(s(t))ωi(t))TZi(ΦTi ⊗In)F (t)
+2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ ⊗ In)ω + 2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗
In)F (t)+2nh((Φ
T







i (α)Ziw˙i(α)dα + nh((Φ
T
i ⊗ In)I(t)(Φ⊗ In)ω)TZi((ΦTi ⊗
In)I(t)(Φ⊗ In)ω).




i (t− τk)Qiwi(t− τkl).
Then, we have
∑3
k=1 V˙k(wi(t), t) ≤ wTi [P˙i(t)+Pi(t)Df¯(s)+Df¯(s)TPi(t)+nhXi+
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2n(Yi− cλin Pi(t)Γ)]wi(t)+2wTi (t)( cλin Pi(t)Γ−Yi)
∑n
l=1wi(t−τkl)+2wTi (t)Pi(t)(ΦTi ⊗
In)I(t)(Φi⊗In)w(t)+2wTi Pi(t)(ΦTi ⊗In)F (t)+2nh(Df¯(s)ωi)TZi(ΦTi ⊗In)I(t)(Φ⊗




i ⊗ In)F (t) + 2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ⊗
In)ω+2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗In)F+2nh((ΦTi ⊗In)I(t)(Φ⊗In)ω(t))TZi(ΦTi ⊗
In)F (t)+nh((Φ
T








i (t− τkl)Qiwi(t− τkl).
Applying the Young Inequality gives 2nh(cλiΓwi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ ⊗
In)w ≤ n2h2c2λ2iwT ((Φ⊗In)T I(t)(ΦTi ⊗In)TZiΓΠiΓTZi(ΦTi ⊗In)I(t)(Φ⊗In))w(t)+
wi(t− τj)TΠ−1i wi(t− τj)
and
2nh(cλiΓwi(t− τj))TZi(ΦTi ⊗In)F (t) ≤ n2h2c2λ2iF T (t)(ΦTi ⊗In)TZiΓΘiΓTZi(ΦTi ⊗
In)F (t) + wi(t− τj)TΣ−1i wi(t− τj).


































































where Ξ is deﬁned in (??),



































Then, according to deﬁnition 4.1 and Lyapunov stability theory, bounded con-
sensus is ultimately achieved.
Remark 7.4. The above two bounded consensus criteria can be viewed as exten-
sions of the related consensus criteria for the cases of identical nodes to the cases
of non-identical nodes. Because of the complexity of the consensus problems for
non-identical nodes, we only obtain here suﬃcient conditions instead of suﬃcient
and necessary conditions. At the same time, the conditions obtained here are
somewhat complicated and diﬃcult to verify, but according to certain speciﬁc
cases, we can construct an appropriate numerical simulation example to verify
the eﬀectiveness of the proposed results. Comparing the above two theorems, it
can be seen that the boundary of the convergence set and the maximum size of
time delay can be evaluated respectively.
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Now we’ll investigate the global bounded consensus problem for the following
NMAS which can be viewed as a special case of NMAS (7.1):
x˙i(t) = fi(xi(t)) + ui, i = 1, 2, · · · , N, (7.35)
where all parameters have the same meanings as those in (7.1), and the unique
diﬀerence is that every node has the same retardation time vector (τ1, τ2, · · · , τn).
Repeating the similar process, we can transfer the consensus problem of NMAS
to the stability problem of the N − 1 of n−dimensional systems:
ω˙i(t) = Df¯(s(t)ωi(t) + cλiΓωi(t− τ) + (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N. (7.36)
Similar to the analysis of the Theorem 7.1, one can get the following corollary
easily:
Corollary 7.1 Suppose there exist positive deﬁnite matrices Pi(t) ∈ PC1n×n and
constants ζ > 0, γ ≥ 0, a > 0 and b > 0 such that
a∥x(t)∥2 ≤ xT (t)Pi(t)x(t) ≤ b∥x(t)∥2,




P˙i(t) + Pi(t)Df¯(s(t)) + λjΓ) + ζI ≤ 0, i = 1, 2, · · · , N, (7.38)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (7.39)
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and exist an i and a j such that −λj(Γ + ΓT ) λiΓ
λiΓ
T 0
 ≤ 0, (7.40)
for all t ≥ t0, where i = 2, 3, · · · , n, j = 1, 2, · · · , n.
Let






if ζ > 2γβ, then the system (7.46) converges to the set
M = {e(t)|∥e(t)∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (7.42)
namely, e(t) = xi(t)− 1N
∑N
k=1 xk(t)→ Ω as t→∞, where δ > 0 is any constant
satisfying δ < ζ−2γβ, and then the NMAS (7.1) achieves bounded consensus for
any ﬁxed time delay τk > 0(k = 1, 2, · · · , n).
7.4 Global Controlled Bounded Consensus Cri-
terion
7.4.1 Linear Feedback Pinning Controller
To achieve the goal, we apply the feedback control strategy on a small fraction
δ (0 < δ ≤ 1) of the agents in system (7.1). Suppose that nodes i1, i2, · · · , il are
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selected to be under control, where l = [δN ] represents the smaller but nearest
integer to the real number δN . This controlled MAS can be described asx˙ik = fik(xik) + c
∑N
j∈Ni aikjΓxj(t− τj) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑N
j∈Ni aikjΓxj(t− τj), l + 1 ≤ k ≤ N.
(7.43)
The local linear negative feedback control law is chosen as follows:uik = −dik(xik − s), 1 ≤ k ≤ l,uik = 0, l + 1 ≤ k ≤ N, (7.44)
where the feedback gain dik > 0.
Combine (7.43) and (7.44) and rearrange the order of the nodes in the network.






j∈Ni akjΓxj(t− τj) = 0 and
∑N
i=1 ei = 0. Then by applying the
Newton-Leibniz formula, error systems can be written as

e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,
e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(7.45)
The following work will focus on simplifying the error systems (7.45) by means
of a series of transformations using a procedure similar to [88].
Deﬁne the following matrix
D = diag(D1, D2, · · · , DN) ∈ RnN×nN ,
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where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN)T , then (7.45) becomes
e˙ = Σ¯(t)e+ cA⊗ Γe(t− τ) + I(t)e− 1
N
H(t)e+ F (t), (7.46)









i (t) = (f
T
1 (s)− f¯T (s), · · · , fTN(s)− f¯T (s)) and
I(t) = diag{∫ 1
0




Since A is symmetric and irreducible, according to [88], there exists a unitary
matrix Φ = (φij)N×N = (Φ1,Φ2, · · · ,ΦN). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w + (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τj)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w − 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t).
(7.47)




k=1(0 · · · 0 Φ¯k 0 · · · 0)⊗
∫ 1
0
Dfk(s+ τek)dτ , where Φ¯k
represents the matrix with its k-th column equal to Φ1 and the remaining elements




k=1(0 · · · 0 Ik 0 · · · 0)⊗∫ 1
0
Dfk(s+ τek)dτ(Φ⊗ In), where Ik represents the matrix with its k-th column
equals (1 0 · · · 0)T and the remaining of its elements are zero.
Then 1
N





 ⊗ ∫ 1
0
Dfk(s(t) + τek(t))dτ ,
where Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ = Σ¯(t)w+ cΛ⊗ Γw(t− τj) +
(ΦT ⊗ In)I(t)(Φ⊗ In)w−
 ∗
0
w+ (ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need
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to consider w2, w3, · · · , wN . Rewriting in the component form we have
w˙i = Σ˜i(t)wi + cλiΓwi(t− τj) + (ΦTi ⊗ In)F (t) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w,
i = 2, 3, · · · , N, (7.48)
where Σ˜i = D¯f(s) +Di.
Theorem 7.3 Suppose there exist matrices Pi(t) > 0, Qi > 0, Πi > 0, Σi > 0,
Xi, Yi and Zi of appropriate dimensions and constant γ ≥ 0 such that ∥I(t)∥ ≤ γ
and
Ξ =
 Ξ11 cλin Pi(t)Γ− Yi + cλinhΣ˜i(t)TZiΓ
∗ Π−1i + Σ−1i −Qi + c2λ2inhΓTZiΓ
 < 0, (7.49)
where Ξ11 = P˙i(t) +Pi(t)Σ˜i(t) + Σ˜i(t)
TPi(t) +nhXi+nQi+2n(Yi− cλin Pi(t)Γ)+
nhΣ˜i(t)
TZiΣ˜i(t)  Xi Yi
Y Ti Zi
 ≥ 0, (7.50)
for i = 2, 3, · · · , N , µ(t) = ∥F (t)∥ is bounded and β = (∑Ni=2 ∥Pi(t)∥2) 12 . Then
the NMAS (7.1) achieves global bounded consensus for any ﬁxed time delays
τkl ∈ [0, h] > 0(k, l = 1, 2, · · · , n) for some h <∞.
Proof. Construct the following Lyapunov-Krasovskii functional as

























The i-th (i = 2, 3, · · · , N) equation in system (7.48) can be written as








+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t), i = 2, 3, · · · , N, (7.52)
and, thus, the derivative of V1(wi(t), t) satisﬁes
V˙1(wi(t), t) = w
T












i ⊗ In)I(t)(Φi ⊗ In)w(t) + 2wTi (t)Pi(t)(ΦTi ⊗ In)F (t).
(7.53)




α ∈ [t−τkl, t] and then applying Lemma 4.2 results in V˙1(wi(t), t) ≤ wTi (t)[P˙i(t)+
Pi(t)Σ˜i(t) + Σ˜i(t)


















i ⊗ In)F (t).




i ⊗In)I(t)(Φ⊗In)ω(t)+2nh(Σ˜i(t)ωi(t))TZi(ΦTi ⊗In)F (t)+
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2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + 2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗
In)F +2nh((Φ
T






























wi(t− τkl) + 2wTi Pi(t)(ΦTi ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) + 2nh(Σ˜i(t)ωi(t))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)




i ⊗ In)F (t)
+ 2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t)
+ 2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)F (t)
+ 2nh((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi(ΦTi ⊗ In)F (t)
+ nh((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))TZi((ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t))




wTi (t− τkl)Qiwi(t− τkl).
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Applying the Young Inequality, then we have




T (t)((Φ⊗ In)T I(t)(ΦTi ⊗ In)TZiΓΠiΓTZi(ΦTi ⊗ In)I(t)(Φ⊗ In))w,
(7.54)
and
2nh(cλiΓωi(t− τj))TZi(ΦTi ⊗ In)F (t)
≤ wi(t− τj)TΣ−1i wi(t− τj) + n2h2c2λ2iF T (ΦTi ⊗ In)TZiΓΣiΓTZi(ΦTi ⊗ In)F (t).
(7.55)
Applying theorem’s conditions results:


































































































where Ξ is deﬁned in (7.61). Then, according to deﬁnition 4.1 and Lyapunov
stability theory, bounded consensus is ultimately achieved.
7.4.2 Adaptive Pinning Controller
In this section, we will derive globally consensus criteria via direct adaptive pin-
ning control method. Without loss of generality, we still assume that the ﬁrst l
agents are selected as pinned agents with the adaptive controllers:




ui = 0, l + 1 ≤ i ≤ N,
(7.58)
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where constant hi > 0 and positive deﬁnite matrix Pi(t) ∈ Rn×n. Applying
Newton-Leibniz formula, then the error NMAS can be rewritten as
e˙i = Df¯(s)ei + c
∑N














e˙i = Df¯(s)ei + c
∑N










Dfk(s+ τek)ekdτ + fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(7.59)
Repeating a similar procedure to the previous subsection, the controlled consensus
problem of system (7.1) is equivalent to the stability problem of the followingN−1
of n-dimensional systems.
w˙i = Df¯(s(t))wi − di(t)wi + cλiΓwi(t− τj) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τj) + (ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(7.60)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous subsection.
Theorem 7.4 Suppose there exist matrices Pi(t) > 0, Qi > 0, Πi > 0, Σi > 0,




 Ξ11 cλin Pi(t)Γ− Yi + cλinhΣ˜i(t)TZiΓ
∗ Π−1i +Σ−1i −Qi + c2λ2inhΓTZiΓ
 < 0, (7.61)
where Ξ11 = P˙i(t)+Pi(t)(Df(s(t)))+(Df(s(t)))
TPi(t)−2dPi(t)+nhXi+nQi+2n(Yi−
cλi




 ≥ 0, (7.62)
for i = 2, 3, · · · , N , µ(t) = ∥F (t)∥ is bounded and β = (∑Ni=2 ∥Pi(t)∥2) 12 . Then the
NMAS (7.1) achieves global bounded consensus for any ﬁxed time delays τkl ∈ [0, h] >
0(k, l = 1, 2, · · · , n) for some h <∞.
Proof. Construct the following Lyapunov-Krasovskii functional as





























The remaining part of the proof is similar to that of Theorem 7.1 and is therefore
omitted here. This completes the proof.
157
7.5 An Example
In this section, a NMAS consisting of 11 non-identical agents will be constructed to
demonstrate eﬃciency of the results proposed in the previous section. For simpliﬁca-
tion, the delay-dependent result will be veriﬁed solely and the delay-independent result
can be veriﬁed similarly. The objective is to guarantee 11 agents achieve bounded con-
sensus, and the consensus curves are described as the average dynamics of 11 agents in
a 2-dimensional coordinate system.
The agent dynamics can be chosen as follows




−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
 , i = 1, 2, · · · , 6,
Bi =

−10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0




+ pi) 0 0)T , i = 1, 2, · · · , 11.
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The communication coupling matrix A and the inner coupling matrix are
A =

−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1









Given the initial values of 11 agents as (10 5 − 10)T , (12 6 − 12)T , (14 7 − 14)T ,
(16 8 − 16)T , (18 9 − 18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T and (−10 15 10)T respectively, for any time delays 0 < τkl ≤ 0.061,
1 ≤ k, l ≤ 11, the NMAS will achieve consensus by means of verifying the conditions
of Theorem 7.2 readily. The simulation results of the consensus errors are depicted in
Fig 7.1, Fig 7.2 and Fig 7.3 for c = 1, and the communication time delay matrix used



























This chapter investigates the global consensus problems of NMAS with diﬀerent agent
dynamics. The derived criteria are veriﬁed via theoretical analysis and numerical sim-
ulation. The consensus for the NMAS is achieved based on a series of transformations
and Lyapunov stability theorem. The communication connection between agents are
not direct, and there are diﬀerent constant time delays in the communication topology.
It should be noted that the conditions are still restrictive. Further investigations will
focus on relaxing these limitations.
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Fig 7.1 The consensus errors ei1(t).















Fig 7.2 The consensus errors ei2(t).
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In the thesis, controlled consensus of NMAS with identical and non-identical
agent dynamics have been investigated, several controlled consensus criteria have
been obtained and all related results have been demonstrated eﬀective by means
of numerical simulations. The main contributions of the present thesis are sum-
marized as follows.
1. Exact consensus of NMAS with nonlinear agent dynamics and com-
munication delay
The average dynamics of all agents have been used as the desired moving tra-
jectories, and then linear feedback and adaptive feedback have been presented
to guarantee its global exact consensus based on the Lyapunov stability theory.
The controllers designed here are relatively simple in form, but are eﬀective to
resolve the consensus problem of the NMAS with nonlinear agent dynamics and
communication delay. It should be noted that the conditions obtained here are
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still restrictive.
2. Exact consensus of NMAS with uncertain coupling structure
The local and global consensus problems of NMAS with uncertain coupling struc-
ture has been investigated. The derived criteria are veriﬁed via theoretical anal-
ysis and numerical simulation. The consensus for the NMAS is achieved based
on a series of transformations and Lyapunov stability theorem. Compared with
many existing results, the controllers obtained here are more eﬀective in resolving
the consensus problem with uncertain coupling structure.
3. Global bounded consensus of NMAS with non-identical agent dy-
namics
The global consensus problems of NMAS with non-identical agent dynamics have
been discussed, and the proposed consensus criterion is formulated in terms of
certain boundedness of state errors. In addition, the exact consensus are also
investigated by means of nonlinear controllers. Compared with many existing
results, the results obtained here make two signiﬁcant advances. One is the
related results for the case of identical agent dynamics has been generalized to
the case of non-identical agent dynamics; the other is that the nonlinear feedback
controllers designed here can guarantee the NMAS achieve exact consensus.
4. Global bounded consensus of NMAS with nonlinear, non-identical
agent dynamics and communication time-delay
The thesis investigates the global bounded consensus problem of NMAS ex-
hibiting nonlinear, non-identical agent dynamics and communication time-delay.
Globally bounded consensus conditions for both delay-independent and delay-
dependent conditions based on the Lypunov-Krasovskii functional method are
derived. In addition, globally bounded controlled consensus conditions based on
pinning control method and adaptive pinning control method are derived. The
proposed consensus criteria ensures that all agents eventually move along the de-
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sired trajectories in the sense of boundedness. The proposed consensus criteria
generalizes the case of identical agent dynamics to the case of non-identical agent
dynamics and many related results in this area can be viewed as special cases
of the present results. Finally, the eﬀectiveness of the theoretical results will be
demonstrated by means of numerical simulations.
5. Global bounded consensus of NMAS with diﬀerent agent dynamics
and time-varying delay topology
The thesis also investigats the consensus problems of NMAS with nonlinear, non-
identical agent dynamics and communication time-varying delay. The consensus
for the NMAS is achieved based on a series of transformations and Lyapunov
stability theorem, the proposed results have also been extended to the controlled
consensus problems based on pining control and adaptive pining control scheme.
Many related results for the case of identical agent dynamics have been viewed
as the special cases of the proposed results. However, it should be noted that
the conditions are still restrictive and the time-varying delay is chosen as special
case.
6. Global controlled bounded consensus of NMAS with nonlinear, non-
identical agent dynamics and multiple delay topology
The thesis ﬁnally investigates the global bounded consensus problem of NMAS
consisting of nonlinear, non-identical node dynamics with multiple delays. The
globally bounded controlled consensus conditions for both delay-independent and
delay-dependent conditions based on the Lypunov-Krasovskii functional method
have been derived. The proposed consensus criteria ensures that all agents even-
tually move along the desired trajectory in the sense of boundedness. The eﬀec-




The problem of consensus on NMAS of structurally diﬀerent dynamical agent
is investigated in the present thesis. Consensus of NMAS is usually deﬁned in
terms of identical accordance on the evolution of each individual agent in the net-
work. However, for a network consisting of strictly diﬀerent agents, this type of
consensus should be redeﬁned. In this case, a generalized deﬁnition of consensus
can be considered, where the evolution of each agent can be related to others in
terms of a map. In order to achieve consensus on a network of strictly diﬀerent
agents, local linear and nonlinear controllers, adaptive and pinning adaptive con-
trollers are designed which force the network to achieve bounded consensus or
exact consensus respectively. However, the conditions obtained in this paper are
still restrictive for veriﬁcation, thus further research will focus on these problems.
1. Output consensus
Output consensus problems will be considered in the further research, compared
with the state consensus problem, output consensus problem is a bit more compli-
cated because the the corresponding proof has to turn to the Lasalle’s Invariance
Principle and the Cauchy’s convergence criteria. Some relatively simple results
have been gotten, but need further systematic investigation on this problem.
2. Nonlinear constructive methods
Feasibility study to NMAS based on the nonlinear constructive methods, such as
backstepping, forwarding and interlacing. If possible, the corresponding Lya-
punov functional constructing process may be simpliﬁed increasingly. Some
NMAS with special topology can be transformed into the necessary forms when
using such methods, thus further research will focus on how to expand their
application scales.
3. Switching topology
Most of the existing works have discussed static agent networks whose coupling
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matrices are constant in time. However, the interaction of connected nodes in
some real-world agent networks may change abruptly. This kind of agent networks
can be modeled as the NMAS with switching topology. But, for switched agent
network, not enough attention has been deserved, and very few works can be
found in the literature. So many open problems of such NMAS are remained to
be solved.
4. Nonlinear topology structure
For the sake of simpliﬁcation, many NMAS coupling terms have been assumed
to be linear instead of nonlinear. Such kind of topology structure is diﬃcult to
describe by means of the graph theory, thus to search for more useful modeling and
disposal methods are very meaningful. Some simple nonlinear coupling results
have been reported, but the results are too conservatism to applicable universally.
5. Other issues
Issues like disturbances, time delay, communication noise, sensor noise, and model
uncertainties need to be taken into account. Future research may be involved
in studying how communication noise and inconsistent time-delay from diﬀer-
ent neighboring agents aﬀect consensus for the whole system under dynamically
changing information exchange topologies.
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Global Bounded Consensus of Multiagent Systems
With Nonidentical Nodes and Time Delays
Wei-Song Zhong, Guo-Ping Liu, Fellow, IEEE, and Clive Thomas
Abstract—This paper investigates the global bounded consensus
problem of networked multiagent systems consisting of nonlinear
nonidentical node dynamics with the communication time-
delay topology. We derive globally bounded controlled consen-
sus conditions for both delay-independent and delay-dependent
conditions based on the Lyapunov–Krasovskii functional method.
The proposed consensus criteria ensure that all agents eventually
move along the desired trajectory in the sense of boundedness.
Meanwhile, the bounded consensus criteria can be viewed as an
extension of the case of identical agent dynamics to the case of non-
identical agent dynamics. We finally demonstrate the effectiveness
of the theoretical results by means of a numerical simulation.
Index Terms—Complex dynamical network, consensus, multia-
gent systems (MASs), networked control systems.
I. INTRODUCTION
MULTIAGENT SYSTEMS (MASs) analysis involves thestudy of how network architectures and interactions
between network components influence global control goals.
The research in this field can be categorized into two areas: One
is to deal with the design of distributed estimation techniques
which can be applied to the sensor networks, and the other is to
deal with the control of mobile autonomous agents where each
agent acts autonomously using information obtained over the
network from other neighboring agents [1]. In both areas, some
important contributions have been made in recent years [2]–[9].
The consensus problem requires an agreement to be reached
that depends on the states of all agents, i.e., to design distributed
control strategies based on local information that enables all
agents to reach some kind of agreements on certain quantities
of interest. The topic has been studied across many fields of
science and engineering, and many results have been achieved
[10]–[21]. In the context of MASs, many pioneering contribu-
tions involved with various distributed strategies that achieve
consensus have been witnessed. Olfati-Sabre introduced two
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consensus criteria for networks with and without time delays
and provides a convergence analysis for three kinds of MAS
with fixed and switching topologies [22]. A passivity-based
design framework developed to process the group coordination
problem, with both fixed and time-varying communication
structures, has also been considered [23]. All agents reach a
consensus if a small fraction of them are controlled by simple
feedback control, which is demonstrated in [24]. The robust
consensus problems of second-order MAS with diverse input
delays are investigated, and decentralized consensus conditions
are obtained for the MAS with symmetric coupling weights
based on the frequency-domain analysis in [25]. The consen-
sus problem for directed MAS with external disturbances and
model uncertainties for fixed and switching topologies is dis-
cussed in [26]. The average consensus problem for undirected
MAS having communication delays is studied, and sufficient
conditions are provided for the existence of average consensus
under bounded communication delays in [27]. A distributed
algorithm that asymptotically achieved consensus is character-
ized, and two discontinuous distributed algorithms that achieve
maximum and minimum consensus, respectively, are provided
in [28]. It should be noted that the agent dynamics involved in
most existing results are often restricted to be linear and iden-
tical ones. However, this is not always the case in practice, and
significant differences exist widely within the relevant agents.
Strictly speaking, each agent, regardless of the similarity in
its main functions, has characteristics that exhibit a degree of
difference, particularly in its isolated agent dynamics which are
usually modeled as nonlinear dynamical systems.
The consensus analysis of a MAS consisting of nonidentical
agent dynamics is much more complicated than that of the
identical case, and few results have been reported to date.
However, the following idea widely used in the complex dy-
namical network can be applied to deal with the consensus
analysis of the MAS. The similarity between the consensus of
MAS and the synchronization of complex dynamical networks
suggests a way forward [5], [29]. A complex network is a
large set of interconnected dynamic nodes where its specific
representation is determined by the specific application. It
has attracted tremendous attention in recent years [30], [31].
Since the connection topology plays a key role in forming the
behaviors of a complex network, researchers have examined a
variety of connection topologies and tried to better understand
how topology influences the network behavior. Synchroniza-
tion is one of the key issues that affect network behavior
and has been extensively addressed, and a large number of
papers on this topic have appeared based on complex networks
with identical nodes [32]–[42]. As for the synchronization of
1083-4419/$31.00 © 2012 IEEE
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complex networks with nonidentical nodes, some results have
been proposed. A simulation-based synchronization study for
nonidentical Kuramoto oscillators was carried out in [43]. A
simple case where all nonidentical nodes have the same equi-
librium was considered in [44], and a synchronization criterion
was given by constructing the same Lyapunov function for all
the nodes. [45] and [46] studied the synchronization problem
for a complex dynamical network with nonidentical nodes,
and the proposed results extend the relevant asymptotic syn-
chronization criteria to this case. Several collective properties
for coupled nonidentical chaotic systems were discussed in
[47] and [48]. Therefore, if the ideas in the synchronization
problem of complex dynamical networks are applied properly,
then consensus problems are solvable.
Inspired by preliminary results [49]–[51], this paper will
focus on the global consensus problems of MAS, and the
proposed consensus property is formulated in terms of the
certain boundedness of state errors which can be interpreted
as the difference between individuals. The reason why the
behavior of the MAS with nonidentical agent dynamics is
much more complicated than that of the identical case are
summarized as follows. Usually, no common equilibrium for
all agents exists even if each agent has an equilibrium; neither
does a consensus manifold exist in the classical sense. The
consensus of a MAS with identical agents is usually described
in terms of the (asymptotically) identical dynamical evolution
of state variables of every agent in the MAS, which is easy
to understand. However, this collective behavior, called exact
consensus, no longer exists in the MAS with nonidentical
agents due to the difference between the dynamics of the agents.
Furthermore, the MAS with nonidentical agent dynamics can-
not be decomposed into a number of lower dimensional systems
exactly like the identical-agent case. However, a MAS with
nonidentical agents may still exhibit some kinds of consensus
behaviors which are far from being fully understood, and very
few results have been reported to date. Certain reasonable
and satisfactory boundedness of state motion errors between
different agents can be taken as useful consensus properties.
Compared with many existing results, this paper makes sev-
eral significant contributions. First, we generalize the related
results for the case of identical agent dynamics to the case of
nonidentical agent dynamics, and the proposed results cover
the existing criteria of networks with identical agent dynamics
as special cases. Second, we consider the communication time
delay among the agents; global consensus criteria are given
based on solving a number of lower dimensional matrix in-
equalities and scalar inequalities, which generalize the criteria
using the method of the master stability function for MAS with
identical agents. Finally, globally bounded consensus condi-
tions for both delay-independent and delay-dependent condi-
tions based on the Lyapunov–Krasovskii functional method are
derived.
The rest of this paper is organized as follows. A continuous-
time MAS model with nonidentical agent dynamics and com-
munication time delays is presented, and some preliminaries
are introduced in Section II. The main results including delay-
independent and delay-dependent bounded consensus criteria
are derived in Section III. In Section IV, a numerical-simulation
example is given to verify the effectiveness of the proposed
results, followed by conclusions in Section V.
II. PRELIMINARIES
A. Problem Description
Let G = (V,A) be a graph of order N which consists of a
set of vertices V = {v1, v2, . . . , vN} and a set of edges A ⊆
V × V . An edge (vj , vi) in graph G means that agent vi sends
some information to agent vj . The set of neighbors of agent vi
is denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a MAS consisting of N nonidentical agents with
communication delay
x˙i(t) = fi (xi(t)) + ui, i = 1, 2, . . . , N (1)
where xi(t) = (xi1(t), xi2(t), . . . , xin(t))T ∈ Rn are the state
variables of the agent vi; fi(xi(t)) : Rn → Rn are continu-
ously differentiable mappings with Jacobian Dfi, representing
the self-dynamics of the agent vi; ui = c
∑
j∈Ni aijΓ(xj1(t−
τj1), xj2(t− τj2), . . . , xjn(t− τjn))T ; c > 0 denotes the cou-
pling strength; Γ = (γij) ∈ Rn×n is the inner coupling ma-
trix; and if γij 6= 0, then it means two connected agents
are linked via their ith and jth state variables, respectively.
The adjacency matrix A = (aij) ∈ RN×N , which is symmet-
ric and irreducible, representing the communication-topology
relation of the MAS, is defined by aij = aji = 1(vj ∈ Ni),
aij = 0(vj 6∈ Ni), and aii = −
∑
j 6=i aij . The time-delay vec-
tor (τj1, τj2, . . . , τjn) reflects the reality that the agent vi cannot
obtain information from agent vj instantaneously.
Remark 2.1: The consensus problem of MAS is usually
viewed as the synchronization of coupled nonlinear oscillators,
and there are no significant differences between the MAS and
the complex dynamical networks. The synchronization problem
of the complex dynamical network usually emphasizes its non-
linear node dynamics; thus, only sufficient conditions can be
given for verifying the synchronization. However, in the context
of MASs, researches are mainly focusing on designing various
distributed strategies which can guarantee the MAS to achieve
agreements. In many cases, the agent dynamics are usually
restricted to be single or double integrators or high-order linear
systems, and the most proposed distributed consensus protocols
are usually based on the relative states between neighboring
agents. However, the fact is that many necessary and sufficient
conditions can be given.







fk (x(t)) . (2)








The consensus-problem formulation in this paper is quite
different from many others, where the consensus problem is
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solvable if the states of all agents satisfy xi(t) → xj(t) ∀i, j =
1, 2, . . . , N as t →∞, i.e., there exists a function s(t) such that
limt→∞(xi(t)− s(t)) = 0. The consensus problem here will
be depicted instead via a certain boundedness of xi(t)− xj(t)
∀i, j = 1, 2, . . . , N as t →∞. This better reflects reality when
it is impossible for MAS (1) to achieve exact consensus. To
address this case, we will focus on making the states of all
agents converge to a bounded set.
B. Mathematical Preliminaries
Before stating the main results of this paper, the following
mathematical preliminaries are necessary.
Definition 1 [52]: The solution xi(t, t0, ψi) of the MAS (1)
is said to be uniformly ultimately bounded with respect to
the bound ε if for each δ > 0, there exists T = T (ε, δ) > 0
independent of t0 such that ‖xi(t, t0, ψi)‖ ≤ ε for all t ≥ t0 +
T when ‖xi(t0)‖ < δ, where ψi is the initial value given as
xi(t) = ψi for t ∈ [t0 − τ, t0], i = 1, 2, . . . , N .
Lemma 1 [45]: Let g(t) be a nonnegative bounded function
defined on R+ and
Ω =
{
x(t) ∈ Rn| ‖x(t)‖ ≤ limt→∞g(t)
}
. (4)
Suppose there exist a strictly positive definite matrix P (t) ∈
PC1n×n and a constant δ > 0 such that the derivative of
V (x(t), t) = xT (t)P (t)x(t) along the trajectory of the system
x˙(t) = f (x(t), t) , x(t) ∈ Rn; t ∈ [0,∞) (5)
satisfies
V˙ ≤ −δ ‖x(t)‖2 if ‖x(t)‖ ≥ g(t). (6)
For any t > 0, let
Qt =
{





c¯ = limt→∞ (max {‖x(t)‖ |x(t) ∈ Qt}) . (8)
Then, x(t) converges to the set
M = {x(t)| ‖x(t)‖ ≤ c¯} . (9)
Lemma 2 [53]: Assume that a(.) ∈ Rna , b(.) ∈ Rnb , and
M(.) ∈ Rna×nb are defined on an interval Ω. Then, for any





























We now introduce some notations and definitions.
Let xj(t−τ)=(xj1(t−τ1), xj2(t−τ2), . . . , xjn(t−τn))T
and xj(t−τj)=(xj1(t−τj1), xj2(t−τj2), . . . , xjn(t−τjn))T .
Let PC1n×n be the linear space of the uniformly bounded
continuous real matrix-valued functions defined on [0,∞).
For any P ∈ PCn×n, the norm of P is defined by ‖P‖ =
max0≤t<∞{‖P (t)‖}.
Let “⊗” be the Kronecker product.
Let µ2(A) be half the maximum eigenvalue of A¯T + A.
III. MAIN RESULTS
Define the error vector as
ei(t) = xi(t)− s(t), i = 1, 2, . . . , N. (11)
Obviously,
∑N





j∈Ni akjΓxj(t− τj) = 0; then, the MAS(1) can be rewritten in terms of ei as













The following work will focus on simplifying the error MAS
(12) by means of a series of transformations, and the procedure
is similar to [45] and [46].
According to the Newton–Leibniz formula, the error MAS
(12) can be written further as

















Dfk (s(t) + τek(t)) ek(t)dτ
+ fi (s(t))− f¯ (s(t)) (13)
where Df¯(s(t)) is the Jacobian matrix of f¯(x(t)) at s(t) and
f¯(x(t)) is defined by (refaveragedynamic).














Dfk (s(t)) ek(t)+fi (s(t))− f¯ (s(t)) . (14)
Let e(t) = (eT1 (t), eT2 (t), . . . , eTN (t))
T ; then, (13) becomes
e˙(t) = IN ⊗Df¯(s)e(t) + cA⊗ Γe(t− τj)
+I(t)e(t)− 1
N
H(t)e(t) + F (t) (15)
I(t) = diag{∫ 10 (Df1(s + τe1)−Df¯(s))dτ . . . ∫ 10 (DfN (s +
τeN )−Df¯(s))dτ}, Σ¯(t)=IN⊗Df¯(s)+D, HT (t)=(HT1 (t),
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. . . ,HTN (t)), Hi(t) = (
∫ 1
0 Df1(s + τe1)dτ, . . . ,
∫ 1
0 DfN (s +
τeN )dτ), F
T
i (t) = (f
T
1 (s)− f¯T (s), . . . , fTN (s)− f¯T (s)).
Since the graph G = (V,A) is a strongly connected graph
and A is symmetric and irreducible, there exists a unitary matrix
Φ = (ϕij)N×N = (Φ1,Φ2, . . . ,ΦN ), such that the adjacency
matrix A satisfies ΦTAΦ=Λ=diag{λ1, λ2, . . . , λN}, where




N, . . . ,
1/
√
N)T and 0=λ1>λ2≥· · ·≥λN as the eigenvalues of A.
Let ω(t) = (ΦT ⊗ In)e(t); then
ω˙(t) = (ΦT ⊗ In)e˙(t)





+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)ω(t− τj)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)ω(t)
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)ω(t)





k=1(0· · ·0Φ¯k0· · ·0)⊗
∫ 1
0 Dfk(s +
τek)dτ , where Φ¯k stands for the matrix with its kth
column equal to Φ1 and the remaining elements are





k=1(0 · · ·0Ik0 · · ·0)⊗
∫ 1
0 Dfk(s + τek)dτ(Φ⊗
In), where Ik stands for the matrix with its kth column equal
to (1 0 · · · 0)T and the remaining elements are zero. Thus, a









)⊗∫ 10 Dfk(s(t)+τek(t))dτ , where Υk ∈
R1×N and 0∈R(N−1)×N . Therefore, ω˙(t)=IN⊗Df¯(s)ω(t) +





(ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need to consider
w2, w3, . . . , wN . Rewriting in the component form, we have










F (t), i = 2, 3, . . . , N. (17)
In the following, a delay-independent global consensus cri-
terion is derived for the MAS (1).
Theorem 3.1: Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n and constants ζ > 0, γ ≥ 0, a > 0, and b > 0
such that
a ‖x(t)‖2 ≤ xT (t)Pi(t)x(t) ≤ b ‖x(t)‖2





P˙i(t) + Pi(t)Df¯ (s(t)) + λjΓ
)
+ ζI ≤ 0,
i = 1, 2, . . . , N (19)
‖I(t)‖ ≤ γ, i = 1, 2, . . . , N (20)





for all t ≥ t0, where i = 2, 3, . . . , n and j = 1, 2, . . . , n.
Let










if ζ > 2γβ. Then, the system (15) converges to the set
M =
{
e(t)| ‖e(t)‖ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ
}
(24)
namely, e(t) = xi(t)− (1/N)
∑N
k=1 xk(t) → Ω as t →∞,
where δ > 0 is any constant satisfying δ < ζ − 2γβ, and then,
the MAS (1) achieves global bounded consensus for any fixed
time delays τkl > 0(k, l = 1, 2, . . . , n).
Proof: Choose the following Lyapunov function as
V (wi(t), t) =
N∑
i=2
Vi (wi(t), t) (25)
Vi (wi(t), t) =w
T
i (t)Pi(t)wi(t), i = 2, 3, . . . , N. (26)


























































Condition (19) implies that the first term on the right-hand











P˙i(t) + Pi(t)Df¯ (s(t)) + λjΓ
)T )
wi(t)
≤ −ζ ‖wi(t)‖2 . (28)
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Applying condition (20), we know that the second term on






≤ 2γ‖Pi(t) ‖‖wi(t)‖‖w(t)‖. (29)





F (t) ≤ 2µ(t) ‖Pi(t)‖ ‖wi(t)‖ . (30)
Since V (w(t), t) =
∑N
i=2 Vi(wi(t), t), we have
V˙ (w(t), t) =
N∑
i=2






+ 2γ ‖Pi(t)‖ ‖wi(t)‖ ‖w(t)‖
+ 2µ(t) ‖Pi(t)‖ ‖wi(t)‖
= − ζ ‖w(t)‖2




≤ − ζ ‖w(t)‖2







= ‖w(t)‖ ((2γβ − ζ) ‖w(t)‖+ 2βµ(t)) . (31)
Thus, when
‖w(t)‖ ≥ 2βµ(t)
ζ − 2γβ − δ (32)
we have
V˙ (w(t), t) ≤ −δ ‖w(t)‖2 . (33)
Applying Lemma 1 completes the proof.
Remark 3.1: The aforementioned result is a delay-
independent globally consensus criterion, and the ultimate con-
vergence bound is evaluated by means of (24). Theorem 3.1
guarantees that all agents move along the desired trajectory
described by s(t) in terms of certain boundedness, i.e., the
consensus achieved here is just approximate instead of exact; in
fact, to achieve exact consensus is impossible for such a case.
Remark 3.2: We have an asymptotic consensus criterion in
the classical sense when limt→∞µ(t) = 0. In particular, we
have µ(t) ≡ 0 when all agents have the same dynamics, i.e.,
fi(xi(t)) = f(x(t)). In such a case, applying Theorem 3.1 to
the linearized network (14), which is equivalent to taking γ = 0
in (20), immediately achieves the universal consensus criteria
existing in many literatures. Therefore, Theorem 3.1 covers the
existing criteria of networks with identical agent dynamics as a
special case.
Next, we will provide a delay-dependent bounded consensus
criterion for the proposed problem.
Theorem 3.2: Suppose that (18) and (20) in Theorem 3.1
are satisfied. If there exist matrices Pi(t) ∈ PC1n×n, Qi > 0,













for i = 2, 3, . . . , N , Ξ11 = P˙i(t) + Pi(t)Df¯(s(t)) +
Df¯(s(t))TPi(t) + nhXi + nQi+2n(Yi − (cλi/n)Pi(t)Γ) +
nhDf¯(s(t))TZiDf¯(s(t)), Ξ12 = (cλi/n)Pi(t)Γ − Yi +
cλinhDf¯(s(t))
TZiΓ, and Ξ22 = Π−1i + Σ−1i −Qi +
c2λ2inhΓ
TZiΓ, then the MAS (1) achieves global bounded
consensus for any fixed time delays τkl ∈ [0, h] > 0(k, l =
1, 2, . . . , n) for some h < ∞.
Proof: Construct the following Lyapunov–Krasovskii
functional as





Vk (wi(t), t) (36)
where
V1 (wi(t), t) =w
T
i (t)Pi(t)wi(t)






































F (t), i = 2, 3, . . . , N (37)
and thus, the derivative of V1(wi(t), t) satisfies
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Defining a(.), b(.), and M in (10) as a(α) = wi(t), b(α) =
w˙i(α), and M = (cλi/n)Pi(t)Γ for all α ∈ [t− τkl, t] and














































P˙i(t) + Pi(t)Df¯ (s(t)) + Df¯ (s(t))
T Pi(t)



































−τkl [Df¯(s(t)) ωi(t) +
cλiΓωi(t−τj) +(ΦTi ⊗In)I(t)(Φ⊗In)ω(t)+(ΦTi ⊗In)F (t)]T
Zi[Df¯(s(t))ωi(t) + cλiΓωi(t−τj) + (ΦTi ⊗ In)I(t)(Φ⊗ In)







V˙2 (wi (t), t) ≤ nh [Df¯(s(t)) ωi(t) + cλiΓωi (t − τj)]T
Zi [Df¯ (s(t)) ωi(t) + cλi Γωi (t − τj)] + 2nh(Df¯(s)ωi)T
Zi(Φ
T
i ⊗ In)I(t)(Φ⊗ In)ω+2nh(Df¯(s(t))ωi(t))TZi(ΦTi ⊗
In) F (t) + 2nh (cλiΓωi (t − τj))TZi (ΦTi ⊗ In)I(t)(Φ ⊗
In) ω + 2nh (cλi Γωi (t − τj))T Zi (ΦTi ⊗ In) F (t) +
2nh ((ΦTi ⊗ In) I(t) (Φ ⊗ In)ω)T Zi (ΦTi ⊗ In) F (t) +
nh ((ΦTi ⊗ In) F (t))T Zi ((ΦTi ⊗ In) F (t)) +





























i ⊗ In)F (t) + 2nh(cλiΓωi(t− τj))T
Zi(Φ
T
i ⊗ In)I(t)(Φ ⊗ In)ω(t) + 2nh(cλiΓωi (t − τj))T
Zi (Φ
T
i ⊗ In)F (t) + 2nh((ΦTi ⊗ In)I(t)(Φ ⊗ In) ω(t))T
Zi (Φ
T
i ⊗ In) F (t) + nh((ΦTi ⊗ In) I(t)(Φ ⊗ In) ω(t))T
Zi ((Φ
T
i ⊗ In) I(t) (Φ ⊗ In)ω(t)) + nh((ΦTi ⊗ In)F (t))T
Zi((Φ
T





Applying the Young inequality, then, we have
2nh(cλiΓwi(t− τj))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)w ≤
wi(t− τj)TΠ−1i wi(t− τj) + n2h2c2λ2iwT ((Φ⊗
In)
T I(t)(ΦTi ⊗ In)TZiΓΠiΓTZi(ΦTi ⊗ In)I(t)(Φ⊗
In))w(t) and 2nh(cλiΓwi(t− τj))TZi(ΦTi ⊗
In)F (t) ≤ wi(t− τj)TΣ−1i wi(t− τj) +
n2h2c2λ2iF
T (t)(ΦTi ⊗ In)TZiΓΘiΓTZi(ΦTi ⊗ In)F (t).
Applying these results to the inequality, then, we have
V˙ ≤∑Ni=2(wi(t)/wi(t− τj))TΞ(wi(t)/wi(t− τj)) +











































































Then, according to Definition 1 and the Lyapunov stability
theory, bounded consensus is ultimately achieved.
Remark 3.3: The aforementioned two bounded consensus
criteria can be viewed as extensions of the related consensus cri-
teria for the cases of identical nodes to the cases of nonidentical
nodes. Because of the complexity of the consensus problems for
nonidentical nodes, we only obtain here sufficient conditions
instead of sufficient and necessary conditions. At the same time,
the conditions obtained here are somewhat complicated and
difficult to verify, but according to certain specific cases, we
can construct an appropriate numerical-simulation example to
verify the effectiveness of the proposed results. Comparing the
aforementioned two theorems, it can be seen that the boundary
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of the convergence set and the maximum size of time delay can
be evaluated, respectively.
Now, we will investigate the global bounded consensus prob-
lem for the following MAS which can be viewed as a special
case of MAS (1):
x˙i(t) = fi (xi(t)) + ui, i = 1, 2, . . . , N (40)
where all parameters have the same meanings as those in (1)
and the unique difference is that in (40), every node has the
same retardation time vector (τ1, τ2, . . . , τn).
Repeating the similar process, we can transfer the consensus
problem of MAS (40) to the stability problem of the N − 1 of
n-dimensional systems










F (t), i = 2, 3, . . . , N. (41)
Similar to the analysis of Theorem 3.1, one can get the
following corollary easily:
Corollary 3.1: Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n and constants ζ > 0, γ ≥ 0, a > 0, and b > 0
such that
a ‖x(t)‖2 ≤ xT (t)Pi(t)x(t) ≤ b ‖x(t)‖2





P˙i(t) + Pi(t)Df¯ (s(t)) + λjΓ
)
+ ζI ≤ 0,
i = 1, 2, . . . , N (43)
‖I(t)‖ ≤ γ, i = 1, 2, . . . , N (44)





for all t ≥ t0, where i = 2, 3, . . . , n and j = 1, 2, . . . , n.
Let










If ζ > 2γβ, then the system (15) converges to the set
M =
{
e(t)| ‖e(t)‖ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ
}
(47)
namely, e(t) = xi(t)− (1/N)
∑N
k=1 xk(t) → Ω as t →∞,
where δ > 0 is any constant satisfying δ < ζ − 2γβ, and then,
the MAS (1) achieves bounded consensus for any fixed time
delay τk > 0(k = 1, 2, . . . , n).
IV. EXAMPLE
In this section, a MAS consisting of 11 nonidentical agents
will be constructed to demonstrate the efficiency of the re-
sults proposed in the previous section. For simplification, the
delay-dependent result will be verified solely, and the delay-
independent result can be verified similarly. The objective is
to guarantee 11 agents to achieve bounded consensus, and the
consensus curves are described as the average dynamics of 11
agents in a 3-D coordinate system.
The agent dynamics can be chosen as follows:
x˙i(t) = Bixi(t) + g (xi(t)) , i = 1, 2, . . . , 11 (48)
where
Bi =
−10+0.1×(i−1) 10−0.1× (i− 1) 01 −1 1
0 −15−0.1× (i−1) 0
 ,
i = 1, 2, . . . , 6
Bi =
−10−0.1×(i−6) 10+0.1× (i− 6) 01 −1 1
0 −15+0.1×(i−6) 0
 ,












i = 1, 2, . . . , 11.
The communication coupling matrix A and the
inner coupling matrix are A = (AT1 AT2 . . . AT11),
A1 = (−8 1 1 0 1 1 1 0 1 1 1), A2 = (1− 8 1 1 1 0 1 0 1 1 1),
A3 = (1 1 − 6 1 0 0 0 1 0 1 1), A4 = (0 1 1 − 5 0 1 1 0 0 1 0),
A5 = (1 1 0 0 − 6 0 1 1 1 1 0), A6 = (1 0 0 1 0 − 5 1 0 1 1 0),
A7 = (1 1 0 1 1 1 − 7 1 0 1 0), A8 = (0 0 1 0 1 0 1 − 5 0 1 1),
A9 = (1 1 0 0 1 1 0 0 − 6 1 1), A10 = (1 1 1 1 1 1 1 1 1 −
10 1), and A11 = (1 1 1 0 0 0 0 1 1 1 − 6). Γ = diag{2, 2, 2},
respectively.
Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 − 20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , and (−10 15 10)T , respectively, for any time de-
lays 0 < τkl ≤ 0.061, 1 ≤ k, and l ≤ 11, the MAS will achieve
consensus by means of verifying the conditions of Theorem
3.2 readily. The simulation results of the consensus errors are
depicted in Figs. 1–3 for c = 1, and the communication time-
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Fig. 1. Consensus errors ei1(t).
Fig. 2. Consensus errors ei2(t).
Fig. 3. Consensus errors ei3(t).
V. CONCLUSION
This paper has investigated the global consensus problems of
MAS with different node dynamics. The derived criteria have
been verified via theoretical analysis and numerical simulation.
The consensus for the MAS has been achieved based on a
series of transformations and the Lyapunov stability theorem.
The methods presented here have several distinct features.
First, they are very simple in form but are more effective
in resolving the consensus problem with nonidentical agent
dynamics. Second, the communication connection between
agents is not direct, and there are constant time delays in the
communication topology. It should be noted that the conditions
are still restrictive. Further investigations will focus on relaxing
these limitations.
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Global bounded consensus of multi-agent systems with non-identical nodes and
communication time-delay topology
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This article investigates the global bounded consensus problem of networked multi-agent systems exhibiting
nonlinear, non-identical node dynamics with communication time-delays. Globally bounded consensus
conditions for both delay-independent and delay-dependent conditions based on the Lypunov–Krasovskii
functional method are derived. The proposed consensus criteria ensures that all agents eventually move along the
desired trajectories in the sense of boundedness. The proposed consensus criteria generalises the case of identical
agent dynamics to the case of non-identical agent dynamics, and many related results in this area can be viewed as
special cases of the above results. We finally demonstrate the effectiveness of the theoretical results by means of a
numerical simulation.
Keywords: networked control systems; multi-agent systems; consensus; complex dynamical network
1. Introduction
Multi-agent systems (MAS) analysis involves the study
of how the network architectures and interactions
between network components influence global control
goals. The research in this field can be categorised into
two areas: one is to deal with the design of distributed
estimation techniques which can be applied to the
sensor networks, and the other is to deal with the
control of mobile autonomous agents. In the latter
case, each agent acts autonomously using information
obtained over the network from other agents
(Zampieri 2008). In both areas some important
contributions have been made in recent years (Desai,
Ostrowski, and Kumar 2001; Yamaguchi, Arai, and
Beni 2001; Ren and Beard 2004; Porfiri, Roberson,
and Stilwell 2007; Wu, Guan, and Li 2007;
Corte´s 2009).
The consensus problem requires an agreement to be
reached that depends on the states of all agents. The
topic has been studied across many fields of science
and engineering (Hong, Hu, and Gao 2006; Kazerooni
and Khorasani 2008; Li and Zhang 2008; Xiao and
Wang 2008; Liu, Jia, Du, and Yuan 2009; Jiang, Yu,
and Zhou 2011; Xiao, Chen, and Parhami 2011). Reza
introduces two consensus criteria for networks with
and without time-delays and provides convergence
analysis for three kinds of MAS with fixed and
switching topologies (Olfati-Saber and Murray 2004).
A passivity-based design framework is developed to
process the group coordination problem, where both
fixed and time-varying communication structures are
considered in Arack (2007). All agents reach a
consensus if a small fraction of them are controlled
by simple feedback control is proposed in Chen, Chen,
Xiang, Liu, and Yuan (2009). The robust consensus
problems of second-order MAS with diverse input
delays are investigated and decentralised consensus
conditions are obtained for the MAS with symmetric
coupling weights based on frequency-domain analysis
in Tian and Liu (2009). The consensus problem for
directed MAS with external disturbances and model
uncertainties for fixed and switching topologies are
discussed in Lin, Jia, and Li (2008). The average
consensus problem for undirected MAS having com-
munication delays is studied and sufficient conditions
are provided for the existence of average consensus
under bounded communication delays in Bliman and
Trecate (2008). A distributed algorithm that asympto-
tically achieved consensus is characterised and two
discontinuous distributed algorithms that achieve max
and min consensus are provided respectively in Cortes
(2008). It is noted that the agent dynamics in most
existing works are often restricted to linear and
identical ones. Obviously, in practice, this is not
always the case. The consensus problem of MAS
with non-identical agent dynamics is much more
complicated than the identical case and few results
have been reported to date.
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The similarity between the consensus of MAS and
the synchronisation of complex networks shows us a
way forward (Wu et al. 2007; Li, Duan, Chen, and
Huang 2010). A complex network is a large set of
interconnected dynamic nodes where specific represen-
tation is determined by the specific application. It has
attracted tremendous attention in recent years
(Baraba´si, Albert, Jeong, and Bianconi 2000;
Strogatz 2001). Since the connection topology plays a
key role in forming the behaviours of a complex
network, researchers have examined a variety of
connection topology and tried to better understand
how the topology influences the network behaviour.
Synchronisation is one of the key issues that affect
network behaviour and has been extensively addressed
and a vast number of papers on this topic has appeared
based on complex networks with identical nodes (Li
and Chen 2003, 2006; Wang and Chen 2003; Belykh,
Belykh, and Hasler 2004; Lu¨, Yu, Chen, and Chen
2004; Chen 2006; Jiang, Tang, and Chen 2006; Zhou,
Lu, and Lu¨ 2006). As for the synchronisation of
complex networks with non-identical nodes, some
results have been proposed. A simulation based
synchronisation study for non-identical Kuramoto
oscillators was carried out in Brede (2008). A simple
case where all non-identical nodes have the same
equilibrium was considered in Xiang and Chen (2007)
and a synchronisation criterion was given by con-
structing the same Lyapunov function for all the
nodes. Hill and Zhao (2008) studied the synchronisa-
tion problem for a complex dynamical network with
non-identical nodes and the proposed results extend
the relevant asymptotic synchronisation criteria to this
case. Several collective properties for coupled non-
identical chaotic systems were discussed respectively in
Vincent and Laoye (2007) and Upadhyay and Rai
(2009). Therefore, if we use the ideas in the synchro-
nisation problem of complex dynamical networks
properly, then consensus problems are solvable.
Inspired by these early results, this article will focus
on the global consensus problems of MAS, and the
proposed consensus property is formulated in terms of
certain boundedness of state errors. The behaviour of
the MAS with non-identical agent dynamics is much
more complicated than the identical case. Usually,
neither common equilibrium for all agents exists even if
each agent has an equilibrium, nor does a consensus
manifold exist in the classical sense. Consensus of an
MAS with identical agents is usually described in terms
of (asymptotically) identical dynamical evolution of
state variables of every agent in the MAS, which is easy
to understand. However, this collective behaviour,
called exact consensus no longer exists in the MAS
with non-identical agents due to the difference between
the dynamics of the agents. Furthermore, we can not
decompose the MAS with non-identical agent
dynamics into a number of lower dimensional systems
exactly like the identical-agent case. Yet, an MAS with
non-identical agents may still exhibit some kinds of
consensus behaviours which are far from being fully
understood, and very few results have been reported by
now. Certain reasonable and satisfactory boundedness
of state motions errors between different agents can be
taken as useful consensus properties. Compared with
many existing results, this article makes several
significant advances. First, we generalise the related
results for the case of identical agent dynamics to the
case of non-identical agent dynamics and the proposed
results cover the existing criteria of networks with
identical agent dynamics as special cases. Second, we
consider the communication time-delay among the
agents and global consensus criteria are given based on
solving a number of lower dimensional matrix inequal-
ities and scalar inequalities, which generalise the
criteria using the method of the master stability
function for MAS with identical agents. Finally,
globally bounded consensus conditions for both
delay-independent and delay-dependent conditions
based on the Lypunov–Krasovskii functional method
are derived.
The rest of this article is organised as follows.
A continuous-time MAS model with non-identical
agent dynamics and communication time-delay is
presented and some preliminaries are introduced in
Section 2. The main results including
delay-independent and delay-dependent bounded con-
sensus criterion are derived in Section 3. In Section 4,
a numerical simulation example is given to verify
the effectiveness of the proposed results, followed by
conclusions in Section 5.
2. Preliminaries
2.1. Problem description
Let G¼ (V,A) be a graph of order N consisting of a set
of vertices V ¼ {v1, v2, . . . , vN} and a set of edges
AV V. An edge (vj, vi) in graph G means that
agent vi sends some information to agent vj. The set of
neighbours of agent vi is denoted by N i¼ {vj2V : (vj,
vi)2A}.
We consider an MAS consisting of N non-identical
agents with communication delay:
_xiðtÞ ¼ fiðxiðtÞÞ þ c
XN
j2N i
aijxj ðt Þ, i ¼ 1, 2, . . . ,N,
ð1Þ
where xi (t)¼ (xi1(t),xi2(t), . . . , xin(t))T2Rn are the state
variables of the agent vi, fi(xi(t)) :R
n!Rn are

































continuously differentiable mappings with Jacobian
Dfi, representing the self-dynamics of the agent vi,
c4 0 denotes the coupling strength, ¼ ( ij)2Rnn is
the inner coupling matrix and  ij 6¼ 0 means two
connected agents are linked via their ith and jth state
variables, respectively. The adjacency matrix
A¼ (aij)2RNN (which is symmetric and irreducible)
represents the communication topology relation of
the MAS, and is defined by aij¼ aji¼ 1(vj2N i),
aij¼ 0(vj =2N i) and aii¼
P
j 6¼iaij.  is a constant
coupling delay which reflects the reality that the
agent vi can not obtain information from agent vj
instantaneously.
The average dynamic of all agents is defined by the
vector field












We now discuss the problem of global consensus
for the MAS (1). The consensus problem formulation
in this article is quite different from many others,
where the consensus problem is solvable if the states of
all agents satisfy xi(t)! xj(t), 8i, j¼ 1, 2, . . . ,N as
t!1. The consensus problem here will be depicted
instead via certain boundedness of xi(t) xj(t),
8i, j¼ 1, 2, . . . ,N as t!1. This better reflects reality
since it is impossible for MAS (1) to achieve exact
consensus. To address this case, we will focus on
making the states of all agents converge to a
bounded set.
2.2. Mathematical preliminaries
Before stating the main results of this article, the
following mathematical preliminaries are necessary.
Definition 1 (Hua, Guan, and Shi 2006): The solution
xi(t, t0, i) of the MAS (1) is said to be uniformly
ultimately bounded with respect to the bound " if for
each 4 0 there exists T¼T(", )4 0 independent of t0
such that kxi(t, t0, i)k " for all t t0þT when
kxi(t0)k5 , where  i is the initial value given as
xi(t)¼ i for t2 [t0 , t0], i¼ 1, 2, . . . ,N.
Lemma 1 (Hill and Zhao 2008): Assuming that the
graph G¼ (V,A) is a strongly connected graph, then
there exists a unitary matrix ¼ (’ij)NN¼
(1,2, . . . ,N), such that the adjacency matrix A
satisfies
TA ¼  ¼ diagf1, 2, . . . , Ng, ð4Þ
where i is the i-th column of  with
1 ¼ ð 1ﬃﬃﬃNp , 1ﬃﬃﬃNp , . . . , 1ﬃﬃﬃNp ÞT and 0¼ 14 2     N
are the eigenvalues of A.
Lemma 2 (Hill and Zhao 2008): Let g(t) be a
non-negative bounded function defined on Rþ and
 ¼ fxðtÞ 2 RnjkxðtÞk  limt!1 gðtÞg: ð5Þ
Suppose there exist a strictly positive definite matrix
PðtÞ 2 PC1nn and a constant 4 0 such that the
derivative of V(x(t), t)¼xT(t)P(t)x(t) along the trajec-
tory of the system
_xðtÞ ¼ f ðxðtÞ, tÞ, xðtÞ 2 Rn, t 2 ½0,1Þ ð6Þ
satisfies
_V  kxðtÞk2 if kxðtÞk  gðtÞ: ð7Þ
For any t4 0, let
Qt ¼ fxðtÞjVðxðtÞ, tÞ  sup
yðsÞ2, s0
fVð yðsÞ, sÞgg ð8Þ
and
c ¼ limt!1ðmaxfkxðtÞkjxðtÞ 2 QtgÞ: ð9Þ
Then, x(t) converges to the set
M ¼ fxðtÞjkxðtÞk  cg: ð10Þ
Lemma 3 (Moon, Park, Kwon, and Lee
2001): Assume that aðÞ 2 Rna , bðÞ 2 Rnb and
MðÞ 2 Rnanb are defined on an interval . Then, for
























We now introduce some notations and definitions.
Let PC1nn be the linear space of the uniformly
bounded continuous real matrix-valued functions defined
on [0,1). For any P2PCnn the norm of P is defined by
kPk ¼ max0t51fkPðtÞkg.
Let ‘’ be Kronecker product.


































Define the error vector
eiðtÞ ¼ xiðtÞ  sðtÞ, i ¼ 1, 2, . . . ,N: ð12Þ
Obviously,
PN





xj ðt Þ ¼ 0, then the MAS (1) can be rewritten in
terms of ei as








aijej ðt Þ: ð13Þ
The following work will focus on simplifying the
error MAS (13) by means of a series of transformations
using a procedure similar to Hill and Zhao (2008).
Applying the Newton–Leibniz formula, error
MAS (13) can be further written as















þ fiðsðtÞÞ  f ðsðtÞÞ: ð14Þ
If we consider the linearised MAS of (1), we have
_eiðtÞ ¼ D f ðsðtÞÞeiðtÞ þ c
XN
j2N i






DfkðsðtÞÞekðtÞ þ fiðsðtÞÞ  f ðsðtÞÞ: ð15Þ
Let eðtÞ ¼ ðeT1 ðtÞ, eT2 ðtÞ, . . . , eTNðtÞÞT, then (14)
becomes
_eðtÞ ¼ IN D f ðsÞeðtÞ þ cA eðt Þ þ IðtÞeðtÞ
 1
N





ðDf1ðsðtÞ þ e1ðtÞÞ D f ðsðtÞÞÞd   
Z 1
0


























f1ðsðtÞÞ  f ðsðtÞÞ
..
.





Since A is symmetric and irreducible, according to
Lemma 1, there exists a unitary matrix ¼ (’ij)NN¼
(1,2, . . . ,N), such that (4) is satisfied. This
together with !(t)¼ (T  In)e(t) gives
_!ðtÞ ¼ ðT  InÞ _eðtÞ
¼ ðT  InÞðIN D f ðsÞÞð InÞ!ðtÞ
þ ðT  InÞðcA Þð InÞ!ðt Þ
þ ðT  InÞIðtÞð InÞ!ðtÞ
 1
N
















where k stands for the matrix with its k-th column














þ ekðtÞÞdð InÞ, ð19Þ
where Ik stands for the matrix with its k-th column
equals (1 0    0)T and the rest of its elements are zero.
Thus, a simple calculation gives
1
N












DfkðsðtÞ þ ekðtÞÞd, ð20Þ
where k2R1N and 02R(N 1)N.


































_!ðtÞ ¼ IN D f ðsÞ!ðtÞ þ c !ðt Þ





þ ðT  InÞFðtÞ: ð21Þ
Since !1
 0, we only need to consider !2(t),
!3(t), . . . ,!N(t). Rewriting (21) in the component
form, we have
_!iðtÞ ¼ D f ðsðtÞ!iðtÞ þ ci!iðt Þ
þ ðTi  InÞIðtÞð InÞ!ðtÞ
þ ðTi  InÞFðtÞ, i ¼ 2, 3, . . . ,N: ð22Þ
So far, we have transferred the consensus problem
of MAS (1) to the stability problem of the N 1 of
n-dimensional systems.
In the following, a time-independent global con-
sensus criteria is derived for the MAS (1).
Theorem 3.1: Suppose there exist positive definite
matrices PiðtÞ 2 PC1nn, Qi and constants 4 0,   0,
a4 0 and b4 0 such that




 bkxðtÞk2, 8t 2 Rþ, x 2 Rn, i ¼ 2, 3, . . . ,N,
ð23Þ
_PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ þQi
þ c22i PiðtÞQ1i TPiðtÞ þ I  0, i ¼ 1, 2, . . . ,N,
ð24Þ
kIðtÞk  , i ¼ 1, 2, . . . ,N: ð25Þ
Then the system (16) converges to the set
M ¼ eðtÞjkeðtÞk  2b
a
 limt!1	ðtÞ
  2 
 
ð26Þ
for any fixed time delay 4 0, where 4 0 is any
constant satisfying 5  2,  ¼ ðPNi¼2 kPiðtÞk2Þ12,
4 2 and 	(t)¼kF(t)k is bounded. Furthermore, the
MAS (1) achieves bounded consensus for any fixed time
delay 4 0.










wTi ðÞQiwiðÞd, i ¼ 2, 3, . . . ,N:
ð28Þ
Differentiating (28) along the trajectory of (22)
gives
_ViðwiðtÞ, tÞ ¼ wTi ðtÞð _PiðtÞ þ PiðtÞD f ðsðtÞÞ
þD f ðsðtÞÞTPiðtÞ þQiÞwiðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ
þ 2wTi ðtÞðciPiðtÞÞwiðt Þ
 wTi ðt ÞQiwiðt Þ: ð29Þ
Applying the Young inequality to the equality (29)
results in
_ViðwiðtÞ, tÞ  wTi ðtÞð _PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ
þQi þ c22i PiðtÞQ1i TPiðtÞÞwiðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞð InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ: ð30Þ
Condition (24) implies that the first term on the
right-hand side of (30) satisfies
wTi ðtÞð _PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ þQi
þ c22i PiðtÞQ1i TPiðtÞÞwiðtÞ
 kwiðtÞk2: ð31Þ
Applying condition (25), we know the second term
on the right-hand side of (30) satisfies
2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
 2kPiðtÞkkwiðtÞkkwðtÞk: ð32Þ
The third term on the right-hand side of (30)
satisfies
2wTi ðtÞPiðtÞðTi  InÞFðtÞ  2	ðtÞkPiðtÞkkwiðtÞk: ð33Þ






















¼ kwðtÞkðð2 ÞkwðtÞk þ 2	ðtÞÞ: ð34Þ



































  2  , ð35Þ
we have
_VðwðtÞ, tÞ  kwðtÞk2: ð36Þ
Applying Lemma 2 completes the proof.
Corollary 3.1: We have an asymptotic consensus
criterion in the classical sense when limt!1 	ðtÞ ¼ 0.
In particular, we have 	(t)
 0 when all agents have the
same dynamics, i.e. fi(xi(t))¼ f (x(t)). In such a case,
applying Theorem 3.1 to the linearised network (15),
which is equivalent to taking ¼ 0 in (25), immediately
achieves the universal consensus criteria existing in many
literatures. Therefore, Theorem 3.1 covers the existing
criteria of networks with identical agent dynamics as a
special case.
Remark 1: The above result is a delay-independent
globally consensus criterion and the ultimate conver-
gence bound is evaluated by means of (26).
Theorem 3.1 guarantees that all agents move along
the desired trajectory described by s(t) in terms of
certain boundedness, i.e. the consensus achieved here is
just approximate instead of exact, in fact, to achieve
exact consensus is impossible for such a case.
Next, we will provide delay-dependent criterion for
the proposed problem.
Theorem 3.2: Suppose that (23) and (25) in
Theorem 3.1 are satisfied. If there exist matrices
PiðtÞ 2 PC1nn, Qi4 0, i4 0, i4 0, Xi, Yi and Zi of






for i¼ 2, 3, . . . ,N, then the MAS (1) will achieve
bounded consensus for the time-invariant delay
 2 [0, h] for some h51.




















The i-th (i¼ 2, 3, . . . ,N ) equation in system (22)
can be written as




þ ðTi  InÞIðtÞð InÞ!ðtÞ
þ ðTi  InÞFðtÞ, i ¼ 2, 3, . . . ,N, ð40Þ
and thus the derivative of V1(wi(t), t) satisfies
_V1ðwiðtÞ, tÞ ¼ wTi ðtÞð _PiðtÞ þ PiðtÞðD f ðsðtÞÞ þ ciÞ





þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ: ð41Þ
Defining a(), b() and M in (11) as a()¼wi(t),
bðÞ ¼ _wiðÞ and M¼ ciPi(t) for all 2 [t , t] and
then applying Lemma 4 results in
_V1ðwiðtÞ, tÞ  wTi ðtÞð _PiðtÞ þ PiðtÞðD f ðsðtÞÞ þ ciÞ
þ ðD f ðsðtÞÞ þ ciÞTPiðtÞÞwiðtÞ








þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ
 wTi ðtÞ½ _PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ
þ hXi þ YTi þ YiwiðtÞ





þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ: ð42Þ
	 ¼
_PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ þ hXi
þYTi þ Yi þQi þ hD f ðsðtÞÞTZiD f ðsðtÞÞ ciPiðtÞ Yi þ hciD f ðsðtÞÞTZi
ci
TPiðtÞ  YTi þ hciTZiD f ðsðtÞÞ 1i þ







































_V2ðwiðtÞ, tÞ ¼ ½D f ðsðtÞÞ!iðtÞ þ ci!iðt Þ
þ ðTi  InÞIðtÞð InÞ!ðtÞ
þ ðTi  InÞFðtÞTZi½D f ðsðtÞÞ!iðtÞ
þ ci!iðt Þ
þ ðTi  InÞIðtÞð InÞ!ðtÞ





the above equality can be enlarged as
_V2ðwiðtÞ, tÞ  h½D f ðsðtÞÞ!iðtÞ þ ci!iðt ÞT
 Zi½D f ðsðtÞÞ!iðtÞ þ ci!iðt Þ
þ 2hðD f ðsðtÞÞ!iðtÞÞTZiðTi  InÞIðtÞ
 ð InÞ!ðtÞ þ 2hðD f ðsðtÞÞ!iðtÞÞT
 ZiðTi  InÞFðtÞ
þ 2hðci!iðt ÞÞTZiðTi  InÞIðtÞ
 ð InÞ!ðtÞ þ 2hðci!iðt ÞÞT
 ZiðTi  InÞFðtÞ
þ 2hððTi  InÞIðtÞð InÞ!ðtÞÞT
 ZiðTi  InÞFðtÞ þ hððTi  InÞFðtÞÞT
 ZiððTi  InÞFðtÞÞ
þ hððTi  InÞIðtÞð InÞ!ðtÞÞT




_wTi ðÞZi _wiðÞd: ð44Þ
_V3ðwiðtÞ, tÞ ¼ wTi ðtÞQiwiðtÞ  wTi ðt ÞQiwiðt Þ:
ð45Þ




 wTi ðtÞ½ _PiðtÞ þ PiðtÞD f ðsðtÞÞ þD f ðsðtÞÞTPiðtÞ
þ hXi þ YTi þ YiwiðtÞ
þ 2wTi ðtÞðciPiðtÞ YiÞwiðt Þ
þ 2wTi ðtÞPiðtÞðTi  InÞIðtÞði  InÞwðtÞ
þ 2wTi ðtÞPiðtÞðTi  InÞFðtÞ
þ 2hðD f ðsðtÞÞ!iðtÞÞTZiðTi  InÞIðtÞð InÞ!ðtÞ
þ h½D f ðsðtÞÞ!iðtÞ þ ci!iðt ÞTZi½D f ðsðtÞÞ!iðtÞ
þ ci!iðt Þ
þ 2hðD f ðsðtÞÞ!iðtÞÞTZiðTi  InÞFðtÞ
þ 2hðci!iðt ÞÞTZiðTi  InÞIðtÞð InÞ!ðtÞ
þ 2hðci!iðt ÞÞTZiðTi  InÞFðtÞ
þ 2hððTi  InÞIðtÞð InÞ!ðtÞÞTZiðTi  InÞFðtÞ
þ hððTi  InÞIðtÞð InÞ!ðtÞÞT
 ZiððTi  InÞIðtÞð InÞ!ðtÞÞ
þ hððTi  InÞFðtÞÞTZððTi  InÞFðtÞÞ
þ wTi ðtÞQiwiðtÞ  wTi ðt ÞQiwiðt Þ: ð46Þ
Applying the Young inequality, we have
2hðci!iðt ÞÞTZiðTi  InÞIðtÞð InÞ!ðtÞ
 wTi ðt Þ1i wiðt Þ
þ h2c22i wTðtÞðð InÞTIðtÞðTi  InÞT
 ZiiTZiðTi  InÞIðtÞð InÞÞwðtÞ ð47Þ
and
2hðci!iðt ÞÞTZiðTi  InÞFðtÞ
 wTi ðt Þ
1i wiðt Þ
þ h2c22i FTðtÞðTi  InÞTZi
iTZiðTi  InÞFðtÞ:
ð48Þ






































































































where 	 is defined in (37). Thus, according to
Definition 1 and Lyapunov stability theory, bounded
consensus is ultimately achieved.
Remark 2: The above two bounded consensus
criteria can be viewed as extensions of the related
consensus criteria for the cases of identical nodes to
the cases of non-identical nodes. Because of the
complexity of the consensus problems for non-
identical nodes, we only obtain here sufficient
conditions instead of sufficient and necessary condi-
tion. At the same time, the conditions obtained here
are somewhat complicated and difficult to verify, but
according to certain specific cases, we can construct
an appropriate numerical simulation example to
verify the effectiveness of the proposed results.
Comparing the above two theorems, it can be seen
that the boundary of the convergence set and the
maximum size of time delay can be evaluated
respectively.
4. Example
In this section, we will construct an example to
demonstrate the proposed results above. The
problem is to guarantee 11 agents to follow
desired curves in a 2-dimensional system of
coordinate.
The agent dynamics can be chosen as follows:































, i¼ 1,2, . . . ,11:
The communication coupling matrix A and the
inner coupling matrix are
A¼
8 1 1 0 1 1 1 0 1 1 1
1 8 1 1 1 0 1 0 1 1 1
1 1 6 1 0 0 0 1 0 1 1
0 1 1 5 0 1 1 0 0 1 0
1 1 0 0 6 0 1 1 1 1 0
1 0 0 1 0 5 1 0 1 1 0
1 1 0 1 1 1 7 1 0 1 0
0 0 1 0 1 0 1 5 0 1 1
1 1 0 0 1 1 0 0 6 1 1
1 1 1 1 1 1 1 1 1 10 1














Given the initial values of 11 agents as (10 5 10)T,
(12 6 12)T, (14 7 14)T, (16 8 16)T, (18 9 18)T, (20
10 20)T, (18 11 18)T, (16 12 16)T, (14 13 14)T,
(12 14 12)T and (10 15 10)T, respectively, we may
verify the conditions of Theorem 3.2 readily. This
demonstrates that the consensus of the MAS is
achieved for any time delay 05  0.061. Simulation
results are depicted in Figures 1–5 for ¼ 0.061 and
c¼ 1.
The simulation curves in Figure 1 show that the
states of all agents are ultimately bounded stable. The
average state trajectory s(t) is chosen as the desired
moving trajectory and is depicted in Figure 2.
Figures 3–5 demonstrate that the state errors between



































































































Figure 1. The dynamics of all agents with t¼ 50 and t¼ 5 s.






























Figure 3. The consensus error dynamics for the first dynamic of each agent with t¼ 50 and t¼ 5 s.

































each agent’s states and the desired state trajectory,
respectively, and the deviation systems are also
ultimately bounded stable. These simulation curves
show that all agents eventually move with the desired
state trajectory in the sense of boundedness.
5. Conclusions
In this article, we have investigated the consensus
problems of MAS with different node dynamics. The
derived criteria are verified via theoretical analysis and
numerical simulation. The consensus for the MAS is
achieved based on a series of transformations and
Lyapunov stability theorem. The methods we present
here have several distinct features. First, they are very
simple in form, but are more effective to resolve the
consensus problem with non-identical node dynamics.
Second, the communication connection between agents
are not direct, and there are constant time delays
in the communication topology. It should be noted
that the conditions are still restrictive and all the delays
are the same. Further investigations will focus on
relaxing these limitations.
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Figure 4. The consensus error dynamics for the second dynamic of each agent with t¼ 50 and t¼ 5 s.
























Figure 5. The consensus error dynamics for the third dynamic of each agent with t¼ 50 and t¼ 5 s.
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Abstract: This paper investigates the global bounded consensus problem of networked Multi-
Agent Systems (MAS) exhibiting nonlinear, non-identical node dynamics with communication
time-delays. Globally bounded controlled consensus conditions based on pinning control method
and adaptive pinning control method are derived. The proposed consensus criteria ensure that
all agents eventually move along desired trajectories in terms of boundedness. The proposed
controlled consensus criteria generalize the case of identical agent dynamics to the case of non-
identical agent dynamics, and many related results of other researches in this area can be
viewed as special cases of the above results. Finally, the effectiveness of the theoretical results
is demonstrated by means of a numerical simulation.
1. INTRODUCTION
Networked Multi-Agent Systems (NMAS) investigations
deal with the study of how network architecture and
interactions between network components influence global
control goals. This has attracted much attention due to
the broad applications of NMAS in many areas. How to
design appropriate protocols and algorithms such that
the set of agents can realize common objective, such as
consensus, is a critical problem, especially for the case
of unreliable information exchange and communication
delays, and some relevant important contributions have
been made in recent years Zampieri [2008], Desai et al.
[2001], Ren et al. [2004], Porfiri et al. [2007], Corte´s [2009].
The consensus problem requires an agreement to be
reached that depends on the state of all agents. The
topic has been studied across many fields of science and
engineering Liu et al. [2009], Hong et al. [2006], Xiao et al.
[2008], Li et al. [2008], Kazerooni et al. [2008], Li et al.
[2009], Olfati-Saber et al. [2004], Arack [2007], Chen et al.
[2009], Tian et al [2009], Bliman et al. [2008], Corte´s [2008].
It is noted that the agent dynamics in most existing works
are often restricted to linear and identical ones. Obviously,
in practice, this is not always the case. The controlled con-
sensus problem of NMAS with nonlinear agent dynamics
and communication delay are more complicated and just a
few results have been made Hill et al. [2008]. In addition,
most research in consensus problems usually assume that
the final consensus value to be a constant, which may
not be the case in the sense that the information state of
each agent may be dynamically evolving in time accord-
ing to some inherent dynamics. It is interesting to study
controlled consensus problems where the final consensus
value evolves with time or as a function of environmental
dynamics.
The present paper will focus on the global consensus prob-
lems of NMAS based on pinning control methods, and the
proposed controlled consensus property is formulated in
terms of certain boundedness of state errors. Compared
with existing related results, this paper make two signifi-
cant advances. One is that we generalize the related results
for the case of identical agent dynamics to the case of non-
identical agent dynamics, and the other is we introduce
pinning controllers to the selected agents.
The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section 2. The main results including
pinning control and adaptive pinning control bounded
consensus criterion are derived in Section 3 and 4 respec-
tively. Section 5 gives a numerical simulation example to
verify the effectiveness of the proposed results, followed by
conclusions in Section 6.
2. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V×V .
An edge (vj , vi) in graphGmeans that agent vi sends some
information to agent vj . The set of neighbors of agent vi
is denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
An NMAS consisting of N non-identical agents with
communication delay is considered here:
x˙i = fi(xi) + c
∑
j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (1)
where xi = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the
state variables of the agent vi, fi(xi) : R
n → Rn are
continuously differentiable mappings with Jacobian Dfi,
representing the self-dynamics of the agent vi, c > 0
denotes the coupling strength, Γ = (γij) ∈ Rn×n is the
inner coupling matrix, and where γij 6= 0 means two
connected agents are linked via their ith and jth state
variables, respectively. The adjacency matrix A = (aij) ∈
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:
RN×N (which is symmetric and irreducible) represents
the communication topology relation of the NMAS, and
is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni)
and aii = −
∑
j 6=i aij . τ is a constant coupling delay
which reflects the reality that the agent vi can’t obtain
information from agent vj instantaneously.
The average dynamic of all agents is defined by the vector
field f¯(x(t)) = 1
N
∑N
k=1 fk(x(t)) with Jacobian Df¯i(x(t)).








Definition 1(Hua et al. [2006]): The solution xi(t, t0, ψi)
of the NMAS model (1) is said to be uniformly ultimately
bounded with respect to the bound ε if for each δ > 0
there exists T = T (ε, δ) > 0 independent of t0 such that
‖xi(t, t0, ψi)‖ ≤ ε for all t ≥ t0 + T when ‖xi(t0)‖ < δ,
where ψi is the initial value.
Lemma 1 (Hill et al. [2008]): Let g(t) be a non-negative
bounded function defined on R+ and
Ω = {x(t) ∈ Rn|‖x(t)‖ ≤ lim
t→∞g(t)}. (3)
Suppose there exists a strictly positive definite matrix
P (t) ∈ PC1n×n and a constant δ > 0 such that the deriva-
tive of V (x(t), t) = xT (t)P (t)x(t) along the trajectory of
the system
x˙(t) = f(x(t), t), x(t) ∈ Rn, t ∈ [0,∞) (4)
satisfies
V˙ ≤ −δ‖x(t)‖2 if ‖x(t)‖ ≥ g(t). (5)
For any t > 0, let
Qt = {x(t)|V (x(t), t) ≤ sup
y(s)∈Ω,s≥0
{V (y(s), s)}} (6)
and
c = lim
t→∞(max{‖x(t)‖|x(t) ∈ Qt}). (7)
Then, x(t) converges to the set
M = {x(t)|‖x(t)‖ ≤ c}. (8)
In the rest of this paper, x, s, u, e, w, di and V denote
x(t), s(t), u(t), e(t), w(t), di(t) and V (w(t), t) respectively.
3. LINEAR FEEDBACK PINNING CONTROLLER
To achieve the goal, feedback control strategy will be
applied on a small fraction δ (0 < δ ≤ 1) of the agents in
system (1). Suppose that nodes i1, i2, · · · , il are selected
to be under control, where l = [δN ] stands for the smaller
but nearest integer to the real number δN . This controlled
NMAS can be described as

x˙ik = fik(xik) + c
∑
j∈Ni
aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑
j∈Ni
aikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(9)
The local linear negative feedback control law is chosen as
follows:
uik = −dik(xik − s), 1 ≤ k ≤ l (10)
where the feedback gain dik > 0.
Combine (9) and (10) and rearrange the order of the
nodes in the network. Let the first l nodes be controlled,






j∈Ni akjΓxj(t− τ) = 0 and
∑N
i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems
can be written as
















+ fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,















+ fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(11)
The following work will focus on simplifying the error
systems (11) by means of a series of transformations using
a procedure similar to Hill et al. [2008].
Define the following matrix
D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN )T , then (11) becomes








Df1(s + τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ),
FTi (t) = (f
T
1 (s) − f¯T (s), · · · , fTN (s) − f¯T (s)), I(t) =
diag{∫ 1
0
(Dfi(s+ τei)−Df¯(s))dτ}, i = 1, 2, · · · , N .
Since A is symmetric and irreducible, according to Hill
et al. [2008], there exists a unitary matrix Φ = (ϕij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives
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w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t).
(13)




k=1(0 · · · 0 Φ¯k 0 · · · 0) ⊗∫ 1
0
Dfk(s + τek)dτ , where Φ¯k stands for the matrix with
its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1
N








where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.
Thus, a simple calculation gives 1
N












Dfk(s(t) + τek(t))dτ , where






In)F (t). Since w1 ≡ 0, only w2, w3, · · · , wN need to be
considered. Rewriting in the component form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (14)
where Σi = D¯f(s) +Di.
So far, the consensus problem of system (1) has been
transferred to the stability problem of the N − 1 of
n−dimensional systems.
Theorem 1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and




wTi (α)Qiwi(α)dα ≤ b‖x‖2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (15)






TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,
(16)
‖I(t)‖ ≤ γ, i = 1, 2, · · · , N. (17)
Let





‖Pi(t)‖2) 12 , (19)
if ζ > 2γβ, then system (12) converges to the set
M = {e|‖e‖ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (20)




k=1 xk(t)→ Ω as t→∞, where δ > 0 is any constant
satisfying δ < ζ − 2γβ, and then the NMAS (1) achieves
bounded consensus for any fixed time delay τ > 0.












Differentiating (22) along the trajectory of (14) gives
V˙i = w
T





i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ)
− wTi (t− τ)Qiwi(t− τ). (23)
Applying the Young Inequality to the equality (23) results
in








i ⊗ In)F (t)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φ⊗ In)w. (24)
Condition (16) implies that the first term on the right hand
side of (24) satisfies






TPi(t))wi ≤ −ζ‖wi‖2. (25)
The second term on the right hand side of (24) satisfies
2wTi Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)‖Pi(t)‖‖wi‖. (26)
Applying condition (17), the third term on the right hand
side of (24) satisfies
2wTi Pi(t)(Φ
T

















= ‖w‖((2γβ − ζ)‖w‖+ 2βµ(t)). (28)
Thus, when
‖w‖ ≥ 2βµ(t)
ζ − 2γβ − δ , (29)
gives
V˙ ≤ −δ‖w‖2. (30)
Applying Lemma 1 completes the proof.
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4. ADAPTIVE PINNING CONTROLLER
In this section, globally consensus criteria will be derived
via direct adaptive pinning control method. Without loss
of generality, still assume that the first l agents are selected
as pinned agents with the adaptive controllers:





ui = 0, l + 1 ≤ i ≤ N,
(31)
where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error
NMAS can be rewritten as



































+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(32)
Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equiv-
alent to the stability problem of the following N − 1 of
n-dimensional systems.

w˙i = Df¯(s(t))wi − diwi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(33)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the
previous subsection.
Theorem 2 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ¯ > 0, γ ≥ 0, a > 0 and
b > 0 such that







≤ b‖x‖2, ∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,
(34)
P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))




TPi(t) + ζ¯I ≤ 0, i = 1, 2, · · · , N,
(35)
(17) and ζ¯ > 2γβ are satisfied, then the system (12)
converges to the set (20) for any fixed time delay τ >
0, where µ(t) and β are the same as in (18) and (19)
respectively, δ¯ > 0 is any constant satisfying δ¯ < ζ¯ − 2γβ,
and then the NMAS (1) achieves bounded consensus for
any fixed time delay τ > 0.




























wTi (α)Qiwi(α)dα, l + 1 ≤ i ≤ N,
(37)
where d is a positive constant to be determined.
Differentiating (37) along the trajectory of (33) gives
V˙i = w
T
i (P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))
TPi(t) +Qi
− 2dPi(t))wi + 2wTi Pi(t)(ΦTi ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ)
− wTi (t− τ)Qiwi(t− τ). (38)
The remaining part of the proof is similar to that of
Theorem 1, so is therefore omitted here. This completes
the proof.
5. EXAMPLES
To demonstrate the theoretical results obtained above,
an NMAS consisting of 12 agents is constructed and is
described as follows




where fi(xi(t)) = Bixi(t) + g(xi(t)), Bi(i = 1, 2, · · · , 6)
and Bi(i = 7, 8, · · · , 12) are chosen as follows:(−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
)
,
(−10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1






+pi) 0 0)T , i = 1, 2, · · · , 12.
The communication coupling matrix C = (CT1 C
T
2 · · ·CT12),
C1 = (−8 1 1 0 1 1 1 0 1 1 1 0), C2 = (1 −
8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1),
C4 = (0 1 1 − 6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 −
6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 − 7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −
6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 − 7 1 1 1), C10 =
(1 1 1 1 1 1 1 1 1 −10 1), C11 = (1 1 1 0 0 0 0 1 1 1 −7 1),
Preprints of the 18th IFAC World Congress
Milano (Italy) August 28 - September 2, 2011
248
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of
the Scale-Free network program.
Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,
uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and






uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be
evaluated by simulation.
Given the initial values of 12 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and
Pik(t) = I3, d1(0) = 1, d2(0) = 1, d10(0) = 1. We may
verify the conditions of Theorem 1 and Theorem 2 readily.
This demonstrates the bounded consensus of the NMAS
is achieved for any time delay 0 < τ ≤ 0.06. Simulation
results are depicted in Fig.1 to Fig.8 for τ = 0.06 and
c = 1.
6. CONCLUSION
In this paper, the controlled consensus problems of NMAS
with different agent dynamics have been investigated. The
derived criteria are verified via theoretical analysis and
numerical simulation. The consensus for the NMAS is
achieved based on pinning control and adaptive pinning
control methods. It should be noted that the conditions
are still restrictive and all the delays are the same. Further
investigations will focus on relaxing these limitations.
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Fig.1. Desired agent dynamics under pinning control.











Fig.2. Desired agent dynamics under adaptive pinning control.



























Fig.3. All agent dynamics under pinning control.



























Fig.4. All agent dynamics under adaptive pinning control.
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Fig.5. All agent error dynamics under pinning control.






























Fig.6. All agent error dynamics under adaptive pinning control.














Fig.7. Adaptive gain curves.





























Fig.8. Adaptive pinning controllers curves.
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Abstract: In this paper, the consensus problem for a class of uncertain Multi-Agent Systems will
be discussed. Based on the network connection topology and Lyapunov stability theory, the local
and global decentralized controlled consensus problems for such systems will be investigated.
Under the different assumptions, several state feedback and output feedback consensus criteria
are deduced. Moreover, the assumptions adopted and decentralized control laws designed are
considerably simple comparing with many existing results. An example along with the respective
numerical and computer simulation results is also given to demonstrate the effectiveness of the
proposed consensus control synthesis.
1. INTRODUCTION
Multi-Agent System investigations involve the study of
how network architecture and interactions between net-
work components influence global control goals. The re-
search in this field can be categorized into two areas: One
is to deal with the design of distributed estimation tech-
niques which can be applied to the sensor networks, and
the other is to deal with the control of mobile autonomous
agents i.e., each agent autonomously works by using in-
formation over the network from other agents Zampieri
[2008]. In both areas some important contributions have
been made in recent years Desai et al. [2001], Ren et al.
[2004], Yamaguchi et al. [2001], Wu et al. [2007], Porfiri
et al. [2007], Corte´s [2009].
The consensus problem requires the achievement of an
agreement that depends on the states of all agents. The
topic has been studied across many fields of science and
engineering Hong et al. [2006], Xiao et al. [2008], Li et al.
[2008], Kazerooni et al. [2008]. Olfati-Saber introduces
two consensus criteria for networks with and without
time-delays and provides convergence analysis for three
kinds of Multi-Agent System with fixed and switching
topologies Olfati-Saber et al. [2004]. Arack [2007] devel-
ops a passivity-based design framework to process the
group coordination problem, where both fixed and time-
varying communication structures are considered. Chen
et al. [2009] proposes that all agents reach a consensus if
a small fraction of them are controlled by simple feedback
control. Tian et al [2009] investigates the robust consensus
problems of second-order Multi-Agent System with di-
verse input delays and decentralized consensus conditions
are obtained for the Multi-Agent System with symmet-
ric coupling weights based on frequency-domain analysis.
Lin et al. [2008] investigates the consensus problem for
directed Multi-Agent System with external disturbances
and model uncertainties for fixed and switching topologies.
Bliman et al. [2008] studies the average consensus problem
for undirected Multi-Agent System having communication
delays and provides sufficient conditions for the existence
of average consensus under bounded communication de-
lays. Corte´s [2008] characterizes a distributed algorithm
that asymptotically achieved consensus and provides two
discontinuous distributed algorithms that achieve max and
min consensus, respectively, in finite time. Li et al. [2009]
unifies the consensus in Multi-Agent System and synchro-
nization in complex dynamical network. It’s noted that the
agent dynamics in most existing works are often restricted
to linear and identical ones.
Inspired by these early results, the present paper will focus
on the local and global consensus problems of the Multi-
Agent System with uncertain coupling, and the proposed
consensus property is formulated in terms of sate-feedback
and output feedback. Although the behavior of the Multi-
Agent System with non-identical agent dynamics is much
more complicated than the identical case, this kind of
Multi-Agent System may still exhibit some kinds of con-
sensus behaviors which are far from being fully under-
stood, and very few results have been reported as yet.
Compared with many existing related results, the results
of this paper have several distinct features. One is that
we generalize the related results for the case of certain
Multi-Agent System to the case of uncertain Multi-Agent
System and the other is we design both state feedback
and output feedback controllers to guarantee the uncer-
tain Multi-Agent System achieve exact consensus. The
proposed consensus criteria can be viewed as extensions
of the related consensus criteria for the cases of identical
agents and the conditions obtained here are easy to verify.
The rest of this paper is organized as follows. A continuous-
time Multi-Agent System model with uncertain coupling is
presented and some preliminaries are introduced in Section
2. The main results including state feedback and output
feedback exact consensus criterion are derived in Section 3.
In Section 4, two numerical simulation examples are given
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:
to verify the effectiveness of the proposed results, followed
by conclusions in Section 5.
2. A CONTROLLED UNCERTAIN MULTI-AGENT
SYSTEM
Consider an uncertain Multi-Agent System consisting ofN
identical agents with diffusive coupling, which is described
by
x˙i(t) =f(xi(t), t) + gi(x1(t), x2(t), · · · , xN (t), t) + ui,
1 ≤ i ≤ N, (1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn represents
the state variable of the i-th agent, nonlinear vector field
f(.) ∈ Rn is continuously differentiable, gi ∈ Rn are
unknown nonlinear smooth diffusive coupling functions,
ui ∈ Rn are the control inputs, and the coupling-control
terms satisfy gi(s(t), s(t), · · · , s(t), t)+ui = 0 for all t ≥ 0,
where s(t) is a consensus solution of the isolated agent
system x˙(t) = f(x(t), t).
Denote s(t; t0, x0) as s(t) for simplification, then S(t) =
(sT (t), sT (t), · · · , sT (t))T is a consensus solution of the
uncertain Multi-Agent System (1) since it is a diffusive
coupling network. Here, s(t) can be an equilibrium point,
a periodic orbit, an aperiodic orbit, or a chaotic orbit in
the phase space.
The objective of the present paper is to design controllers
ui to guarantee the uncertain Multi-Agent System (1)
achieves consensus. That is, the trajectories of the closed-
loop Multi-Agent Systems satisfies:
lim
t→∞
‖xi(t)− s(t)‖2 = 0, 1 ≤ i ≤ N. (2)
Define the error vector by ei(t) = xi(t) − s(t), then the
error dynamical system can be given as follows:
e˙i(t) =f¯(xi(t), s(t), t) + g¯i(x1(t), x2(t), · · · , xN (t), s(t), t)
+ ui, 1 ≤ i ≤ N, (3)
where f¯(xi(t), s(t), t) = f(xi(t), t) − f(s(t), t), g¯i(x1(t),
x2(t), · · · , xN (t), s(t), t) = gi(x1(t), x2(t), · · · , xN (t), t) −
g(s(t), s(t), · · · , s(t), t).
3. MAIN RESULTS
3.1 Decentralized State Feedback Consensus
Linearizing the error system (3) around zero gives
e˙i(t) =A(t)ei(t) + g¯i(x1(t), x2(t), · · · , xN (t), s(t), t) + ui,
1 ≤ i ≤ N, (4)
where A(t) = Df(s(t), t) is the Jacobian of f evaluated at
s(t).
Obviously, it follows that if the pair (A(t), I) is control-
lable, then there exist matrices K(t), P (t) > 0, Q(t) > 0
such that
P˙ (t) = −(A(t) +K(t))TP (t)− P (t)(A(t) +K(t))−Q(t).
(5)
To achieve the objective (2), the following assumptions are
necessary.
Assumption 1 (A1). Suppose that there exist known
first-order continuously differentiable positive definite
functions ϕi(.) with ϕi(0) = 0 and nonnegative functions
rij(t) such that




1 ≤ i ≤ N, (6)
for x(t) ∈ Ω, t ∈ R+.
A local decentralized consensus criterion is deduced based
on the above analysis.
Theorem 1. Suppose that A1 is satisfied and there
exists a neighborhood about origin Ω¯ ⊆ Ω such that
the matrix function WT (e(t)) + W (e(t)) > 0 in Ω¯\{0},
then the consensus solution S(t) of the uncertain Multi-
Agent System (1) is locally asymptotically stable under
the decentralized controllers
ui = K(t)ei(t), 1 ≤ i ≤ N, (7)




λm(Q(t))− 2λM (P (t))rij(t)φi(‖ej(t)‖),
i = j,
−2λM (P (t))rij(t)φi(‖ej(t)‖), i 6= j,
λm(.) and λM (.) stand for the smallest and largest eigen-





dζ with r ∈ R+.
Proof: Substituting (7) into (4) gives the following closed-
loop error system
e˙i(t) =A¯(t)ei(t)
+ g¯i(x1(t), x2(t), · · · , xN (t), s(t), t), 1 ≤ i ≤ N,
(8)
where A¯(t) = (A(t) +K(t)).




eTi (t)P (t)ei(t), (9)
where e(t) = (eT1 (t), e
T
2 (t), · · · , eTN (t))T and P (t) is defined
by (5). The time derivative of V (e(t)) along the solution




e˙Ti (t)P (t)ei(t) + e
T











eTi (t)P (t)g¯i(x1(t), x2(t), · · · , xN(t), s(t), t).
(10)
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(‖e1(t)‖, ‖e2(t)‖, · · · , ‖eN (t)‖)T
(WT (e(t)) +W (e(t)))(‖e1(t)‖, ‖e2(t)‖, · · · , ‖eN (t)‖).
From the positive definitiveness of matrix WT (e(t)) +
W (e(t)) in Ω \ {0}, it follows that V˙ (e(t)) is a negative
definite function in domain Ω. Therefore, the error dynam-
ical system (4) is locally asymptotically stabilized by the
controllers (7), i.e., lim
t→∞
‖xi(t)− s(t)‖2 = 0, 1 ≤ i ≤ N .
Consequently the consensus solution S(t) of uncertain
Multi-Agent System (1) is locally asymptotically stable
under the decentralized controllers (7). The proof is thus
completed.
As a special case, assume that the nonlinear coupling
terms of Multi-Agent System (1) are bounded by lin-
ear functions, that is to say, the inequalities (6) satisfy
‖g¯i(x1(t), x2(t), · · · , xN (t), s(t), t)‖ ≤
∑N
j=1 rij(t)‖ej(t)‖,
then one can get the following corollary.
Corollary 1. Suppose there exists a neighborhood about
the origin Ω¯ ⊆ Ω such that the matrix functionWT (e(t))+
W (e(t)) > 0 in Ω¯ \ {0}, then the consensus solution S(t)
of the Multi-Agent System (1) with linear coupling is
locally asymptotically stable under the decentralized set
of controllers (7), where
wij(e(t)) =
{
λm(Q(t))− 2λM (P (t))rij(t), i = j,
−2λM (P (t))rij(t), i 6= j.
The following problem will focus on investigating the
global decentralized consensus of the Multi-Agent System
(1). Rewrite the agent dynamics x˙i(t) = f(xi(t), t) as
x˙i = A(t)xi(t) + h(xi(t), t), where A(t) ∈ Rn×n and
h : Ω × R+ → Rn is a smooth nonlinear function. Thus
Multi-Agent System (1) is described by
x˙i(t) =A(t)xi(t) + h(xi(t), t)
+ gi(x1(t), x2(t), · · · , xN (t), t) + ui. (13)
Similarly, error system can be gotten as follows
e˙i(t) =A(t)ei(t) + f¯(xi(t), s(t), t)
+ g¯i(x1(t), x2(t), · · · , xN (t), s(t), t) + ui, (14)
where f¯(xi(t), s(t), t) = h(xi(t), t)− h(s(t), t).
Assumption 2 (A2). Suppose that there exist known
first-order continuously differentiable positive definite
functions γi(.) with γi(0) = 0 such that ‖f¯(xi(t), s(t), t)‖ ≤
γi(‖ei(t)‖).
Assumption 3 (A3). Suppose that there exist a neighbor-
hood about origin Ω¯ ⊆ Ω such that the matrix function
WT (e(t)) + W (e(t)) > 0 in Ω¯\{0}, where W (e(t)) =




λm(Q(t))− 2λM (P (t))κi(‖ei(t)‖)
− λM (P (t))rij(t)φi(‖ej(t)‖), i = j,
−λM (P (t))rij(t)φi(‖ej(t)‖), i 6= j,









dζ with r ∈ R+.
On the grounds of A1, A2 and A3, the following global
decentralized consensus criterion can be gotten easily.
Theorem 2. Suppose that A1, A2 and A3 are satisfied.
Then the consensus solution S(t) of the uncertain Multi-
Agent System (1) is globally asymptotically stable under
the decentralized controllers (7).
The proof is very similar to that of the Theorem 1, and is
omitted here.
Corollary 2. Suppose A2 is satisfied and f¯(xi(t), s(t), t) =
0 for ei(t) ∈ Ξ with Ξ = {(ei(t), t)|P (t)ei(t) = 0, t ∈
R+} for 1 ≤ i ≤ N . Then the consensus solution
S(t) of the uncertain Multi-Agent System (1) is globally
asymptotically stable under the decentralized controllers
ui = K(t)ei(t) + ρ(ei(t)), 1 ≤ i ≤ N, (15)




− P (t)ei(t)‖P (t)ei(t)‖2λM (P (t))γi(‖ei(t)‖)‖ei(t)‖,
P (t)ei(t) 6= 0,
0, P (t)ei(t) = 0.
(16)
The proof is very similar to that of the Theorem 1, and is
omitted here.
3.2 Decentralized Output Feedback Consensus
The next, controlled uncertain Multi-Agent System with
outputs will be considered.
x˙i(t) = A(t)xi(t) + h(xi(t), t)
+ gi(x1(t), x2(t), · · · , xN (t), t) + ui,
yi(t) = H(t)xi(t), i = 1, 2, · · · , N,
(17)
where yi(t) ∈ Rn is the output of the i−th node, H(t) ∈
Rn×n and other statements on the Multi-Agent System
are the same as in (1) and (13).
Similarly, the following error system can be obtained easily
e˙i(t) = A(t)ei(t) + f¯(xi(t), s(t), t)
+ g¯i(x1(t), x2(t), · · · , xN (t), s(t), t) + ui,
y¯i(t) = H(t)ei(t) +H(t)s(t), i = 1, 2, · · · , N,
(18)
where f¯(xi(t), s(t), t) = h(xi(t), t)− h(s(t), t).
Then the object is to achieve consensus of the Multi-Agent
System (17) by designing decentralized output feedback
controllers ui(yi(t)), that is, the trajectories of the closed-
loop systems satisfy (2). According to (18), the consensus
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problem of the Multi-Agent System (17) is equivalent to
the stabilization problem of the error dynamical system
(18). To achieve the objective, the following assumptions
are needed.
Assumption 4 (A4). Suppose that there exist known
first-order continuously differentiable positive definite
functions ri(.) with ri(0) = 0 such that ‖f¯(xi(t), s(t), t)‖ ≤
γ¯i(t)‖y¯i(t)‖.
Assumption 5 (A5). Suppose there exists a neighbor-
hood about origin Ω¯ ⊆ Ω such that the matrix function
WT (e(t)) + W (e(t)) > 0 in Ω¯\{0}, where W (e(t)) =












− 2λM (P (t))rij(t)φi(‖ej(t)‖), i = j,
−2λM (P (t))rij(t)φi(‖ej(t)‖), i 6= j,
for rij(t), λm(.) and λM (.) stand for the smallest and







Theorem 3. Suppose that A1, A4 and A5 are satisfied
and there exist matrix K(t) ∈ Rn×n, nonsingular matrix
D(t) ∈ Rn×n, two symmetric positive definite matrices
P (t) ∈ Rn×n, Q(t) ∈ Rn×n and a positive constant ǫ1 such
that (A(t) + K(t)H(t))TP (t) + P (t)(A(t) + K(t)H(t)) +






Then the consensus solution S(t) of the uncertain Multi-
Agent System (17) is globally asymptotically stable under
the decentralized output feedback controllers
ui(y¯i(t)) = K(t)y¯i(t) + u
a
i (y¯i(t)), (19)





(DT (t))−1‖P (t)‖2y¯i(t). The
proof is similar to that of the Theorem 2, so is omitted
here.
Corollary 3. Suppose that all time-varying parameters
in Theorem 3 are invariable for t > 0 and function matrix
WT (e(t)) + W (e(t)) is positive definite in Ω¯\{0} with
W (e(t)) = (wij(e(t)))N×N . Then the consensus solution
S(t) of the uncertain Multi-Agent System (17) is globally
asymptotically stable under the decentralized output feed-
















λ2M (P )In‖2λM (H)
− 2λM (P )rijφi(‖ej(t)‖), i = j,
−2λM (P )rijφi(‖ej(t)‖), i 6= j,
K,D, P,Q, ǫ1, ǫ2, γi and rij are corresponding constant
parameters in the Theorem 3.
4. EXAMPLES
In this section, several numerical simulations for verifying
the effectiveness of the proposed consensus criteria will be
given.
Example 1.Consider the Multi-Agent System consisting





































































In the simulation, the controller gain matrix and other


















‖g¯1‖2 ≤ ‖e1‖2, ‖g¯2‖2 ≤ ‖e2‖2, ‖h¯1‖2 ≤ 0.05e−t|sin(t)|
‖e1‖2 + e−2t|cos(t)|‖e2‖2, and ‖h¯2‖2 ≤ e−t‖e1‖2 +
e−2t|sin(t)|‖e2‖2.
It is observed that the conditions of the Theorem 2 are sat-
isfied. Choose initial state as x0 = (−0.5, 0.7, 0.45,−0.3)
and the consensus error ei and the corresponding control
signal are shown in Figure 1.
Example 2: Consider the following controlled time-































































y2 = x21 − 2x22.
Let u1 = sin(−x11 + 2x12) + x11 − 2x12 = sin(y1) − y1,
u2 = sin(−x21 + 2x22) − x21 + 2x22 = sin(y2) − y2,
V (z1, z2) = 3z
2
1 − 2z1z2 + z22 . A direct computation gives:
r11(τ) = r21(τ) = (2 −
√
2)τ2, r21(τ) = r22(τ) = (2 −√






is positive definite for any t > 0. The conditions of the The-
orem 3 are satisfied. Therefore, the above agent systems
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Fig. 1. Consensus errors and control signals.







































Fig. 2. Consensus errors and control signals.
can be stabilized by the decentralized output feedback con-
troller. Choose initial state as x0 = (−0.5, 0.7, 0.45,−0.3)
and the simulation results are depicted in Figure 2.
5. CONCLUSIONS
In this paper, a representation model for class of controlled
time-varying Multi-Agent System with uncertain coupling
term was proposed and decentralized state feedback con-
trollers and decentralized output feedback controllers were
designed to asymptotically stabilize the system. Several
network consensus criteria have been proved by using
Lyapunov stability theory. Compared with all relevant
previous results, the results are rather general and simpler
and many previous results can be viewed as the special
cases of the present results. Finally, numerical simulation
demonstrated the effectiveness of the proposed results.
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Controlled Consensus of Multi-Agent Systems with Communication
Time Delay
Wei-Song Zhong, Guo-Ping Liu and Clive Thomas
Abstract—This paper investigates the global exact consensus
problem of networked Multi-Agent Systems (MAS) consisting of
nonlinear, identical agent dynamics and communication time-
delay topology. We derive global exact consensus conditions
by using of linear feedback and apaptive feedback respectively,
and the proposed results are theoretically proved to be effective
based on the Lyapunov-Krasovskii functional method. The
proposed consensus criteria ensure that all agents eventually
move along the desired dynamic trajectory which is derived
from the average dynamics of all agents here, meanwhile, the
proposed consensus criteria generalize many existing results
and can be viewed as an extension of such relevant results.
The effectiveness of the results is also demonstrated through a
numerical simulation ﬁnally.
I. INTRODUCTION
MULTI-AGENT SYSTEMS (MAS) deals with thestudy of how network architecture and interactions
between network components inﬂuence global control goals.
The research in this ﬁeld can be categorized into two
areas. One area is to deal with the design of distributed
estimation techniques which can be applied to the sensor
networks, and the other area is with the control of mobile
autonomous agents i.e., each agent autonomously works by
using information over the network from other agents [1]. In
both areas some important contributions have been made in
recent years [2], [3], [4], [5].
The consensus problem means to reach an agreement
that depends on the state of all agents. The topic has been
studied across many ﬁelds of science and engineering [6],
[7], [8], [9], [10]. Reza introduces two consensus criteria
for networks with and without time-delays and provides
convergence analysis for three kinds of MAS with ﬁxed
and switching topologies [11]. [12] develops a passivity-
based design framework to process the group coordination
problem, where both ﬁxed and time-varying communication
structures are considered. [13] proposes that all agents reach
a consensus if a small fraction of them are controlled by sim-
ple feedback control. [14] investigates the robust consensus
problem of second-order MAS with diverse input delays and
decentralized consensus conditions are obtained for the MAS
with symmetric coupling weights based on frequency-domain
analysis. [15] investigates the consensus problem for directed
MAS with external disturbances and model uncertainties for
ﬁxed and switching topologies. [16] studies the average con-
sensus problem for undirected MAS having communication
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delays and provides sufﬁcient conditions for the existence
of average consensus under bounded communication delays.
[17] characterizes a distributed algorithm that asymptoti-
cally achieves consensus and provides two discontinuous
distributed algorithms that achieve max and min consensus,
respectively, in ﬁnite time. It’s noted that the agent dynamics
in most existing literatures are often restricted to linear and
identical ones, especially for the single integrator dynamics
and double integrator dynamics, obviously, in practice, this
is not always the case. The controlled consensus problem
of MAS with nonlinear agent dynamics and communication
delay are more complicated and just a few results have been
made [18], [19], [20], [21], [22], [23]. In addition, most
research in consensus problems usually assume that the ﬁnal
consensus value to be reached is inherently constant, which
may not be the case in the sense that the information state of
each agent may be dynamically evolving in time according to
some inherent dynamics. It is interesting to study consensus
problems where the ﬁnal consensus value evolves with time
or as a function of environmental dynamics.
The present paper will focus on the global consensus
problems of MAS with nonlinear agent dynamics and com-
munication delay. Compared with many existing results, this
paper make two signiﬁcant advances. One is that we choose
the average agent dynamics as the desired moving trajectories
instead of a constant, and the other is we introduce linear
feedback and adaptive feedback control to guarantee exact
consensus of the MAS respectively.
The rest of this paper is organized as follows. A controlled
continuous-time MAS model with nonlinear agent dynamics
and communication time-delay is presented and some pre-
liminaries are introduced in Section II. The main results
including linear feedback control and adaptive feedback
control exact consensus criteria are derived in Section III.
In Section IV, a numerical simulation example is given to
verify the effectiveness of the proposed results, followed by
conclusions in Section V.
II. PRELIMINARIES
Let G = (V,A) be a graph of order N consists of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.






x˙i = f(xi) +
N∑
j∈Ni
cijΓxj(t− τ) + ui, i = 1, 2, · · · , N, (1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the
state variables of the agent vi, f(xi(t)) is a continuously
differentiable vector function, ui ∈ Rn is a local controller to
be designed, Γ = (γij) ∈ Rn×n is the inner coupling matrix.
The adjacency matrix C = (cij) ∈ RN×N , representing the
communication topology relation of the MAS, is symmetric
and irreducible, cij ≥ 0 and cii = −
∑
j 6=i cij . τ > 0 is a
constant time delay.







The consensus problem is solvable if the states of
all agents satisfy limt→∞ ‖xi(t)− xj(t)‖ = 0, ∀i, j =
1, 2, · · · , N .
Deﬁne the error vector ei(t) = xi(t)− x¯(t), together with
the MAS (1) results in the error system in terms of ei(t):










It needs to say that the exact consensus problem of the
MAS (1) and the stabilization problem of the error system
(3) are equivalent to each other.
Assumption 1 Suppose there exists a positive constant L
such that
‖f(xi(t))− f(x¯(t))‖ ≤ L‖ei(t)‖ (4)
holds for i = 1, 2, · · · , N .
III. MAIN RESULTS
A. Global Consensus via Liner Feedback Control
Theorem 1. Suppose Assumption 1 holds and then the
MAS (1) achieves global exact consensus under the set of
controllers
ui = kiei(t), i = 1, 2, · · · , N, (5)
where −ki − L− λ+ cii(‖Γ2‖+ 1) < 0 and λ > 0.












then the time derivative of V (t) along the solution of the










































i (t)(f(x¯(t)) − 1N
∑N
i=1 f(xi(t))) = 0, to-

























































j (t − τ)Γ2ej(t − τ), then we have the
differential coefﬁcient of V as

















|cij |eTi (t− τ)Γ2ei(t− τ),
thus we have




in consequence, the MAS(1) achieves global exact consensus
under the controllers (5). This completes the proof.
B. Global Consensus via Adaptive Feedback Control
Theorem 2. Suppose Assumption 1 holds and then the





i (t)ei(t), hi > 0, i = 1, 2, · · · , N,
(6)
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where L− hi + cii(‖Γ2‖+ 1) + λ < 0 and λ > 0.




















The derivative of V with respect to time t along the











































The remainder proof is very similar to that of the Theorem
1, so is omitted here.
At last, we still have




which means that the MAS(1) achieves global exact consen-
sus under the controllers (6). This completes the proof.
IV. SIMULATION STUDY
Consider a MAS constructed with 11 Lorenz chaotic
systems and each agent dynamic is given by⎧⎪⎨⎪⎩
x˙1(t) = −10x1(t) + 10x2(t)
x˙2(t) = 28x1(t)− x2(t)− x1(t)x3(t)
x˙3(t) = − 83x3(t) + x1(t)x2(t)
The communication coupling matrix C =
(CT1 C
T
2 · · ·CT11), C1 = (−8 1 1 0 1 1 1 0 1 1 1),
C2 = (1 −8 1 1 1 0 1 0 1 1 1), C3 = (1 1 −6 1 0 0 0 1 0 1 1),
C4 = (0 1 1 −5 0 1 1 0 0 1 0), C5 = (1 1 0 0 −6 0 1 1 1 1 0),
C6 = (1 0 0 1 0 −5 1 0 1 1 0), C7 = (1 1 0 1 1 1 −7 1 0 1 0),
C8 = (0 0 1 0 1 0 1 −5 0 1 1), C9 = (1 1 0 0 1 1 0 0 −6 1 1),
C10 = (1 1 1 1 1 1 1 1 1 − 10 1), C11 =
(1 1 1 0 0 0 0 1 1 1 − 6). Γ = diag{3, 3, 3},
x¯(t) = 111
∑N
i=1 xi(t), λ = 1, τ = 0.4. The Lorenz system
is a bounded chaotic attractor, i.e., there exists a constant
M satisfying‖f(xi(t))− f(x¯(t))‖ ≤ 2M‖ei(t)‖. x0 = 20 ∗
(1, 0.5,−1, 1.2, 0.6,−1.2, 1.4, 0.7,−1.4, 1.6, 0.8,−1.6, 1.8,
0.9,−1.8, 2, 1,−2,−1.8, 1.1, 1.8,−1.6, 1.2, 1.6,−1.4, 1.3, 1.4,
−1.2, 1.4, 1.2,−1, 1.5, 1,−3,−2.5,−2,−1.5,−1,−0.5,−0.5,
−1,−1.5,−2,−2.5)T . Adaptive gains (h1, h2, · · · , h11) =











Fig. 1. Desired Moving Trajectories





























Fig. 2. Agent Dynamics
(0.3, 0.4, 0.5, 0.6, 0.3, 0.4, 0.5, 0.6, 0.3, 0.4, 0.5). Applying
Theorem 2 we know that the exact consensus is achived.
Simulation results are depicted in Figure 1 to Figure 5
respectively
V. CONCLUSION
We have studied the exact consensus problem for a MAS
with nonlinear agent dynamics and communication delay.
We use the average dynamics of all agents as the desired
moving trajectories, then we have presented linear feedback
and adaptive feedback to guarantee its global exact consensus
based on the Lyapunov stability theory. The controllers
are very simple in form, but are more effective to resolve
the consensus problem of the MAS with nonlinear agent
dynamics and communication delay. The simulation results
have illustrated the effectiveness of the proposed results. It
should be noted that the conditions are still restrictive and
all the delays are the same, further work regarding this topic
we’ll focus on these problems.
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Fig. 3. Error System Dynamics






























Fig. 4. Adaptive Controllers












Fig. 5. Adaptive Gain Curves
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Abstract: The problem of consensus on Multi-Agent System of structurally different dynamical
agent is investigated. Consensus of Multi-Agent System is usually defined in terms of identical
accordance on the evolution of each individual agent in the network. However, for a network
consisting of strictly different agents, this type of consensus should be redefined. In this case,
a generalized definition of consensus can be considered, where the evolution of each agent can
be related to others in terms of a map. In order to achieve consensus on a network of strictly
different agents, local linear and nonlinear controllers are designed which force the network to
achieve bounded consensus or exact consensus respectively. The main results of this study are
illustrated by numerical simulations.
Keywords: Consensus, Multi-Agent Systems, Different Agent Dynamics, Nonlinear Controllers,
Error System, Stabilization.
1. INTRODUCTION
Multi-Agent Systems (MAS) deals with the study of how
network architecture and interactions between network
components influence global control goals. The research
in this field can be categorized into two areas: One is to
deal with the design of distributed estimation techniques
which can be applied to the sensor networks, and the other
is to deal with the control of mobile autonomous agents
i.e., each agent autonomously works by using information
over the network from other agents(1). In both areas
some important contributions have been made in recent
years(2; 3; 4; 5; 6; 7).
The consensus problem means to reach an agreement that
depends on the states of all agents. The topic has been
studied across many fields of science and engineering(8;
9; 10; 11; 12). Reza introduces two consensus criteria
for networks with and without time-delays and provides
convergence analysis for three kinds of MAS with fixed and
switching topologies(13). (14) develops a passivity-based
design framework to process the group coordination prob-
lem, where both fixed and time-varying communication
structures are considered. (15) proposes that all agents
reach a consensus if a small fraction of them are controlled
by simple feedback control. (16) investigates the robust
consensus problems of second-order MAS with diverse
input delays and decentralized consensus conditions are
obtained for the MAS with symmetric coupling weights
based on frequency-domain analysis. (17) investigates the
consensus problem for directed MAS with external distur-
bances and model uncertainties for fixed and switching
topologies. (18) studies the average consensus problem
for undirected MAS having communication delays and
provides sufficient conditions for the existence of aver-
age consensus under bounded communication delays. (19)
characterizes a distributed algorithm that asymptotically
achieved consensus and provides two discontinuous dis-
tributed algorithms that achieve max and min consensus,
respectively, in finite time. (20)unifies the consensus in
MAS and synchronization in complex dynamical network.
It’s noted that the agent dynamics in most existing works
are often restricted to linear and identical ones. The con-
sensus problem of MAS with non-identical agent dynamics
is much more complicated than the identical case and few
results have been reported to date.
Inspired by these early results, the present paper will
focus on the global consensus problems of MAS, and the
proposed consensus property is formulated in terms of
certain boundedness of state errors. Compared with many
existing related results, this paper make two significant
advances. One is that we generalize the related results
for the case of identical agent dynamics to the case of
non-identical agent dynamics. The other is we design
the nonlinear feedback controllers to guarantee the MAS
achieve exact consensus.
The rest of this paper is organized as follows. A continuous-
time MAS model with non-identical agent dynamics is
presented and some preliminaries are introduced in Section
2. The main results including bounded consensus and
exact consensus criterion are derived in Section 3. In
Section 4, a numerical simulation example is given to
verify the effectiveness of the proposed results, followed




Let G = (V,A) be a graph of order N consists of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V×V.
An edge (vj , vi) in graphGmeans that agent vi sends some
information to agent vj . The set of neighbors of agent vi
is denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a MAS consists ofN non-identical agents with
communication delay:
x˙i(t) = Bixi(t) + c
N∑
j∈Ni
aijΓxj(t) + ui, i = 1, 2, · · · , N,(1)
where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the
state variables of the agent vi, Bi ∈ Rn×n are constant
matrices, representing the self-dynamics of the agent vi,
c > 0 denotes the coupling strength, Γ = (γij) ∈ Rn×n
is the inner coupling matrix, and if γij 6= 0, then it
means two connected agents are linked via their ith and
jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N , which is symmetric and irreducible,
representing the communication topology relation of the
MAS, is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈
Ni) and aii = −
∑
j 6=i aij . τ is a constant coupling delay
which reflects the reality that the agent vi can’t obtain
information from agent vj instantaneously.







We’ll now discuss the problem of global consensus for
the MAS (1). The consensus problem formulation in the
present paper is quite different from many others, where
the consensus problem is solvable if the states of all agents
satisfy xi(t) → xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. The
consensus problem here will be depicted instead via certain
boundedness of xi(t)−xj(t), ∀i, j = 1, 2, · · · , N as t→∞.
At the same time, we will design controllers for the MAS
(1) to guarantee it achieve exact consensus. To address
these cases we will focus on making the states of all agents
converge to a bounded set or an equilibrium point.
2.2 Mathematical preliminaries
Before stating the main results of this paper, the following
mathematical preliminaries are necessary.
Definition 1((21)): The solution xi(t, t0, ψi(t)) of the
MAS (1) is said to be uniformly ultimately bounded
with respect to the bound ε if for each δ > 0 there
exists T = T (ε, δ) > 0 independent of t0 such that
‖xi(t, t0, ψi(t))‖ ≤ ε for all t ≥ t0 + T when ‖xi(t0)‖ < δ,
where ψi(t) is the initial value given as xi(t) = ψi(t) for
t ∈ [t0 − τ, t0], i = 1, 2, · · · , N .
Lemma 1((22)): Assuming that the graph G = (V,A)
is a strongly connected graph, then there exists a unitary
matrix Φ = (ϕij)N×N = (Φ1,Φ2, · · · ,ΦN ), such that the
adjacency matrix A satisfies
ΦTAΦ = Λ = diag{λ1, λ2, · · · , λN}, (3)





, · · · ,
1√
N
)T and 0 = λ1 > λ2 ≥ · · · ≥ λN are the eigenvalues of
A.
Lemma 2 ((22)): Let g(t) be a non-negative bounded
function defined on R+ and
Ω = {x(t) ∈ Rn|‖x(t)‖ ≤ limt→∞g(t)}. (4)
Suppose there exist a strictly positive definite matrix
P (t) ∈ PC1n×n and a constant δ > 0 such that the deriva-
tive of V (x(t), t) = xT (t)P (t)x(t) along the trajectory of
the system
x˙(t) = f(x(t), t), x(t) ∈ Rn, t ∈ [0,∞) (5)
satisfies
V˙ ≤ −δ‖x(t)‖2 if ‖x(t)‖ ≥ g(t). (6)
For any t > 0, let
Qt = {x(t)|V (x(t), t) ≤ sup
y(s)∈Ω,s≥0
{V (y(s), s)}} (7)
and
c = limt→∞(max{‖x(t)‖|x(t) ∈ Qt}). (8)
Then, x(t) converges to the set
M = {x(t)|‖x(t)‖ ≤ c}. (9)
We now introduce some notations and definitions.
Let PC1n×n be the linear space of the uniformly bounded
continuous real matrix-valued functions defined on [0,∞).





By defining the consensus error vector as





j∈Ni akjΓxj(t−τ) = 0, from (1) and
(2), the error dynamics are found to be








for i = 1, 2, · · · , N . Assuming that the trajectories of all
agents are bounded, it follows that their difference is also





Bkxk(t)‖ ≤ αi (12)
for i = 1, 2, · · · , N , where αi are nonnegative constants.
In order to achieve consensus, the local controllers ui have
to be designed such that ei(t) becomes asymptotically
stable about its zero fixed point. Here, we will consider
the problems of consensus analysis, controlled bounded
consensus and controlled exact consensus respectively.
3.1 Bounded consensus analysis
We firstly consider the problem of consensus analysis of
the MAS (1) and the main result of this contribution can
be stated as follows:
Theorem 1. If c > −1λi (λi 6= 0) and 0 < δ < 1, then the
MAS(1) will achieve bounded consensus and the consensus
set is depicted as follows
M = {e(t)|‖e(t)‖ ≤
∑N
j=1 αj limt→∞‖wji(t)‖
1− δ }, (13)
namely, ei(t) = xi(t) − s(t) → Ω as t → ∞, where λi are
the eigenvalues of A.
Proof. Discarding the controllers and rewriting the error
system (11) in vector form one gets:
˙¯e(t) = B¯(t) + cΓe¯(t)AT , (14)
where e¯(t) = [e1(t), e2(t), · · · , eN (t)] ∈ Rn×N , B¯(t) =




k=1Bkxk(t), i = 1, 2, · · · , N .
Given that the connectivity matrix satisfies Lemma 1,
there are two matrices, Ω = (w1, w2, · · · , wN ) ∈ RN×N
and Λ = diag(λ1, λ2, · · · , λN ) ∈ RN×N such that:
A = ΩTΛΩ, (15)
where λi and wi are the i−th eigenvalue and associated
eigenvector of A respectively. With ΩTΩ = IN , the
N−dimensional identity matrix.
Using a change of variables η¯(t) = e¯(t)ΩT , the error
dynamics become
˙¯η(t) = B¯(t)ΩT + cΓη¯(t)Λ,
where η¯(t) = (η1(t), η2(t), · · · , ηN (t)), with ηi(t) =




i + cΓηi(t)λi, i = 1, 2, · · · , N. (16)
The stability of the error dynamics (14) around the zero








The time derivative of V along the trajectories of the error






i (t) + η
T
i (t)cλiΓηi(t)).
Considering the bounds of each term of V˙ . From (12) one
has the bound of the first term:







The second term is always semi-negative because c > 0,
λi ≤ 0 and it can be expressed as
cλi‖ηTi (t)‖Γ‖ηi(t)‖ ≤ −‖ηTi (t)‖‖ηi(t)‖
if we take c > −1λi (λi 6= 0).













‖ηi(t)‖ < δ < 1, then we have
V˙ ≤ (δ − 1)‖ηi(t)‖2.
Applying Lemma 2 completes the proof. In consequence,
the MAS (1) achieves bounded consensus.
Now we will consider the controlled consensus problem
of MAS (1), and bounded consensus criterion and exact
consensus criterion are given as follows respectively.
3.2 Bounded consensus via linear negative feedback
Theorem 2. If the local controllers ui are constructed as
ui = −ckΓei(t),
k > λi +
1
c and 0 < δ < 1, then the MAS(1) will achieve
bounded consensus and the consensus set is depicted as
follows
M = {e(t)|‖e(t)‖ ≤
∑N
j=1 αj limt→∞‖wji(t)‖
1− δ }, (18)
namely, ei(t) = xi(t) − s(t) → Ω as t → ∞, where λi are
the eigenvalues of A.
Proof. The proof is very similar to the Theorem 1, so is
omitted here.
3.3 Exact consensus via nonlinear feedback
The designed controllers in the Theorem 2 make the
MAS (1) achieve bounded consensus instead of exact
consensus, the following theorem will consider how to
design controllers to guarantee the MAS achieve exact
consensus.
Theorem 3. The MAS(1) will achieve exact consensus if
the local controllers ui are constructed as
ui = −ckΓei(t)− ρsgn(ei(t)) (19)
for i = 1, 2, · · · , N , where sgn(ei(t)) = [sgn(ei1(t)), sgn
(ei2(t)), · · · , sgn(ein(t))]T , with sgn(.) are signum func-
tion, and furthermore, the controller gains are designed to
satisfy the bounds








Proof. Rewriting the error system (11) in vector form one
gets:
˙¯e(t) = B¯(t) + cΓe¯(t)(AT −K)− ρsgn(e¯i(t)), (20)
where e¯(t) = [e1(t), e2(t), · · · , eN (t)] ∈ Rn×N , B¯(t) =




k=1Bkxk(t), i = 1, 2, · · · , N ,K = diag{k, k, · · · , k} ∈
RN×N and sgn(e¯(t)) = [sgn(e1(t)), sgn(e2(t)), · · · , sgn
(eN (t))] ∈ Rn×N .
Given that the connectivity matrix satisfies Lemma 1,
there are two matrices, Ω = (w1, w2, · · · , wN ) ∈ RN×N
and Λ = diag(λ1, λ2, · · · , λN ) ∈ RN×N such that:
A = ΩTΛΩ, (21)
where λi and wi are the i−th eigenvalue and associated
eigenvector of A respectively. With ΩTΩ = IN , the
N−dimensional identity matrix.
Using a change of variables η¯(t) = e¯(t)ΩT , the error
dynamics become
˙¯η(t) = [B¯(t)− ρsgn(η¯(t)Ω)]ΩT + cΓη¯(t)(Λ−K),
where η¯(t) = (η1(t), η2(t), · · · , ηN (t)), with ηi(t) =
e¯(t)w∗i ∈ Rn and w∗i = [w1i, w2i, · · · , wNi]T ∈ RN×1, or
equivalently,
˙¯ηi(t) = (B¯(t)− ρsgn(η¯(t)Ω))w∗i + cΓηi(t)(λi − k) (22)
for i = 1, 2, · · · , N .
The stability of the error dynamics (20) around the zero








The time derivative of V along the trajectories of the error






i (t)− η¯Ti (t)ρsgn(η¯(t)Ω)w∗i (t)




(‖ηTi (t)‖‖B¯(t)w∗i (t)‖ − ρ‖η¯Ti (t)‖‖sgn(η¯(t)Ω)w∗i (t)‖
+ c(λi − k)‖ηTi (t)‖Γ‖ηi(t)‖).
Considering the bounds of each term of V˙ . From (12) one
has the bound of the first term:
















The third term is quadratic and will be negative if the
coefficient is negative (c(λi−k) < 0) for any i. The bound
on the third term can be expressed as
c(λi − k)‖ηTi (t)‖Γ‖ηi(t)‖ ≤ −‖ηTi (t)‖‖ηi(t)‖.


















‖wji(t)‖ for any i. Then the error dynamics
(22) are globally uniformly asymptotically stable about
the zero fixed point (η¯(t) = 0), which implies that the
MAS (1) under the controllers (19) achieve consensus.
Remark 1. The above bounded consensus criteria can be
viewed as extensions of the related consensus criteria for
the cases of identical nodes to the cases of non-identical
nodes. Because of the complexity of the consensus prob-
lems for non-identical nodes, we only obtain here sufficient
conditions instead of sufficient and necessary condition.
However, the conditions obtained here are easy to verify
and we can easily construct appropriate numerical simula-
tion example to verify the effectiveness of the proposed re-
sults. Comparing the above three theorems, it can be seen
that the linear negative feedback can’t guarantee the MAS
achieve exact consensus, at the same time, the boundary
of the convergence set can be evaluated respectively.
4. EXAMPLE
In this section, we will construct an example to demon-
strate the proposed results above. The problem is to guar-
antee 11 agents to follow desired curves in a 2-dimensional
system of coordinate.
The agent dynamics can be chosen as follows
x˙i(t) = Bixi(t), i = 1, 2, · · · , 11, (24)
where
Bi =
(−10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0
1 −1 1
0 −15− 0.1× (i− 1) 0
)
.




−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1
1 1 1 0 0 0 0 1 1 1 −6

and Γ = diag{1, 1, 1}respectively.
Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 −
18)T , (20 10 − 20)T , (−18 11 18)T , (−16 12 16)T ,
(−14 13 14)T , (−12 14 12)T and (−10 15 10)T respectively.
We may verify the conditions of Theorem 3 readily, then
the consensus of the MAS is achieved. Simulation results
are depicted in Fig.1 to Fig.5 for c = 1, k = 0.5.
The simulation curves in Fig.1-Fig.6 show that the dynam-
ics of the MAS in different time scale with and without
control respectively. The average state trajectory s(t) is
chosen as the desired moving trajectory and is depicted
in Fig.3 and Fig.6 respectively. These simulation curves
show that all agents eventually move with the desired state
trajectory in the sense of boundedness on the condition
that there is not control in the MAS or by using linear
negative feedback. The exact consensus can be guaranteed
by means of nonlinear controllers.
5. CONCLUSIONS
In this paper, we’ve investigated the consensus problems
of MAS with different node dynamics. The derived criteria
are verified via theoretical analysis and numerical simu-
lation. The consensus for the MAS is achieved based on
a series of transformations and Lyapunov stability theo-
rem. The methods we present here have several distinct
features. Firstly, they are very simple in form, but are
more effective to resolve the consensus problem with non-
identical node dynamics. Secondly, the proposed nonlinear
controllers can guarantee the MAS achieve exact consensus
instead of in terms of boundedness. It should be noted that
the conditions are still restrictive and there is no time-
delay in the communication topology, further work regard-
ing this topic we’ll focus on these problems. An obvious
limitation of the proposed method is the fact the requires
the same number of controllers than nodes, in a work
to be reported elsewhere this controlled consensus design
is combined with a pinning control strategy, providing a
reduction on the number of nodes where controlled action
in taken. Yet another aspect of interest to considered as
future work is determining conditions for the existence of
an appropriate coordinate transformation to translate the
nonlinear agent dynamics to linear ones such that this
result is applicable for a more general class of oscillators.
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Abstract
This paper investigates the global bounded consensus
problem of the networked Multi-Agent Systems exhibiting
nonlinear, non-identical agent dynamics and time-varying
delay in the communication channels. Based on the
Lypunov-Krasovskii functional method, globally bounded
consensus conditions for both delay-independent and
delay-dependent are derived respectively. The proposed
consensus criteria ensures that all agents eventually move
along the desired trajectories involved with the average
agent dynamics in the sense of boundedness. The proposed
consensus criteria generalizes the case of networked Multi-
Agent Systems with identical agent dynamics to the case
of non-identical agent dynamics, and many existing results
related to this area can be viewed as special cases of the
present results. Finally, a numerical simulation example is
constructed to demonstrate the effectiveness of the proposed
theoretical results.
Keywords: Networked Multi-Agent Systems, Consensus,
Time-Varying Delay
1. INTRODUCTION
Networked Multi-Agent Systems (MAS) analysis involves
the study of how the network architectures and interactions
between network components influence global control goals.
The consensus problem in MAS requires an agreement to
be reached that depends on the states of all agents. The
topic has been studied across many fields of science and
engineering [1]-[12]. Olfati-Saber introduced two consensus
criteria for networks with and without time-delays and pro-
vided convergence analysis for three kinds of MAS with
fixed and switching topologies [13]. A passivity-based design
framework is developed to process the group coordination
problem, where both fixed and time-varying communication
structures are considered in [14]. All agents reach a con-
sensus if a small fraction of them are controlled by simple
feedback control is proposed in [15]. The robust consensus
problems of second-order MAS with diverse input delays
are investigated and decentralized consensus conditions are
obtained for the MAS with symmetric coupling weights
based on frequency-domain analysis in [16]. The consen-
sus problem for directed MAS with external disturbances
and model uncertainties for fixed and switching topologies
are discussed in [17]. The average consensus problem for
undirected MAS having communication delays is studied
and sufficient conditions are provided for the existence of
average consensus under bounded communication delays in
[18]. A distributed algorithm that asymptotically achieved
consensus is characterized and two discontinuous distributed
algorithms that achieve max and min consensus are provided
respectively in [19]. It is noted that the agent dynamics in
most existing works are often restricted to linear and identical
ones. Obviously, in practice, this is not always the case.
The consensus problem of MAS with non-identical agent
dynamics is much more complicated than the identical case
and few results have been reported to date.
The present paper will focus on the global consensus prob-
lems of the MAS consisting of heterogenous agents. The
behavior of the MAS with non-identical agent dynamics is
much more complicated than the identical case. Usually, no
common equilibrium for all agents exists even if each agent
has an equilibrium, neither does a consensus manifold exist
in the classical sense. Consensus of a MAS with identical
agents is usually described in terms of (asymptotically)
identical dynamical evolution of state variables of every
agent in the MAS, which is easy to understand. However, this
collective behavior, called exact consensus no longer exists
in the MAS with non-identical agents due to the difference
between the dynamics of the agents. Furthermore, the MAS
with non-identical agent dynamics cannot be decoupled into
a number of lower dimensional systems exactly like the
identical-agent case. Yet, a MAS with non-identical agents
may still exhibit some kinds of consensus behaviors which
are far from being fully understood. Certain reasonable and
satisfactory boundedness of state motions errors between
different agents can be taken as useful consensus properties.
Compared with many existing results, this paper makes
several significant advances. Firstly, the related results for
the case of identical agent dynamics has been generalized to
the case of non-identical agent dynamics and the proposed
results cover many existing criteria related to this area.
Secondly, the time-varying delay has been introduced in the
communication channels and global consensus criteria are
given based on solving a number of lower dimensional matrix
:
inequalities and scalar inequalities. Finally, globally bounded
consensus conditions for both delay-independent and delay-
dependent are derived based on the Lypunov-Krasovskii
functional method . The rest of this paper is organized as
follows. A continuous-time MAS model with non-identical
agent dynamics and communication time-varying delay and
the objective are presented in Section II. The main results
including delay-independent and delay-dependent bounded
consensus criterion are derived in Section III and IV. In
Section V, a numerical simulation example is given to
verify the effectiveness of the proposed results, followed by
conclusions in Section VI.
2. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a MAS consisting of N non-identical agents
with time-varying communication delay:




where xi(t) = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the
state variables of the agent vi, fi(xi(t)) : Rn → Rn
are continuously differentiable mappings with Jacobian Dfi,
representing the self-dynamics of the agent vi, c > 0 denotes
the coupling strength, Γ = (γij) ∈ Rn×n is the inner
coupling matrix, and where γij ̸= 0 means two connected
agents are linked via their ith and jth state variables, re-
spectively. The adjacency matrix A = (aij) ∈ RN×N (which
is symmetric and irreducible) represents the communication
topology relation of the MAS, and is defined by aij = aji =
1(vj ∈ Ni), aij = 0(vj /∈ Ni) and aii = −
∑
j ̸=i aij . τ(t)
is a time-varying coupling delay which reflects the reality
that the agent vi can’t obtain information from agent vj
instantaneously.
















We now discuss the problem of global consensus for the
MAS (1). The consensus problem formulation in the present
paper is quite different from many others, where the consen-
sus problem is solvable if the states of all agents satisfy
xi(t) → xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. The
consensus problem here will be depicted instead via certain
boundedness of xi(t)−xj(t), ∀i, j = 1, 2, · · · , N as t→∞.
This better reflects reality since it is impossible for MAS
(1) to achieve exact consensus. To address this case we
will focus on making the states of all agents converge to
a bounded set.
Define the error vector
ei(t) = xi(t)− s(t), i = 1, 2, · · · , N. (4)
Obviously,
∑N







τ(t)) = 0, then the MAS (1) can be rewritten in terms of ei
as









Let e(t) = (eT1 (t), e
T
2 (t), · · · , eTN (t))T and then the error
system (5) can be written further as follows by means of the
Newton-Leibniz formula.
e˙(t) = IN⊗Df¯(s)e(t) + cA⊗ Γe(t− τ(t)) + I(t)e(t)
− 1
N
H(t)e(t) + F (t), (6)
where I(t) = diag{∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ, · · · ,∫ 1
0
(DfN (s+ τeN )−Df¯(s))dτ}, Σ¯(t) = IN⊗Df¯(s)+D,




τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ), FTi (t) = (f
T
1 (s) −
f¯T (s), · · · , fTN (s)− f¯T (s)).
Repeating the similar simplification procedure proposed in
[20], [21], the above error system can be transformed into
the following N − 1 relatively simple system after a series
of transformation.
ω˙i(t) =Df¯(s(t)ωi(t) + cλiΓωi(t− τ(t))
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t),
(7)
where i = 2, 3, · · · , N .
So far, the consensus problem of the MAS (1) has been trans-
ferred to the stability problem of the N−1 of n−dimensional
systems.
3. DELAY-INDEPENDENT BOUNDED CONSENSUS
CRITERIA
A delay-independent bounded consensus criteria for the
MAS (1) is given as follows.
Theorem 3.1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and
b > 0 such that




≤ b∥x(t)∥2, ∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,
(8)





TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,
(9)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (10)
Then the system (6) converges to the set
M = {e(t)|∥e(t)∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ } (11)
for any fixed time delay τ > 0, where δ > 0 is any constant
satisfying δ < ζ − 2γβ, β = (∑Ni=2 ∥Pi(t)∥2) 12 , ζ > 2γβ
and µ(t) = ∥F (t)∥ is bounded. Furthermore, the MAS (1)
achieves bounded consensus for any fixed time delay τ(t) >
0, 0 ≤ τ˙(t) ≤ 1.













Differentiating (13) along the trajectory of (7) gives
V˙i(wi(t))




i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t)
+ 2wTi (t)(cλiPi(t)Γ)wi(t− τ(t))
− (1− τ˙(t))wTi (t− τ(t))Qiwi(t− τ(t)). (14)
Applying the Young Inequality to the equality (14) resulting
in








i ⊗ In)I(t)(Φ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (15)
Condition (9) implies that the first term on the right hand
side of (15) satisfies





TPi(t))wi(t) ≤ −ζ∥wi(t)∥2. (16)
Applying condition (10) we know the second term on the
right hand side of (15) satisfies
2wTi (t)Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w(t)
≤ 2γ∥Pi(t)∥∥wi(t)∥∥w(t)∥. (17)
The third term on the right hand side of (15) satisfies
2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi(t)∥. (18)
Since V (w(t)) =
∑N


















= ∥w(t)∥((2γβ − ζ)∥w(t)∥+ 2βµ(t)). (19)
Thus, when
∥w(t)∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (20)
we have
V˙ (w(t)) ≤ −δ∥w(t)∥2. (21)
Applying the results in [21] completes the proof.
Remark 3.1 We have an asymptotic consensus criterion in
the classical sense when limt→∞µ(t) = 0. In particular,
we have µ(t) ≡ 0 when all agents have the same dynamics,
i.e., fi(xi(t)) = f(x(t)). In such a case, applying Theorem
3.1 to the linearized network, which is equivalent to taking
γ = 0 in (10), immediately achieves the universal consensus
criteria existing in many literatures. Therefore, Theorem 3.1
covers the existing criteria of networks with identical agent
dynamics as a special case.
Remark 3.2. The above result is a delay-independent
globally consensus criterion and the ultimate convergence
bound is evaluated by means of (11). Theorem 3.1
guarantees that all agents move along the desired trajectory
described by s(t) in terms of certain boundedness, i.e.,
the consensus achieved here is just approximate instead of
exact, in fact, to achieve exact consensus is impossible for
such a case.
4. DELAY-DEPENDENT BOUNDED CONSENSUS
CRITERIA
Delay-dependent criterion for the MAS (1) will be discussed
in this section.
Theorem 4.1 Suppose that (8) and (10) in Theorem
3.1 are satisfied. If there exist matrices Pi(t) ∈ PC1n×n,








where Ξ1 = P˙i(t) + Pi(t)Df¯(s(t)) + Df¯(s(t))TPi(t) +
hXi + Y
T
i + Yi + Qi + hDf¯(s(t))
TZiDf¯(s(t)), Ξ2 =








for i = 2, 3, · · · , N , then the MAS (1) will achieve bounded
consensus for the time varying delay 0 ≤ τ(t) ≤ h < ∞,
0 < τ˙(t) ≤ 1.






















The i-th (i = 2, 3, · · · , N) equation in system (7) can be
written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)ω(t) + (ΦTi ⊗ In)F (t),
(25)
thus the derivative of V1(wi(t), t) satisfies
V˙1(wi(t)) = w
T
i (t)(P˙i(t) + Pi(t)(Df¯(s) + cλiΓ)








i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (26)
Defining a(.), b(.) and M as a(α) = wi(t), b(α) = w˙i(α)
andM = cλiPi(t)Γ for all α ∈ [t−τ(t), t] and then applying
the results in [23] results in
V˙1(wi(t)) ≤ wTi (t)[P˙i(t) + Pi(t)Df¯(s) +Df¯(s)TPi(t)
+ hXi + Y
T




+ 2wTi (t)(cλiPi(t)Γ− Yi)wi(t− τ(t))
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w(t)
+ 2wTi (t)Pi(t)(Φ
T
i ⊗ In)F (t). (27)
Moreover, V˙2(wi(t)) can be enlarged as
V˙2(wi(t)) ≤ h[Df¯(s)wi + cλiΓwi(t− τ(t))]TZi[Df¯(s)wi
+ cλiΓwi(t− τ(t))] + 2h(Df¯(s)wi)TZi(ΦTi ⊗ In)I(t)
(Φ⊗ In)w + 2h(Df¯(s)wi)TZi(ΦTi ⊗ In)F (t)
+ 2h(cλiΓwi(t− τ(t)))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+ 2h(cλiΓwi(t− τ(t)))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)w)TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))








i Qiwi − (1− τ˙(t))wTi (t− τ(t))Qiwi(t− τ(t)).
(29)
Applying the Young Inequality, then we have
2h(cλiΓwi(t − τ(t)))TZi(ΦTi ⊗ In)I(t)(Φ ⊗ In)w ≤
wTi (t − τ(t))Π−1i wi(t − τ(t)) + h2c2λ2iwT ((Φ ⊗
In)
T I(t)(ΦTi ⊗In)TZiΓΠiΓTZi(ΦTi ⊗In)I(t)(Φ⊗In))w(t),
and 2h(cλiΓwi(t − τ(t)))TZi(ΦTi ⊗ In)F (t) ≤





i ⊗ In)F (t).





























































































max(Zi)) − δ and Ξ is
defined in (22). Thus, according to [22] and Lyapunov
stability theory, bounded consensus is ultimately achieved.
This completes the proof.
Remark 4.1. The above two bounded consensus criteria can
be viewed as extensions of the related consensus criteria for
the cases of identical nodes to the cases of non-identical
nodes. Because of the complexity of the consensus problems
for non-identical nodes, only sufficient conditions instead
of sufficient and necessary condition can be obtained
here. At the same time, the conditions obtained here are
somewhat complicated and difficult to verify, but according
to certain specific cases, we can construct an appropriate
numerical simulation example to verify the effectiveness of
the proposed results. Comparing the above two theorems, it
can be seen that the boundary of the convergence set and
the maximum size of time varying delay can be evaluated
respectively.
5. EXAMPLE
In this section, a numerical simulation example is constructed
to demonstrate the effectiveness of the proposed results
previously. The objective is to guarantee 11 agents to follow
the average dynamics chosen as the desired curves.
The agent dynamics can be chosen as follows
x˙i(t) = Bixi(t) + g(xi(t)), i = 1, 2, · · · , 11, (32)
where B1-B6 can be chosen as −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 01 −1 1
0 −15− 0.1× (i− 1) 0

and B7-B11 can be chosen as −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 01 −1 1





+π) 0 0)T , i = 1, 2, · · · , 11.
The communication coupling matrix A and the inner cou-
pling matrix Γ are chosen as
A =

−8 1 1 0 1 1 1 0 1 1 1
1 −8 1 1 1 0 1 0 1 1 1
1 1 −6 1 0 0 0 1 0 1 1
0 1 1 −5 0 1 1 0 0 1 0
1 1 0 0 −6 0 1 1 1 1 0
1 0 0 1 0 −5 1 0 1 1 0
1 1 0 1 1 1 −7 1 0 1 0
0 0 1 0 1 0 1 −5 0 1 1
1 1 0 0 1 1 0 0 −6 1 1
1 1 1 1 1 1 1 1 1 −10 1




 2 0 00 2 0
0 0 2














Fig.1. The dynamics of all agents xi(t).











Fig.2. The average state trajectory s(t).















Fig.3. The consensus error dynamics ei1(t).
respectively.
Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T and (−10 15 10)T respectively, then we
may verify the conditions of Theorem 3.1 readily. This
demonstrates the consensus of the MAS is achieved for the
time varying delay τ(t) > 0. Simulation results are depicted
in Fig.1 to Fig.5 for τ(t) = pi2 + arctan(t) and c = 1.
The conditions of the Theorem 4.1 are also satisfied, and
the maximum allowable delay is estimated as 0.061 which
reflects the conservatism of the Theorem 4.1 indirectly.
The simulation curves in Fig.1 show that the states of all
agents are ultimately bounded stable. The average state















Fig.4. The consensus error dynamics ei2(t).












Fig.5. The consensus error dynamics ei3(t).
trajectory s(t) is chosen as the desired moving trajectory
and is depicted in Fig.2. Fig.3 to Fig.5 demonstrate that the
state errors between each agent’s states and the desired state
trajectory respectively, and the deviation systems are also
ultimately bounded stable. These simulation curves show that
all agents eventually move with the desired state trajectory
in the sense of boundedness.
6. CONCLUSIONS
In this paper, the consensus problems of MAS with different
node dynamics and time-varying communication delay have
been investigated. The derived criteria are verified via both
theoretical analysis and numerical simulation. Consensus has
been achieved based on a series of transformations and
Lyapunov stability theorem. The consensus criteria presented
here have several distinct features. Firstly, the conditions
of the criteria are relatively simple in form, but are more
effective to resolve the consensus problem of MAS with
non-identical node dynamics. Secondly, the communication
connection between agents are not direct and all delays in
the communication channels are variable with time. At last,
it should be noted that the conditions are still restrictive,
especially for the getting of Pi(t), at the same time, the
delays existing in the different communication channels are
assumed to be the same function and this is not always the
case in practice however. Further investigations will focus on
relaxing these limitations.
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Abstract—This paper investigates the global bounded consen-
sus problem of networked Multi-Agent Systems (MAS) exhibiting
nonlinear, non-identical node dynamics with communication
time-delays. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.
Index Terms—Networked control systems, multi-agent systems,
consensus, pinning control, adaptive pinning control.
I. INTRODUCTION
Networked Multi-Agent Systems (NMAS) which deals with
the study of how network architecture and interactions be-
tween network components influence global control goals,
has attracted many attention due to the broad applications
of NMAS in many areas. The research in this field can be
categorized into two areas. One area is to deal with the design
of distributed estimation techniques which can be applied to
the sensor networks, and the other area is with the control
of mobile autonomous agents i.e., each agent autonomously
works by using information over the network from other agents
[1]. How to design appropriate protocols and algorithms such
that the set of agents can realize common objective, such as
consensus, is a critical problem, especially for the case of
unreliable information exchange and communication delays,
and some relevant important contributions have been made in
recent years [2∼5].
The consensus problem requires an agreement to be reached
that depends on the state of all agents. The topic has been
studied across many fields of science and engineering [6∼18].
It is noted that the agent dynamics in most existing works
are often restricted to linear and identical ones. Obviously,
in practice, this is not always the case. The controlled con-
sensus problem of NMAS with nonlinear agent dynamics and
Wei-Song Zhong is the corresponding author and the presenter,
wzhong@glam.ac.uk
communication delay are more complicated and just a few
results have been made [19], [20]. In addition, most research
in consensus problems usually assume that the final consensus
value to be a constant, which may not be the case in the sense
that the information state of each agent may be dynamically
evolving in time according to some inherent dynamics. It is
interesting to study controlled consensus problems where the
final consensus value evolves with time or as a function of
environmental dynamics.
The present paper will focus on the global consensus prob-
lems of NMAS based on pinning control methods [21∼24],
and the proposed controlled consensus property is formulated
in terms of certain boundedness of state errors. Compared
with existing related results, this paper make two significant
advances. One is that we generalize the related results for
the case of identical agent dynamics to the case of non-
identical agent dynamics, and the other is we introduce pinning
controllers to the selected agents.
The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded consen-
sus criterion are derived in Section III and IV respectively.
Section V gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.
II. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a NMAS consisting of N non-identical agents
with communication delay:
x˙i = fi(xi) + c
∑
j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (1)
where xi = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state
variables of the agent vi, fi(xi) : Rn → Rn are continuously
186
:
differentiable mappings with Jacobian Dfi, representing the
self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij ̸= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the NMAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni)
and aii = −
∑
j ̸=i aij . τ is a constant coupling delay which
reflects the reality that the agent vi can’t obtain information
from agent vj instantaneously.
The average dynamic of all agents is defined by the vector
field f¯(x(t)) = 1N
∑N
k=1 fk(x(t)) with Jacobian Df¯i(x(t)).








We now discuss the problem of global consensus for the
system (1). The consensus problem formulation in the present
paper is quite different from many others, where the con-
sensus problem is solvable if the states of all agents satisfy
xi(t)→ xj(t), ∀i, j = 1, 2, · · · , N as t→∞. The consensus
problem here will be depicted instead via certain boundedness
of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. This better
reflects reality as it is impossible for NMAS (1) to achieve
exact consensus. To address this case we will focus on making
the states of all agents converge to a bounded set.
Definition 1( [25], [26]): The solution xi(t, t0, ψi) of the
NMAS model (1) is said to be uniformly ultimately bounded
with respect to the bound ε if for each δ > 0 there exists T =
T (ε, δ) > 0 independent of t0 such that ∥xi(t, t0, ψi)∥ ≤ ε
for all t ≥ t0 + T when ∥xi(t0)∥ < δ, where ψi is the initial
value.
Lemma 1 ( [20]): Let g(t) be a non-negative bounded
function defined on R+ and
Ω = {x(t) ∈ Rn|∥x(t)∥ ≤ limt→∞g(t)}. (3)
Suppose there exists a strictly positive definite matrix
P (t) ∈ PC1n×n and a constant δ > 0 such that the derivative of
V (x(t), t) = xT (t)P (t)x(t) along the trajectory of the system
x˙(t) = f(x(t), t), x(t) ∈ Rn, t ∈ [0,∞) (4)
satisfies
V˙ ≤ −δ∥x(t)∥2 if ∥x(t)∥ ≥ g(t). (5)
For any t > 0, let
Qt = {x(t)|V (x(t), t) ≤ sup
y(s)∈Ω,s≥0
{V (y(s), s)}} (6)
and
c = limt→∞(max{∥x(t)∥|x(t) ∈ Qt}). (7)
Then, x(t) converges to the set
M = {x(t)|∥x(t)∥ ≤ c}. (8)
We denote x(t), s(t), u(t), e(t), w(t), di(t) and V (w(t), t)
as x, s, u, e, w, di and V respectively.
III. LINEAR FEEDBACK PINNING CONTROLLER
To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled NMAS can be
described as{
x˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(9)
The local linear negative feedback control law is chosen as
follows: {
uik = −dik(xik − s), 1 ≤ k ≤ l,
uik = 0, l + 1 ≤ k ≤ N,
(10)
where the feedback gain dik > 0.
Combine (9) and (10) and rearrange the order of the
nodes in the network. Let the first l nodes be controlled,






j∈Ni akjΓxj(t − τ) = 0 and
∑N
i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems can
be written as













+ fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,













+ fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(11)
The following work will focus on simplifying the error
systems (11) by means of a series of transformations using
a procedure similar to [20].
Define the following matrix
D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN )T , then (11) becomes




where I(t) = diag{∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ · · ·∫ 1
0
(DfN (s+ τeN )−Df¯(s))dτ}, Σ¯(t) = IN ⊗ Df¯(s) +




τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ), FTi (t) = (f
T
1 (s) −
f¯T (s), · · · , fTN (s)− f¯T (s)).
Since A is symmetric and irreducible, according to
[20], there exists a unitary matrix Φ = (φij)N×N =
187
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t).
(13)




k=1(0 · · · 0 Φ¯k 0 · · · 0) ⊗∫ 1
0
Dfk(s + τek)dτ , where Φ¯k stands for the matrix with
its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1N (Φ








where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.
Thus, a simple calculation gives 1N (Φ












Dfk(s(t) + τek(t))dτ , where
Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ = Σ¯(t)w +





(ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need to consider
w2, w3, · · · , wN . Rewriting in the component form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (14)
where Σi = D¯f(s) +Di.
So far, we have transferred the consensus problem of system
(1) to the stability problem of the N − 1 of n−dimensional
systems.
Theorem 1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and




wTi (α)Qiwi(α)dα ≤ b∥x∥2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (15)






TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,
(16)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (17)
Let





∥Pi(t)∥2) 12 , (19)
if ζ > 2γβ, then system (12) converges to the set
M = {e|∥e∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (20)




k=1 xk(t) → Ω as t → ∞, where δ > 0 is any constant
satisfying δ < ζ − 2γβ, and then the NMAS (1) achieves
bounded consensus for any fixed time delay τ > 0.












Differentiating (22) along the trajectory of (14) gives
V˙i = w
T





i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ)
− wTi (t− τ)Qiwi(t− τ). (23)
Applying the Young Inequality to the equality (23) results
in








i ⊗ In)F (t)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φ⊗ In)w. (24)
Condition (16) implies that the first term on the right hand
side of (24) satisfies






TPi(t))wi ≤ −ζ∥wi∥2. (25)
The second term on the right hand side of (24) satisfies
2wTi Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi∥. (26)
Applying condition (17) we know the third term on the right
hand side of (24) satisfies
2wTi Pi(t)(Φ
T

















= ∥w∥((2γβ − ζ)∥w∥+ 2βµ(t)). (28)
Thus, when
∥w∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (29)
we have
V˙ ≤ −δ∥w∥2. (30)
Applying Lemma 1 completes the proof.
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IV. ADAPTIVE PINNING CONTROLLER
In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:




ui = 0, l + 1 ≤ i ≤ N,
(31)
where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error
NMAS can be rewritten as






























+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(32)
Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.
w˙i = Df¯(s(t))wi − diwi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(33)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.
Theorem 2 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ¯ > 0, γ ≥ 0, a > 0 and
b > 0 such that







≤ b∥x∥2,∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,
(34)
P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))




TPi(t) + ζ¯I ≤ 0, i = 1, 2, · · · , N,
(35)
(17) and ζ¯ > 2γβ are satisfied, then the system (12) converges
to the set (20) for any fixed time delay τ > 0, where µ(t) and
β are the same as in (18) and (19) respectively, δ¯ > 0 is
any constant satisfying δ¯ < ζ¯ − 2γβ, and then the NMAS (1)
achieves bounded consensus for any fixed time delay τ > 0.





























i (α)Qiwi(α)dα, l + 1 ≤ i ≤ N,
(37)
where d is a positive constant to be determined.
Differentiating (37) along the trajectory of (33) gives
V˙i = w
T
i (P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))
TPi(t) +Qi
− 2dPi(t))wi + 2wTi Pi(t)(ΦTi ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ)
− wTi (t− τ)Qiwi(t− τ). (38)
The remaining part of the proof is similar to that of Theorem
1, so is therefore omitted here. This completes the proof.
V. EXAMPLES
To demonstrate the theoretical results obtained above, we
construct a NMAS consisting of 12 agents described as follows




where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 12) are chosen as follows: −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 01 −1 1
0 −15− 0.1× (i− 1) 0
 ,
 −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 01 −1 1





+π) 0 0)T , i = 1, 2, · · · , 12.
The communication coupling matrix C = (CT1 C
T
2 · · ·CT12),
C1 = (−8 1 1 0 1 1 1 0 1 1 1 0), C2 = (1 −
8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1),
C4 = (0 1 1 − 6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 −
6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 − 7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −
6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 − 7 1 1 1), C10 =
(1 1 1 1 1 1 1 1 1 −10 1), C11 = (1 1 1 0 0 0 0 1 1 1 −7 1),
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.
Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,
uik = 0, else,
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Fig.1. Desired agent dynamics under pinning control.











Fig.2. Desired agent dynamics under adaptive pinning control.
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.
Given the initial values of 12 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and
Pik(t) = I3, d1(0) = 1, d2(0) = 1, d10(0) = 1. We may
verify the conditions of Theorem 1 and Theorem 2 readily.
This demonstrates the bounded consensus of the NMAS is
achieved for any time delay 0 < τ ≤ 0.06. Simulation results
are depicted in Fig.1 to Fig.8 for τ = 0.06 and c = 1.
VI. CONCLUSION
In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based



























Fig.3. All agent dynamics under pinning control.



























Fig.4. All agent dynamics under adaptive pinning control.
on pinning control and adaptive pinning control methods. It
should be noted that the conditions are still restrictive and all
the delays are the same. Further investigations will focus on
relaxing these limitations.
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Abstract—This paper investigates the global bounded consen-
sus problem of Networked Multi-Agent Systems exhibiting non-
linear, non-identical agent dynamics with communication time-
varying delay. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.
I. INTRODUCTION
Networked Multi-Agent Systems (NMAS) has attracted
many attention due to the broad applications of NMAS in
many areas. How to design appropriate protocols and algo-
rithms such that the set of agents can realize common objec-
tive, such as consensus, is a critical problem, especially for the
case of unreliable information exchange and communication
delays, and some relevant important contributions have been
made in recent years [1], [2], [3], [4].
The consensus problem requires an agreement to be reached
that depends on the state of all agents. The topic has been
studied across many fields of science and engineering [5],
[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20]. It is noted that the agent dynamics in most
existing works are often restricted to linear and identical
ones. Obviously, in practice, this is not always the case. The
controlled consensus problem of NMAS with nonlinear agent
dynamics and communication delay are more complicated and
just a few results have been made [21], [22]. In addition,
most research in consensus problems usually assume that
the final consensus value to be a constant, which may not
be the case in the sense that the information state of each
agent may be dynamically evolving in time according to
some inherent dynamics. It is interesting to study controlled
consensus problems where the final consensus value evolves
with time or as a function of environmental dynamics.
The behavior of the NMAS with non-identical agent dynam-
ics is much more complicated than the identical case. Usually,
no common equilibrium for all agents exists even if each
agent has an equilibrium, neither does a consensus manifold
exist in the classical sense. The NMAS with non-identical
agent dynamics cannot be decoupled into a number of lower
dimensional systems exactly like the identical-agent case. Yet,
a NMAS with non-identical agents may still exhibit some
kinds of consensus behaviors which are far from being fully
understood. Certain reasonable and satisfactory boundedness
of state motions errors between different agents can be taken
as useful consensus properties. The present paper will focus
on the global consensus problems of NMAS based on pinning
control methods [23], [24], [25], [26], and the proposed
controlled consensus property is formulated in terms of certain
boundedness of state errors.
The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded consen-
sus criterion are derived in Section III and IV respectively.
Section V gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.
II. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a NMAS consisting of N non-identical agents
with communication delay:
x˙i = fi(xi) + c
∑
j∈Ni
aijΓxj(t− τ(t)), i = 1, 2, · · · , N, (1)
where xi = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state
variables of the agent vi, fi(xi) : Rn → Rn are continuously
differentiable mappings with Jacobian Dfi, representing the
:
self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij ̸= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the NMAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈
Ni) and aii = −
∑
j ̸=i aij . τ(t) is a time-varying coupling
delay which reflects the reality that the agent vi can’t obtain
information from agent vj instantaneously.
The average dynamic of all agents is defined by the vector
field f¯(x(t)) = 1N
∑N
k=1 fk(x(t)) with Jacobian Df¯i(x(t)).








We now discuss the problem of global consensus for the sys-
tem (1). The consensus problem here will be depicted instead
via certain boundedness of xi(t)− xj(t), ∀i, j = 1, 2, · · · , N
as t → ∞. This better reflects reality as it is impossible for
NMAS (1) to achieve exact consensus. To address this case
we will focus on making the states of all agents converge to
a bounded set.
We denote x(t), s(t), u(t), e(t), w(t), di(t) and V (w(t), t)
as x, s, u, e, w, di and V respectively.
III. LINEAR FEEDBACK PINNING CONTROLLER
To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled NMAS can be
described as
x˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ(t))
+uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑
j∈Ni aikjΓxj(t− τ(t)),
l + 1 ≤ k ≤ N.
(3)
The local linear negative feedback control law is chosen as
follows: {
uik = −dik(xik − s), 1 ≤ k ≤ l,
uik = 0, l + 1 ≤ k ≤ N,
(4)
where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the
nodes in the network. Let the first l nodes be controlled,






j∈Ni akjΓxj(t−τ(t)) = 0 and
∑N
i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems can be
written as













+ fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,













+ fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(5)
The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [22].
Define the following matrix
D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN )T , then (5) becomes




where I(t) = diag{∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ · · ·∫ 1
0
(DfN (s+ τeN )−Df¯(s))dτ}, Σ¯(t) = IN ⊗ Df¯(s) +




τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ), FTi (t) = (f
T
1 (s) −
f¯T (s), · · · , fTN (s)− f¯T (s)).
Since A is symmetric and irreducible, according to
[22], there exists a unitary matrix Φ = (φij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ(t))
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t)
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w. (7)




k=1(0 · · · 0 Φ¯k 0 · · · 0) ⊗∫ 1
0
Dfk(s + τek)dτ , where Φ¯k stands for the matrix with
its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1N (Φ








where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.
Thus, a simple calculation gives 1N (Φ








)T ⊗ ∫ 1
0
Dfk(s(t) + τek(t))dτ ,
where Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ =
Σ¯(t)w + cΛ ⊗ Γw(t − τ(t)) + (ΦT ⊗ In)I(t)(Φ ⊗ In)w −( ∗ 0 )T w+ (ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need
to consider w2, w3, · · · , wN . Rewriting in the component form
we have
w˙i = Σi(t)wi + cλiΓwi(t− τ(t)) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)
where Σi = D¯f(s) +Di.
So far, we have transferred the consensus problem of system
(1) to the stability problem of the N − 1 of n−dimensional
systems.
Theorem 1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and




wTi (α)Qiwi(α)dα ≤ b∥x∥2,
∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (9)






TPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,
(10)
∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (11)
Let





∥Pi(t)∥2) 12 , (13)
if ζ > 2γβ, then system (6) converges to the set
M = {e|∥e∥ ≤ 2b
a
βlimt→∞µ(t)
ζ − 2γβ − δ }, (14)




k=1 xk(t) → Ω as t → ∞, where δ > 0 is any constant
satisfying δ < ζ − 2γβ, Furthermore, the NMAS (1) achieves
bounded consensus for any fixed time delay τ(t) > 0, 0 ≤
τ˙(t) ≤ 1.












Differentiating (16) along the trajectory of (8) gives
V˙i = w
T





i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ(t))
− wTi (t− τ(t))Qiwi(t− τ(t)). (17)
Applying the Young Inequality to the equality (17) results
in








i ⊗ In)F (t)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φ⊗ In)w. (18)
Condition (10) implies that the first term on the right hand
side of (18) satisfies






TPi(t))wi ≤ −ζ∥wi∥2. (19)
The second term on the right hand side of (18) satisfies
2wTi Pi(t)(Φ
T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi∥. (20)
Applying condition (11) we know the third term on the right
hand side of (18) satisfies
2wTi Pi(t)(Φ
T

















= ∥w∥((2γβ − ζ)∥w∥+ 2βµ(t)). (22)
Thus, when
∥w∥ ≥ 2βµ(t)
ζ − 2γβ − δ , (23)
we have
V˙ ≤ −δ∥w∥2. (24)
Applying the result in [22] completes the proof.
IV. ADAPTIVE PINNING CONTROLLER
In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:




ui = 0, l + 1 ≤ i ≤ N,
(25)
where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error
NMAS can be rewritten as






























+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(26)
Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.
w˙i = Df¯(s(t))wi − diwi + cλiΓwi(t− τ(t))
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ(t))
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(27)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.
Theorem 2 Suppose there exist positive definite matrices
Pi(t) ∈ PC1n×n, Qi and constants ζ¯ > 0, γ ≥ 0, a > 0 and
b > 0 such that







≤ b∥x∥2,∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,
(28)
P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))




TPi(t) + ζ¯I ≤ 0, i = 1, 2, · · · , N,
(29)
(11) and ζ¯ > 2γβ are satisfied, then the system (6) converges
to the set (14) for any time-varying delay τ(t) > 0, where µ(t)
and β are the same as in (12) and (13) respectively, δ¯ > 0 is
any constant satisfying δ¯ < ζ¯ − 2γβ, and then the NMAS (1)
achieves bounded consensus for any fixed time delay τ(t) > 0,
0 ≤ τ˙(t) ≤ 1.






























l + 1 ≤ i ≤ N,
(31)
where d is a positive constant to be determined.
Differentiating (31) along the trajectory of (27) gives
V˙i = w
T
i (P˙i(t) + Pi(t)Df¯(s) + (Df¯(s))
TPi(t) +Qi
− 2dPi(t))wi + 2wTi Pi(t)(ΦTi ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t) + 2wTi (cλiPi(t)Γ)wi(t− τ(t))
− wTi (t− τ(t))Qiwi(t− τ(t)). (32)
The remaining part of the proof is similar to that of Theorem
1, so is therefore omitted here. This completes the proof.
V. EXAMPLES
To demonstrate the theoretical results obtained above, we
construct a NMAS consisting of 12 agents described as follows




where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 12) are chosen as follows: −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 01 −1 1
0 −15− 0.1× (i− 1) 0
 ,
 −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 01 −1 1





+π) 0 0)T , i = 1, 2, · · · , 12.
The communication coupling matrix C = (CT1 C
T
2 · · ·CT12),
C1 = (−8 1 1 0 1 1 1 0 1 1 1 0), C2 = (1 −
8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1),
C4 = (0 1 1 − 6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 −
6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 − 7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −
6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 − 7 1 1 1), C10 =
(1 1 1 1 1 1 1 1 1 −10 1), C11 = (1 1 1 0 0 0 0 1 1 1 −7 1),
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.
Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,
uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,













Fig.1. Desired agent dynamics under pinning control.











Fig.2. Desired agent dynamics under adaptive pinning control.
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.
Given the initial values of 12 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and
Pik(t) = I3, d1(0) = 1, d2(0) = 1, d10(0) = 1 and τ(t) =
pi
2 + arctan(t). The conditions of Theorem 1 and Theorem
2 are satisfied readily. Bounded consensus of the NMAS is
achieved for any time varying delay satisfying 0 < τ ≤ pi2 +
arctan(t). Simulation results are depicted in Fig.1 to Fig.8
for τ(t) = pi2 + arctan(t) and c = 1.
VI. CONCLUSION
In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based on
pinning control and adaptive pinning control methods. Many
related results for the case of identical agent dynamics have
been viewed as the special cases of the proposed results.



























Fig.3. All agent dynamics under pinning control.



























Fig.4. All agent dynamics under adaptive pinning control.
However, it should be noted that the conditions are still
restrictive and the time-varying delay is chosen as fixed case.
Further investigations will focus on relaxing these limitations
and more generalized cases.
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Abstract—This paper investigates the global bounded consen-
sus problem of Networked Multi-Agent Systems exhibiting non-
linear, non-identical agent dynamics with communication time-
varying delay. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.
I. INTRODUCTION
Networked Multi-Agent Systems (NMAS) analysis involves
the study of how the network architectures and interactions
between network components influence global control goals
and some important contributions have been made in recent
years [1], [2], [3], [4].
The consensus problem has been studied across many fields
of science and engineering [5], [6], [7], [8], [9], [10], [11],
[12], [13]. The controlled consensus problem of NMAS with
non-identical agent dynamics is much more complicated than
the identical case and few results have been reported to date
[14].
The present paper will focus on the global consensus
problems of NMAS based on pinning control methods [15],
[16], [17], and the proposed controlled consensus property is
formulated in terms of certain boundedness of state errors. In
this paper, we’ll generalize many existing results for the case
of identical agent dynamics to the case of non-identical agent
dynamics based on the pinning control method.
The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded con-
sensus criterion are derived in Section III and V respectively.
Section IV gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.
II. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a MAS consisting of N non-identical agents
with communication delay:
x˙i = fi(xi) + c
N∑
j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (1)
where xi = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state
variables of the agent vi, fi(xi) : Rn → Rn are continuously
differentiable mappings with Jacobian Dfi, representing the
self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij ̸= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the MAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni)
and aii = −
∑
j ̸=i aij . τ is a constant coupling delay which
reflects the reality that the agent vi can’t obtain information
from agent vj instantaneously.
The average dynamic of all agents is defined by the vector
field f¯(x(t)) = 1N
∑N
k=1 fk(x(t)) with Jacobian Df¯i(x(t)).








We now discuss the problem of global consensus for the
system (1). The consensus problem formulation in the present
paper is quite different from many others, where the con-
sensus problem is solvable if the states of all agents satisfy
xi(t)→ xj(t), ∀i, j = 1, 2, · · · , N as t→∞. The consensus
problem here will be depicted instead via certain boundedness
:
of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. This better
reflects reality as it is impossible for MAS (1) to achieve exact
consensus. To address this case we will focus on making the
states of all agents converge to a bounded set.
We denote x(t), s(t), u(t), e(t), w(t) and V (w(t), t) as x,
s, u, e, w and V respectively.
III. LINEAR FEEDBACK PINNING CONTROLLER
To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled MAS can be
described as{
x˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(3)
The local linear negative feedback control law is chosen as
follows: {
uik = −dik(xik − s), 1 ≤ k ≤ l,
uik = 0, l + 1 ≤ k ≤ N,
(4)
where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the
nodes in the network. Let the first l nodes be controlled,






j=1 akjΓxj(t − τ) = 0 and
∑N
i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems can
be written as













+ fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,













+ fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(5)
The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [14].
Define the following matrix
D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN )T , then (5) becomes




where I(t) = diag{∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ · · ·∫ 1
0
(DfN (s+ τeN )−Df¯(s))dτ}, Σ¯(t) = IN ⊗ Df¯(s) +




τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ), FTi (t) = (f
T
1 (s) −
f¯T (s), · · · , fTN (s)− f¯T (s)).
Since A is symmetric and irreducible, according to
[14], there exists a unitary matrix Φ = (φij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t). (7)




k=1(0 · · · 0 Φ¯k 0 · · · 0) ⊗∫ 1
0
Dfk(s + τek)dτ , where Φ¯k stands for the matrix with
its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1N (Φ








where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.
Thus, a simple calculation gives 1N (Φ












Dfk(s(t) + τek(t))dτ , where
Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ = Σ¯(t)w +





(ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need to consider
w2, w3, · · · , wN . Rewriting in the component form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)
where Σi = D¯f(s) +Di.
So far, we have transferred the consensus problem of system
(1) to the stability problem of the N − 1 of n−dimensional
systems.
Theorem 1 Suppose that ∥I(t)∥ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Θi > 0, Πi > 0, Xi,












for i = 2, 3, · · · , N , where B1 = P˙i(t) + Pi(t)Σi(t) +
ΣTi (t)Pi(t) + hXi + Y
T
i + Yi +Qi + hΣ
T
i (t)ZiΣi(t), B2 =
cλiPi(t)Γ − Yi + hcλiΣTi (t)ZiΓ and B3 = Π−1i + Θ−1i −
Qi + hc
2λ2iΓ
TZiΓ, then the MAS (1) will achieve bounded
consensus for the time-invariant delay τ ∈ [0, h] for some
h <∞.






















The i-th (i = 2, 3, · · · , N) equation in system (8) can be
written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w + (ΦTi ⊗ In)F (t). (11)
Defining a(.), b(.) and M in [18] as a(α) = wi(t), b(α) =
w˙i(α) and M = cλiPi(t)Γ for all α ∈ [t− τ, t] then we have
V˙1 ≤ wTi [P˙i(t) + Pi(t)Σi(t) + ΣTi (t)Pi(t)
+ hXi + Y
T




+ 2wTi (cλiPi(t)Γ− Yi)wi(t− τ)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t). (12)
Moreover, V˙2 can be enlarged as
V˙2 ≤ h[Σi(t)wi + cλiΓwi(t− τ)]TZi[Σi(t)wi
+ cλiΓwi(t− τ)] + 2h(Σi(t)wi)TZi(ΦTi ⊗ In)I(t)
(Φ⊗ In)w + 2h(Σi(t)wi)TZi(ΦTi ⊗ In)F (t)
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)w)TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))








i Qiwi − wTi (t− τ)Qiwi(t− τ). (14)
Applying the Young Inequality, then we have
2h(cλiΓwi(t − τ))TZi(ΦTi ⊗ In)I(t)(Φ ⊗ In)w ≤





i ⊗ In)I(t)(Φ ⊗ In))w(t), and
2h(cλiΓwi(t−τ))TZi(ΦTi ⊗In)F (t) ≤ wTi (t−τ)Θ−1i wi(t−
τ) + h2c2λ2iF
T (t)(ΦTi ⊗ In)TZiΓΘiΓTZi(ΦTi ⊗ In)F (t).




































































































max(Zi)) − δ. Thus,
according to [19] and Lyapunov stability theory, bounded
consensus is ultimately achieved. This completes the proof.
IV. ADAPTIVE PINNING CONTROLLER
In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:





ui = 0, l + 1 ≤ i ≤ N,
(17)
where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error MAS
can be rewritten as






























+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(18)
Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.
w˙i = Df¯(s(t))wi − di(t)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(19)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.
Theorem 2 Suppose that ∥I(t)∥ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Θi > 0, Πi > 0, Xi,













for i = 2, 3, · · · , N , where B1 = P˙i(t) + Pi(t)(Df(s)) +
(Df(s))TPi(t) − 2dPi(t) + hXi + Y Ti + Yi + Qi +





i − Qi + hc2λ2iΓTZiΓ, then the system (1)
will achieve bounded consensus for the time-invariant delay
τ ∈ [0, h] for some h <∞.



























The remaining part of the proof is similar to that of Theorem
1 and is therefore omitted here. This completes the proof.
V. EXAMPLE
To demonstrate the theoretical results obtained above, we
construct a MAS consisting of 11 agents described as follows




where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 11) are chosen as follows: −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 01 −1 1
0 −15− 0.1× (i− 1) 0
 ,
 −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 01 −1 1





+π) 0 0)T , i = 1, 2, · · · , 11.
The communication coupling matrix C = (CT1 C
T
2 · · ·CT11),
C1 = (−8 1 1 0 1 1 1 0 1 1 1), C2 = (1 −8 1 1 1 0 1 0 1 1 1),
C3 = (1 1 −6 1 0 0 0 1 0 1 1), C4 = (0 1 1 −5 0 1 1 0 0 1 0),
C5 = (1 1 0 0 −6 0 1 1 1 1 0), C6 = (1 0 0 1 0 −5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 −7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −5 0 1 1),
C9 = (1 1 0 0 1 1 0 0 − 6 1 1), C10 = (1 1 1 1 1 1 1 1 1 −
10 1), C11 = (1 1 1 0 0 0 0 1 1 1 − 6). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.
Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,
uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.
Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T respectively and Pik(t) = I3.
We may verify the conditions of Theorem 1 and Theorem 2
readily. This demonstrates the bounded consensus of the MAS
is achieved for any time delay 0 < τ ≤ 0.061. Simulation
results are depicted in Fig.1 to Fig.4 for τ = 0.061 and c = 1.



























Fig.1. All agent dynamics under pinning control.

























Fig.3. All agent error dynamics under pinning control.
VI. CONCLUSION
In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based
on pinning control and adaptive pinning control methods. It
should be noted that the conditions are still restrictive and all
the delays are the same. Further investigations will focus on
relaxing these limitations.
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Global Bounded Controlled Consensus of
Multi-Agents Systems with Non-Identical Nodes
and Communication Time-Delay Topology
Wei-Song Zhong, Guo-Ping Liu, Senior Member, IEEE, David Rees and Clive Thomas
Abstract—This paper investigates the global bounded consen-
sus problem of networked Multi-Agent Systems (MAS) exhibiting
nonlinear, non-identical node dynamics with communication
time-delays. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories. The
proposed controlled consensus criteria generalizes the case of
identical agent dynamics to the case of non-identical agent
dynamics, and many related results of other researches in this
area can be viewed as special cases of the above results. We
finally demonstrate the effectiveness of the theoretical results by
means of a numerical simulation.
Index Terms—Networked control systems, multi-agent systems,
consensus, pinning control, adaptive pinning control.
I. INTRODUCTION
MULTI-Agent Systems (MAS) analysis involves thestudy of how the network architectures and interactions
between network components influence global control goals.
The research in this field can be categorized into two areas.
One area is the design of distributed estimation techniques
which can be applied to the sensor networks, and the other
area is with the control of mobile autonomous agents i.e., each
agent acts autonomously using information obtained over the
network from other agents [1]. In both areas some important
contributions have been made in recent years [2], [3], [4].
The consensus problem requires an agreement to be reached
that depends on the state of all agents. The topic has been
studied across many fields of science and engineering [5], [6],
[7], [8], [9], [10], [11], [12], [13], [14], [15]. It is noted that
the agent dynamics in most existing works are often restricted
to linear and identical ones. Obviously, in practice, this is not
always the case. The controlled consensus problem of MAS
with non-identical agent dynamics is much more complicated
than the identical case and few results have been reported to
date [16], [17].
The present paper will focus on the global consensus
problems of MAS based on pinning control methods [18],
[19], [20], and the proposed controlled consensus property is
formulated in terms of certain boundedness of state errors.
Compared with existing related results, this paper make two
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are with the Faculty of Advanced Technology, University of
Glamorgan, Pontypridd, Mid Glamorgan, CF37 1DL U.K. e-mail:
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significant advances. One is that we generalize the related
results for the case of identical agent dynamics to the case of
non-identical agent dynamics, and the other is we introduce
pinning controllers to the selected agents.
The rest of this paper is organized as follows. A controlled
continuous-time MAS model with communication time-delay
is presented in Section II. The main results including pinning
control and adaptive pinning control bounded consensus cri-
terion are derived in Section III and V respectively. Section
IV gives a numerical simulation example to verify the effec-
tiveness of the proposed results, followed by conclusions in
Section VI.
II. PROBLEM DESCRIPTION
Let G = (V,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.
We consider a MAS consisting of N non-identical agents
with communication delay:
x˙i = fi(xi) + c
N∑
j∈Ni
aijΓxj(t− τ), i = 1, 2, · · · , N, (1)
where xi = (xi1(t), xi2(t), · · · , xin(t))T ∈ Rn are the state
variables of the agent vi, fi(xi) : Rn → Rn are continuously
differentiable mappings with Jacobian Dfi, representing the
self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij 6= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the MAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈ Ni)
and aii = −
∑
j 6=i aij . τ is a constant coupling delay which
reflects the reality that the agent vi can’t obtain information
from agent vj instantaneously.
The average dynamic of all agents is defined by the vector
field f¯(x(t)) = 1N
∑N
k=1 fk(x(t)) with Jacobian Df¯i(x(t)).
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We now discuss the problem of global consensus for the
system (1). The consensus problem formulation in the present
paper is quite different from many others, where the con-
sensus problem is solvable if the states of all agents satisfy
xi(t)→ xj(t), ∀i, j = 1, 2, · · · , N as t→∞. The consensus
problem here will be depicted instead via certain boundedness
of xi(t) − xj(t), ∀i, j = 1, 2, · · · , N as t → ∞. This better
reflects reality as it is impossible for MAS (1) to achieve exact
consensus. To address this case we will focus on making the
states of all agents converge to a bounded set.
We denote x(t), s(t), u(t), e(t), w(t) and V (w(t), t) as x,
s, u, e, w and V respectively.
III. LINEAR FEEDBACK PINNING CONTROLLER
To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled MAS can be
described as{
x˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ) + uik , 1 ≤ k ≤ l,
x˙ik = fik(xik) + c
∑N
j=1 aikjΓxj(t− τ), l + 1 ≤ k ≤ N.
(3)
The local linear negative feedback control law is chosen as
follows: {
uik = −dik(xik − s), 1 ≤ k ≤ l,
uik = 0, l + 1 ≤ k ≤ N,
(4)
where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the
nodes in the network. Let the first l nodes be controlled,






j=1 akjΓxj(t − τ) = 0 and
∑N
i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems can
be written as













+ fi(s)− f¯(s)− diei, 1 ≤ i ≤ l,













+ fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(5)
The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [17].
Define the following matrix
D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,
where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e
T
2 , · · · , eTN )T , then (5) becomes




where I(t) = diag{∫ 1
0
(Df1(s+ τe1)−Df¯(s))dτ · · ·∫ 1
0
(DfN (s+ τeN )−Df¯(s))dτ}, Σ¯(t) = IN ⊗ Df¯(s) +




τe1)dτ, · · · ,
∫ 1
0
DfN (s + τeN )dτ), FTi (t) = (f
T
1 (s) −
f¯T (s), · · · , fTN (s)− f¯T (s)).
Since A is symmetric and irreducible, according to
[17], there exists a unitary matrix Φ = (ϕij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives
w˙ = (ΦT ⊗ In)Σ¯(t)(Φ⊗ In)w
+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ)
+ (ΦT ⊗ In)I(t)(Φ⊗ In)w
− 1
N
(ΦT ⊗ In)H(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t). (7)




k=1(0 · · · 0 Φ¯k 0 · · · 0) ⊗∫ 1
0
Dfk(s + τek)dτ , where Φ¯k stands for the matrix with
its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1N (Φ








where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.
Thus, a simple calculation gives 1N (Φ












Dfk(s(t) + τek(t))dτ , where
Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, w˙ = Σ¯(t)w +





(ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need to consider
w2, w3, · · · , wN . Rewriting in the component form we have
w˙i = Σi(t)wi + cλiΓwi(t− τ) + (ΦTi ⊗ In)F (t)
+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)
where Σi = D¯f(s) +Di.
So far, we have transferred the consensus problem of system
(1) to the stability problem of the N − 1 of n−dimensional
systems.
Theorem 1 Suppose that ‖I(t)‖ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Θi > 0, Πi > 0, Xi,












for i = 2, 3, · · · , N , where B1 = P˙i(t) + Pi(t)Σi(t) +
ΣTi (t)Pi(t) + hXi + Y
T
i + Yi +Qi + hΣ
T
i (t)ZiΣi(t), B2 =
cλiPi(t)Γ − Yi + hcλiΣTi (t)ZiΓ and B3 = Π−1i + Θ−1i −
Qi + hc
2λ2iΓ
TZiΓ, then the MAS (1) will achieve bounded
consensus for the time-invariant delay τ ∈ [0, h] for some
h <∞.
JOURNAL OF LATEX CLASS FILES, VOL. 6, NO. 1, JANUARY 2007 3






















The i-th (i = 2, 3, · · · , N) equation in system (8) can be
written as




+ (ΦTi ⊗ In)I(t)(Φ⊗ In)w + (ΦTi ⊗ In)F (t). (11)
Defining a(.), b(.) and M in [21] as a(α) = wi(t), b(α) =
w˙i(α) and M = cλiPi(t)Γ for all α ∈ [t− τ, t] then we have
V˙1 ≤ wTi [P˙i(t) + Pi(t)Σi(t) + ΣTi (t)Pi(t)
+ hXi + Y
T




+ 2wTi (cλiPi(t)Γ− Yi)wi(t− τ)
+ 2wTi Pi(t)(Φ
T
i ⊗ In)I(t)(Φi ⊗ In)w
+ 2wTi Pi(t)(Φ
T
i ⊗ In)F (t). (12)
Moreover, V˙2 can be enlarged as
V˙2 ≤ h[Σi(t)wi + cλiΓwi(t− τ)]TZi[Σi(t)wi
+ cλiΓwi(t− τ)] + 2h(Σi(t)wi)TZi(ΦTi ⊗ In)I(t)
(Φ⊗ In)w + 2h(Σi(t)wi)TZi(ΦTi ⊗ In)F (t)
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+ 2h(cλiΓwi(t− τ))TZi(ΦTi ⊗ In)F (t)
+ 2h((ΦTi ⊗ In)I(t)(Φ⊗ In)w)TZi(ΦTi ⊗ In)F (t)
+ h((ΦTi ⊗ In)F (t))TZi((ΦTi ⊗ In)F (t))








i Qiwi − wTi (t− τ)Qiwi(t− τ). (14)
Applying the Young Inequality, then we have
2h(cλiΓwi(t − τ))TZi(ΦTi ⊗ In)I(t)(Φ ⊗ In)w ≤





i ⊗ In)I(t)(Φ ⊗ In))w(t), and
2h(cλiΓwi(t−τ))TZi(ΦTi ⊗In)F (t) ≤ wTi (t−τ)Θ−1i wi(t−
τ) + h2c2λ2iF
T (t)(ΦTi ⊗ In)TZiΓΘiΓTZi(ΦTi ⊗ In)F (t).




































































































max(Zi)) − δ. Thus,
according to [22] and Lyapunov stability theory, bounded
consensus is ultimately achieved. This completes the proof.
IV. ADAPTIVE PINNING CONTROLLER
In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:




ui = 0, l + 1 ≤ i ≤ N,
(17)
where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error MAS
can be rewritten as






























+fi(s)− f¯(s), l + 1 ≤ i ≤ N.
(18)
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Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.
w˙i = Df¯(s(t))wi − di(t)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w




w˙i = Df¯(s)wi + cλiΓwi(t− τ)
+(ΦTi ⊗ In)I(t)(Φ⊗ In)w
+(ΦTi ⊗ In)F (t), l + 1 ≤ i ≤ N,
(19)
where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.
Theorem 2 Suppose that ‖I(t)‖ ≤ γ is satisfied. If there
exist matrices Pi(t) ∈ PC1n×n, Qi > 0, Θi > 0, Πi > 0, Xi,













for i = 2, 3, · · · , N , where B1 = P˙i(t) + Pi(t)(Df(s)) +
(Df(s))TPi(t) − 2dPi(t) + hXi + Y Ti + Yi + Qi +





i − Qi + hc2λ2iΓTZiΓ, then the system (1)
will achieve bounded consensus for the time-invariant delay
τ ∈ [0, h] for some h <∞.



























The remaining part of the proof is similar to that of Theorem
1 and is therefore omitted here. This completes the proof.
V. EXAMPLE
To demonstrate the theoretical results obtained above, we
construct a MAS consisting of 11 agents described as follows




where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 11) are chosen as follows: −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 01 −1 1
0 −15− 0.1× (i− 1) 0
 ,
 −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 01 −1 1





+pi) 0 0)T , i = 1, 2, · · · , 11.
The communication coupling matrix C = (CT1 C
T
2 · · ·CT11),
C1 = (−8 1 1 0 1 1 1 0 1 1 1), C2 = (1 −8 1 1 1 0 1 0 1 1 1),
C3 = (1 1 −6 1 0 0 0 1 0 1 1), C4 = (0 1 1 −5 0 1 1 0 0 1 0),
C5 = (1 1 0 0 −6 0 1 1 1 1 0), C6 = (1 0 0 1 0 −5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 −7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −5 0 1 1),
C9 = (1 1 0 0 1 1 0 0 − 6 1 1), C10 = (1 1 1 1 1 1 1 1 1 −
10 1), C11 = (1 1 1 0 0 0 0 1 1 1 − 6). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.
Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,
uik = 0, else,
with d1 = 0.5, d2 = 0.5, d10 = 0.5 and





uik = 0, else,
with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.
Given the initial values of 11 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T respectively and Pik(t) = I3.
We may verify the conditions of Theorem 1 and Theorem 2
readily. This demonstrates the bounded consensus of the MAS
is achieved for any time delay 0 < τ ≤ 0.061. Simulation
results are depicted in Fig.1 to Fig.4 for τ = 0.061 and c = 1.
VI. CONCLUSION
In this paper, we’ve investigated the controlled consensus
problems of MAS with different agent dynamics. The derived
criteria are verified via theoretical analysis and numerical
simulation. The consensus for the MAS is achieved based
on pinning control and adaptive pinning control methods. It
should be noted that the conditions are still restrictive and all
the delays are the same. Further investigations will focus on
relaxing these limitations.
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Fig.1. All agent dynamics under pinning control.

























Fig.3. All agent error dynamics under pinning control.
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