The call for efficient computer architectures has introduced a variety of application-specific compute engines to the heterogeneous computing landscape. One particular engine, the analog mesh computer, has been well received due to its ability to efficiently solve partial differential equations by eliminating the iterative stages common to numerical solvers. This article introduces an implementation of adaptive mesh refinement for analog mesh computers, which reduces the energy expended during highresolution computations of partial differential equations. Results show a larger than 30% reduction in energy expended per computation while reducing precision by less than 5%, making it ideal for green computing systems.
Introduction
DARPA's target of a 20-megawatt (MW) exaflop supercomputer has brought energy efficiency to the forefront of the high-performance computing (HPC) community 1 , and has invigorated research and development of application-specific compute engines capable of efficiently accelerating complex functions. Many of these engines gain efficiencies by adopting low-energy computation models, such as approximate computing 2, 3 , which trades off computation quality with effort expended 4 . As approximate computing can be effectively applied to multiple scientific computing disciplines 4 , these innovative compute engines are well positioned for inclusion in future heterogeneous architectures.
Partial Differential Equations (PDEs) are a common mathematical tool in scientific computing and engineering, and are used to model complex physical phenomena 5 . Due to the difficulty in solving such equations, multiple techniques have been invented to simplify their calculation, such as transformations into ordinary differential equations (ODEs) and numerical methods executed by computers. Numerical solutions are, by far, the most common computer-based solution, and transform the PDE into a numerical mesh of a given resolution and then compute individual mesh points 6 . This introduces a large iterative component to the PDE computation, which has historically been the focus of PDE refinement efforts berger, 3 . As PDEs form the basis for many applications in scientific computing, efficiencies gained in this domain would be of great benefit to the scientific community 7 .
Multiple researchers have proposed analog mesh computers as efficient PDE computation engines 3, 8 . Analog mesh computers comprise a two-dimensional grid (or mesh) of analog elements, such as resistors and capacitors, which perform analog arithmetic on currents and voltages. PDEs are solved by transforming the PDE into a numerical mesh, mapping it to the analog mesh and then solving for the mesh points simultaneously. This eliminates the iterative stages of PDE computation altogether and reduces the time-to-solution to the time required for a pulse to traverse the diameter of the mesh 3 . Interestingly, an analog mesh computer can be viewed as an approximate computing engine, as the resolution of the solution is dependent on the size of the mesh. This characteristic allows computer architects to select the lowest-energy mesh that meets a given precision requirement.
Recent work has introduced the concept of hardware virtualization to analog mesh computer architectures through a technique called Recursive Mesh Refinement (RMR), which enables a mesh computer of a given size to emulate a mesh computer of a larger size 3 . The use of this virtualization technique opens the possibility of using an analog mesh computer in environments which employ energy-quality (EQ) scaling principles; the mesh can be sized appropriately for the common case, ensuring that no energy is wasted during normal operation, but can still be effective when presented with a higher resolution requirement than natively supported by the mesh hardware.
In this article, we introduce a novel implementation of Adaptive Mesh Refinement (AMR), a fundamental technique in Green Computing initiatives which supports reduced-energy operation by minimizing the number of computations for a given resolution requirement, developed specifically for the analog mesh computer. Much like digital computers that currently employ AMR to selectively increase resolution of specific regions of the computational mesh, which are characterized by high occurrences of temporally or spatially localized features 6 , an analog mesh computer can solve for low precision regions using coarse-grained boundary conditions and higher precision regions using various sets of finer-grained boundary conditions. Moreover, we consider two mechanizations of AMR targeted towards opposing use cases: online (real-time) calculation and offline calculation of PDEs. For online calculation of PDEs, we propose an RMR-based approach, where RMR is used to increase the effective resolution in high-resolution regions. RMR reduces the number of iterations required for highresolution processing, making it most appropriate for real-time image processing operations such as digital filtering. For offline calculations, we propose an interpolation-based AMR approach which is, by nature, more iterative than RMR. This slows the computation process and increases the support hardware required by the analog mesh; however, due to the precision gained by this approach, it could be used during the simulation of physical systems, where real-time performance is not required. Figure 1 shows the proposed analog mesh computer's processing flow for the calculation of heat transfer over a homogeneous plane, which is routinely used in the computation of resistance of hypersonic vehicles 9 . In this example, we use a single-source/single-sink configuration, with the source and sink located at northwest and southeast ends of the mesh's main diagonal, respectively. The use of an analog mesh computer to solve a PDE comprises three stages: problem mapping, solution calculation, and solution readout. In problem mapping, finite difference mesh points characterize the stencil for a specific PDE, based on the required resolution. The stencil is then mapped to the analog mesh for calculation, with the value of each analog element being set from the anticipated resistance of the corresponding point in the stencil. At this point, the bias is set at the source, and the pulse travels throughout the mesh, executing the calculation. Solutions are read at the intersection of analog elements, or nodes, at the time when the mesh reaches a steady state.
Overall Processing Flow
Note the fixed size of the analog mesh computer from Figure 1 , and the resultant fixed resolution of any solution obtained from it. While any solution which requires a lower resolution than supported by the mesh hardware can be produced by selective pruning of nodes, any solution which requires higher resolution than what is natively supported in hardware cannot be computed. This problem was recognized by Anderson 3 , who proposed a technique for analog mesh virtualization called RMR. Shown in Figure 2 , RMR allows partitioning of the mesh into submesh quadrants, each of which can be input to the mesh hardware with biasing at the mesh perimeter. This allows RMR to act as the "zoom-in" feature commonly found in imaging technology, enabling hardware designers to size mesh hardware appropriately for the common case, and yet still find it useful when a higher resolution is required. 
Adaptive Mesh Refinement in Analog Mesh Computers
The application of AMR to an analog mesh computer is currently undocumented, however, it is analogous to the use of AMR in digital computers, which is well understood. As the analog mesh computer is a physical instantiation of a computational mesh, an increase in resolution of sections of the mesh can reduce energy consumption while continuing to provide a solution within error tolerances.
Take, for instance, the heat transfer solution from Figure 3 , which shows the existence of distinct regions of spatially-localized features at each corner. These features are most appreciated upon examination of error introduced by mesh size, where small meshes of low-granularity show an error of up to 20%. However, use of a higher-granularity mesh can decrease the error to levels approaching only 5%. This contrasts with the central region, bounded by points of inflection, which is characterized by high linearity and a lower overall error. It should be noted that the behavior of the linear region is independent of mesh size, and the use of offset correction at the boundary of the linear region changes its slope to the point where the error approaches zero, allowing a coarse mesh to compute a solution with equivalent precision of a fine mesh.
This characteristic can be exploited using AMR to reduce the number of computations, thus energy, required to compute a solution with a given precision. The application of AMR to this example calls for a coarse mesh in the linear region, and the use of RMR to approximate a fine mesh in the corner regions. The fine mesh approximation in the nonlinear regions reduces overall error by creating a high-fidelity characterization of the nonlinear region, which, in turn reduces the offset error at the boundaries of the linear and nonlinear regions, which follows the expected behavior more closely. There are multiple options available to implement AMR in a mesh computer, each with its own advantages and drawbacks. Implementation options center around the method used for mesh refinement, and the tradeoffs associated with each option should be completed prior to making implementation decisions. Figure 4 compares emulation using interpolation and RMR for different sized meshes. Note that while interpolation achieved higher accuracies overall, the average error differs by only 3% for the smallest meshes, and converges to 0 as the meshes increase in size. 
Case Study: Online Adaptive Mesh Refinement
Various real-time systems require minimized time-to-solution of PDEs. In the image processing domain, low-latency digital filters can reduce speckle in Synthetic Aperture Radar (SAR) images 10 . Current proposals for low-energy autonomous mobile systems offload compute-intensive processing to remote performance-class systems and incorporate results into the local command-and-control loop 11 . Local computation of these values allows autonomous systems to continue functioning in the face of reduced signal reception.
RMR is a method of virtualization which exploits the natural behaviors of a resistive mesh to enable time-sharing of the mesh among individual pieces of a decomposed problem; therefore, it can be used in emulation of a large mesh by a much smaller mesh. Shown in Figure 2 , RMR is called recursive because, much like functional recursion in computing, the entirety of the problem is fed to the mesh, where it is decomposed into multiple sub-meshes, each of which is then fed back into the mesh iteratively until the solution reaches the required resolution. This method reduces the time-to-solution to the number of iterations multiplied by the time required to complete a single mesh computation.
This type of virtualization is made possible with the addition of biasing circuitry around the perimeter of the mesh. When the initial problem is fed to the mesh, the centermost nodes in the horizontal and vertical axes are read out. This effectively creates a system snapshot of the mesh separated into quadrants, which is then stored in memory. The bias information for each quadrant is then used to bias the perimeter of the mesh. This effectively spreads a single quadrant over the entirety of the mesh hardware, giving the appearance of increased resolution 3 .
Note that RMR is not optimal from an energy perspective, as it requires more energy to compute a solution than a mesh of comparable resolution 3 . Upon examination, one realizes that RMR is a naïve approach to resolution enhancement due to its ignorance of localized features within a solution. Execution of AMR using RMR requires the use of RMR to increase the effective resolution of portions of the mesh, as shown in Figure 5 . Compared to an RMR-only solution, AMR minimizes the number of iterations required to compute the linear region with a 5% reduction in error. The reduction in error can be seen in the nonlinear regions, which fall from 20% to 15% due to the increased resolution. This reduced error in the nonlinear region also decreases the average error in the linear region, as the offset error at the boundary is decreased. Performance-wise, this results in a 35% reduction in energy per computation, as well as a 35% reduction in time-to-solution. In terms of the Precision Energy Ratio (PER) 3 , the use of AMR increases the PER from 0.5 to 0.78, highlighting the energy savings per computation.
Case Study: Offline Adaptive Mesh Refinement
While the HPC systems used to simulate physical phenomena do not require real-time performance, they are increasingly becoming more energy-efficient 1 . The integration of analog mesh computers into these systems enables support of complex simulations, while reducing their energy footprint by allowing for EQ scaling. For systems involved in offline data processing, interpolation may be sufficient to generate the data required for AMR. While the use of interpolation for AMR data generation introduces an iterative component to the computation, it frees the analog mesh for other computations, as would be encountered during batch processing.
Interpolation is a fundamental method used to estimate unknown values which reside between a set of known values. While it is generally acknowledged that there is an inherent error introduced with the estimation of unknown values, linear and quadratic interpolation have been successfully adopted by many systems which require larger amounts of data than can be collected. When compared to other techniques, such as RMR, interpolation is more suited for non real-time systems, as it introduces unwanted iterations to the computation, increasing time-to-solution. Figure 6 shows an analog mesh hardware architecture that supports AMR via the use of interpolation modules. The interpolation module is an ALU-based machine which resides between adjacent nodes in the mesh. The module takes the difference between nodes, divides it by the required resolution shortfall, and then recursively subtracts the resulting quotient from the greater of the two nodes. Each recursive subtraction results in an estimation of unknown data between the adjacent nodes. Note the results from Figure 7 for a 32x32 mesh emulating a 128x128 mesh using interpolation. The intermediate results were calculated in X seconds by the analog mesh, followed by Y seconds of data estimation with an interpolation module that synthesized to a clock rate of 118 MHz. AMR reduces the number of calculations done by the interpolation module by 50%, which does not result in a reduction in time-to-solution, but still reduces the energy spent on interpolation by 50%. When compared to RMRbased AMR, interpolation-based AMR results in up to a 50% reduced error at the heat source, with the difference in error decreasing towards the center of the mesh. 
Conclusion
Future high-performance computing systems will likely consist of heterogeneous components designed to accelerate complex calculations. The call for heterogeneous accelerators, along with the recent introduction of new materials and virtualization techniques, has led researchers to reevaluate existing accelerator architectures which were once deemed unusable. Among them, the analog mesh computer appears to be primed for a comeback due to its accuracy and performance.
