This report presents benchmarking results of the Hill-Valley Evolutionary Algorithm version 2019 (HillVallEA19) on the CEC2013 niching benchmark suite under the restrictions of the GECCO 2019 niching competition on multimodal optimization. Performance is compared to algorithms that participated in previous editions of the niching competition.
Introduction
The Hill-Valley Evolutionary Algorithm (HillVallEA) [5, 4] is a real-valued multi-modal evolutionary algorithm, that automatically detects niches in the search space, based on the Hill-Valley test. This test states that two solutions belong to the same niche (valley) when there is no hill in between. To do so, a number of intermediate solutions are sampled and evaluated. Hill-Valley Clustering (HVC) is an iterative approach to efficiently cluster an entire population of solutions into niches. The resulting clusters are used to initialze a population-based core search algorithm, in this case, AMaLGaM-Univariate [2] is used.
Adaptations to the HillVallEA19
Some small adaptations have been made to HillVallEA18 [4] to further enhance its performance. Source code of HillVallEA is available at github.com/scmaree/HillVallEA.
Adaptive initial population sampling
In HillVallEA, after all local optimizers have been terminated (and there is still budget remaining), a new initial population is sampled. When this population is sampled uniformly random, previously explored basins get re-explored every time a new population is initialized. To reduce this computational overhead, we store for each solution of the previous initial population to which cluster it belonged. Then, new solutions are sampled based on rejection sampling. A sample is rejected with probability P = 0.9 if its nearest d + 1 solutions of the previous initial population belonged to the same cluster. In that case, it is very likely that this solution will end up exploring the same basin as the cluster of the previous generation.
Additionally, better spreading the initially sampled population has been shown to improve performance of evolutionary algorithms [8] . Minimax sampling method or Latin hypercube sampling [8] grow slow very quickly as the problem dimensionality or the sample size increase. We therefore use a greedy scattered subset selection method [7] . To construct a population of N solutions, we sample 2N using the strategy above, and use greedy scattered subset selection to reduce this to N solutions.
Force accept of low-fitness solutions in Hill-Valley test
Previously in hill-valley clustering, all nearest-better solutions were tested with the hill-valley test. Especially for problems with a large number of low-fitness local optima, such as the Shubert function (problems 6 and 8 in the benchmark), this results in many resources spent on obtaining accurate low-fitness clusters that are later discarded. Therefore, during hill-valley clustering, the hill-valley test is only performed on solutions that belong to the fittest half of the selection, or on solutions-pairs that are more than the expected edge length (EEL) [5] apart (i.e., N t > 1).
Recalibration of the recursion scheme
The population sizing scheme within HillVallEA is parameterized as ξ = (N, N inc , N C , N inc C , ), with initial population size N , population size increment N inc , cluster size N C , and cluster size increment N inc C . Previously, these parameters were set to ξ = (2 8 d, 2, 1, 1.2), where d is the problem dimensionality. As the initial population sampling has been adapted, setting ξ = (2 6 , 2, 0.8, 1.1) was found to enhance performance of the HillVallEA. That is, using both a smaller population and smaller clusters initially, and increasing cluster size at a slower pace.
Experiment Setup
We evaluate the performance of HillVallEA on the test problems in the CEC2013 niching benchmark suite [3] . The benchmark consists of 20 problems, as shown in Table 1 , to be solved within a predefined budget in terms of function evaluations. For each of the benchmark problems, the location of the optima and the corresponding fitness values are known, however, these are only used for to measure performance, and not used during optimization. All benchmark functions are defined on a bounded domain. All experiments are repeated 50 times, and resulting performance measures are averaged over all repetitions. Note that no problem-specific parameter tuning has been performed.
Performance Metrics
Two performance measures are used, from which three scoring scenarios are computed, according to the competition guidelines. Let O be the set of presumed optima obtained by an algorithm, and let g be the number of distinct global optima within O. Finally, let G p be the number of global optima for problem p. Then, we define the peak ratio (PR) as PR = g/G p and the success rate (SR) as SR = g/|O|. Both measures should be maximized, with maximum 1. From these two measures, three scoring scenarios are constructed. S1 The first scenario is simply the PR.
S2
The second scenario is known as the static F 1 measure, defined as F 1 = 
According to the competition guidelines, a solution is marked as a distinct global optima for five different accuracy levels ε = {10 −1 , 10 −2 , 10 −3 , 10 −4 , 10 −5 }. Then, for each of the accuracy levels, for each problem, the scenario score is the average of the scores over the five accuracy levels.
Algorithms
We compare performance of HillVallEA-2019 to all algorithms that previously participated in the niching competitions held at the GECCO and CEC conferences in 2016, 2017 and 2018. The raw solution sets are used. The obtained solutions are re-evaluated and the scores under the different scenarios are computed given the definitions stated above. Note that the algorithms are not re-run. The included algorithms are, NEA2+ [6] , RLSIS [8] , RS-CMSA [1] , HillVallEA18 [4] , SDE-Ga (No known reference, developed by Jun-ichi Kushida) and finally the method that we discus in this paper, HillVallEA19. Tables 2, 3 and 4 shows the score per problem and per algorithm under respectively scenario S1, S2 and S3. Table 5 shows the overall score and the corresponding ranks.
Results and discussion
The SR of HillVallEA is 1 in all cases, and almost always for RS-CMSA, which shows that the similar post-processing step that both algorithms perform is successful at removing duplicates and local optima. Problems 1-5 and 10 are fully solved by all methods in all runs for all accuracy levels (except for two runs of NEA2+), which suggesting that these problems are too simple.
No method can obtain the final two Weierstrass peaks of Composition Function 4 fully in any dimension (problem 15, 17, 19 and 20), which may indicate that this is a needle in a haystack problem. Similarly to problem 18, for which the obtained peak ratio was 0.667 for all methods (except NEA2+). Especially, SDE-Ga obtains for problems 13, 14, 16, and 18 a maximum peak ratio of 0.667, being unable to solve the Weierstrass function.
To conclude, HillVallEA19 was shown to be an improvement over HillVallEA18 under all scenarios. RS-CMSA comes directly after in all three scenarios. SDE-Ga performs well under S1 and S2, especially for problems 8 and 9, but performance deteriorates for the higher-dimensional problems. SDE-Ga obtains solutions very late in the convergence process, resulting in a very low S3 score. Overall, HillVallEA19 performs best under all scenarios. 
