Abstract-This paper is concerned with the detection of a random signal in white Gaussian noise when both the signal and the noise are two-dimensional random fields. The principal result is the derivation of a recursive formula for the likelihood ratio relating it to certain conditional moments of the signal. It is also shown that, except for some relatively uninteresting cases, a simple exponential formula for the likelihood ratio, such as one has in one dimension, is not possible.
I. INTRODUCTION DDITIVE white Gaussian noise has proved to be a A useful model for many signal processing problems.
On the one hand, it is often an adequate approximation of the underlying physical situation. On the other hand, the assumption of additive white Gaussian noise often allows the analysis to be carried to fruition. This is illustrated by the familiar binary detection problem outlined here.
Let ct, 0 I t 5 T, be the observed process. Let S,, 0 5 t < T, be a possibly random signal. We wish to test between the two hypotheses Under rather general conditions on S,, the likelihood ratio is given by the well-known formula (see, e.g., [l] where 3, = El@', I C,, 0 5 z I t) and the integral J;f $5, dt is to be interpreted as an It6 integral. Equation (1.2) shows that the likelihood-ratio detector can be realized by an estimator matched-filter combination provided that the matched filter operation (viz: JE $,c, dt) is carefully interpreted as an It6 integral. The likelihood ratio can also be expressed in a recursive form. Let L, be defined by L, = E,(L I 5,, z < t).
(1. 3) Then an application of the Ita differentiation rule (see, e.g., [7] ) shows that L, satisfies the equation which shows that the incremental change in L, is expressed by
where the right side depends on the current values of L, and 9, and on the new observation J':'" ' 5, dz. In this paper we shall derive a generalization of (1.4) for two-dimensional random fields. Let &tI,t2), 0 I t, I T,, 0 I t, 5 T2, be the observed field and let S,, t E [0, 7',] (1.8) Fig. 1 gives an another interpretation of the previous result. The increment dL, can be expressed in terms of L, the conditional mean of S, (z being on the boundary of the rectangle), given the values of < in the rectangle, and of the conditional covariance of pairs of values of S, one on each leg of the boundary, given the values of 5 in the rectangle.
If the signal S and the noise q are jointly Gaussian (under hypothesis H,) then the conditional covariance will be a deterministid function. In such a case, the conditional mean of S on the boundary given the observation in the rectangle and L, will suffice to determine dL,. integral to the two-dimensional parameter case. This can be done as follows [5] , [6] . Just as in the one-dimensional case, the calculus of white Let {W,, t E R,'} be a Wiener process and {c$~, t E Rt2) noise is made precise by the introduction of a random field be a random field such that as follows:
fl f2 w, = 1s Yh,sd ds, ds,,
which is a zero-mean random field with E&2 tit < co. (3.1) EW,W,, = min (tl,tI') min (t2,t2').
If rl is Gaussian, we shall call W a Wiener process. Actually, it is convenient to introduce a random set function
We interpret [a) to mean that "future" increments of W are independent of the "past" of W,and 4. First, take a rectangle A of finite area and subdivide it by a sequence of partitions II,, = {A,,,} such that max, area (A,,") ZO. which has a covariance property
where lim in q.m. is the limit in the quadratic mean and t,,, The stochastic integral so defined has a number of With respect to >, the Wiener process is a martingale; i.e., important properties which are direct generalizations of onedimensional counterparts.
E(W, I W,, s -< t') = w,,, t' < t. is a martingale, it cannot be expressed as a stochastic integral JA, 4, W (ds) for any 4. In this sense the integrals defined by (3.2) and (3.3) are incomplete. We need stochastic integrals of a second type which we shall denote by [6] [s,, s 1
where $ satisfies the two following conditions similar to It was shown in [6] that any square-integrable functional of a two-parameter Wiener process can be represented in terms of stochastic integrals of the first and second types. This was proved by using an important differentiation rule which will be stated as follows.
Let {X,, t E R+2} be a martingale defined by x, = c $,W(ds) (3.13) and define JAt V, = 1 c#$ ds. where the double sum is taken over only those pairs (v,~) Functions satisfying (3.15) may be called harmonic for which t,,, and t,,, are unordered. Extending the integral from a finite rectangle A to R+2 can be done in the usual functions. One important example of a harmonic function is x2 -V,, for which (3.16) yields manner.
Stochastic integrals of the second kind have a number of interesting properties, some of which are given in the Let 8, and 8, denote the probability measures under these process. That is, p = BOX. It also means that two hypotheses, and POX, .?Plx denote their restrictions to the c-field of events generated by X. We are interested in expconditions which ensure that B," is absolutely continuous [ (f T S,W(dz) -; s, S,2 dT)] -I with respect to POX and in finding the likelihood ratio = exp (1
T T is finite with 3 probability 1 and J? must be equivalent to 9,. We shall assume conditions which, though not unreason-Therefore, L, can be calculated by able, are much stronger than necessary in order to simplify the derivation of the main result. Because under 9 X is a Wiener process independent of S R+2 Next, consider a transformation of the probability E(A,S, I X,, s E A,) = E(A,S, I X,, s E 4, and $ must be a probability measure. It is easy to show that Remark: It is clear that the same proof suffices as long as it is possible to find a $ probability measure on the sample space of (X,S) such that X is a Wiener process under 3, {X(A), A c A,} is independent of {X,, S,, r E A,} for each t, and dB,- Equation (4.9) justifies the assertion that we made in the introduction, and relates L, to conditional moments up to the second order of S on the boundary of A, given X within A,.
Suppose that under H, the signal S is Gaussian. Then, since S and W are independent, S and X are jointly Since R is deterministic, (4.13) shows that dL, is completely specified by L, and S,,, for z on the boundary of A,.
For the Gaussian case an expression for (d~,"/d~,") can be obtained in terms of multiple Wiener integrals and certain kernels which can be obtained from the covariance function of S [4] . Thus far we have not been able to demonstrate its equivalence to (4.12).
Finally, we note that (4.3) dashes any hope that L, can be expressed in the form The only examples that we have been able to find which satisfy these conditions are those in which 1) S is deterministic, which is a trivial case; and 2) S is a functional of X, which is excluded by the assumptions of Theorem 1.
