Visual analysis is the most widely applied method of data interpretation for single-case research as it encompasses multifaceted considerations relevant to evaluating behavior change. However, a previous research synthesis found low levels of interrater agreement between visually analyzed ratings of graphed data across all variables under analysis. The purpose of this metaanalysis was to evaluate the peer-reviewed literature to date for potential moderators affecting the proportion of interrater agreement between visual analysts. Nineteen articles with 32 effects were assembled. Potential moderators evaluated included (a) design families, (b) rater expertise, (c) the provision of contextual information for graphs, (d) the use of visual aids, (e) the provision of an operational definition of the construct being rated, and (f) rating scale ranges. Results yielded an overall weighted interrater agreement proportion of .76. Moderator variables identified produced low to adequate levels of interrater agreement. Practical recommendations for future research are discussed. Ninci et al.
In research and practice, visual analysis is the most widely used and recommended method for interpretation of single-case data (Gast, 2010; Kennedy, 2005; Kratochwill et al., 2010 Kratochwill et al., , 2013 Smith, 2012) . Visual analysis consists of analyzing data according to six indices of change: level, variability, trend in the data path, overlap of data points between phases, immediacy of effect, and consistency across analogous phases (Franklin, Gorman, Beasley, & Allison, 1996; Kratochwill et al., 2010 Kratochwill et al., , 2013 . These indices of change allow a holistic evaluation to best understand the idiosyncrasies present within the data (Kennedy, 2005; Kratochwill et al., 2010 Kratochwill et al., , 2013 . Methods of statistical analysis run the danger of obscuring this inductive process and may be misinterpreted to demonstrate causality (Carter, 2013; Horner, Swaminathan, Sugai, & Smolkowski, 2012; Parker & Vannest, 2012; Perone, 1999) . The reliability of visual analysis deserves further inspection as it is critical in the evaluation of single-case data.
Visually analyzing graphic representations of data can be subject to sources of disagreement or error. Extragraphic contextual variables such as the acceptability of the treatment (Spirrison & Mauney, 1994) , the characteristics of the subject (Grigg, Snell, & Loyd, 1989) , and the social significance of effects (DeProspero & Cohen, 1979) can contribute to the subjectivity involved in visual analysis. Charting and scaling techniques that transform the y-axis of graphs have influenced visually analyzed judgments (Furlong & Wampold, 1982; Knapp, 1983) as well as characteristics of the data itself such as the degree of autocorrelation (Fisch, 2001; Jones, Weinrott, & Vaught, 1978; Matyas & Greenwood, 1990a , 1990b and specific indices of intervention effect (Furlong & Wampold, 1982; Gibson & Ottenbacher, 1988; Lieberman, Yoder, Reichow, & Wolery, 2010) . As visual analysis takes multiple considerations into account, the variability of experience and expertise among visual analysts can produce disparate interpretations (Hojem & Ottenbacher, 1988; Wampold & Furlong, 1981) .
Not only is agreement between visually analyzed ratings of single-case data subject to variability, but it is also historically low to moderate. A previous quantitative synthesis of the literature by Ottenbacher (1993) revealed a mean of .58 (range: .39-.84) interrater agreement (IRA) among 14 sources with 22 effects. Despite low levels of IRA overall and within moderator categories analyzed, Ottenbacher found agreement improved somewhat through the use of trend lines displayed over graphed data, particularly when raters were trained in the use of such methods. However, in analyzing rater expertise, Ottenbacher found that experts in single-case research produced lower levels of IRA among each other than did students or clinicians.
The meta-analysis by Ottenbacher (1993) has a number of limitations regarding variation in the methods among the included studies. First, the included studies did not use a common metric to calculate IRA. Studies included effect sizes based on both proportional (e.g., Hojem & Ottenbacher, 1988) and correlational metrics (e.g., Jones et al., 1978) . This presents an issue given these metrics lie on different scales (0 to 1 vs. −1 to 1) and thus have different benchmarks of interpretation. Second, the number of options in rating scales varied across studies. Although this was not evaluated as a moderator, it is likely that effects had variation attributable to differences in the number of rating scale options for respondents, as the chance of agreement and the number of options in the scale would be inversely related. Third, the effects were not weighted to account for the widely varying numbers of graphs analyzed or raters used per study effect. Despite these limitations, findings are consistent with some of the extended literature base to date suggesting less than acceptable levels of reliability (e.g., Bobrovitz & Ottenbacher, 1998; Danov & Symons, 2008; James, Smith, & Milne, 1996; Lieberman et al., 2010; Normand & Bailey, 2006) .
Variable and low IRA between visual analysts can affect our confidence in data-based decisions (Franklin et al., 1996) . Furthermore, the issue of reliable methods in data interpretation may compromise the credibility of advancements in single-case research to contribute maximally in the establishment of evidence-based practices (Burns, 2012; Wampold & Furlong, 1981) . For decades, there lacked a clear and systematic method of visual analysis to facilitate the reliability of judgments (Wampold & Furlong, 1981) . Over the years, actions have been made to refine and comprehensively describe the process of visual analysis for single-case research. Structured criteria available from the What Works Clearinghouse systematize quality indicators of experimental control and evidence of effectiveness for single-case research designs (Kratochwill et al., 2010 (Kratochwill et al., , 2013 . These criteria have been adopted in a protocol to structure decision making for which acceptable levels of IRA have been found between two independent raters (Maggin, Briesch, & Chafouleas, 2013; Ninci et al., 2015) , supporting the idea that elucidating the specific constructs that raters are evaluating could improve IRA between visual analysts.
Another influence to the visual analysis process that could potentially affect IRA is the inclusion of contextually relevant information about the graphic displays. Although we have a limited understanding of how contextual variables influence judgments, factors related to the context such as the abilities of the recipient of behavior change or the relative malleability of a particular dependent variable to change are important matters when making data-based decisions. DeProspero and Cohen (1979) reported a number of respondents to decline participation due to the absence of contextual information with graphic displays. Both experts of single-case research and teachers with relatively less expertise in single-case research report to use contextual information to inform their judgments (DeProspero & Cohen, 1979; Grigg et al., 1989) .
The purpose of the current study was to statistically examine potential moderators affecting the variability in the proportion of IRA between visual analysts in the interest of identifying factors that support the scientific principles of visual analysis. No studies since Ottenbacher (1993) have systematically reviewed or meta-analyzed the visual analysis literature to determine the overall IRA or moderators of IRA between visual analysts. Therefore, we sought to extend the previous review by (a) including new studies advancing the literature base, (b) addressing the aforementioned methodological limitations threatening the internal validity of findings, and (c) evaluating new variables as potential moderators. Based on the existing literature and methodological considerations, the following variables were selected as possible moderators of influence to evaluate: (a) design families, (b) rater expertise (i.e., training in single-case research), (c) provision of contextual information related to cases displayed in graphs, (d) use of a visual aid, (e) use of guidelines or criteria defining the construct to be rated, and (f) differences in rating scales. An ancillary purpose was to summarize descriptive statistics of the included studies to supplement findings.
Method
A comprehensive literature review of peer-reviewed journal articles was conducted among PsycINFO, Education Resource Information Center (ERIC), and MEDLINE (PubMed) electronic databases in May 2013. No date limits were used. In each individual database, a keyword search was conducted by combining all variations of the following three sets of terms: (a) visual analysis or visual inspection, (b) reliability or agreement, and (c) single-subject, single-case, time-series, or intrasubject. A total of 37 articles were retrieved with duplicates removed. To retrieve articles focused on visual analysis that were not gathered from the previous search, a second keyword search was conducted in PsycINFO and ERIC electronic databases for articles including either the terms "visual analysis" or "visual inspection" restricted to be included within the title; no additional terms were combined. The restricted title keyword search produced an additional 108 novel articles with duplicates removed for a total of 145 articles to be screened for inclusion.
Gate 1 Criteria: Initial Screening
Article titles and abstracts were screened to initially determine potential exclusion from further analysis in a full-text screening. Articles were excluded in this initial evaluation if it was determined they were not in English (n = 4), did not refer to "visual analysis" or "visual inspection" as used in single-case research (n = 92), descriptive in their purpose (n = 5), single-case research studies (n = 4), or qualitative studies (n = 1; Grigg et al., 1989) . From the keyword search, 26 articles met these criteria, and from the restricted title word search, an additional 13 articles met these criteria (n = 39).
Gate 2 Criteria: Full-Text Screening
In the full-text screening, studies were excluded for which the purpose was to evaluate the accuracy of visual analysis ratings through agreement with various statistical approaches (n = 8). Literature reviews and meta-analyses were excluded (n = 3). Studies were excluded that did not report visual analysis agreement coefficients or sufficient data to yield this information (n = 6). Articles were included if numerical data were reported on agreement between visually analyzed ratings of graphed time-series data. Reanalysis of previously published data was not replicated for use (n = 1; Matyas & Greenwood, 1990a) . Study effects were excluded that used fewer than three graphic displays for visual analysis or that used ratings from fewer than three respondents (n = 1; Bonner & Barnett, 2004) . These minimum requirements were set to control for quality and focus of included studies by ensuring representativeness of the potential variability existing among distributions of graphed data sets and visual analysts. Through Gate 2, 15 articles fit the inclusion criteria from the keyword search and 5 articles fit the inclusion criteria from the restricted title keyword search. An ancestral search was then conducted consisting of screening the reference lists among the 20 articles. An additional 7 articles were determined to fit the Gate 2 inclusion criteria in the iterative ancestral search process. The final 27 articles were then screened for final inclusion based on the Gate 3 criteria described below.
Interrater reliability on the full-text screening. Two independent reviewers (the first and second authors) read each qualifying article from the initial screening (n = 39; 100%) in full text, using the Gate 2 criteria with a dichotomous (i.e., yes or no) rating over inclusion of the article. Interrater reliability was calculated by dividing the number of articles agreed upon for inclusion or exclusion by the total number of articles and multiplying by 100. There were four disagreements resulting in 90% interrater reliability. The raters then discussed each disagreement until a consensus was reached between them for a final determination of inclusion or exclusion.
Gate 3 Criteria: Computation Screening
Studies included through the final gate had to report effects specifically on the interrater agreement computed between visual analysts (i.e., different subjects). Studies were excluded that evaluated intrarater agreement (i.e., within subjects; Knapp, 1983; Rojahn & Schulze, 1985; Ximenes, Manolov, Solanas, & Quera, 2009) . Although Knapp (1983) provided a supplemental report of proportions of IRA between raters for one graphic display plotted in two different ways, this was deemed to be an insufficient number of graphic displays for inclusion per Gate 2 criteria. Studies reporting intergroup agreement (i.e., composited and averaged ratings within a group of visual analysts) were excluded if proportions of IRA could not be derived from the provided information (i.e., Rojahn & Schulze, 1985; Spirrison & Mauney, 1994; Ximenes et al., 2009) .
Finally, studies that did not use a proportion of IRA computation (i.e., agreements divided by agreements and disagreements) or report sufficient information to calculate the proportion of IRA were excluded for the purpose of this meta-analysis yielding a homogenous sample of studies. In other words, studies reporting IRA via correlational measures or evaluating the variability around the mean were excluded (i.e., Brossart, Parker, Olson, & Mahadevan, 2006; DeProspero & Cohen, 1979; Jones et al., 1978; Mercer & Sterling, 2012) . Proportion of IRA calculations was included because the majority of studies used this computation or provided sufficient information to compute it. At Gate 3, 19 peer-reviewed journal articles with 32 total effects were found to report or provide information to calculate proportions of IRA between visual analysts.
Derived Effects
Each effect was calculated as the mean proportion of IRA between raters among the graphic displays under analysis. IRA between raters was either calculated as the number of raters in the largest rating group divided by the total number of raters for each graphic display (e.g., Gibson & Ottenbacher, 1988) or as the number of agreements between pairs of ratings divided by all possible pairs for each graphic display (e.g., Park, Marascuilo, & GaylordRoss, 1990 ). Effects were included from two studies that analyzed pairs of agreements between a sample of visual analysts and a priori determined visually analyzed judgments (Normand & Bailey, 2006; Roane, Fisher, Kelley, Mevers, & Bouxsein, 2013) . A priori judgments in these studies were made using a visual analysis procedure through which an established criterion was obtained prior to collecting ratings from a sample of visual analysts. Hagopian et al. (1997) reported proportions of IRA between three raters pre-and post-training in the use of structured criteria and also reported the IRA between those ratings and a priori determined ratings. Because IRA proportions were reported between the three raters, IRA proportions against the a priori determined ratings were excluded from this study as not to report additional effects derived from reanalysis of the raters' responses. Per initial inclusion criteria, effects provided between only two visual analysts were excluded. That is, although Roane et al. (2013) reported pre-and post-training effects between two raters, only the IRA proportions that represented three sets of judgments (two raters compared with a priori determined ratings) were included.
Mean proportional effects were derived directly from study reports or were derived by calculations made to data reported in studies under the following circumstances. First, the mean proportion of IRA across graphic displays was calculated if studies only reported IRA proportions by individual graphs (Hojem & Ottenbacher, 1988; Johnson & Ottenbacher, 1991; Kahng et al., 2010; Ottenbacher, 1986; Ottenbacher, 1990a Ottenbacher, , 1990b or only reported the number of raters per category by graph (Bobrovitz & Ottenbacher, 1998; James et al., 1996) . Thus, data across raters with varied levels of expertise had to be aggregated from Johnson and Ottenbacher (1991) to calculate the mean proportion of IRA across graphs. Second, reports of a ratio of disagreement effect size had to be converted to a proportion of IRA effect size in one study (Ottenbacher & Cusick, 1991) . Third, all studies besides those using multielement designs that did not already report data on a dichotomous scale or a scale of 3 happened to provide enough raw data to convert proportions of IRA to ratings on a scale of 2 to ensure a more homogenous sample of effects. For instance, a continuous scale of 6 (0-5) ranging from strongly agree to strongly disagree that there is significant change across phases was converted to a scale of 2 by combining the ratings of 0 to 2 and that of 3 to 5 (Gibson & Ottenbacher, 1988; Harbst, Ottenbacher, & Harris, 1991) . All studies using multielement designs used graphs of functional analyses and derived ratings on a categorical scale of 12 based on identification of behavioral function (Danov & Symons, 2008 , Hagopian et al., 1997 , Roane et al., 2013 . Thus, multielement scales were not converted.
Multiple items rated from the same presentation of a graphic display were aggregated. That is, in Bailey (1984) , respondents rated each data set presentation on their interpretations of both level and trend, so the effects of level and trend were averaged per derived effect. Multiple measures of effects were included when studies reused a sample of graphs or a sample of raters, as long as different sets of ratings were taken from independent presentations of data to evaluate an independent variable. For instance, several studies used the same graphs among the same raters and used pre-and post-measures to evaluate the effects of a visual aid or training (Bailey, 1984; James et al., 1996; Normand & Bailey, 2006; Roane et al., 2013; Skiba, Deno, Marston, & Casey, 1989) . Also, Bailey (1984) evaluated effects of semi-logarithmic charts versus equal interval charts, with and without a visual aid to produce four total effects. Although raters and graphic displays were sometimes resampled and thus raters were exposed to the same sample of data sets, separate effects were included because independent sets of ratings from separate presentations of graphic displays were obtained.
Moderator Analysis and Descriptive Variable Coding
The 32 effects were coded for potential moderator variables and variables for descriptive review. Coded variables included respondent characteristics, characteristics of the graphic displays evaluated, methodological characteristics, and the derived proportion of IRA for each effect. Respondent characteristics coded included the number of raters and their levels of expertise. In analyzing the number of raters, a priori judgments were counted as one rater per study effect. Moderator categories of respondent expertise are defined in Table 1 . Effects that did not include a homogenous group of raters based on the categories of expertise were classified as "mixed" and were not evaluated in moderator analyses due to variability within the category and a limited number of study effects.
Characteristics of the data sets included the number of graphic displays examined per rater, the design family used (i.e., multielement, AB or reversal variations, and multiple baseline designs), and whether contextual information was provided with the graphic displays. Methodological characteristics evaluated included whether a visual aid was provided to supplement respondent decisions, whether the construct being rated was defined, the type of judgment made (e.g., judgment of "clinically significant change"), the type of scale used (i.e., dichotomous, categorical, continuous), and the number of rating scale options. Descriptions of data set and methodological characteristics that were evaluated as dichotomous moderators are presented in Table 2 .
Among the aforementioned variables, the following were analyzed for potential moderators: (a) design families, (b) categories of rater expertise, (c) whether contextual information was provided, (d) whether a visual aid was provided, (e) whether the construct being rated was defined, and (f) the number of rating scale options (2 vs. 3). As a result of substantial differences in study characteristics between design families, effects from multielement designs were only evaluated within the overall effects and as a design family moderator in the interest of maintaining a homogenous sample of studies in other moderator analyses. For the moderator analysis of design family, AB and reversal design variations were compared against multielement designs. Because only one study with one effect used multiple baseline designs (Lieberman et al., 2010) , this study was only included in the analysis of overall effects. Most studies used AB and reversal design variations, and thus only these study effects were included in the remainder of moderator analyses. All relevant studies used measures on a scale of 2, scale of 3, or provided data for the scale to be reduced to 2 in calculating the proportion of IRA between visual analysts.
Note. IRA = interrater agreement.
Interrater reliability on coded variables. Articles were coded on the six aforementioned moderator analyses using a spreadsheet organized by the first author. In addition, the number of raters, the number of graphs used, the type of judgment made, the type of scale used, and the derived proportion of IRA were coded per effect. Notes were made along the side of the table in the spreadsheet explaining how effects were derived. The second author read each article in full and determined the accuracy of each code (100%) by marking whether agreement or disagreement was obtained. Interrater reliability was computed by dividing the number of codes agreed upon by the total of possible agreements and multiplying that figure by 100. There were two instances of disagreement across the 352 cells (32 effects by 11 codes) resulting in .006% disagreement or 99% agreement. The disagreements were resolved by both authors reexamining the article and discussing the discrepancy until consensus was reached.
Effect Size Computations
Most calculations were conducted using standard procedures articulated by Lipsey and Wilson (2001) . The logit proportion of IRA was converted from each proportion effect size derived. The logit proportion was used for all moderator analyses as an effect size because variability around the mean was of interest. While the proportion statistic ranges in values from 0 to 1, logit proportions can be of any numerical value. The logit proportion has an approximately normal distribution with a mean of zero and standard deviation of 1.83 (Lipsey & Wilson, 2001) . Logit proportion effect sizes were converted back to weighted mean proportions to supplement reports. Median proportions of each set of study effects were also calculated as some categories of moderator analyses had few total effects, potentiating a non-normal distribution of the data. The number of graphs evaluated per set of raters was deemed as appropriate for the weights of effects. Although the number of raters may have been suitable as the application of weights, Ottenbacher (1993) did not find that sample size correlated with IRA while the number of graphs examined had an inverse correlation with IRA. The number of graphs was chosen to be the weight per effect because large samples of graphs under analysis would best represent the variability that occurs in patterns of timeseries data. The Q and I 2 statistics were used to analyze homogeneity among samples of effect sizes. The Q statistic represents the sum of the weighted square distances of each individual effect around the mean effect (Lipsey & Wilson, 2001) . Statistical significance in the Q analysis indicates that the variation around the mean could be accounted for by one or more moderators. The I 2 statistic complements the Q, informing the percentage of variance of the total variance among effect sizes that is a result of the true between-study variation (Higgins & Thompson, 2002) . Higgins, Thompson, Deeks, and Altman (2003) suggested that an I 2 of 25%, 50%, and 75% would respectively represent low, moderate, and high heterogeneity. Potential moderators were analyzed by running the Q between and Q within statistics for each variable. The Q between represents the variance between categories of a potential moderator variable, and the Q within represents the pooled variance within categories of a potential moderator variable. Significance tests were calculated for the Q between and Q within . A statistically significant Q between rejects that sampling error alone explains the variance between moderator categories. A statistically significant Q within indicates that there could be other moderators to explain the variance. Table 3 displays a matrix of information over each effect ordered by date of publication. Columns display variables including (a) the number of raters, (b) the level of expertise in single-case research among raters, (c) the number of graphs or phase changes rated, (d) the design used, (e) whether context was provided, (f) whether visual aids were provided, (g) whether questions were defined to raters, (h) the number of scale options, (i) the derived proportion of IRA, and (j) the logit proportion effect size with confidence intervals set at 95%.
Results

Descriptive Statistics
Overall, the number of raters included in studies ranged from 3 to 61. Effects had relatively equal numbers of raters across experienced (25%; K = 8), beginner (28%; K = 9), and novice (22%; K = 7) levels while the remainder (25%; K = 8) included mixed levels of expertise in single-case research. Effects including mixed levels of expertise consisted of five effects with a mix of beginner and experienced raters and three effects with primarily novice raters. One study evaluated respondent expertise (between novices and beginners) as an independent variable and did not find differences between the IRA proportions of each group (James et al., 1996) .
The number of graphic displays rated among the 32 effects ranged from 4 to 141. The majority of effects (72%; K = 23) used AB and reversal design variations, most of which displayed only one replication of effect (i.e., AB). Eight effects (25%) used multielement designs and one effect (3%) used multiple baseline designs. Eighteen effects (56%) supplemented graphic displays with contextual information while 14 effects (44%) provided no context. Those effects using no context tended to use generated data in graphic displays, whereas those effects providing context tended to use real data such as a sample of published graphs. None of the included studies evaluated the provision of contextual information as an independent variable to potentially affect IRA.
Eighteen effects (56%) did not make use of a visual aid, and 14 effects (44%) used a visual aid. Studies using AB or reversal design variations with a visual aid used trend estimation lines. The majority of these studies used the split-middle trend estimation approach (e.g., Bailey, 1984) while one study used the quarter-intersect method of trend estimation (Skiba et al., 1989) . Studies with multielement designs exclusively used criterion lines as a visual aid (Hagopian et al., 1997; Roane et al., 2013) . Several studies did not appear to report if raters were trained to use the lines of progress (e.g., Bailey, 1984; Johnson & Ottenbacher, 1991; Normand & Bailey, 2006; Ottenbacher & Cusick, 1991) . It is possible that raters, especially those with more expertise in single-case research, were familiar with using visual aids. Among studies evaluating the effects of a visual aid, visual aids appeared to produce higher IRA with the exception of two studies finding the opposite (Normand & Bailey, 2006; Ottenbacher & Cusick, 1991) .
The majority of effects (59%; K = 19) did not appear to objectively define what raters were evaluating. For example, for Ottenbacher (1990a), raters were instructed that "clinically significant change" was to be based on their own professional experiences. Thirteen effects (41%) operationally defined what was being visually analyzed. For example, Bailey (1984) defined "significant change" as concluding that experimental control was obtained. Various types of judgments were made including determinations of a "significant change" (K = 13; 41%), "behavioral function" (K = 8; 25%), "clinically significant change" (K = 4; 13%), "improvement" (K = 2; 6%), "systematic change in level and/or trend" (K = 2; 6%), "experimental control" (K = 1; 3%), "functional relation" (K = 1; 3%), and "significant treatment effect in Phase B" (K = 1; 3%). No studies evaluated the exclusive effects of defining constructs on proportions of IRA, but two studies evaluated this variable in addition to training in the use of a visual aid, each finding that a visual aid and clear criteria increased IRA (Hagopian et al., 1997; Hojem & Ottenbacher, 1988) .
Fourteen effects (44%) used a dichotomous scale or provided information for a scale to be converted from 6 to 2. Ten effects (31%) used a scale of 3, and 8 effects (25%; those using multielement designs) used a scale of 12. Several effects used continuous scales such as an original range of 6 options from strongly agree to strongly disagree (K = 8; 25%) or a range of three options such as "yes, no, or uncertain" and "increase, decrease, or no change" (K = 8; 25%). Six effects (19%) used dichotomous (e.g., yes/no) scales. Categorical scales included categories on functions of behavior (K = 8; 25%) and categories on improvement per phase (K = 2; 6%). Table 4 includes overviews of findings overall and from each sample of effects analyzed for moderators, as well as results from corresponding statistical tests of homogeneity. In the analysis of all 32 effects, the median was 0.74 and the weighted mean logit proportion effect size was 1.14, or .76 when converted to proportion. For proportions of IRA, necessary agreement is suggested to be .70 or above, adequate or minimally acceptable agreement is generally considered to be .80 or above, and above .90 is deemed as good (Hartmann, Barrios, & Wood, 2004; House, House, & Campbell, 1981) . Therefore, the mean and median proportions of IRA reached necessary but not acceptable levels overall and within each sample of study effects analyzed for moderators. The overall effects had a high level of heterogeneity (I 2 = 89%), with a statistically significant Q. The sample of effects comparing design families also had a high level of heterogeneity (I 2 = 88%) with a statistically significant Q. The remaining samples of effects under analysis had low levels of heterogeneity (rater expertise I 2 = 15%; graphic and methodological characteristics I 2 = 7%) and statistical significance was not found; however, moderators were still analyzed as results may be affected by low power due to inclusion of few effects (Higgins & Thompson, 2002) . Table 5 displays results from the moderator analysis of AB and reversal design variations versus multielement designs. Multielement designs produced a minimally adequate median proportion (.81) and weighted mean proportion of IRA (.80). The AB and reversal design variations produced necessary levels of median (.74) and mean proportions of IRA (.71). There was no overlap in confidence interval ranges between the two design families. While finding statistical significance for the Q between revealed that these findings can be attributed to the design family moderator, a statistically significant Q within indicated that significance could be accounted for by other variables, because the pooled heterogeneity indicates too great variability within categories. Table 6 shows results from the moderator analysis of respondent expertise among effects using AB and reversal design variations. The mean proportions of IRA across categories of expertise ranged from low to necessary levels among studies using AB and reversal designs. Beginners produced the highest median (.77) and mean (.76) proportion of IRA. Novice raters produced a higher mean proportion (.73) relative to that of experienced raters (.64), while median proportions were comparable between novice (.72) and experienced (.73) raters. Confidence interval ranges around effect sizes were overlapping for each of the comparisons. Still, experienced raters produced statistically significant lower effects in comparison with raters with a beginner level of expertise. Between novice and experienced raters, effects bordered on statistical significance (p = .054). The Q within scores did not indicate statistically significant variances within the moderator levels of expertise, indicating little variability within moderator levels that would potentially be attributable to other variables. Table 7 reports results from the dichotomous moderator analyses on data set and methodological characteristics among studies using AB and reversal design variations. The mean proportions of IRA from the context variable resulted in low (.67 for context) and necessary (.73 for no context) levels. However, the median proportions for the context variables were equal (.74). The confidence interval ranges yielded some overlap. The provision of context failed to produce statistically significant findings attributable to the variance associated with IRA between categories. It is noteworthy that the p value of the variance between context categories was somewhat low (p = .10), favoring effects that provided no context. The Q within did not indicate statistically significant differences within the moderator categories for this variable.
Summaries and Homogeneity Tests
Moderator Analyses
The mean proportions of IRA were low (.69) for study effects using no visual aid and reached a necessary level of IRA (.75) for effects using visual aids to supplement graphic displays. Median proportions reached necessary levels for effects using no visual aid (.74) and for effects using visual aids (.77). There was some overlap between the confidence interval ranges. Effects of a visual aid were not found to be statistically significant between moderator categories. However, the p value was still relatively low (p = .10), indicating that visual aids potentially contributed to a somewhat higher mean of IRA, although not to a statistically significant degree. Findings from the Q within did not indicate statistically significant variability within the moderator categories for this variable.
The variable of whether studies defined what raters were analyzing resulted in a necessary mean proportion of IRA (.79) for those that provided operational definitions and low mean proportion of IRA (.69) for those that did not. Median proportions reached an adequate level for effects that provided operational definitions (.84) and a necessary level (.74) for those that did not. The confidence interval ranges around the effect sizes had some overlap between the categories. The Q between for this variable was statistically significant, indicating that operationally defining what was to be rated produced statistically greater effects than not defining. The Q within was not found to be statistically significant, demonstrating that the findings between effects were likely not confounded by variability within moderator categories for this variable. Study effects that included a scale of 2 resulted in a necessary mean proportion of IRA (.76) while effects using a scale of 3 resulted in a low mean proportion of IRA (.65). Median proportions of IRA also reached a necessary level among effects using a scale of 2 (.76) and a low level among effects using a scale of 3 (.69). There was no overlap in the ranges of confidence intervals around effects between categories. The Q between analysis reached statistical significance for the moderator analysis of scale, demonstrating that a scale of 2 produced a statistically greater proportion of IRA relative to that of a scale of 3. The Q within did not reach a statistically significant level, validating the statistically significant Q between in that there was low variance within moderator categories.
Discussion
This purpose of this meta-analytic review was to determine the factors contributing to variable proportions of IRA between visual analysts of single-case data. We also descriptively analyzed the peer-reviewed literature in this area. The overall weighted mean proportion of IRA reached .76 for all 32 effects, an improvement relative to the findings of Ottenbacher (1993) in which a mean of .58 was found. Effects did not appear to improve linearly over the years since Ottenbacher's review, but there are potential reasons why the current meta-analysis produced larger effects. First, the current review only included peer-reviewed literature while Ottenbacher's review included effects from resources that were not peer-reviewed. Thus, the current review may include a degree of publication bias. Second, the scales of several effects were reduced in the current review to compute effects while Ottenbacher's review appeared to use the originally reported effects from studies that included a range of scale options. The number of rating scale options was found to be inversely related to IRA in the current review, so the scale reduction may have produced larger effects relative to Ottenbacher's findings. Finally, the current review only included proportional effect sizes, whereas Ottenbacher's review included both correlational and proportional metrics. Our inclusion of only proportional effect sizes may have produced disparate findings relative to the sample of effects used by Ottenbacher.
The first moderator analysis conducted in this meta-analysis was over categories of design families. Multielement designs versus AB and reversal design variations yielded large differences in effects supporting multielement designs with statistical significance between and within categories. Therefore, statistically significant findings between categories for this moderator were likely not only due to the design alone but also due to the characteristics of the studies within categories. Studies using multielement designs included relatively similar purposes, that is, to evaluate graphs of functional analyses on challenging behavior and identify the function(s) of those behaviors either with or without the use of or training in the use of criterion lines. Most effects using multielement designs included visual aids and defined the constructs to be rated (K = 6; 75%). The two effects without visual aids and defined constructs likely produced variance found within the multielement design variable, but this was not analyzed as a moderator due to the limited sample of effects. Also within studies using multielement designs, all raters had training in single-case research. These variables may have attributed to the increased IRA found among effects using multielement designs relative to findings from AB and reversal design variations. Another finding was that the level of expertise among visual analysts may be influential to the variance of IRA proportions obtained across the included studies using AB and reversal designs. Interestingly, the lowest weighted mean proportion IRA was found between visual analysts who had the most expertise in single-case research. These finding are not unlike the outcomes of Ottenbacher (1993) . It is unclear why raters with the most expertise in single-case research produced the lowest levels of IRA. One possible reason is the variety of backgrounds and training those experienced individuals received. Differing foci of training can produce incongruent effects (Hojem & Ottenbacher, 1988 ). It appears that raters classified as beginners (i.e., Bailey, 1984; Hojem & Ottenbacher, 1988; James et al., 1996; Skiba et al., 1989 ) received a common training in single-case research among one another, potentially affecting their IRA in a positive manner. However, novices did not receive a common training within studies and produced a somewhat higher weighted mean proportion of IRA relative to experienced raters. Still, the median proportions of novice raters and experienced raters were nearly equal. Also, there was overlap in confidence interval ranges around effects between the expertise categories. Because there were only four effects within the experienced category, this sample of effects may not adequately represent the normal distribution and should be interpreted with some caution.
The provision of context (e.g., dependent variable) to supplement graphic displays was another variable evaluated as a moderator. Although most study effects overall provided contextual information, those using AB and reversal design variations primarily did not. Although contextual information is an important concern according to visual analysts (DeProspero & Cohen, 1979; Grigg et al., 1989) , this information does not appear to assist in increasing the consistency of ratings between respondents. In fact, it may contribute to some disagreement. However, the effects between categories of this variable were not largely different, confidence intervals overlapped, and statistical significance was not found. Therefore, contextual information may be more of a value to visual analysts than a moderator of IRA.
This meta-analysis also revealed that visual aids may account for some improvement in IRA between ratings of visual analysts, although overlap in confidence intervals was noted and statistical significance was not found.
Although not evaluated as a moderator, explicit training in the use of evaluating data with a visual aid clearly produced large effects that were discrepant from no training in the use of such aids (Hagopian et al., 1997; Hojem & Ottenbacher, 1988; Roane et al., 2013; Skiba et al., 1989) . Roane et al. (2013) compared the provision of written instruction over the use of criterion lines with written plus verbal instruction, finding that verbal instruction led to improved proportions of IRA. The two studies that did not find a visual aid to improve IRA also did not appear to explicitly train raters in the use of the visual aids (Normand & Bailey, 2006; Ottenbacher & Cusick, 1991) . This indicates that professional development in the use of visual aids is crucial to benefit from their use, coinciding with an analysis conducted by Ottenbacher (1993) .
Also based from our findings, specifically defining what visual analysts were to rate increased IRA to meet near acceptable standards according to the weighted mean proportion and acceptable standards according to the median proportion. Rating a concept such as "experimental control," for instance, would require raters to understand the necessity of demonstrating control through the use of an experimental design to make valid judgments. To illustrate how important this may be, Kahng et al. (2010) reportedly used methods similar to DeProspero and Cohen (1979) , with an exception being that they defined "experimental control" to participating raters. In comparison, Kahng et al. (2010) found considerably higher IRA. Heeding that the majority of studies in this review did not appear to define the constructs rated, along with the fact that that this moderated proportions of IRA, it may be interpreted that many studies did not demonstrate an important indicator of validity to support the certainty of overall IRA.
Finally, the last variable analyzed as a potential moderator in this metaanalysis was the use of a rating scale of 2 versus 3. As probable with respect to chance levels of agreement, effects obtained via a scale of 2 produced greater IRA than that obtained between raters using a scale of 3. Although a dichotomous scale produced larger proportions of IRA, the appropriate scale for use depends on the purpose of a study. However, this issue is somewhat complex. For instance, the construct of "experimental control" could lie on a continuous scale (Horner et al., 2012) , but could also be appropriately represented on a dichotomous scale (Kahng et al., 2010) .
Limitations
There are a number of biases and limitations to this meta-analysis regarding inclusionary criteria and methods. We only included studies yielding proportion of IRA effect sizes. Furthermore, only peer-reviewed journal articles were sought. It may have been beneficial to take more of an inclusionary approach by including descriptive results from studies using correlational metrics as well as effects reported in book chapters and dissertations. Accordingly, the results of this meta-analysis are not fully comprehensive of the existing literature. Also, the quality of research designs used among included studies varied. There is an evident need for more quality research in this area. It should be noted that some studies used methods to control for the potential confounds of resampling by regenerating aspects of the data (Hagopian et al., 1997) or by using different respondent samples (Hojem & Ottenbacher, 1988; Ottenbacher & Cusick, 1991) .
Regarding methods, although dichotomizing data allowed for systematization and the evaluation of scale as a moderator, a dichotomous scale may not represent the range of potential interpretations for a given data set within research and practice (Horner et al., 2012) . Relatedly, although the proportion or percentage of agreement calculation is commonly used, it presents with the limitation that chance agreement is not corrected (House et al., 1981) . However, using proportion allowed us to determine the degree to which chance affected IRA. Finally, several study effects compared rater judgments with a priori determined ratings based on criteria used with visual analysis (Normand & Bailey, 2006; Roane et al., 2013) . This could technically be regarded as more of a measure of accuracy than agreement (cf. Kazdin, 1977) . However, these effects were included in this meta-analysis because a priori judgments were made by using visual analysis, and the use of such criteria would be evaluated as a moderator.
Future Research
Concerns over the literature base point to the need for research that represents the true elements of the visual analysis process for single-case experimental research (Parsonson & Baer, 1992) . More research is needed to determine IRA between visual analysts using experimental designs. Although most studies in this review used AB and reversal design variations, few used reversal designs demonstrating experimental control via replications of effect. In the current review, only one study used multiple baseline designs (across participants), and no studies used alternating treatments designs. It is recommended to evaluate IRA of visual analysis for alternating treatment (i.e., two alternating conditions) and multielement designs with data representing other uses of these designs beyond functional analysis, such as intervention comparisons. Continued study is warranted that evaluates IRA between visual analysts of multiple baseline designs, as this design is commonly used in research (Smith, 2012) . Contextual descriptions of graphs, although not positively influential to IRA in this meta-analysis, is relevant in the decisionmaking process of visual analysis (DeProspero & Cohen, 1979; Grigg et al., 1989 ) and thus should be utilized when possible in future studies. Several studies included in this review evaluated IRA between clinicians with little to no experience in the use of single-case research. Because experienced visual analysts represent professionals in the field of applied behavior analysis, peer-reviewers, and educators of single-case research, this population would be useful to include in continued research. Sidman (1960) provided the first seminal discussion of visual analysis in which he describes "criterion-byinspection" as a procedure an experienced decision maker uses to determine whether a predictable stability criterion is reached. Few prior studies evaluated the use of criterion lines as a visual aid (Hagopian et al., 1997 , Roane et al., 2013 and none have appeared to evaluate a criterion-referenced behavioral objective to influence IRA between raters. It is likely that this fundamental practice influences IRA positively, as criteria provide a clear and objective outcome to be inspected. Finally, future studies on IRA between visual analysts should evaluate categorical scales that reflect possible options for data-based decisions (e.g., continue treatment, cease treatment, or add a component to the treatment).
Future research on the IRA of visual analysis should also face contemporary issues and evaluate practical solutions. It would be beneficial for studies to continue determining the effects of visual analysis training. For instance, studies should assess the IRA between visual analysts using structured criteria such as that established by the What Works Clearinghouse (Kratochwill et al., 2010 (Kratochwill et al., , 2013 ) and adopted by Maggin et al. (2013) . This systematic methodology for interpretation of single-case data could potentially increase consistency between visual analysts and provide a means of valid and reliable data aggregation of single-case research. Another area for research is the synthesized use of visual and statistical analyses, as these methods are often recommended to be used in conjunction (Carter, 2013; Fisch, 2001; Horner et al., 2012; Kratochwill & Levin, 2014; Manolov, Sierra, Solanas, & Botella, 2014; Parker & Vannest, 2012) . Because effect sizes and visual analysis indices evaluate different constructs (Ninci et al., 2015) , it is unclear whether supplementing visual analysis with effect sizes would result in increased proportions of IRA between raters.
Conclusion
Single-case research requires visual interpretation of across-and withinphase data patterns to reveal comprehensive information. Through peer review, that involves agreement in contextualized results interpretation, published single-case data sets may be defended against chance and probability of error (Baer, 1977) . However, the levels of reliability in regard to visually analyzed ratings are often considered unacceptable. Including effect sizes provides a means of interpreting the reliability and generalizability of results; this can be useful for the acceptance of single-case research methods to influence the movement in identifying evidence-based practices (Gage & Lewis, 2013; Vannest & Davis, 2013 ). Yet parametric approaches applied to singlecase data often violate critical assumptions that the data are independent (Parker & Vannest, 2012) and nonparametric statistical options available do not encompass all considerations salient to single-case data analysis (Carter, 2013) . These issues have driven the refining of both visual analysis and statistical models in single-case research. Although single-case researchers have not demonstrated agreement in how best to refine analytic methods, one idea that many scholars in this area appear to agree upon is that visual analysis cannot be abandoned (e.g., Carter, 2013; Horner et al., 2012; Kratochwill & Levin, 2014; Parker & Vannest, 2012) . Baer (1977) noted a clear yet clearly attainable need to develop techniques of visual analysis. Over more recent years, this challenge has been met with a new luster. Still, it is evident that systematized visual analytic methods must continue to be evaluated, replicated, and ultimately agreed upon to improve the reliability between visual analysts.
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