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THE HEISENBERG GENERALIZED VERTEX OPERATOR ALGEBRA
ON A RIEMANN SURFACE
MICHAEL P. TUITE
Abstract. We compute the partition and correlation generating functions for the Heisen-
berg intertwiner generalized vertex operator algebra on a genus g Riemann surface in
the Schottky uniformization. These are expressed in terms of differential forms of the
first, second and third kind, the prime form and the period matrix and are computed by
combinatorial methods using a generalization of the MacMahon Master Theorem.
1. Introduction
The Heisenberg intertwiner generalized Vertex Operator Algebra (VOA) is an algebra
formed from the Heisenberg VOA and all of its modules [DL, BK, TZ]. We consider the
partition and all correlation functions for this theory on a genus g Riemann surface in
the Schottky parametrization. The partition and n-point correlation functions for the
Heisenberg and lattice VOAs are familiar concepts at genus one and have been found on
genus two surfaces formed from sewn tori [MT1, MT2]. Here we describe the more general
situation of the Heisenberg generalized VOA and compute the partition function and the
generating function for all correlation functions on a genus g Riemann surface. Our
results imply that we can compute all genus g correlation functions for all VOAs or Super
VOAs which can be decomposed into Heisenberg modules at any rank e.g. integral lattice
(Super)VOAs. Various specializations of our results have been long anticipated in physics
e.g. [Mo, DV]. We also show that the rank 2 Heisenberg VOA genus g partition function
is an inverse determinant given by the Motonen-Zograf formula [Mo, Z, McIT]. All of our
results are found by combinatorial methods based on a generalization of the MacMahon
Master Theorem (MMT) [McM, T] which is reviewed in Section 2. Section 3 reviews
some Riemann surface theory and the Schottky uniformization of a genus g surface in a
non-standard parameterization suitable for our purposes. We also give detailed formulas
for the bidifferential form of the second kind, holomorphic 1-forms (differentials of the first
kind) and the period matrix in terms of genus zero data and Schottky sewing parameters
[Y, MT1]. Section 4 describes the genus g partition and correlation generating function for
the Heisenberg VOA. For convenience we consider the rank 2 case wherein the genus zero
correlation generating function is expressed as a permanent. The genus g objects can then
be expressed as sums over multisets of permanents where the multisets label Heisenberg
Fock vectors. The MMT implies that the genus g partition function is the inverse of an
infinite determinant (similarly to genus two [MT4, MT5]) related to the Motonen-Zograf
formula [Mo, Z, McIT]. The Heisenberg VOA correlation generating function is expressed
in terms of bidifferential forms. Section 5 generalizes all of these results to the case of
Heisenberg generalized VOA where the correlation generating function is expressed in
terms of differential forms of the first, second and third kind, the prime form and the
period matrix. We conclude with a few important examples.
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2. Some Generalized MacMahon Master Theorems
We begin with a review of some generalisations of the classic MacMahon Master The-
orem (MMT) of combinatorics [McM] described in our earlier paper [T]. Let A “ pAabq
be an nˆn formal matrix indexed by a, b P t1, . . . , nu. The Permanent of A is defined by
permA :“
ÿ
piPSn
nź
i“1
Aipipiq,
where the sum is over permutations pi P Sn, the symmetric group on n letters. Let
i :“ t1rp1q2rp2q . . . irpiq . . . nrpnqu,
denote the multiset of size N “ řni“1 rpiq formed from the original index set t1, . . . , nu
where the index i is repeated rpiq ě 0 times. We let Api, iq denote the N ˆ N matrix
indexed by the multiset i and define permApi, iq “ 1 when i is the empty set. Lastly, we
let rpiq! :“śni“1 rpiq! which is the order of the symmetric label group of i. Then [McM]
Theorem 2.1 (MMT). ÿ
i
permApi, iq
rpiq! “
1
detpI ´ Aq ,(1)
where the sum is taken over all multisets i.
We review several generalizations of this result [T]. Consider an pn1 ` nq ˆ pn1 ` nq
matrix with block structure „
B U
V A

,(2)
where A “ pAijq is an nˆn matrix indexed by i, j, B “ pBi1j1q is an n1ˆn1 matrix indexed
by i1, j1, U “ pUi1jq is an n1 ˆ n matrix and V “ pVij1q is an nˆ n1 matrix. For a multiset
i of size N define the pn1 `Nq ˆ pn1 `Nq matrix„
B Upiq
V piq Api, iq

,(3)
where, as before, Api, iq denotes the N ˆN matrix indexed by i, Upiq is an n1ˆN matrix
and V piq is an N ˆ n1 matrix. We find1 [T]
Theorem 2.2 (The Submatrix MMT).ÿ
i
1
rpiq! perm
„
B Upiq
V piq Api, iq

“ perm
rB
detpI ´ Aq ,
for n1 ˆ n1 matrix rB “ B ` UpI ´ Aq´1V where pI ´ Aq´1 “ řkě0Ak.
We may extend the sum over permutations in (1) to a sum over partial permutations
i.e. injective partial mappings from t1, . . . , nu to itself. Let Ψ denote the set of partial
permutations of the set t1, . . . , nu and let domψ and imψ denote the domain and image
1In [T], a further parameter β which counts permutation cycles is also discussed. We take β “ 1
throughout the present paper.
THE HEISENBERG GENERALIZED VERTEX OPERATOR ALGEBRA ON A RIEMANN SURFACE 3
respectively of ψ P Ψ. Let θ “ pθiq, φ “ pφiq be formal n-vectors. We define the pθ, φq-
extended Partial Permanent of an nˆ n matrix A by [T]
pperm θ,φA :“
ÿ
ψPΨ
ź
iPdomψ
Aiψpiq
ź
jR imψ
θj
ź
kRdomψ
φk,(4)
Thus
pperm θ,φ
„
A11 A12
A21 A22

“θ1φ1θ2φ2 ` A11θ2φ2 ` A22θ1φ1
` A12θ1φ2 ` A21θ2φ1 ` A11A22 ` A12A21.
Let Api, iq denote the N ˆ N matrix indexed by i. We also let pperm θ,φApi, iq de-
note the corresponding partial permanent with dimension N row vectors p. . . , θi, . . .q and
p. . . , φi, . . .q where index i occurs rpiq times in i. We then find [T]
Theorem 2.3 (The Partial Permutation MMT).ÿ
i
pperm θφApi, iq
rpiq! “
eθpI´Aq
´1φT
detpI ´ Aq ,
where φT denotes the transpose of the row vector φ.
Lastly, we may combine the two generalizations above into one theorem concerning par-
tial permutations of submatrices of the pn1`nqˆpn1`nq block matrix (2). Let θ1 “ pθ1i1q and
φ1 “ pφ1i1q be n1-vectors and θ “ pθiq and φ “ pφiq be n-vectors. For a multiset i of size N
and block matrix (3) labelled by t11, . . . , n1u and i, we let ppermΘ,Φ
„
B Upiq
V piq Api, iq

denote
the pΘ,Φq-extended partial permanent with pn1`Nq-vectors Θ :“ pθ111 , . . . , θ1n1, . . . , θi, . . .q
and Φ :“ pφ111, . . . , φ1n1, . . . , φi, . . .q respectively. We find [T]
Theorem 2.4 (The Submatrix Partial Permutation MMT).ÿ
i
1
rpiq! ppermΘ,Φ
„
B Upiq
V piq Api, iq

“ e
θpI´Aq´1φT
detpI ´ Aq pperm rθ,rφ rB,(5)
for n1 ˆ n1 matrix rB “ B ` UpI ´ Aq´1V and n1-vectors rθ and rφ given byrθ “ θ1 ` θpI ´ Aq´1V, rφT “ φ1T ` UpI ´ Aq´1φT .
3. Riemann Surfaces from a Sewn Sphere
3.1. Some standard forms on a Riemann surface. Define the indexing sets
I “ t´1, . . . ,´g, 1, . . . , gu, I` “ t1, . . . , gu.
Let Sg be a compact genus g Riemann surface with canonical homology basis αa, βa for
a P I`. There exists a unique symmetric bidifferential form of the second kind [Mu, F]
ωpx, yq “
ˆ
1
px´ yq2 ` regular terms
˙
dxdy,(6)
4 MICHAEL P. TUITE
for local coordinates x, y with normalization
ű
αa
ωpx, ¨q “ 0 for all a P I`. It follows that
νapxq “
¿
βa
ωpx, ¨q, pa P I`q,(7)
is a differential of the first kind, a holomorphic 1-form normalized by
ű
αa
νb “ 2pii δab. The
period matrix Ω is defined by
Ωab “ 1
2pii
¿
βa
νb pa, b P I`q.(8)
We also define the differential of the third kind for p, q P Sg by
ωp´qpxq “
ż p
q
ωpx, ¨q.(9)
ωpx, yq can be expressed in terms of the prime form Epx, yq “ Kpx, yqdx´1{2dy´1{2, a
holomorphic form of weight p´1
2
,´1
2
q with
ωpx, yq “BxBy plogKpx, yqq dxdy,(10)
where Kpx, yq “ px ´ yq ` O ppx´ yq2q and Kpx, yq “ ´Kpy, xq. For the genus zero
Riemann sphere S0 – pC :“ CY t8u with x, y, p, q P pC we have
ωp0qpx, yq “ dxdy,px´ yq2 , ω
p0q
p´q “
dx
x´ p ´
dx
x´ q , K
p0qpx, yq “ x´ y.(11)
3.2. The Schottky uniformization of a Riemann surface. We briefly review the
construction of a genus g Riemann surface Sg using the Schottky uniformization where
we sew g handles to the Riemann sphere pC e.g. [Fo, Bo]. For each a P I, let Ca P C be
a circular contour with center wa and radius |ρa|1{2 for some complex parameters wa, ρa.
We assume that ρa “ ρ´a and that Ca X Cb “ t u for a ‰ b. Identify z1 P C´a with z P Ca
for each a P I` via the sewing relation [TW]
pz1 ´ w´aqpz ´ waq “ ρa, a P I`.(12)
Define γa P SL2pCq by the Mo¨bius map
γaz :“ w´a ` ρa
z ´ wa , a P I.(13)
Notice that γ´a “ γ´1a . The sewing relation (12) implies z1 “ γaz for a P I` so that
γaCa “ ´C´a for all a P I. (12) is equivalent to the standard Schottky relation [Fo, Bo]
z1 ´W´a
z1 ´Wa
z ´Wa
z ´W´a “ qa, a P I`,(14)
where qa “ c
´
´ ρapwa´w´aq2
¯
for2 cpxq “ 1´
?
1´4x
2x
´ 1 and Wa “ wa`qaw´a1`qa . Each γ P Γ is
conjugate in SL2pCq to diagpq1{2γ , q´1{2γ q with |qγ | ă 1 where qγ is called the multiplier of
γ. In particular, qγa “ qa with attracting (repelling) fixed point W´a (Wa) for a P I`.
The (marked) Schottky group Γ is the free group generated by γa. Every element of
Γ may be expressed as a reduced word γa1 . . . γan of length n where γ´ai ‰ γai`1 . Let
2cpxq “
ř
ně1
1
n
`
2n
n`1
˘
xn is the Catalan series [MT1].
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ΛpΓq denote the limit set and let Ω0pΓq “ pC ´ ΛpΓq. Then Sg » Ω0pΓq{Γ is a Riemann
surface of genus g. We let D Ă pC denote the standard connected fundamental region with
oriented boundary curves Ca. We define the space of Schottky parameters Cg Ă C3g by
Cg :“
!
pw,ρq : |wa ´ wb| ą |ρa| 12 ` |ρb| 12 @ a ‰ b
)
,(15)
for w,ρ :“ w1, w´1, ρ1, . . . , wg, w´g, ρg. We define Schottky space as Sg :“ Cg{ SL2pCq
for the Mo¨bius SL2pCq group.
3.3. Some Schottky scheme sewing formulas. In this section we generalize a con-
struction due to Yamada [Y] and developed further in [MT1] for sewing Riemann surfaces.
In particular, we describe formulas for the genus g normalized bidifferential of the second
kind ω, holomorphic 1-forms νa and the period matrix Ωab for a, b P I` constructed from
ωp0qpx, yq and ωp0qp´q of (11) in the above Schottky sewing formalism. We note that there
are classical formulas for these objects in terms of Poincare´ sums that can be derived
from the sewing formulas e.g. see (74). However, the sewing expansions described here
are much more suitable for our later purposes.
Lemma 3.1.
ωpx, yq “ ωp0qpx, yq ` 1
2pii
ÿ
aPI
¿
Capzaq
zaż
ωp0qpx, ¨q ωpy, zaq,(16)
for x, y P D with za “ z ´ wa.
Proof. The result follows from (6) and the identity¿
Cpzq
zż
ωp0qpx, ¨qωpy, zq “ 0,
where C is a simple Jordan curve whose interior region contains Ca for all a P I. 
For k, l ě 1 and a, b P I we define 1-forms
Lapk, xq :“ ρ
k{2
a
2pii
?
k
¿
Capzaq
z´ka ω
p0qpx, zaq “
?
kρ
k{2
a
px´ waqk`1dx,(17)
and the moment matrix
Aabpk, lq :“´ ρ
k{2
a ρ
l{2
b
p2piiq2?kl
¿
C´apxq
¿
Cbpyq
x´ky´lωp0qpx, yq
“
$’&’%
p´1qkpk ` l ´ 1q!?
klpk ´ 1q!pl ´ 1q!
ρ
k{2
a ρ
l{2
b
pw´a ´ wbqk`l , a ‰ ´b,
0, a “ ´b,
(18)
Let Lpxq “ pLapk, xqq, Rpyq :“ pL´apk, yqq and A “ pAabpk, lqq denote the infinite row
vector, column vector and matrix doubly indexed by a, b P I and k, l ě 1. Let I denote
the infinite doubly indexed identity matrix and pI ´ Aq´1 :“ řně0An. We then find
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Proposition 3.2. ωpx, yq for x, y P D is given by
ωpx, yq “ ωp0qpx, yq ´ Lpxq pI ´ Aq´1Rpyq,(19)
where pI ´ Aq´1 is convergent for pw,ρq P Cg.
Proof. We give a proof using arguments similar to [Y] and Sections 3.2 and 5.2 of [MT1].
Since ωpx, yq is symmetric and applying (16) twice we find
ωpx, yq “ωp0qpx, yq ` 1
2pii
ÿ
aPI
¿
Capzaq
zaż
ωp0qpx, ¨q ωp0qpy, zaq
` 1p2piiq2
ÿ
a,bPI
¿
Capzaq
¿
Cbpzbq
zaż
ωp0qpx, ¨q ωpza, zbq
zbż
ωp0qpy, ¨q.
Applying (17) and noting that Capzaq „ ´C´apz´aq we find
ωpx, yq “ ωp0qpx, yq ´ LpxqpI ` Y qRpyq,(20)
for moment matrix
Yabpk, lq :“ ´ ρ
k{2
a ρ
l{2
b
p2piiq2?kl
¿
C´apxq
¿
Cbpyq
x´ky´lωpx, yq,(21)
for a, b P I and k, l ě 1. We note that Yabpk, lq is convergent for pw,ρq P Cg. Define the
infinite matrix Y “ pYabpk, lqq. Taking moments of (20) we obtain Y “ A ` ApI ` Y qA
which can be recursively solved to find
Y “
ÿ
ně1
An “ pI ´ Aq´1 ´ I.(22)
Thus (20) implies (19). Since Y is convergent for pw,ρq P Cg then pI ´ Aq´1 is also. 
The matrix A and the determinant detpI ´ Aq defined by
log detpI ´ Aq :“ Tr logpI ´ Aq “ ´
ÿ
kě1
1
k
TrAk,
will be of central importance in our later discussions.
Theorem 3.3. detpI ´ Aq is non-vanishing and holomorphic on Cg.
Proof. Let Cσa denote the circular Jordan curve of radius σ|ρa|
1
2 centred at wa with local
coordinate za “ z ´ wa for some σ ą 1 i.e. |z´aza| ą |ρa|. Consider the sum of integrals
Spw,ρq “
ÿ
aPI
1
p2piiq2
¿
Cσ´a
¿
Cσa
ωpz´a, zaq log
ˆ
1´ ρa
z´aza
˙
.
We first show that Spw,ρq is holomorphic on Cg. Let ∆3g “ tµ : |µi| ă Riu Ă Cg be a
polydisc for local coordinates µ “ pµ1, . . . , µ3gq. Write ωpz´a, zaq “ fpz´a, za,µqdz´adza
for z˘a P Cσ˘a. fpz´a, za,µq is holomorphic on Cg which implies that
fpz´a, za,µq “
ÿ
n
µnfnpz´a, zaq,
THE HEISENBERG GENERALIZED VERTEX OPERATOR ALGEBRA ON A RIEMANN SURFACE 7
is absolutely convergent on ∆3g where µ
n :“ śi µnii for integers ni ě 0. Furthermore,
fnpz´a, zaq satisfies Cauchy’s inequality e.g. [Gu]
|fnpz´a, zaq| ď M
Rn
,
for Rn “śiRnii and M “ maxa sup
z˘aPCσ˘a
sup
µP∆3g
|fpza, z´aq|. We then find that
|Spw,ρq| ď
ÿ
aPI
ÿ
n
|µ|n
p2piq2
¿
Cσ´a
¿
Cσa
ˇˇˇˇ
fnpz´a, zaq log
ˆ
1´ ρa
z´aza
˙
dz´adza
ˇˇˇˇ
ďMσ2 ˇˇlog `1´ σ´2˘ˇˇÿ
aPI
|ρa|
ź
i
ˆ
1´ |µi|
Ri
˙´1
.
Thus S is absolutely convergent and holomorphic on Cg. Since |z´aza| ą |ρa| we find
Spw,ρq “ ´
ÿ
aPI
ÿ
kě1
ρka
k
1
p2piiq2
¿
Cσ´a
¿
Cσa
ωpz´a, zaqz´k´az´ka
“TrY “
ÿ
ně1
TrpAnq,
using (21) and (22). Therefore
ř
ně1TrpAnq is holomorphic on Cg and thus it follows thatř
ně1
1
n
TrpAnq “ ´Tr logpI ´ Aq is also. 
We identify the homology cycle αa with C´a and βa with a path connecting z P Ca to
z1 “ γaz P C´a. The g normalized holomorphic one forms νb, b P I`, can be expressed in
terms of Lpxq, Rpxq, A and moments of ωp0qwb´w´b of (11) defined for a P I by
dab pkq :“
$’’&’’%
ρ
k{2
a?
k
`´pw´b ´ waq´k ` pwb ´ waq´k˘ , |a| ‰ b,
sgnpaqρ
k{2
a?
k
pw´b sgnpaq ´ waq´k, |a| “ b.
(23)
We let db “ pdabpkqq and db “ pd´ab pkqq denote g infinite row and column vectors, respec-
tively, indexed by a P I and k ě 1. We find
Proposition 3.4. νbpxq for x P D and b P I` is given by
νbpxq ´ ωp0qwb´w´bpxq “ ´db pI ´ Aq´1Rpxq “ ´Lpxq pI ´ Aq´1 db.(24)
Proof. Consider the identity ¿
Cpzq
ωpx, zq
zż
ω
p0q
wb´w´b “ 0,
where C is a simple Jordan curve whose interior region contains Ca for all a P I. Similarly
to Lemma 3.1, this implies the following generalization of Corollary 5 of [Y]
νbpxq ´ ωp0qwb´w´bpxq “
1
2pii
ÿ
aPI
¿
Capzaq
ωpx, zaq
ˆż za
ω
p0q
wb´w´b ´ sgnpaqδ|a|,b log za
˙
.
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The result follows by repeating an approach similar to Proposition 3.2. 
We may also obtain the genus g period matrix by generalizing Lemma 5 of [Y] to find
Proposition 3.5. The genus g period matrix Ωab for a, b P I` is given by
2piiΩab “ log
ˆpwa ´ wbq pw´a ´ w´bq
pw´a ´ wbq pwa ´ w´bq
˙
´ dapI ´ Aq´1 db, a ‰ b,(25)
2piiΩaa “ log
ˆ ´ρa
pwa ´ w´aq2
˙
´ dapI ´ Aq´1 da.(26)
4. The Heisenberg Vertex Operator Algebra on Sg
4.1. Vertex operator algebras. Consider a simple Vertex Operator Algebra (VOA)
with graded vector space V “ ‘ně0Vn and vertex operators Y pv, zq “
ř
nPZ vpnqz´n´1 for
v P V e.g. [FHL, FLM, Ka, LL, MT3]. We denote the conformal weight of v P Vn by
wtpvq “ n. In particular, we highlight the commutator and associativity identities
rupkq, Y pv, zqs “
ÿ
jě0
ˆ
k
j
˙
Y pupjqv, zqzk´j.(27)
py ` zqMY pu, y ` zqY pv, zq “py ` zqMY pY pu, yqv, zq, pM " 0q,(28)
We assume that V is of CFT type (i.e. V0 “ C1) with a unique symmetric invertible
invariant bilinear form x , y with normalization x1,1y “ 1 where [FHL, Li]
xY pa, zqb, cy “ @b, Y :pa, zqcD ,
for Y :pa, zq “ řnPZ a:pnqz´n´1 :“ Y ´ezLp1q p´z´2qLp0q a, z´1¯. We refer to x , y as the
Li-Zamolodchikov (Li-Z) metric [MT4]. For a V -basis tbu, we let tbu denote the Li-Z dual
basis. If a P Vk is quasi-primary, then xapnqb, cy “ xb, a:pnqcy with
a:pnq “ p´1qkap2k ´ n´ 2q.
Thus a:pnq “ ´ap´nq for a P V1 and L:pnq “ Lp´nq.
Define the genus zero n-point correlation function for vi inserted at yi for i P t1, . . . , nu
Zp0qpv, yq :“ Zp0qpv1, y1; . . . ; vn, ynq “ x1,Y pv, yq1y,
where x¨, ¨y is the Li-Z metric and Y pv, yq :“ Y pv1, y1q . . . Y pvn, ynq. Zp0qpv, yq is a
rational function of yi e.g. [FHL, Z, TW].
4.2. Heisenberg genus zero correlation functions. In order to later apply the MacMa-
hon Master Theorems 2.1–2.4, we consider the rank two Heisenberg VOA M2 generated
by two weight 1 commuting Heisenberg vectors h1, h2. Define h˘ :“ 1?2ph1 ˘ ih2q with
non-trivial commutator relation
rh`pkq, h´plqs “ kδk,´l, k, l P Z.(29)
M2 has a Fock basis with elements
hpi`, i´q :“ h`p´1qr`p1qh`p´2qr`p2q . . . h´p´1qr´p1qh´p´2qr´p2q . . .1,(30)
labelled by a pair of multisets
i` “ t1r`p1q2r`p2q . . . ir`pi`q` . . .u, i´ “ t1r´p1q2r´p2q . . . ir´pi´q´ . . .u,
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where i` occurs r`pi`q times in i` and i´ occurs r´pi´q times in i´. Where no ambiguity
arises, we will omit the ˘ subscript in r˘. The Fock vector has conformal weight
wtphpi`, i´qq “
ÿ
i`Pi`
i`r pi`q `
ÿ
i´Pi´
i´r pi´q .(31)
The Fock dual basis with respect to the Li-Z metric has elements
hpi`, i´q “
˜ ź
i`Pi`
ź
i´Pi´
ˆ´1
i`
˙rpi`qˆ´1
i´
˙rpi´q 1
r pi`q!r pi´q!
¸
hpi´, i`q.(32)
The basic genus zero Heisenberg 2-point function found by applying (27) and (29) is3
Zp0qph`, x`; h´, x´q “ 1px` ´ x´q2 .(33)
(33) is fundamental to finding the Heisenberg partition and correlation functions on Sg.
The genus zero 2n-point function for h˘ inserted at x˘i for i P t1, . . . , nu is found by using
(27) for h`pkq with k ě 0 and (29) via the recursion formula e.g. [Z, TW]
Zp0qph˘, x˘q “
nÿ
j“1
1
px`1 ´ x´j q2
Zp0qph`, x`2 ; . . . ; {h´, x´j ; . . .q,
where the h´ insertion at x´j is deleted. Repeating we find
Zp0qph˘, x˘q “ perm 1px`i ´ x´j q2
. i, j P t1, . . . , nu.(34)
Defining F p0qph˘, x˘q :“ Zp0qph˘, x˘qdx`dx´ with dx`dx´ :“
śn
i“1 dx
`
i dx
´
i , we may
re-express (34) in terms of differential forms with
F p0qph˘, x˘q “ permωp0qpx`i , x´j q.(35)
Zp0qph˘, x˘q is a generating function for all genus zero correlation functions for M2 in
the sense that we may extract any genus zero correlation function as the coefficient of
an appropriate expansion of Zp0qph˘, x˘q e.g. [MT3, HT]. This follows from the general
observation that for a, b P V we have by (28) that
Zp0qp. . . ; ap´kqb, w; . . .q “ coeffxk´1 Zp0qp. . . ; Y pa, xqb, w; . . .q
“ coeffxk´1 Zp0qp. . . ; a, x` w; b, w; . . .q,(36)
where we may omit any px ` wqM factors when comparing rational functions. Thus
Zp0qp. . . ; hpi`, i´q, w; . . .q is the coefficient of
ś
i˘
śrpi`q
p“1
śrpi´q
q“1 px`i`,pqi`´1px´i´,qqi´´1 in
Zp0q
´
. . . ; h`, x`i`,p ` w; . . . ; h´, x´i´,q ` w; . . .
¯
using Y p1, wq “ 1. We consider below
genus zero correlation functions for vectors inserted at wa of (12) for a P I. Let
y “ x` ´ w´a and z “ x´ ´ wb be local coordinates in the neighborhood of w´a, wb.
For the two point function appearing in (33) and (34) we definepAabpk, lq “ coeffyk´1zl´1 1px` ´ x´q2 “ ´ρ´k{2a ρ´l{2b ?klAabpk, lq,(37)
3 Here, and below, we adopt the standard convention that px` yqκ :“
ř
mě0
`
κ
m
˘
xκ´mym, for any κ i.e.
we formally expand in the second parameter y.
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for the moment matrix A of (18).
4.3. The genus g partition function on M2. Let b “ pb1, . . . , bgq denote an element of
a V bg-basis with Li-Z dual b “ pb1, . . . , bgq and consider the rational genus zero 2g-point
correlation function for these vectors inserted at wa of (12)
Zp0qpb,wq :“ Zp0qpb1, w´1; b1, w1; . . . ; bg, w´g; bg, wgq.
We define the genus g partition function for a VOA V by [TW]
Z
pgq
V pw,ρq :“
ÿ
bPV bg
ρwtpbqZp0qpb,wq,(38)
where w,ρ :“ w˘1, ρ1, . . . , w˘g, ρg and ρwtpbq :“
ś
1ďaďg ρ
wtpbaq
a for Schottky parameters
ρa of (12). In general Z
pgq
V pw,ρq is a formal series in ρ but with convergent coefficients.
Proposition 4.1. The genus g partition function for the Heisenberg VOA M2 is
Z
pgq
M2
pw,ρq “ detpI ´ Aq´1,
for the moment matrix A of (18).
Proof. Here we sum over the Fock basis vectors ba “ hpia, i´aq labelled by 2g multisets
ia :“ t. . . irpiaqa . . .u, a P I,
i.e. ia occurs rpiaq times in ia. It follows from (31) and (32) that
ρwtpbqZp0qpb,wq “Mpρ, iaq
rpiaq! Z
p0q p. . . ; hpia, i´aq, wa; . . .q ,
where
rpiaq! :“
ź
aPI
ź
ia
rpiaq!, Mpρ, iaq :“
ź
aPI
ź
ia
ˆ´ρiaa
ia
˙rpiaq
.(39)
Zp0q p. . . ; hpia, i´aq, wa; . . .q is labelled by ia for a P I and is determined by the coefficient
of an appropriate expansion of the generating function (34) as described above. Hence
Zp0q p. . . ; hpia, i´aq, wa; . . .q “ perm pA pia, iaq ,
for pA of (37) where pA pia, iaq is an N ˆ N matrix for N “ řaPIřia rpiaq. The ´ρiaa {ia
multiplicative factors in Mpρ, iaq can be absorbed into the permanent to obtain
Z
pgq
M2
pw,ρq “
ÿ
ia
permA pia, iaq
rpiaq! ,
for moment matrix A and where the sum is taken over all multisets ia. We may truncate
the formal series Z
pgq
M2
pw,ρq to any finite order in ρ and apply the MacMahon Master
Theorem 2.1 to find that Z
pgq
M2
pw,ρq “ detpI ´Aq´1 to any finite order in ρ and therefore
to all orders since detpI´Aq´1 is convergent by Theorem 3.3. Hence the result follows. 
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From the definition (38) we have Z
pgq
UbV “ ZpgqU ZpgqV for any two VOAs U and V [TW].
Thus we have Z
pgq
M2
“ pZpgqM q2 so that
Z
pgq
M “ detpI ´ Aq´
1
2 .(40)
(40) generalizes results of [MT4, MT5] for genus 2. In general, Z
pgq
V is Mo¨bius invariant
by Proposition 4.3 of [TW]. Thus together with Theorem 3.3 it follows that
Corollary 4.2. Z
pgq
M2
pw,ρq “ detpI ´ Aq´1 is holomorphic on Schottky space Sg.
4.4. Montonen-Zograf product formula. detpI ´Aq can be expressed in terms of an
infinite product formula originally discovered by Montonen in 1974 [Mo] (see [DV] also).
This formula was subsequently found in the holomorphic part of a Laplacian determinant
formula on Sg by Zograf [Z] related to earlier work of D’Hoker and Phong [DP].
γp P Γ (the Schottky group) is called primitive if γp ‰ γm for any m ą 1 and γ P Γ.
Thus γ “ γmp for some primitive γp and some m ě 1 for every γ P Γ. We then have
Theorem 4.3.
detpI ´ Aq “
ź
kě1
ź
γp
p1´ qkγpq,
where γp is summed over representatives of the primitive conjugacy classes of Γ excluding
the identity and qγp is the multiplier of γp.
Proof. The proof is a variation of arguments in [Mo] and [DV]. Recall that log detpI´Aq “
´řně1 1n TrAn. Using (73), of the Appendix, we have
TrAn “
1ÿ
a1,...,anPI
Tr
`
Dpµa1λ´1a2 qDpµa2λ´1a3 q . . .Dpµanλ´1a1 q
˘
,
for λa, µa of (71) where the prime indicates that ´ai ‰ ai`1 for i “ 1, . . . , n ´ 1 and
´an ‰ a1. Note that the summand trace is over the integer labels of the Dpγq matrices
only. From Lemma 6.1 (iii) and (72) it follows that4
TrAn “
1ÿ
a1,...,anPI
TrD
`
λ´1a1 µa1λ
´1
a2
µa2 . . . λ
´1
an
µan
˘
“
1ÿ
a1,...,anPI
TrD pγa1γa2 . . . γanq “
ÿ
γPΓCRn
TrDpγq,
where ΓCRn is the set of Cyclically Reduced words of length n in Γ i.e. reduced words
γa1 . . . γan for which γ
´1
a1
” γ´a1 ‰ γan . For γ P ΓCRn we have γ “ γmp for some primitive
cyclically reduced word γp and some m ě 1 where m|n. Every element of Γ is conjugate
to a cyclically reduced word and any two cyclically reduced words are conjugate if and
only if they are cyclic permutations of each other e.g. Prop. 9 of [C]. Then it follows that
there are n{m cyclically reduced words conjugate to γmp . Therefore we findÿ
ně1
1
n
TrAn “
ÿ
γp
ÿ
mě1
1
m
TrDpγmp q,
4One has to check that the conditions of Lemma 6.1 are satisfied.
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where γp ranges over representatives of the primitive conjugacy classes of Γ excluding the
identity. γp is conjugate in SLp2,Cq to diagpq1{2γp , q´1{2γp q for multiplier qγp . From (70) we
thus find Tr
`
Dklpγmp q
˘ “ Tr´δklqmkγp ¯ “ řkě1 qmkγp so that
log detpI ´ Aq “ ´
ÿ
kě1
ÿ
γp
ÿ
mě1
1
m
qmkγp “
ÿ
kě1
ÿ
γp
logp1´ qkγpq.

4.5. Genus g correlation functions on M2. We define genus g formal n-point corre-
lation differential forms for n vectors v1, . . . , vn P V inserted at y1, . . . , yn by [TW]
F
pgq
V pv, yq :“
ÿ
bPV bg
ρwtpbqZp0qpv, y; b,wqdywtpvq,(41)
where Zp0qpv, y; b,wq “ Zp0qpv1, y1; . . . ; vn, yn; b1, w´1; b1, w1; . . . ; bg, w´g; bg, wgq. Con-
sider F
pgq
M2
ph˘, y˘q for Heisenberg generators h˘ inserted at y˘r for r P t1, . . . , mu which
is the generating function for all correlation functions just as (35) is at genus zero.
Proposition 4.4. The genus g generating function for M2 is given by
F
pgq
M2
ph˘, y˘q “ permω py
`
r , y
´
s q
detpI ´ Aq , r, s P t1, . . . , mu,
for bidifferential form ωpx, yq of (6).
Proof. The b sum of (41) is taken over hpia, i´aq with summand
ρwtpbqZp0qph˘, y˘; b,wq “ Mpρ, iaq
rpiaq! Xpiaq,
for Xpiaq “ Zp0q p. . . ; h`, y`r ; . . . ; h´, y´s . . . ; hpia, i´aq, wa; . . .q determined by an expan-
sion of the generating function (34) given by
Xpiaq “ perm
„ pB pUpiaqpV piaq pA pia, iaq

,
for pA of (37) and where for r, s P t1, . . . , mu, ia P ia, jb P ib we definepBpr, sq :“ 1pyr` ´ ys´ q2 , pUpr, jbq :“ jbpyr` ´ wbqjb`1 , pV pia, sq :“ iapys´ ´ w´aqia`1 .(42)
The additional ´ρiaa {ia and dy`r dy´s factors can be absorbed into the permanent to obtain
F
pgq
M2
ph˘, y˘q “
ÿ
ia
1
rpiaq! perm
„
B Upiaq
V piaq A pia, iaq

,
where with L,R of (17) we define
Bpr, sq :“ ωp0qpy`r , y´s q, Upr, jbq :“ Lapjb, y`r q, V pia, sq :“ ´Rapia, y´s q,(43)
Applying Theorem 2.2 we find rB “ B ` UpI ´ Aq´1V is given byrBpr, sq “ ωp0qpy`r , y´s q ´ Lpy`r qpI ´ Aq´1Rpy´r q “ ωpy`r , y´s q,(44)
by Proposition 3.2. Thus the result holds. 
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5. The Heisenberg Generalized VOA on Sg
5.1. The Heisenberg generalized VOA M2. The Heisenberg VOA M2, generated by
h˘, has irreducible modules M2α “M2 b eα for α P C2 where for ub eα P M2α
h˘p0qpub eαq “α˘pub eαq, h˘pnqpub eαq “ ph˘pnquq b eα, n ‰ 0,(45)
where α˘ :“ 1?2pα1 ˘ iα2q. In [TZ] an intertwiner vertex operator Ypu b eα, zq which
creates ub eα from 1 is defined, similarly for lattice vertex operators [FLM, Ka], by
Ypub eα, zq :“eαY´pα, zqY pu, zqY`pα, zqzαp0q,
Y˘pα, zq :“ exp
˜
¯
ÿ
ną0
αp˘ nq
n
z¯n
¸
,
where αpnq :“ ř2i“1 αihipnq. eα is a twisted group algebra element for the abelian group
C2. The twisted group algebra is associative with 2-cocycle εpα, βq P Cˆ where
eαeβ “ εpα, βqeα`β, e0 “ 1,
so that εpα, 0q “ εp0, αq “ 1. Associativity implies that the commutator
Cpα, βq :“ εpα, βqεpβ, αq´1,
is skew-symmetric and multiplicatively bilinear. For a given commutator, we may choose
cocycles such that εpα,´αq “ 1 for all α P C2 [TZ].
Define the vector space M2 :“ ‘αPC2M2α. For a given commutator Cpα, βq, the vertex
operators on M2 form a generalized VOA5 with wt pub eαq “ wtpuq ` α`α´ P C for the
Heisenberg Virasoro vector ω “ h`p´1qh´ [BK, TZ]. In particular, for all u P M2 and
v b eα PM2α we obtain the following natural commutator and associativity identities
rupkq,Ypv b eα, zqs “
ÿ
jě0
ˆ
k
j
˙
Ypupjqv b eα, zqzk´j ,(46)
py ` zqNY pu, y ` zqYpv b eα, zq “py ` zqNYpY pu, yqv b eα, zq, pN " 0q,(47)
where we identify Ypub e0, zq with Y pu, zq.
Let α1, . . . , αk P C2 and consider the genus zero correlation function
Zp0qpeα, zq :“ x1,Ypeα1, z1q . . .Ypeαk , zkq1y,
abbreviating 1b eα by eα. Using the standard lattice VOA identity6 [FLM]
Y`pα, xqY´pβ, yq “
´
1´ y
x
¯α¨β
Y´pβ, yqY`pα, xq,
where we define α ¨ β :“ α`β´ ` α´β` for all α, β P C2. We find that Zp0qpeα, zq “ 0 forřk
t“1 α
t ‰ 0 whereas for řkt“1 αt “ 0 we have
Zp0qpeα, zq “ εα
ź
1ďtăuďk
pzt ´ zuqαt¨αu,(48)
5The generalized VOA is of a more general type than those described in [DL].
6See footnote 3
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where
εα :“
k´1ź
t“1
ε
˜
αt,
kÿ
u“t`1
αu
¸
.(49)
For Heisenberg generators h˘ inserted at x˘i for i P t1, . . . , nu and eαt inserted at zt for
t P t1, . . . , ku where řkt“1 αt “ 0, consider the genus zero correlation function
Zp0qph˘, x˘; eα, zq “ x1, Y ph`, x`1 q . . . Y ph´, x´n qYpeα
1
, z1q . . .Ypeαk , zkq1y.(50)
(50) is a generating function for allM2 genus zero correlation functions much as Zp0qph˘, x˘q
of (34) is for M2. Using (27), (29), (45) and (46) we find that
Zp0qph˘, x˘; eα, zq “
kÿ
t“1
αt`
x`1 ´ zt
Zp0qph`, x`2 ; . . . ; eα, zq,
`
nÿ
j“1
1
px`1 ´ x´j q2
Zp0qph`, x`2 ; . . . ; {h´, x´j ; . . . ; eα, zq.
Repeating for each h˘ and using (48) we obtain a partial permanent (cf. (4)) formula:
Lemma 5.1. For
řk
t“1 α
t “ 0 we have
Zp0qph˘, x˘; eα, zq “ εα
ź
1ďtăuďk
pzt ´ zuqαt¨αu pperm θ´,θ`
1
px`i ´ x´j q2
,(51)
where
θ˘i “
kÿ
t“1
αt˘
x˘i ´ zt
, i P t1, . . . , nu.(52)
Let F p0qph˘, x˘; eα, zq :“ Zp0qph˘, x˘; eα, zqdx`dx´dz 12α2 for dz 12α2 “
śk
t“1 dz
αt`α
t
´
t ,
much as in (35). For genus zero differential of the third kind ω
p0q
p´q of (11) we find
χ˘i :“ θ˘i dx˘i “
kÿ
t“1
αt˘ω
p0q
zt´z0px˘i q,
where χ˘i is independent of z0 since
řk
t“1 α
t
˘ “ 0. Then (51) may be rewritten in terms
of the genus zero differentials ωp0qpx, yq, Ep0qpx, yq and ωp0qp´qpxq as follows:
Corollary 5.2.
F p0qph˘, x˘; eα, zq “ εα
ź
1ďtăuďk
Ep0qpzt, zuqαt¨αu ppermχ´,χ` ωp0qpx´i , x`j q.(53)
M2α has a Fock basis with elements
hαpi`, i´q :“ . . . h`p´i`qrpi`q . . . h´p´i´qrpi´q . . .1b eα,(54)
labelled by a pair of multisets i`, i´ and with conformal weight
wtphαpi`, i´qq “
ÿ
i`
i`r pi`q `
ÿ
i´
i´r pi´q ` 1
2
α ¨ α.
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A Li-Z metric exists on M2 leading to a Fock dual basis with elements [TZ] (with cocycle
choice εpα,´αq “ 1) given by
hαpi`, i´q “ p´1q 12α¨α
˜ź
i˘
ˆ´1
i`
˙rpi`qˆ´1
i´
˙rpi´q 1
r pi`q!r pi´q!
¸
h´αpi´, i`q.(55)
5.2. Genus g partition functions on M2. Let αa P C2 for a P I` and consider
M2α :“ baPI`M2αa . Similarly to (38), we define the genus g partition function for M2α by
Z
pgq
M2α
pw,ρq :“
ÿ
bαPM2α
ρwtpb
αqZp0qpbα, wq,(56)
for Zp0qpbα, wq :“ Zp0qp. . . ; bαaa , w´a; bαaa , wa; . . .q. Define α´a :“ ´αa for a P I` so that
1 b eαa “ p´1q 12αa¨αa1 b eα´a . From (48) and (49) we find that εα “ 1 and
x1, . . .Ypeα´a , w´aqYpeαa , waq . . .1y “
ź
aăb
pwa ´ wbqαa¨αb,(57)
where the product is taken over a, b P I with ordering ´1 ă 1 ă . . .´ g ă g.
Proposition 5.3. The genus g partition function for M2α is
Z
pgq
M2α
pw,ρq “ e
ipiα.Ω.α
detpI ´ Aq ,
where α.Ω.α “ řa,bPI`pαa ¨ αbqΩab for genus g period matrix Ω.
Proof. In this case we sum over ba “ hαapia, i´aq of (54) labelled by 2g multisets with
dual Fock basis vectors of (55). We find
ρwtpb
αqZp0qpbα, wq “
ź
aPI`
p´ρaq 12αa¨αaMpρ, iaq
rpiaq! Z
p0q `. . . ; hαapia, i´aq, wa; . . .˘ .
Zp0q
`
. . . ; hα
apia, i´aq, wa; . . .
˘
is determined by the coefficient of an appropriate expansion
of the generating function (51) with θ˘pxq “ řbPI` αb˘p 1x´wb ´ 1x´w´b q. We find that
Zp0q
`
. . . ; hα
apia, i´aq, wa; . . .
˘ “ź
aăb
pwa ´ wbqαa¨αb pperm pφ´,pφ` pA pia, iaq ,
for a, b P I as in (57), pA of (37) andpφ˘a pkq “ coeffxk´1 θ˘px` w¯aq “ ?kρ´k{2a ÿ
bPI`
αb˘d
¯a
b pkq, pk P iaq(58)
for dab pkq of (??). The ´ρiaa {ia multiplicative factors in Mpρ, iaq are absorbed into the pA
and pφ˘ terms using Theorem 2.3 and Proposition 4.1 to obtain
Z
pgq
M2α
pw,ρq “F pw,ρq
ÿ
ia
ppermφ´,φ` A pia, iaq
rpiaq! “ F pw,ρq
eφ
´pI´Aq´1pφ`qT
detpI ´ Aq ,
where
φ˘a pkq :“¯
ρ
k{2
a?
k
pφ˘a pkq “ ¯ ÿ
bPI`
αb˘d
¯a
b pkq, pk P iaq(59)
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F pw,ρq :“
ź
aPI`
ˆ ´ρa
pwa ´ w´aq´2
˙ 1
2
αa¨αa ź
a,bPI`;a‰b
ˆ pwa ´ wbqpw´a ´ w´bq
pw´a ´ wbqpw´a ´ w´bq
˙ 1
2
αa¨αb
,(60)
recalling that α´a “ ´αa. Noting that φ´pI ´ Aq´1φ` “ ´řa,bPI` αa´αb`dapI ´ Aq´1db
the result follows on comparison with the expressions for 2piiΩab in (25) and (26). 
5.3. Genus g correlation functions on M2. We define genus g n-point correlation
differential forms on M2α “ baPI`M2αa for n vectors vi b eβi P M2 inserted at xi by
F
pgq
M2α
pv b eβ, xq :“
ÿ
bPM2α
ρwtpbqZp0qpv b eβ, x; b,wqdxwtpvbeβq,(61)
for Zp0qpv, x; b,wq “ Zp0qp. . . ; vi b eβi , xi; . . . ; ba, w´a; ba, wa; . . .q.
We describe the genus g generating function for all correlation functions (61) general-
izing Proposition 4.4 and Corollary 5.2. The result is expressed in terms of the genus g
bidifferential ωpx, yq, the normalized 1-form νapxq, the period matrix Ω, the differential
of the third kind ωp´qpxq and the prime form Epx, yq of (6)–(10) as follows:
Theorem 5.4. For Heisenberg generators h˘ inserted at y˘r for r P t1, . . . , mu and eβt ,
for βt P C2 with řnt“1 βt “ 0, inserted at zt for t P t1, . . . , nu we have
F
pgq
M2α
ph˘, y˘; eβ, zq “εβ
ź
tău
Epzt, zuqβt¨βu pperm rθ´,rθ` ω `y`r , y´s ˘(62)
ˆ exp
˜
ipiα.Ω.α`
ÿ
a,t
αa ¨ βt
ż zt
z0
νa
¸
detpI ´ Aq´1,
for a P I`; t, u P t1, . . . , nu with
rθ˘r :“ ÿ
aPI`
αa˘νapy˘r q `
nÿ
t“1
βt˘ωzt´z0py˘r q, r P t1, . . . , mu,(63)
for arbitrary choice of z0 in (62) or (63).
Proof. The proof is similar to that of Propositions 4.4 and 5.3. Here the sum in (61) is
taken over ba “ hαapia, i´aq with summand
ρwtpbqZp0qph˘, y˘; b,wq “
ź
aPI`
p´ρaq 12αa¨αaMpρ, iaq
rpiaq! Xαpiaq,
for Xαpiaq “ Zp0q
`
. . . ; h`, y`r ; . . . ; h´, y
´
s . . . ; e
βt , zt; . . . ; hαapia, i´aq, wa; . . .
˘
determined
by expansions of (51) with
θ˘pxq “
ÿ
bPI`
αb˘
ˆ
1
x´ wb ´
1
x´ w´b
˙
`
nÿ
t“1
βt˘
ˆ
1
x´ zt ´
1
x´ z0
˙
.
for arbitrary choice of z0 (since
řn
t“1 β
t “ 0). We find that
Xαpiaq “εβ
ź
a,s
pzs ´ waqαa¨βs
ź
tău
pzt ´ zuqβt¨βu
ź
aăb
pwa ´ wbqαa¨αb
ˆ pperm pΘ´,pΘ`
„ pB pUpiaqpV piaq pA pia, iaq

,
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for product indices a, b P I; s, t, u P t1, . . . , nu, with pA of (37) and pB, pU, pV of (42) and
where pΘ˘ “ p. . . , θ˘py˘r q, . . . pψ˘a pkq, . . .q for r P t1, . . . , mu and k P ia with
pψ˘a pkq “ coeffxk´1 θ˘px` w¯aq “ pφ˘a pkq ` nÿ
t“1
βt˘
`pz0 ´ w¯aq´k´1 ´ pzt ´ w¯aq´k´1˘ ,
for pφ˘ of (58). Absorbing ´ρiaa {ia and dy`r dy´s factors into the partial permanent we find
F
pgq
M2α
ph˘, y˘; eβ, zq “ Gpw,ρq
ÿ
ia
1
rpiaq! ppermΘ´,Θ`
„
B Upiaq
V piaq A pia, iaq

,
for B,U, V of (43) where with F pw,ρq of (60) we define
Gpz,w, ρq :“εβF pw,ρq
ź
a,s
ˆ
zs ´ wa
zs ´ w´a
˙αa¨βsź
tău
pzt ´ zuqβt¨βudz 12β2 ,(64)
for a P I`; s, t, u P t1, . . . , nu. Θ˘ “ p. . . , θ˘r , . . . , ψ˘a pkq, . . .q where
θ˘r :“θ˘py˘r qdy˘r “
ÿ
bPI`
αb˘ω
p0q
wb´w´bpy˘r q `
nÿ
t“1
βt˘ω
p0q
zt´z0py˘r q,
ψ˘a pkq :“¯
ρ
k{2
a?
k
pψ˘a pkq “ ¯
˜ÿ
bPI`
αb˘d
¯a
b pkq `
nÿ
t“1
βt˘
ż zt
z0
L¯apk, ¨q
¸
,
and Lapk, xq of (17). By the general McMahon Master Theorem 2.4 we find
F
pgq
M2α
ph˘, y˘; eβ, zq “ Gpw,ρq e
ψ´pI´Aq´1pψ`qT
detpI ´ Aq pperm rθ´,rθ` rB,(65)
with rBpr, sq “ ωpy`r , y´s q from (44) and rθ` “ θ` ` UpI ´ Aq´1ψ` given byrθ`r “ ÿ
bPI`
αb`
´
ω
p0q
wb´w´bpy`r q ´ Lpy`r qpI ´ Aq´1db
¯
`
nÿ
t“1
βt`
ˆ
ω
p0q
zt´z0py`r q ´ Lpy`r qpI ´Aq´1
ż zt
z0
Rp¨q
˙
“
ÿ
aPI`
αa`νapy`r q `
nÿ
t“1
βt`ωzt´z0py`r q,
by Propositions 3.2 and 3.4. A similar result holds for rθ´ so that we obtain the pperm rθ´,rθ` ω py`r , y´s q
term in (62). The exponent ψ´pI ´ Aq´1pψ`qT term in (65) is given by
´
ÿ
a,bPI`
αa´α
b
`dapI ´ Aq´1db ´
ÿ
aPI`
nÿ
t“1
αa´β
t
`
ż zt
z0
dapI ´ Aq´1Rp¨q(66)
´
ÿ
aPI`
nÿ
t“1
βt´α
a
`
ż zt
z0
Lp¨qpI ´ Aq´1da ´
nÿ
t,u“1
βt´β
u
`
ż zt
x0
Lp¨qpI ´ Aq´1
ż zu
y0
Rp¨q,
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for arbitrary x0, y0, z0. The α
a
´α
b
` terms are combined with the F pw,ρq term to obtain
the ipiα.Ω.α exponent in (62) as in the proof of Proposition 5.3. Proposition 3.4 impliesż zt
z0
νa ´ log
ˆ
zt ´ wa
zt ´ w´a
˙
“ ´
ż zt
z0
dapI ´ Aq´1Rp¨q “ ´
ż zt
z0
Lp¨qpI ´ Aq´1da.
Thus the αa ¨ βt terms in (64) and (66) combine to give the
ÿ
a,t
αa ¨ βt
ż zt
z0
νa term in (62).
Let rpx, yq :“ log
´
Kpx,yq
x´y
¯
for Epx, yq “ Kpx, yqdx´ 12dy´ 12 of (10) so that rpx, yq “
rpy, xq and rpx, xq “ 0. From Proposition 3.2 and since řnt“1 βt “ 0 we find
´
nÿ
t,u“1
βt´β
u
`
ż zt
x0
Lp¨qpI ´ Aq´1
ż zu
y0
Rp¨q “
nÿ
t,u“1
βt´β
u
`
ż zt
x0
ż zu
y0
`
ωpx, yq ´ ωp0qpx, yq˘
“
nÿ
t,u“1
βt´β
u
`rpzt, zuq “
ÿ
tău
βt ¨ βurpzt, zuq.
We combine these βt ¨ βu terms in (66) with those in Gpz,w, ρq together with the differ-
ential dz
1
2
β2 to obtain the Epzt, zuqβt¨βu terms in (62). Thus the theorem is proved. 
Remark 5.5. F
pgq
M2α
ph, y; eβ, zq is the generating function for all correlation functions on
M2 for the Fock vectors (54) by repeated use of (36). Thus for the Virasoro vector,
F
pgq
M2α
pω, zq “ coeffx0 F pgqM2αph`, x` z; h´, zq “
1
6
spzqZpgq
M2α
,
for the projective connection spxq :“ 6 limyÑx
´
ωpx, yq ´ 1px´yq2dxdy
¯
.
Choosing αa “ pαa1, 0q, βt “ pβt1, 0q in Theorem 5.4 we obtain the generating function
for all correlation functions on Mα “ baPI`Mαa for αa P C (on relabelling) as follows:
Corollary 5.6. For Heisenberg generators h inserted at yr for r P t1, . . . , mu and eβt for
βt P C with řnt“1 βt “ 0 inserted at zt for t P t1, . . . , nu we have
F
pgq
Mα
ph, y; eβ, zq “εβ
ź
tău
Epzt, zuqβtβuSymm pω, να,βq
exp
˜
ipiα.Ω.α `
ÿ
a,t
αaβt
ż zt
z0
νa
¸
detpI ´ Aq 12 ,
(67)
for a P I`; t, u P t1, . . . , nu with α.Ω.α “
ř
a,bPI` α
aΩabα
b and where
να,β :“
ÿ
aPI`
αaνa `
nÿ
t“1
βtωzt´z0,
for arbitrary choice of z0 and symmetric (tensor) product of να,β and ω defined by
Symm
`
ω, να,β
˘
:“
ÿ
ϕ
ź
q
να,βpyqq
ź
pr,sq
ωpyr, ysq,
where we sum over all inequivalent involutions ϕ “ pqq . . . prsq . . . of the labels t1, . . . , mu.
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Example 5.7. Consider the lattice (Super)VOA VL for a rank d even (odd) integral lattice
L. Then VL “ ‘λPLMdλ where Mdλ “ bdi“1Mλi and λ “ pλ1, . . . , λdq P L so that
Z
pgq
VL
“ ΘLpΩq
detpI ´ Aqd{2 ,
for genus g Siegel lattice theta function ΘLpΩq “
ř
λPbgL e
ipiλ.Ω.λ. For even L, this agrees
with Proposition 6.9 of [TW] found by the alternative technique of genus g Zhu recursion.
Example 5.8. For αa “ βt “ 0 the correlation function F pgqM ph, yq agrees with Proposi-
tion 6.1 of [TW] found from genus g Zhu recursion.
Example 5.9. Consider the correlation function for e`1 inserted at xi and e´1 inserted
at yj for i, j P t1, . . . , nu on Mm`α “ baPI`Mma`αa for m P Zg and α P Rg. Then
F
pgq
Mm`α
pe`1, x; e´1, yq “
ś
iăj Epxi, xjqEpyi, yjqś
i,j Epxi, yjq
eipipm`αq.Ω.pm`αq`pm`αq.ζ
detpI ´ Aq 12 ,
where ζa “
nÿ
i“1
ż xi
yi
νa. Summing over all m P Zg we find
ÿ
mPZg
F
pgq
Mm`α
pe`1, x; e´1, yq “
ś
iăj Epxi, xjqEpyi, yjqś
i,j Epxi, yjq
ΘrαspΩ, ζq
detpI ´ Aq 12 ,(68)
for Riemann theta function ΘrαspΩ, ζq :“ řmPZg eipipm`αq.Ω.pm`αq`pm`αq.ζ. (68) is the
correlation generating function for twisted sectors of the rank 2 fermionic SVOA e.g. [R].
6. Appendix
We describe some elementary properties of ωp0qpx, yq for x, y P pC. For |x| ą |y| we find
ωp0qpx, yq “ ´bpxqcpyq,(69)
where bpxq, cpyq are infinite row and column vectors with components given by the 1-forms
blpxq :“ 1
2pii
?
l
¿
C0pyq
y´lωp0qpx, yq “
?
lx´l´1 dx, l “ 1, 2, . . . ,
ckpyq :“´ 1
2pii
?
k
¿
C8pxq
xkωp0qpx, yq “ ´
?
kyk´1 dy, k “ 1, 2, . . . ,
for Jordan curves C0 in the neighborhood of 0 and C8 in the neighborhood of 8. Note
that C8pxq „ ´C0px´1q implies bkpxq “ ckpx´1q.
For γ P SL2pCq define a matrix Dpγq with components for k, l ě 1 given by [DV]
Dklpγq :“ 1p2piiq2?kl
¿
C8pxq
¿
C0pyq
xky´lωp0qpx, γyq “
$&%
b
l
k
Bplqy pγyqk
ˇˇˇ
y“0
, γp0q ‰ 8,
0, γp0q “ 8,
(70)
where Bplqy :“ 1l! B
l
Byl .
Lemma 6.1. Let γ1, γ2 P SL2pCq such that γ1p0q, γ2p0q, γ1γ2p0q ‰ 8. Then
(i) bpxqDpγ1q “ bpγ´11 xq,
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(ii) Dpγ1qcpyq “ cpγ1yq,
(iii) Dpγ1qDpγ2q “ Dpγ1γ2q.
Proof. SL2pCq invariance of ωp0qpx, yq implies
ωp0qpγ´11 x, yq “ ωp0qpx, γ1yq “ ´bpxqcpγ1yq,
for |x| ą |γ1y| from (69). Provided γ1p0q ‰ 8 we may compute y moments of both sides
of this equation to obtain (i). A similar argument leads to (ii). (iii) follows by considering
y moments of (ii). 
Remark 6.2. Note that (iii) does not imply that D is a representation of SL2pCq e.g.
for γ “ ` 0 11 0 ˘ then I “ Dpγ2q ‰ Dpγq2 “ 0.
We may now readily express the 1-forms Lpxq, Rpxq and the moment matrix A of (17),
(18). Define λa, µa P SL2pCq for a P I by
λa :“
ˆ
ρ
´1{2
a 0
0 1
˙ˆ
1 ´wa
0 1
˙
, µa :“
ˆ
ρ
1{2
a 0
0 1
˙ˆ
0 1
1 ´w´a
˙
.(71)
The sewing condition (12) reads λaz
1 “ 1{pλ´azq “ µaz i.e. the Schottky generators obey
γa “ λ´1a µa.(72)
It is easy to check that the 1-forms Lpxq, Rpyq and the moment matrix A are given by
Lapk, xq “ bkpλaxq, Rapl, yq “ clpµayq, Aabpk, lq “ Dklpµaλ´1b q.(73)
Lemma 6.1, (69) and (72) imply that for integer n ě 1
LpxqAn´1Rpyq “
ÿ
a1,...,an
bpλa1xqDpµa1λ´1a2 q . . .Dpµan´1λ´1an qcpµanyq
“
ÿ
a1,...,an
bpxqcpγa1 . . . γanyq “ ´
ÿ
γPΓn
ωp0qpx, γyq,
where Γn denotes the elements of the Schottky group consisting of reduced words of
length n i.e. for all adjacent generators γ´ai ” γ´1ai ‰ γai`1 for i “ 1, . . . , n ´ 1. Hence
Proposition 3.2 implies the classical formula e.g. [Bo]
ωpx, yq “
ÿ
γPΓ
ωp0qpx, γyq,(74)
where the sum is taken over all the elements of the Schottky group Γ.
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