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a b s t r a c t
We consider the approximation of the optimal stopping problem associated with
ultradiffusion processes in the context of mathematical finance and the valuation of
Asian options. In particular, the value function is characterized as the solution of an
ultraparabolic variational inequality. Employing the penalty method and a regularization
of the state space, we develop higher-order adaptive approximation schemes which utilize
the extrapolation discontinuous Galerkin method in temporal space. Numerical examples
are provided in order to demonstrate the approach.
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1. Introduction
In this paper, we introduce a class of temporally adaptive techniques based on a hierarchy of higher-order methods for
computing the value function of optimal stopping associated with ultradiffusion processes. Adaptive methods in time are
essential to an overall assessment of approximation accuracy and in particular to the application of spatial error control.
To our knowledge, no such methods currently exist relative to ultradiffusion valuations or their associated nonlinear
ultraparabolic operators. The key feature of our approach is that we need only to solve a linear problem at each time step
in the marching scheme in order to approximate the value function. As a prototype application, we consider an example
from mathematical finance in which the value of an option depends, through the payoff, on the history of the underlying
security, a so-called Asian option (cf. [1] for a more general application involving optimal stochastic control of ultradiffusion
process).
An ultradiffusion is a processwhich is isomorphic to a parameterized diffusion along a characteristic temporal trajectory;
they aremotivated by the realization that inmany systems exogenous sources of uncertainty enter only certain components
of the dynamics (cf. [2–4]). The value function of the optimal stopping problem relative to ultradiffusion process is
characterized as the solution to an ultraparabolic variational inequality. Historically, an interest in ultradiffusion processes
and ultraparabolic operators arose relative to the works of Kolmogorov [5,6] and Uhlenbeck and Ornstein [7] in connection
with Brownian motion in phase space and Chandrasekhar [8] with respect to the theory of boundary layers. Unlike
parabolic operators, however, neither the strong maximum principle nor interior a priori estimates, for example, hold for
ultraparabolic operators (cf. [9–15]).
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Asian options that do not exercise early have been studied in [16,17], among others. The formal development of the early
exercise case by variational methods appears to be due to Ingersoll [18], subject to the restriction that the payoff admits
a similarity transformation. In terms of the numerical valuation of Asian options, and without being exhaustive, we note
Barraquand and Pudet’s lattice approach [19], Dewynne and Wilmott’s ‘‘hyperbolic boundary condition’’ [20], Zvan et al.
viscosity methodology [21], and Bermúdez et al. duality approach [22]. Marcozzi [23] utilizes regularization and projection
methods to extend the analysis of Akrivis et al. [24] for ultraparabolic equations to the ultraparabolic variational inequality
associated with Asian options.
In the following, we develop the theoretical basis for the ultraparabolic variational inequality characterization of the
value function of ultradiffusion optimal stopping, its approximation by a semi-linear equation though the application of
the penalty method and regularization of the state space, and introduce adaptive higher-order extrapolation discontinuous
Galerkin methods for the associated ultraparabolic operator. To this end, we apply a semi-implicit extrapolation method in
time to the semi-discrete approximation. Extrapolation methods are known to be competitive with, and simultaneously
more flexible, than Gear-type routines (cf. [25–28]). Being everywhere defined, discontinuous Galerkin methods are a
natural complement to extrapolation in the context of a temporally adaptive scheme; they were first introduced in [29]
for solving the neutron transport equation and the first mathematical analysis was provided in [30]. A recent survey of the
discontinuous Galerkin method may be found in [31]. For convenience and familiarity, we discretize the semi-autonomous
problem utilizing linear Lagrange finite elements (cf. [32]). Relative to prior work, we note that adaptive extrapolation
discontinuous Galerkin methods were introduced in [33] relative to the canonical linear ultraparabolic initial boundary
value problem.
The outline of this paper is as follows. In Section 2, we characterize the value function as the unique solution to an
ultraparabolic variational inequality, introduce compactly supported approximationdomains aswell as appropriate artificial
boundary and initial conditions, and consider estimates relative to the quality of the approximation. In Section 3, we
discretize the canonical problem, provide asymptotic convergence estimates, and describe a simple method for step size
error control. We consider the valuation of an American-style call option on the arithmetic average in Section 4 in order to
demonstrate the applicability of the method. Concluding remarks are presented in Section 5.
2. Option valuation in ultradiffusion models
In Section 2.1, we describe the characterization of the value function of optimal stopping associated with a Markov
ultradiffusion process as the unique solution to an ultraparabolic variational inequality. In Section 2.2, we approximate the
variational inequality by a semi-linear equation through the penalization technique.We represent the penalization problem
as the limit of regularized problems posed on a sequence of bounded exhausting domains in Section 2.3. The regularized
problem is put into canonical form in Section 2.4. In the context of mathematical finance, the valuation of an American-style
Asian option is an example of an optimal stopping problem associated with an ultradiffusion process.
2.1. Characterization of the value function
Let (Ω,F , {F (t)}t≥0, P) denote a complete filtered probability space with filtration {F (t)}t≥0 satisfying the usual
hypothesis that every F (t) contains all of the P-null sets of F and is right continuous, and let {B(t), t ≥ 0} be a F (t)-
adapted Brownian motion on R (cf. [34]). Without loss of generality, we model the underlying economic uncertainty in the
so-called risk-neutral economy as a F (t)-adapted Markov ultradiffusion process {(ς(t), x(t)), t ≥ 0} in R2 with cádlág
(right continuous with left-hand limits) sample paths solving the stochastic differential equation
dς(s) = exp[x(s)]ds, (2.1a)
dx(s) = (r − σ 2/2)ds+ σdB(s), (2.1b)
for all s > t , such that x(t) = x, ς(t) = ς, x = ln(S), and the path history of the asset price S is represented by the variable
ς(s) =  st S dτ . We suppose volatility σ > 0 and risk-free rate of return r > 0, in which case there exists a unique strong
solution of (2.1).
Along with the process x(t), reward (payoff) Ψ (t, ς, x) ≥ 0, and decision variable (stopping time) ϑ , we consider the
expected discounted performance index
J t,ςx (ϑ) = EP [exp [r · (t − ϑ)] · Ψ (ϑ, ς(ϑ), x(ϑ))|F (t)] , (2.2a)
and the value function of optimal stopping
U(t, ς, x) = sup
ϑ∈T[t,T ]
J t,ςx (ϑ), (2.2b)
where the supremum is takenover the set of all stopping times in [t, T ], denoted byT[t,T ]. In particular, the rewardΨ (ϑ, ς, x)
is received if x(t) is stopped at time ϑ while in state x(ϑ) with path history ς(ϑ). In the context of option pricing, the
valuation (2.2) represents the present value or price of an American-style Asian option that can be exercised at any time
between contract inception at time t = 0 and contract expiry at T > 0; upon exercise at time ϑ ∈ [0, T ], the contract
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delivers to the option holder a payoff amountΨ (ϑ, ς(ϑ), x(ϑ)). The valuation (2.2) assumes that the option holder follows
a value-maximizing exercise strategy (cf. [35–37]).
In order to characterize the value function (2.2), we introduce the weighted Sobolev space Hm,µ(Ω), for anyΩ ⊆ R; the
space of functions u such that
‖u‖m,µ =
 −
0≤k≤m
∫
Ω
mµ(x)|Dku(x)|2dx
1/2
<∞,
where mµ(x) = e−µ|x|, for some 0 < µ < ∞. WheneverΩ = R, we write Hm,µ(R) = Hm,µ. Given Q ⊆ R2, we denote by
L2(Q ;Hm,µ(Ω)) the set of measurable functions f : Q → Hm,µ(Ω) such that
| ‖f ‖ |Q =
∫
Q
‖f (t)‖20,µdt
1/2
<∞.
Finally, we set
W2,1,µ(Q ×Ω) = {u | u ∈ L2(Q ;H2,µ(Ω)),∇tu ∈ [L2(Q ;H0,µ(Ω))]2},
where t = (t, ς) ⊂ Q and ∇t = (∂/∂t, ∂/∂ς). IfΩ has compact support, we writeW 2,1(Q ×Ω) = W2,1,0(Q ×Ω).
We consider the following weak representation for the value function (2.2) with respect to the process (2.1).
Proposition 1. Let Q := (0, T ) × (0,∞) and Ψ ∈ L2(Q;H2,µ), for µ > 0 sufficiently large; the value function U ∈ W2,1,µ
(Q × R) uniquely satisfies the ‘‘strong formulation’’ of the ultraparabolic variational inequality
HtU +LxU ≥ 0 a.e. onQ × R; U ≥ Ψ onQ × R, (2.3a)
{HtU +LxU} · {U − Ψ } = 0 a.e. onQ × R, (2.3b)
subject to the terminal condition
U(T , ς, x) = Ψ (T , ς, x) on [0,∞)× R, (2.3c)
where
HtU = ∂U
∂t
+ ex ∂U
∂ς
and
LxU = 12σ
2 ∂
2U
∂x2
+

r − 1
2
σ 2

∂U
∂x
− rU
is the generator of (2.1).
Proof. Weeffect a change to the characteristic time such that the ultradiffusion (2.1) becomes a ς-indexed diffusion process
along the characteristic temporal direction (1, ex) of the hyperbolic operatorHt . To this end, we let
η = t + ς
ex
(2.4)
in which case it follows from the translation property of Brownian motion that
dx(ζ ) = (r − σ 2/2)dζ + σdB(ζ ) for all ζ > η, (2.5)
where x(η) = x (cf. [34, Lemma II.9.4]). Note that by (2.4), it follows that
dς = exp[x(ζ )]dζ = exp[x(s)]ds,
in which case we implicitly recover (2.1a). The result follows by noting that the ς-indexed value function
Uς (η, x) = sup
ϑ∈T[η,Γ ]
EQ [exp [r · (η − ϑ)] · Ψ ς (ϑ, x) | F (η)]
uniquely satisfies the parabolic variational inequality
∂Uς
∂η
+ 1
2
σ 2
∂2Uς
∂x2
+ r − σ 2/2 ∂Uς
∂x
− rUς ≥ 0 a.e. on (0,∞)× R, Uς ≥ Ψ ς on [0,∞)× R, (2.6a)
∂Uς
∂η
+ 1
2
σ 2
∂2Uς
∂x2
+ r − σ 2/2 ∂Uς
∂x
− rUς

· {Uς − Ψ ς } = 0 a.e. on (0,∞)× R, (2.6b)
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such that
Uς (Γ , x) = Ψ ς (Γ , x) on R, (2.6c)
where Γ = T + ς/ex and Ψ ς (η, x) = Ψ (t, ς, x) (cf. [38, Section III.2.15]). 
Remark. The proof utilizes the defining characteristic of ultradiffusion processes, namely their equivalence to a parametric
family of diffusion processes. For this reason, t is referred to as (standard) time, ς as parametric time, η as the characteristic
time, (t, ς) as the temporal tuple, and x as the state variable.
Remark. One may also effect the proof by considering for s > t the perturbed diffusion
dς(s) = exp[x(s)]ds+ εdB1(s)
dx(s) = (r − σ 2/2)ds+ σdB2(s),
as ε → 0+, where (B1, B2) is an R2-valued Brownian motion (cf. [39, Section VI.8]). We note, however, that while the so-
called viscosity solutions formalize the regularization of the ultradiffusion, this approach results in insufficient regularity to
apply the constructive approximation procedures outlined in what follows (cf. [40,41]).
Remark. A European-style option contract does not allow early exercise and can only be exercised at expiration t = T . In
this case, the value function is represented as a risk-neutral expectation of the discounted payoff; that is
U(t, ς, x) = EP [exp [r · (t − T )] · Ψ (T , ς(T ), x(T )) | F (t)]
such that now the variational inequality (2.3) simplifies to the ultraparabolic partial differential terminal value problem
HtU +LxU = 0 a.e. on Q × R
for which
U(T , ς, x) = Ψ (T , ς, x) on [0,∞)× R.
2.2. Penalization
The variational inequality (2.3) can be approximated by a semi-linear partial differential equation through the use of the
penalization technique. To this end, we consider test functions within the closed convex set
K(t) = {v(t, ·) ∈ H2,µ | v(t, ·) ≥ Ψ (t, ·) on R},
for a.e. t ∈ Q. Multiplying (2.3a) by v − Ψ (t, ·) ≥ 0, where v ∈ K(t) and t ∈ Q , and integrating the result, we obtain
(HtU +LxU, v − Ψ )µ ≥ 0, for all v ∈ K , (2.7a)
where (·, ·)µ denotes the inner product
(f , g)µ =
∫
R

m1/2µ (x)f (x)
 · m1/2µ (x)g(x) dx,
for all f and g in H0,µ. Likewise, we integrate (2.3b) to find
(HtU +LxU,U − Ψ )µ = 0; (2.7b)
subtracting (2.7b) from (2.7a), we have
(HtU +LxU, v − U)µ ≥ 0, for all v ∈ K . (2.8)
It follows that a solution of (2.8) in K is also a solution to the variational problem (2.3) (cf. [38, Remark III.2.3]).
In order to satisfy the constraint, we introduce the penalty functional jϵ acting over H2,µ such that
jϵ(v; t) = 12ϵ min{v − Ψ (t, ·), 0}
2, (2.9)
where ϵ > 0 is a small parameter. By examining the cases U ∈ K and U ∈ H2,µ − K separately, the solution U of (2.8) is
approximated by the solution Uϵ of
(HtUϵ +LxUϵ, v − Uϵ)µ + jϵ(v)− jϵ(Uϵ) ≥ 0, (2.10)
for all v ∈ K . Since jϵ is differentiable and convex on H2,µ such that
j′ϵ(v; t) =
1
ϵ
min{v − Ψ (t, ·), 0},
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the inequality (2.10) may equivalently be written as
HtUϵ +LxUϵ − j′ϵ(Uϵ), v − Uϵ

µ
≥ 0,
for all v ∈ K . We therefore consider the following approximation of (2.3): determine Uϵ ∈ W2,1,µ(Q × R) such that
HtUϵ +LxUϵ − j′ϵ(Uϵ) = 0 a.e. on Q × R, (2.11a)
subject to the terminal condition
Uϵ(T , ς, x) = Ψ (T , ς, x) on [0,∞)× R. (2.11b)
Proposition 2. For every ϵ > 0 sufficiently small, there exists a unique Uϵ ∈ W2,1µ(Q × R) satisfying the penalization
problem (2.11) such that∫
Γ
‖U − Uϵ‖2,µ = O(√ϵ), (2.12)
as ϵ → 0+, where U ∈ W2,1µ(Q × R) is the unique solution to (2.3) and Γ is any piecewise smooth curve contained in
[0, T ] × [0, S], for some 0 < S <∞, connecting the interval [0, T ] with [0, S] on the t and ς-axes, respectively.
Proof. Weutilize the characteristic change of variable (2.4) and apply the results of [38, Section3.2.5] (also [42, Section I.7.3])
to (2.6), from which the result follows. 
2.3. Regularization
We consider now the regularization of (2.11). To this end, let {Ωk} denote an exhausting sequence of bounded domains;
that is, for each k ∈ N, letΩk−1 ⊂ Ωk ⊂ R be bounded and regular,Πk := diam(Ωk) sufficiently large, such that ∪Ωk = R.
Moreover, letΥk <∞, whereΥk →∞monotonically as k →∞; letQk := (0, T )×(0,Υk). We seekUϵ,k ∈ W 2,1(Qk×Ωk)
uniquely satisfying
HtUϵ,k +LxUϵ,k − j′ϵ(Uϵ,k) = 0 a.e. onQk ×Ωk, (2.13a)
subject to the terminal conditions
Uϵ,k(T , ς, x) = Ψ (T , ς, x) on [0,Υk] ×Ωk (2.13b)
Uϵ,k(t,Υk, x) = Ψ (t,Υk, x) on [0, T ] ×Ωk
and boundary condition
Uϵ,k(t, ς, x) = Ψ (t, ς, x) onQk × ∂Ωk. (2.13c)
Proposition 3. For ϵ > 0 sufficiently small, there exists a unique Uϵ,k ∈ W 2,1(Qk ×Ωk) satisfying (2.13) such that∫
Γ
‖U − Uϵ,k‖L2(G) = o(1), (2.14)
as k → ∞, where U ∈ W2,1µ(Q × R) is the unique solution to (2.3) for some µ > 0 sufficiently, Γ is any piecewise smooth
curve contained inQk connecting the interval [0, T ] with [0,Υk] on the t and ς-axes, respectively, fork ∈ N suitably large, and
G is any fixed compact subset of Ωk.
Proof. Using the characteristic change of variables (2.4) and noting that j′ϵ is monotonic and continuous, the result follows
from [43, Section V.2.1] (also [38, Section III.4.9]). 
Combining the estimates (2.12) and (2.14), we obtain the following proposition.
Proposition 4. For Γ and G as in Proposition 3, it follows that∫
Γ
‖U − Uϵ,k‖L2(G) = O(
√
ϵ)+ o(1), (2.15)
as k → ∞, where ϵ = 1/k,U ∈ W2,1µ(Q × R) satisfies (2.3) for µ > 0 sufficiently large, and Uϵ,k ∈ W 2,1(Qk × Ωk) is the
solution to (2.13).
Remark. In regularizing the solution to compact domains, it has been necessary to introduce both artificial boundary
conditions as well as artificial initial conditions. The influence of this regularization, particularly as it effects aspects of the
numerical approximation, has been extensively studied in [44,23,45,46]. As such, we may extend Uϵ,k toQ× R by defining
Uϵ,k = Ψ in (Qk ×Ωk)c .
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2.4. Canonical form
In order to put (2.13) into canonical form, we introduce the following temporal change of variables:
ξ = (Υk − ς)(σ 2/2) and τ = (T − t)(σ 2/2),
such that
Uϵ,k(t, ς, x) =uϵ,k(τ , ξ , x) exp (αx+ βτ)
and
Ψ (t, ς, x) = ψ(τ, ξ, x) exp (αx+ βτ) ,
where
α = −1
2
(κ − 1) , β = −1
4
(κ + 1)2 , κ = r
σ 2/2
.
LetQk = (0,T )×(0,Υk), whereT = T ·σ 2/2 andΥk = Υk·σ 2/2, then (2.13)maybe restated: determineuϵ,k ∈ W 2,1(Qk×Ωk)
such that
−∂uϵ,k
∂τ
− λ(x) ∂uϵ,k
∂ξ
+ ∂
2uϵ,k
∂x2
−j′ϵ(uϵ,k) = 0 a.e.on Qk ×Ωk, (2.16a)
subject to the initial conditionsuϵ,k(0, ξ , x) = ψ(0, ξ , x) on [0,Υk] ×Ωk (2.16b)uϵ,k(τ , 0, x) = ψ(τ, 0, x) on [0,T ] ×Ωk,
and boundary condition
uϵ,k(τ , ξ , x) = ψ(x, ς, τ ) onQ k × ∂Ωk, (2.16c)
where λ(x) = ex and
j′ϵ(uϵ,k) = 2j′ϵ exp(αx+ βτ)uϵ,kσ 2 exp (αx+ βτ) .
The strong generalized solutionu of (2.16) may equivalently be represented in variational form. To this end (and to
obtain homogeneous initial/boundary data), we consider the perturbation from the constraint uϵ,k = uϵ,k − ψ , formally
multiply (2.16a) through by a test function v, integrate over the domain Ωk, and apply the Green’s formula. We then seek
uϵ,k ∈ W 2,10 (Qk ×Ωk) uniquely satisfying
∂uϵ,k
∂τ
, v

k
+

λ · ∂uϵ,k
∂ξ
, v

k
+

∂uϵ,k
∂x
,
∂v
∂x

k
+ j′ϵ(uϵ,k), vk = (f , v)k a.e. in Qk, (2.17a)
for all v ∈ H10 (Ωk) ∩ H2(Ωk), subject to initial conditions
uϵ,k(0, ξ , x) = 0 on [0,Υk] ×Ωk (2.17b)
and
uϵ,k(τ , 0, x) = 0 on [0,T ] ×Ωk,
where (·, ·)k denotes the L2(Ωk)-inner product,j′ϵ(uϵ,k) =j′ϵ(uϵ,k + ψ),
f = ∂ψ
∂τ
+ ∂ψ
∂ξ
− ∂
2ψ
∂x2
,
andW 2,10 (Qk ×Ωk) = {u ∈ W 2,1 | u = 0 on ∂Ωk a.e. in Qk}.
3. Discretization and error estimation
In Section 3.1, we consider a spatial semi-discretization of the regularized penalty problem and obtain an initial boundary
value problem for a first-order almost-linear hyperbolic system in terms of the finite element basis. In Section 3.2, we utilize
the discontinuous Galerkin method for semi-discretization in parametric time. Semi-implicit extrapolation based on the
backward Eulermethod is introduced in Section 3.3 for the fully discrete scheme. In Section 3.4,we describe a simplemethod
for step size control of the approximation based on the specification of an absolute error tolerance.
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3.1. Semi-discretization in space
The semi-discretization in space will be based on the variational formulation (2.17). To this end, for k ∈ N sufficiently
large, let {Sh} denote a family of finite-dimensional subspaces of H10 (Ωk) with basis {ϕ1, ϕ2, . . . , ϕL}. For convenience,
we suppose that Sh consists of Lagrange continuous piecewise linear finite elements defined on uniform partitions of Ωk
parameterized by the mesh size h (cf. [32,47]). Replacing H10 (Ωk) ∩ H2(Ωk) with Sh, we define the spatially semi-discrete
approximation uh = uh(τ , ξ , ·) ∈ Sh such that
uh(τ , ξ , x) =
L−
i=1
αi(τ , ξ)ϕi(x), (3.1)
with temporally dependent coefficients αi(τ , ξ) ∈ R. Substituting (3.1) into (2.17), we seek uh satisfying
∂uh
∂τ
, vh

k
+

λ · ∂uh
∂ξ
, vh

k
+

∂uh
∂x
,
∂vh
∂x

k
+ j′ϵ(uh), vhk = (f , vh)k a.e. in Qk, (3.2a)
for all vh ∈ Sh, subject to initial conditions
(uh(0, ξ , ·), vh)k = 0 for all ξ ∈ [0,Υk] (3.2b)
and
(uh(τ , 0, ·), vh)k = 0 for all τ ∈ [0,T ].
Setting vh = ϕj (j = 1, 2, . . . , L), it follows that
L−
i=1
∂αi
∂τ
(τ , ξ)(ϕi, ϕj)k +
L−
i=1
∂αi
∂ξ
(τ , ξ)(ϕi, λ · ϕj)k +
L−
i=1
αi(τ , ξ)ak(ϕi, ϕj)
+
j′ϵ

L−
i=1
αi(τ , ξ)ϕi(x)

, ϕj

k
= (f , ϕj)k in Qk,
and
L−
i=1

αi(0, ξ)ϕi, ϕj

k = 0 for all ξ ∈ [0,Υk]
L−
i=1

αi(τ , 0)ϕi, ϕj

k = 0 for all τ ∈ [0,T ],
for j = 1, 2, . . . , L. We can therefore represent (3.2) as
C
∂α
∂τ
(τ , ξ)+ B∂α
∂ξ
(τ , ξ)+ Aα(τ , ξ)+ Jϵ [α(τ , ξ)] = F(τ , ξ) in Qk, (3.3a)
such that
Cα(0, ξ) = 0 for all ξ ∈ (0,Υk) (3.3b)
and
Cα(τ , 0) = 0 for all τ ∈ (0,T ),
where C = (cij), B = (bij), A = (aij), Jϵ(α) = ((Jϵ)i), F = (Fi), α = (αi),
cij = (ϕi, ϕj)k =
∫
Ωk
ϕi · ϕjdx,
bij = (λϕi, ϕj)k =
∫
Ωk
λ · ϕi · ϕjdx,
aij = a(ϕi, ϕj) =
∫
Ωk
∂xϕi · ∂xϕjdx,
(Jϵ)i =
j′ϵ

L−
i=1
αi(t, ξ)ϕi(x)

, ϕi

k
,
and
Fi(τ , ξ) = (f (τ , ξ), ϕi)k.
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Proposition 5. There exists a unique solution uh(τ , ξ , ·) ∈ Sh satisfying (3.3), such that
|||uϵ,k − uh|||Γ :=
∫
Γ
‖uϵ,k − uh‖2L2(Ωk) = O(h2) (3.4)
as h → 0+, where uϵ,k ∈ W 2,10 (Qk × Ωk) is the unique solution to (2.17), and Γ is a piecewise smooth curve contained in Qk
connecting the interval [0,T ] with [0,Υk] on the τ and ξ -axes, respectively, fork ∈ N suitably large, and G is any fixed compact
subset of Ωk.
Proof. The semi-discrete problem (3.3) is an initial boundary value problem for a first-order almost-linear hyperbolic
system with symmetric and positive definite matrices C and B, from which well-posedness follows.
We derive the estimate (3.4). To this end, let Rh : H10 (Ωk)→ Sh denote the Ritz projection, defined by
dRhv
dx
,
dvh
dx

k
=

dv
dx
,
dvh
dx

k
, (3.5a)
for all v ∈ H10 (Ωk) and vh ∈ Sh. Moreover, for all v ∈ H2(Ωk) ∩ H10 (Ωk), we have the approximation property
‖Rhv − v‖L2(Ωk) + h‖∂(Rhv − v)/∂x‖L2(Ωk) ≤ Ch2‖v‖H2(Ωk) (3.5b)
(cf. [32]). From (3.2) and (3.5a), we obtain
∂
∂τ
(uh − Rhu), vh

k
+

λ · ∂
∂ξ
(uh − Rhu), vh

k
+

∂
∂x
(uh − Rhu), dvhdx

k
= (f , vh)k −
j′ϵ(uh), vhk − ∂Rhu∂τ , vh

k
−

λ · ∂Rhu
∂ξ
, vh

k
−

∂Rhu
∂x
,
dvh
dx

k
= (f , vh)k −
j′ϵ(uh), vhk − ∂Rhu∂τ , vh

k
−

λ · ∂Rhu
∂ξ
, vh

k
−

∂u
∂x
,
dvh
dx

k
= j′ϵ(u)−j′ϵ(uh), vhk −  ∂∂τ (Rhu− u), vh

k
−

λ · ∂
∂ξ
(Rhu− u), vh

k
,
where we have used (2.17) in the last step. Letting vh = uh − Rhu, it then follows that
∂
∂τ
(uh − Rhu, uh − Rhu)k + ∂
∂ξ
√
λ(uh − Rh)u,
√
λ(uh − Rhu)

k
+

∂
∂x
(uh − Rhu), ∂
∂x
(uh − Rhu)

k
= j′ϵ(u)−j′ϵ(uh), uh − Rhuk
−

∂
∂τ
(Rhu− u), uh − Rhu

k
−

λ · ∂
∂ξ
(Rhu− u), uh − Rhu

k
,
or
∂
∂τ
‖uh − Rhu‖2l2(Ωk) +
∂
∂ξ
‖√λ(uh − Rh)‖2l2(Ωk) ≤
j′ϵ(u)−j′ϵ(uh), uh − Rhuk
+

∂
∂τ
(uh − Rhu), uh − Rhu

k
+

λ · ∂
∂ξ
(uh − Rhu), uh − Rhu

k
, (3.6)
where l2(Ωk) refers to the space of square summable sequences such that ‖vh‖l2(Ωk) = (
∑ |vh|2)1/2 < ∞ for vh = (v1,
v2, . . .). In particular, we note thatj′ϵ(u)−j′ϵ(uh), uh − Rhuk = j′ϵ(u)−j′ϵ(Rhu), uh − Rhuk − j′ϵ(Rhu)−j′ϵ(uh), uh − Rhuk
≤ j′ϵ(u)−j′ϵ(Rhu), uh − Rhuk ,
on account of the monotonicity ofj′ϵ . Sincej′ϵ is continuous, we have moreover thatj′ϵ(u)−j′ϵ(uh), uh − Rhuk ≤ Ch4 + C‖uh − Rhu‖2l2(Ωk), (3.7)
from the Hölder and Young’s inequalities and (3.5b). Combining (3.6) and (3.7) with (3.5b), it follows that
∂
∂τ
‖uh − Rhu‖2l2(Ωk) +
∂
∂ξ
‖√λ(uh − Rh)‖2l2(Ωk) ≤ Ch4 + C‖uh − Rhu‖2l2(Ωk) (3.8a)
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or
∂
∂τ

e−Cτ‖uh − Rhu‖2l2(Ωk)

+ ∂
∂ξ

e−Cτ‖√λ(uh − Rhu)‖2l2(Ωk)

≤ Ch4, (3.8b)
where we have multiplied (3.8a) through by e−Ct . Integrating (3.8b) over Qk and using the divergence theorem, we have
then
| ‖uh − Rhu‖ |2Γ =
∫
Γ
‖uh − Rhu‖2l2(Ωk)dσ ≤ Ch4. (3.9)
Since ‖u− Rhu‖l2(Ωk) ≤ C h2 from (3.5b), the result follows from (3.9) and the triangle inequality. 
3.2. Semi-discretization in parametric time
We now consider temporal discretization in parametric time by the discontinuous Galerkin method. To this end, let
0 = ξ0 < ξ1 < · · · < ξM = Υk denote a uniform partition of [0,Υk] such that Im = (ξm−1, ξm), m = 1, 2, . . . ,M , and let
δ = ξm − ξm−1 be the parametric-temporal step size. The finite element method utilized is a Galerkin method such that
V Kδ = {p ∈ BV ∩ L1 : p|Im ∈ PK (Im)},
where PK (Im) is the space of polynomials of degree no greater than K on Im, BV is the space of functions of bounded variation,
and L1 is the class of measurable functionals whose absolute value is integrable. In particular, the space V Kδ admits a local
orthogonal basis over Im, {υ(m)k (ξ), k = 0, 1, . . . , K}, such thatυ(m)k (ξ) is supported in Im and

Im
υ
(k)
k (ξ)·υ(m)k (ξ) dξ = ckδkm
with ck ≠ 0 such that δkm = 1 when k = m and δkm = 0 otherwise. That is, up to a constant, the υ(m)k (ξ) are Legendre
polynomials over Im; namely,
υ
(m)
0 (ξ) = 1, υ(m)1 (ξ) = ξ − ξm, υ(m)2 (ξ) = (ξ − ξm)2 −
1
12
δ2, . . . .
For all τ ∈ (0, T ), the temporal semi-discrete approximation for αi(τ , ·) ∈ V Kδ is given by
αδi (τ , ξ) =
K−
k=0
a(m)k ς
(m)
ik (τ )υ
(m)
k (ξ) for ξ ∈ Im, (3.10)
such that
a(m)k =
δ
Im
[υ(m)k (ξ)]2dξ
.
In order to determine the degrees of freedom ς (m)ik (τ ) of α
δ = (αδi ), we multiply (3.3) by υδ = (υδi ) for υδi ∈ V Kδ , integrate
the result over Im, and replace the exact solution α by its approximation αδ . As such, we seek αδi (τ , ·) ∈ V Kδ satisfying∫
Im
C
∂
∂τ
αδi (τ , ξ) · υδi (ξ)dξ +
∫
Im
B
∂
∂ξ
αδi (τ , ξ) · υδi (ξ)dξ
+
∫
Im
Aαδi (τ , ξ) · υδi (ξ)dξ +
∫
Im
Jϵ

αδi (τ , ξ)
 · υδi (ξ)dξ = ∫
Im
F(τ , ξ) · υδi (ξ)dξ, (3.11)
for all υδi ∈ V Kδ (i = 1, 2, . . . , L). Integrating (3.11) formally by parts and setting υδi = υ(m)k (k = 0, 1, . . . , K), we arrive at
the differential–algebraic system for the degrees of freedom ς (m)k = (ς (m)ik ); namely,
δC
d
dτ
ς
(m)
k (τ )+ B∆+

υ
(m)
k (ξm)α
δ
i (τ , ξm)

−
∫
Im
Bαδi (τ , ξ)
d
dξ
υ
(m)
k (ξ)dξ
+
∫
Im
Aαδi (τ , ξ) · υ(m)k (ξ)dξ +
∫
Im
Jϵ

αδ(τ , ξ)
 · υ(m)k (ξ)dξ = ∫
Im
F(τ , ξ) · υ(m)k (ξ)dξ, (3.12a)
for all τ ∈ (0, T ) andm = 1, 2, . . . ,M , such that∫
Im
Cαδi (0, ξ)υ
(m)
k (ξ)dξ = 0, (3.12b)
where∆+ is the usual difference operator
∆+wk = wk+1 − wk,
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and we define αδi (τ , ξm) across the cell interfaces τm+1 and τm to be the average flux
αδi (τ , ξm) =
1
2

lim
ξ→ξ+m
αδi (τ , ξ)+ lim
ξ→ξ−m
αδi (τ , ξ)

for which αδi (τ , ξ0) = αδi (τ , 0) is specified by
Cαδ(τ , 0) = 0 for all τ ∈ (0,T ). (3.12c)
For brevity, we rewrite (3.12a) as
δC
d
dτ
ς δ(τ ) = Lδ(ς δ, τ )+ Nδ(ς δ, τ ), for all τ ∈ (0,T ) (3.13)
where ς δ = (ς (m)ik ) for k = 0, . . . , K , i = 1, . . . , L, andm = 1, . . . ,M, (Lδ) = ((Lδ)i), (Nδ) = ((Nδ)i),
(Lδ)i(ς δ, τ ) = −B∆+

υ
(m)
k (ξm)α
δ
i (τ , ξm)

+
∫
Im
Bαδi (τ , ξ)
d
dξ
υ
(m)
k (ξ)dξ −
∫
Im
Aαδi (τ , ξ)υ
(m)
k (ξ)dξ
and
(Nδ)i(ς δ, τ ) =
∫
Im
F(t, τ ) · υ(m)k (ξ)dξ −
∫
Im
Jϵ

αδ(τ , ξ)
 · υ(m)k (ξ)dξ .
Remark. We have represented the right-hand side of (3.13) in terms of its linear terms, which correspond to the higher-
order derivatives in space in the continuous formulation, and the nonlinear terms, associated with the lower-order penalty
function. As such, we will utilize a semi-implicit integration scheme in which we treat the linear terms implicitly in time
and the nonlinear terms explicitly in time.
3.3. Fully discrete scheme
We now consider the time-discretization of the system of stiff differential equations (3.13) by extrapolation of the
backward Euler method. To this end, let 0 = τ0 < τ1 < · · · < τN = T be a uniform subdivision of [0,T ] such that
In = (τn−1, τn) and let κ = τn − τn−1 denote the local time step. We then seek the approximation ς δn of ς δ(τn), n =
1, 2, . . . ,N , satisfying
Cς δn =
κ
δ
Lδ(ς δn , τn)+
κ
δ
Nδ(ς δn , τn−1)+ Cς δn−1, (3.14)
subject to (3.12b), where ς δ0 is determined by the projection of the initial data (3.12c). Given ς
δ
n−1, let
Tl,1 = ς δn (3.15a)
denote the approximation obtained from (3.14) by performing l steps with step size κl = κ/l for l = 1, . . . , K + 1; the Tl,1
values are extrapolated according to the Aitken–Neville algorithm
Tl,ι+1 = Tl,ι + Tl,ι − Tl−1,ι
(κl/κl−ι)− 1 , (3.15b)
for ι = l, . . . , K+1.We associatewith the components of TK+1,K+1 the elements ς (mn)ik , which then serve as a (K+1)th-order
approximation to ς (m)ik (τn) (cf. [28,26]). Combining (3.1) and (3.10) with the above, we obtain the following proposition.
Proposition 6. Let ς (mn)ik = TK+1,K+1 satisfy (3.15) and u be the solution to (2.17), then
uhmn(x) =
L−
i=1
K+1−
k=0
a(m)k ς
(mn)
ik υ
(m)
k (ξm) (3.16)
approximates u(τn, ξm, x) such that
|||u(τn, ξm, x)− uhmn(x)||| = O(δK+1 + κK+1 + h2) (3.17)
as δ → 0+, κ → 0+, and h → 0+, where
|||v|||2 = δκ
−
m,n
‖v(τn, ξm, ·)‖L2(Ωk)
and the summation is taken over all mesh points (τn, ξm) ∈ Γ per Proposition 5.
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Proof. We begin by noting that the extrapolation method (3.15) is a so-called W -method of order K + 1, that is,
a linearly implicit one-step Runge–Kutta method (cf. [26, Section 6.4]). It follows then from [48, Proposition 2.11]
that
‖α − αδ‖L∞(0,T ;L1(0,Υk)) = O(δK+1 + κK+1), (3.18)
as δ → 0+ and κ → 0+ (cf. also [30,49,48,50]). Since
|||u(τn, ξm, x)− uhmn(x)||| ≤ |||u(τn, ξm, x)− uh(τn, ξm, x)||| + |||uh(τn, ξm, x)− uhmn(τn, ξm, x)|||,
the result follows from the estimates (3.4) and (3.18). 
3.4. Step size control
We suppose a fixed spatial mesh size h and approximation domain radius of Πk throughout, noting in particular that
asymptotically correct methods for controlling the spatial mesh size and domain radius as found in [51,45], respectively,
may be readily incorporated into the algorithm. Given the first step size κ , an absolute error tolerance ATol, and a method
order K + 1, the next optimal step size κopt is computed such that
κopt = κ exp
[
1
K + 1 ln

ATol
err
]
, (3.19a)
where
err = ‖TK+1,K − TK+1,K+1‖∞ (3.19b)
(cf. [27, Section 2.9]). The parametric-time step δopt is determined from κopt by approximating the characteristic direction
associated with (3.3a) by linear differentials at the spatial index i which maximizes the indicator (3.19b); that is δopt =
exp(xi) · κopt (compare with [52]). By realizing that ultradiffusion processes are isomorphic to parameterized diffusions
along the characteristic direction, our approach has been developed such that we adaptively refine along the characteristic
direction (i.e. a vector) in the temporal plane. By coupling the semi-implicitmethodwith the discontinuous Galerkinmethod,
we further optimize themethod in thatwe are only required to invert a linear systemat each time step, even for the nonlinear
problem of optimal stopping.
4. Numerical results
In this section, we implement the approximation of the value function (2.2) by the extrapolation discontinuous Galerkin
method (3.16) for method orders three and four (that is, for K = 2 and 3). In particular, we consider an American-style call
option on the arithmetic average whose payoff is given by
Ψ (t, s, x) = max
 s
t
− E, 0

.
For all computations, we suppose an exercise price E = 1, risk-free rate of return r = 0.1 per year, volatility σ 2 = (0.2)2 per
year, and an option life T = 1 year. Computationally, we set the spatial mesh size h = 0.01, the computational domain to
be [−0.3, 0.3], the artificial initial condition location Υk = 0.5, and the penalization parameter ϵ = 0.00001. Computations
were performedwith an absolute error tolerance ATol = 0.001. In particular, we note that given the required absolute error
tolerance, changes in the parameter set (e.g. taking the computational domain larger than [−0.3, 0.3]) had no discernible
affect upon the results (cf. also [23]).
In Fig. 1,wepresent several snapshots as to the evolution of the value function in time. In Fig. 2,we illustrate the adaptivity
and temporal error control exhibited by the computational schemes relative to (3.19). In Fig. 2(a), we note the general
relaxation of the step size as the solution smooths, whereas in Fig. 2(b), it can be seen that generally the temporal error is
maintained below the prescribed bound.We note in particular that for this particular choice of ATol, the third-order scheme
ismore efficient than the fourth order. Aswe requiremore accuracy (e.g. set ATol smaller), wewould expect the higher-order
scheme to be more efficient.
5. Conclusion
In this paper, we consider theoretical and approximation aspects of higher-order temporal step size adaptive
extrapolation discontinuous Galerkin methods coupled with a spatial Lagrange second-order finite element approximation
for the valuation of Asian options. In particular, the value functionwas represented as theunique solution of anultraparabolic
variational inequality and approximated through penalization and a regularization of the state domain. Asymptotic
estimates were provided for the convergence of the fully discrete method. A step size control algorithm based on the
absolute error tolerance was described. Numerical examples were presented for temporal method orders of three and four.
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(a) t = 1.00. (b) t = 0.9.
(c) t = 0.8. (d) t = 0.7.
(e) t = 0.6. (f) t = 0.5.
Fig. 1. Option price.
In particular, we observed that temporal stepping was initially restricted within the initial transient region and gradually
relaxed as the solution evolved. Moreover, the approximation error based on the described step size indicator was seen to
remain consistent within the specified absolute error tolerance.
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(a) Step size. (b) Temporal error.
Fig. 2. Adaptivity and error control.
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