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Let a = (a0, a1, . . . ) be a sequence of complex numbers such that ai = ai+n
and ai = ζ
bi
m for all i ≥ 0, where ζm is a primitive m-th root of unity in C
and bi ∈ {0, 1, . . . , m − 1}. The autocorrelation function C of a is defined by
C(t) =
∑n−1
i=0 a¯iai+t. It measures how much the original sequence (a0, a1, . . . )
differs from its translates (at, at+1, . . . ). All autocorrelation coefficients C(t) with
t 6≡ 0 (mod n) are called out-of-phase autocorrelation coefficients. For many appli-
cations, one needs sequences with all the out-of-phase autocorrelation coefficients
equal a constant γ. Moreover, the value |γ| needs to be as small as possible. The
sequence a is perfect if γ = 0 and nearly perfect if |γ| = 1.
This thesis concerns the existence problem for periodic p-ary perfect and nearly
perfect sequences, where p is an odd prime. Such sequences with perfect and nearly
perfect autocorrelation coefficients are equivalent to some relative difference sets
and some direct product difference sets, respectively. We cite a few examples of
the existence of such sequences. We also study the necessary conditions for the
existence of certain sequences. Some new results including the nonexistence of
(2ps, p, 2ps, 2ps−1)-relative difference set in any abelian group of order 2ps+1 and
some results on the character values are proven. In addition, we also give a brief





This chapter contains the background knowledge of complex periodic sequences of
difference sets. In the first section, we define perfect and nearly perfect sequences.
The definitions of several types of difference sets are given in Section 1.2. In the
last section of this chapter, we give a brief survey of binary periodic sequences.
1.1 Complex Periodic Sequences
Let a = (a0, a1, . . . ) be a complex sequence. The sequence a is called a complex
m-ary sequence if ai = ζ
bi
m, where ζm is a primitive m-th root of unity in C and
bi ∈ {0, 1, . . . , m− 1}. Also a is said to be periodic with period n, if ai = ai+n
for all i ≥ 0. Suppose a is a periodic complex m-ary sequence with period n. The




a¯iai+t, t = 0, 1, . . . .
The autocorrelation function is a measure for how much the original sequence
(a0, a1, . . . ) differs from its translates (at, at+1, . . . ). It is obvious that if t ≡ 0
(mod n), C(t) = n and are called in-phase autocorrelation coefficients. All
autocorrelation coefficients C(t) with t 6≡ 0 (mod n) are called out-of-phase au-
tocorrelation coefficients. The sequenceC = (C(0), C(1), . . . ) is again periodic
with period n. Hence, it suffices to consider the autocorrelation coefficients C(t)
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for t = 1, . . . , n− 1.
For many applications (see [6] and [15]), the sequence a is required to have
a two-level autocorrelation function, i.e. all the out-of-phase autocorrelation
coefficients are equal to a constant γ. Moreover, one needs the value |γ| to be as
small as possible. In particular, the sequence a is called a perfect sequence if
γ = 0 and a nearly perfect sequence if |γ| = 1.
The binary perfect and nearly perfect sequences, i.e. m = 2, has been studied
intensively. We give a brief survey of the known results of the binary case in Section
1.3. The case m = 4 has been studied recently by Arasu, de Launey and Ma [1].
In this thesis, we study the case when m = p for an odd prime p.
1.2 Difference Sets
Let G be a group of order n and D be a subset of G with k elements. Then D is
called an (n, k, λ)-difference set in G if for each g ∈ G \ {1}, there are exactly λ
pairs (a, b) ∈ D×D such that ab−1 = g. The difference set D is called cyclic if G is
cyclic. Please see [3] and [17] for more details of difference sets. One motivation for
the study of difference sets comes from its variety of applications. Difference sets
are closely related to finite geometries, design theory, coding theory and periodic
sequences. In this thesis, we will concentrate on the application of difference sets
in periodic sequences.
Example 1.2.1 Let G = Z7 and D = {1, 2, 4}. It can be shown that D is a
(7, 3, 1)-difference set in G:
1 = 2− 1 ; 2 = 4− 2 ; 3 = 4− 1;
4 = 1− 4 ; 5 = 2− 4 ; 6 = 1− 2.
By Theorem 1.3.1, we learn that D gives a periodic binary nearly perfect sequence
(−1, +1, +1, −1, +1, −1, −1, . . . ) with period 7.
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There are many kinds of generalization of difference sets. In the following, we
give two particular types which are used for the study of perfect and nearly perfect
sequences.
Let G be a group of order nm containing a normal subgroup U of order m.
Suppose D is a subset of G with k elements. Then D is called an (n,m, k, λ)-
relative difference set in G relative to U if
1. for each g ∈ U \ {1}, ab−1 6= g for all (a, b) ∈ D ×D;
2. for each g ∈ G \ U , there are precisely λ pairs (a, b) ∈ D × D such that
ab−1 = g.
Please see [18] for more details of relative difference sets.
Example 1.2.2 Let G = Z3 × Z3. Then D = {(0, 0), (1, 1), (2, 1)} is a (3, 3, 3, 1)-
relative difference set in G relative to {0} × Z3:
(2, 2) = (0, 0)− (1, 1) ; (1, 2) = (0, 0)− (2, 1) ; (1, 1) = (1, 1)− (0, 0);
(2, 0) = (1, 1)− (2, 1) ; (2, 1) = (2, 1)− (0, 0) ; (1, 0) = (2, 1)− (1, 1).
Throughout this thesis, if G is a group, the symbol o(g) is used to denote the
order of g ∈ G. Let G = H × K be a group with H = 〈h〉, K = 〈k〉, o(h) = n
and o(k) = m. For convenience, the cross product is regarded as an internal direct
product. Suppose D is a k-element subset of G. Then D is an (n,m, k, λ1, λ2, µ)-
direct product difference set in G relative to H and K if
1. for g ∈ H \{1}, there are precisely λ1 pairs (a, b) ∈ D×D such that ab−1 = g;
2. for g ∈ K \{1}, there are precisely λ2 pairs (a, b) ∈ D×D such that ab−1 = g;
3. for each g ∈ G\ (H ∪K), there are precisely µ pairs (a, b) ∈ D×D such that
ab−1 = g.
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Direct Product difference sets was first defined by Ganley (see [4]). However, he
only consider the case when λ1 = λ2 = 0. We give a more general definition due
to the application in Chapter 4.
Example 1.2.3 Let G = Z4 × Z5 and D = {(0, 1), (1, 2), (3, 3), (2, 4)}. Then D is
a (4, 5, 4, 0, 0, 1)-direct product difference set in G:
(3, 4) = (0, 1)− (1, 2) ; (1, 3) = (0, 1)− (3, 3) ; (2, 2) = (0, 1)− (2, 4);
(1, 1) = (1, 2)− (0, 1) ; (2, 4) = (1, 2)− (3, 3) ; (3, 3) = (1, 2)− (2, 4);
(3, 2) = (3, 3)− (0, 1) ; (2, 1) = (3, 3)− (1, 2) ; (1, 4) = (3, 3)− (2, 4);
(2, 3) = (2, 4)− (0, 1) ; (1, 2) = (2, 4)− (1, 2) ; (3, 1) = (2, 4)− (3, 3).
1.3 Binary Periodic Sequences
In this section, we give a summary of [6, Section 2] concerning the existence and
nonexistence results for binary perfect and nearly perfect sequences.
All entries of the binary sequences are either +1 or −1. Hence, C(t) counts the
number of agreements minus the number of disagreements between (a0, a1, . . . )
and (at, at+1, . . . ). The following theorem shows the existence of binary sequences
with a two-level autocorrelation function is equivalent to the existence of cyclic
difference sets.
Theorem 1.3.1 Let a = (a0, a1, . . . ) be a periodic binary sequence with period n,
k entries +1 per period. Let D = {g ∈ Zn : ag = +1}. Then all out-of-phase
autocorrelation coefficients C(t) of a are equal to a constant γ if and only if D is
an (n, k, λ)-difference set in Zn, where γ = n− 4(k − λ) and k = |D|.
Proof: Let t ∈ Zn \ {0}. Then the number of differences b − c, where b, c ∈ D,
such that t = b − c is equal to the number of pairs (as, as+t) = (+1,+1), where
0 ≤ s ≤ n−1. Denote the number of pairs (as, as+t) = (+1,+1), for 0 ≤ s ≤ n−1,
by λt. Note that we have k pairs of (as, as+t) = (+1,±1) and k pairs of (as, as+t) =
(±1,+1) for 0 ≤ s ≤ n−1. Therefore, we have k−λt pairs of (as, as+t) = (+1,−1)
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and also k−λt pairs of (as, as+t) = (−1,+1) for 0 ≤ s ≤ n−1. As a result, we have
n− 2(k− λt)− λt = n− (2k− λt) pairs of (as, as+t) = (−1,−1) for 0 ≤ s ≤ n− 1.
Therefore,
C(t) = λt + (n− 2k + λt)− 2(k − λt) = n− 4(k − λt). (1.1)
Suppose C(t) = γ for 1 ≤ t ≤ n − 1. Then equation (1.1) implies that λt is
invarient for all t ∈ Zn \ {0}. We can write λ = λt for any t ∈ Zn \ {0}. Hence, D
is an (n, k, λ)-difference set in Zn.
Conversely, suppose D is an (n, k, λ)-difference set in Zn. As in the first part of
the proof, we have
C(t) = λ+ (n− 2k + λ)− 2(k − λ) = n− 4(k − λ), 1 ≤ t ≤ n− 1. (1.2)
Equation (1.2) shows that all out-of-phase autocorrelation coefficients C(t) of a is
equal to γ = n− 4(k − λ).
For perfect sequences, we have γ = 0, i.e. we need to consider cyclic (n, k, λ)-
difference sets with n = 4(k−λ). It was shown by Menon [16] that if the parameters
(n, k, λ) of a difference set satisfy n = 4(k−λ), then (n, k, λ) = (4u2, 2u2−u, u2−u)
for some integer u. Such a difference set is called a Hadamard difference set of
order u2.
There is a known cyclic Hadamard difference set of order 1 and hence there
exists a binary perfect sequence with period 4: (+1,−1,−1,−1, . . . ). There is an
unsolved conjecture saying that there is no cyclic Hadamard difference set of order
greater than 1 and thus there is no binary perfect sequence with period greater
than 4.
Turyn [22] showed that the order u2 of a cyclic Hadamard difference set has to
be odd and he also ruled out the existence of all cyclic Hadamard difference sets of
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order u2 with 1 < u < 55. Schmidt [19] improved Turyn’s upper bound to u < 165.
Recently, Leung and Schmidt [10] have proved that there is no cyclic Hadamard
difference set for 1 < u < 11715.
For the nearly perfect sequences with C(t) = −1, the existence of such sequence
with period n is equivalent to the existence of a cyclic difference set with parameters
(n, (n− 1)/2, (n− 3)/4). A nearly perfect sequence with C(t) = −1 and n < 10000
exists if and only if n is either of the form
(i) 2m − 1 for some integer m, or
(ii) a prime ≡ 3 (mod 4), or
(iii) the product of twin primes,
with 17 exceptions of n. For more details, the reader may refer to [17, Result 2.7].
For the case C(t) = 1, the existence of such sequence is equivalent to the exis-
tence of a cyclic (2u(u + 1) + 1, u2, u(u − 1)/2)-difference set for some integer u.
The binary nearly perfect sequences with period n of this type do not exist for
13 ≤ n ≤ 20201, see [6, Corollary 2.5].
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Chapter 2
Group Rings and Character
Values
In this chapter, we learn some basic tools used for the studies of difference sets.
We give a brief introduction of group rings and how various difference sets can be
defined using equations in group rings in the first section. In Section 2.2, characters
for abelian groups, Fourier Inversion Formula and Finite Fourier Transform are
stated. We conclude this chapter with some results on the character values.
2.1 Group Rings
Let G be a finite group and let R be a communtative ring with unity. Let R[G] be
the set of all the formal sums
∑
g∈G agg with ag ∈ R for all g ∈ G. We define the






























Then R[G] is called a group ring (or group algebra).
For convenience, if B is a subset of G, we identify the corresponding element∑
g∈B g in R[G] with the same symbol B. Also, if A =
∑





t for any integer t.
The following lemma shows how various difference sets can be defined using
equations in the group ring Z[G].
Lemma 2.1.1 Let G be a group and D be a k-element subset of G.
1. Suppose G is of order n. Then D is an (n, k, λ)-difference set if and only if
DD(−1) = k − λ+ λG
in the group ring Z[G].
2. Suppose G is of order nm containing a normal subgroup U of order m. Then
D is an (n,m, k, λ)-relative difference set in G relative to U if and only if
DD(−1) = k + λ(G− U)
in the group ring Z[G].
3. Suppose G = H × K is a group with |H| = n, |K| = m. Then D is an
(n,m, k, λ1, λ2, µ)-direct product difference set in G relative to H and K if
and only if
DD(−1) = (k − λ1 − λ2 + µ) + (λ1 − µ)H + (λ2 − µ)K + µG














So, the lemma follows from the definitions of various difference sets.
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2.2 Characters and Finite Fourier Transform
In this section, we study the properties of characters for abelian groups. All the
results can be found in any text book on Character Theory, e.g. [7] and [17].
Throughout this thesis, the symbol ζv is used to denote a complex primitive v-th
root of unity. In particular, one can always assume ζv = e
2pi
√−1/v.
Let G be a finite abelian group of exponent n. A character χ of G is a homo-
morphism from G to the multiplicative group of C \ {0}
χ : G 7→ C \ {0}.
The image χ(G) is a subgroup of the group of all n-th roots of unity. Suppose
we decompose the group G into a direct product of cyclic subgroups, say G =
C1 × · · · × Cs, where Ci = 〈gi〉 with |Ci| = mi. Then χ(gi) = ζbimi for some integer
bi. On the other hand, given integers bi for i = 1, . . . , s, there is a unique character




The set of all characters χ forms a group G∗, where the multiplication χ1χ2 of
two characters χ1, χ2 ∈ G∗ is defined by
χ1χ2(g) = χ1(g)χ2(g)
for all g ∈ G. It is known that G∗ is isomorphic to G. The identity element of G∗ is
called the principal character χ0. Note that χ0 is the homomorphism mapping
every element of G to 1.
Let H be a subgroup of G. A character χ is called principal on H if χ(h) = 1
for all h ∈ H. The subset of G∗ containing all the characters principal on H is
written as H⊥. It can be shown that H⊥ is a subgroup of G∗.
One can always extend the character χ to a homomorphism from the group ring
9








Next, we state a fundamental lemma for character theory:
Lemma 2.2.1 Let H be a subgroup of an abelian group G. Then
1. χ(H) =
{
|H| if χ ∈ H⊥,






|H| if h = 1,
0 if h 6= 1.
Proof: If χ ∈ H⊥, then χ(h) = 1 for all h ∈ H. Obviously, χ(H) = χ(∑h∈H h) =
|H|. If χ 6∈ H⊥, then there exists an h ∈ H such that χ(h) 6= 1. We obtain
χ(H) = χ(Hh) = χ(H)χ(h)
which implies χ(H) = 0.
The proof for part 2 is similar to the proof for part 1.
Theorem 2.2.2 (Fourier Inversion Formula) Let G be a finite abelian group
and G∗ be the group of all characters of G. Let A =
∑







Proof: By definition, χ(A) =
∑

















The following corollary is an immediate consequence of the Fourier Inversion
Formula.
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Corollary 2.2.3 Suppose A and B are two elements in the group ring C[G]. Then
χ(A) = χ(B) for all χ ∈ G∗ if and only if A = B.
Let G be a finite abelian group and G∗ be the group of all characters of G. The
Finite Fourier Transform is a mapping from C[G] to C[G∗] such that it maps





For any g ∈ G, we identify g with the character g : G∗ 7→ C of G∗ such that
g(χ) = χ(g) for all χ ∈ G∗. Since |(G∗)∗| = |G|, each character of G∗ can be
represented by exactly one g in G.
Theorem 2.2.4 Let G be a finite abelian group and A ∈ C[G]. Then ̂̂A =
|G|A(−1).
Proof: Let A =
∑























2.3 Some Results on the Character Values
The following lemma is a variation of Lemma 2.4 in [2]. In the following, we use
wZ[ζv] to denote the ideal generated by w in the algebraic number ring Z[ζv].
Lemma 2.3.1 Let G = K×〈g〉 be an abelian group with |K| = u, o(g) = w, (u,w) =
1 and v = uw. If Y ∈ Z[G] satisfies χ(Y ) ∈ f(ζw)Z[ζv] for all character χ of G
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with χ(g) = ζw and χ 6∈ H⊥, where H is a subgroup of K and f(x) is a polynomial
in Z[x] such that f(ζw)Z[ζv] and uZ[ζv] are relatively prime, then
Y =





〈gw/pi〉Zi if g 6= 1
where X1, X2, Z1, . . . , Zr ∈ Z[G] and p1, . . . , pr are all prime divisors of w.
Proof: Let τ : Z[G] 7→ Z[ζw][K] be a ring homomorphism such that τ(g) = ζw and





= f(ζw)A1 + A2
where A1 ∈ Z[ζv][K∗] and A2 ∈ Z[ζv][H⊥]. Then by Theorem 2.2.4
u(τ(Y ))(−1) = τ̂(Y ) = f(ζw)Â1 + Â2
and hence





Note that if h−11 h2 ∈ H and χ ∈ H⊥, then χ(h1) = χ(h2). Hence
Â2
(−1)
= HB for some B ∈ Z[ζv][K].












where ai, bi,h ∈ Z[ζv]. Thus








As uτ(Y ) ∈ Z[ζw][K], ai + f(ζw)bi,h ∈ Z[ζw] for all i ∈ {1, . . . , k}, h ∈ H. Then
f(ζw) (bi,h − bi,h′) ∈ Z[ζw] and bi,h, bi,h′ ∈ Z[ζv] imply
bi,h − bi,h′ ∈ Q[ζw] ∩ Z[ζv] = Z[ζw].
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We have bi,h − bi,h′ ∈ Z[ζw] for all h, h′ ∈ H. Put a′i = ai + f(ζw)bi,1 and b′i,h =
bi,h − bi,1. Note that a′i, b′i,h ∈ Z[ζw]. So,










where C1, C2 ∈ Z[ζw][K]. Let n be the norm of f(ζw) with respect to the field
extension Q(ζw) over Q. Since (n, u) = 1, there exist integers c, d such that cn +
du = 1. Then we have
τ(Y ) = cnτ(Y ) + duτ(Y ) = f(ζw)E1 +HE2









where X1, X2, Z1, . . . , Zr ∈ Z[G] and p1, . . . , pr are all prime divisors of w.
To make use of the lemma above, we need the following well-known result by
Turyn [22]. Let q be a prime and u = qrw, where (q, w) = 1. We say that q is
self-conjugate modulo u if qj ≡ −1 (mod w) for some integer j.
Lemma 2.3.2 If q is self-conjugate modulo u, then Q = Q for any prime ideal
divisor Q of qZ[ζu].
We now prove a crucial lemma which is used in proving some of the results in
Chapter 3 and Chapter 4.
Lemma 2.3.3 Let q be an odd prime and α be a positive integer. Let K be an
abelian group such that either q does not divide |K| or the Sylow q-subgroup of K
is cyclic. Let L be any subgroup of K and let Y ∈ Z[K] where the coefficients of Y
lie between a and b where a < b. Suppose
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(i) q is self-conjugate modulo exp(K);
(ii) qr|χ(Y )χ(Y ) for all χ /∈ L⊥ and qr+1 6 |χ(Y )χ(Y ) for some χ /∈ L⊥; and
(iii) χ(Y ) 6= 0 for some χ /∈ L⊥ ∪ Q⊥, where Q = K if q 6 | |K|, and Q is the
subgroup of K of order q otherwise.
Then
1. if q 6 | |K|, r is even and q r2 ≤ b− a; and
2. if Sylow q-subgroup of K is cyclic, qb
r
2
c ≤ 2(b−a) when L is a proper subgroup
of |K| and qb r2 c ≤ b− a when L = K.
Proof: Let |K| = w and qt‖w, where t ≥ 0. We have
qZ[ζw] = (P1 . . . Ps)φ(q
t)
where P1, . . . , Ps are distinct prime ideal divisors of qZ[ζw]. Let χ be any character
of K such that χ is nonprincipal on L. Then
χ(Y )χ(Y ) ∈ (P1 . . . Ps)rφ(qt).
Assume q does not divide |K|, i.e. t = 0. By Lemma 2.3.2, r must be even and
χ(Y ) ∈ (P1 . . . Ps) r2 .
Hence





where X1, X2 ∈ Z[K]. For any g ∈ L,
(1− g)Y = q r2 (1− g)X1.
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Note that the coefficients of (1− g)Y lie between −(b− a) and b− a. If q r2 > b− a,
then (1− g)Y = 0 for all g ∈ L and contradicts the given condition that χ(Y ) 6= 0
for some χ /∈ L⊥. Now assume t ≥ 1 and let Q = 〈h〉. By Lemma 2.3.2,







χ(Y ) ≡ 0 (mod qc) for all χ 6∈ L⊥.
By Lemma 2.3.1, we have
Y = qcX1 + LX2 +QZ
where X1, X2, Z ∈ Z[K]. If L = K, then
(1− h)Y = qc(1− h)X1;
while if L is a proper subgroup of K, then for any g ∈ L,
(1− g)(1− h)Y = qc(1− g)(1− h)X1.





Perfect sequences is studied in this chapter. We give some properties and some
known existence results in the first section. Besides giving examples of nonexistence
results, we also prove some nonexistence results in Section 3.2.
3.1 Basic Properties and Examples
Let p be a prime. Let a = (a0, a1, . . . ) be a periodic complex p-ary sequence with
period n and let ai = ζ
bi
p and bi ∈ {0, 1, . . . , p − 1}. Consider a cyclic group

































where C(t) is the autocorrelation function of a.
Let G = H × P be an abelian group where P = 〈g〉 and o(g) = p. Define
D = {gbihi | i = 0, 1, . . . , n− 1}.
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Lemma 3.1.1 Let θ be any character of P . Extend θ to a ring homomorphism
from Z[G] to Z[ζp][H] such that θ(h) = h. Then
θ(DD(−1)) =

nH if θ is a principal character of P
n−1∑
t=0
C(t)σht if θ is nonprincipal, where σ ∈ Gal(Q(ζp)/Q)
such that σ(ζp) = θ(ζp)
Proof: Let θ(g) = ζsp for some s. Suppose θ is nonprincipal, i.e. (s, p) = 1. Let
σ ∈ Gal(Q(ζp)/Q) such that σ(ζp) = ζsp . Extend σ to an automorphism of Z[ζp][H]










If θ is principal, then




Therefore, θ(DD(−1)) = nH.
Theorem 3.1.2 Let p be a prime and let a = (a0, a1, . . . ) be a periodic sequence
with period n where ai = ζ
bi
p and bi ∈ {0, 1, . . . , p − 1}. Let G = H × P be an
abelian group where H = 〈h〉, P = 〈g〉, o(h) = n and o(g) = p. Then a is a perfect
sequence if and only if D = {gbihi | i = 0, 1, . . . n − 1} is an (n, p, n, n/p)-relative




(G− P ). (3.1)
Proof: Note that C(0) = n. Thus by Lemma 3.1.1 C(t) = 0 for t = 1, 2, . . . , n− 1
if and only if for any character θ of P ,
θ(DD(−1)) =
{
nH if θ is principal
n if θ is nonprincipal.
The theorem follows by Corollary 2.2.3
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Corollary 3.1.3 Let p be a prime. If there exists a complex p-ary perfect sequence
with period n, then n must be divisible by p.
Proof: In equation (3.1), since the coefficients of DD(−1) are integers, n must be
divisible by p.
In view of Theorem 3.1.2, to study complex p-ary perfect sequences is equivalent
to study (n, p, n, n/p)-relative difference sets. We list below some examples found
from the literature. We are only interested in the case where p is an odd prime.
Example 3.1.4 (see [18, Theorem 2.2.9]) Let G = Zp × Zp and
D = {(x, x2) | x = 0, 1, . . . , p− 1}.
Then D is a (p, p, p, 1)-relative difference set in G relative to P = 〈(0, 1)〉. So we
have a complex p-ary perfect sequence with period p:
(1, ζp, ζ
22
p , . . . , ζ
(p−1)2
p , . . . ).







Then D is a (p2, p, p2, p)-relative difference set in G relative to P = 〈(0, 1)〉. So we
have a complex p-ary perfect sequence with period p2:
(ζb0p , ζ
b1
p , . . . , ζ
bp2−1
p , . . . ) where bi = xy for i = x+ py, 0 ≤ x, y ≤ p− 1.
3.2 Nonexistence Results
In this section, we study some nonexistence results concerning the complex p-ary
perfect sequences. We always assume p is an odd prime. First, we state some
known results.
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Theorem 3.2.1 (see [13, Theorem 4.2]) Let G = Zps × Zp. If s ≥ 3, there is
no (ps, p, ps, ps−1)-relative difference set in G. So, there does not exist any complex
p-ary perfect sequence with period ps for any s ≥ 3.
Theorem 3.2.2 (see [12, Theorem 4.3]) Let q be a prime and p < q. Then
there is no (pq, p, pq, q)-relative difference set in Zpq × Zp. So, there does not exist
any complex p-ary perfect sequence with period pq with p < q.
Theorem 3.2.3 (see [8, Theorem 2]) Let q1 and q2 be two distinct primes greater
than 3. There is no (3q1q2, 3, 3q1q2, q1q2)-relative difference sets in Z3q1q2×Z3. So,
there is no complex ternary perfect sequence with period 3q1q2.
The following are some new results.
Theorem 3.2.4 There is no (2ps, p, 2ps, 2ps−1)-relative difference set in any abelian
group of order 2ps+1.
Proof: Suppose the contrary, there is a (2ps, p, 2ps, 2ps−1)-relative difference set in
G = 〈α〉 ×K relative to P , where o(α) = 2, K is an abelian group of order ps+1
and P is a subgroup of K of order p. Let D = A + αB where A,B ⊂ K. Since
gh−1 /∈ P for all g, h ∈ D, |D ∩ Ph| ≤ 1 for all h ∈ G. As |D| = 2ps = |G|/|P |, we
have |D ∩ Ph| = 1 for all h ∈ G. Hence |A| = |B| = ps and χ(A) = χ(B) = 0 for
all χ ∈ K∗ such that χ is nonprincipal but principal on P .
Let χ be any character ofK such that χ is nonprincipal on P . Then χ(A), χ(B) ∈
Z[ζpt ] where pt = exp(K). Note that
(χ(A) + χ(B))(χ(A) + χ(B)) = 2ps, (3.2)
(χ(A)− χ(B))(χ(A)− χ(B)) = 2ps,
and
pZ[ζpt ]] = [(1− ζpt)Z[ζpt ]]pt−1(p−1)/2
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where (1− ζpt)Z[ζpt ] is a prime ideal. It follows that
(χ(A) + χ(B)), (χ(A)− χ(B)) ∈ [(1− ζpt)Z[ζpt ]]spt−1(p−1)/2.
Let 2Z[ζpt ] = Q1 . . . Qr where Q1, . . . , Qr are prime ideal divisors of 2Z[ζpt ].
Then χ(A) + χ(B) ∈ Qi if and only if χ(A) + χ(B) − 2χ(B) ∈ Qi if and only if
χ(A) − χ(B) ∈ Qi. Hence (χ(A) + χ(B))Z[ζpt ] = (χ(A) − χ(B))Z[ζpt ]. By [12,
Lemma 2.1],
χ(A) + χ(B) = ±ζcpt(χ(A)− χ(B))
for some constant c. If c 6≡ 0 (mod pt), then
(1∓ ζcpt)χ(A) = (−1∓ ζcpt)χ(B)
implies
(1∓ ζcpt)(χ(A) + χ(B)) = (1∓ ζcpt)χ(A) + (1∓ ζcpt)χ(B)
= (−1± ζcpt)χ(B) + (1∓ ζcpt)χ(B)
= ±2ζcptχ(B)
∈ 2Z[ζpt ].
Therefore, χ(A) +χ(B) ∈ 2Z[ζpt ] since (1∓ ζcpt)Z[ζpt ] is relatively prime to 2Z[ζpt ].
As a result, (χ(A)+χ(B))(χ(A)+χ(B)) is in 4Z[ζpt ] and thus contradicts equation
(3.2). Hence ζcpt = 1. So,
χ(A) + χ(B) = ±(χ(A)− χ(B)),
i.e. either
χ(A) = 0, χ(B)χ(B) = 2ps or χ(B) = 0, χ(A)χ(A) = 2ps.
Define X = {χ ∈ K∗ | χ(A)χ(A) = 2ps}. Note that if χ ∈ X, then χt ∈ X for
(t, p) = 1. Also, for any nonprincipal character of K, |{χt | (t, p) = 1}| is a multiple
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χ(AA(−1))χ = p2sχ0 + 2psX
where χ0 is the principal character. Then by Theorem 2.2.4,
ps+1AA(−1) =
̂
AA(−1) = p2sK + 2psX̂.








it is not a multiple of p− 1, a contradiction.
Corollary 3.2.5 There does not exist any complex p-ary perfect sequence with
period 2ps for any s ≥ 1.
Next, we would like to apply Lemma 2.3.3 to the perfect sequences.
Theorem 3.2.6 Let q be a prime divisor of n such that qr‖n, q 6= p and q is self-
conjugate modulo u where u is a divisor of n and p |u. If there exists a complex
p-ary perfect sequence with period n, then




Proof: The existence of a complex p-ary perfect sequence with period n implies
there exists an (n, p, n, n/p)-relative difference set in G = H × P relative to P
where H = 〈h〉, P = 〈g〉, o(h) = n and o(g) = p.
Let ρ : G → K = G/〈hu〉 be the natural epimorphism. Extend ρ to a ring
homomorphism from Z[G] to Z[K]. Note that the coefficients of ρ(D) ∈ Z[K] lie
21
between 0 and n/u and q is self-conjugate modulo exp(K) = u. By equation (3.1),
for any nonprincipal character χ of K,
χ(ρ(D))χ(ρ(D)) =
{
0 if χ is principal on ρ(P )
n if χ is nonprincipal on ρ(P ).
Hence qr|χ(ρ(D))χ(ρ(D)) for all χ /∈ K⊥ and qr+1 6 |χ(ρ(D))χ(ρ(D)) if χ /∈ K⊥ ∪
ρ(P )⊥.
First, we can assume q 6 |u. Then by Lemma 2.3.3 with L = K, r must be even.
If u = qsu0 where (q, u0) = 1, we can replace u by u0 in the argument above. Then
by Lemma 2.3.3 with L = K, r must be even.
Since r is even for both q 6 |u and q |u, we have q r2 ≤ n/u by Lemma 2.3.3.
Corollary 3.2.7 If there exists a prime divisor q of n such that q 6= p and q is self-
conjugate modulo n, then there does not exist any complex p-ary perfect sequence
with period n.
Corollary 3.2.8 If q is a prime divisor of n such that q2s+1‖n, q 6= p and q is self-
conjugate modulo p, then there does not exist any complex p-ary perfect sequence
with period n.
Theorem 3.2.9 Suppose pr‖n and p is self-conjugate modulo u where u is a divisor
of n. If there exists a complex p-ary perfect sequence with period n, then
1. if r is even, then p
r
2 ≤ np/u; and
2. if r is odd, then p
r+1
2 ≤ 2np/u.
Proof: The existence of a complex p-ary perfect sequence with period n implies
there exists an (n, p, n, n/p)-relative difference set in G = H × P relative to P
where H = 〈h〉, P = 〈g〉, o(h) = n and o(g) = p.
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Without lost of generality, we can always assume p |u. Let ρ : G → K =
G/〈hu, hn/pg〉 be the natural epimorphism. Extend ρ to a ring homomorphism
from Z[G] to Z[K].
First, we consider the case that r is even. Note that the coefficients of ρ(D) ∈
Z[K] lie between 0 and np/u, p is self-conjugate modulo exp(K) = u, the Sylow
p-subgroup of K is cyclic and ρ(P ) is a nontrivial subgroup of K. By equation
(3.1), for any nonprincipal character χ of K,
χ(ρ(D))χ(ρ(D)) =
{
0 if χ is principal on ρ(P )
n if χ is nonprincipal on ρ(P ).
By Lemma 2.3.3 with L = K, we have q
r
2 ≤ np/u.

















is the Legendre symbol. Since |D ∩ Phi| = 1 for all i, the coefficients of
Y are 0, ±1. Thus the coefficients of ρ(Y ) lie between −np/u to np/u. Also, for
any nonprincipal character χ of K,
χ(ρ(Y ))χ(ρ(Y )) =
{
0 if χ is principal on ρ(P )
pn if χ is nonprincipal on ρ(P ).
By Lemma 2.3.3, we have p
r+1
2 ≤ 2np/u.
Corollary 3.2.10 If p3|n and p is self-conjugate modulo n, then there does not
exist any complex p-ary perfect sequence with period n.
Note that Theorem 3.2.1 is a consequence of Corollary 3.2.10.
The following table shows the existence and nonexistence of complex p-ary per-
fect sequence with period n for 3 ≤ n ≤ 50 where p is an odd prime divisor of
n. The table is obtained based on the results in Section 3.1 and Section 3.2. The
question mark “?” in the table denotes an undetermined case.
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n p existence
3 3 exist by Example 3.1.4
5 5 exist by Example 3.1.4
6 3 do not exist by Corollary 3.2.5
7 7 exist by Example 3.1.4
9 3 exist by Example 3.1.5
10 5 do not exist by Corollary 3.2.5
11 11 exist by Example 3.1.4
12 3 do not exist by Corollary 3.2.7 with q = 2
13 13 exist by Example 3.1.4
14 7 do not exist by Corollary 3.2.5
15 3 do not exist by Theorem 3.2.2
5 do not exist by Corollary 3.2.8 with q = 3
17 17 exist by Example 3.1.4
18 3 do not exist by Corollary 3.2.5
19 19 exist by Example 3.1.4
20 5 do not exist by Corollary 3.2.7 with q = 2
21 3 do not exist by Theorem 3.2.2
7 do not exist by Corollary 3.2.8 with q = 3
22 11 do not exist by Corollary 3.2.5
23 23 exist by Example 3.1.4
24 3 do not exist by Corollary 3.2.8 with q = 2
25 5 exist by Example 3.1.5
26 13 do not exist by Corollary 3.2.5
27 3 do not exist by Theorem 3.2.1
28 7 ?
29 29 exist by Example 3.1.4
24
n p existence
30 3 do not exist by Corollary 3.2.8 with q = 2
5 do not exist by Corollary 3.2.8 with q = 2
31 31 exist by Example 3.1.4
33 3 do not exist by Theorem 3.2.2
11 ?
34 17 do not exist by Corollary 3.2.5
35 5 do not exist by Theorem 3.2.2
7 do not exist by Corollary 3.2.8 with q = 5
36 3 do not exist by Corollary 3.2.7 with q = 2
37 37 exist by Example 3.1.4
38 19 do not exist by Corollary 3.2.5
39 3 do not exist by Theorem 3.2.2
13 ?
40 5 do not exist by Corollary 3.2.8 with q = 2
41 41 exist by Example 3.1.4
42 3 do not exist by Corollary 3.2.8 with q = 2
7 do not exist by Corollary 3.2.8 with q = 3
43 43 exist by Example 3.1.4
44 11 do not exist by Corollary 3.2.7 with q = 2
45 3 do not exist by Corollary 3.2.8 with q = 5
5 do not exist by Corollary 3.2.7 with q = 3
46 23 do not exist by Corollary 3.2.5
47 47 exist by Example 3.1.4
48 3 do not exist by Corollary 3.2.7 with q = 2
49 7 exist by Example 3.1.5




We name two types of nearly perfect sequences in this chapter. The basic properties
and examples of the two types of sequences are stated in Section 4.1. We give some
nonexistence results of the two types of nearly perfect sequences in Section 4.2 and
Section 4.3.
4.1 Basic Properties and Examples
Let a be a periodic complex m-ary sequence.
1. If the out-of-phase autocorrelation coefficients of a are all equal to −1, we
say that a is a type I nearly perfect sequence.
2. If the out-of-phase autocorrelation coefficients of a are all equal to 1, we say
that a is a type II nearly perfect sequence.
Theorem 4.1.1 Let p be a prime and let a = (a0, a1, . . . ) be a periodic sequence
with period n where ai = ζ
bi
p and bi ∈ {0, 1, . . . , p − 1}. Let G = H × P be
an abelian group where H = 〈h〉, P = 〈g〉, o(h) = n and o(g) = p. Define
D = {gbihi | i = 0, 1, . . . n− 1}. Then
1. a is a type I nearly perfect sequence if and only if D is an
(n, p, k, (n + 1)/p − 1, 0, (n + 1)/p)-direct product difference set in G rel-
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ative to H and P , i.e.
DD(−1) = (n+ 1)−H + n+ 1
p
(G− P ); (4.1)
and
2. a is a type II nearly perfect sequence if and only if D is an
(n, p, k, (n − 1)/p + 1, 0, (n − 1)/p)-direct product difference set in G rel-
ative to H and P , i.e.
DD(−1) = (n− 1) +H + n− 1
p
(G− P ). (4.2)
Proof: The result follows by the same argument as in the proof of Theorem
3.1.2.
Corollary 4.1.2 Let p be a prime.
1. If there exists a complex p-ary type I nearly perfect sequence with period n,
then n+ 1 must be divisible by p.
2. If there exists a complex p-ary type II nearly perfect sequence with period n,
then n− 1 must be divisible by p.
In the literature, we find a family of type I nearly perfect sequence.
Example 4.1.3 (see[5, Section 3.1]) Let p be a prime and q be a power of p.
Let Fq be the finite field of order q and Fp be the subfield of Fq of order p. Then
D = {(x, tr(x)) | x ∈ F×q }
is a (q−1, p, q−1, q/p−1, 0, q/p)-direct product difference set in F×q ×Fp relative
to F×q × {0} and {0} × Fp where F×q is the group of the units of Fq. So we have a
complex p-ary type I nearly perfect sequence with period q − 1:
(ζtr(1)p , ζ
tr(z)
p , . . . , ζ
tr(zq−2)
p , . . . )
where z is a primitive element of Fq.
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We have done a computer search of nearly perfect sequences for p = 3 and
2 ≤ n ≤ 20.
Example 4.1.4 The following are complex ternary nearly perfect sequences with
period n for 2 ≤ n ≤ 20:
1. For n = 2, we have a type I sequence: (1, ζ3, . . . ).
2. For n = 4, we have a type II sequence: (1, ζ3, ζ3, ζ3, . . . ).




3 , ζ3, . . . ).
4. For n = 7, we have a type II sequence: (1, ζ3, ζ3, 1, ζ3, 1, 1, . . . ).








3 , ζ3, . . . ).
6. For n = 13, we have a type II sequence:
(1, ζ3, ζ
2








3 , ζ3, ζ3, ζ
2
3 , ζ3, . . . ).
4.2 Nonexistence Results for Type I Sequences
Using Lemma 2.3.3, we get some nonexistence results for type I nearly perfect
sequences. In the following, p is an odd prime.
Theorem 4.2.1 Let q be a prime divisor of n + 1 such that qr‖n + 1, q 6= p and
q is self-conjugate modulo up where u is a divisor of n. If there exists a complex
p-ary type I nearly perfect sequence with period n, then




Proof: The existence of a complex p-ary type I nearly perfect sequence with period
n implies that there exists an (n, p, k, (n+ 1)/p− 1, 0, (n+ 1)/p)-direct product
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difference set in G = H×P relative to H and P where H = 〈h〉, P = 〈g〉, o(h) = n
and o(g) = p.
Let ρ : G → K = G/〈hu〉 be the natural epimorphism. Extend ρ to a ring
homomorphism from Z[G] to Z[K]. Note that the coefficients of ρ(D) ∈ Z[K] lie
between 0 and n/u and q is self-conjugate modulo exp(K) = up. By equation (4.1),
for any nonprincipal character χ of K,
χ(ρ(D))χ(ρ(D)) =

0 if χ is principal on ρ(P )
−1 if χ is principal on ρ(H)
n+ 1 if χ is nonprincipal on both ρ(P ) and ρ(H)
Hence qr|χ(ρ(D))χ(ρ(D)) for all χ /∈ ρ(H)⊥ and qr+1 6 | χ(ρ(D))χ(ρ(D)) if χ /∈
ρ(H)⊥ ∪ ρ(P )⊥.
Since q 6 |up, by Lemma 2.3.3 with L = ρ(H), r must be even and q r2 ≤ n/u.
Corollary 4.2.2 If there exists a prime divisor q of n+1 such that q 6= p and q is
self-conjugate modulo np, then there does not exist any complex p-ary type I nearly
perfect sequence with period n.
Corollary 4.2.3 If q is a prime divisor of n+ 1 such that q2s+1‖n+ 1, q 6= p and
q is self-conjugate modulo p, then there does not exist any complex p-ary type I
nearly perfect sequence with period n.
Theorem 4.2.4 Suppose pr‖n + 1 and p is self-conjugate modulo u where u is a
divisor of n. If there exists a complex p-ary type I nearly perfect sequence with
period n, then
1. if r is even, then p
r
2 ≤ 2n/u; and
2. if r is odd, then p
r+1
2 ≤ 4n/u.
Proof: The proof is the same as the proof of Theorem 4.2.1. When r is odd, we









D as in Theorem 3.2.9.
29
Corollary 4.2.5 If p2|n+ 1 and p is self-conjugate modulo n, then there does not
exist any complex p-ary type I nearly perfect sequence with period n.
Corollary 4.2.6 If p ≥ 5, p |n + 1 and p is self-conjugate modulo n, then there
does not exist any complex p-ary type I nearly perfect sequence with period n.
The following table shows the existence and nonexistence of complex p-ary type
I nearly perfect sequences with period n for 2 ≤ n ≤ 50 where p is an odd prime
divisor of n + 1. The table is obtained based on the results in Section 4.1 and
Section 4.2. The question mark “?” in the table denotes an undetermined case.
n p existence
2 3 exist by Example 4.1.3
4 5 exist by Example 4.1.3
5 3 exist by Example 4.1.4
6 7 exist by Example 4.1.3
8 3 exist by Example 4.1.4
9 5 do not exist by Corollary 4.2.3 with q = 2
10 11 exist by Example 4.1.3
11 3 do not exist by Corollary 4.2.2 with q = 2
12 13 exist by Example 4.1.3
13 7 do not exist by Corollary 4.2.6
14 3 do not exist by Corollary 4.2.3 with q = 5
5 do not exist by Corollary 4.2.3 with q = 3
16 17 exist by Example 4.1.3
17 3 do not exist by Corollary 4.2.5




20 3 do not exist by a computer search, see Example 4.1.4
7 do not exist by Corollary 4.2.3 with q = 3
21 11 do not exist by Corollary 4.2.3 with q = 2
22 23 exist by Example 4.1.3
23 3 do not exist by Corollary 4.2.3 with q = 2
24 5 exist by Example 4.1.3
25 13 do not exist by Corollary 4.2.3 with q = 2
26 3 exist by Example 4.1.3
27 7 ?
28 29 exist by Example 4.1.3
29 3 do not exist by Corollary 4.2.3 with q = 2
5 do not exist by Corollary 4.2.3 with q = 2
30 31 exist by Example 4.1.3
32 3 do not exist by Corollary 4.2.3 with q = 11
11 ?
33 17 do not exist by Corollary 4.2.3 with q = 2
34 5 do not exist by Corollary 4.2.3 with q = 7
7 do not exist by Corollary 4.2.3 with q = 5
35 3 ?
36 37 exist by Example 4.1.3
37 19 do not exist by Corollary 4.2.3 with q = 2
38 3 ?
13 do not exist by Corollary 4.2.6
39 5 do not exist by Corollary 4.2.3 with q = 2
31
n p existence
40 41 exist by Example 4.1.3
41 3 do not exist by Corollary 4.2.3 with q = 2
7 do not exist by Corollary 4.2.3 with q = 3
42 43 exist by Example 4.1.3
43 11 do not exist by Corollary 4.2.2 with q = 2
44 3 do not exist by Corollary 4.2.3 with q = 5
5 ?
45 23 ?
46 47 exist by Example 4.1.3
47 3 ?
48 7 exist by Example 4.1.3
49 5 do not exist by Corollary 4.2.3 with q = 2
50 3 do not exist by Corollary 4.2.3 with q = 17
17 do not exist by Corollary 4.2.3 with q = 3
4.3 Nonexistence Results for Type II Sequences
Similar to Section 4.2, we use Lemma 2.3.3 to get some nonexistence results for
type II nearly perfect sequences. In the following, p is an odd prime.
Theorem 4.3.1 Let q be a prime divisor of n − 1 such that qr‖n − 1, q 6= p and
q is self-conjugate modulo up where u is a divisor of n. If there exists a complex
p-ary type II nearly perfect sequence with period n, then





Proof: The proof is the same as the proof of Theorem 4.2.1.
Corollary 4.3.2 If there exists a prime divisor q of n − 1 such that q 6= p and
q is self-conjugate modulo np, then there does not exist any complex p-ary type II
nearly perfect sequence with period n.
Corollary 4.3.3 If q is a prime divisor of n− 1 such that q2s+1‖n− 1, q 6= p and
q is self-conjugate modulo p, then there does not exist any complex p-ary type II
nearly perfect sequence with period n.
Theorem 4.3.4 Suppose pr‖n − 1 and p is self-conjugate modulo u where u is a
divisor of n. If there exists a complex p-ary type II nearly perfect sequence with
period n, then
1. if r is even, then p
r
2 ≤ 2n/u; and
2. if r is odd, then p
r+1
2 ≤ 4n/u.
Proof: The proof is the same as the proof of Theorem 4.2.4.
Corollary 4.3.5 If p2|n− 1 and p is self-conjugate modulo n, then there does not
exist any complex p-ary type II nearly perfect sequence with period n.
Corollary 4.3.6 If p ≥ 5, p |n − 1 and p is self-conjugate modulo n, then there
does not exist any complex p-ary type II nearly perfect sequence with period n.
As a consequence of Corollary 4.3.5 and Corollary 4.3.6, for any odd prime p,
there is no complex p-ary type II nearly perfect sequence with period ps+1 if either
s ≥ 2 or p ≥ 5.
Different from the type I sequences, we have one more case for type II sequences.
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Theorem 4.3.7 If q is a prime divisor of 2n− 1 such that q2s+1‖2n− 1,and q is
self-conjugate modulo p, then there does not exist any complex p-ary type II nearly
perfect sequence with period n.
Proof: Suppose qr‖2n− 1. Let ρ : G→ K = G/〈h〉 be the natural epimorphism.
Extend ρ to a ring homomorphism from Z[G] to Z[K]. Note that the coefficients of
ρ(D) ∈ Z[K] lie between 0 and n. By equation (4.1), for any nonprincipal character
χ of K,
χ(ρ(D))χ(ρ(D)) = 2n− 1.
Hence qr‖χ(ρ(D))χ(ρ(D)) for all χ /∈ K⊥
Since q 6 | p, by Lemma 2.3.3 with L = K, r must be even.
The following table shows the existence and nonexistence of complex p-ary type
II nearly perfect sequences with period n for 4 ≤ n ≤ 50 where p is an odd prime
divisor of n − 1. The table is obtained based on the results in Section 4.1 and
Section 4.3. The question mark “?” in the table denotes an undetermined case.
n p existence
4 3 exist by Example 4.1.4
6 5 do not exist by Corollary 4.3.6
7 3 exist by Example 4.1.4
8 7 do not exist by Corollary 4.3.6
10 3 do not exist by Corollary 4.3.5
11 5 do not exist by Corollary 4.3.3 with q = 2
12 11 do not exist by Corollary 4.3.6
13 3 exist by Example 4.1.4
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n p existence
14 13 do not exist by Corollary 4.3.6
15 7 ?
16 3 do not exist by Corollary 4.3.3 with q = 5
5 do not exist by Corollary 4.3.3 with q = 3
18 17 do not exist by Corollary 4.3.6
19 3 do not exist by Corollary 4.3.5
20 19 do not exist by Corollary 4.3.6
21 5 do not exist by Corollary 4.3.6
22 3 ?
7 do not exist by Corollary 4.3.6
23 11 do not exist by Corollary 4.3.6
24 23 do not exist by Corollary 4.3.6
25 3 do not exist by Corollary 4.3.3 with q = 2
26 5 do not exist by Corollary 4.3.5
27 13 do not exist by Corollary 4.3.3 with q = 2
28 3 do not exist by Corollary 4.3.5
29 7 do not exist by Theorem 4.3.7 with q = 3
30 29 do not exist by Corollary 4.3.6
31 3 do not exist by Corollary 4.3.3 with q = 2
5 do not exist by Corollary 4.3.3 with q = 2
32 31 do not exist by Corollary 4.3.6
34 3 do not exist by Corollary 4.3.3 with q = 11
11 do not exist by Corollary 4.3.6
35 17 do not exist by Corollary 4.3.3 with q = 2
35
n p existence
36 5 do not exist by Corollary 4.3.3 with q = 7
7 do not exist by Corollary 4.3.3 with q = 5
37 3 do not exist by Corollary 4.3.5
38 37 do not exist by Corollary 4.3.6
39 19 do not exist by Corollary 4.3.3 with q = 2
40 3 ?
13 ?
41 5 do not exist by Corollary 4.3.6
42 41 do not exist by Corollary 4.3.6
43 3 do not exist by Corollary 4.3.3 with q = 2
7 do not exist by Corollary 4.3.6
44 43 do not exist by Corollary 4.3.6
45 11 ?
46 3 do not exist by Corollary 4.3.3 with q = 5
5 do not exist by Corollary 4.3.6
47 23 do not exist by Corollary 4.3.6
48 47 do not exist by Corollary 4.3.6
49 3 ?
50 7 do not exist by Corollary 4.3.6
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