With a phase-modulated extreme ultraviolet pulsed laser source the frequency of the 1 1 S-2 1 P transition of helium at 58 nm has been measured. The phase modulation scheme enabled measurement and reduction of frequency chirp, usually limiting pulsed precision spectroscopy. 
I. INTRODUCTION
Fifty years ago Lamb and Retherford found that the 2 2 S 1/2 -2 2 P 1/2 levels in atomic hydrogen are not degenerate as predicted by Dirac theory ͓1,2͔. This observation, a splitting of ϳ1 GHz, marked the start of intense theoretical activity, resulting in the development of quantum electrodynamics ͑QED͒. Since then the ''Lamb shift'' denotes energy contributions due to QED effects ͑including some higherorder relativistic effects͒. Tests of atomic theory including quantum electrodynamic ͑QED͒ effects are now possible for an increasing number of systems. Until recently, accurate tests of QED calculations could be performed only in the most simple atoms such as hydrogen and positronium. For these systems the non-QED energy structure can be calculated with high precision using relativistic quantum mechanics. The most important contributions to the Lamb shift are the self-energy and vacuum polarization ͑see, e.g., ͓3͔͒. An increasing number of smaller contributions can be calculated nowadays such as, e.g., two-loop virtual photon exchange ͓4͔. As the main QED effects scale with 1/n 3 (n is the principal quantum number͒ and are only large in S states, the Lamb shift is largest in the ground state. Developments in laser technology enabled Lamb shift measurements in the 1 2 S 1/2 ground state of hydrogen, applying two-photon Doppler-free excitation to 2 2 S 1/2 and 3 2 S 1/2 . The results surpass the accuracy of the best RF measurements on the 2 2 S 1/2 -2 2 P 1/2 transition ͓5,6͔. In these precision experiments the size of the proton rather than the understanding of QED is becoming the limiting factor. In fact these measurements can be interpreted to provide a new value for the proton radius ͓5,6͔.
Although analytical non-QED calculations are impossible for any system with more than two particles, recent calculations based on a variational approach in helium and heliumlike ions with low Z are now sufficiently accurate to be regarded as exact for all practical purposes ͓3,7͔. The accuracy of these variational calculations in helium was confirmed by a nonvariational solution of the Schrödinger equation based on the correlation function hyperspherical-harmonic method ͓8͔. Therefore experimental transition frequencies can be used to test QED calculations also for helium. QED effects in helium are more complex than in hydrogen. Compared to hydrogen the one-electron contribution ͑denoted E L(1) ) to the Lamb shift in helium is reduced due to mutual shielding of the nucleus by the two electrons. In addition, a contribution due to a proximity effect of the electrons is present (E L(2) ), for which no equivalent in hydrogen exists. Helium is therefore an interesting system for QED tests when measuring absolute transition frequencies.
Measurements of the Lamb shift in helium mainly concentrated on the 2 3 S and 2 1 S states. Most accurate results were obtained for 2 3 S ͓9,10͔. However, the interesting twoelectron contribution to the Lamb shift is ten times larger for 1 S states because of the larger spatial overlap of both electrons in singlet states. Recently two groups excited 1snp ͓11͔ and 1snd states ͓12͔ with CW lasers starting from 2 1 S. Values of 2810.57͑21͒ MHz and 2809.92͑15͒ MHz, respectively, for the 2 1 S Lamb shift are deduced from these measurements ͓13͔. Initially a large discrepancy of 93 MHz with theory was found ͓13͔, which was largely resolved in a reevaluation of the Bethe logarithm by Baker et al. ͓14͔. Both experimental values are now in reasonable agreement with the most recent theoretical value of 2808.48 MHz, which has an uncertainty of 1 MHz from uncalculated higher-order terms of O(␣ 4 Z 4 ) and 0.18 MHz due to the Bethe logarithm ͓13͔. However, in the calculation of relativistic corrections of O(␣ 4 Z 5 ) to the lowest-order Lamb shift of size Ϫ51.44 MHz an approximation was made for a twoelectron shielding effect that has not yet been proven rigorously. Also higher-order terms are expected to contribute at the 1 MHz level.
As in hydrogen, the Lamb shift of helium is more than an order of magnitude larger in its ground state. Theoretically a Lamb shift of 1.3754 cm Ϫ1 , including a two-electron contribution of Ϫ0.1404 cm Ϫ1 , has been calculated ͓15,16͔. The study of the 1 1 S ground state is difficult due to its large energy separation from the excited states (Ͼ160 000 cm Ϫ1 ). Therefore an investigation of the 1 1 S state presents an experimental as well as a theoretical challenge. For a long time the most accurate data on the ground state were those obtained with classical spectroscopy. In 1958 Herzberg used a helium discharge in combination with a 3 m spectrograph to measure the wavelength of the 1 1 S-2 1 P transition at 58.4 nm ͓17͔. He obtained an absolute accuracy of 0.15 cm Ϫ1 for the 1 1 S binding energy. The 1 1 S-2 1 P transition isotope shift for 3 He was determined in the same setup to be 264.6͑1.8͒ GHz.
Since the classical experiment of Herzberg, considerable progress has been made in extreme ultraviolet ͑XUV͒ spectroscopy. Narrow-band laser radiation at wavelengths Ͼ70 nm is now routinely produced by third-order nonlinear up-conversion in gases and metal vapors, using high-power visible and ultraviolet laser pulses ͓see, e.g., 18-20͔. Higherorder up-conversion with short-pulse lasers ͑down to a few tens of fs͒ has been demonstrated and radiation at wavelengths as short as 0.7 nm has been generated ͓21͔. Short pulses, however, possess an inherently large Fourier transformed bandwidth which is not favorable for high-resolution experiments in the frequency domain.
In recent Letters ͓22,23͔ we reported precision measurements of the 1 1 S Lamb shift in helium. In a first study ͓22͔ the 1 1 S-2 1 P transition was excited by a pulsed dye laser based XUV-radiation source of bandwidth 0.3 cm Ϫ1 at 58 nm. Production of XUV radiation was based on fifth harmonic up-conversion of the frequency-doubled output of a dye-laser system at 584 nm with nanosecond laser pulses. The XUV-induced 1 1 S-2 1 P resonance line was detected by photoionization with UV pulses ͑see Fig. 1͒ . An advantage of harmonic up-conversion is that calibration is possible in the visible, where accurate frequency standards are available. As a result, the ground state Lamb shift was determined with an accuracy of 1 GHz, which meant a factor of 5 improvement over the value of Herzberg ͓17͔. In this pionering experiment the bandwidth of the XUV-laser source turned out to be the limiting factor. This led to the replacement of the dye laser by a more narrow-band pulsed-dye-amplifier ͑PDA͒ system. This home-built high power PDA system was successfully employed to measure the same 1 1 S-2 1 P transition in helium resulting in an accuracy for the ground state Lamb shift of 175 MHz ͓23͔, which was again a fivefold improvement over the first study. Also the 4 He-3 He transition isotope shift on the 1 1 S-2 1 P resonance line was studied with the PDA system resulting in an accurate value of 263 410͑7͒ MHz.
Precision measurements with pulsed laser sources are generally hampered by time-dependent frequency deviations ͑chirp͒ resulting from phase fluctuations in PDA's ͓24,25͔. This phenomenon may significantly limit the accuracy of frequency calibration in precision studies using pulsed laser sources. Indeed chirp was the limiting factor in our second study on the helium ground state Lamb shift ͓23͔. Early experiments on hydrogen ͓26͔ and positronium ͓27͔ were limited in much the same way, before cw laser excitation was achieved ͓28,29͔. Many experiments, however, can at present only be performed by pulsed excitation. As a result, the study of frequency chirp has become an active field of research.
In this paper we present a method to accurately measure the chirp effects on laser pulses as short as 6 ns. Moreover a method is described to actively control and eliminate the chirp effects using an electro-optic modulator to produce ''antichirped'' pulses. Applying these electro-optical techniques we demonstrate that chirp-induced calibration errors in XUV spectroscopy can be eliminated to a large extent. In combination with methods to address the phenomenon of dynamic Stark shifts and an improved calibration standard, this results in a determination of the Lamb shift with an accuracy 45 MHz, again a fourfold improvement over the previous value ͓23͔. A detailed account will be given of the experimental techniques that were used to determine the accurate value for the 1 1 S ground Lamb shift in helium as well as the 4 He-3 He transition isotope shift in the 1 1 S-2 1 P resonance line. Also the dynamic Stark-shift calculations for both isotopes, which were not published in full before, will be presented.
II. EXPERIMENTAL SETUP
The setup consists of three functional parts ͑Fig. 2͒. In the first part a narrow bandwidth carrier frequency at 584 nm is generated and accurately calibrated using an etalon and saturation spectroscopy. This part will be described in Sec. II A. The second stage consists of a pulse-dye amplifier ͑PDA͒ and frequency doubler to generate high-power UV pulsed radiation at 292 nm. Chirp induced in the PDA is monitored and modified in this part of the setup, which is detailed in Sec. II B. In the third part the UV is up-converted to XUV radiation at 58.4 nm by a fifth-harmonic process, which then induces the 1 1 S-2 1 P resonance line in helium in a crossedbeam setup ͑Sec. II C͒.
A. Primary light source and calibration
The primary source of radiation is a Spectra-Physics 380D cw ring laser with Rhodamine 6G dye ͑output 700 mW, ϳ1 MHz bandwidth͒. In the harmonic up-conversion process the frequency relation f XUV ϳ10f cw ͑apart from small deviations which are discussed in Sec. III͒ holds, so the calibration of the 1 1 S-2 1 P transition frequency can be performed in the visible using saturation spectroscopy on molecular iodine ͑Fig. 3͒. For this purpose the ''o'' component of the P͑88͒15-1 transition in I 2 , close to 1 10 th of the FIG. 1. Detection principle of the 1 1 S-2 1 P transition in helium in a 1 XUV photon excitation followed by a 1 UV photon ionization scheme. The 1 XUV ϩ 1 UV two-photon ionization competes with resonant fluorescence to the ground state; fluorescence decay to 2 1 S(Ͻ0.1%) is neglected. 1 1 S-2 1 P frequency, was calibrated in our laboratory using saturation spectroscopy ͑see also Sec. IV͒ relative to the ''i'' component of the R͑99͒15-1i transition in I 2 ͓30͔. The saturating beam of 5 mW, mechanically chopped at 850 Hz, is focused with a 1 m lens in a 10 cm long iodine cell at room temperature. The saturation signal is recorded with a weak probe beam ͑0.2 mW͒. A bandpass filter with 0.07 sec integration time was used to select the saturation signal at 850 Hz. The energy separation of almost 13 cm Ϫ1 between these two hyperfine components was measured using a sealed and temperature stabilized (ϳ0.1°C) etalon. In addition, this etalon is actively locked to an I 2 -stabilized HeNe laser, resulting in negligible drift during the measurements. The free spectral range ͑FSR͒ of this etalon of 148.9567͑4͒ MHz was determined using I 2 hyperfine lines ͓30,31͔ within a few hundred cm Ϫ1 from the P͑88͒15-1. No significant wavelength dependence of the FSR was found over Ϯ300 cm Ϫ1 around our calibration position.
The calibration standard was measured by Grieser et al. ͓30͔ at 6°C while we used 20°C. Comparison of the frequency of this transition at temperatures of 0°C ͑cell partly in ice water͒ and 20°C showed that the uncertainty due to this temperature difference is smaller than 0.4 MHz. Pressure shifts may also arise from leakage of air into the I 2 cell. Therefore the difference between the standard sealed cell and one that can be evacuated and refilled in a few minutes was also measured. The influence of up to ϳ0.01 mbar of air on the reference lines was investigated and no difference was found within an uncertainty of 0.3 MHz. Additional tests on the influence of dynamic Stark shift, magnetic field, and electronic integration time ͑0.07 sec͒ resulted in a conservative estimate for the uncertainty in the position of both lines of ϳ1 MHz. Together with the uncertainty in the difference measurement with the etalon ͑1 MHz due to 2563 fringes͒ an estimated total rms uncertainty of 1.7 MHz for the P88͑15-1͒-o line at 513 049 427.1 MHz results. The small interval of ϳ84 MHz in the visible to the resonance position of 1 1 S-2 1 P introduces no significant additional error. Therefore the XUV frequency uncertainty due to the absolute calibration in the visible is 17 MHz ͑see Table I͒ .
B. The pulse dye amplifier
Tunable 58 nm radiation with a pulse length of a few nanoseconds is generated in a fifth-harmonic process from ultraviolet light at 292 nm. Due to the low nonlinear efficiency high laser powers are required. The requirements for beam-pointing stability are stringent because of calibration errors induced by Doppler effects. With these two requirements in mind a high-power PDA system was built, as shown in Fig. 4 ͑the boxes indicating the PDA chirp modification and measurement components are described in Sec. III B͒.
A single-mode fiber ͑25 m long͒ is used to decouple the cw ring laser from the PDA, ensuring a good pointing stability. A Faraday isolator is inserted to prevent disruption of the cw laser by backreflections from the fiber. The fiber does not preserve polarization, and therefore the polarization may be scrambled because of temperature changes and mechanical stress. However, the PDA and the harmonic conversion processes require stable linear polarization. Therefore, a second Faraday isolator at the fiber exit serves two purposes. It protects the fiber exit from being damaged by backscattered and amplified PDA radiation and it selects the linear, vertical polarization component. Twisting of the fiber in combination with two quarter-wave plates is used to maintain linear polarization and optimal seed power.
The PDA is pumped by an injection-seeded and frequency-doubled 10 Hz Nd:YAG laser ͑Spectra Physics GCR-5͒ delivering 740 mJ at 532 nm. Amplification of 150 mW cw laser light to 6.5 ns pulses of 220 mJ takes place in three rectangular dye flow cells, mounted under Brewster angle to minimize losses. pumped with 10 mJ from a quartz wedge reflection. Two cylindrical lenses and a diaphragm are used to illuminate the amplification zone homogeneously. The seed beam is focused to a diameter of only a few tenths of a mm just behind the quartz window of the first dye cell. In this way the PDA output saturates at relatively low seed power (ϳ50 mW), and spatial variation of the gain (10 4 -10 5 ) over the seed beam diameter is kept to a minimum. The optical path of the amplified beam through the PDA is folded, as shown in Fig.  4 , to allow for 2 m and 1.3 m distances between the amplifier cells. Together with a diaphragm ͑diameter 3 mm͒ just before the second stage, spontaneous amplified emission is in this way kept below 1% without any further measures. In contrast to previous designs ͑e.g., ͓20͔͒ both the second and third amplifier are longitudinally pumped ͑in opposite direction to the seed beam͒. This geometry is more efficient than side pumping because it allows the pump power to be distributed unevenly over the cell to match the power needed by the amplified beam as it propagates through the gain medium. Optimum power is generated for a dye solution of about 15 mg/l Rh B in the second and last stage, which therefore share the same circulation pump. Spatial filtering of the amplified beam is used before the second stage only (80 m pinhole͒ to remove diffracted beams from the first cell. No further spatial filtering is necessary after the second and third amplifier cell because of the good beam quality of the Nd:YAG laser ͑near Gaussian͒ and the longitudinal pump geometry. A telescope in the pump beam for the second stage ͑4% reflection from a prism: 30 mJ͒ matches the pump to the seed beam diameter of 3 mm ͑slightly diverging beam͒. The dimensions of the dye cell ͑gain length 15 mm͒ are somewhat larger to avoid diffraction. Typical output powers of the second stage are 5-6 mJ. The beam then diverges further and is finally collimated to 8 mm diam. Amplification of this beam in the third stage delivers ϳ220 mJ at 584 nm, from a pump power of 650 mJ ͑8 mm diam, gain length 20 mm͒. The bandwidth of the PDA is typically 90-95 MHz, measured using an etalon with a bandwidth of 30 MHz.
The PDA output is frequency doubled in a KD * P crystal of 20 mm length to generate up to 100 mJ at 292 nm. Separation of the UV from the fundamental radiation is performed with two dichroic mirrors. When all reflection losses due to windows and crystal surfaces are taken into account, a second-harmonic conversion efficiency of 63% is estimated. This high efficiency reflects the good spatial quality and spectral purity of the PDA beam. The UV beam has a ͑small͒ divergence of ϳ0.4 mrad. Nonoptimal phase matching then results in a slight UV beam asymmetry which is detected by two photodiodes. The difference signal of the diodes is used in a feedback loop to adjust the crystal angle. In this manner the UV power is kept optimal during the measurements with a long term stability better than 5%; pulse to pulse intensity variations are within ϳ10%.
C. Fifth-harmonic generation and signal detection
The vacuum setup of the XUV spectrometer consists of three differentially pumped chambers. In the first chamber the UV is focused in a gaseous nonlinear medium for upconversion to the XUV at 58 nm. In a second chamber a pulse expansion of He generates the atomic beam. Both XUV and helium beam intersect in the third ͑interaction͒ chamber to induce the resonance transition ͑see Fig. 5͒ .
Tunable radiation in the extreme ultraviolet is generated by the method of harmonic generation in a gaseous jet, which is now well established, experimentally as well as theoretically. In a perturbative approach the qth harmonic yield for a focused Gaussian beam along the z axis can be expressed as ͓32͔
Here N is the density of the nonlinear medium, q ( 1 , q ) is the nonlinear susceptibility of order q, and F q is the phasematch integral over the medium with length L, given by
b is the confocal parameter of the fundamental beam, P q and P 1 the power of the qth harmonic and fundamental radiation, respectively. The phase mismatch between the driving and generated field expressed in the wave vectors k is given by ⌬kϭk q Ϫqk 1 . The nonlinear susceptibility decreases rapidly for higherorder processes. From Eq. ͑1͒ it is apparent that high UV power is the most effective way to compensate for this effect. Also a high density and resonances in the medium at the 2-, 3-, or 4-UV photon level may enhance the nonlinear susceptibility and thereby the harmonic yield by several orders of magnitude. The energy level structure of the particles in the nonlinear medium also determines whether the medium is either negatively (⌬kϽ0) or positively dispersing (⌬kϾ0). This is important for the phase-match integral F.
In case of tight focusing (bӷL) optimal phase matching for harmonic production is achieved in negatively dispersing media, while in case of positively dispersing media loose focusing (bӷL) is best ͓33,34͔. For third-harmonic generation these conditions can be met by choosing a proper mixture of gases ͓35͔. In this case energy conversion efficiencies of typically 10 Ϫ4 to 10 Ϫ6 can be obtained ͓18͔. For fifth-harmonic conversion to 58 nm the situation is quite different. Because the fifth-order nonlinear susceptibility is low, very high peak powers of the fundamental UV radiation are required. A typical focal length of 25 cm used for focusing the UV results in our case in power densities of 10 12 -10 13 W/cm 2 . Under these conditions intermediate resonances must be avoided as they will enhance multiphoton transitions, eventually leading to ionization and optical breakdown of the medium. In Sec. III B 1 the detrimental effects of ionization on XUV production are discussed in more detail. In addition, phase matching is not easily adjusted because the XUV photon energy is well above the bound state energies of most gases ͑except neon and helium͒.
Equation ͑1͒ is in principle only valid for the low-field regime ͑power density Ͻ10 12 W/cm 2 ). When the intensity is larger than 10 13 W/cm 2 the force of the electromagnetic field on the electrons becomes equal or even surpasses the internal forces of the atom. A perturbative approach is then no longer valid and an alternative description is required ͓36͔. Our present situation is somewhere in between these two regimes of harmonic generation. In Sec. III B 4 highfield harmonic generation is discussed in relation to chirpinduced calibration errors.
Several gases such as Xe, C 2 H 2 , and N 2 were employed as nonlinear medium with backing pressures of a few bar. Although Xe is often used for third-harmonic generation because of its high nonlinear susceptibility, the low threshold for ionization and optical breakdown makes it unsuitable for fifth-harmonic generation using nanosecond pulses. Both C 2 H 2 and N 2 have a lower nonlinear susceptibility, but they are more resistant to breakdown. These gases were chosen as nonlinear medium for most of the measurements as the lower susceptibility can be compensated to a large extent by a high gas density. We use a free jet as nonlinear medium ͑see, e.g., Ref. ͓20͔͒, in which high gas density at the location of the focus is combined with high vacuum conditions along the path of XUV propagation. The pulsed jet of ϳ150 s duration and estimated density of a few mbar is produced by a home-built, piezoelectrically driven valve after a design of Proch and Trickl ͓37͔. A diffusion pump with liquid-nitrogen baffle is used to maintain an average background pressure of ϳ2ϫ10 Ϫ5 mbar. Higher background pressures result in reabsorption of the XUV because of the high photon energy, well above the ionization threshold of most gases. Approximately 10 6 photons at 58 nm are produced per laser pulse ͑see below͒. Third-harmonic radiation at 97 nm is produced simultaneously at much higher intensities, but this does not affect the experiment as helium is transparent at this wavelength. The XUV and UV pulses overlap both spatially and in time. Both beams pass through a 3 mm hole and a variable slit diaphragm into the interaction chamber where the 1 1 S-2 1 P transition is induced. The slit was used to determine the divergence of the fifth-harmonic beam which turns out to be approximately 1 4 of the UV beam divergence. The FIG. 5 . The XUV spectrometer setup with ion detection. Note that the setup at the right side of the lens L is kept under vacuum (10 Ϫ5 -10 Ϫ7 mbar). This part consists of three differentially pumped vacuum chambers; in one XUV is generated in a N 2 jet, in a second the atomic beam is produced before entering a third interaction chamber through a skimmer ͑EM, electron multiplier; TOF, time-of-flight separator͒.
UV divergence and power density in the interaction region depend on the focal length of the lens used to focus the UV for fifth-harmonic conversion. This dependence was used to determine the influence of the dynamic Stark effect induced by the high UV power density on the helium energy level structure. This is described in Sec. III C. For the f ϭ24.3 cm lens used in the final Lamb shift measurement the XUV divergence is ϳ18 mrad, resulting in a power density on the order of 100 mW/cm 2 at 58 nm in the interaction region. To reduce Doppler effects, the 1 1 S-2 1 P transition is induced in a helium atomic beam produced in a differentially pumped chamber by a pulsed ͑supersonic͒ expansion. Both pure He and a 10-90% He/Kr mixture were used. The backing pressure is typically 3 bar for the solenoid valve ͑General Valve͒ generating the pulsed expansion. The average pressure in this source chamber is kept below 2ϫ10 Ϫ5 mbar by a 2500 l/s diffusion pump. A skimmer is used to select the central part of the expansion, thereby reducing the beam divergence considerably. Further details of this skimmer and other methods to reduce Doppler effects are discussed in Sec. III A.
In the interaction chamber, kept at pressures below 5ϫ10 Ϫ7 mbar by a turbomolecular pump, the XUV/UV and helium beams perpendicularly intersect. Once the XUV induces the transition to the short lived 2 1 P level ͑0.556 ns ͓38,39͔͒ the powerful UV ionizes the excited atoms. High UV power (Ͼ10 MW/cm 2 ) is necessary to compete with the fluorescence decay back to the ground state ͑see Fig. 1͒ . The high UV power density also gives rise to dynamic Stark shifts in helium ͑Sec. III C͒ and fragmentation of hydrocarbons from pump oil into many ionic fragments. For the dynamic Stark shift measurements at high UV power a liquid nitrogen cold finger was used to reduce the amount of pumpoil fragments.
A delayed and pulsed electric field of ϳ50 V/cm is used to extract the ions into a time-of-flight tube to separate the masses of 3 He, 4 He, and unwanted pump-oil fragments. Detection is performed using an electron multiplier. Pulse-topulse signal fluctuations of ϳ50% were observed. After amplification the signal is stored on a computer ͑SUN 4͒ using a BOXCAR integrator and a 12 bit AD converter interface ͑Stanford Research Systems SR250 and SR245, respectively͒. A measurement is performed by computerized scanning of the cw ring laser in small steps. For each step the ion signal of four laser pulses is averaged. The absolute frequency position is recorded on-line using the 150 MHz etalon and saturation spectroscopy in I 2 as described in Sec. II A.
The fifth-harmonic yield is derived from the number of He ions detected, taking into account absorption, ionization, and detection efficiency. For the He/Kr mixture using the 24.3 cm UV focusing lens typically a few hundred ions per laser pulse were detected. Using pure helium the ion signal saturated because of total absorption of XUV at a more than an order of magnitude increased signal. From this it may be concluded that the absorption in the He/Kr mixture is of the order of a few percent. Due to the short lifetime ͑0.56 ns͒ of 2 1 P only a few percent of all atoms that absorb an XUV photon are ionized. Combined with a detector efficiency of ϳ30% a minimum XUV yield at 58 nm of ϳ10 6 photons per laser pulse is estimated. This corresponds to a power density on the order of 100 mW/cm 2 in the interaction region, far below the saturation intensity of 190 W/cm 2 for the 1 1 S-2 1 P transition. Although the transition is not saturated, broadening effects were observed of the order of 10-20 % of the linewidth due to saturation in the electron multiplier for higher He and N 2 density. The XUV bandwidth cannot be determined easily from the transition linewidth of typically 600-650 MHz due to Doppler broadening effects. However, from the chirp measurements and calculated effect on the resonance position ͑Sec. III B 2͒ an XUV bandwidth of 250 MHz can be estimated.
The UV power dependence of the He ϩ signal was measured by varying the UV down to ϳ65% of the maximum. For C 2 H 2 and N 2 as nonlinear media a UV dependence ͑ion signal ϳ P UV ) of, respectively, ϭ5.0 and ϭ5.5 was found with an uncertainty of about 0.5. A power law of 6 is expected based on the fifth-harmonic process and the ͑unsatur-ated͒ ionization step. For N 2 a XUV power dependence on UV of 4.5 ͑5.5 minus one for ionization͒ is obtained, which was used in calculating the effect of chirp on the 1 1 S-2 1 P transition ͑Sec. III B͒.
III. SYSTEMATIC EFFECTS
Although calibration can be accurately performed in the visible due to the frequency relation f XUV ϭ10f vis , several systematic error sources are important for a precise determination of the 1 1 S-2 1 P transition frequency. In this respect it is an advantage that the harmonic up-conversion to 58 nm is not enhanced by intermediate resonances in the nonlinear medium, which implies that the fifth-harmonic yield does not strongly depend on wavelength. Therefore no distortion or shift of the transition line shape is expected. Three other phenomena, Doppler shift, frequency chirp, and dynamic Stark shift, do have a significant effect of several tens of MHz on the calibration. Each error source will be discussed separately in the following sections, including extensions to the setup needed to measure and control the effects.
A. Doppler effects
The one-photon 1 1 S-2 1 P transition is highly sensitive to Doppler shifts and broadening. To reduce these effects a geometry with perpendicularly crossed and collimated beams is chosen ͑see also Figs. 2 and 5͒. The average velocity of pure helium in the pulsed expansion is 1200͑300͒ m/s, deduced by comparing the flight time of the helium atoms for various distances between the nozzle and interaction zone. An expansion of 10% He in 90% Kr reduces this velocity to 480͑100͒ m/s due to He-Kr collisions in the first few cm of the expansion ͓40͔. No significant difference in velocity ͑''velocity slip''͒ between 3 He and 4 He occurs because of the small mass difference compared to the mass of Kr. Consequently the Doppler shift in a pure He beam is 2.5 times larger than in a He/Kr beam. This difference is used to align the XUV/UV and helium beams perpendicularly. As long as a Doppler shift exists, the He/Kr and pure He will show a difference in transition frequency. The geometrical beam alignment is adjusted until this difference is comparable to the statistical uncertainty in this measurement. A possible source for a Doppler shift of several MHz induced by asymmetry of absorption in the atomic beam is minimized by taking equal partial helium pressures for the pure He and the He/Kr beam during the alignment procedure.
Doppler broadening of the transition is related to the divergence of the atomic beam and to the velocity spread of the atoms. The XUV divergence is generally a few times smaller and therefore only marginally contributes to broadening. In principle the divergence of the helium beam depends on the geometry, determined by the diameters and positions of skimmer and nozzle openings. However, backscattered atoms from the skimmer can disturb the beam, resulting in an increased divergence. Without Doppler effects a symmetric linewidth of ϳ400 MHz is expected, based on the linewidth of our XUV source of ϳ250 MHz ͑see Sec. II C͒ and natural linewidth of 286 MHz. Any broadening beyond 400 MHz is interpreted as Doppler-induced. In the earlier experiments, including the determination of the isotope shift ͓23͔, a metal skimmer (90°total cone angle and orifice of 2 mm͒ was used. Although from geometrical considerations a 500-600 MHz linewidth was expected, both isotopes showed the same asymmetric line shape with a width of 950 MHz for pure He as well as for the He/Kr mixture. In spite of this peculiar behavior, the Doppler shift depended on the XUV atomic beam angle as predicted. This was an indication that the 90°skimmer diffused the atoms, although the beam direction was still determined by the skimmer-nozzle axis. As no significant differences for the line shapes for 3 He and 4 He were found, the resulting uncertainty in the isotope shift due to shape and related effects was limited to only 3 MHz.
However, the absolute transition frequency in that measurement was severely hampered by asymmetric line shapes, resulting in an uncertainty contribution of 70 MHz ͓23͔. A test was performed to study this effect with a 3 mm wide slit mask in the ion collection system along the direction of the helium beam. The skimmer was mounted at a distance of about 20 cm from the interaction region, with a skimmernozzle distance of 15 cm. The slit selected a small part of the helium beam contributing to the signal. In this case the line shape became symmetric with a linewidth reduction to 500͑30͒ MHz. This is the narrowest linewidth observed, but the use of a slit is not practical for the beam-alignment procedure described earlier in this section. Therefore a new skimmer was designed by deforming acrylic sheet plastic. This skimmer is steep ͑total cone angle Ͻ15°) and ''volcano shaped,'' smooth, thin ͑0.1 mm͒, and has an opening of 2.5 mm diam. With this skimmer a minimum linewidth of ϳ600 MHz and a symmetric profile for the 1 1 S-2 1 P transition is obtained. Pure helium gives a symmetric linewidth of ϳ850 MHz and a line shape resembling more a Lorentzian than a Gaussian. From these line shapes and widths it can be concluded that the Doppler broadening for the He/Kr mixture is best described by convolution with a 200 MHz FWHM Lorentzian.
B. Frequency chirp
When a laser beam experiences a time-dependent refractive index, its optical phase is modulated by an amount equal to ⌽(z,t). The resulting time-dependent frequency deviations ⌬ f ͑chirp͒ from the original frequency f can be expressed as
Sources for this effect are self-phase modulation ͑optical Kerr effect͒, time-dependent ionization of the medium of propagation ͑in nonlinear up-conversion processes ͓41͔͒, and time-dependent gain ͑in PDA's͒. In this section chirp occurring in pulse amplification of a cw seed frequency is considered as it has the largest impact on the calibration of the present Lamb shift measurement. Due to the harmonic up-conversion process any frequency deviation from the seed laser in the visible results in a frequency excursion ten times as large in the XUV. Frequency chirp in a PDA has recently been the subject of several investigations ͓24,25,42͔, from which it is now well established that the origin of chirp in a PDA is time-dependent gain in the amplification process. This can be explained using the Kramers-Kronig relations ͓43͔, connecting the absorption ͑i.e., negative gain͒ to the refractive index of a material. Melikechi et al. ͓25͔ have shown that one may write
Here ϭ2 f ,ϭtϪzn s ()/c is the time coordinate transformed to the moving pulse window, n s is the refractive index of the dye solvent, and N 1 the excited state population of the dye, which is a function of time and position z along the beam direction in the amplifier cell. The two coefficients ␣ 0 and ␣ 1 in Eq. ͑4͒ can be calculated from the absorption cross section 0 () and the fluorescence cross section 1 (), respectively, as given by Haas and Rotter ͓44͔:
where P denotes the principal integral. When the absorption and fluorescence band of a dye are well separated, ␣ 0 is negligible due to the frequency denominator in Eq. ͑5͒. It follows that there must be a wavelength in the fluorescence band where ␣ 1 is zero ͓due to the denominator in Eq. ͑5͔͒, leading to chirp-free amplification. Such behavior has been demonstrated in DCM dye at 661.95 nm by Melikechi et al. ͓25͔ . Often the combination of wavelength and dye cannot be chosen freely, and the absorption and fluorescence band may overlap such as for the Rhodamine B dye used in the present experiment. Frequency chirp is therefore inevitable in many experiments with a PDA. A solution is to eliminate chirp actively by applying a counteracting phase modulation with an electro-optic modulator ͑EOM͒ on the seed beam of the PDA. This technique was investigated independently by Reinhard et al. ͓45͔ for measurements on muonium using PDA pulses of ϳ20 ns duration. Due to the nanosecond time scale of the pulses ͑in the present case 6.5 ns͒ this compensation cannot be tailored for each individual pulse. However, the average chirp over multiple pulses can be reduced considerably, as demonstrated in Sec. IV.
When chirp and intensity profile of the XUV pulse can be measured, it is possible to calculate the effect on the 1 1 S-2 1 P resonance frequency. The difficulty is that the XUV intensity profile has to be measured with subnanosecond resolution, which is a technical problem. To investigate the net effect of chirp in the PDA on the resonance frequency, several detailed measurements have been performed where the chirp was actively increased ͑''extra-chirp''͒ and decreased ͑''antichirp''͒ with the use of an EOM in the seedlaser beam ͑see the next section͒. When the EOM is not used, the chirp in the PDA is referred to as ''normal chirp.''
Chirp measurement and modification procedure
The chirp measurement principle used is similar to that described by Fee et al. ͓24͔ and Ganghopadhyay ͓42͔. It is based on heterodyning the cw seed laser with the pulsed output of the PDA. The total beat intensity I b (t) is 
Insertion of Eq. ͑7͒ in Eq. ͑6͒ shows how to reconstruct the phase. Retaining only the positive ͑or negative͒ frequency components in the FFT of I b (t) one of the exponentials in the beat signal is selected from which the phase is easily retrieved. This method requires that the frequency components associated with the pulsed envelope (I p ) are well separated from the true heterodyne signal. For the ϳ20 ns long pulses in Refs. ͓24,42͔ this is accomplished by frequency shifting the cw laser a few hundred MHz with an acoustooptic modulator ͑AOM͒. A bandpass filter can then be used to select the pulse-independent heterodyne signal. The short PDA pulses of 6.5 ns duration in our experiment would require an awkwardly high offset frequency of ϳ1 GHz and a detection bandwidth of several GHz to obtain an accuracy better than 1 MHz. Instead, we measure the pulsed intensity profile I p in such a way that it can be eliminated from I b with high accuracy. Reconstruction of the phase with the FFTfiltering method can in this way be performed with a low offset frequency of 250 MHz. In Fig. 6 a schematic of the chirp measurement and phase modification setup is shown. Part of the output of the seed beam ͑10 mW͒ is split off to serve as a phase reference, 250 MHz shifted by an AOM ͑accuracy 1 kHz͒. The main seed beam travels through a pulsed EOM which allows for modification of the input phase before amplification in the PDA. Part of the output of the PDA is recombined with the frequency-shifted seed beam on a quartz plate to generate a heterodyne beat signal. A diaphragm of 1.5 mm diam, which can be displaced transversely to measure the position dependence of chirp, selects a small part of the PDA beam. The intensity in the beam profile is not a fixed function of position due to random fluctuations induced by the pump laser ͑sometimes mode-beating effects are observed͒ and by Schlieren effects in the dye. To be able to divide out the pulse envelope it is therefore necessary to measure the pulse at the same spot where the heterodyne signal is observed. For this purpose two half-wave plates are used to obtain a cw laser beam with pure linearly ͑horizontal͒ polarized light, and a PDA beam with both linear polarization components. The parallel components generate the beat signal, while the perpendicular polarization component of the PDA output is unaffected by the cw light. Both signals are recorded on the same photodiode, separated in time by a polarizationdependent delay line of ϳ25 ns. This ensures that also the electronic detection properties are the same. Once the delay and the amplitude ratio of the pulse component in both signals have been calibrated ͑cw light off͒ the pulse envelope can be subtracted and divided out from the signal I b . To calculate the effect of chirp on the resonance transition also the UV intensity profile is measured on the same photodiode ͑delay ϳ50 ns). As the photodiode is not sensitive at 292 nm, the fluorescence of a piece of black felt is measured instead. Due to the short fluorescence time of this material (Ͻ1 ns) the UV pulse profile is not significantly broadened. The total bandwidth of the 1 GHz photodiode combined with the 1 GHz, 5 Gs/s, 8-bit digital oscilloscope ͑Tektronix TDS680B͒ is ϳ800 MHz, which was determined by measuring the response of laser pulses of 100 fs duration.
In Fig. 7 the different stages of the chirp measurement procedure are shown. Part ͑a͒ of Fig. 7 shows a typical oscilloscope readout. Electrical and digitizing noise limit correction with the measured pulse intensity to the central part of the heterodyne signal with a pulse component larger than 10% of the maximum intensity. Outside these regions the pulse corrected beat signal is extrapolated with a slowly decreasing sinusoidal ͓Fig. 7͑b͔͒. In this way wraparound effects are avoided in the FFT of this signal. Only the positive frequency components are transformed back ͑high-frequency noise components are filtered out as well͒, from which the difference with the AOM frequency can be determined. In part͑c͒ of Fig. 7 the resulting phase evolution is shown. The initial phase depends on the optical path difference of cw and PDA beam which is different for each pulse. Using Eq. ͑3͒ the frequency chirp is calculated from the measured phase as shown in part ͑d͒ of Fig. 7 . Pulse-to-pulse fluctuations in the chirp are typically on the order of 5-10 MHz. To reduce the effect of these real and detection-noise-induced fluctuations most chirp measurements were averaged over 50-100 laser pulses.
The total chirp measurement process has been automated and the chirp of one out of every three laser pulses is determined ͑limited by computer and data transfer time of the oscilloscope͒. In addition an estimate for the XUV shift is calculated from each measurement based on weighting the chirp with the 5.5th UV power dependence of the ionization signal ͑Sec. II C͒.
To estimate the accuracy of the chirp measurement procedure extensive computer simulations were performed, including noise and other typical experimental features. From simulations ͓Fig. 8͑a͔͒ of normal chirp variation of Ͻ10 MHz/ns within the pulse it can be concluded that the reconstruction algorithm predicts the chirp for a large part of the pulse very well. For the PDA pulse time window with an intensity larger than 40% of the maximum, deviations of ϳ1 -2 MHz from the simulated chirp are found with a tendency to ''cut corners'' for rapid chirp variations. In the leading and trailing part deviations increasing up to ϳ10 MHz are observed, attributed to the extrapolation of the heterodyne signal to decrease the effect of noise. The net effect on the XUV measurement is on average calculated ͑Sec. III B 2͒ to be smaller than a few MHz due to the averaging over the expected ion signal. The total calculated chirp-induced shift of the resonance ͑average over 50 laser pulses͒ shows random fluctuations of typically 5 MHz. Based on simulations and measurements an uncertainty in the XUV measurements of 10 MHz due to the chirp measurement procedure is estimated. The uncertainty in the actual XUV intensity function introduces an additional uncertainty in the net effect of chirp as discussed in Sec. IV B.
Because of the good transverse beam profile of the PDA the variation of the chirp is typically 1-2 MHz over its central part ͑5 mm out of 8 mm total beam diameter͒, and up to 4-5 MHz outside this region. This was measured with the 1.5 mm diaphragm in the PDA beam. To reduce the uncertainty in the absolute transition measurement only the central 5 mm (ϳ70% of the total power͒ of the PDA output was used for harmonic up-conversion during the Lamb-shift measurement. The uncertainty in the XUV resonance frequency due to spatial variation of chirp is estimated to be ϳ20 MHz.
The chirp and phase are monitored continuously and phase adjustments with the pulsed EOM are performed interactively to either increase or decrease the chirp of the PDA. The EOM consists of a 20ϫ0.5ϫ0.6 mm LiTaO 3 crystal driven on each side with a fast voltage switch ͑range 0-30 V͒. The risetime is adjustable from 1.5 ns to 10 ns, and a delay of both pulses can be set independently relative to the Nd:YAG laser pulse ͑delay generator: Stanford Research Systems DG535͒; Nd:YAG laser pulse timing jitter is Ϯ0.6ns. Decreasing chirp with the EOM by applying a counteracting phase modulation reduces the sensitivity of the calculated effect on the XUV production function. This is used to perform highly accurate ''antichirped'' measurements. By introducing an extra large chirp pulse of ϳ80 MHz in 2 ns the transition linewidth and shape is made sensitive to the effective XUV production time dependence, which can thus be investigated accurately. Simulations of such strong extra chirp, however, show that the approximation in Eq. ͑7͒ is then no longer valid, and can lead to an underestimation of the chirp amplitude by as much as 20-30%. We found that the reconstruction algorithm can be improved in this case, by reducing the number of frequency components in the heterodyne signal in a recursive manner. For this purpose the reconstructed phase is used to linearize and resample the het- erodyne signal. This procedure is then repeated two times and the total phase is obtained by adding the results of all intermediate steps. Figure 8͑b͒ shows the improvements using such a procedure. Although still slightly underestimated, large chirps are measured more accurately in this way, leading to a better agreement between calculated and measured line shapes ͑see Sec. IV͒.
Line shape calculations
To have an indication of the influence of chirp on the 1 1 S-2 1 P transition during the measurements, an estimate of the ion-signal intensity weighting over the measured chirp is used to calculate the chirp-induced shifts. However, for a correct description the coherent nature of the excitation process has to be considered. The final analysis is based on the density matrix formalism ͑see, e.g., Boyd ͓46͔͒.
As shown in Fig. 1 , the excitation scheme is similar to a two-level system in which ͑linearly polarized XUV͒ couples the 1 1 S and the 2 1 P state ͑difference frequency 12 ) via a dipole interaction V. Fluorescence back to the ground state at a rate ⌫ induces the largest damping ͑fluo-rescence to 2 1 S is 10 Ϫ3 times weaker and therefore negligible͒. The effect of the ionizing UV intensity I UV is incorporated into the equations of motion by introduction of a dynamic Stark shift ⌬ s ϭ␤I UV and an ionization rate ϭI UV ͓46͔. The dynamic Stark constant ␤ and ionization cross section are discussed in Sec. III C. Without explicitly showing the time and position dependences of , V, and the density matrix elements , the equations of motion can be written as Ϫ18 cm 2 ͓47͔ ͑for linear polarization, ⌬mϭ0). To integrate Eqs. ͑14͒-͑17͒ the UV and XUV frequency and intensity functions deduced from chirp measurements are used as input. The time-dependent XUV field amplitude E 0 is approximated by ͑see Sec. II C͒
Here is a scaling constant to match the field strength to the estimated XUV yield. As N 2 was used as a nonlinear medium for fifth-harmonic generation we used ϭ4.5(0.5) ͑Sec. II C͒ for all calculations of the line shape. The coupled differential equations ͑14͒-͑17͒ have been integrated with the Burlisch-Stoer method ͑adaptive stepsize͒ ͓48͔ for the UV and XUV intensities in the center of the XUV beam, as a function of frequency. For this purpose the excitation probability was calculated for 100 frequency points evenly distributed over an interval of 4 GHz around the transition frequency. Cubic-spline interpolation was used in between these points. Without Doppler broadening a linewidth of ϳ400 MHz ͑natural linewidth 286 MHz͒ is found using typical experimental chirp and UV pulse data. Doppler broadening is included by convolution with a 200 MHz Lorenzian ͑see Sec. III A͒.
Chirp properties of the PDA
The observed wavelength dependence of chirp in the PDA with all three amplifiers active is quite strong as shown in Fig. 9 . Probably due to the overlapping fluorescence and absorption band of Rhodamine B, the chirp is never close to zero. On the short wavelength side, closer to the absorption band of Rhodamine B, the phase at the end of the pulse does not return to its original starting point. An explanation might be that at the short wavelength side the amplified beam is reabsorbed, keeping the excited state population high instead of decreasing it. Despite the strong wavelength dependence of the chirp, its effect on the isotope shift can be neglected due to the small frequency separation of only 1 cm Ϫ1 in the visible between the 3 He and 4 He resonance lines.
In contrast to what might be expected from Eq. ͑4͒, the strongest chirp effects were seen for the lowest pump power in the first amplifier cell. The reason probably is saturation of the gain for high pump power, which reduces the phase modulation during the pulse amplification. A similar effect is seen when the second and third amplifier stages are added. The chirp decreased with each extra amplifier, instead of an increase as observed by Fee et al. ͓24͔ . Changing the seed power from 30 to 150 mW made no significant difference for most of the PDA pulse. Only in the leading and trailing edge were deviations of the order of 5 MHz observed.
From the measurements it is clear that chirp cannot be neglected in these XUV experiments. For this reason the phase modulation in the PDA is actively altered with an EOM as described in Sec. III B 1. The results of induced extra-and antichirp on the calibration will be presented together with final measurements in Sec. IV.
Chirp in frequency doubling and harmonic generation
Measuring chirp induced in a frequency-doubling process is difficult ͓42͔ and can lead to erroneous conclusions about the amplitude and even the sign of the chirp ͓49͔. Therefore recent realistic calculations of chirp in frequency doubling in a KDP crystal by Smith and Bowers ͓49͔ were used; they included strong fundamental power depletion ͑conversion efficiency 56%͒, diffraction, absorption, and beam walkoff. One of their main conclusions is that no significant phase modulation is induced in the doubled light under conditions of perfect phase matching in combination with negligible losses due to absorption, diffraction, or beam walkoff. However, any deviation from this ideal situation, such as a sizeable phase mismatch, will result in frequency chirp. Diffraction and beam walkoff are not important in the present situation because of the large beam diameter of 8 mm. We expect chirp mainly because of a possible phase mismatch. A phase mismatch ⌬k of maximally 0.07 mm Ϫ1 is estimated for our 20 mm long KD * P doubling crystal. This is based on an estimated maximum efficiency reduction of 15% due to imperfect feedback and an effective beam divergence of ϳ0.4 mrad. As the ion signal strongly depends on UV power, the lower yield for mismatched UV production helps to reduce the net effect of mismatch-induced chirp. The chirp is roughly proportional to phase mismatch and laser power. Translating the results in Ref. ͓49͔ to the visible power density of ϳ70 MW/cm 2 and a maximum phase mismatch in our crystal results in a phase modulation of at most 30 mrad. For 6 ns UV pulses this corresponds to frequency excursions ranging from ϩ1.6 MHz to Ϫ1.6 MHz in the UV. Simulations using typical experimental data for the UV/ XUV intensity profiles show that the net shift is negligible (Ϫ0.4MHz). The reason is that the chirp largely averages out, especially because XUV production only takes place close to the maximum of the UV power where the chirp ͑not the phase͒ changes sign.
In this discussion the optical Kerr effect in KD * P has been neglected because of its small magnitude. From the nonlinear refractive index in the visible of ϳ6ϫ10 Ϫ16 cm 2 /W ͓50͔ a phase modulation of only Ϫ0.9 mrad is calculated. The nonlinear refractive index at 292 nm is of almost equal size, but with opposite sign ͓50,51͔, resulting in an even lower, and negligible chirp amplitude.
At the UV power densities used for fifth-harmonic generation (10 12 -10 13 W/cm 2 ) frequency chirp may arise from ionization and/or excitation of the gaseous nonlinear medium or the optical Kerr effect. A quite large reduction of the refractive index may occur ͓41͔ when electrons created by direct ionization gain energy in the light field by an inverse ''bremsstrahlung'' process thereby ionizing other atoms and eventually resulting in breakdown of the medium. We observed strong effects of breakdown in the case of xenon as nonlinear medium. In Fig. 10 the resonance transition is shown to shift and broaden when strong breakdown in Xe is induced. An apparent downward shift of the resonance frequency as large as 400 MHz was observed ͑the XUV frequency shifts upward due to ionization͒.
These effects depend on the density of the nonlinear medium. Therefore the harmonic chirp in N 2 was determined by measuring the 1 1 S-2 1 P transition for different N 2 densities. At the UV power density used in the final measurements a total shift of 17 MHz was found when the density of N 2 was changed from ϳ0.5 to ϳ2 times the standard density. Linear regression to zero pressure results in a correction for the final measurements of ϩ10(13) MHz ͑see Table I͒. The error includes the uncertainty in the actual functional dependence of this chirp on N 2 density. Although this correction is on the edge of being statistically significant, such a shift can be expected based on the clear shift of 56͑11͒ MHz ͑again changing the N 2 density over a factor of 4͒ found for doubled UV power density resulting from the use of a 1.5x telescope in the UV beam.
For progressively higher fundamental power another source of chirp becomes important, as shown recently in a number of papers on high-harmonic generation in the strong field regime ͑see, e.g., ͓36,52͔͒. A perturbative approach is then no longer valid and a full quantum description must be FIG. 9 . Observed wavelength dependence of phase evolution and reconstructed chirp in the PDA ͑average 50 laser pulses, all amplifier stages Rhodamine B dye͒.
used, in which the trajectory of an electron excited by the electromagnetic field is evaluated. Rapid changes in field amplitude as in short laser pulses may lead to significant chirp in the generated harmonics. Essentially a single atom effect occurs, which can have strong implications for the phase matching and propagation of the generated harmonic radiation ͓53,54͔. As a result this chirp cannot be quantified by changing the density of the nonlinear medium. An order of magnitude estimate can be made for fifth-harmonic generation at a typical power level of 10 12 -10 13 W/cm 2 and pulse length of a few ns. The influence of this chirp on the transition frequency averages out to a negligible effect.
C. Dynamic Stark shift and hyperfine structure
Measurement of dynamic Stark shift in 4 He
High UV power (Ͼ10 MW/cm 2 ) is required to ionize the short-lived 2 1 P state, resulting in a dynamic Stark effect induced downward shift for the ground state and an upward shift for the 2 1 P level, thereby increasing the resonance frequency. The intensity of the XUV is negligible in this respect. Simply changing the UV power to measure this effect is not feasible due to the strong dependence of XUV yield on UV power. However, the 1 1 S-2 1 P transition is measured in quick succession with three different prealigned lenses used to focus the UV for harmonic generation ͑24.3 cm, 33.9 cm, and 49.0 cm͒. This procedure changes the UV power density in the detection region from ϳ16.2 MW/cm 2 for the 24.3 cm lens to ϳ65.9 MW/cm 2 for the 49.0 cm lens. Surprisingly, the helium signal then varies only 30%, in spite of a change in power at the focus by a factor 4. This behavior suggests a phase mismatch b⌬kу0 in the up-conversion process which is more efficient in case of loose focusing. Also higher UV power in the interaction zone helps to increase the ionization rate. Relative UV power densities in the interaction zone were determined from the focal lengths and are accurate to ϳ5% ͑including power meter reading͒; the absolute UV power density, however, has an uncertainty of 40-50 %. Since the 24.3 cm lens was used for the final measurements under the same conditions ͑power, beam profile͒ as in the Stark shift determination, the absolute uncertainty in the power is not important.
In Fig. 11 the results of the dynamic Stark shift measurements are shown. The vertical error bars are a combination of the statistical uncertainty of 7-9 MHz in the 1 1 S-2 1 P recordings and the uncertainty due to the beam alignment with the three lenses of 9-15 MHz. For the final absolute resonance position measurement a correction of Ϫ44 (15) MHz is found based on the shift for the 24.3 cm lens. Linear extrapolation results in a Stark shift coefficient of 2.77 Hz/W cm 2 , with a conservative uncertainty of 1.3 Hz/W cm 2 almost completely due to the error in the absolute UV power density.
Dynamic Stark shift and hyperfine structure in 3 He
The Stark shifts in 4 He and 3 He slightly differ because of hyperfine structure in the 2 1 P state of 3 He and the use of linearly polarized UV and XUV radiation. This difference is too small to be measured accurately. Moreover, the isotope shift is defined in the absence of hyperfine structure, which therefore must be accounted for. An extra complication is that hyperfine structure in 3 He (Fϭ ϳ25 MW/cm 2 was used ͓23͔, resulting in a shift for 4 He of 80 MHz. The combined shift due to the Stark effect and hyperfine structure in 3 He is 6 MHz lower than that of 4 He, with an error of 3 MHz mostly due to uncertainties in the power density. Because the transition frequency of 3 He is lower than 4 He this resulted in a correction of Ϫ6(3) MHz to the measured isotope shift.
IV. RESULTS
As discussed in Sec. III several systematic effects of the same order of magnitude may influence the accuracy of the 1 1 S-2 1 P measurement. The dynamic Stark shift was measured in a separate experiment ͑Sec. III C͒, as UV beam quality and power were sufficiently constant for this purpose. The other two important effects, chirp and Doppler shift, were determined in combination with the final frequency calibration of the transition.
A. Extra-chirp measurements
The impact of chirp not only depends on its measurement in the visible, but also on the XUV production mechanism which in principle selects the most intense part of the light pulse. To investigate this influence a 2 ns wide additional chirp pulse of ϳ80 MHz was applied with the EOM using different time delays relative to the PDA output pulse ͑see also Sec. III B 1͒. For each time delay the 1 1 S-2 1 P transition line shape was determined from an average over four recordings as shown in Fig. 12 . The solid lines in Fig. 12 represent the theoretical line shape calculations ͑Sec. III B 2͒ based on chirp measurements of in total 100 pulses before and after the recordings of the He-resonance line. Only the height of the calculated line shapes was fitted. The averaged chirp peaks in Fig. 12 ͑left side͒ are somewhat broader than 2 ns due to a pulse-to-pulse timing jitter of Ϯ0.6ns. A comparison of the experimental and calculated line shapes in Fig.  12 shows that the effect of chirp on the resonance is well understood. Some small differences are attributed to an underestimation of the chirp due to the large magnitude in this case compared to the offset frequency ͑Sec. III B 1͒.
In the analysis presented above the calculated shape of the transition is especially sensitive to the exact timing of the XUV pulse relative to the PDA chirp measurements due to the intense and short chirp pulse. Two examples of the line shape as a function of the timing relative to the UV pulse are shown in Fig. 13 . Analysis of all measurements results in an XUV production timing of ϩ0.2(0.4)ns relative to expectations based on the shape of the UV pulse and a P XUV ϳ P UV 4.5 power dependence. The XUV pulse width is 3Ϯ0.5ns. From this it can be concluded that the XUV is indeed produced in the most intense part of the UV pulse. Ionization in the nonlinear medium, which could limit XUV production to the leading edge of the UV pulse ͓54͔, is therefore not significant ͑see also Sec. III B 4͒.
B. Antichirp measurements
The effect of a counteracting phase modulation ͑antichirp͒ is shown in Fig. 14. Efforts to minimize the chirp concentrated on the central part of the UV pulse, where most of the signal is generated. The residual chirp has no strong influence on the resonance position due to its antisymmetric nature in the leading and trailing part of the pulse. Application of antichirp typically shifts the resonance between 65 and 90 MHz upward in frequency compared to the uncompensated situation, leaving a residual effect on the resonance position of 1-10 MHz. The difference between calculated and measured effect of antichirp on the resonance position is gener- ally within 10 MHz, confirming that the influence of chirp can be evaluated with good accuracy. Antichirp did not significantly reduce the transition linewidth due to the relatively small normal chirp. For the visible output of the PDA a bandwidth reduction could be achieved by applying antichirp over the total pulse. In this case the bandwidth reduced from ϳ97 MHz to 92 MHz, still above the Fourier transform bandwidth of ϳ78 MHz of those pulses due to pulse-to-pulse fluctuation in the chirp, which cannot be compensated.
Apart from uncertainties due to the chirp measurement procedure ͑10 MHz͒ and PDA beam inhomogeneities ͑20 MHz͒ a third error is introduced in calculating the effects of PDA chirp due to the uncertainty in XUV production timing ͑0.4 ns͒ and width ͑0.5 ns͒. The same parameters determine the effect of chirp in frequency doubling and harmonic generation. Therefore the combined uncertainty due to timing and width is calculated, resulting in an extra statistical error of 10 MHz of which 8 MHz is due to the PDA chirp. The calculated effect of the XUV width uncertainty is small (ϳ1 -2 MHz) because of the antisymmetric chirp in the measurements. In conclusion, an overall uncertainty of 14 MHz results from the chirp measurement procedure and calculations of its effect on the resonance position ͑see Table I͒. C. The 1 1 S-2 1 P transition frequency
The measurement procedure started with seven recordings using the He/Kr mixture in the interaction zone, followed by seven with pure helium, all under normal chirp conditions. From these measurements a Doppler shift of Ϫ7(20) MHz was determined. Then 25 measurements with antichirp were performed and corrected for the residual chirp in the XUV of typically 1-10 MHz. In Fig. 15 a typical recording of the 1 1 S-2 1 P transition under antichirp conditions is shown, together with etalon and I 2 calibration spectra. In Fig. 16 the measured resonance frequency is shown as a function of the measurement time, including all measurements except those with pure helium. After several hours of measurements a drift became apparent, which could be reproduced in a second series of measurements at a later time of which only the accurate normal and antichirped values are shown in the right part of Fig. 16 ͑in between ''extra-chirp'' measurements were performed͒. Nothing was changed between these two measurement series, except that the pump laser was switched off for several hours. Because chirp and UV intensity were monitored regularly this drift is ascribed to Doppler effects, probably due to thermal drift in the Nd:YAG laser intensity profile that influences the UV beam. Therefore, the 1 1 S-2 1 P average transition frequency of 5 130 495 110͑5͒ MHz was determined from a weighted average over the first 18 measurements ͑including 7 with normal chirp, but chirp corrected͒ for which the drift had an influence of less than 3 MHz. Inclusion of all measurements would result in a 10 MHz lower resonance frequency. To account for possible residual drifts we included a systematic error of 3 MHz in the error budget ͑Table I͒.
FIG. 14. Typical phase and chirp evolution for normal (n) and antichirped (a) PDA pulses ͑average over 10 pulses͒. The dotted lines represent the PDA pulse and estimated XUV pulse shape ( P XUV ϳ P UV 4.5 ). Note that under conditions of antichirp the reconstructed phase is constant and the frequency excursion close to zero during the time window of XUV generation. The last correction of Ϫ44(15) MHz for the dynamic Stark shift in the resonance transition of 4 He was determined from a separate run as described in Sec. III C 1. In Table I the results are summarized, together with the corrections and uncertainties. For completeness the previously determined isotope shift of 263 410͑7͒ MHz ͓23͔ is included in Table I as well ͑see Sec. III C 2 and Appendix for the Stark shift difference correction͒. The final value for the 1 1 S-2 1 P transition frequency for 4 He is 5 130 495 083͑45͒ MHz.
V. DISCUSSION
The present investigation with a tunable XUV laser system resulted in a determination of the absolute frequency of the 1 1 S-2 1 P transition in helium, with a precision better than 1 part in 10 8 . From the measured frequency of 5 130 495 083͑45͒ MHz and the calculations for the non-QED level energies ͓13-16͔ a value of 41 224͑45͒ MHz for the Lamb shift in the ground state is deduced. In Fig. 17 existing experimental and calculated data on the 1 1 S Lamb shift are collected. This plot reflects not only the recent progress in experimental accuracy but also the time evolution in the theoretical value. Table I and Fig. 17 both isotope shift and absolute frequency of the 1 1 S-2 1 P transition are in excellent agreement with the latest theoretical predictions. The accuracy in the theoretical isotope shift is significantly higher than that for the absolute transition frequencies. This is due to the cancellation of nearly equal QED contributions in both isotopes. In principle from an isotope shift measurement the nuclear charge radius of 3 He with respect to the more accurately known charge radius of 4 He may be deduced. This was recently shown by Shiner et al. ͓59͔ using highly accurate measurements in the 2 3 S-2 3 P transition. Our 1 1 S-2 1 P isotope shift measurement, although it constitutes the most precise experiment in the XUV spectral region, is not yet sufficiently accurate for this purpose.
The absolute frequency measurement given in Table I allows for an interesting comparison with theory. Experiment and theoretical calculations now show the same level of accuracy for the Lamb shift of the 1 1 S ground state. The theoretical Lamb shift has a value of 41 233͑35͒ MHz which follows from the accurately known theoretical energy position of 2 1 P 1 and the non-QED energies in the ground state ͓13-16͔, shown in Table II . Theoretically the Lamb shift contains two-electron generalizations of the well known oneelectron effects in hydrogen, and electron-electron contributions ͑not present in hydrogen͒, that explicitly depend on the inter-electronic distance. Calculations of the one-electron part E L(1) are similar to that in hydrogen, but a correction is applied to account for the influence of the second electron on the electron density at the nucleus ͓13,15͔. Because the operators describing the two-electron Lamb shift E L(2) are known explicitly this term can in principle be calculated with high precision. Higher-order corrections of order ␣ 4 Z 4 to E L(2) have not been evaluated yet; however, a great deal of cancellation is suspected in these terms for helium ͓16͔. As a result the uncertainty in the theoretical 1 1 S Lamb shift is completely determined by E L(1) in the ground state as the 1.8 MHz theoretical uncertainty in the 2 1 P level ͑due to the two-electron contribution to the Bethe logarithm ͓15,16͔͒ is negligible in this respect. 
VI. CONCLUSION AND OUTLOOK
In the present work it has been demonstrated that highprecision measurements are feasible at wavelengths in the XUV as short as 58 nm. The measurement of the 1 1 S-2 1 P transition in helium constitutes a test of QED effects in lowenergy physics. It is a stringent test because the experimental accuracy of 45 MHz is comparable to the estimated uncertainty in the calculation of QED effects in the helium ground state. Excellent agreement is found between theory and experiment. Expected improvements in calculations of the ground state Lamb shift in the near future, by evaluation of higher order terms in the Z␣ expansion, raise the question whether the experimental accuracy may be improved as well.
For the 1 1 S-2 1 P transition no immediate improvements are foreseen. The uncertainties related to Doppler shift, Stark shift, and chirp are of the same order of magnitude, which implies that all three would have to be reduced to gain in precision. In view of the 286 MHz natural linewidth of 2 1 P excited state further reduction of the bandwidth of the XUV source will have no beneficial effects on precision. Improvement may be expected from two-photon excitation of the 1 1 S-2 1 S transition at 120 nm ͑sixth harmonic of 720 nm͒, which has several advantages: possibility of Dopplerfree excitation, a smaller dynamic Stark shift, and an upper state lifetime of 3 ms. Thus in a two-photon scheme several uncertainties, contributing to the error budget of the onephoton excitation, are significantly decreased. However, limitations imposed by the frequency bandwidth of the VUV pulses and by chirp phenomena are not avoided in such a scheme.
The precision in a 1 1 S-2 1 S two-photon transition may be further improved by applying sequential phase-locked coherent VUV pulses. This technique derives from Ramsey's experiment on the hydrogen maser ͓61͔, in which phase-locked oscillatory microwave fields drive a transition in spatially separated zones. Ramsey's interference technique was extended to a technique of time-separated phase-locked oscillatory fields by Salour and Cohen-Tannoudji ͓62͔ for Q-switched laser pulse. Along these lines we propose to implement two time-separated phase-locked VUV pulses to induce the 1 1 S-2 1 S transition in helium. A geometry of counterpropagating VUV beams ensures that dephasing of interference fringes due to Doppler effects is circumvented ͑see also the review of Salour ͓63͔͒.
The elegance of this spectroscopic method is that only the narrow spacing ⌬ between fringes depends on the time delay T via ⌬ϭ/T. The spectroscopic resolution is dramatically enhanced when the central fringe is resolved. Moreover, disturbing phenomena, such as asymmetries in the frequency profile and frequency chirp effects, only cause perturbations in the envelope of the fringe pattern. They have hardly any or no effect on the frequency position of the central fringe, which only depends on the locking of the separated pulses to the clock frequency of the carrier wave. The resolution in the experiment is determined by the coherence properties of the narrow-band seed laser, while pulse amplification provides the required power to generate the VUV and induce the two-photon transition. Implementation of all procedures mentioned above should produce an absolute accuracy of 1 MHz for the Lamb shift of the He 1 1 S state. An experiment to demonstrate the Ramsey interference technique in the VUV/XUV domain is in preparation in our laboratory. A subsequent goal is then to demonstrate the feasibility of the above proposed scheme.
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APPENDIX: DYNAMIC STARK SHIFT AND HYPERFINE STRUCTURE
Because of its hyperfine structure the dynamic Stark shift in 3 He is slightly smaller than in 4 He. In the case of random polarized UV and XUV radiation no difference in Stark shift would be observed. However, due to the parallel and linear polarization of XUV and UV the tensor polarizability of the 2 1 P transition introduces a Stark shift difference. The combined effect of hyperfine structure and Stark shift is calculated by diagonalizing the Stark, fine, and hyperfine interactions together in the 1s2 p configuration in a ͉LSJIFM F ͘ basis. The transition frequency for 4 He can be calculated directly from the dynamic scalar and tensor polarizabilities; for 3 He, however, the center of gravity has to be determined by integrating the Schrödinger equation that describes the coherent excitation of the unresolved 2 1 P Fϭ hyperfine components. Analogous to the treatment of Hinds et al. ͓64͔ , the hyperfine structure of 2 1 P 1 is calculated by diagonalizing a matrix containing the interacting 2 1 P 1 and 2 3 P J states to include singlet-triplet mixing. The magnetic dipole and electric quadrupole hyperfine-structure matrix elements were taken from Riis et al. ͓60͔ , with the interaction parameters for the 1s2 p configuration C s,s ͑Fermi contact term͒, D s ͑nuclear spin orbit͒, and E s,s ͑nuclear spin-spin͒ as given by Marin et al. ͓65͔ . The fine-structure elements reported by Hinds et al. ͓64͔ were used to account for singlet-triplet mixing. The energy reference (ϭ theoretical energy in the absence of hyperfine structure͒ is first determined by diagonalizing the fine structure matrix. Then a rediagonalization is performed including the hyperfine interaction, resulting in a hyperfine splitting of 41.63 MHz (Fϭ 1 2 :ϩ28.63 MHz and Fϭ 3 2 :Ϫ13.00 MHz͒. To include the effect of a dynamic Stark shift, it is convenient to express it in terms of scalar (␣ sc ) and tensor polarizabilities (␣ ten ) as used for static fields ͓66͔. The conversion from a static to a dynamic Stark shift is performed by replacing the static field by the time-averaged squared electric-field amplitude Ē 2 ϭ1/2E 2 ϭI/ 0 c as well as a change in the energy difference denominator to include the energy of the field at frequency ͓67͔. Also it has to be taken into account that the polarizations of the UV and XUV are linear and parallel, defining a z axis in the system. Starting from the ground state with Sϭ0 the selection rules are ⌬Lϭ⌬JϭϮ1; ⌬Fϭ0,Ϯ1, and ⌬mϭ0. The first-order dynamic Stark shift of a level with an unshifted energy E n for linear polarized light can then be written as
with the polarizabilities expressed in terms of reduced matrix elements: 
͑A3͒
Here ⌬ ␥J,␥ Ј J Ј ϭ(E ␥J ϪE ␥ Ј J Ј )/ប. The summation over ␥ЈJЈ includes an integration over the 1 P continuum connected to the ground state, and 1 S and 1 D continua for 2 1 P. The dipole moments up to nϭ21 were deduced from oscillator strength calculations by Theodosiou ͓38͔ with an extrapolation to higher n based on an array oscillatorstrength approximation ͓68͔, including quantum defects. Theoretical work of Goldberg ͓69͔ and Jacobs ͓47͔ and experiments of Chan et al. ͓70͔ were combined to obtain the dipole-moment density of the continua up to an energy of 2. Hz V 2 /m 2 for 2 1 P with an estimated accuracy of ϳ10%. The combined effect of dynamic Stark shift ͑at a specific UV power͒ and hyperfine structure is obtained by diagonalizing the total matrix in the F,M F basis with Fϭ 2 , used for the isotope shift measurements, the resulting eigenstates have mixed amplitudes of 0.981 ͑lead-ing term͒ and 0.194 ͑admixture of other F state͒. The sign of the leading term is always chosen positive, to comply with sign conventions. The dipole moments for excitation can be obtained with the Wigner-Eckart theorem ͑see, e.g., Sobelman ͓71͔͒, which are proportional to the reduced matrix element ͗nLʈPʈnЈLЈ͘ since Sϭ0 and LϭJ. This matrix element is the same for all intermediate states and therefore not important in this discussion. However, for the ionization step to the orthogonal 1 S and 1 D continua the difference in photoionization probability due to ͦ͗nLʈʈnЈLЈͦ͘ 2 ͓relative values 1 ͑for 1 S) and 12 ͑for 1 D) ͓47͔͔ has to be included. Although several theoretical papers have been published on the subject of interference in 1ϩ1 photon ionization ͑see, e.g., ͓72͔͒ based on Bloch equations extended with a Raman type coupling to the continuum, here the simplified and more direct approach of Luk et al. ͓73͔ , directly integrating the Schrödinger equation, is used. However, in our case the excitation and ionization steps overlap and therefore the integration has to be performed partially by numerical methods. The amplitudes of the ground state is denoted C g , of the intermediate hyperfine levels C n and of the final ion state C f . In addition, ⌬ ng ϭ ng Ϫ x and ⌬ f n ϭ f n Ϫ u are defined with ng and f n being the transition frequencies and x and u ( x ϭ5 u ) the XUV and UV frequencies, respectively. The excitation process to the intermediate 2 1 P levels can then be described by ͓74͔
ng E x ប cos͑ x t ͒e i ng t C g Ϫi⌫C n ϭi dC n dt . ͑A4͒
