Abstract: Breast cancer represents the second leading cause of cancer deaths in women today and it is the most common type of cancer in women. This paper presents an efficient classification algorithm in digital mammograms in the context of rough set theory. Feature extractions acquired in this work are derived from the gray-level co-occurrence matrix. The features are extracted, normalized and then the rough set dependency rules are generated directly from the real value attribute vector. Then the classification is built and the quadratic distance function used to determines similarity between a query and database image. The experimental results show that the proposed algorithm performs well reaching over 85% in accuracy.
Introduction
Breast cancer is a deadly disease that adversely affects the lives of far too many people, primarily women. According to the National Cancer Institute [5] , each year about 180,000 women in the United States develop breast cancer, and about 48,000 lose their lives to this disease. It is also reported that a woman's lifetime risk of developing breast cancer is one in eight. Currently, digital mammography [11, 13, 15, 16] is one of the most promising cancer control strategies since the cause of breast cancer is still unknown. Mammography is a specific type of imaging that uses a low-dose x-ray system and high-contrast, high-resolution film for examination of the breasts. Most medical experts agree that successful treatment of breast cancer often is linked to early diagnosis. Mammography plays a central part in early detection of breast cancers because it can show changes in the breast up to two years before a patient or physician can feel them. Classification is a form of medical data analysis, which can be used to extract models describing important data classes or to predict future data trends. In other words, classification is to identify essential features of different classes based on a training set and then classify new instances into the appropriate classes [8, 12] . Classification of digital mammogram of breast lesions as malignant or benign must be based on information present in the mammogram images. In additional, clinical data such as patient age can also be used. A common approach to this task is to extract information (called features) from mammograms and then build a classifier model based on rough set theory to make the malignant versus benign assessment.
In this paper, we introduce an efficient classification approach based on the context of rough set theory which applied on five statistical extracted features from the digital mammograms.
Rough set concept was introduced by Polish logician, Professor Zdzisław Pawlak in early eighties [17] . This theory become very popular among scientists around the world and the rough set is now one of the most developing intelligent data analysis. Rough sets data analysis was used for the discovery of data dependencies, data reduction, approximate set classification, and rule induction from databases. The generated rules represent the underlying semantic content of the images in the database. A classification mechanism is developed by which the images are classified according to the generated rules. The analysis of medical, biological and healthrelated data has been one of the successful applications of rough sets. In some cases, the rough set analysis has given medical doctors new insight into their practice and training. This paper is organized as follows. Section 2 depicts the general classification process. Section 3 gives a brief description of the image pre-processing phase. Feature extraction based on Gray-level Co-occurrence Matrix is presented in Section 4. In section 5, the fundamental of rough set theory is introduced. The rule generation and rule classification algorithm is discussed in Section 6. Experimental results are given and discussed in section 7. The paper is concluded in section 8.
Image Classification Process
Classification is a function that classifies a data item into one of several predefined classes. In other words, classification is the process that establishes classes with attributes from a set of instances (called training sets). The class of an instance must be one from a finite set of possible, pre-determined class values, while attributes of the instance are descriptions of the instance potentially affecting its class. A training set is a set of tuples defined on a set of multiple attributes (also, called features). Each tuple has a known class label, which is called a target class, associated with it [14] . The aim of classification process is to induce a classifier that can be used to classify future data items whose classification is unknown. The classification is based on a well-defined set of classes and a training set of pre-classified examples (tuples). The knowledge produced during the classification process can be extracted and represented in the form of rules. These classification rules allow one to develop a profile of items belonging to a particular group according to their common attributes. This profile can then be used to classify new data items that are added to the database. The accuracy of a classifier on a given test set is the percentage of test set samples that are correctly classified by the model. If the accuracy of the classifier is considered acceptable, the classifier can be used to classify future data tuples or objects for which the class label is not known. The classification scheme. The architecture for image classification under the rough set theory framework [2] is composed by four fundamental building phases: pre-processing, feature extraction, rule generation and similarity function.
Mammograms are images difficult to interpret, and a pre-processing phase of the images is necessary to improve the quality of the images and make the feature extraction phase more reliable. After enhancing the images, feature relevant to classification are extracted and represented in a database. Given a feature representation for each database image, retrieval consists of extracting a set of feature vectors from the queried image and relying on a similarity function to evaluate which feature representation best explains those features. In feature representation, a scheme is needed to convert an attribute vector to be read by the rough set rule generator. Rule generation forms the core of the rough set framework. The prediction of new objects is dependent on the type of rules generated and some strategies will work well for prediction. Rules generated can be used to predict values of decision attributes (classify) for new object. The rules of the query specification are compared with rules of the image database to determine which images match correctly (similar) with the given rules. The matching process is based on similarity measure between query image and images in database.
Pre-Processing phase
Diagnosing cancer tissues using digital mammograms is a time consuming task even for highly skilled radiologists because mammograms are low contrast, noisy images. Therefore, in digital mammogram there is a need for enhancing imaging before a reasonable feature extraction can be achieved. Image enhancement in medical computing is the use of computers to make an image clearer [3] . This may be to aid interpretation by humans or computers. Types of image enhancement include, noise reduction, edge enhancement and contrast enhancement.
Contrast enhancement is useful when an area of the image that is of particular importance has only subtle changes in pixel intensity. In these cases it may be difficult for the human eye to make out the structures clearly, especially if the image is being displayed on a low quality screen, or limited contrast like mammograms image. Applying the contrast enhancement filter will improve the readability of areas with subtle changes in contrast but will also destroy areas of the image where the intensity of the pixels is outside the range of intensities being enhanced. In this work, we applied pre-processing techniques based on mathematical morphology theory to enhancing the contrast of the original mammogram image to help in feature extraction process [3, 6] .
Texture Feature Extraction
Texture is one of the most important defining characteristics of an image. It is characterized by the spatial distribution of gray levels in a neighborhood [9] . In order to capture the spatial dependence of gray-level values which contribute to the perception of texture, a two-dimensional dependence texture analysis matrix is discussed for texture consideration. Since texture shows its characteristics by both each pixel and pixel values. There are many approaches using for texture classification. The gray-level co-occurrence matrix seems to be a well-know statistical technique for feature extraction [4, 14] .
Gray-level Co-occurrence Matrix
Co-occurrence matrix, the second-order histogram, is the two dimensional matrix of joint probabilities ) , (
between pairs of pixels, separated by a distance d in a given direction r. Haralick et al., [9] define 14 texture features derived from the cooccurrence matrix. In this paper, five features were selected for further study; maximum probability, contrast, inverse different moment, angular second moment, and entropy. 
Theoretical Background
Let us present here some preliminaries of rough set theory, which are relevant to this work. For details one may refer to [7, 17, 18] .
Information Systems
Knowledge representation in rough sets is done via information systems, which are a tabular form of an OBJECT → ATTRIBUTE VALUE relationship.
More precisely, an information system, is an information function which assigns particular values from domains of attributes to objects such that
With respect to a given , q the functions partitions the universe into a set of pairwise disjoints subsets of U: 
Approximation Spaces
A rough set approximates traditional sets using a pair of sets named the lower and upper approximation of the set. The lower and upper approximations of a set , U P ⊆ are defined by equations (4) and (5), respectively.
Assuming Q P and are equivalence relations in , U the important concept positive region ) (Q POS P is defined as:
A positive region contains all patterns in U that can be classified in attribute set Q using the information in attribute set . P
Building the Classifier
The goal of classification is to assign a new object to a class from a given set of classes based on the attribute values of this object. To classify objects, which has never been seen before, rules generated from a training set will be used. These rules represent the actual classifier. This classifier is used to predict to which classes new objects are attached. Given a new image, the classification process searches in this set of rules for finding the class that is the closest to be attached with the object presented for classification [1] . This section describes how the classification system is built and how a new pattern can be classified using this system. Given an object to classify, the features discussed in section (4) are extracted. The features in the object would yield a list of applicable rules. Then the applicable rules are grouped by class in their consequent part and the groups are ordered by the sum of rules confidences, the ordered groups would indicate the most significant class that should be attached to the object to be classified. Figure (1) illustrates the rule classification algorithm. We use the already generated rules to classify new objects. Given a new image its feature vector is first extracted and then the attribute vector is computed. The nearest matching rule is determined as the one whose condition part differs from the attribute vector of re-image by the minimum number of attributes. When there is more than one matching rule, we use a voting mechanism to choose the decision value. Every matched rule contributes votes to its decision value, which are equal to the t times number of objects matched by the rule. The votes are added and the decision with the largest number of votes is chosen as the correct class. Here t represents the validity of the rule. 
Similarity Measure
To select the top N matches to a query image, the database is ranked based on the quadratic distances between the query model and models of each candidate images. 
Results and Discussion

Data sets
The data sets that we used in this work were taken from the Mammography Image Analysis Society (MIAS) [10] . It contains 320 images, which belong to three normal categories: normal, benign and malign. There are 206 normal images, 63 benign and 51 malign, which are considered abnormal. In addition, the abnormal case are further divided in six categories: microcalcification, circumscribed masses, speculated masses, ill-defined masses, architectural distortion and asymmetry. All the images also include the locations of any abnormities that may be present. We divide the 320 samples of mammogram images into 10 equal size folders, such that a single folder is used for testing the model that has been developed from the remaining nine sets. The evaluation statistics for each method is then assessed as an average of 10 experiments.
Visual features
The query was performed by providing a query image from a data set and the selected five texture features: maximum probability, contrast, inverse difference moment, angular second moment and entropy calculated from each occurrence matrix and their values are saved in the feature vector of the corresponding image. Then the rules will be generated and ordered. The similarity between images is estimated by summing up the distance between corresponding features in their feature 
Conclusion
Mammography is one of the best methods in breast cancer analysis, but in some cases, radiologists can not analysis tumors despite their experiences. Such computer-aided methods like those presented in this
paper could assist medical staff and improve the accuracy of detection. This paper presents an efficient classification based on texture features to classify from medical databases in the context of rough set theory. Five features generated form the co-occurrence matrix are extracted and represented in attribute vector, and then the decision rules within the data are extracted. Therefore, the classifier model was built and the quadratic distance similarly is used for matching process. The experimental results show that the algorithm performs well reaching over 85% in accuracy.
