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Abstract
Nonsingular plane curves over a finite field Fq of degree q+2 passing through
all the Fq-points of the plane admit a representation by 3× 3 matrices over Fq.
We classify their degenerations by means of the matrix representation. We also
discuss the similar problem for the affine-plane filling curves of degree q + 1.
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1 Introduction
This paper is a continuation of [6] published some years ago. As is used in the title
of both papers, a plane filling curve is a plane curve over Fq passing through all
Fq-points of the projective plane P
2. The set of all Fq-points of the plane will be
denoted by P2(Fq). In the previous paper, we showed that the minimum degree
of nonsingular plane filling curves over Fq is q + 2, and described those curves of
degree q + 2. More precisely, to each plane filling curve of degree q + 2, there is a
3× 3-matrix A over Fq so that the plane curve is defined by
(x, y, z)A t(yqz − yzq, zqx− zxq, xqy − xyq) = 0. (1)
(Here, we make a correction to [6, p.970, Introduction]; in the expression of the
degree q + 2 homogeneous part of the ideal of P2(Fq), “A ∈ GL(3,Fq)” should be
read as “A ∈M(3,Fq)”, where M(3,Fq) is the set of 3×3 matrices over Fq, however,
the expression in [6] is also true if q > 3 because (x, y, z)µE t(yqz − yzq, zqx −
zxq, xqy − xyq) is the zero polynomial for µ ∈ Fq and the identity matrix E.) We
gave a condition on such a plane filling curve to be nonsingular in terms of the
corresponding matrix. Happily any irreducible plane filling curve of degree q + 2 is
nonsingular, and irreducible plane filling curves of degree q + 2 had been studied
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well by Tallini [10] more than half a century ago. In Section 2, we will review some
parts of [6] including these matters plainly.
The purpose of this paper is to study reducible plane filling curves of degree q+2.
Precisely we want to know how they split into irreducible pieces, which will be done
in Sections 3 and 4. A remarkable phenomenon is that fragments other than Fq-lines
of the splits are only four kinds of curves, each of which is a particular curve in the
sense of the Sziklai bound; three of the four are maximal curves of degrees q + 1, q
and q − 1 respectively, and the remaining one is an affine-plane filling curve, which
attains the second maximum for degree q + 1 curves.
The main theorem of the previous paper was that the curve defined by (1) is
nonsingular if and only if the characteristic polynomial of A is irreducible over Fq.
On the same lines, we will show that the curve defined by (1) has a non-linear
component if and only if the characteristic polynomial of A is also the minimal
polynomial.
In the last two sections, we will study the “degeneration” of the family of affine-
plane filling curves of degree q + 1. Let us fix an Fq-line, say the line l∞ defined
by z = 0, and let A2 = P2 \ l∞. A plane curve C over Fq is an affine-plane filling
curve if C(Fq) = A
2(Fq). The minimum degree of affine-plane curves is q + 1, and
such a curve is represented by a 2 × 3 matrix over Fq with a certain condition
(see, Theorem 5.1 below). Without the condition, the 2× 3 matrix gives a possibly
reducible curve which still satisfies C(Fq) ⊃ A
2(Fq). The problem is, again, how
such curves split into irreducible pieces. We will completely describe the splits by
means of those 2× 3 matrices.
Notation Throughout this paper, we fix a finite field Fq of q-elements. The
multiplicative group of Fq is denoted by F
∗
q. For two positive integers m and n,
M(m × n,Fq) denotes the set of m × n matrices. When m = n, M(m ×m,Fq) is
simply denoted by M(m,Fq).
We also fix a projective plane P2 with homogeneous coordinates x, y, z defined
over Fq. When F = F (x, y, z) ∈ Fq[x, y, z] is homogeneous, the symbol {F = 0}
denotes the algebraic curve in P2 defined by the equation F = 0. Additionally,
C(Fq) denotes the set of Fq- points of a curve C over Fq, and Nq(C) denotes the
cardinality of C(Fq).
2 Plane filling curve of degree q + 2
It is well known that the ideal h of the set of all Fq-points P
2(Fq) in Fq[x, y, z] is
generated by
U := yqz − yzq,
V := zqx− zxq,
W := xqy − xyq.
For convenience, we also use the notation U(y, z), V (z, x) and W (x, y) for U, V and
W respectively. In particular, the degree of a (reducible) plane filling curve is at
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least q + 1, and any one of degree q + 1 is a union of q + 1 Fq-lines passing through
a certain point [6, Proposition 2.3].
The next degree, namely q+2, is of great interest, which is the minimum degree
of existence of (absolutely) irreducible plane filling curves. The vector space of
homogeneous elements of degree q + 2 of h is denoted by hq+2. Obviously, any
element of hq+2 can be represented as
FA(x, y, z) := (x, y, z)A

UV
W


for a certain matrix A ∈M(3,Fq).
Lemma 2.1 The kernel of the surjective map
M(3,Fq) ∋ A 7→ FA(x, y, z) ∈ hq+2
is {µE | µ ∈ Fq}.
Proof. See [6, Lemmma 3.1]. 
For A ∈M(3,Fq) \{µE | µ ∈ Fq}, CA denotes the curve defined by FA(x, y, z) =
0, which is a plane filling curve of degree q + 2.
Lemma 2.2 Let us consider the coordinate change by an Fq-linear transformation

xy
z

 = B

x
′
y′
z′

with B = (bij) ∈ GL(3,Fq). (2)
Let U ′ = U(y′, z′), V ′ = (z′, x′) and W ′ =W (x′, y′). Then the relation

U(b21x
′ + b22y
′ + b23z
′, b31x
′ + b32y
′ + b33z
′)
V (b31x
′ + b32y
′ + b33z
′, b11x
′ + b12y
′ + b13z
′)
W (b11x
′ + b12y
′ + b13z
′, b21x
′ + b22y
′ + b23z
′)

 = (detB)tB−1

U
′
V ′
W ′


holds.
Proof. See [6, Lemmma 2.2]. 
This lemma implies that the polynomial FA(x, y, z) in x, y, z is transformed into
F(detB)tBAtB−1(x
′, y′, z′) in x′, y′, z′ by the linear transformation (2).
Corollary 2.3 Let A and A′ in M(3,Fq) \ {µE | µ ∈ Fq}. Two plane curves CA
and CA′ are projectively equivalent over Fq if and only if there are B ∈ GL(3,Fq),
ρ ∈ F∗q and µ ∈ Fq such that
A′ = ρtBAtB−1 + µE. (3)
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Proof. Suppose CA and CA′ are projectively equivalent to each other over Fq. Then
there is a projective transformation B ∈ GL(3,Fq) such that FA′ = ρ
′F(detB)tBAtB−1
for some ρ′ ∈ F∗q by Lemma 2.2. Hence A
′ − ρ′(detB)tBAtB−1 = µE for some
µ ∈ Fq by Lemma 2.1. Conversely, suppose A
′ = ρtBAtB−1 + µE. Then FA′ = 0
and F(detB)tBAtB−1 = 0 define the same curve CA′ by Lemma 2.1, and hence CA and
CA′ are projectively equivalent over Fq by Lemma 2.2. 
For a matrix A ∈M(3,Fq), fA(t) denotes the characteristic polynomial |tE−A| of
A. Note that if there is the relation (3) between A and A′, then fA′(t) = ρ
3fA
(
t−µ
ρ
)
.
We supplemented Tallini’s work [9, 10] by proving any plane filling irreducible
curve of degree q + 2 to be nonsingular. The following theorem is essentially a
reformation of what we have shown in [6].
Theorem 2.4 ([10] and [6]) For A ∈M(3,Fq), the following conditions are equiv-
alent:
(a) CA is nonsingular;
(b) CA is absolutely irreducible;
(c) CA is irreducible over Fq;
(d) CA has no Fq-linear components;
(e) CA is nonsingular at each Fq-point;
(f) the characteristic polynomial fA(t) is irreducible over Fq.
Proof. The equivalence (a)⇔(f) was showen at [6, Theorem 3.2]. Other equivalences
from (b) to (f) but (d) are due to [10]. Actually, although he didn’t use the matrix
representation for those curves, the condition on coefficients of his canonical forms
of irreducible filling curves agrees with the above (f).
Another approach to show the equivalence (a)⇔(b) is to use a property of the
automorphism group of an irreducible filling curve, namely, it has the Singer au-
tomorphism, which was also mentioned in [6, the end of Section 5] (see, also [1,
Theorem 2.1]).
The implication (d)⇒(c) comes from the Sziklai bound (4), which will be re-
viewed in the next section. Actually, suppose CA, which has q
2 + q + 1 Fq-points,
decomposes into two curves CA = C1∪C2 over Fq, but each of them has no Fq-linear
components. Unless q = 4 and one of the Ci’s is the exceptional curve (5) in the
next section, Nq(Ci) ≤ (degCi − 1)q + 1. Since degC1 + degC2 = q + 2,
Nq(CA) ≤ (degC1 + degC2 − 2)q + 2
= q2 + 2 < q2 + q + 1,
which is absurd. When q = 4 and a component of CA is the exceptional curve (5),
which has 14 F4-points, then other one is an irreducible conic, which has 5 F4-points.
Hence N4(CA) ≤ 19 < N4(P
2) = 21, which is also absurd. 
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Remark 2.5 Recently, Duran Cunha [1, Theorem 2.2] proved that irreducible plane
filling curves of degree q + 2 over Fq are projectively equivalent to each other over
the algebraic closure of Fq, precisely, those curves are projectively equivalent to the
curve defined by
xyq+1 + yzq+1 + zxq+1 = 0
over F
q3(q
2+q+1) . In his proof, he used only the condition (f) in Theorem 2.4. Actually
the cubic equation (2) in his paper [1] is exactly the characteristic polynomial of the
plane filling curve (1) in [1] in our context. So this also gives the third approach to
show that any irreducible plane filling curve of degree q + 2 is nonsingular.
3 Plane curves with many points of non-small degrees
Reducible plane filling curves of degree q+2 must contain an Fq-line as an irreducible
component because of Theorem 2.4 (d)⇒(c). We want to know what curves other
than lines appear as components of reducible plane filling curves. Those curves still
have many Fq-points with respect to their degrees. We list those curves in advance.
The Sziklai bound, which was already used in the previous section, says that if
a degree d curve C has no Fq-linear components, then
Nq(C) ≤ (d− 1)q + 1 (4)
except for the case where d = q = 4 and C is projectively equivalent to the curve
defined by the equation
(x+ y + z)4 + (xy + yz + zx)2 + xyz(x+ y + z) = 0. (5)
For the Sziklai bound, consult [3].
Example 3.1 When d = q + 1, the curve
xq+1 − x2zq−1 + yqz − yzq = 0 (6)
attains the upper bound in (4), and conversely if equality holds in (4) for a curve
without Fq-linear components, then the curve is projectively equivalent to (6) over
Fq except for the case q = 3 and 4 [4]. The curve (6) is obviously nonsingular.
Example 3.2 If C(Fq) = P
2(Fq) \ (an Fq-line), then degC ≥ q + 1, and such a
curve of degree q+1 exists [7, Theorem 3.5]. The curve mentioned above is a second
maximum curve of degree q + 1 in the sense of the number of Fq-points. Explicitly
such a curve is projectively equivalent to the curve defined by the equation
(xq − xzq−1, yq − yzq−1)
(
a0 a1 a2
b0 b1 b2
)
 xy
z

 = 0,
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where a0, . . . , b2 are elements of Fq and the polynomial (s, t)
(
a0 a1
b0 b1
)(
s
t
)
in
s and t is irreducible over Fq. Note that this curve is absolutely irreducible, and has
a unique singular point.
The last two sections of this paper will be devoted to investigating the “degen-
eration” of those curves in the sense of their coefficient matrices.
Example 3.3 Let C be a plane curve over Fq, of degree q and without Fq-linear
components. Nq(C) is equal to the upper bound of (4) if and only if C is projectively
equivalent to the curve
xq − xzq−1 + xq−1y − yq = 0, (7)
which is a nonsingular curve. This is, of course, the maximum value other than
q = 4, and when q = 4, this is the second maximum value. For this example, consult
[5].
Example 3.4 There also exists a nonsingular curve C of degree q−1 so that Nq(C)
attains the upper bound of (4). Actually
αxq−1 + βyq−1 + γzq−1 = 0 (8)
with αβγ 6= 0 and α+ β + γ = 0
is such a curve [8].
4 Fragments of plane filling curves
As we already explained in Section 2, any plane filling curve is represented by a
matrix A ∈M(3,Fq) so that the equation of the curve CA is
FA(x, y, z) := (x, y, z)A

UV
W

 ,
and if the matrix A is replaced by tBAtB−1, then CtBAtB−1 is the image of the
projective transfrmation

xy
z

 7→ B−1

xy
z

 . The equivalence classes of M(3,Fq)
by the action A 7→ tBAtB−1 are determined by invariant polynomias of tE − A.
(For this matter, consult [2], for example.) Since the size of our matrices is only 3,
the invariant polynomials are determined by the characteristic polynomial and the
minimal polynomial of A.
From Theorem 2.4, CA splits into two or more components if and only if the
characteristic polynomial fA(t) of A is reducible over Fq.
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When matrices A and A′ ∈M(3,Fq) are connected by the relation (3), we indicate
this situation by A ∼ A′. As we explained in Corollary 2.3 and Lemma 2.1, if A 6∼ E,
then CA and CA′ are projectively equivalent over Fq, and if A ∼ E, then FA is the
zero polynomial.
We study CA according to the following cases:
Case 1 fA(t) = (t−α)g(t), where α ∈ Fq and g(t) = t
2−(bt+a) ∈ Fq[t] is irreducible.
In this case, the elementary divisors of tE −A are {g(t), t − α}
Case 2 fA(t) = (t − α1)(t − α2)(t − α3), where three elements α1, α2, α3 of Fq are
distinct each other. In this case, the elementary divisors of tE − A are
{t− α1, t− α2, t− α3}.
Case 3 fA(t) = (t− α)
2(t− β), where α, β ∈ Fq and α 6= β
Case 3.1 The minimal polynomial of A is fA(t) itself. In this case, the
elementary divisors of tE −A are {(t− α)2, t− β}.
Case 3.2 The minimal polynomial of A is (t − α)(t − β). In this case, the
elementary divisors of tE −A are {t− α, t− α, t− β}.
Case 4 fA(t) = (t− α)
3.
Case 4.1 The minimal polynomial of A is fA(t) itself. In this case, the
elementary divisor of tE −A is (t− α)3.
Case 4.2 The minimal polynomial of A is (t−α)2. In this case, the elemen-
tary divisors of tE −A are {(t− α)2, t− α}.
Case 4.3 The minimal polynomial of A is t−α. In this case, the elementary
divisors of tE −A are {t− α, t− α, t− α}.
Theorem 4.1 Suppose that a plane filling curve CA is reducible.
(i) In Case1, CA splits into an Fq-line and an irreducible curve C
′
A of degree q+1.
The irreducible curve C ′A is one described in Example 3.2.
(ii) In Case 2, CA splits into three Fq-lines and irreducible curve C
′
A of degree
q − 1. Those three lines are not concurrent, and the irreducible curve C ′A is
one described in Example 3.4.
(iii) In Case 3.1, CA splits into two Fq-lines and irreducible curve C
′
A of degree q.
The irreducible curve C ′A is one described in Example 3.3.
(iv) In Case 3.2, CA splits into q+2 Fq-lines. Among them, q+1 lines pass through
a common point, and the remaining one does not.
(v) In Case 4.1, CA splits into an Fq-line and an irreducible curve C
′
A of degree
q + 1. The irreducible curve C ′A is described in Example 3.1.
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(vi) In Case 4.2, CA splits into q reduced Fq-lines and one double line over Fq, each
of which (including the double line), passes through a common point.
(vii) In Case 4.3, FA is the zero polynomial.
Proof. In Case 1, since A ∼

0 a 01 b 0
0 0 α

 , we may assume that
FA(x, y, z) = y(y
qz − yzq) + (ax+ by)(zqx− zxq) + αz(xqy − xyq)
= zG(x, y, z),
where
G(x, y, z) = (yq+1 − y2zq−1) + (ax+ by)(zq−1x− xq) + α(xqy − xyq)
= (xq − xzq−1, yq − yzq−1)
(
−a α− b 0
−α 1 0
)xy
z

 .
Since
(s, t)
(
−a α− b
−α 1
)(
s
t
)
= −as2 − bst+ t2 = s2g(t/s),
it is irreducible by the assumption on the form of fA(t).
In the case 2, since A ∼

α1 α2
α3

 , we may assume that
FA(x, y, z) = α1x(y
qz − yzq) + α2y(z
qx− zxq) + α3z(x
qy − xyq)
= xyzG(x, y, z),
where
G(x, y, z) = (α3 − α2)x
q−1 + (α1 − α3)y
q−1 + (α1 − α3)z
q−1.
The equation G = 0 defines a curve described in Example 3.2 by the assumption on
α1, α2 and α3.
In Case 3.1, note that
A ∼

α 1 00 α 0
0 0 β

 ∼

0 1 00 0 0
0 0 β − α

 .
Put β′ = β − α, which is nonzero element of Fq by the assumption on fA(t). Hence
we may assume that
FA(x, y, z) = x(z
qx− zxq) + β′z(xqy − xyq)
xz(zq−1x− xq + β′(xq−1y − yq)).
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Replacing β′y by the new variable y, −x by new x, we can transform FA into
−xz(xq − xzq−1 + xq−1y − yq).
In Case 3.2, since
A ∼

α 0 00 α 0
0 0 β

 ∼

0 0 00 0 0
0 0 β − α

 ,
we may assume that
FA(x, y, z) = (β − α)z(x
qy − xyq).
So CA consists of q + 2 Fq-lines so that q + 1-lines pass through (0, 0, 1).
In Case 4.1, since
A ∼

α 1 00 α 1
0 0 α

 ∼

0 1 00 0 1
0 0 0

 ,
we may assume that
FA(x, y, z) = x(z
qx− zxq) + y(xqy − xyq) = xG(x, y, z).
Here G(x, y, z) = zqx − zxq + xq−1y2 − yq+1. Then the equation −G(−z, x, y) = 0
is exactly (6).
In Case 4.2, since
A ∼

α 1 00 α 0
0 0 α

 ∼

0 1 00 0 0
0 0 0

 ,
we may assume that
FA(x, y, z) = x(z
qx− zxq) = x2(zq − zxq−1) = x2z
∏
λ∈F∗q
(z − λx),
which shows that CA splits into q reduced lines and one double line, each of which
passes through (0, 1, 0).
In Case 4.3, since
A ∼

α 0 00 α 0
0 0 α

 ,
FA is the zero polynomial by Lemma 2.1. 
Corollary 4.2 For a reducible plane filling curve CA of degree q + 2, it contains a
non-linear irreducible component if and only if the characteristic polynomial of A is
the minimal polynomial.
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5 Affine-plane filling projective curve
An affine-plane filling curve C is a projective plane curve, which is not necessary
irreducible, over Fq with the property C(Fq) = A
2(Fq), where A
2 is the affine piece
P
2 \ {z = 0}. For such curves, the following facts are known [7, Theorem 3.5].
Theorem 5.1 The degree of an affine-plane filling curve is at least q + 1. For a
projective plane curve of degree q+1 in P2 over Fq, it is an affine-plane filling curve
if and only if defined by an equation of the following type:
(xq − xzq−1, yq − yzq−1)
(
a0 a1 a2
b0 b1 b2
) xy
z

 = 0, (9)
where a0, . . . , b2 ∈ Fq and the polynomial
(s, t)
(
a0 a1
b0 b1
)(
s
t
)
(10)
in s and t is irreducible over Fq. Furthermore, an affine-plane filling curve of degree
q + 1 is absolutely irreducible and has a unique singular point.
Here we will add a fact supplementary to this theorem. The maximum number of
Fq-points of a curve of degree q + 1 without Fq-linear components is q
2 + 1. So the
affine-plane filling curve of degree q + 1, which is described in the above theorem,
attains the second maximum. Next theorem assures us that for not small q, only
the affine-plane filling curve over Fq of degree q+1 attains the second maximum for
the curves of degree q + 1.
Theorem 5.2 Let C be a plane curve of degree q + 1 over Fq, which may have
Fq-linear components. If Nq(C) = q
2 and q > 5, the missing points P2(Fq) \ C(Fq)
are collinear.
Proof. Let P2(Fq)\C(Fq) = {P0, P1, . . . , Pq}. Suppose that no 3 of the q+1 missing
points {P0, P1, . . . , Pq} are collinear. If q is odd, take (q − 1)/2 Fq-lines P2jP2j+1
(j = 1, 2, . . . , (q − 1)/2), where PQ is the line passing through the assigned two
points P and Q. Also choose an Fq-line L1 such that L1 ∋ P1 and L1 6∋ P0. Then
the curve
D := L1 ∪ (∪
q−1
2
j=1P2jP2j+1) ∪ C
is of degree 32 (q + 1) and D(Fq) = P
2(Fq) \ {P0}. Since q > 5,
3
2(q + 1) < 2q − 1,
which contradicts [7, Corollary 2.4]. If q is even, then D := (∪
q
2
j=1P2j−1P2j) ∪ C is
of degree 32q + 1 < 2q − 1 and D(Fq) = P
2(Fq) \ {P0}, which also contradicts [7,
Corollary 2.4]. Therefore there are at least 3 collinear points in the set of missing
points.
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Let s := max{|L ∩ {P0, P1, . . . , Pq}| | L is an Fq-line} and L0 an Fq-line which
attains the s. Since the curve D = L0∪C is of degree q+2 and s ≥ 3, the condition
D(Fq) 6= P
2(Fq) implies s = 3 by [7, Lemma 3.2]. On the other hand, from the
latter part of that lemma, the missing q− 2(= q+1− s) points for D(Fq) should be
collinear. By the maximality of s(= 3), q− 2 ≤ 3, which contradicts the assumption
q > 5. Therefore D(Fq) = P
2(Fq), which means the q + 1 points P0, . . . , Pq are
collinear. 
6 Fragment of affine-plane filling projective curves
Even if the irreducible condition for (10) fails, the equation (9) still defines a curve
C, which is possibly reducible, such that C(Fq) ⊃ A
2(Fq). We will investigate those
curves.
Lemma 6.1 Let σ be a projective transformation of P2 over Fq such that σ({z =
0}) = ({z = 0}). Denote σ−1

 xy
z

 by

 x
′
y′
z′

 . Then there are B ∈ GL(2,Fq),
b ∈ (Fq)
2 and λ ∈ F∗q such that

 xy
z

 =
(
B b
0 λ
) x
′
y′
z′

 . (11)
If F = (xq−xzq−1, yq−yzq−1)
(
a0 a1 a2
b0 b1 b2
) xy
z

 , then σ−1({F = 0}) is given
by the equation
(xq − xzq−1, yq − yzq−1)tB
(
a0 a1 a2
b0 b1 b2
)(
B b
0 λ
) xy
z

 = 0.
Proof. Let B = (βi,j) and b =
(
γ1
γ2
)
. Using the relation (11), we have
xq − xzq−1 = (β11x
′ + β12y
′ + γ1z
′)q − (β11x
′ + β12y
′ + γ1z
′)(λz′)q−1
= β11(x
′q − x′z′q−1) + β12(y
′q − y′z′q−1),
because βqij = βij and λ
q−1 = 1. Similarly, we have
yq − yzq−1 = β21(x
′q − x′z′q−1) + β22(y
′q − y′z′q−1).
Summing up (xq − xzq−1, yq − yzq−1) = (x′q − x′z′q−1, y′q − y′z′q−1)tB. 
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It is obvious that the set
{(
B b
0 λ
)
| B ∈ GL(2,Fq), b ∈ (Fq)
2, λ ∈ F∗q
}
forms
a subgroup of GL(3,Fq). This subgroup will be denoted by B simply.
For M =
(
a0 a1 a2
b0 b1 b2
)
∈ M(2 × 3,Fq), the matrix consisting of first two
columns
(
a0 a1
b0 b1
)
is frequently denoted by M ′ and the third column
(
a2
b2
)
by
m. Let
GM (x, y, z) := (x
q − xzq−1, yq − yzq−1)
(
a0 a1 a2
b0 b1 b2
) xy
z


and
VM := {GM (x, y, z) = 0} ⊂ P
2.
From Lemma 6.1, the subgroup B ⊂ GL(3,Fq) acts on {VM | M ∈ M(2 × 3,Fq)}
as projective transformations. For M = (M ′,m) and N = (N ′,n), the symbol
M ≈ N means that there is a transformation σ =
(
B b
0 λ
)
∈ B such that N =
tBM
(
B b
0 λ
)
, that is, N ′ = tBM ′B and n = tB(M ′b + λm). We also use the
notation σ(M) as N under the above situation. Obviously the relation ≈ is an
equivalence relation, and M ≈ N if and only if there is a projective transformation
σ over Fq with σ({z = 0}) = {z = 0} such that σ : VM
∼
−→ VN . In this case, we
shortly say that VM is B-equivalent to VN .
We need more notation. ForM = (M ′,m), we consider the roots of the quadratic
polynomial gM ′ = gM ′(s, t) = (s, t)M
′
(
s
t
)
in P1.
Remark 6.2 If M ≈ N , then the following statements are obviously true:
(i) detM ′ 6= 0 if and only if detN ′ 6= 0;
(ii) rankM = rankN ;
(iii) gM ′ is irreducible over Fq if and only if so is gN ′ ;
(iv) gM ′ = 0 has two distinct roots in P
1(Fq) if and only if so does gN ′ = 0;
(v) gM ′ = 0 has a double root if and only if so does gN ′ = 0;
(vi) gM ′ is the zero polynomial if and only if so is gN ′ .
Remark 6.3 If detM ′ = 0, then gM ′ is either reducible or the zero polynomial.
The converse is not always true.
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Proof. Let M ′ =
(
a0 a1
b0 b1
)
. If a0 = b0 = 0, then gM ′ = t(a1s+ b1t). If (a0, b0) 6=
(0, 0), there is an element λ ∈ Fq such that (a1, b1) = λ(a0, b0). Hence gM ′ =
(a0s + b0t)(s + λt). A matrix M
′ with b0 = −a1 and b1 = 0 gives an example for
which the converse does not hold. 
Proposition 6.4 Let M = (M ′,m) be a nonzero 2 × 3 matrix over Fq such that
gM ′ is reducible or the zero polynomial.
(I) Suppose the equation gM ′ = 0 has two distinct roots.
(I-1) If detM ′ 6= 0, then M ≈
(
0 a1 0
b0 0 0
)
with a1b0 6= 0 and a1 + b0 6= 0.
(I-2) If detM ′ = 0 and rankM = 2, then M ≈
(
0 a1 0
0 0 b2
)
with a1b2 6= 0.
(I-3) If detM ′ = 0 and rankM = 1, then M ≈
(
0 a1 0
0 0 0
)
with a1 6= 0.
(II) Suppose the equation gM ′ = 0 has a double root.
(II-1) If detM ′ 6= 0, then M ≈
(
a0 a1 0
−a1 0 0
)
with a0a1 6= 0.
(II-2) If detM ′ = 0 and rankM = 2, then M ≈
(
a0 0 0
0 0 b2
)
with a0b2 6=
0.
(II-3) If detM ′ = 0 and rankM = 1, M ≈
(
a0 0 0
0 0 0
)
with a0 6= 0.
(III) Suppose gM ′ is the zero polynomial.
(III-1) If detM ′ 6= 0, then M ≈
(
0 a1 0
−a1 0 0
)
with a1 6= 0.
(III-2) There is no member M so that gM ′ is the zero polynomial, detM
′ = 0
and rankM = 2.
(III-3) If detM ′ = 0 and rank M = 1, then M ≈
(
0 0 1
0 0 0
)
.
This proposition is just summary of the following series of lemmas.
Lemma 6.5 If detM ′ 6= 0, then M ≈ (M ′,0).
Proof. For M = (M ′,m), there is a vector b ∈ F2q such that M
′b = −m. Choose
σ ∈ B as σ =
(
12 b
0 1
)
. Then σ(M) = (M ′,0). 
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Lemma 6.6 If detM ′ 6= 0 and the equation gM ′ = 0 has two distinct roots, then
M ≈
(
0 a1 0
b0 0 0
)
with a1b0 6= 0 and a1 + b0 6= 0.
Proof. Let (α1, α2) and (β1, β2) be two distinct roots of gM ′(s, t) = 0. Then
det
(
α1 β1
α2 β2
)
6= 0 and t
(
α1 β1
α2 β2
)
M ′
(
α1 β1
α2 β2
)
=
(
0 a1
b0 0
)
for some
a1, b0 ∈ Fq. Hence M ≈
(
0 a1 0
b0 0 0
)
by Lemma 6.5. The two properties on
M ′ are hereditary under the relation ≈. 
Lemma 6.7 If detM ′ = 0 and the equation gM ′ = 0 has two distinct roots, then
M ≈
(
0 a1 0
0 0 b2
)
for some a1, b2 ∈ Fq with a1 6= 0.
Proof. Let (α1, α2) and (β1, β2) be two distinct roots, and σ =

 α1 β1 0α2 β2 0
0 0 1

 ∈ B.
Then σ(M) =
(
0 a′1 a
′
2
b′0 0 b
′
2
)
for some a′1, . . . , b
′
2 ∈ Fq and one of {a
′
1, b
′
0} is 0
and other is nonzero, because detσ(M)′ = 0 and gσ(M)′ = 0 has two distinct
roots. Let τ =

 0 1 01 0 0
0 0 1

 ∈ B. Then τ(σ(M)) =
(
0 b′0 a
′
2
a′1 0 b
′
2
)
. There-
fore M ≈
(
0 a1 a2
0 0 b2
)
for some a1, a2, b2 ∈ Fq with a1 6= 0. Finally, let
ρ =

 1 0 00 1 −a2
a1
0 0 1

 ∈ B. Then ρ(M) ≈
(
0 a1 0
0 0 b2
)
. 
Lemma 6.8 Suppose the equation gM ′ = 0 has a double root.
(1) If detM ′ 6= 0, then M ≈
(
a0 a1 0
−a1 0 0
)
with a0a1 6= 0.
(2) If detM ′ = 0, then M ≈
(
a0 0 0
0 0 b2
)
with a0 6= 0.
Proof. Let (α1, α2) be the root of gM ′ = 0. Choose a vector (β1, β2) which is not
a multiple of the first choice. Let B =
(
β1 α1
β2 α2
)
and σ =
(
B 0
t0 1
)
. Then
σ(M) =
(
a0 a1 a2
b0 0 b2
)
. Since gσ(M)′ = 0 has a double root, a1 + b0 = 0 and
a0 6= 0.
(1) If detM ′ 6= 0, then detσ(M)′ 6= 0 either. Hence a1 6= 0 and M ≈ σ(M) ≈(
a0 a1 0
−a1 0 0
)
by Lemma 6.5.
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(2) If detM ′ = 0, then a1 = b0 = 0. Furthermore, let τ =

 1 0 −
a2
a0
0 1 0
0 0 1

 .
Then τ(σ(M)) ≈
(
a0 0 0
0 0 b2
)
. 
Lemma 6.9 Suppose gM ′ is the zero polynomial.
(1) If detM ′ 6= 0, then M ≈
(
0 a1 0
−a1 0 0
)
with a1 6= 0.
(2) If detM ′ = 0, then M ≈
(
0 0 1
0 0 0
)
.
Proof. Let M ′ =
(
a0 a1
b0 b1
)
. Then gM ′ is the zero polynomial if and only if a0 =
b1 = 0 and b0 = −a1.
(1) If detM ′ 6= 0, then a1 6= 0 and M ≈
(
0 a1 0
−a1 0 0
)
by Lemma 6.5.
(2) If detM ′ = 0, then M =
(
0 0 a2
0 0 b2
)
. Since M is a nonzero matrix,
(a2, b2) 6= (0, 0). Hence we can find a mtrix B ∈ GL(2,Fq) such that
tB
(
a2
b2
)
=(
1
0
)
. Put σ =
(
B 0
t0 1
)
. Then σ(M) =
(
0 0 1
0 0 0
)
. 
Finally, We give a description of VM according to the list in Proposition 6.4.
Note that if M ≈ N , then |VM (Fq) ∩ {z = 0}| = |VN (Fq) ∩ {z = 0}|, which is
called the number of Fq-points at infinity of VM .
Theorem 6.10 Let M = (M ′,m) ∈ M(2× 3,Fq) such that gM ′ is reducible or the
zero polynomial.
(I) If gM ′ = 0 has two distinct roots, then the number of Fq-points at infinity of
VM is two.
(I-1) In addition, if detM ′ 6= 0, then VM is B-equivalent to the curve
xy(a1x
q−1 + b0y
q−1 − (a1 + b0)z
q−1) = 0
with a1b0(a1 + b0) 6= 0. The nonlinear component is the curve described
in Example 3.4.
(I-2) In addition, if detM ′ = 0 and rankM = 2, then VM is B-equivalent to
the curve
y(xq − xzq−1 + yq−1z − zq) = 0.
The nonlinear component is the curve described in Example 3.3.
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(I-3) In addition, if detM ′ = 0 and rankM = 1, then VM is B-equivalent to
the curve
y(xq − xzq−1) = 0,
which consists of q lines passing through (0, 1, 0) and another line not
passing through the point.
(II) If gM ′ = 0 has a double root, then the number of Fq-points at infinity of VM
is one.
(II-1) In addition, if detM ′ 6= 0, then VM is B-equivalent to the curve
x(xq − xzq−1 + yxq−1 − yq) = 0.
The nonlinear component is the curve described in Example 3.3.
(II-2) In addition, if detM ′ = 0 and rankM = 2, then VM is B-equivalent to
the curve
xq+1 − x2zq−1 + yqz − yzq = 0,
which is nonsingular and described in Example 3.1.
(II-3) In addition, if detM ′ = 0 and rankM = 1, then VM is B-equivalent to
the curve
x2(xq−1 − zq−1) = 0,
which consists of q − 1 simple lines and one double line. Those lines
pass through a common point.
(III) If gM ′ is the zero polynomial, then VM (Fq) = P
2(Fq) if VM exists.
(III-1) In addition, if detM ′ 6= 0, then VM is B-equivalent to the curve
xqy − xyq = 0,
which is the union of the q + 1 Fq-lines passing through (0, 0, 1).
(III-2) There is no curve for M with properties gM ′ is the zero polynomial,
detM ′ = 0 and rankM = 2.
(III-3) In addition, if detM ′ = 0 and rankM = 1, then VM is B-equivalent
to the curve
xqz − xzq = 0,
which is the union of the q + 1 Fq-lines passing through (0, 1, 0).
Proof. Since VM ∩ {z = 0} is defined by GM (x, y, 0) = (x
q, yq)M ′
(
x
y
)
= 0,
VM (Fq) ∩ {z = 0} = {(α, β, 0) ∈ P
2(Fq) | gM ′(α, β) = 0}.
Straightforward computations from “canonical” forms listed in Proposition 6.4
induce the equation in each case. 
Corollary 6.11 For M = (M ′,m) ∈ M(2× 3,Fq), VM has a nonlinear irreducible
component if and only if rankM = 2 and gM ′ is a nonzero polynomial.
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