On Pfaff systems with Lp coefficients and their applications in differential geometry  by Mardare, Sorin
J. Math. Pures Appl. 84 (2005) 1659–1692
www.elsevier.com/locate/matpur
On Pfaff systems with Lp coefficients and their
applications in differential geometry
Sorin Mardare
Laboratoire Jacques-Louis Lions, Université Pierre et Marie Curie, boîte courrier 187, 75252 Paris Cedex 05,
France
Received 28 April 2005
Available online 28 September 2005
Abstract
We prove that a Pfaff system with coefficients in Lploc, p > 2, in a simply-connected open subset
Ω of R2 has at least a nontrivial solution of class W1,ploc (Ω) provided that its coefficients satisfies a
compatibility condition in the distributional sense. If in addition the set Ω is connected, the Cauchy
problem associated with the Pfaff system has a unique solution. An application of this result is that
the fundamental theorem of surface theory holds under the assumption that the first and second
fundamental forms are respectively of class W1,ploc and L
p
loc, with p > 2, and satisfy together the
Gauss and Codazzi–Mainardi equations in the distributional sense.
 2005 Elsevier SAS. All rights reserved.
Résumé
On montre qu’un système de Pfaff à coefficients dans Lploc, p > 2, dans un ouvert simplement-
connexe Ω de R2 admet au moins une solution non triviale de classe W1,ploc (Ω), pourvu que ses
coefficients satisfassent une condition de compatibilité au sens des distributions. Si, de plus, l’en-
semble Ω est connexe, le problème de Cauchy associé au système de Pfaff admet une solution unique.
Une application de ce résultat est que le théorème fondamental de la théorie des surfaces reste vrai
sous l’hypothèse que les deux premières formes fondamentales soient respectivement de classe W1,ploc
et Lploc, avec p > 2, et satisfassent ensemble les équations de Gauss et de Codazzi–Mainardi au sens
des distributions.
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1. Introduction
A Pfaff system is a system of partial differential equations of the form
∂Y
∂xi
(x)= Y(x)Ai(x)
for all x ∈Ω and all i ∈ {1,2, . . . , d}, where Ω is an open subset of Rd and Ai :Ω →M
are square matrix fields. Our aim here is to study the existence of a nontrivial solution
Y :Ω →Mq× to such a system under weak (possibly optimal) regularity assumptions on
the coefficients Ai .
Classically, local existence (i.e., in a neighborhood of any point x ∈ Ω) of a nontrivial
solution to Pfaff systems is granted under the assumption that the matrix fields Ai are of
class C1 in Ω and satisfy the compatibility conditions:
∂Ai
∂xj
(x)− ∂Aj
∂xi
(x)+Aj(x)Ai(x)−Ai(x)Aj (x)= 0 (1)
for all x ∈ Ω and all i, j ∈ {1,2, . . . , d} (see Cartan [5], Malliavin [13], Thomas [22]).
Clearly, these compatibility conditions are necessary (at least in the case where the solution
Y is a field of invertible square matrices) since they express the commutativity of second
order derivatives of the solution, i.e.,
∂2Y
∂xi∂xj
(x)= ∂
2Y
∂xj ∂xi
(x),
for all x ∈ Ω and all i, j ∈ {1,2, . . . , d}. It is also well known that existence of a global
solution (i.e., the solution Y is defined over the whole set Ω) is obtained if the set Ω is
simply-connected.
The above existence result on Pfaff systems has been subsequently improved by Hart-
man and Wintner [10] (under the assumption that the coefficients Ai are continuous in Ω
and satisfy the compatibility conditions (1) in an integral form) and by the author [14]
(under the assumption that the coefficients Ai are of class L∞loc in Ω and satisfy the com-
patibility conditions (1) in the distributional sense).
These successive improvements of the existence theory on Pfaff systems lead naturally
to the question whether they reached the optimality with respect to the regularity assump-
tions on the coefficients. As long as the compatibility conditions are to be understood in
the distributional sense, the coefficients Ai should belong at least to the Lebesgue space
L2loc(Ω) (to insure that the nonlinear part of (1) belongs to L1loc(Ω)). Moreover, a simple
inspection of the scalar case  = 1 (i.e., the coefficients Ai are functions) shows that the
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that the coefficients Ai should belong to the Lebesgue space Lploc(Ω), with p > d . Indeed,
if the coefficients of the Pfaff systems are the functions ai :Ω →R, then the compatibility
conditions (1) become linear, namely:
∂ai
∂xj
− ∂aj
∂xi
= 0 in Ω,
for all i, j ∈ {1,2, . . . , d}. If ai ∈ Lploc(Ω), Poincaré’s theorem (see Theorem 8 below)
shows that there exists a function b ∈W 1,ploc (Ω) such that
∂b
∂xi
= ai in Ω,
for all i ∈ {1,2, . . . , d}. Then the solution to the Pfaff system with scalar coefficients ai has
the explicit form:
Y(x)= Ceb(x),
where C is a constant, at each point x where the function b is differentiable. But such a
solution does not belongs to the space L1loc(Ω) (we want a solution of the Pfaff system
in the distributional sense) if the function b belongs to the Lebesgue space Lrloc(Ω), with
r < ∞. For this reason, the assumption that p > d is needed in order to have b ∈ L∞loc(Ω)
by the Sobolev imbedding W 1,ploc (Ω) ⊂ L∞loc(Ω). Note also that the assumption that p > d
is optimal if one wants to solve the Cauchy problem associated with the Pfaff system,
namely
∂Y
∂xi
= YAi in Ω, i ∈ {1,2, . . . , d},
Y
(
x0
)= Y 0,
for a given point x0 ∈Ω and a given matrix Y 0. Indeed, in order to properly define Y(x0),
the space W 1,p(Ω) (to which the components of the matrix field Y belong) should be
imbedded in the space of continuous functions.
This paper is concerned mainly with Pfaff system in two dimensions (i.e., the set Ω
is a subset of R2) for which we provide the following existence result: Assume that the
coefficients Ai are matrix fields with Lploc-coefficients, p > 2, in an open set Ω ⊂ R2 that
satisfy the compatibility conditions (1) in the distributional sense. Then the Pfaff system
(or the Cauchy problem associated with it) has locally a nontrivial solution Y of class W 1,p
(see Lemma 4). If in addition the set Ω is simply connected, then the solution is global and
belongs to the space W 1,ploc (Ω) (see Theorem 7).
We also give an application of this result in differential geometry: Let there be given a
simply-connected open subset ω ⊂R2, a number p > 2, a positive-definite symmetric ma-
trix field with coefficients aαβ ∈ W 1,p(ω), and a symmetric matrix field with coefficientsloc
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tions in the distributional sense. Then there exists an immersion θ :ω →R3 of class W 2,ploc
such that the fields aαβ and bαβ are respectively the covariant components of the first two
fundamental forms of the immersed surface θ(ω) (see Theorem 9). This result improves
the fundamental theorem of surface theory.
The outline of the paper is as follows. We gather in the next section some well-known
results that will be subsequently needed. In Section 3, we establish some stability results
for Pfaff systems with Lp-coefficients defined in an open subset of Rd . Using the stability
result in the particular case where d = 2, we establish in Section 4 an existence results for
Pfaff systems with Lp-coefficients defined in an open subset of R2. Finally, in Section 5,
we use this existence result to improve the fundamental theorem of surface theory.
The results of this paper were announced in Mardare [15].
2. Preliminaries
All functions and fields appearing in this paper are real-valued and the summation
convention with respect to repeated indices and exponents is used. Matrix-valued, vector-
valued, and scalar-valued functions are respectively denoted by capital, boldface, and lower
case letters.
For any integer d  2, the d-dimensional Euclidean space will be identified with Rd .
A generic point in Rd is denoted x = (x1, x2, . . . , xd) and partial derivatives of first and sec-
ond order are denoted ∂i = ∂∂xi and ∂ij = ∂
2
∂xi∂xj
. The Euclidean inner product of u,v ∈Rd
is denoted u · v and the Euclidean norm of v ∈ Rd is denoted |v| = √v · v. The closure
in Rd of a subset Ω ∈ Rd is denoted Ω . The distance between two subsets A,B of Rd is
defined by,
dist(A,B)= inf
a∈A
b∈B
|a − b|,
the complement of a set Ω ∈Rd is denoted Ωc , and the image of an application f :X → Y
is defined by:
Imf = {f (x); x ∈X}.
An open ball with radius R centered at x ∈ Rd is denoted BR(x), or BR if its center is
irrelevant for our analysis, and the volume of the unit ball in Rd is denoted |B1|. Note that
this volume depends only on the dimension of the space through the formula:
|B1| = π
d/2
(1 + d/2) where (1 + t) :=
∞∫
0
ste−s ds for all t > 0.
The notation Mq× designates the set of all matrices with q rows and  columns. The
notations Mn,Sn and Sn> respectively designate the set of all square matrices, of all sym-
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Q ∈Mn that satisfies QTQ= I and detQ= 1 is called proper orthogonal.
Notations such as (aij ), or (aij ), designate the matrix whose entries are the elements aij ,
or aij , which may be either real numbers or real functions. The first, or upper, index is the
row index and the second, or lower, index is the column index. For vectors v = (vi) and
matrices A= (Aij ), we define the norms:
‖v‖ =
∑
i
|vi | and ‖A‖ :=
∑
i,j
|Aij |.
The space of distributions over on open set Ω ⊂ Rd is denoted D′(Ω). The usual
Sobolev spaces being denoted Wm,p(Ω;Mq×), we let:
W
m,p
loc
(
Ω;Mq×) := {Y ∈D′(Ω;Mq×); Y ∈Wm,p(U ;Mq×)
for all open set U Ω
}
,
where the notation U Ω means that the closure of U in Rd is a compact subset of Ω . For
real-valued function spaces, we shall use the notation Wm,p(Ω) instead of Wm,p(Ω;R),
Lp(Ω) instead of Lp(Ω;R), etc. The closure in W 1,p(Ω) of the space of all indefinitely
derivable functions with compact support included in Ω is denoted W 1,p0 (Ω). If p > d ,
the classes of functions in W 1,p(Ω) are identified with their continuous representatives, as
in the Sobolev imbedding theorem (see, e.g., Adams [1]).
The Lebesgue spaces Lp(Ω;Rd) and Lp(Ω;Mq×) are equipped with the norms,
‖v‖Lp(Ω) =
∑
i
‖vi‖Lp(Ω) and ‖A‖Lp(Ω) =
∑
i,j
‖Aij‖Lp(Ω)
and the Sobolev spaces W 1,p(Ω;Mq×) and W 2,p(Ω;Mq×) are equipped with the
norms,
‖Y‖W 1,p(Ω) = ‖Y‖Lp(Ω) +
∑
i
‖∂iY‖Lp(Ω),
‖Y‖W 2,p(Ω) = ‖Y‖Lp(Ω) +
∑
i
‖∂iY‖Lp(Ω) +
∑
i,j
‖∂ijY‖Lp(Ω).
We record here some well-known results that will be subsequently needed. Proofs are
provided only for those statements that are less common in the literature. The first one is
the implicit function theorem:
Theorem 1 (Implicit function theorem). Let there be given three Banach spaces X1,X2
and Z, an open subset Ω of the space X1 ×X2 containing a point (x01 , x02), and a mapping
f ∈ C1(Ω;Z) satisfying:
∂2f
(
x0, x0
) ∈ Isom(X2;Z).1 2
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that (
x01 , x
0
2
) ∈O1 ×O2,{
(x1, x2) ∈O1 ×O2; f (x1, x2)= f
(
x01 , x
0
2
)}= {(x1, ϕ(x1)); x1 ∈O1}.
Moreover,
ϕ′(x1)= −
{
∂2f
(
x1, ϕ(x1)
)}−1{
∂1f
(
x1, ϕ(x1)
)} for all x1 ∈O1,
and ϕ is unique provided that the set O1 is taken sufficiently small.
Proof. See, e.g., Schwartz [16, Chapter 3, Section 8]. 
The next result is a variant of the Poincaré theorem:
Theorem 2. Let functions f1, f2, . . . , fd ∈ Lp(Ω), where p  1 and Ω is an open subset
of Rd , satisfy the compatibility conditions,
∂ifj = ∂jfi in Ω,
for all i, j ∈ {1,2, . . . , d}. Then, for any open ball BR  Ω , there exists a function
ψ ∈W 1,p(BR), unique up to a constant, such that
∂iψ = fi in BR
for all i ∈ {1,2, . . . , d}.
Proof. We argue as in Bourgain, Brezis, and Mironescu [3]. By taking the convolution of
functions fi with a sequence of mollifiers, one can find sequences (f εi ) ⊂ C∞(BR) with
the following properties:
∂if
ε
j = ∂jf εi in BR,
f εi → fi in Lp(BR) as ε → 0,
for all i, j ∈ {1,2, . . . , d}. Then the classical Poincaré theorem shows that, for each ε, there
exists a function ψε ∈ C∞(BR) whose derivatives are given by:
∂iψ
ε = f εi in BR
and that satisfies in addition ∫
ψε(x)dx = 0.BR
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that (ψε) is a Cauchy sequence in the space W 1,p(BR). Since this space is complete, there
exists a function ψ ∈ W 1,p(BR) such that ψε → ψ in W 1,p(BR) as ε → 0. This function
satisfies the conditions of the theorem. 
The next result is a variant of Morrey’s inequality.
Lemma 1. Let BR ⊂ Rd be an open ball of radius R > 0, let p > d , and let |B1| denote
the volume of the unit ball in Rd . Then
∣∣u(x)− u(y)∣∣ 4R1−d/p
(1 − d/p)|B1|1/p ‖∇u‖L
p(BR),
for all u ∈W 1,p(BR) and all x, y ∈ BR .
Proof. Let u ∈ C∞(Rd). Then
∣∣u(z)− u(x)∣∣= ∣∣∣∣∣
1∫
0
d
dt
u
(
x + t (z− x))dt∣∣∣∣∣ 2R
1∫
0
∣∣∇u(x + t (z− x))∣∣dt,
for any x, z ∈ BR . By integrating in z over the ball BR , it follows from Fubini’s theorem
that
∣∣u− u(x)∣∣ 2R|BR|
1∫
0
∫
BR
∣∣∇u(x + t (z− x))∣∣dzdt,
where u := 1|BR |
∫
BR
u(z)dz. Changing variables in the last integral next gives:
∣∣u− u(x)∣∣ 2R|BR|
1∫
0
1
td
∫
BtR
∣∣∇u(y)∣∣dy dt,
where BtR := {x + t (z− x); z ∈ BR} = BtR(x + t (x0 − x)) and x0 is the center of the ball
BR . Using now Hölder inequality in the last integral gives:
∣∣u− u(x)∣∣ 2R|BR|
1∫
0
1
td
‖∇u‖Lp(BtR)|BtR|1/q dt,
where 1/q + 1/p = 1. Since BtR ⊂ BR , this inequality implies that
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1∫
0
td/q
td
|BR|1/q dt
= 2R|BR|1/p
1
1 − d/p ‖∇u‖Lp(BR) =
2R1−d/p
(1 − d/p)|B1|1/p ‖∇u‖L
p(BR).
This inequality holds for all u ∈ C∞(Rd), but, since the restrictions of such functions to
the set BR are dense in the space W 1,p(BR), it holds in fact for all u ∈ W 1,p(BR). The
inequality of the lemma is then obtained by adding two copies of the above inequality. 
The following result is a variant of Sobolev’s imbedding theorem.
Theorem 3. Let BR be an open ball of radius R > 0 in Rd , d  2, let q ∈ (1,∞), and let
p ∈ (1, q∗), where
q∗ =
{
dq/(d − q) if q < d,
∞ if q  d.
Then W 1,q(BR) ⊂ Lp(BR) and there exists a constant C1 = C1(d,p, q) depending only
on d,p and q such that
‖u‖Lp(BR)  C1R1+d/p−d/q‖∇u‖Lq(BR)
for all u ∈W 1,q0 (BR).
Proof. Without losing in generality, we may assume that the center of the ball BR is the
origin of the space Rd . Let B1 be the open ball of unit radius centered at the origin. Since
p < q∗, the Sobolev imbedding theorem in the set B1 (see, e.g., Adams [1]) shows that
W 1,q(B1)⊂ Lp(B1) and that there exists a constant C1(d,p, q) such that
‖v‖Lp(B1)  C1(d,p, q)‖∇v‖Lq(B1)
for all v ∈W 1,q0 (B1). Letting v(x)= u(Rx), where u ∈W 1,q0 (BR), then changing variables
in this inequality, gives the inequality of the theorem. 
The following result concerns the regularity of the solution to the Poisson equation:
Theorem 4. Let u ∈ W 1,20 (BR), where BR is an open ball in Rd , and assume that
u ∈ Wm,p(BR), with m ∈ N and p ∈ (1,∞). Then u ∈ Wm+2,p(BR) and there exists
a constant C2 = C2(d,p,R) depending only on d,p and R such that
‖u‖Wm+2,p(BR)  C2‖u‖Wm,p(BR).
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We conclude this section with the following consequence of the last two theorems:
Corollary 1. Let BR be an open ball of radius R > 0 in Rd , d  2, and let p > d . Then
there exists a constant C3 = C3(d,p) depending only on d and p such that
‖∇u‖Lp(BR)  C3R1−d/p‖u‖Lp/2(BR)
for all u ∈W 2,p/2(BR)∩W 1,p0 (BR).
Proof. Without losing in generality, we may assume that the center of the ball BR is the
origin of the space Rd . Let B1 be the open ball of unit radius centered at the origin. By
Theorem 4, there exists a constant C2 depending only on d and p such that
‖v‖W 2,p/2(B1) C2‖v‖Lp/2(B1)
for all v ∈ W 2,p/2(B1) ∩ W 1,20 (B1). But the Sobolev imbedding theorem (see, e.g.,
Adams [1]) shows that v ∈ W 1,p(B1) and that there exists a constant C depending only
on d and p such that
‖v‖W 1,p(B1)  C‖v‖W 2,p/2(B1).
Therefore, the last two inequalities imply that
‖∇v‖Lp(B1)  C2C‖v‖Lp/2(B1)
for all v ∈ W 2,p/2(B1) ∩ W 1,20 (B1) = W 2,p/2(B1) ∩ W 1,p0 (B1). Letting v(x) = u(Rx),
where u ∈ W 2,p/2(BR) ∩ W 1,p0 (BR), then changing variables in this inequality, gives the
inequality of the lemma with the constant C3 = C2C. 
3. Stability of Pfaff systems
We establish here a stability result for Pfaff systems with Lploc-coefficients defined over
an open subset of Rd , d  1. Beside its interest per se, the stability result in the particular
case where d = 2 will be a key ingredient in proving the existence result of the next section
concerning the Pfaff systems with Lploc-coefficients in two dimensions. We begin with the
following local estimate:
Lemma 2. Let Ω be an open subset of Rd , let p > d , and let there be given matrix fields
Ai, A˜i ∈ Lp(Ω;M) and Y, Y˜ ∈W 1,ploc (Ω;Mq×) that satisfy the Pfaff systems
∂iY = YAi and ∂i Y˜ = Y˜ A˜i
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relation
R1−d/p < (1 − d/p)|B1|
1/p
8 max(
∑
i ‖A˜i‖Lp(Ω),
∑
i ‖Ai‖Lp(Ω))
. (2)
Then ∥∥Y˜ − Y∥∥
W 1,p(BR)
 C4
∑
i
∥∥A˜i −Ai∥∥Lp(BR) +C5∥∥Y˜ (x0)− Y (x0)∥∥, (3)
where
C4 = 4
(
1 + 4R
1 − d/p
)∥∥Y (x0)∥∥,
C5 =Rd/p|B1|1/p + 2
(
1 + 4R
1 − d/p
)∑
i
∥∥A˜i∥∥Lp(BR).
Proof. Since
∂i
(
Y˜ − Y )= (Y˜ − Y )A˜i + Y (A˜i −Ai),
we have:∥∥∂i(Y˜ − Y )∥∥Lp(BR)  ∥∥Y˜ − Y∥∥L∞(BR)∥∥A˜i∥∥Lp(BR) + ‖Y‖L∞(BR)∥∥A˜i −Ai∥∥Lp(BR).
But Morrey’s inequality (see Lemma 1) shows that
∥∥Y˜ − Y∥∥
L∞(BR) 
∥∥(Y˜ − Y )(x0)∥∥+ 4R1−d/p
(1 − d/p)|B1|1/p
∑
i
∥∥∂i(Y˜ − Y )∥∥Lp(BR). (4)
Combining these last two inequalities gives:(
1 − 4R
1−d/p
(1 − d/p)|B1|1/p
∑
i
∥∥A˜i∥∥Lp(BR)
)∑
i
∥∥∂i(Y˜ − Y )∥∥Lp(BR)

∥∥(Y˜ − Y )(x0)∥∥∑
i
∥∥A˜i∥∥Lp(BR) + ‖Y‖L∞(BR)∑
i
∥∥A˜i −Ai∥∥Lp(BR).
Since
1 − 4R
1−d/p
(1 − d/p)|B1|1/p
∑
i
∥∥A˜i∥∥Lp(BR)  1/2
by assumption (2) of the lemma, it follows that
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∥∥∂i(Y˜ − Y )∥∥Lp(BR)  2∥∥(Y˜ − Y )(x0)∥∥∑
i
∥∥A˜i∥∥Lp(BR)
+ 2‖Y‖L∞(BR)
∑
i
∥∥A˜i −Ai∥∥Lp(BR). (5)
Using again Morrey’s inequality (see Lemma 1) gives:
‖Y‖L∞(BR) 
∥∥Y (x0)∥∥+ 4R1−d/p
(1 − d/p)|B1|1/p
∑
i
‖∂iY‖Lp(BR),
which combined with the differential equations satisfied by Y next implies that(
1 − 4R
1−d/p
(1 − d/p)|B1|1/p
∑
i
‖Ai‖Lp(BR)
)
‖Y‖L∞(BR) 
∥∥Y (x0)∥∥.
We then infer from assumption (2) of the lemma that
‖Y‖L∞(BR)  2
∥∥Y (x0)∥∥,
which combined with inequality (5) yields:∑
i
∥∥∂i(Y˜ − Y )∥∥Lp(BR)  2∥∥(Y˜ − Y )(x0)∥∥∑
i
∥∥A˜i∥∥Lp(BR)
+ 4∥∥Y (x0)∥∥∑
i
∥∥A˜i −Ai∥∥Lp(BR). (6)
On the other hand, we infer from inequality (4) that∥∥Y˜ − Y∥∥
Lp(BR)
 |BR|1/p
∥∥Y˜ − Y∥∥
L∞(BR)
Rd/p|B1|1/p
∥∥(Y˜ − Y )(x0)∥∥+ 4R
1 − d/p
∑
i
∥∥∂i(Y˜ − Y )∥∥Lp(BR),
which next implies that∥∥Y˜ − Y∥∥
W 1,p(BR)
Rd/p|B1|1/p
∥∥(Y˜ − Y )(x0)∥∥
+
(
1 + 4R
1 − d/p
)∑
i
∥∥∂i(Y˜ − Y )∥∥Lp(BR).
The inequality of the lemma is obtained by combining this inequality with (6). 
An immediate consequence of this lemma is the uniqueness of the solution to the
Cauchy problem associated with a Pfaff system with Lp-coefficients defined over a con-
nected set:
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matrix fields Ai ∈ Lploc(Ω;M) and Y, Y˜ ∈W 1,ploc (Ω;Mq×) that satisfy the relations,
∂iY = YAi and ∂i Y˜ = Y˜Ai,
in the space of distributions D′(Ω;Mq×). Assume that there exists a point x0 ∈ Ω such
that Y(x0)= Y˜ (x0). Then Y(x)= Y˜ (x) for all x ∈Ω .
Proof. Since p > d , the Sobolev imbedding theorem shows that the fields Y and Y˜ are
continuous over Ω . Therefore, the set
A := {x ∈Ω; Y(x)= Y˜ (x)}
is closed in Ω .
Let y ∈A, let BR(y)Ω , and let a number 0 < r < R that satisfies the inequality:
r1−d/p < (1 − d/p)|B1|
1/p
8
∑
i ‖Ai‖Lp(BR)
.
Then Lemma 2 shows that there exists constants C4,C5 such that∥∥Y˜ − Y∥∥
W 1,p(Br )
 C4
∑
i
‖Ai −Ai‖Lp(Br ) +C5
∥∥Y˜ (x0)− Y (x0)∥∥= 0.
Consequently, Y˜ = Y in W 1,p(Br(y)), which next implies that Y(x) = Y˜ (x) for all x ∈
Br(y), since the fields Y and Y˜ are continuous over the ball Br(y). Hence Br(y)⊂Ω and
the set A is open in Ω .
Then the connectedness of Ω shows that either A= Ω , or A is empty. Since the point
x0 belongs to the set A by the assumptions of the theorem, the set A coincides with the
set Ω . 
Another consequence of Lemma 2 is the following stability result for a Pfaff system
showing that small perturbations of its coefficients (in the Lp-norm) and of its “initial
data” induce small perturbations of its solution (in the Fréchet space W 1,ploc ):
Theorem 6. Let Ω be a connected open subset of Rd , let p > d , and let there be given
sequences of matrix fields Ani ∈ Lp(Ω;M) and Yn ∈ W 1,ploc (Ω;Mq×) that satisfy the
Pfaff systems,
∂iY
n = YnAni ,
in the distributional sense. Fix a point x0 ∈Ω and assume that the sequence (∑i ‖Ani ‖Lp(Ω)
+‖Yn(x0)‖) is bounded from above by a constant M . Then, for any open set K Ω , there
exist a constant C > 0 (depending on M but independent of n,m) such that
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W 1,p(K)  C
{∑
i
∥∥Ani −Ami ∥∥Lp(Ω) + ∥∥Yn(x0)− Ym(x0)∥∥}
for all n,m ∈N.
Proof. Fix a number 0 <R < dist(K,Ωc) that satisfies the inequality:
R1−d/p < (1 − d/p)|B1|
1/p
8M
.
Then one can see from the proof of Lemma 2 that, for all x ∈K ,∥∥Yn∥∥
L∞(BR(x))  2
∥∥Yn(x)∥∥.
By joining any point x ∈ K to x0 by a broken line formed by N segments of length < R,
the previous inequality implies that∥∥Yn∥∥
L∞(BR(x))  2
N
∥∥Yn(x0)∥∥,
where the number N depends only on Ω , x0, and K . Consequently,∥∥Yn∥∥
L∞(K)  2
N
∥∥Yn(x0)∥∥ 2NM.
Applying now Lemma 2 for each ball BR(x) shows that∥∥Yn − Ym∥∥
W 1,p(BR(x))
 C4
∑
i
∥∥Ani −Ami ∥∥Lp(Ω) +C5∥∥(Yn − Ym)(x)∥∥,
where
C4 = 2N+2M
(
1 + 4R
1 − d/p
)
and C5 =Rd/p|B1|1/p + 2M
(
1 + 4R
1 − d/p
)
.
Let now the open set K  Ω be covered with a finite number of balls of radius R.
By joining the center x of any such ball to the given point x0 with a broken line formed
by N (a number depending only on Ω , x0, and K) segments [xk, xk+1] of length < R,
where xN = x, we deduce from the previous inequality combined with Sobolev imbedding
theorem that there exists a constant C > 0 such that
∥∥Yn − Ym∥∥
W 1,p(BR(x))
C4
∑
i
∥∥Ani −Ami ∥∥Lp(Ω) +C5∥∥(Yn − Ym)(xN )∥∥
C
{∑∥∥Ani −Ami ∥∥Lp(Ω) + ∥∥Yn − Ym∥∥W 1,p(BR(xN−1))
}
.i
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W 1,p(BR(xN−1))  C4
∑
i
∥∥Ani −Ami ∥∥Lp(Ω) +C5∥∥(Yn − Ym)(xN−1)∥∥,
we deduce that there exists another constant C > 0 such that
∥∥Yn − Ym∥∥
W 1,p(BR(x))
 C
{∑
i
∥∥Ani −Ami ∥∥Lp(Ω) + ∥∥(Yn − Ym)(xN−1)∥∥}.
After N iterations of this argument, we finally find a constant C independent of n,m such
that
∥∥Yn − Ym∥∥
W 1,p(BR(x))
 C
{∑
i
∥∥Ani −Ami ∥∥Lp(Ω) + ∥∥(Yn − Ym)(x0)∥∥}.
Since this inequality is valid for any ball BR(x) in the chosen covering of K , summing all
of them gives the inequality of the theorem. 
4. Existence of the solution to Pfaff systems with Lp coefficients in two dimensions
Throughout this section, Ω is an open subset of R2 and the results of the previous
sections are used with d = 2.
Our objective here is to show that the Pfaff system,
∂iY = YAi in Ω, i ∈ {1,2},
has at least a nontrivial solution if the coefficients Ai belong to the space Lploc(Ω;M),
with p > 2, and satisfy the compatibility condition:
∂1A2 +A1A2 = ∂2A1 +A2A1,
in the distributional sense. This will be done by showing that the solutions of some ap-
propriate Pfaff systems with smooth coefficients converges to a solution to the above Pfaff
system in the W 1,ploc -space by using the stability result of the previous section. So the first
step in establishing such a result is to show that the matrix fields Ai , i ∈ {1,2}, can by ap-
proximated with smooth matrix fields that satisfy themselves the compatibility conditions.
Lemma 3. Let Ω be an open subset of R2, let p > 2, and let matrix fields Ai ∈ Lp(Ω;M)
be given that satisfy the relations,
∂1A2 +A1A2 = ∂2A1 +A2A1,
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0 <R  1 satisfies the relation:
R1−2/p <
{
4C1(p)
(‖A1‖Lp(Ω) + ‖A2‖Lp(Ω) + 4C3(p)‖A1‖Lp(Ω)‖A2‖Lp(Ω))}−1, (7)
where C1(p) := C1(2, 2pp−2 ,2) and C3(p) = C3(2,p) are respectively the constants ap-
pearing in the Sobolev’s inequality of Theorem 3 and in the inequality of Corollary 1.
Then there exist sequences of matrix fields (Ani )n∈N in C∞(BR;M) that satisfy the
relations:
∂1A
n
2 +An1An2 = ∂2An1 +A2An1 in BR,
Ani →Ai in Lp
(
BR;M
)
as n→ ∞.
Proof. Let a ball BR be given as in the statement of the lemma. The key of the proof is the
following change of unknowns:
A1 = ∂1U − ∂2V in BR,
A2 = ∂2U + ∂1V in BR,
where U ∈ W 1,p(BR,M) and V ∈ W 2,p/2(BR,M) ∩W 1,p0 (BR,M). This system has a
solution that can be computed as follows.
Define V ∈W 1,20 (BR,M) as the solution to the Poisson equation:
V =A2A1 −A1A2 in D′
(
BR,M

)
. (8)
Since the right-hand side of this equation belongs to the space Lp/2(BR,M), the solu-
tion V belongs to the space W 2,p/2(BR,M) (see Theorem 4). In addition, the Sobolev
imbedding W 2,p/2(BR,M)⊂W 1,p(BR,M), which holds for all p  2, shows that
V ∈W 1,p0
(
BR,M

)∩W 2,p/2(BR,M)=:W 2,p/2γ0 (BR,M).
Next, define U ∈W 1,p(BR,M) as a solution to the Poincaré system:
∂1U =A1 + ∂2V, ∂2U =A2 − ∂1V. (9)
Note that the existence of such a solution follows from Theorem 2, the compatibility con-
dition relating the right-hand sides of the system being satisfied thanks to the assumption
that
∂1A2 − ∂2A1 =A2A1 −A1A2.
In this way, the fields Ai can be written as
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A2 = ∂2U + ∂1V in BR,
where U ∈W 1,p(BR,M) and V ∈W 2,p/2γ0 (BR,M).
Now we can define approximating sequences for the fields Ai in the following way.
First, the field U is approximated with smooth matrix fields Un ∈ C∞(BR,M) defined by
taking the convolution of an extension of U to R2 with a sequence of mollifiers, so that
Un →U in W 1,p(BR,M) as n→ ∞.
Then define the field Vn, for any n ∈N, as the solution to the system:
V n = (∂2Un + ∂1V n)(∂1Un − ∂2V n)− (∂1Un − ∂2V n)(∂2Un + ∂1V n),
V n = 0 on the boundary of BR,
the first equation being satisfied in the distributional sense. It remains to show that this
nonlinear system has at least one solution of class C∞ in BR and that V n → V in
W 1,p(BR;M).
To this end, define the mapping,
f :W 1,p
(
BR;M
)×W 2,p/2γ0 (BR,M)→ Lp/2(BR,M),
by letting
f (X,Y )=Y − (∂2X + ∂1Y)(∂1X − ∂2Y)+ (∂1X − ∂2Y)(∂2X + ∂1Y).
It is clear that this mapping is well defined and that it is of class C∞ (since it is bilinear).
Its derivative with respect to the second variable at (U,V ) is given by:
∂f
∂Y
(U,V ) :W 2,p/2γ0
(
BR,M

)→ Lp/2(BR,M),
∂f
∂Y
(U,V )(K)=K + b(∇K),
where
b(∇K) := ∂2U∂2K − ∂1K∂1U + ∂1K∂2V + ∂1V ∂2K
+ ∂1U∂1K − ∂2K∂2U − ∂2K∂1V − ∂2V ∂1K. (10)
Now, we show that the mapping ∂f
∂Y
(U,V ) is an isomorphism by using some properties
of second order linear elliptic systems. For, we first prove that, for each G ∈ Lp/2(BR;Ml),
the linear system,
K + b(∇K)=G, (11)
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G ∈ H−1(BR;Ml)). The fact that the radius of the ball BR satisfies relation (7) is needed
here, in order to show that the bilinear form associated with this Dirichlet problem is co-
ercive over the space W 1,20 (BR;Ml). To this end, we first infer from Hölder inequality and
from Theorem 3 that∣∣∣∣∣
∫
BR
(∂2U∂2K)K dx
∣∣∣∣∣ ‖∂2U‖Lp(BR)‖∂2K‖L2(BR)‖K‖L2p/(p−2)(BR)
 C1(p)R1−2/p‖∂2U‖Lp(BR)‖∂2K‖L2(BR)‖∇K‖L2(BR)
for all K ∈ W 1,20 (BR;M), the constant C1(p) := C1(2,2p/(p − 2),2) being that fur-
nished by Theorem 3. In the same way, we estimate each term appearing in the expres-
sion (10) of b(∇K). Adding all this (eight) estimates, we deduce on the one hand that∣∣∣∣∣
∫
BR
b(∇K)K dx
∣∣∣∣∣ 2C1(p)R1−2/p(‖∇U‖Lp(BR) + ‖∇V ‖Lp(BR))‖∇K‖2L2(BR). (12)
On the other hand, we deduce from relations (9) and from Corollary 1 that
‖∇U‖Lp(BR) + ‖∇V ‖Lp(BR)  ‖A1‖Lp(BR) + ‖A2‖Lp(BR) + 2‖∇V ‖Lp(BR)
 ‖A1‖Lp(BR) + ‖A2‖Lp(BR)
+ 2C3(p)R1−2/p‖V ‖Lp/2(BR),
where C3(p) = C3(2,p) is the constant appearing in Corollary 1. Using now Eq. (8) and
the assumption that R  1, we deduce that
‖∇U‖Lp(BR) + ‖∇V ‖Lp(BR)  ‖A1‖Lp(BR) + ‖A2‖Lp(BR)
+ 4C3(p)‖A1‖Lp(BR)‖A2‖Lp(BR),
and, by using relation (7) of the lemma, that
‖∇U‖Lp(BR) + ‖∇V ‖Lp(BR) 
1
4C1(p)R1−2/p
.
We then infer from this inequality combined with (12) that∣∣∣∣∣
∫
BR
b(∇K)K dx
∣∣∣∣∣ 12‖∇K‖2L2(BR),
which shows that the bilinear form associated with (11) is coercive.
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sequence of Theorem 4 (we first prove that K ∈ W 2,2p/(2+p)(BR,M), so that b(∇K) ∈
Lp/2(BR,M)).
We have shown that the linear mapping ∂f
∂Y
(U,V ) is a bijection. Since it is also continu-
ous, the closed graph theorem shows that it is an isomorphism. Consequently, the mapping
f satisfies the assumptions of the implicit function theorem (see Theorem 1). Therefore
there exist open subsets O1 ⊂ W 1,p(BR;M) and O2 ⊂ W 2,p/2γ0 (BR,M) and a mapping
ϕ ∈ C1(O1;O2) such that U ∈O1, V ∈O2 and{
(X,Y ) ∈O1 ×O2; f (X,Y )= 0
}= {(X,ϕ(X)); X ∈O1}.
In particular, for X = Un there exists V n := ϕ(Un) such that f (Un,V n) = 0. Moreover,
since ϕ is continuous and since Un → U in W 1,p(BR;M), it follows that V n → V in
W 2,p/2(BR;M). Then the Sobolev imbedding W 2,p/2(BR;M)⊂W 1,p(BR;M), which
is valid for all p  2 (see Theorem 4), shows that V n → V in W 1,p(BR;M).
Now, let
An1 := ∂1Un − ∂2V n, An2 := ∂2Un + ∂1V n.
Then one can see that these fields satisfy the required compatibility equation and that Ani →
Ai in Lp(BR;M).
That the fields An are of class C∞ in BR is a consequence of the C∞-regularity of the
field Un, which implies by a bootstrap argument that the field V n also belongs to the space
C∞(BR;M). For, if Un ∈ C∞(BR;M) and V n ∈ W 2,p/2(BR,M), then the right-hand
side of the equation,
V n = (∂2Un + ∂1V n)(∂1Un − ∂2V n)−(∂1Un − ∂2V n)(∂2Un + ∂1V n), (13)
belongs to the space Lp1/2(BR;M), where p1 is any number for which the Sobolev
imbedding W 1,p/2(BR,M) ⊂ Lp1(BR;M) holds. If p  4 then p1 is any number in
(2,∞). If p < 4, then p1 is given by:
1
p1
= 2
p
− 1
2
and the regularity result of Theorem 4 shows that V n ∈ W 2,p1/2(BR,M). Applying this
argument recursively, one can see that V n ∈W 2,pk/2(BR,M), where the sequence (pk) is
defined by:
p0 = p and 1
pk
= 2
pk−1
− 1
2
,
for those values of k for which 2/pk−1 − 1/2 > 0. Since the sequence (pk) is increasing,
the number pk become  4 after a finite number of steps.
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pk+1 is any number in (2,∞). Then Theorem 4 shows that V n ∈ W 2,q (BR,M) for all
q ∈ (1,∞). By the regularity of the solution to the Poisson equation (13) (see again The-
orem 4), this implies that V n ∈ W 3,q/2(BR,M), then that V n ∈ W 4,q/22(BR,M), and
finally that V n ∈ W 2+m,q/2m(BR,M) for all m ∈ N that satisfies q/2m > 1. Since q may
be chosen as large as we wish, we deduce that V n ∈ C∞(BR;M). 
Remarks 1. 1. The matrix fields Ai ∈ Lp(Ω,M) of the lemma cannot be approximated
with smooth matrix fields by using usual smoothing procedures (as those based on con-
volution with a sequence of mollifiers) because they are subjected to nonlinear (if  > 1)
compatibility conditions.
2. By arguing as in Geymonat [8] and by using a scaling argument, one can see that
relation (7) of Lemma 3 can be replaced with,
R1−2/p <
{
4C1(p)
(
1 +C(p))(‖A1‖Lp(Ω) + ‖A2‖Lp(Ω))}−1,
where C(p) is the constant (depending only on p) appearing in the inequality:
‖∇u‖Lp(B1)  C(p)‖u‖W−1,p(B1) for all u ∈W 1,p0 (B1).
We are now in a position to prove a local existence result for Pfaff systems with
Lp-coefficients:
Lemma 4. Let Ω be an open subset of R2, let p > 2, and let matrix fields Ai ∈ Lp(Ω;M)
be given that satisfy the relations,
∂1A2 +A1A2 = ∂2A1 +A2A1,
in the space of distributions D′(Ω;M). Let there be given a matrix Y 0 ∈ Mq× and an
open ball Br := Br(x0) Ω with radius r < R(Ω), where R(Ω) is the number defined
by:
R(Ω)= min(1,{4C1(p)(‖A1‖Lp(Ω) + ‖A2‖Lp(Ω)
+ 4C3(p)‖A1‖Lp(Ω)‖A2‖Lp(Ω)
)}p/(2−p))
, (14)
where C1(p) := C1(2, 2pp−2 ,2) and C3(p) = C3(2,p) are respectively the constants ap-
pearing in the Sobolev’s inequality of Theorem 3 and in the inequality of Corollary 1.
Then the Pfaff system,
∂iY = YAi in D′
(
Br ;Mq×
)
,
Y
(
x0
)= Y 0, (15)
has a solution Y ∈W 1,p(Br ;Mq×).
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found as a limit of solutions to some Pfaff systems with smooth enough coefficients.
Fix an open ball BR := BR(x0) Ω such that r < R < R(Ω). Then Lemma 3 shows
that there exist sequences of matrix fields Ani ∈ C∞(BR;M) that satisfy
∂1A
n
2 +An1An2 = ∂2An1 +An2An1 in BR,
Ani →Ai in Lp
(
BR;M
)
as n→ ∞ for all i ∈ {1,2}.
Since the coefficients Ani are smooth, the classical result on Pfaff systems (see, e.g.,
Thomas [22]) shows that there exists a matrix field Yn ∈ C∞(BR;Mq×) that satisfies:
∂iY
n = YnAni in BR,
Yn
(
x0
)= Y 0. (16)
By the stability result of Theorem 6, there exists a constant C > 0 such that∥∥Yn − Ym∥∥
W 1,p(Br )
C
∑
i
∥∥Ani −Ami ∥∥Lp(BR),
which means that (Y n) is a Cauchy sequence in the space W 1,p(Br ;Mq×). Since this
space is complete, there exists a field Y ∈W 1,p(Br ;Mq×) such that
Yn → Y in W 1,p(Br ;Mq×) as n→ ∞.
In addition, the Sobolev imbedding W 1,p(Br ;Mq×)⊂ C0(Br ;Mq×) shows that
Yn
(
x0
)→ Y (x0) in Mq× as n→ ∞.
By passing to the limit as n → ∞ in the equations of the system (16), we deduce that the
field Y satisfies the Pfaff system (15). 
If, in addition to the assumptions of the previous lemma, the set Ω is connected and
simply-connected, then there exists a global solution (i.e., a solution defined over the entire
set Ω) to the Pfaff system. More specifically, we have the following:
Theorem 7. Let there be given a connected and simply connected open subset Ω of R2, a
point x0 in Ω , a number p > 2, and a matrix Y 0 ∈Mq×. Let Aj ∈ Lploc(Ω;M) be matrixfields that satisfy the relations,
∂1A2 +A1A2 = ∂2A1 +A2A1,
in the space of distributions D′(Ω;M). Then the Pfaff system,
∂jY = YAj in D′
(
Ω;Mq×),
Y
(
x0
)= Y 0, (17)
has one and only one solution Y ∈W 1,p(Ω;Mq×).loc
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it suffices to establish the existence of a solution to such a system.
As in the proof of Theorem 3.1 of [14], we define a field Y :Ω →Mq× by gluing to-
gether some sequences of local solutions, whose existence is asserted by Lemma 4, along
curves starting from the given point x0 (see step (i) below). We shall prove that this defin-
ition is unambiguous thanks to the uniqueness result proved in Theorem 5 and to the fact
that the set Ω is simply-connected (see steps (ii)–(iv)). Finally, we show in step (v) that the
field Y satisfies the system (17).
(i) Definition of a global solution to the Pfaff system (17) from local solutions. With any
point x ∈ Ω , we associate a path γ ∈ C0([0,1];Ω) joining x0 to x (i.e., γ (0) = x0 and
γ (1)= x), a positive number R that satisfies:
R < min
(
1
2
dist(Imγ ,Ωc),R(Ωγ )
)
, (18)
where R(Ωγ ) is the number defined in Lemma 4 with
Ωγ :=
{
x ∈Ω;dist(x; Imγ ) < 1
2
dist(Imγ ,Ωc)
}
,
and a division ∆= {t0, t1, t2, . . . , tN } of the interval [0,1] that satisfies,
γ (t) ∈ BR
(
xi
)
for all t ∈ [ti−1, ti+1] and all i ∈ {0,1, . . . ,N},
where 0 = t−1 = t0 < t1 < t2 < · · ·< tN < tN+1 = 1 and xi := γ (ti). Then we successively
define Y i := Y i(γ ,R,∆) ∈ W 1,p(Bi;Mq×), i = 0,1,2, . . . ,N , where Bi := BR(xi), to
be the solutions to the systems:
∂jY
i = Y iAj in D′
(
Bi;Mq×
)
,
Y i
(
xi
)= Y i−1(xi), (19)
with the convention that Y−1(x0) := Y 0. Since R < R(Ωγ ), Lemma 4 and Theorem 5
show that this system has a unique solution. Finally, we let
Y(x) := YN(x). (20)
We shall prove that this definition is unambiguous, that is, it does not depend on the choice
of γ , R, and ∆ (see steps (ii)–(iv) below).
(ii) The definition (20) of Y(x) does not depend on the division ∆. Let a triple (γ ,R,∆)
be given as in the step (i), let t∗ ∈ ]tk, tk+1[, and let:
∆∗ = {t0, t1, . . . , tk, t∗, tk+1, . . . , tN }.
With the triple (γ ,R,∆), we associate the functions Y i , i ∈ {0,1,2, . . . ,N}, solutions to
the systems (19). In the same way, with the triple (γ ,R,∆∗), we associate the functions
Y 0∗ , Y 1∗ , . . . , Y k∗ , Y∗, Y k+1∗ , . . . , YN∗ . We wish to show that YN(x)= YN∗ (x).
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Theorem 5), we see that Y i∗ = Y i in Bi for all i = 0,1,2, . . . , k. Let x∗ := γ (t∗) and
B∗ := BR(x∗). Since Y∗ and Y k satisfy,
∂jY∗ = Y∗Aj in D′
(
B∗;Mq×
)
,
∂jY
k = Y kAj in D′
(
Bk;Mq×
)
,
Y∗(x∗)= Y k∗ (x∗)= Y k(x∗),
we infer from Theorem 5 that Y∗ = Y k in B∗ ∩ Bk . In particular, Y∗(xk+1) = Y k(xk+1),
which next implies that Y k+1∗ (xk+1) = Y k+1(xk+1). Since Y k+1∗ and Y k+1 satisfy in addi-
tion the relations,
∂jY
k+1∗ = Y k+1∗ Aj in D′
(
Bk+1;Mq×
)
,
∂jY
k+1 = Y k+1Aj in D′
(
Bk+1;Mq×
)
,
we infer again from Theorem 5 that Y k+1∗ = Y k+1 in Bk+1. By the uniqueness of the solu-
tion to the system (19) with i = k + 2, k + 3, . . . ,N , we finally obtain that Y i∗ = Y i in Bi
for all i = k + 2, k + 3, . . . ,N . In particular, YN∗ = YN in BR(x).
Now, let ∆ = {t0, t1, t2, . . . , tN } and ∆′ = {t ′0, t ′1, t ′2, . . . , t ′M} be two divisions of the
interval [0,1] satisfying the conditions of step (i). Let ∆∪∆′ = {s0, s1, s2, . . . , sP }. Begin-
ning with ∆ and “refining” it to ∆ ∪∆′, we show by using the previous argument a finite
number of times that
YP (γ ,R,∆∪∆′)= YN(γ ,R,∆) in BR(x).
In the same way, but “refining” ∆′ to ∆∪∆′, we also find that
YP (γ ,R,∆∪∆′)= YM(γ ,R,∆′) in BR(x).
Therefore, YN(γ ,R,∆)= YM(γ ,R,∆′) in BR(x). This implies that the definition (20) of
Y(x) does not depend on the division ∆.
(iii) The definition (20) of Y(x) does not depend on the number R. Let Y(x) be
defined as in step (i) and let R˜ > R be a number that satisfies inequality (18). For each
i ∈ {0,1,2, . . . ,N}, let Y˜ i ∈W 1,p(BR˜(xi);Mq×) be the solution to the system:
∂j Y˜
i = Y˜ iAj in D′
(
BR˜
(
xi
);Mq×),
Y˜ i
(
xi
)= Y˜ i−1(xi),
where Y˜−1(x0) := Y 0. Then we prove by a recursion argument that Y˜ i = Y i in BR(xi).
For i = 0 this is a consequence of Theorem 5. Assume now that Y˜ k = Y k in BR(xk)
for a fixed k ∈ {0,1,2, . . . ,N − 1}. Since xk+1 ∈ BR(xk) ⊂ BR˜(xk), it follows that
Y˜ k(xk+1)= Y k(xk+1). By the uniqueness of the solution to the system (19) with i := k+1,
this implies that Y˜ k+1 = Y k+1 in BR(xk+1). After a finite number of iterations, we obtain
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number R.
(iv) The definition (20) of Y(x) does not depend on the path γ . Let there be given two
paths γ , γ˜ ∈ C0([0,1];Ω) joining x0 to x. Since Ω is simply connected, there exists a
homotopy ϕ ∈ C0([0,1] × [0,1];Ω) such that
ϕ(t,0)= γ (t), ϕ(t,1)= γ˜ (t),
ϕ(0, s)= x0, ϕ(1, s)= x.
Let a number R > 0 be fixed that satisfies:
R < min
(
1
2
dist(Imϕ,Ωc),R(Ωϕ)
)
, (21)
where R(Ωϕ) is the number defined in Lemma 4 with
Ωϕ :=
{
x ∈Ω; ∃s ∈ [0,1] such that dist(x; Imϕ(·, s))< 1
2
dist
(
Imϕ(·, s),Ωc)}.
Note that such a number R exists since Imϕ Ω and Ωϕ Ω , the last inclusion being a
consequence of the inequality dist(Ωϕ,Ωc) 12 dist(Imϕ,Ωc).
Since ϕ is uniformly continuous over the compact set [0,1] × [0,1], there exists an
integer N > 0 such that ∣∣ϕ(t, s)− ϕ(t ′, s′)∣∣<R/2 (22)
for all (t, s), (t ′, s′) ∈ [0,1] × [0,1] such that {|t − t ′|2 + |s − s′|2}1/2  1/N . Let
tk = sk := k/N for all k = 0,1, . . . ,N . Then one can see that Y(x) can be defined as
in step (i) by means of the path γ k := ϕ(· , sk), of the number R, and of the division
∆ := {t0, t1, t2, . . . , tN }.
In order to prove that the definition (20) of Y(x) does not depend on the choice of the
path joining x0 to x, it suffices to prove that, for a given k ∈ {1,2, . . . ,N}, the definition
(20) based on the triple (γ k−1,R,∆) coincides with the definition (20) based on the triple
(γ k,R,∆).
Let xk,i := γ k(ti) and Bk,i := BR(xk,i). For each i ∈ {0,1,2, . . . ,N}, let
Y k,i ∈W 1,p(Bk,i;Mq×) be the solution to the system (see (19))
∂jY
k,i = Y k,iAj in D′
(
Bk,i;Mq×
)
,
Y k,i
(
xk,i
)= Y k,i−1(xk,i), (23)
where Y k,−1(xk,0) := Y 0. We wish to prove that Y k−1,N (x)= Y k,N (x).
First, notice that Y k−1,0 = Y k,0 in Bk−1,0 ∩Bk,0 thanks to the uniqueness of the solution
to the system (23) with i = 0 (see Theorem 5). Assume that for a fixed i ∈ {0,1,2, . . . ,
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Y k,i(xk−1,i+1), which implies on the one hand that
Y k−1,i+1
(
xk−1,i+1
)= Y k,i(xk−1,i+1).
On the other hand, Theorem 5 implies that Y k,i+1 = Y k,i in the set Bk,i+1 ∩ Bk,i . Since
xk−1,i+1 belongs to this set, we obtain in particular that
Y k,i+1
(
xk−1,i+1
)= Y k,i(xk−1,i+1).
Combining the two relations above gives that
Y k−1,i+1
(
xk−1,i+1
)= Y k,i+1(xk−1,i+1).
We then infer from Theorem 5 that Y k−1,i+1 = Y k,i+1 in Bk−1,i+1 ∩Bk,i+1. After N iter-
ations, we eventually find that Y k−1,N = Y k,N in Bk−1,N ∩ Bk,N = BR(x), which implies
in particular that Y k−1,N (x) = Y k,N (x). Therefore, the definition (20) of Y(x) does not
depend on the choice of the path γ joining x0 to x.
(v) The field Y defined in step (i) satisfies the Pfaff system (17). Let x ∈ Ω , let
γ ∈ C0([0,1];Ω) be a path joining x0 to x, let
Ωγ :=
{
x ∈Ω; dist(x; Imγ ) < 3
4
dist(Imγ ,Ωc)
}
,
let a number R > 0 that satisfies:
R < min
(
1
4
dist(Imγ ,Ωc),R
(
Ωγ
))
,
where R(Ωγ ) is the number defined in Lemma 4, and let a division ∆ := {t0, t1, . . . , tN } of
the interval [0,1] that satisfies
γ (t) ∈ BR
(
xi
)
for all t ∈ [ti−1, ti+1] and all i ∈ {0,1, . . . ,N},
where 0 = t−1 = t0 < t1 < t2 < · · · < tN < tN+1 = 1 and xi := γ (ti). Then we define
Y(x)= YN(x), where YN is defined as in step (i) by means of γ , R and ∆. Now, we prove
that in fact Y = YN over the entire ball BR(x).
Let x˜ be a fixed, but otherwise arbitrary, point in BR(x), let the path γ˜ be defined by
(note that γ˜ is a path joining x0 to x˜):
γ˜ (t˜)=
{
γ (2t˜ ) for all t˜ ∈ [0,1/2],
(2 − 2t˜ )x + (2t˜ − 1)x˜ for all t˜ ∈ (1/2,1],
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Since Ωγ˜ ⊂Ωγ , one can see that
R < min
(
1
2
dist(Im γ˜ ,Ωc),R(Ωγ˜ )
)
.
Therefore we can define Y(x˜) by means of γ˜ , R and ∆˜ in the same way that Y(x) is defined
by means of γ , R and ∆. More specifically, let x˜i := γ˜ (t˜i ). Then
Y(x˜) := Y˜ N+1(x˜),
where, for all i = 0,1,2, . . . ,N + 1, Y˜ i = Y˜ i (γ˜ ,R, ∆˜) ∈ W 1,p(BR(x˜i);Mq×) is the so-
lution to the system
∂j Y˜
i = Y˜ iAj in D′
(
BR
(
x˜i
);Mq×),
Y˜ i
(
x˜i
)= Y˜ i−1(x˜i), (24)
where Y˜−1(x˜0) := Y 0.
Since xi = x˜i for all i ∈ {0,1,2, . . . ,N}, we infer from the uniqueness result of The-
orem 5 that Y˜ i = Y i in BR(xi) for all i ∈ {0,1,2, . . . ,N}. Hence Y˜ N = YN in BR(xN),
which implies in particular that Y˜ N (x˜) = YN(x˜). On the other hand, since x˜ = x˜N+1, we
have Y˜ N+1(x˜)= Y˜ N (x˜) by the second equation of (24). By combining these relations, we
finally obtain:
Y(x˜)= Y˜ N+1(x˜)= Y˜ N (x˜)= YN(x˜).
Consequently, the matrix field Y :Ω →Mq× satisfies Y = YN in the open ball BR(x).
Since YN belongs to the space W 1,p(B(x,R);Mq×) and satisfies the system,
∂jY
N = YNAj in D′
(
BR(x);Mq×
)
,
letting x vary in the set Ω shows that Y belongs to the space W 1,ploc (Ω;Mq×) and satisfies
the system:
∂jY = YAj in D′
(
Ω;Mq×),
Y
(
x0
)= Y 0. 
The proof of the previous theorem shows how to establish a global existence result
(Theorem 7) from a local existence result (Lemma 4) and from a uniqueness result (Theo-
rem 5). For instance, the same method can be applied to establish the following variant of
Poincaré’s theorem (by using the local existence result of Theorem 2 and the well-known
uniqueness up to constants result concerning distributions whose partial derivatives coin-
cide (see, e.g., Schwartz [17])):
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and simply-connected open subset of Rd , satisfy the compatibility conditions,
∂ifj = ∂jfi in Ω,
for all i, j ∈ {1,2, . . . , d}. Then, for any open ball BR ⊂ Ω , there exists a function
ψ ∈W 1,ploc (BR), unique up to a constant, such that
∂iψ = fi in BR
for all i ∈ {1,2, . . . , d}.
5. The fundamental theorem of surface theory revisited
Throughout this section, Greek indices vary in the set {1,2}, Latin indices vary in the
set {1,2,3} and the summation convention with respect to repeated indices is used in con-
junction with these rules. A generic point in R2 is denoted y = (yα) and partial derivatives
are denoted ∂α := ∂∂yα .
Let there be given two matrix fields (aαβ) :ω → S2> and (bαβ) :ω → S2, where ω is
a connected and simply-connected open subset of R2, let (aτσ ) denote the inverse of the
matrix (aαβ), let bβα := aβσ bασ , and let,
Γ ταβ :=
1
2
aτσ (∂αaβσ + ∂βaσα − ∂σ aαβ),
denote the Christoffel symbols associated with the metric (aαβ).
If the fields (aαβ) and (bαβ) are respectively of class C2(ω) and C1(ω) and if they satisfy
the Gauss and Codazzi–Mainardi equations, namely:
∂γ Γ
τ
αβ − ∂βΓ ταγ + Γ σαβΓ τσγ − Γ σαγ Γ τσβ = bαβbτγ − bαγ bτβ in ω,
∂γ bαβ − ∂βbαγ + Γ σαβbσγ − Γ σαγ bσβ = 0 in ω,
(25)
then the fundamental theorem of surface theory asserts that there exists a mapping θ ∈
C3(ω;R3) such that the fields (aαβ) and (bαβ) are respectively the (covariant components
of the) first and second fundamental forms of the immersed surface S = θ(ω) (see [6,11,
12] for the global result and [4,18–21] for the local result). This means that the mapping θ
satisfies the relations (note that |∂1θ ∧ ∂2θ | =
√
det(aαβ) = 0 in ω),
aαβ = ∂αθ · ∂βθ and bαβ = ∂αβθ · ∂αθ ∧ ∂2θ|∂1θ ∧ ∂2θ | in ω.
This theorem was subsequently generalized by Hartman and Wintner [10] to fields
(aαβ) ∈ C1(ω;S2>) and (bαβ) ∈ C0(ω;S2) and by the author [14] to fields (aαβ) ∈
W
1,∞
(ω;S2>) and (bαβ) ∈ L∞ (ω;S2).loc loc
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still holds under the assumption that the functions aαβ and bαβ are respectively of class
W
1,p
loc (ω) and L
p
loc(ω), p > 2, the Gauss and Codazzi–Mainardi equations being then sat-
isfied in the distributional sense, i.e., that the equations,∫
ω
(
Γ ταγ ∂βϕ − Γ ταβ∂γ ϕ + Γ σαβΓ τσγ ϕ − Γ σαγ Γ τσβϕ
)
dx =
∫
ω
(
bαβb
τ
γ − bαγ bτβ
)
ϕ dx,
∫
ω
(
bαγ ∂βϕ − bαβ∂γ ϕ + Γ σαβbσγ ϕ − Γ σαγ bσβϕ
)
dx = 0,
are satisfied for all ϕ ∈D(ω). The matrix field (aαβ) designate the continuous representa-
tive of the class, still denoted by, (aαβ) ∈ W 1,ploc (ω;S2>) (such a representative exists and
is unique thanks to the Sobolev imbedding W 1,ploc (ω) ⊂ C0(ω)). Since det(aαβ(y)) > 0
for all y ∈ ω, one can see that (aαβ) ∈ W 1,ploc (ω;S2) and that Γ ταβ, bβα ∈ Lploc(ω) for all
α,β, τ ∈ {1,2}, so that the above equations make sense.
With all these notations, our result is the following:
Theorem 9. Assume that ω is a connected and simply-connected open subset of R2 and that
the matrix fields (aαβ) ∈ W 1,ploc (ω;S2>) and (bαβ) ∈ Lploc(ω;S2), p > 2, satisfy the Gauss
and Codazzi–Mainardi equations in D′(ω). Then there exists a mapping θ ∈W 2,ploc (ω,R3)
such that
aαβ = ∂αθ · ∂βθ in ω,
bαβ = ∂αβθ · ∂1θ ∧ ∂2θ|∂1θ ∧ ∂2θ | a.e. in ω.
Moreover, the mapping θ is unique in W 2,ploc (ω,R
3) up to proper isometries in R3.
Proof. Throughout the proof, we fix a point y0 ∈ ω, a vector θ0 ∈ R3, and two vectors
a0α ∈R3 such that a0α · a0β = aαβ(y0). We also define a unit vector normal to a0α by letting
a03 :=
a01 ∧ a02
|a01 ∧ a02|
.
The vectors a0α can be chosen for instance in the following manner. Since (aαβ(y0))
is symmetric, there exists a diagonal matrix D and an orthogonal matrix P such that
(aαβ(y
0)) = PTDP . Since (aαβ(y0)) is positive definite, the elements of the diagonal
of the matrix D are > 0. Let D1/2 be the unique positive definite square root of the diago-
nal matrix D and let a0αβ denote the element of the matrix D1/2P at the αth row and βth
column. Then the vectors a0α := (a0 , a0 ,0)T ∈R3 satisfy the relations a0α ·a0 = aαβ(y0).α1 α2 β
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Γα :=
Γ 1α1 Γ 1α2 −b1αΓ 2α1 Γ 2α2 −b2α
bα1 bα2 0
 . (26)
The outline of the proof, which is broken into five steps numbered (i) to (v), is as follows.
We begin by finding a matrix field F ∈W 1,ploc (ω;M3) such that
∂αF = FΓα in D′
(
ω;M3),
F
(
y0
)= F 0,
where F 0 ∈M3 is the matrix whose ith column is a0i ∈R3. The existence of such a field F
is given by Theorem 7. Then the first two columns of the matrix F(x), denoted aα(x) ∈R3,
will turn out to be the derivatives of the sought mapping θ , whose existence will be given
by Theorem 8.
(i) The Gauss and Codazzi–Mainardi equations are satisfied if and only if, for all
α,β ∈ {1,2},
∂αΓβ + ΓαΓβ = ∂βΓα + ΓβΓα in D′
(
ω;M3), (27)
i.e., if and only if the following equality holds for all ϕ ∈D(ω) and all α,β ∈ {1,2}:∫
ω
(ΓαΓβ − ΓβΓα)ϕ dy =
∫
ω
(Γβ∂αϕ − Γα∂βϕ)dy.
Since det(aαβ(y)) > 0 for all y ∈ ω and since aαβ ∈ W 1,ploc (ω) ⊂ C0(ω), the coefficients
of the matrix field (aαβ) belong to Lploc(ω). This implies that Γ
τ
αβ ∈ Lploc(ω) and that
bτα := aτβbαβ ∈ Lploc(ω). Hence Γα ∈ Lploc(ω;M3) ⊂ D′(ω;M3), so that Eqs. (27) make
sense. Written componentwise, Eq. (27) reads:
∂αΓ
τ
βσ + Γ ταγ Γ γβσ − bταbβσ = ∂βΓ τασ + Γ τβγ Γ γασ − bτβbασ , (28)
∂αbβσ + Γ γβσ bαγ = ∂βbασ + Γ γασ bβγ , (29)
∂αb
τ
β + Γ ταγ bγβ = ∂βbτα + Γ τβγ bγα , (30)
bαγ b
γ
β = bβγ bγα . (31)
Relations (28) are equivalent to the Gauss equation, relations (29) are the Codazzi–
Mainardi equations, relations (30) are equivalent to the Codazzi–Mainardi equations (see
the proof below) and relations (31) are trivial identities since bαγ bγβ = bαγ bβσ aγσ =
bβγ b
γ
α .
Relations (30) simply express the Codazzi–Mainardi equations in mixed components
of the second fundamental form, but we still need to prove that the computations made to
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than those found in the literature). For, note that we have on the one hand∫
ω
{−bτβ∂α(aστϕ)+ bτα∂β(aστϕ)}dy
=
∫
ω
{−bβσ ∂αϕ + bασ ∂βϕ}dy +
∫
ω
{−bτβ(∂αaστ )+ bτα(∂βaστ )}ϕ dy, (32)
for all ϕ ∈D(ω). On the other hand, the definition of the Christoffel symbols implies that
2Γ γατ aσγ = ∂αaτσ + ∂τ aασ − ∂σ aατ ,
2Γ γασ aτγ = ∂αaστ + ∂σ aατ − ∂τ aασ ,
which next gives:
∂αaστ = Γ γασ aτγ + Γ γατ aσγ ,
since the matrix (aαβ) is symmetric.
Using this formula and the Codazzi–Mainardi equations in relation (32), we deduce that
∫
ω
{−bτβ∂α(aστϕ)+ bτα∂β(aστϕ)}dy = ∫
ω
(−Γ γβσ bαγ + Γ γασ bβγ )ϕ dy
+
∫
ω
(−Γ γασ bβγ + Γ γατ bτβaσγ + Γ γβσ bαγ + Γ γβτ bταaσγ )ϕ dy.
Hence ∫
ω
{−bτβ∂α(aστϕ)+ bτα∂β(aστϕ)}dy = ∫
ω
(
Γ ταγ b
γ
β + Γ τβγ bγα
)
(aστϕ)dy.
By using a density argument, one can see that this relation holds for any function ϕ :=
aσλψ , where ψ ∈D(ω). Consequently,∫
ω
{−bλβ∂αψ + bλα∂βψ}dy = ∫
ω
(
Γ λαγ b
γ
β + Γ λβγ bγα
)
ψ dy,
for all ψ ∈ D(ω). But this is relation (30) written in the distributional sense. In the same
way, one can show that relation (30) implies the Codazzi–Mainardi equations, so that these
equations are equivalent under the regularity assumptions of the theorem.
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∂αF = FΓα in D′
(
ω;M3),
F
(
y0
)= F 0, (33)
where F 0 is the matrix whose ith column is a0i .
To see this, it suffices to apply Theorem 7 to the Cauchy problem (33), the assumptions
of this theorem being satisfied thanks to the previous step.
(iii) Let ai (y) denote the ith column of the matrix F(y). Then there exists a solution
θ ∈W 2,ploc (ω;R3) to the system,
∂αθ(y)= aα(y) for all y ∈ ω,
θ
(
y0
)= θ0. (34)
By writing the first equation of (33) using the columns of the matrix field F , one can
easily show that the vector fields ai satisfy the equations:
∂αaβ = Γ σαβaσ + bαβa3 in D′
(
ω;R3).
Hence they also satisfy:
∂βaα = Γ σβαaσ + bβαa3 in D′
(
ω;R3).
Since Γ σβα = Γ σαβ and bβα = bαβ , the two previous relations yield:
∂αaβ = ∂βaα.
Since in addition ω is simply connected and aα belong to Lploc(ω;R3) (in particular),
we can apply Theorem 8 to problem (34). This shows that there exists a unique solution
θ ∈W 1,ploc (ω;R3) to problem (34). Since ∂αθ = aα ∈W 1,ploc (ω;R3), the mapping θ belongs
in fact to the space W 2,ploc (ω;R3).
(iv) The mapping θ satisfies the relations:
aαβ = ∂αθ · ∂βθ in ω,
bαβ = ∂αβθ · ∂1θ∧∂2θ|∂1θ∧∂2θ | a.e. in ω.
(35)
Define aα3(y) = a3α(y) := 0 and a33(y) = 1 for all y ∈ ω. We first prove that ai (y) ·
aj (y) = aij (y) for all y ∈ ω, which will give in particular the first equation of (35). Let
Γ
p
αi denote the coefficients of the matrix Γα , i.e., Γ
3
αβ := bαβ , Γ τα3 := −bτα , Γ 3α3 := 0 and
Γ ταβ := 12aτσ (∂αaβσ + ∂βaβσ − ∂σ aαβ). Then one can see that these functions satisfy the
relations:
∂αaij = Γ papj + Γ p aip.αi αj
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Then we infer from Eqs. (33) that
∂αhij = ∂αai · aj + ai · ∂αaj = Γ pαihpj + Γ pαjhip,
hij
(
y0
)= ai(y0) · aj (y0)= a0i · a0j = aij (y0).
Define the matrix fields A,H :ω →M1×9 and Cα :ω →M9×9, α ∈ {1,2}, by letting:
A= (a11, a21, a31, a12, a22, a32, a13, a23, a33),
H = (h11, h21, h31, h12, h22, h32, h13, h23, h33),
and
Cα :=
(
Γα 0 0
0 Γα 0
0 0 Γα
)
+
Γ 1α1I Γ 1α2I Γ 1α3IΓ 2α1I Γ 2α2I Γ 2α3I
Γ 3α1I Γ
3
α2I Γ
3
α3I
 ,
where 0 and I respectively designate the zero matrix and the identity matrix in M3. Then
A,H ∈W 1,ploc (ω;M1×9) both satisfy the system:
∂αX =XCα in D′
(
ω;M1×9), α ∈ {1,2}.
Since A(y0)=H(y0) and since the set ω is connected, Theorem 5 shows that the fields A
and H coincide in ω. Hence
aα(y) · aβ(y)= aαβ(y),
aα(y) · a3(y)= 0,
a3(y) · a3(y)= 1,
for all y ∈ ω. These relations show in particular that the first relation of (35) holds. They
also show that, for all y ∈ ω,
either a3(y)= a1(y)∧ a2(y)|a1(y)∧ a2(y)| or a3(y)= −
a1(y)∧ a2(y)
|a1(y)∧ a2(y)| ,
and that
FT F =
(
a11 a12 0
a21 a22 0
)
in ω0 0 1
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implies in particular that detF(y) = 0 for all y ∈ ω. On the other hand,
a3
(
y0
)= a01 ∧ a02|a01 ∧ a02| = a1(y
0)∧ a2(y0)
|a1(y0)∧ a2(y0)| ,
which implies that detF(y0) > 0. Noting that detF is a continuous function over the
connected set ω, we conclude that detF > 0 over ω. Hence we must have:
a3(y)= a1(y)∧ a2(y)|a1(y)∧ a2(y)| ,
for all y ∈ ω. On the other hand, step (ii) shows that
∂αaβ = Γ σαβaσ + bαβa3 in D′
(
ω;R3).
By combining these last two relations, we finally get:
bαβ(y)= ∂αaβ(y) · a3(y)= ∂αβθ(y) · ∂1θ(y)∧ ∂2θ(y)|∂1θ(y)∧ ∂2θ(y)| ,
for almost all y ∈ ω, which is the second relation of (35).
(v) The mapping θ is unique up to proper isometries of R3. Let another mapping φ sat-
isfy the conditions of the theorem. Let F0 ∈M3 be the matrix whose ith column is a0i and
let E0 ∈M3 be the matrix whose first, second and third column are respectively ∂1φ(y0),
∂2φ(y0) and (∂1φ(y0) ∧ ∂2φ(y0))/|∂1φ(y0) ∧ ∂2φ(y0)|. Define the mapping θˆ :ω → R3
by letting:
θˆ(y)= θ0 +Q(φ(y)− φ(y0)) for all y ∈ ω, (36)
where Q := F0E−10 . The matrix Q is proper orthogonal since detQ > 0 and QTQ = I ,
the latter relation being an immediate consequence of the following relation:
FT0 F0 =ET0 E0 =
(
a11(y0) a12(y0) 0
a21(y0) a22(y0) 0
0 0 1
)
.
Then a simple calculation shows that the mapping θˆ satisfies the conditions of the the-
orem. This implies that the Gauss and Weingarten equations are satisfied, i.e.,
∂α aˆβ = Γ σαβ aˆσ + bαβ aˆ3 in D′
(
ω;R3),
∂ aˆ = −bσ aˆ in D′(ω;R3),α 3 α σ
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aˆ3(y) := ∂1θˆ(y)∧ ∂2θˆ(y)|∂1θˆ(y)∧ ∂2θˆ(y)|
,
for all y ∈ ω. These equations are equivalent with the matrix equation ∂αF̂ = F̂ Γα , where
F̂ is the matrix whose ith column is aˆi . In the same manner, ∂αF = FΓα , where F is the
matrix whose ith column is ai .
On the other hand, since aˆi (y0) = a0i , we also have F(y0) = F̂ (y0) = F0. Then The-
orem 5 implies that F = F̂ in ω. Therefore ∂αθ = ∂α θˆ for α ∈ {1,2}, which next implies
that θ − θˆ is a constant field. Since θ(y0) = θˆ(y0) = θ0 and ω is connected, we finally
obtain that θ = θˆ . Then relation (36) shows that the mapping θ satisfying the conditions of
the theorem is unique up to proper isometries of R3.
The proof is now complete. 
Remark 1. The uniqueness result established in step (v) of the previous proof furnishes
a rigidity theorem on a surface with little regularity. Another rigidity theorem for such
surfaces was obtained in [7] under different assumptions.
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