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We introduce a new quantum communication protocol for the transmission of quantum informa-
tion under collective noise. Our protocol utilizes a decoherence-free subspace in such a way that an
optimal asymptotic transmission rate is achieved, while at the same time encoding and decoding
operations can be efficiently implemented. The encoding and decoding circuit requires a number of
elementary gates that scale linearly with the number of transmitted qudits, m. The logical depth
of our encoding and decoding operations is constant and depends only on the channel in question.
For channels described by an arbitrary discrete group G, i.e. with a discrete number, |G|, of possible
noise operators, perfect transmission at a rate m/(m + r) is achieved with an overhead that scales
at most as O(dr) where the number of auxiliary qudits, r, depends solely on the group in question.
Moreover, this overhead is independent of the number of transmitted qudits, m. For certain groups,
e.g. cyclic groups, we find that the overhead scales only linearly with the number of group elements
|G|.
PACS numbers: 03.67.Hk, 03.67.Pp, 03.67.Ac, 03.67.-a
I. INTRODUCTION
The transmission of quantum information between sev-
eral communication partners is a central element of many
applications of quantum information theory, including
quantum cryptography and quantum key distribution [1],
quantum networks [2, 3], and distributed quantum com-
putation [4]. In a realistic set-up quantum commu-
nication is subject to noise and imperfections leading
to imperfect communication channels. Several meth-
ods are known to deal with such a situation, includ-
ing teleportation-based communication utilizing entan-
glement purification [5], or encoding of quantum infor-
mation using quantum error-correcting codes [6–16]. In
cases where only restricted types of errors occur, i.e. when
parties lack a shared phase or spatial reference frame
(see [17] and references therein), or when quantum com-
munication is subject to collective noise, error-avoiding
schemes are also available [18–25]. In such schemes infor-
mation is stored and transmitted in a decoherence-free
subspace (DFS). A similar problem occurs when con-
sidering the storage of quantum information where the
source of collective noise is, for example, a globally fluc-
tuating magnetic field.
In this paper we propose a novel quantum communi-
cation and storage scheme capable of dealing with collec-
tive noise associated to an arbitrary finite group G. The
scheme is efficient with respect to the required encod-
ing and decoding operations, and is capable of achieving
an optimal transmission or storage rate in the asymp-
totic limit. Our scheme is mainly based on the usage of
a DFS, however elements from standard error-correcting
codes are also utilized. Whereas error-avoiding schemes
encode quantum information directly into a DFS, error-
correcting schemes usually involve measurements of an-
cilla systems whose outcome allows one to determine the
kind of error that occurred and deduce the required cor-
rection operations. We use ancilla systems for the storage
or transmission of m qudits in such a way that we con-
struct a joint state of system plus ancilla that lies within
a DFS. Similar to standard error correction schemes we
measure the ancilla system and use the measurement
outcome to determine the required correction operation.
However, in our scheme the measurement does not reveal
any information about the channel or the kind of error
that occurred. In addition, the correction operation is
local, i.e. consists of single-system operations only, mak-
ing our protocol suitable in multiparty communication
scenarios with multiple receivers.
Our protocol is an extension of the measure and re-
align protocol proposed in [26] for communicating quan-
tum information between parties lacking a shared frame
of reference. Such a protocol was shown to be optimal
in [27]. Contrary to the protocol in [26], where Bob mea-
sures an auxiliary system to learn the relative transfor-
mation between his and Alice’s frame of reference, our
protocol hides Alice’s direction from Bob while still al-
lowing perfect communication of quantum information.
We show that for channels described by an arbitrary
discrete group G, i.e. with a discrete number, |G|, of pos-
sible noise operators, the number of ancillary systems, r,
is independent of the number of qudits, m, to be trans-
mitted. Our protocol achieves a transmission rate of
m/(m + r), i.e. m + r physical qudits need to be send
through a noisy channel to faithfully transmit m logical
qudits, that is asymptotically optimal approaching unity
in the largem-limit. Furthermore, we provide an explicit
encoding and decoding circuit that is efficient. In partic-
ular, the required number of single and two-qubit gates
(henceforth referred to as elementary gates) for any finite
group G scales as O(m, |G| log(|G|), dr). The additional
overhead of O(dr) gates is required in order to prepare
2the joint state of system plus ancilla in a DFS, where r is
some (finite) integer that depends solely on the channel
in question [45]. In addition, the logical depth of the cir-
cuit, the amount of time required by the circuit to gener-
ate the desired state, is O(|G| log(|G|), dr), independent
of m. For the case where G is a cyclic group this over-
head can be shown to scale only linearly (O(|G|)) with
the number of group elements.
Since the number of elementary gates required to im-
plement our protocol scales linearly with the number,
m, of logical qudits our protocol is more efficient than
the best error-avoiding communication scheme [28]. The
latter scales as Npoly(log(N), d), where N is the total
number of d-dimensional physical systems. Recently, an
alternative implementation for encoding and decoding in
a DFS was proposed that also scales linearly in the num-
ber of logical qubits being transmitted, but achieves an
asymptotic rate of 1/2 [29] [46]. Due to the asymptot-
ically optimal rate of transmission and linear scaling of
our protocol a practical implementation seems feasible.
This paper is organized as follows. In Sec. II we review
the concept of DFS and some basic results within group
representation theory. We also introduce our notation in
this section and review previous encoding schemes utiliz-
ing a DFS [28]. In Sec. III we present a novel method
to encode information in a DFS for collective noise de-
scribed by an arbitrary finite group, G, where we make
use of a finite number, r, of auxiliary systems. In Sec. IV
we explicitly construct encoding and decoding circuit im-
plementations for our protocol and discuss the required
resources, i.e. the number of elementary gates, and the
logical depth of these circuits. A direct comparison with
other methods [28, 29] shows that our scheme is more
efficient. We also consider the transmission rate of our
protocol and show its asymptotic optimality. We sum-
marize and conclude in Sec. V.
II. DECOHERENCE-FREE SUBSPACE
In this section we review some basic results of group
representation theory, in particular the concept of a DFS.
Moreover, we outline the basic principles underpinning
the best known quantum communication protocols which
utilize DFS [28].
The problem we are considering is the transmission
of quantum information through a quantum channel
with collective noise. One party, the sender, prepares
N , d-dimensional quantum systems in some state, ρ ∈
B(H⊗Nd ), and sends them through a noisy quantum chan-
nel to one or more parties, the receivers. The noise of
the quantum channel is described by a set of M oper-
ators, {Ugi , i ∈ (0, . . . ,M − 1)}, and a probability dis-
tribution, {pgi} with pgi > 0, ∀i ∈ (0, . . . ,M − 1) where∑M−1
i=0 pgi = 1. The noise of the channel is assumed to be
collective. That is, the same noise operator acts on each
of the transmitted d-dimensional systems. After trans-
mission through the channel the quantum state of the N
systems is given by
E [ρ] =
M−1∑
i=0
pgi
(
U (1)gi ⊗ U (2)gi ⊗ · · · ⊗ U (N)gi
)
[ρ]
×
(
U (1)gi ⊗ U (2)gi ⊗ · · · ⊗ U (N)gi
)†
, (1)
where U
(k)
gi denotes the operator Ugi acting on the k
th
quantum system. Hence, the receiver(s) obtain corrupt
quantum data. Our task is to construct a communication
protocol that allows for efficient, error-free communica-
tion of quantum information through quantum channels
subject to collective noise.
The fact that the noise of the channel is collective al-
lows for the construction of error-avoiding protocols [18–
25], i.e. protocols that can protect quantum information
from being corrupted, as we now review. We can as-
sume, without loss of generality, that the set of opera-
tions, {Ugi , i ∈ (0, . . . ,M − 1)}, forms a unitary rep-
resentation of a symmetry group, G, acting on the d-
dimensional Hilbert space, Hd [47]. We focus only on
unitary representations as it is known that every rep-
resentation of a finite group is equivalent to a unitary
representation [30]. Two representations, U and T , of a
group G are equivalent if there exists an invertible ma-
trix, V , such that for all gi ∈ G, V UgiV † = Tgi . Due
to Schur’s lemmata [30], the collective representation,
U⊗Ngi ≡ U (1)gi ⊗· · ·⊗U (N)gi , gi ∈ G, can be decomposed into
irreducible representations (irreps) of G, U (λ), as follows
U⊗Ngi =
⊕
λ
α(λ) U (λ)gi , ∀gi ∈ G. (2)
Here, λ labels the inequivalent irreps of G, and α(λ) de-
notes the multiplicity of irrep U (λ). Let us denote by
{|λ,m, β〉} the orthonormal basis in which all matrices
U⊗Ngi , i ∈ (0, . . . ,M − 1), are block diagonal. As before,
λ labels the inequivalent irreps of G, and m labels an or-
thonormal basis of the space, M(λ), on which U (λ)gi acts
upon. Note that the dimension of M(λ) coincides with
the dimension of the irrep U (λ). Moreover, β labels an
orthonormal basis of N (λ) ≡ ICα(λ) , the space of dimen-
sion α(λ), on which {U⊗Ngi , gi ∈ G} acts trivially for any
gi ∈ G.
The total Hilbert space, H⊗Nd , can be conveniently
written with respect to the block diagonal basis,
{|λ,m, β〉}, as
H⊗Nd =
⊕
λ
H(λ) =
⊕
λ
M(λ) ⊗N (λ). (3)
Writing an arbitrary state, |ψ〉 ∈ H⊗Nd , in the basis{|λ,m, β〉}, i.e.
|ψ〉 =
∑
λ,m,β
vλ,m,β |λ,m, β〉 , (4)
3where vλ,m,β ∈ IC satisfy
∑
λ,m,β|vλ,m,β |2 = 1, and acting
on this state with the operator U⊗Ngi yields
U⊗Ngi |ψ〉 =
∑
λ,m,m′,β
vλ,m,β u
(λ)
m′,m(gi) |λ,m′, β〉 , (5)
where u
(λ)
m′,m(gi) ≡ 〈λ,m′|U⊗Ngi |λ,m〉. Therefore, the
action of the collective noise operations, {U⊗Ngi , gi ∈ G},
affects the index associated to the carrier spaces, M(λ),
but not the index associated to the multiplicity spaces,
N (λ).
Using the results reviewed above it can be shown that,
if the probability distribution, {pgi}, is the uniform prior
Eq. (1) reduces to
E [ρ] =
∑
λ
(DM(λ) ⊗ IN (λ)) ◦ P(λ)[ρ], (6)
where D is the completely depolarizing map, D(A) =
tr(A)
dim(H)1l, ∀A ∈ B(H), I is the identity map, and
P(λ)(A) = ΠλAΠλ, where Πλ is the projector onto the
space H(λ) [48]. Such a situation is encountered, for in-
stance, if the collective noise is due to the complete lack
of a shared frame of reference associated with the sym-
metry group G [17].
The discussion above shows that in the presence of
collective noise the total Hilbert space, H⊗Nd , can be de-
composed into sectors,H(λ), that allow for the possibility
of noiseless encoding and decoding of information. Using
Eq. (3) the sectors H(λ) are the Hilbert spaces arising
from the composition of two virtual quantum systems
with corresponding state spacesM(λ), N (λ) [31]. As the
collective noise of the channel acts only on the subsystem
associated withM(λ) this subsystem is a decoherence-full
subsystem. On the other hand, the subsystem associated
with N (λ) is a decoherence-free, or noiseless, subsystem.
The sector H(λ) is a decoherence-free subspace [18] if for
any state
∣∣ψ(λ)〉 ∈ H(λ),
U (λ)gi
∣∣∣ψ(λ)〉 = u(λ)(gi) ∣∣∣ψ(λ)〉 , ∀gi ∈ G, (7)
where u(λ)(gi) ∈ IC with |u(λ)(gi)| = 1. It follows that
H(λ) is a decoherence-free subspace if and only if the
dimension of the decoherence-full subsystem, M(λ), is
trivial. In this case one makes use of the entire sub-
space, H(λ), to store and transmit quantum information.
If the decoherence-full subsystems are of non-trivial di-
mension then according to Eq. (5) no state
∣∣ψ(λ)〉 ∈ H(λ)
is invariant under collective noise. However, the states
|β〉 ∈ N (λ), associated with the decoherence-free subsys-
tem, are unaffected by the noise of the channel. In this
case one makes use of a decoherence-free subsystem to
store and transmit quantum information. Henceforth,
we abbreviate both decoherence-free subspaces and sub-
systems as DFS.
Example: SU(2)
We illustrate the use of a DFS for the most general
type of collective noise on N , two-dimensional quantum
systems that is associated with SU(2) (see appendix A
for more details). The state |j1,m1〉 ⊗ · · · ⊗ |jN ,mN 〉
can be written, using the familiar Clebsh-Gordan
decomposition, as a linear superposition of the or-
thonormal basis states {|J,M, β〉}, where J labels the
total angular momentum, M labels the projection
of total angular momentum onto the z-axis, and β
labels the various ways N spins can add to a partic-
ular total angular momentum J . As we explain in
appendix A, the smallest non-trivial DFS occurs for
the case of three qubits. Using the logical basis |0L〉 ≡
c1
∣∣J = 12 ,M = 12 , β = 0〉+ c2 ∣∣J = 12 ,M = −12 , β = 0〉 ,
|1L〉 ≡ d1
∣∣J = 12 ,M = 12 , β = 1〉 +
d2
∣∣J = 12 ,M = −12 , β = 1〉 , where |c1|2 + |c2|2 = 1
and |d1|2 + |d2|2 = 1, one logical qubit can be trans-
mitted noiselessly through the channel. It follows that
the rate of transmission of quantum information is
1/3, i.e. three physical qubits are required in order to
transmit one logical qubit.
In the general case where N , d-dimensional systems
are used several DFS exist. However, as the action of
collective noise of the channel destroys coherences be-
tween different irrep sectors, H(J), of the total Hilbert
space only a single DFS can be used to transmit quantum
data. Hence, to achieve the maximum possible transmis-
sion rate the sender and receiver must utilize the DFS
with the largest dimension. In the limit where N → ∞
it is known that the rate of transmission of quantum data
using the largest available DFS is 1−O (log2(N)) /N [24].
To encode the logical qubit one needs to be able to per-
form the transformation that maps the tensor product
basis, |j1,m1〉⊗ · · ·⊗ |jN ,mN 〉, to the block diagonal ba-
sis, |J,M, β〉. This basis transformation is accomplished
by the Schur transform. The latter is the matrix whose
columns are |J,M, β〉. It was also shown that the Schur
transform, for encoding and decoding information in a
DFS, can be efficiently implemented, up to an arbitrary
error ǫ, using a number of elementary gates that grows as
N ·poly(log(N), d, log(ǫ−1)), where N is the total number
of systems, and d is their dimension [28].
This is achieved by first performing the Clebsch-
Gordan transformation described above on the first three
systems, whose output is a linear superposition between
the states of a J = 1/2 system and a J = 3/2 system.
A second application of the Clebsch-Gordan transforma-
tion, between two systems whose joint state is in a linear
superposition of a J = 1/2 system and a J = 3/2 sys-
tem, and the forth qubit results in a linear superposition
between states of systems with J = 0, 1, 2. Continuing
this way, the final Clebsch-Gordan transformation cou-
ples the N th qubit with two systems whose joint state
is in a linear superposition of 0 ≤ J ≤ (N−12 ). This
results in a cascade of N applications of the Clebsch-
4Gordan transformation mapping the uncoupled basis,
|j1,m1〉 ⊗ |j2,m2〉 ⊗ . . . ⊗ |jN ,mN 〉, to the total angu-
lar momentum basis, |J,M, β〉. The resulting quantum
circuit implementing the Schur transform requires a total
of N · poly(log(N), d, log(ǫ−1)) elementary gates in order
to be implemented (see [32] for more details).
Before we introduce our protocol for transmitting
quantum data through channels subject to collective
noise, we will need a few useful tools from representation
theory (see [30] for a good exposition on the subject),
which we review here briefly. Two elements, gi, gk ∈ G,
are said to be conjugate if there exists an element, gl ∈ G,
such that gl · gi · g−1l = gk. One can define an equiva-
lence relation on the group G: each element within the
set [gi] ≡ {gk ∈ G for which ∃ gl ∈ G such that gk =
gl · gi · g−1l } is equivalent to gi. The set [gi] is called the
conjugacy class of gi. Furthermore, every element of G
belongs to one and only one conjugacy class. Therefore,
the conjugacy classes, {[g1], . . . , [gs]}, form a partition of
G. Here and in the following s denotes the number of
conjugacy classes. An important result from represen-
tation theory is that the number of inequivalent irreps
of any finite or compact Lie group, G, is equal to the
number of conjugacy classes of the group.
Another important concept we will use frequently is
that of the character of a representation. As we are con-
cerned with channels associated with finite groups it suf-
fices to consider only unitary representations, since every
representation of a finite group is equivalent to a unitary
representation [30]. The latter are homomorphisms be-
tween G and U(n), the group of n × n unitary matri-
ces. It follows that the representation of gl · gi · g−1l is
of the form UglUgiU
−1
gl
. The character of Ugi is defined
as χgi ≡ tr(Ugi). Since tr(UglUgiU−1gl ) = tr(Ugi), all el-
ements in the same conjugacy class, [gi], have the same
character, which we denote by χ[gi]. As there are s conju-
gacy classes, {[g1], . . . , [gs]}, the compound character, χ,
of a representation, U , is an s-dimensional vector whose
entries, χi, are χ[gi]. The compound character of an irrep,
U (λ), is denoted by χ(λ) and is again an s-dimensional
vector whose entries, χ
(λ)
i , are χ
(λ)
[gi]
. The character table
for a finite group, G, is a convenient way to display the
compound characters of all irreducible representations,
U (λ) of G, where each row, indexed by the irrep label
λ, in the character table contains the characters χ
(λ)
[gi]
for
i ∈ (1, . . . , s). It is known that the characters of the ir-
reps of a finite group satisfy the following orthogonality
relation
1
|G|
s∑
i=1
|[gi]|χ(λ)i χ(λ
′)∗
i = δλ,λ′ , (8)
where |[gi]| denotes the number of elements belonging to
the conjugacy class [gi], and χ
(λ′)∗
i denotes the complex
conjugate of χ
(λ′)
i .
Knowing χ, and all χ(λ) for a representation, U , of a
finite group G is sufficient to decompose U into a direct
sum of irreps as we now explain. Let U be a representa-
tion of a group G that has s conjugacy classes. Then by
the linearity of the trace the compound character, χ, of
U is given by
χ =
s∑
λ=1
α(λ)χ(λ), (9)
where α(λ) are positive integers corresponding to the mul-
tiplicities of the irreps U (λ). Knowing the compound
characters, χ(λ), for all the irreps of a group G and |[gi]|
allows to determine all α(λ)’s in Eq. (9) using Eq. (8).
One particular representation of importance in this
work is the regular representation,R, of a finite group G.
Let H be a |G|-dimensional Hilbert space and associate
to every element, gi ∈ G, one computational basis vector
of H, which we denote by |gi〉. In this basis, Rgk , for any
gk ∈ G, is a |G| × |G| permutation matrix which maps
the set {|gi〉}gi∈G into itself. More precisely, we have
Rgk |gi〉 = |gk · gi〉 ∈ {|gl〉}gl∈G, ∀gk, gi ∈ G, (10)
where gk · gi is the group product between the elements
gk, gi ∈ G. As the regular representation acts by permut-
ing the computational basis vectors amongst themselves
it follows that
tr(R(gi)) =
{ |G| if gi = e
0 otherwise.
(11)
Thus, the character of the regular representation is a vec-
tor whose first entry is |G| and the rest are zero. It can
be easily shown, using Eq (8) and the fact that |[e]| = 1,
that the regular representation contains every irrep, U (λ),
a number of times equal to the dimension, dλ, of U
(λ).
That is
Rgi =
⊕
λ
dλU
(λ)
gi . (12)
Computing the characters on both sides of Eq. (12) gives
a useful relation between the order of the group and the
dimensions of the irreps:
χ(Re) = |G| =
∑
λ
dλχ
(λ)
e
=
∑
λ
d2λ. (13)
III. THE PROTOCOL
In this section we describe our communication protocol
where we consider collective noise described by an arbi-
trary discrete group, G, with a number of elements equal
to the order, |G|, of the group (Sec. III A). We show how
to encode and decode m logical qudits using m+ r phys-
ical qudits prepared in a DFS. We use r auxiliary qudits
to construct a set of perfectly distinguishable states in
5such a way that the collective noise maps these states
into each other. In order to encode m logical qudits of
quantum information an entangled state is prepared, be-
tween the r auxiliary qudits and the m logical qudits,
that remains invariant under collective noise. The de-
coding procedure consists of a unitary correction on the
m logical qudits which is conditioned on the outcome of
a projective measurement on the first r auxiliary qudits.
In Sec. III B, we show how our protocol is implemented
for a few examples of collective noise channels.
A. Encoding and decoding of quantum data.
We begin by considering a quantum channel whose
noise is described by a unitary representation, U , of a
finite group, G, acting on the Hilbert space, Hd. We say
that the representation, U , of a finite group, G, is isomor-
phic to G if there is a one-to-one correspondence between
the elements, gi ∈ G, and the matrix representation of
these elements, Ugi .
For an r-qudit state |ψ〉 ∈ H⊗rd and a representa-
tion U , we define the set of states S
(U)
(r,|ψ〉) ≡ {|ψ(gi)〉 =
U⊗rgi |ψ〉 , gi ∈ G}. We will be interested in those sets
S
(U)
(r,|ψ〉) for which the following two conditions are ful-
filled. For any pair gi, gk ∈ G, it holds that:
(1) the states |ψ(gi)〉 , |ψ(gk)〉 ∈ S(U)(r,|ψ〉) are mutually
orthogonal, i.e. 〈ψ(gi)|ψ(gk)〉 = δik,
(2) U⊗rgk |ψ(gi)〉 = |ψ(gk · gi)〉 ∈ S
(U)
(r,|ψ〉), where gk · gi
denotes the group product between gi, gk ∈ G. In
particular, the set S
(U)
(r,|ψ〉) is closed under the action
of U⊗r.
We refer to a set, S
(U)
(r,|ψ〉), fulfilling both conditions as
the set of token states. We now show how the existence
of a set of token states allows the construction of a pro-
tocol for error-free transmission of quantum information
through a noisy channel.
Let the noise of the channel be described by the set of
operators {Ugi , gi ∈ G}. Let us assume that there exists
an integer, r, and a state, |ψ〉 ∈ H⊗rd , such that S(U)(r,|ψ〉)
fulfills condition (1) and (2). The sender, Alice, wishes
to transmit a state, |φ〉 ∈ H⊗md , to the receiver, Bob. To
that end Alice prepares m+ r qudits in the state
|χφ〉 = 1√|G|
∑
gi∈G
|ψ(gi)〉 ⊗ (U⊗mgi |φ〉), (14)
with |ψ(gi)〉 ∈ S(U)(r,|ψ〉). Sending the r+m qudits prepared
in the state of Eq. (14) through the channel yields∣∣χ′φ〉 = U⊗(r+m)gk |χφ〉
=
1√|G|
∑
gi∈G
U⊗rgk |ψ(gi)〉 ⊗ (UgkUgi)⊗m |φ〉),
(15)
for some gk ∈ G. Since U⊗rgk |ψ(gi)〉 = |ψ(gk · gi)〉
(condition (2)), and UgkUgi = Ugk·gi = Ugl , for some
l ∈ {0, . . . , |G| − 1}, Eq. (15) yields
U⊗(r+m)gk |χφ〉 =
1√|G|
∑
gl∈G
|ψ(gl)〉 ⊗ (U⊗mgl |φ〉)
= |χφ〉 . (16)
Thus, Bob receives the same state |χφ〉. Therefore, the
state of Eq. (14) lies in a DFS as it is invariant under
the action U
⊗(m+r)
gk for all gk ∈ G. As we will show
below, the number of auxiliary systems, r, required for
the construction of the token states is independent of the
number of logical qudits, m.
To decode the quantum data Bob performs the mea-
surement described by {Ai = |ψ(gi)〉〈ψ(gi)| for i ∈
(0, . . . , |G| − 1), A⊥ = I −
∑|G|−1
i=0 Ai} on the first r qu-
dits and obtains outcome i ∈ (0, . . . , |G| − 1). Note that
outcome A⊥ has zero probability of occurring. Condi-
tioned on the outcome, i, the unitary U⊗m
g−1
i
is performed
on the remaining m qudits to retrieve |φ〉 ∈ H⊗md . Un-
like error-correcting codes, no information about the er-
ror is obtained, only about which unitary transformation
is needed in order to retrieve the message.
We also note that our protocol is naturally suited to
a communication scenario involving multiple receivers.
Suppose Alice wishes to distribute the state |φ〉 ∈ H⊗md to
multiple parties through communication channels whose
noise is described by {Ugi , gi ∈ G}, where the same op-
eration, Ugi , is applied on all transmitted qudits. Alice
prepares the state in Eq. (14), and sends the first r qu-
dits to a single receiver while distributing the remaining
m qudits amongst multiple receivers. The party holding
the first r qudits performs the collective measurement
described above, and communicates the outcome to the
remaining parties who can each apply the appropriate
correction locally on their individual systems.
Alternatively, Alice and Bob can perform a measure
and re-align protocol [26]. Alice prepares the state
|χφ〉 = |ψ(gi)〉 ⊗ U⊗mgi |φ〉, for some gi ∈ G, and sends
this state through the channel to Bob. Bob’s description
of the state sent to him by Alice is given by the ensem-
ble of states {pk, |ψ(gk)〉 ⊗ U⊗mgk |φ〉}, where gk ∈ G. By
performing the same measurement described above on
the first r qudits, Bob obtains the outcome i and per-
forms the correction, Ug−1
i
, on the remaining m qudits
to retrieve the state |φ〉 with certainty. Since two par-
ties sharing a collective noise channel, associated with
a finite group, G, is equivalent to two parties sharing a
perfect quantum channel but lacking a shared frame of
reference associated with the finite group G, the protocol
described in this paragraph is equivalent to a reference
frame alignment protocol [33–35].
Indeed, it is known that for reference frame alignment
protocols associated with finite groups there exist states,
prepared by Alice, and measurements, performed by Bob,
that allow the two parties to perfectly align their respec-
6tive frames of reference [36]. However, the sender and re-
ceiver might wish for their respective reference frames to
remain hidden, as a party’s reference frame might serve as
a way of identifying themselves to some third party. Fur-
thermore, there are instances where it is advantageous to
maintain the noise of a quantum channel, as noisy chan-
nels can improve the performance of certain quantum
information primitives such as bit commitment [37, 38].
For these cases, it is beneficial for Alice and Bob to uti-
lize a communication protocol that does not allow either
party to learn about the other party’s reference frame (or
equivalently about the action of the channel).
In this paper our goal is to construct an error-avoiding
protocol whose implementation, in terms of elementary
gates, is more efficient than the best currently known pro-
tocols utilizing a DFS. Therefore, we will focus mainly on
the DFS protocol outlined above (Eq. (14)). In determin-
ing the number of gates required to implement the DFS
protocol (Sec. IV) we will also determine an upper bound
on the number of gates required to perform the measure
and re-align protocol.
We now show how the set of token states, S
(U)
(r,|ψ〉), can
be constructed using the following theorem, which we
prove in Appendix B.
Theorem 1. Let U be a representation of some finite
group, G, on a Hilbert space, Hd, that is isomorphic to G.
Then there exists an integer, r, and a state |ψ〉 ∈ H⊗rd ,
such that S
(U)
(r,|ψ〉) satisfies both conditions (1) and (2), if
and only if U⊗r contains the regular representation, R,
of G.
Using Theorem 1, the state |ψ〉 ∈ H⊗rd can then be
chosen to be
|ψ〉 =
∑
λ
√
dλ
|G|
dλ∑
n=1
∣∣∣ξ(λ)n 〉⊗ ∣∣∣ζ(λ)n 〉 , (17)
where the sum is taken over all irreps. The set{∣∣∣ξ(λ)n 〉} ({∣∣∣ζ(λ)n 〉}) denotes an orthonormal basis of
M(λ) (N (λ)), and dλ = dim(M(λ)). We note that the
state of Eq. (17) was shown to optimize the maximum
likelihood of a correct guess in a reference frame align-
ment protocol [39, 40]. Recall that M(λ) denotes the
space on which the irrep, U (λ), of G acts non-trivially,
whereas N (λ) denotes the space on which U⊗r acts triv-
ially. Note that, since U⊗r contains the regular represen-
tation, the dimension of the multiplicity space, N (λ), is
at least dλ. We will show in Appendix B that it is always
possible to choose r sufficiently large (and independent
of m) such that there exists a state |ψ〉 ∈ H⊗rd so that
S
(U)
(r,|ψ〉) fulfills condition (1) and (2).
B. Examples
In this subsection we explicitly construct the set of
token states, S
(U)
(r,|ψ〉), and the state |χφ〉 of Eq. (14), for
the case of the Pauli channel, and for the cyclic groups
Z3 and ZN .
1. The Pauli channel
Suppose that Alice and Bob share a Pauli channel,
i.e. a channel whose noise is described by the set of op-
erators {e, x, y, z} ≡ {I, σx, iσy, σz}. Using the protocol
above, we need to construct a set of four token states,
one for each element of the Pauli group, that are or-
thonormal and closed under the action of the Pauli op-
erators. Thus, we require that r ≥ 2. Infact, r = 2
suffices as we now prove. The set of tensor products of
Pauli operators, {I⊗2, σ⊗2x , (iσy)⊗2, σ⊗2z }, forms a four-
dimensional representation of the Klein group K4—the
smallest, non-cyclic, finite abelian group. The character
table for the inequivalent irreps, U (λ), of K4 is shown
in Table I. As all the irreps of the Klein group are one-
TABLE I: The character table for K4
χ [g0=e] [g1=x] [g2=y] [g3=z]
U (0) 1 1 1 1
U (1) 1 1 -1 -1
U (2) 1 -1 1 -1
U (3) 1 -1 -1 1
dimensional [30], computing the compound character, χ,
of {U⊗2gi , gi ∈ K4}, one finds that χ = (4, 0, 0, 0). As
the latter is the character of the regular representation,
R = U (0) ⊕ U (1) ⊕ U (2) ⊕ U (3), of K4 given by
Rg0 =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , Rg1 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 ,
Rg2 =


1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1

 , Rg3 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

 , (18)
it follows that the collective action of the Pauli operators
on two qubits is equivalent to the regular representation
of K4.
We now construct the fiducial state, |ψ〉 ∈ H⊗22 , of
Eq. (17). Consider the action of U⊗2gi on the state
|Φ+〉 = (|00〉 + |11〉)/√2, where |ab〉 ≡ |a〉 ⊗ |b〉. For
any gi ∈ K4 it holds that U⊗2gi |Φ+〉 = |Φ+〉. Hence,
the state |Φ+〉 belongs to the space H(0) on which the
trivial representation of K4 acts. Similarly, it can be
shown that {|Ψ+〉 = (|01〉 + |10〉)/√2, |Ψ−〉 = (|01〉 −
7|10〉)/√2, |Φ−〉 = (|00〉 − |11〉)/√2} belong in the spaces
H(1),H(2),H(3) respectively. Thus, using Eq. (17), |ψ〉 ∈
H⊗22 is given by
|ψ〉 = |Φ
+〉+ |Ψ+〉+ |Ψ−〉+ |Φ−〉
2
= |0+〉 , (19)
where |±〉 = (|0〉 ± |1〉)/√2. It follows that
the set of token states is given by S
(U)
(2,|0+〉) ≡
{|0+〉 , |1+〉 ,− |1−〉 , |0−〉}, corresponding to
{|ψ(g0)〉 , |ψ(g1)〉 , |ψ(g2)〉 , |ψ(g3)〉} respectively [49].
Notice that the set of token states is perfectly distin-
guishable and closed under the action of {U⊗2gi , gi ∈ K4}.
Alice wants to send a quantum state, |φ〉 ∈ H⊗m2 , to
Bob. Following the protocol in Sec. III A, Alice encodes
her m-partite quantum state by preparing
|χφ〉 = 1
2
∑
gi∈K4
|ψ(gi)〉 ⊗ U⊗mgi |φ〉
=
1
2
(|0+〉 ⊗ |φ〉+ |1+〉 ⊗ σ⊗mx |φ〉
− |1−〉 ⊗ (iσy)⊗m |φ〉+ |0−〉⊗ σ⊗mz |φ〉
)
. (20)
The state in Eq. (20) is invariant under the action of
σ
⊗(2+m)
x as
σ⊗(2+m)x |χφ〉 =
1
2
(
σ⊗2x |0+〉 ⊗ (σx · I)⊗m |φ〉
+σ⊗2x |1+〉 ⊗ (σx · σx)⊗m |φ〉
−σ⊗2x |1−〉⊗ (σx · iσy)⊗m |φ〉
+σ⊗2x |0−〉⊗ (σx · σz)⊗m |φ〉
)
(21)
which gives
σ⊗(2+m)x |χφ〉 =
1
2
(|1+〉 ⊗ σ⊗mx |φ〉+ |0+〉 ⊗ |φ〉
+ |0−〉 ⊗ σ⊗mz |φ〉 − |1−〉 ⊗ (iσy)⊗m |φ〉
)
= |χφ〉 . (22)
A similar calculation shows that the state |χφ〉 is invari-
ant under U⊗2+mgi for all gi ∈ K4. Thus, if Alice sends
2 + m qubits, prepared in the state |χφ〉, through the
channel, Bob will receive 2 +m qubits in the state |χφ〉.
Note that this is true for any probability distribution
{pgi , gi ∈ (e, x, y, z)}.
To decode the quantum data Bob simply performs the
measurement {Ai = |ψ(gi)〉〈ψ(gi)|, i ∈ (0, 1, 2, 3)} on the
first two qubits. Upon obtaining outcome i, Bob simply
applies U⊗m
g−1i
on the remaining m qubits and retrieves
the state |φ〉 ∈ H⊗m2 . Notice that the measurement cor-
responds to single qubit measurements in the z and x
basis on auxiliary qubit 1 and 2 respectively, and that
the required correction operations are local.
2. Channel associated with the discrete cyclic group Z3
For our second example we consider the case where
the noise of the channel is given by the two-dimensional
representation of Z3, the cyclic group of three elements,
Ugi =
1∑
n=0
ωngi |n〉〈n| gi ∈ (0, 1, 2), (23)
where ω = ei2π/3. The character table for Z3 is given in
Table. II. As Z3 is abelian, all its irreps are one dimen-
TABLE II: The character table for Z3
χ [g0] [g1] [g2]
U (0) 1 1 1
U (1) 1 ω ω2
U (2) 1 ω2 ω
sional and are given by U
(λ)
gi = ω
λgi . It follows that the
regular representation, R, of Z3 is given by
Rgi = U (0)gi ⊕ U (1)gi ⊕ U (2)gi =

1 0 00 ωgi 0
0 0 ω2gi

 . (24)
Using Eq. (23), {U⊗2gi , gi ∈ Z3} is given by
U⊗2gi =
1∑
n1,n2=0
ω(n1+n2)gi |n1, n2〉〈n1, n2| gi ∈ (0, 1, 2),
(25)
where n1 and n2 are added modulo three. Let us
denote by {|λ, β〉}α(λ)β=1 the set of orthogonal states
{|n1, n2〉}(n1+n2)mod3=λ. Here, α(λ) =
(
2
λ
)
denotes the
number of states corresponding to the same λ. Then
Eq. (25) can be written as
U⊗2gi =
2∑
λ=0
α(λ)∑
β=1
ωλgi |λ, β〉〈λ, β|
=
2⊕
λ=0
U (λ)gi ⊗ Iα(λ) , ∀gi ∈ (0, 1, 2), (26)
where Iα(λ) is the α
(λ)-dimensional identity. It follows
that |0〉 ≡ |00〉 ∈ H(0), the subspace upon which U (0)
acts, |2〉 ≡ |11〉 ∈ H(2), the subspace upon which U (2)
acts, and {|1, 1〉 ≡ |01〉 , |1, 2〉 ≡ |10〉} ∈ H(1), the sub-
space upon which U (1) acts. Since every inequivalent ir-
rep of Z3 is present in {U⊗2gi , gi ∈ Z3} the latter contains
the regular representation as a sub-representation.
We now construct the set of token states for such a
channel. The subspace H(1), upon which irrep U (1) acts,
is a two-dimensional DFS. However, one state from this
subspace is sufficient to construct our token states since
for all abelian groups dλ = dim(M(λ)) = 1 in Eq. (17).
Hence, we can choose |1, 1〉 = |01〉 as our standard state
from the H(1) subspace. Thus, the state |ψ〉 ∈ H⊗22 of
Eq. (17) reads
|ψ〉 = 1√
3
(|00〉+ |01〉+ |11〉) (27)
8or, in the {|λ, β〉} basis,
|ψ〉 = 1√
3
(|0〉+ |1, 1〉+ |2〉) . (28)
In what follows we explicitly use Eq. (27) but of course
the same reasoning would hold if one uses Eq. (28)
instead. The set of token states is given by S
(U)
(2,|ψ〉) ≡
{|ψ(gi)〉 = 1√3
(|00〉+ ωgi |01〉+ ω2gi |11〉) , gi ∈
(0, 1, 2)}.
To communicate an arbitrary m-partite state, |φ〉 ∈
H⊗m2 , Alice prepares the state
|χφ〉 = 1√
3
∑
gi∈Z3
|ψ(gi)〉 ⊗ U⊗mgi |φ〉
=
1
3
(
(|00〉+ |01〉+ |11〉)⊗ U⊗mg0 |φ〉
+(|00〉+ ω |01〉+ ω2 |11〉)⊗ U⊗mg1 |φ〉
+(|00〉+ ω2 |01〉+ ω |11〉)⊗ U⊗mg2 |φ〉
)
. (29)
Suppose that the channel performs Ug2 on all the qubits.
Then
U⊗(2+m)g2 |χφ〉 =
1
3
(
U⊗2g2 (|00〉+ |01〉+ |11〉)
⊗(Ug2Ug0)⊗m |φ〉+ U⊗2g2 (|00〉+ ω |01〉+ ω2 |11〉)
⊗(Ug2Ug1)⊗m |φ〉+ U⊗2g2 (|00〉+ ω2 |01〉+ ω |11〉)
⊗(Ug2Ug2)⊗m |φ〉
)
. (30)
As representations are homomorphisms, UgkUgi = Ugk+i ,
Eq. (30) gives
U⊗(2+m)g2 |χφ〉 =
1
3
(
(|00〉+ ω2 |01〉+ ω |11〉)⊗ U⊗mg2 |φ〉
+(|00〉+ |01〉+ |11〉)⊗ U⊗mg0 |φ〉
+(|00〉+ ω |01〉+ ω2 |11〉)⊗ U⊗mg1 |φ〉
)
= |χφ〉 . (31)
A similar calculation shows that the state |χφ〉 is invari-
ant for all gi ∈ Z3. Thus, if Alice sends 2 + m qubits,
prepared in the state |χφ〉, through the channel Bob will
receive 2 +m qubits in the state |χφ〉. Note that this is
true for any probability distribution {pgi , gi ∈ Z3}.
To decode the state |φ〉 ∈ H⊗m2 , Bob performs the mea-
surement {Ai = |ψ(gi)〉〈ψ(gi)|, for i ∈ (0, 1, 2), A⊥ =
I −∑iAi} on the first two qubits. Note that in this ex-
ample A⊥ = |10〉〈10| so that the set of measurements is
complete on H⊗22 , and that the probability of obtaining
this measurement outcome is zero. Upon obtaining out-
come i, Bob implements U⊗m
g−1
i
on the remaining m qubits
and retrieves |φ〉 ∈ H⊗m2 .
3. Channel associated with the discrete cyclic group ZN
The above example can be easily generalized to the
case where the channel’s noise is associated to the group
ZN , the cyclic group of N elements, with its action on a
d-dimensional Hilbert space, Hd, given by
Ugi =
d−1∑
n=0
ωngi |n〉〈n|, gi ∈ (0, . . . , N − 1), (32)
where ω = ei2π/N . Notice that here N denotes the num-
ber of elements of the group. The character table for ZN
is given in Table. III. As ZN is abelian all its inequivalent
TABLE III: The character table for ZN
χ [g0] [g1] . . . [gN−1]
U (0) 1 1 . . . 1
U (1) 1 ω . . . ωN−1
...
...
...
. . .
...
U (N−1) 1 ωN−1 . . . ω(N−1)
2
irreps are one-dimensional and are given by U
(λ)
gi = ω
λgi .
If N ≤ d, then the representation, {Ugi , gi ∈ ZN}, in
Eq. (32) contains the regular representation. If N > d,
then we need to tensor the representation of Eq. (32) with
itself a number of times, r, such that every inequivalent
irrep appears at least once. In Appendix B, we show that
r is finite and depends only on the representation, U , of
G. In Appendix C we show how to explicitly compute r
using some examples and here we will derive it for ZN .
Let N > d and consider the representation {U⊗rgi , gi ∈
ZN}. Using Eq. (32), the latter is given by
U⊗rgi =
d−1∑
n1...nr=0
ω(n1+...+nr)gi |n1 . . . nr〉〈n1 . . . nr| (33)
for all gi ∈ ZN , where n1, . . . , nr ∈ (0, . . . , d − 1) and
n1 + . . . + nr are added modulo N . Similarly to the
Z3 example above we use the notation {|λ, β〉}α(λ)β=0 ≡
{|n1, . . . , nr〉}(n1+...+nr)modN=λ, where α(λ) denotes the
number of states corresponding to the same λ. Using this
notation, the operators U⊗rgi may be re-written as
U⊗rgi =
r(d−1)∑
λ=0
α(λ)∑
β=1
ωλgi |λ, β〉〈λ, β|
=
r(d−1)⊕
λ=0
U (λ)gi ⊗ Iα(λ) , ∀gi ∈ ZN . (34)
Since ZN has N inequivalent irreps, it follows from
Eq. (34) that {U⊗rgi , gi ∈ ZN} contains the regular repre-
sentation whenever r(d− 1) ≥ N − 1. That is, the space
HR ≡ H⊗r
′
2 , with r
′ = log2N , on which the regular rep-
resentation acts is embedded in the higher dimensional
space H⊗rd , with r = ⌈N−1d−1 ⌉. Notice that this corre-
sponds to an exponential increase of required resources:
r = ⌈N−1d−1 ⌉ qudits are required to ensure that the set
S
(U)
(r,|ψ〉) containing r
′ = log2N states satisfies properties
9(1) and (2). Despite this exponential overhead we find
an efficient implementation for the group ZN that scales
only linearly with the number of group elements N .
We now construct the set of token states for such a
channel. Notice that the states {|λ, β〉}α(λ)β=1, for a given
λ, form an α(λ)-dimensional DFS. However, one state
from this subspace is sufficient to construct our token
states since for all abelian groups dλ = dim(M(λ)) = 1
in Eq. (17). Without loss of generality, we choose |λ, 1〉
for each irrep λ. In the computational basis the state
|λ, 1〉 corresponds to the r-qudit state where the first λ
qudits are in state |1〉, and the remaining r − λ qudits
are in the state |0〉. Hence, the fiducial state, |ψ〉 ∈ H⊗rd ,
of Eq. (17) is given by
|ψ〉 =
√
1
N
(|0 . . . 00〉+|0 . . . 01〉+|0 . . . 11〉+. . .+|1 . . . 11〉),
(35)
or in the {|λ, β〉} basis
|ψ〉 =
√
1
N
N−1∑
λ=0
|λ, 1〉 . (36)
The set of token states, S
(U)
(r,|ψ〉) is therefore given by{
|ψ(gi)〉 =
√
1
N
N−1∑
λ=0
ωλ·gi |λ, 1〉 , gi ∈ ZN
}
, (37)
where we have chosen the more compact form of Eq. (36)
for the state |ψ〉 ∈ H⊗rd . To communicate an arbitrary
m-partite state, |φ〉 ∈ H⊗md , Alice prepares the state
|χφ〉 = 1
N
∑
gi∈ZN
N−1∑
λ=0
ωλ·gi |λ, 1〉 ⊗ U⊗mgi |φ〉 . (38)
Similarly to the previous example, it can be shown that
|χφ〉 is invariant under U⊗(r+m)gi for any gi ∈ ZN . Thus,
if Alice sends r +m qudits, prepared in the state |χφ〉,
through the channel, Bob will receive the r + m qudits
in the state |χφ〉 independently of the probability distri-
bution {pgi , gi ∈ ZN}.
As before, the decoding of the quantum data
is achieved by performing the measurement {Ai =
|ψ(gi)〉〈ψ(gi)|, for i ∈ (0, . . . , N − 1), A⊥ = I −
∑
iAi}.
Conditioned on the outcome, i, of this measurement the
correction U⊗m
g−1
i
to the remaining qudits is applied [50].
In the next section we explicitly calculate the num-
ber of elementary gates required to encode and decode
quantum data using the protocol described above.
IV. IMPLEMENTATION OF OUR PROTOCOL
In this section we analyze the required resources for en-
coding and decoding quantum data transmitted through
collective noise channels described by an arbitrary dis-
crete group, G. As mentioned before, whereas Alice and
Bob can communicate using the measure and re-align
protocol of [26], such a protocol is undesirbale since it
requires Bob to learn the action of the channel. As the
noise of the channel can be used to offer security [41], or
to improve the performance of certain quantum informa-
tion primitives [37, 38], it is advantageous to utilize an
error-avoiding protocol that reveals no information about
the noise of the channel.
In the following we show how to implement the pro-
tocol of Sec. III. In particular, we discuss the required
number of elementary gates of the encoding and de-
coding circuit, as well as the logical depth of the cir-
cuit. A direct comparison to previously introduced DFS
schemes [28] reveals that our method is more efficient,
and also achieves the optimal transmission rate in the
asymptotic limit. We also provide an upper bound on
the number of elementary gates needed to implement the
measure and re-align protocol.
A. Encoding circuit
For ease of exposition we shall assume throughout that
all the physical systems used in the protocol are qubits.
We determine the number of elementary gates for the
case of qudits at the end of this section.
Recall that our protocol encodes quantum information
contained in an m-qubit state, |φ〉 ∈ H⊗m2 , by preparing
the state of Eq. (14), where |ψ〉 ∈ H⊗r2 for finite r, is
given by Eq. (17). Notice that there are r′ = log2 |G|
orthogonal token states, which are, however, encoded
into r ≥ r′ qubits to ensure the proper behavior under
{U⊗rgi , gi ∈ G}. First we associate to each group element
gi ∈ G a computational basis vector,
|gi〉 ≡ |ir′ , . . . i1〉 ∈ H⊗r
′
2 , (39)
where i =
∑r′
k=1 2
k−1ik. Then we define the unitary
operation T in such a way that
T |0〉⊗r−r′ |gi〉 = |ψ(gi)〉 , (40)
i.e. a computational basis state |gi〉 of r′ qubits, embed-
ded into H⊗r2 , is transformed to a token state |ψ(gi)〉 of
r qubits. We can now re-write Eq. (14) as
|χφ〉 =
(
T ⊗ 1l) |0〉⊗r−r′ 1|G|
∑
gi∈G
|gi〉 ⊗ U⊗mgi |φ〉 . (41)
The encoding of quantum information takes place in
two steps. One first prepares the r′ + m qubit state
1
|G|
∑
gi∈G |gi〉 ⊗ U⊗mgi |φ〉, followed by the r qubit op-
eration T . The second step can be implemented using
at most O(2r) elementary gates. The latter is an up-
per bound on the number of gates required to implement
the measure and re-align strategy of [41]. In the following
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we concentrate on the first step, in particular the efficient
implementation of the unitary operation, W , acting on
r′ +m qubits, defined as
W ≡
∑
gi∈G
|gi〉 〈gi| ⊗ U⊗mgi . (42)
To present a circuit implementation of the gate in
Eq. (42) we define the unitary operators
Wgi = (1l− |gi〉 〈gi|)⊗ 1l+ |gi〉 〈gi| ⊗ Ugi , (43)
Wmgi = (1l− |gi〉 〈gi|)⊗ 1l+ |gi〉 〈gi| ⊗ U⊗mgi . (44)
The gate Wgi implements a unitary operation Ugi only if
the control register is in state |gi〉. In case {|gi〉} forms a
complete orthonormal basis on H⊗r′2 (i.e. |G| = 2r
′
), we
have
W ≡
∏
gi∈G
Wmgi , (45)
and therefore
W
(
|+〉⊗r′ ⊗ |φ〉
)
=
1
|G|
∑
gi∈G
|gi〉 ⊗ U⊗mgi |φ〉 , (46)
where |+〉⊗r′ ≡ 1|G|
∑
gi∈G |gi〉 [51]. Notice thatW corre-
sponds to the sequence of controlled-unitary gates, Wmgi ,
for all possible values of gi ∈ G.
We will now outline a circuit implementing the gate
W of Eq. (42). First, note that |gi〉 is a binary rep-
resentation of the value i ≤ 2r′ corresponding to the
group element gi ∈ G. The gate Wmgi , for some fixed
gi ∈ G, can be implemented by applying local uni-
taries σ
(ir′ )
x ⊗ . . . ⊗ σ(i1)x to the first r′ qubits such that
σ
(ir′ )
x ⊗ . . . ⊗ σ(i1)x |ir′ . . . i1〉 = |1〉⊗r
′
and then applying
the gate
V mgi ≡ (1l− |1〉 〈1|⊗r
′
)⊗ 1l+ |1〉 〈1|⊗r′ ⊗ U⊗mgi . (47)
The latter can in turn be implemented by applying the
gate Vgi = (1l− |1〉 〈1|⊗r
′
)⊗ 1l+ |1〉 〈1|⊗r′ ⊗Ugi m times,
where the control qubits remain the same but the tar-
get qubit is always a new one. The implementation of
the gates V mgi , W
m
gi , and W is shown in Figs. (1, 2, 3)
respectively.
B. Resources
We will now count how many elementary gates are
required in order to implement Vgi . In [42] it has
been shown that a control gate of the form Λr′(U) =
(1l − |1〉 〈1|⊗r′) ⊗ 1l + |1〉 〈1|⊗r′ ⊗ U , where r′ denotes
the number of control qubits, can be implemented us-
ing 40(r′−2)+1 elementary gates [52]. In order to apply
a controlled-U⊗mgi gate we simply apply the m controlled-
Ugi gates with different target qubits in between the two
r′-controlled-σx gates (see Figs. (1, 2)).
V mgi
• •
• •
• •
• •
• •
= |0〉 • • • •
Ugi
Ugi
|φ〉 Ugi
. . .
Ugi
FIG. 1: The quantum circuit implementation of the encoding
operation Vmgi . We note that the circuit implementation of
the r′-controlled Toffoli gates in this circuit can be found in
Lemma 7.2 of [42].
Wmgi
(σx)i
r′
⊕1
V mgi
(σx)i
r′
⊕1
(σx)i4⊕1 (σx)i4⊕1
(σx)i3⊕1 (σx)i3⊕1
(σx)i2⊕1 (σx)i2⊕1
(σx)i1⊕1 (σx)i1⊕1
= |0〉
|φ〉
FIG. 2: The quantum circuit for Wmgi for any state |gi〉 =
|ir′ . . . i1〉, a binary representation of the group element gi ∈
G. The gate (σx)im⊕1 flips the m
th qubit of the input state,
if the mth digit, im, in the binary representation of gi ∈ G
is zero. After implementing the gate Vmgi the bit string is
restored to its original value.
Thus,
f(r′) ≡ 40(r′ − 2) +m (48)
elementary gates are required to implement V mgi . There-
fore, the number of gates required to implement Wmgi is
M ≡ 40(r′ − 2) +m+ r′ (another r′ operations for local
basis change in the control register [53]). Since a total of
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H
Wm00...00 W
m
00...01 W
m
00...10
. . .
H . . .
|00 . . . 0〉 H . . .
H . . .
H . . .
. . .
. . .
. . .
|φ〉 . . .
. . .
. . .
Wm11...1
FIG. 3: The circuit implementation of the encoding circuit
W =
∑
gi∈G
Wmgi , where gi ∈ G is written in binary notation.
|G| different gates Wmgi need to be applied to implement
W (one for each group element gi ∈ G - see Eq. (46)
and Fig. 3), we find that the total number of elementary
gates required to implement W is given by
|G|M = |G|(41r′ − 80 +m), (49)
where |G| = 2r′ . That is, the resources required to en-
code the quantum data are linear in the number of qubits,
m, to be transmitted and scale as |G| log(|G|). After
performing the number of gates in Eq. (49) an additional
O(2r) gates are required to implement the unitary T that
maps the computational basis states {|gi〉} to the set of
token states {|ψ(gi)〉} [54].
Finally, we note that if the dimension of the representa-
tion, U , of G is d, i.e. if the operators {Ugi , gi ∈ G} act
on d-dimensional systems, then the number of elemen-
tary gates required to implement W only increases by a
factor which is independent of m and |G|. In this case
the unitary transformation, T , requires at most O(dr)
elementary gates in order to be implemented. In the fol-
lowing, we consider some special groups and show that
the required resources can be significantly reduced.
1. Abelian groups
We now discuss a method to implement the gate W ,
given in Eq. (42), for the case of quantum channels whose
collective noise is associated with a finite abelian group.
Denoting by g1, . . . , gk the generators of the group, then
for any g ∈ G there exists a string, (l1(g), . . . , lk(g)),
with lj(g) ∈ N , such that g = gl1(g)1 · · · glk(g)k . Since we
are dealing with finite groups we have that for any j there
exists a Lj such that lj(g) ≤ Lj for any g ∈ G. Writing,
|g〉 = |l1(g) . . . lk(g)〉, where lj(g) is represented in binary
notation, the gate W in Eq. (42) becomes
W =
∑
g∈G
|g〉 〈g| ⊗ U⊗mg =
k∏
i=1
Ui, (50)
with Ui =
∑Li
li=0
|li〉 〈li| ⊗ (U ligi)⊗m. Note that each
gate Ui is acting on a Li-dimensional control system
(i.e. logLi control qubits) and m target qubits (the first
control system controls how often g1 is applied, the sec-
ond how often g2 etc.). Since Ui is acting on (logLi+m)
qubits and requires at most Li control gates, the num-
ber of elementary gates required to implement Ui is at
most Lif(logLi) = Li[40(logLi− 2)+m] (see Eq. (48)).
Thus, the total number of required elementary gates is∑k
i=1 Lif(logLi) ≤ kmaxi{Li(f(logLi)}, which might
be substantially smaller than |G|(41r′ − 80 + m) gates
required in the general case. Notice that the unitary ba-
sis change, T , could also be implemented more efficiently
(i.e. with less than O(2r) gates) in certain cases.
2. Cyclic groups
Let us now consider the particular situation where the
collective noise of the channel is associated with a general
cyclic group, i.e. a group with only one generating ele-
ment h ≡ g1. Then, the group elements are given by hj
where 1 ≤ j ≤ L with L = 2r′ . As before, we associate
to each group element, hj, the number j, which we write
in binary notation as j = jr′ . . . j1, with j =
∑r′
i=1 2
i−1ji
and Uhj = U
j =
∏r′
i=1 U
2i−1ji .
The last equation is the key to an efficient implemen-
tation of the operation W (Eq. (42)). Rather than im-
plementing a product of 2r
′
controlled unitary operations
Wmgi (Eq. (43)), it suffices to perform r
′ controlled uni-
tary operations that use the ith qubit of the first register
as the control, and perform the operation (U2
iji)⊗m on
the message qubits if the bit value is one. That is, the
first control qubit controls whether 1l or U⊗m is applied,
the second whether 1l or (U2)⊗m, the third whether 1l or
(U4)⊗m etc. In total, this leads to the implementation
of the operation (U j)⊗m if the control state is given by
|j〉 = |jr′ . . . j2j1〉, corresponding exactly to the operation
W . As each of these gates consists of m two-qubit gates,
we have a total of m logL = mr′ gates. This leads to a
significant reduction of the required resources for cyclic
groups, i.e. for ZN , with N = 2
r′ ∈ N, we only require
m logN gates.
Notice that for cyclic groups the implementation of the
unitary basis change to the token basis, i.e. the unitary
operation, T , in Eq. (40), can also be done much more
efficiently than the upper bound ofO(dr) operations. We
consider d = 2, i.e. qubits. First, we notice that for the
group ZN , the required number of qubits to store the to-
ken states is given by r = |G|− 1 = N − 1 (see Eq. (34)),
while only r′ = log2N qubits are required to label the
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group elements. The implementation of T then consists
of a Schur transformation that maps the computational
basis states to the Schur basis states (see Eq. (36)), fol-
lowed by the Fourier transformation (see Eq. (37)). No-
tice that the order of the operations can be exchanged
and, furthermore, the Fourier transformation just acts
on standard basis states of r′ < r qubits. Both opera-
tions can be implemented efficiently; the Fourier trans-
formation using O(r′ log r′) gates, and the Schur trans-
formation using O(rpoly(log r)) resources (following the
results of [28]).
For the group ZN the change from the computational
basis to the |λ, 1〉 basis (see Eq. (36)) can in fact be im-
plemented using only r + r′ elementary gates as we now
show. As mentioned above, since all irreps of ZN are
one-dimensional, we simply need to construct one state,
|λ, β〉, for each λ which is a computational basis state con-
taining λ ones. In order to do so, we take r′ qubits (the
first register) containing the computational basis states
|jr′ , jr′−1, . . . , j1〉, and an additional r = 2r′ − 1 qubits
(the second register) that we partition into r′ groups Am.
Each group, Am, in the second register corresponds to the
mth qubit of the first register and contains 2m−1 qubits
(corresponding to its value in binary representation).
To construct the required states we proceed in two
steps. Firstly, we perform m CNOT operations with
the mth qubit in the first register as the control and the
2m−1 qubits in the group Am of the second register as
targets. The m CNOT operations cause all qubits within
the group, Am, in the second register to flip if the m
th
qubit in the first register is in the state |jm〉 = |1〉, and
does nothing to the qubits in group Am if |jm〉 = |0〉.
Secondly, we apply r′ CNOT operations with one of the
qubits in Am of the second register as the control qubit,
and the mth qubit of the first register as the target. This
ensures that the first register is in the state |0〉⊗r′ , while
the state of the second register contains a total num-
ber of ones corresponding to the value of the bit-string
jr′jr′−1 . . . j1.
For example, the elements of ZN can be represented in
binary notation using r′ = log2N bits. Without loss of
generality we assume thatN is an exact power of two [55].
Thus, the first register consists of the r′ qubit computa-
tional basis states of the form |jr′ , jr′−1, . . . , j2, j1〉, where
ji ∈ (0, 1) for i ∈ (1, . . . , r′). The second register consists
of r = 2r
′ − 1 = N − 1 qubits, initially in the state |0〉,
so that the initial state of both registers is given by
(|jr′jr′−1 . . . j2j1〉)⊗
(
|0〉⊗N2 |0〉⊗N4 . . . |0〉⊗2 |0〉
)
, (51)
where we have partitioned the r qubits in the second
register into r′ groups, Am, each containing 2m−1 qubits.
After applying the first m CNOT gates, with the second
register as target, the state of the two registers is
(|jr′jr′−1 . . . j2j1〉)⊗
(
|jr′〉⊗
N
2 |jr′−1〉⊗
N
4 . . . |j2〉⊗2 |j1〉
)
,
(52)
and after an additional r′ CNOT gates, with the first
register as target, the final state of the two registers is(
|0〉⊗r′
)
⊗
(
|jr′〉⊗
N
2 |jr′−1〉⊗
N
4 . . . |j2〉⊗2 |j1〉
)
. (53)
From our discussion above, it follows that the to-
tal number of CNOT operations required to implement
the basis change is given by r + r′. In addition, the
Fourier transformation needs to be applied before this
basis change, which involves O(r′ log r′) gates. Thus, the
overhead for implementing the operation T (Eq. (40)) for
the case of finite cyclic groups is r + r′ + O(r′ log r′) =
N−1+log2N+O(log2N log(log2N)) = O(N), i.e. only
linear with the number of group elements N , despite the
exponential increase of r compared to r′ required for the
token states corresponding to the group ZN . Together
with the efficient implementation of the operationW dis-
cussed above we find that for cyclic groups the encoding
requires O(m logN,N) elementary gates.
C. Logical depth
It should be noted that the logical depth of our proto-
col is independent of the number of transmitted qubits
m. This is in contrast to the DFS-based communication
scheme put forward in [28]. It is easy to see that the
logical depth of the circuit to implement W is given by
|G|(41r′− 80+1), since all the control gates occurring in
V mgi , acting onm qubits originally prepared in |φ〉, can be
implemented in parallel. Also, the unitary basis change,
T in Eq. (40), only requires at most O(2r) gates, where
r depends only on the representation, U , of G, leading
to a logical depth that is independent of m. The same
is true for the more efficient implementations for abelian
and cyclic groups discussed above. This allows for a very
efficient implementation of our communication scheme.
D. Decoding
In order to decode the information Bob simply mea-
sures in the basis {|ψ(gi)〉} and applies, depending on
the outcome, one of the operations U⊗m
g−1
i
in order to re-
trieve the state |φ〉 ∈ H⊗m2 . In practice, this can be done
by implementing the inverse of the unitary operation T ,
appearing in Eq. (40), that maps the product basis to
the token state basis, i.e. T †, followed by r′ single qubit
measurements in the computational basis. Notice that T †
can also be implemented with at most O(2r) basic gates,
independent of m, or more efficiently for certain groups
as shown above. The final correction operation, U⊗m
g−1
i
,
is comprised of single-qubit operations that can be per-
formed independently and in parallel. This makes possi-
ble a multi-receiver scenario as described in Sec. III. No-
tice however, that in general the auxiliary systems need
to be transmitted to a single party who also performs
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the measurement, and then communicates the classical
measurement outcome to the different receivers.
E. Asymptotic transmission rate
We now compare the asymptotic rate of transmission
of quantum information of our protocol to that of a DFS
code. First, let us compute the rate of transmission for
the latter. As not allN (λ) can be simultaneously utilized,
the maximum number of logical qubits, m, that can be
transmitted using a number of physical qubits, n, is m =
log2(maxλ dim(N (λ))). Hence, the rate of transmission
for a DFS code is given by
RDFS =
log2(maxλdim(N (λ))
n
, (54)
and it is known that limn→∞RDFS → 1− O(logn)n [24].
We now calculate the asymptotic rate of transmission,
R, using the protocol described in Sec. III. As for any
finite group G, m logical qudits can be perfectly trans-
mitted (i.e. with unit fidelity of transmission) using r+m
physical qudits, the rate of transmission is given by
R =
m
r +m
. (55)
However, as G is a finite group the number of qudits,
r, required to construct our token states is finite and
depends only on the representation, U , of G (see Ap-
pendix B). Hence, in the limit m→∞, Eq. (55) tends to
unity and our protocol achieves the optimal transmission
rate.
V. SUMMARY AND CONCLUSIONS
In conclusion, we have introduced a new protocol
for transmitting quantum information through channels
with collective noise. We have shown how to transmit m
logical qudits using m+ r physical qudits at a rate that
is optimal in the asymptotic limit. The protocol makes
use of ideas both from DFS and error correction. On the
one hand, a specific state of system plus ancilla qubits
is used that lies in a DFS of the joint system. On the
other hand, the ancilla qubits are measured to determine
the required correction operation similar to error correc-
tion. However, in our protocol no information about the
channel and hence the actual error is revealed.
In the case of channels associated with a finite group
G, the m logical qudits can be transmitted with per-
fect fidelity, and can be efficiently encoded and de-
coded. We find that the number of elementary gates
required for the encoding and decoding circuit scales as
O(m, |G| log |G|, dr), where r is an integer that depends
solely on the channel in question, and local measure-
ments. For the case of finite cyclic groups, ZN , we dis-
cover that the encoding and decoding operations can be
efficiently implemented with at mostm logN+O(N) op-
erations, where N is the order of the cyclic group. More-
over, the logical depth of the encoding and decoding cir-
cuit for finite groups is independent of the number of
logical qudits, m. As the required number of elementary
gates scales only linearly in the number of logical qu-
dits, our protocol is more efficient than the best currently
known DFS protocols [28, 29]. Based on our findings, a
practical implementation of our protocol seems feasible.
Whereas the implementation of our protocol for finite
abelian groups is very efficient, it is not obvious if an
efficient implementation of our protocol is feasible for the
case of non-abelian groups. This is due to the fact that,
in general, a O(dr) overhead is required to implement
the unitary operator in Eq. (40), which performs a basis
change from the computational basis to the token-state
basis. Even though we have explicitly shown that for
any finite group it is always possible to find such a token
state basis, the required overhead depends on the group
in question. For a group with |G| elements r′ = log2|G|
qubits are required to label the elements, however r ≥ r′
qubits are needed to construct a token basis with desired
properties. While for the Pauli group we find that r = r′,
in the case of finite cyclic groups, we discover that r =
(|G| − 1)/(d− 1), i.e. an exponential overhead. However,
despite this exponential increase for cyclic groups, we
have shown that the unitary operator in Eq. (40) can be
efficiently implemented using O(r) operations, i.e. with
an overhead that scales only linear in the number of group
elements. Whether such an exponential overhead of r
also occurs for other groups, and whether this can also
be compensated by a more efficient implementation of the
operation T , is presently unknown. The implementation
of our protocol to the case of collective noise channels
associated with continuous groups remains an interesting
open problem.
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Appendix A: Representation theory of SU(2)
In this appendix we show how DFS arise in the pres-
ence of the most general type of collective noise that is
associated with the group SU(2) on N , two-dimensional
quantum systems [56]. Since any U ∈ SU(2) can be writ-
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ten as e−i
θ
2~n·~σ, where ~n denotes a three-dimensional vec-
tor and ~σ denotes the Pauli vector, U⊗N = e−iθ~n· ~J , with
~J = 12
∑
i ~σi denoting the total angular momentum op-
erator. Hence, U⊗N commutes with J2 = ~J · ~J for any
U ∈ SU(2). Thus, any U⊗N is block-diagonal in the
eigenbasis of J2. Denote by {|J,M, β〉 ≡ |J,M〉⊗|β〉} an
orthonormal basis for the 2N -dimensional Hilbert space,
H⊗N2 , where {|J,M〉}JM=−J is the joint eigenbasis of J2
and the z-component of the total angular momentum op-
erator, Jz, and β ∈ (1, . . . , α(J)) is a degeneracy (mul-
tiplicity) index, with α(J) the number of orthonormal
states of total angular momentum J and Jz = M . In
this basis U⊗N may be conveniently written in block di-
agonal form as U⊗N = ⊕J U (J) ⊗ Iα(J) , where J is the
total angular momentum, U (J) are the irreps of SU(2),
and Iα(J) denotes the α
(J)-dimensional identity operator.
Consequently, we can decompose the total Hilbert
space, H⊗N2 , into orthogonal subspaces, H(J) =
span {|J,M, β〉}, where −J ≤ M ≤ J and 1 ≤ β ≤ α(J),
as H = ⊕JH(J) = ⊕JM(J) ⊗ N (J). Here, M(J) is the
space upon which the irrep U (J) of SU(2) acts, and N (J)
is the multiplicity space upon which the trivial repre-
sentation, Iα(J) , of SU(2) acts. Moreover, as the dimen-
sion of the irrep U (J) coincides with dim(M(J)) given by
2J + 1, all irreps, U (J), are inequivalent. It follows that
the only irrep of trivial dimension is U (J=0) which, using
the rules for addition of angular momenta, occurs in the
decomposition of U⊗N only if N is even. Hence, for N
even, the sector H(J=0) is a decoherence-free subspace.
For J > 0, the irreps, U (J) are of non-trivial dimension,
and the sectors H(J) are no longer decoherence-free. For
J > 0 a decoherence-free subsystem exists if α(J) > 1.
The smallest number of spin-1/2 systems that admits
a non-trivial noiseless encoding for a general U ∈ SU(2)
occurs for the case of three qubits. The representation,
U
( 12 )
(θ,φ,ψ), where (θ, φ, ψ) are the Euler angles, acting on a
two-dimensional Hilbert space is given by
U
( 12 )
(θ,φ,ψ) =
(
e−i
1
2 (θ+ψ) cos(φ/2) −e−i 12 (θ−ψ) sin(φ/2)
ei
1
2 (θ−ψ) sin(φ/2) ei
1
2 (θ+ψ) cos(φ/2)
)
.
(A1)
As mentioned above, the representation U
( 12 )⊗3
(θ,φ,ψ) can be
decomposed into orthogonal sectors, labeled by the total
angular momentum J , as U
( 12 )⊗3
(θ,φ,ψ) = U
( 32 )
(θ,φ,ψ)
⊕
U
( 12 )
(θ,φ,ψ)⊗
I2, where I2 is the two-dimensional identity operator and
the representation U
( 32 )
(θ,φ,ψ) is given by
〈
3
2
,m′
∣∣∣∣U( 32 )(θ,φ,ψ)
∣∣∣∣32 ,m
〉
= e−im
′θ d
( 32 )
m′,m(φ) e
−imψ .
(A2)
The matrix d(
3
2 )(φ) in Eq. (A2) is the Wigner small-d
matrix given by
d
( 32 )
3/2,3/2(φ) =
1 + cosφ
2
cos
φ
2
d
( 32 )
3/2,1/2(φ) = −
√
3
1 + cosφ
2
sin
φ
2
d
( 32 )
3/2,−1/2(φ) =
√
3
1− cosφ
2
cos
φ
2
d
( 32 )
3/2,−3/2(φ) = −
1− cosφ
2
sin
φ
2
d
( 32 )
1/2,1/2(φ) =
3 cosφ− 1
2
cos
φ
2
d
( 32 )
1/2,−1/2(φ) = −
3 cosφ+ 1
2
sin
φ
2
, (A3)
where the matrix elements, d
( 32 )
m′,m(φ), satisfy the relation
d
( 32 )
m,m′(φ) = (−1)m−m
′
d
( 32 )
m′,m(φ) = d
( 32 )
−m′,m(φ). Conse-
quently, the total Hilbert space, H⊗32 , decomposes into
orthogonal sectors, labelled by the total angular momen-
tum quantum number J , with orthonormal basis vectors
∣∣∣∣J = 32 ,M = 32
〉
= |000〉∣∣∣∣J = 32 ,M = 12
〉
=
1√
3
(|001〉+ |010〉+ |100〉)∣∣∣∣J = 32 ,M = −12
〉
=
1√
3
(|110〉+ |101〉+ |011〉)∣∣∣∣J = 32 ,M = −32
〉
= |111〉∣∣∣∣J = 12 ,M = 12 , β = 0
〉
=
1√
2
(|100〉 − |010〉)∣∣∣∣J = 12 ,M = −12 , β = 0
〉
=
1√
2
(|011〉 − |101〉)
∣∣∣∣J = 12 ,M = 12 , β = 1
〉
=
√
2
3
|001〉 − |010〉+ |100〉√
6∣∣∣∣J = 12 ,M = −12 , β = 1
〉
=
√
2
3
|110〉 − |101〉+ |011〉√
6
,
(A4)
where the degeneracy index, β, keeps track of whether
J = 1/2 arose due to the coupling of the first two
qubits in a spin-1 or spin-0 state of total angular
momentum. Thus, the sector H(J= 12 ) contains a
two-dimensional DFS. Defining the logical basis |0L〉 ≡
c1
∣∣J = 12 ,M = 12 , β = 0〉+ c2 ∣∣J = 12 ,M = −12 , β = 0〉 ,
|1L〉 ≡ d1
∣∣J = 12 ,M = 12 , β = 1〉 +
d2
∣∣J = 12 ,M = −12 , β = 1〉 , where |c1|2 + |c2|2 = 1
and |d1|2 + |d2|2 = 1, one can transmit one logical qubit
noiselessly through the channel.
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Appendix B: Proof of Theorem 1
In this appendix we provide a detailed proof of The-
orem 1 in Sec. III regarding the construction of a set of
token states, S
(U)
(r,|ψ〉). First, we show that for a represen-
tation, U , of a group, G, that is isomorphic to G, there
exists an integer, r, such that U⊗r contains the regular
representation, R, of G as a sub-representation. Next we
show that there exists an r and a state, |ψ〉, such that
the set of states S
(U)
(r,|ψ〉) satisfies conditions (1) and (2)
in Sec. III if and only if U⊗r contains the regular repre-
sentation, R, of G as a sub-representation. Finally, we
demonstrate that the state |ψ〉 ∈ H⊗rd in the definition of
S
(U)
(r,|ψ〉) can be chosen to be of the form given by Eq. (17).
Lemma 1. Let U be a representation of G that is iso-
morphic to G. Then there exists a finite integer r, such
that U⊗r contains the regular representation as a sub-
representation.
To prove Lemma 1 we will make use of the following
theorem, whose proof can be found in [43]. An alternative
proof, as well as several bounds on the integer, r, can also
be found in [44] [57].
Theorem 2. Let U be a representation of G that is iso-
morphic. Then, there exists an integer n, such that U⊗n
contains every irrep of G at least once.
Proof. (Lemma 1). Write U as the sum of inequivalent
irreps, U (λ),
U =
∑
λ
α(λ)U (λ), (B1)
where α(λ) is the multiplicity of irrep U (λ). The character
of the representation U , on the conjugacy class [gi], χ[gi],
is given by
χ[gi] =
∑
λ
α(λ)χ
(λ)
[gi]
. (B2)
Since G is a finite group, and U is isomorphic to G, it
follows from Theorem 2 that there exists an integer, n,
such that U⊗n contains every irrep of G at least once.
Defining Γ =
⊕s
λ=1 U
(λ), where s denotes as before the
number of inequivalent irreps, and using Theorem 2 it
follows that
U⊗n = Γ
⊕
V, (B3)
where V is a representation of G. Now consider the de-
composition of U⊗nm where m is some integer. This may
be written as
U⊗nm =
(
Γ
⊕
V
)⊗m
. (B4)
If two matrices A and B are block diagonal, then A⊗B
is also block diagonal, and if A and B are representations
of G, then so is A ⊗ B. Moreover, A ⊗ B is reducible,
so that each block of A⊗ B can be reduced further into
sub-blocks. Consider only the block Γ⊗m from Eq. (B4).
This block can be written as
Γ⊗m =
(
s⊕
λ=1
U (λ)
)
⊗ Γ⊗m−1
=
s⊕
λ=1
U (λ) ⊗
(
s⊕
λ′=1
U (λ
′)
)⊗m−1
. (B5)
Each block, labeled by λ, in Eq. (B5) consists of sub-
blocks given by U (λ)
⊗m−1
i=1 U
(νi), where νi can take any
value from the set of irrep labels {1, . . . , s}. One such
sub-block is the one where all νi = λ, that is U
(λ)⊗m. If
U (λ) is isomorphic to G, then by Theorem 2 there exists
an integer m such that U (λ)⊗m = Γ
⊕
V ′, where V ′ is a
representation of G [58]. Hence
Γ⊗m = κΓ
⊕
T, (B6)
where κ > 1 is an integer, and T is a representation of G.
This process can be carried as far as we like increasing
the multiplicity of every irrep as much as we like. Note
that this is not the most efficient way to increase the
multiplicities of every irrep, as we focused only on the
sub-block, U (λ)⊗m, in Eq. (B5) and neglected all other
irrep products.
As the dimensions of all irreps are finite, there exists
an rλ for each λ such that the irrep U
(λ) occurs at least
dim(U (λ)) times in U⊗rλ . Choosing r = max{rλ} ensures
that U⊗r contains the regular representation, R, as a
sub-representation. In Appendix C we illustrate how one
can compute r for some examples.
We are now ready to prove that there exists an r and
a state |ψ〉 ∈ H⊗r such that the set S(U)(r,|ψ〉) satisfies con-
ditions (1) and (2) in Sec. III, if and only if the represen-
tation U⊗r contains the regular representation, R of G,
as a sub-representation (Theorem 1).
Proof. (Theorem 1). To prove the backward implication
assume that U⊗r = R⊕λ αλU (λ). The total Hilbert
space, H⊗r, decomposes as H⊗r = HR
⊕
λH(λ), whereHR is the Hilbert space on which the regular represen-
tation is acting. Denote by {|ψ(gi)〉 ; i = 0, . . . , |G| − 1}
the first |G| standard basis vectors in H⊗r, i.e. the com-
putational basis of HR embedded in the 2r-dimensional
Hilbert space H⊗r. From the definition of the regular
representation it follows that
U⊗rgk |ψ(gi)〉 = |ψ(gk · gi)〉 = |ψ(gl)〉 , (B7)
where gk ·gi is the group product, and l ∈ (0, . . . , |G|−1)
is such that gk · gi = gl. Thus, the set of states
{|ψ(gi)〉 ; i = 0, . . . , |G| − 1} satisfies properties (1) and
(2).
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To prove the forward implication assume that the set
of states, S
(U)
(r,|ψ〉), where |ψ〉 ∈ H⊗r, satisfies properties
(1) and (2). Define
PG ≡ 1|G|
∑
gi∈G
U⊗rgi |ψ〉〈ψ|U⊗r †gi
=
1
|G|
∑
gi∈G
|ψ(gi)〉〈ψ(gi)|. (B8)
Then by property (2)
U⊗rgk PGU
⊗r †
gk
=
1
|G|
∑
gi∈G
U⊗rgk |ψ(gi)〉〈ψ(gi)|U⊗r †gk
=
1
|G|
∑
gi∈G
|ψ(gk · gi)〉〈ψ(gk · gi)|. (B9)
Denoting gk · gi = gl ∈ G, Eq. (B9) can be written as
U⊗rgk PGU
⊗r †
gk =
1
|G|
∑
gl∈G
|ψ(gl)〉〈ψ(gl)| = PG. (B10)
Since pg in Eq. (B8) is the Haar measure, it follows
form Schur’s first lemma that PG is a multiple of the G-
dimensional identity. Using Eq. (6), Eq. (B8) may also
be written as
PG =
∑
λ
(DM(λ) ⊗ IN (λ)) ◦ P(λ)[|ψ〉〈ψ|], (B11)
where λ labels the irreps present in the decomposi-
tion of U⊗r, D is the completely depolarizing map,
D(A) = tr(A)dim(H)1l, ∀A ∈ B(H), I is the identity map,
and P(λ)(A) = ΠλAΠλ, where Πλ is the projector onto
the space H(λ).
Write |ψ〉 = ∑λ cλ ∣∣ψ(λ)〉, where cλ ∈ IC satisfy∑
λ|cλ|2 = 1, and
∣∣ψ(λ)〉 = Π(λ) |ψ〉. Using the Schmidt
decomposition, and defining
{∣∣∣ξ(λ)n 〉} and {∣∣∣ζ(λ)n 〉} as
orthonormal basis for M(λ) and N (λ) respectively, we
may write
∣∣ψλ〉 = d˜λ∑
n=1
µ(λ)n
∣∣∣ξ(λ)n 〉 ∣∣∣ζ(λ)n 〉 , (B12)
where d˜λ ≤ min{dλ = dim(M(λ)), dim(N (λ))} and
0 6= µ(λ)n ∈ R are the Schmidt coefficients. Substitut-
ing Eq. (B12) into Eq. (B11) gives
PG =
∑
λ
|cλ|2
d˜λ∑
n,n′=1
µ(λ)n µ
(λ)∗
n′
(
DM(λ)
[∣∣∣ξ(λ)n 〉〈ξ(λ)n′ ∣∣∣]
⊗I
[∣∣∣ζ(λ)n 〉〈ζ(λ)n′ ∣∣∣])
=
∑
λ
|cλ|2
d˜λ∑
n=1
|µ(λ)n |2
1ldλ
dλ
⊗ |ζ(λ)n 〉〈ζ(λ)n |. (B13)
Computing the rank on both sides of Eq. (B13), and using
the notation ρN (λ) = trM(λ) [|ψ(λ)〉〈ψ(λ)|], one obtains
|G| =
∑
λ
dλ rk (ρN (λ)) . (B14)
As |G| = ∑λ d2λ (see Eq(13)), and rk (ρN (λ)) = d˜λ ≤
dλ, ∀λ, it follows that rk (ρN (λ)) = d˜λ = dλ. Hence
d˜λ = min{dλ = dim(M(λ)), dim(N (λ))} and therefore
the multiplicity of each irrep, dim(N (λ)), occurs a num-
ber of times greater than or equal to its dimension, dλ.
Thus, U⊗r contains the regular representation, R, of G
as a sub-representation. This completes the proof.
In order to construct the set of token states, S
(U)
(r,|ψ〉), for
an isomorphic representation, U , and an r chosen such
that U⊗r contains the regular representation, one can
choose the state |ψ〉 ∈ H⊗rd to be of the form in Eq. (17)
as we now show. Since tr(PG) = 1 we have PG =
1
|G|1l,
where 1l is the |G|-dimensional identity operator. Writing
|ψ〉 = ∑λ cλ ∣∣ψ(λ)〉, with ∣∣ψ(λ)〉 given by the Schmidt
decomposition, Eq. (B12), and using Eq. (B11) we have
PG =
1
|G|
∑
λ
IM(λ) ⊗ IN (λ) =
∑
λ
|cλ|2 (DM(λ) ⊗ IN (λ))
[
|ψ(λ)〉〈ψ(λ)|
]
. (B15)
As both D and I are trace-preserving quantum opera-
tions, looking at a single sector, λ, and computing the
trace on both M(λ) and N (λ) one obtains
1
|G|d
2
λ = |cλ|2. (B16)
Inserting this value for |cλ|2 in the expression given in
Eq. (B13) for PG leads to
PG =
1
|G|
∑
λ
IM(λ) ⊗
dλ∑
n=1
|µ(λ)n |2|ζ(λ)n〉〈ζ(λ)n |. (B17)
In addition,
P 2G =
∑
λ,λ′
|cλ|2|cλ′ |2
∑
n,m
|µ(λ)n |2|µ(λ
′)
m |2
〈
ξ(λ)n |ξ(λ
′)
m
〉
×
〈
ζ(λ)n |ζλ
′)
m
〉 ∣∣∣ξ(λ)n 〉〈ξ(λ′)m ∣∣∣
dλd′λ
⊗
∣∣∣ζ(λ)n 〉〈ζλ′)m ∣∣∣
=
∑
λ
|cλ|4
∑
n
|µ(λ)n |4
|ξ(λ)n 〉〈ξ(λ)n |
d2λ
⊗ |ζλ)n 〉〈ζλ)n |, (B18)
where we have used the fact that
〈
ξ
(λ)
n |ξ(λ
′)
m
〉
= δλ,λ′δn,m.
As P 2G =
1
|G|PG, equating the terms of Eq. (B18) and
Eq. (B13) yields
|cλ|4|µ(λ)n |4
d2λ
=
|cλ|2|µ(λ)n |2
|G|dλ
|cλ|2|µ(λ)n |2
dλ
(
|cλ|2|µ(λ)n |2
dλ
− 1|G|
)
= 0. (B19)
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Hence, using Eq. (B16), µ
(λ)
n = d
−1/2
λ ∀λ, n and thus, the
state |ψ〉 ∈ H⊗rd can be chosen as
|ψ〉 =
∑
λ
√
dλ
|G|
dλ∑
n
∣∣∣ξ(λ)n 〉 ∣∣∣ζ(λ)n 〉 . (B20)
Appendix C: Calculating the number of auxiliary
systems r
In this appendix we show how to calculate the number
of auxiliary systems, r, required in our protocol such that
U⊗r, where U is a isomorphic representation of a group
G, contains the regular representation, R, of G. In par-
ticular, we calculate r in the case where the collective
noise of the channel is associated with the cyclic group
Z3, and the symmetric group on three elements, S3.
As a first step we review how the multiplicity of the ir-
reps can be computed (see Sec. II). Let U be a isomorphic
representation of a finite group, G. Then by Lemma 1,
there exists an integer n, such that U⊗n contains every
irrep of G at least once. That is
U⊗n =
∑
λ
γ(λ)n U
(λ), (C1)
where γ
(λ)
n ≥ 1 is the number of times the irrep U (λ)
appears. Since tr(U⊗ngi ) = (tr(Ugi))
n, it follows that
(χ[gi])
n =
∑
λ
γ(λ)n χ
λ
[gi]
. (C2)
As explained in Sec. II the multiplicities, γ
(λ)
n , can be
easily computed using Eq. (8). We obtain
s∑
i=1
|[gi]|χ(λ
′)∗
[gi]
(χ[gi])
n = |G|γ(λ′)n . (C3)
Thus, given the compound character of the representa-
tion U , as well as the compound characters of all the irre-
ducible representations of G and |[gi]|, one can compute
the multiplicities γ
(λ)
n for any integer n. To ensure that
the regular representation is contained in U⊗n, γ(λ)n ≥ dλ
must hold. We are going to show next how large n must
be chosen to ensure the validity of the condition above
for some examples.
1. Example 1: Z3
For our first example we consider a channel whose col-
lective noise is given by the two dimensional representa-
tion of Z3 of Eq. (23). Note that this representation is
isomorphic to Z3. Even though we have already shown in
Sec. III that if U is a d–dimensional representation of ZN
it is sufficient to chose r = ⌈N−1d−1 ⌉, we explicitly compute
r here for the case d = 2, N = 3. The character table for
Z3 is given in Table II, and the regular representation,
R, of Z3 is given in Eq. (24).
The compound character of the representation given
in Eq. (23) can be easily computed to be
χ =

 2−ω2
−ω

 , (C4)
where ω = e
i2pi
3 . Using Eq. (C4), Table II, and the fact
that |[gi]| = 1, ∀i ∈ (0, 1, 2), Eq. (C3) reads, for n = 1,
γ
(0)
1 =
1
3
(
2− ω2 − ω) = 1
γ
(1)
1 =
1
3
(
2 + ω2(−ω2) + ω(−ω)) = 1
γ
(2)
1 =
1
3
(
2 + ω(−ω2) + ω2(−ω)) = 0. (C5)
Thus, the decomposition of U , given by Eq. (23), into
irreps is U = U (0) ⊕U (1). Using Eq. (C3) with n = 2 we
obtain
γ
(0)
2 =
1
3
(
4 + (−ω2)2 + (−ω)2) = 1
γ
(1)
2 =
1
3
(
4 + ω2(−ω2)2 + ω(−ω)2) = 2
γ
(2)
2 =
1
3
(
4 + ω(−ω2)2 + ω2(−ω)2) = 1. (C6)
Thus U⊗2 = U (0) ⊕ 2U (1) ⊕ U (2). As all the irreps are
one-dimensional, and they all appear at least once, U⊗2
contains the regular representation.
Example 2: S3
As a second example we consider a channel whose col-
lective noise is described by the group S3, the symmetric
group on three elements. Using cycle notation, the ele-
ments of S3 are
{(1)(2)(3), (123), (132), (12)(3), (13)(2), (23)(1)} , (C7)
where (ab)(c) denotes the permutation where symbol c re-
mains fixed and symbols a, b are interchanged (a→ b→
a, c), and (abc) denotes the cyclic permutation where a
moves to the place of b, b moves to the place of c, and c
moves to the place of a (a → b → c → a). It is known
that there is a one-to-one correspondence between the
conjugacy classes of the symmetric group and the num-
ber of different cycle structures of the group [30]. Hence,
S3 has three conjugacy classes; [(1)(2)(3)] which contains
only one element, [(123)] which contains two elements,
and [(12)(3)] containing three elements. Furthermore,
we note that S3 can be generated by two elements such
as (123) and (12)(3).
As S3 has three conjugacy classes, there exist three
inquivalent irreps of S3, two one-dimensional irreps, given
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by U
(0)
gi = 1 for all gi ∈ S3 and
U (1)gi =
{
1 if gi = (123)
−1 if gi = (12)(3)
, (C8)
and a two-dimensional irrep, U (2), given by
U
(2)
(123) =
(
− 12 −
√
3
2√
3
2 − 12
)
, U
(2)
(12)(3) =
(
1 0
0 −1
)
, (C9)
where the remaining elements of S3 are generated by
Ua(12)(3)U
b
(123), with a ∈ (0, 1), and b ∈ (0, 1, 2). The
character table for S3 is given in Table IV.
TABLE IV: The character table for S3
χ [(1)(2)(3)] [(123)] [(12)(3)]
U (0) 1 1 1
U (1) 1 1 -1
U (2) 2 -1 0
The regular representation, R, of S3 is
R(123) =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 − 12 −
√
3
2 0 0
0 0
√
3
2 − 12 0 0
0 0 0 0 − 12 −
√
3
2
0 0 0 0
√
3
2 − 12


, (C10)
R(12)(3) =


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 1 0
0 0 0 0 0 −1


, (C11)
where the remaining elements are generated by
Ra(12)(3)Rb(123) with a ∈ (0, 1), and b ∈ (0, 1, 2).
Suppose that the action of our channel is given by
Eq. (C9), i.e. U = U (2), with compound character given
by
χ =

 2−1
0

 . (C12)
Obviously we have γ
(0)
1 = γ
(1)
1 = 0 and γ
(2)
1 = 1. Using
Eq. (C3) for n = 2 we obtain
γ
(0)
2 =
1
6
(
1 · 1 · 22 + 2 · 1 · (−1)2 + 0) = 1
γ
(1)
2 =
1
6
(
1 · 1 · 22 + 2 · 1 · (−1)2 + 0) = 1
γ
(2)
2 =
1
3
(
1 · 2 · 22 + 2 · (−1) · (−1)2 + 0) = 1. (C13)
Hence, U⊗2 = U (0) ⊕ U (1) ⊕ U (2). This is not the regu-
lar representation as U (2) is two-dimensional but appears
only once. Evaluating Eq. (C3) a third time for n = 3
yields
γ
(0)
3 =
1
6
(
1 · 1 · 23 + 2 · 1 · (−1)3 + 0) = 1
γ
(1)
3 =
1
6
(
1 · 1 · 23 + 2 · 1 · (−1)3 + 0) = 1
γ
(2)
3 =
1
3
(
1 · 2 · 23 + 2 · (−1) · (−1)3 + 0) = 3. (C14)
Hence U⊗3 = U (0)⊕U(1)⊕3U (2). As each irrep appears
a number of times equal to, or greater than its dimension,
U⊗3 contains the regular representation, R, of S3.
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