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Abstract
We shall extract the essence of the Adamchik–Srivastava generating function method (Analysis (Munich)
18 (1998) 131) by proving the most far-reaching Ramanujan–Yoshimoto formula and by showing that some
of the results stated in Srivastava and Choi (Series Associated with the Zeta and Related Functions, Kluwer
Academic Publishers, Dordrecht, 2001) are simple consequences of the above-mentioned formula.
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1. Introduction
In their recent book [9], Srivastava and Choi refer to the generating function method of Adamchik
and Srivastava [1] implemented in Mathematica and give several applications of the method.
Our aim in this paper is:
(i) to point out in Section 3 that the generalization of their formulas can be easily deduced from
the far-reaching Ramanujan–Yoshimoto formula [4–7] and
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(ii) to give the fourth proof thereof in Section 2 by the generating function method of Adamchik–
Srivastava.
We shall use the following notation.
The Hurwitz zeta-function is deFned by
(s; ) =
∞∑
n=0
1
(n+ )s
;  := Re s¿ 1;
where  is not a non-positive integer (in what follows we assume Re ¿ 0).
The Riemann zeta-function is deFned by
(s) = (s; 1) =
∞∑
n=1
1
ns
; ¿ 1:
The gamma function is deFned by
	(s) =
∫ ∞
0
e−t ts−1 dt; ¿ 0:
The digamma function is the logarithmic derivative of the gamma function
 (s) =
	′
	
(s)
and the Euler constant is given by =− (1).
The Bernoulli polynomial of degree n is deFned by the generating function
ze−xz
1− e−z =
∞∑
n=0
Bn(1− x)
n!
zn =
∞∑
n=0
(−1)nBn(x)
n!
zn; |z|¡ 2 (1.1)
and the nth Bernoulli number is deFned by
Bn = Bn(0); n= 0; 1; 2; : : : ;
so that
B0 = 1; B1 =− 12 ; B2 = 16 ; B2k+1 = 0 (k = 1; 2; : : :); B4 =− 130 ; : : :
and
Bn(x) =
n∑
k=0
(
n
k
)
Bkxn−k : (1.2)
The Stirling numbers S(n; k) of the second kind are deFned by
xn =
n∑
k=0
S(n; k)x(x − 1) · · · (x − k + 1): (1.3)
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2. The Ramanujan–Yoshimoto formula
The following formula, whose prototype is found in Ramanujan’s Second Notebook [2, Entry
28(b), p. 279], has a vast range of applications, and indeed, almost all parts of Chapters 3, 4, 5 of
[9], some 180pp., can be deduced from it, as explained in [6,7].
Theorem 1 (Theorem A, Kanemitsu et al. [6]). Suppose  is a non-negative integer, Re ¿ 0 and
|z|¡ ||. Then
∞∑
m=2
(m− 1)!
(m+ )!
(−1)m(m; )zm+
=
1
!
′(−; + z)− 1
!
∑
m=0
(

m
)
′(−m; )z−m
− 1
(+ 1)!
∑
m=1
(
+ 1
m
)
( (+ 1)−  (m))Bm()z+1−m
− z
+1
(+ 1)!
( (+ 1) +  () + ): (2.1)
Remark 1. The form given in Theorem 1 is slightly diLerent from that in Theorem A [6].
For the proof we need two lemmas.
Lemma 1 (Adamchik and Srivastava [1, p. 136]). Suppose the sequence {f(k)} satis@es f(k) =
O(1=k). Then the in@nite sum ()=
∑∞
k=1 f(k)(k +1; ) can be expressed as the Laplace trans-
form of F(t)=(1− e−t):
() =
∫ ∞
0
F(t)
1− e−t e
−t dt;
where F(t) is the generating function of f(k) de@ned by
F(t) =
∞∑
k=1
f(k)
k!
tk :
The following lemma evaluates the Laplace transform of the function required for the proof.
Lemma 2. Suppose Re ¿ 0 and that |z|6 ||; z = −. Then for n∈N, we have
(i) ∫ ∞
0
(
te−zt
1− e−t −
n∑
k=0
(−1)k Bk(z)
k!
tk
)
e−tt−n−1 dt
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=
(−1)n−1
(n− 1)! 
′(1− n; + z)
+
(−1)n
n!
n∑
k=0
(
n
k
)
Bk(z)n−k{ (n)−  (n+ 1− k) + log }
and(ii) ∫ ∞
0
(
te−zt
1− e−t − 1
)
e−tt−1 dt =− (+ z) + log :
Proof. Recall the integral representation for (s; ); ¿ 1:
(s; ) =
1
	(s)
∫ ∞
0
te−t
1− e−t t
s−2 dt
and that (te−t)=(1− e−t) is a generating function of Bernoulli polynomials.
Extracting the Frst (n+ 1) terms gives
(s; + z) =
n∑
k=0
	(s+ k − 1)
	(s)k!
(−1)kBk(z)−s−k+1
+
1
	(s)
∫ ∞
0
(
te−zt
1− e−t −
n∑
k=0
Bk(z)
k!
(−t)k
)
e−tts−2 dt; (2.2)
where the integral is analytically continued to ¿− n.
In view of
	(s+ k − 1)
	(s)
=
	(1− s)
	(2− s− k) (−1)
k−1;
we may write the Frst term on the right-hand side as
−
n∑
k=0
	(1− s)
	(2− s− k)k! Bk(z)
−s−k+1:
Now we diLerentiate both sides with respect to s and then let s → 1 − n. DiLerentiated form of
(2.2) is
′(s; + z)
=
n∑
k=0
	(1− s)
	(2− s− k)k! Bk(z)
−s−k+1{ (1− s)−  (2− s− k) + log }
+
1
	(s)
∫ ∞
0
(
te−zt
1− e−t −
n∑
k=0
Bk(z)
k!
(−t)k
)
e−tts−2(log t −  (s)) dt: (2.3)
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As s → 1− n, Formula (2.3) becomes
′(1− n; + z)
=
n∑
k=0
(n− 1)!
(n− k)!k! Bk(z)
n−k{ (n)−  (n+ 1− k) + log }
+(−1)n−1(n− 1)!
∫ ∞
0
(
te−zt
1− e−t −
n∑
k=0
Bk(t)
k!
(−t)k
)
e−tt−n−1 dt;
whence (i) follows.
To prove (ii), we subtract 1=(s−1) from both sides of (2.2) with n=0, and then let s → 1, upon
noting the fact
lim
s→1
{
(s; + z)− 1
s− 1
}
=− (+ z):
This completes the proof.
Remark 2. Srivastava and Choi [9] state an integral expression (25), p. 93, for (s; ) similar to
(2.2) above, with z = 0, but the range of s in their formula should read Re s¿ − n rather than
Re s¿− (2n− 1). The reason why such an error occurs is most probably that they use two kinds
of deFnition of Bernoulli numbers, i.e., although they deFne Bernoulli numbers by (z = 0 in (1.1))
t
et − 1 =
∞∑
n=0
Bn
n!
tn (|t|¡ 2)
(2), p. 59, they use (−1)k−1Bk instead of B2k in the Stirling formula (54), p. 8, (thus they take the
Frst (2n− 1) terms), and as a result, Formula (56), p. 22, a consequence of (54) p. 8, contradicts
(37), p. 6, where B2k’s are used. We also note that in (55), p. 8, the numerator of the coeNcients
of z−6 should be 5,246,819.
Proof of Theorem 1. In Lemma 1 we take
f(k) =
k!
(k + + 1)!
(−1)k+1zk++1: (2.4)
Then the generating function F(t), being the inFnite series
(−1)t−−1
∞∑
k=+2
(−zt)k
k!
;
has a Fnite expression
F(t) = (−1) e−zt t−−1 −
+1∑
k=0
(−1)+k
k!
zk tk−−1: (2.5)
Hence
F(t)
1− e−t =
te−zt
1− e−t (−1)
t−−2 +
+1∑
k=0
(−1)kz+1−k
(+ 1− k)!
t
1− e−t t
−k−1: (2.6)
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We transform the generating function parts on the right-hand side of (2.6) in the same way as we
did in the proof of Lemma 2, i.e. we extract the Frst ( + 2) terms from te−zt=(1 − e−t) and the
Frst (n+ 1) terms from t=(1− e−t). After simpliFcation, we have
F(t)
1− e−t = (−1)

{
te−zt
1− e−t −
+1∑
k=0
Bk(z)
k!
(−t)k
}
t−−2
+
+1∑
n=0
(−1)nz+1−n
(+ 1− n)!
{
t
1− e−t −
n∑
k=0
Bk
k!
(−t)k
}
t−n−1
+
+1∑
k=0
Bk(z)
k!
(−1)+k tk−−2
+
+1∑
n=0
n∑
k=0
(−1)n−kBk
(+ 1− n)!k! z
+1−ntk−n−1: (2.7)
First we simplify the last term on the right-hand side of (2.7). Changing the order of summation
and squeezing out the binomial coeNcients, we see that the last term becomes
+1∑
k=0
(−1)k t−k−1
(+ 1− k)!
+1∑
n=k
(
+ 1− k
n− k
)
Bn−kz+1−k−(n−k);
which is
+1∑
k=0
(−1)k t−k−1
(+ 1− k)! B+1−k(z);
or
−
+1∑
k=0
(−1)+k tk−−2
k!
Bk(z);
and this cancels the third term on the right-hand side of (2.7). Thus we end up with the Frst two
terms on the right-hand side of (2.7):
F(t)
1− e−t = (−1)

{
te−zt
1− e−t −
+1∑
k=0
Bk(z)
k!
(−t)k
}
t−−2
+
+1∑
n=1
(−1)nz+1−n
(+ 1− n)!
{
t
1− e−t −
n∑
k=0
Bk
k!
(−t)k
}
t−n−1
+
z+1
(+ 1)!
{
t
1− e−t − 1
}
t−1: (2.8)
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Now the Laplace transform of the right-hand side of (2.8) is computed in Lemma 2, (i), (ii), so
that
() =
1
!
′(−; + z)−
+1∑
n=1
z+1−n
(+ 1− n)!(n− 1)! 
′(1− n; )
− z
+1
(+ 1)!
 ()− S0 + S1 + S2 − S3 + S4; (2.9)
say, where
S0 =
1
(+ 1)!
 (+ 1)
+1∑
k=0
(
+ 1
k
)
Bk(z)+1−k ;
S1 =
1
(+ 1)!
+1∑
k=0
(
+ 1
k
)
k (k + 1)B+1−k(z);
S2 =
+1∑
n=1
z+1−n
(+ 1− n)!n!  (n)
n∑
k=0
(
n
k
)
Bkn−k ;
S3 =
+1∑
n=1
z+1−n
(+ 1− n)!n!
n∑
k=0
(
n
k
)
Bkn−k (n+ 1− k)
(2.10)
and
S4 =
(
− 1
(+ 1)!
+1∑
k=0
(
+ 1
k
)
Bk(z)+1−k
+
+1∑
n=1
n∑
k=0
z+1−n
(+ 1− n)!n!
(
n
k
)
Bkn−k +
z+1
(+ 1)!
)
log :
We transform S3 slightly to get
S3 =
1
(+ 1)!
+1∑
n=0
(
+ 1
n
)
z+1−n
n∑
k=0
(
n
k
)
Bkn−k (n− k + 1)−  (1)(+ 1)! z
+1:
Changing the order of summation and using the relation(
+ 1
n
)(
n
k
)
=
(
+ 1
k
)(
+ 1− k
n− k
)
;
we deduce that
S3 =
1
(+ 1)!
+1∑
k=0
(
+ 1
k
)
k (k + 1)
+1∑
n=k
(
+ 1− k
n− k
)
Bn−kz+1−k−(n−k)
−  (1)
(+ 1)!
z+1:
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By (1.2), the inner sum is B+1−k(z), so that by change of variable, we see that
S3 = S1 −  (1)(+ 1)! z
+1: (2.11)
Similarly, using (1.2), we can compute S0; S2 and S4 to be
S0 =
 (+ 1)
(+ 1)!
+1∑
k=1
(
+ 1
k
)
Bk()z+1−k +
z+1
(+ 1)!
;
S2 =
1
(+ 1)!
+1∑
n=1
(
+ 1
n
)
 (n)z+1−nBn()
(2.12)
and
S4 = 0:
From (2.9)–(2.12), it follows that
() =
1
!
′(−; + z)− 1
!
∑
k=0
(

k
)
′(−k; )z−k
− 1
(+ 1)!
 (+ 1)
+1∑
k=1
(
+ 1
k
)
Bk()z+1−k
+
1
(+ 1)!
+1∑
k=1
(
+ 1
k
)
 (k)Bk()z+1−k
−
(
 (+ 1)
(+ 1)!
z+1 −  (1)
(+ 1)!
z+1 +
 ()
(+ 1)!
z+1
)
: (2.13)
From (2.13) we can readily read oL the formula in Theorem 1, thus completing the proof.
3. Some consequences
As is explained in [4], Theorem 1 transforms into Theorem B in [6] giving the formula for∑∞
m=2 [((m; ))=(m+ )]z
m.
The following example illustrates the power of Theorem 1.
Example (Srivastava and Choi [9, (712), p. 248], Kanamitra et al. [6]):
∞∑
m=2
(−1)m(m; )
m(m+ 1)(m+ 2)
zm+2
=log	3(z + ) +
(
z + − 32
)
log	2(z + ) + 12 (z + − 1)2 log	(z + )
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−log	3()−
(
− 32
)
log	2()− 12 (− 1)2 log	()
−
(
log	2() + (− 1) log	() + 
2
4
− 
4
+ ′(−1) + 1
24
)
z
−1
2
(
log	() +
3
2
− 1
2
log 2− 3
4
)
z2 − 1
6
(
 () +
3
2
)
z3:
The special case = 0 of (2.1) reads
∞∑
k=2
(k; )
tk
k
= log	(− t)− log	(k) + t (); |t|¡ || (3.1)
which is a well-known formula stated in [3, p. 358] and [10, p. 276].
Corollary 1 (Generalizations of Proposition 3.3, Srivastava and Choi [9, p. 153]): Suppose Re ¿ 0
and |!|¡ ||. Then for any integer q¿ 2, we have
∞∑
n=1
!nq
n
(nq; ) =
q∑
r=1
log	(− e2ir=q!)− q log	():
We also have
∞∑
n=1
(nq+ 1; )
nq+ 1
=
1
q
q∑
r=1
e−2ir=q log	(− e2ir=q) +  ()
and
∞∑
n=0
(nq+ m; )
nq+ m
=
1
q
q∑
r=1
e−2irm=q log	(− e2ir=q)
for 26m¡q.
Proof. Put t = e2ir=q! in (3.1). Then
∞∑
k=2
1
k
(k; )e2irk=q!k = log	(− e2ir=q!)− log	() +  ()e2ir=q!: (3.2)
Now sum (3.2) over r = 1; : : : ; q, and use
q∑
r=1
e
2irk
q =
{
0 if qAk;
q if q|k
to obtain
∞∑
k=2
q|k
!k
k
(k; )q=
q∑
r=1
log	(− e2ir=q!)− q log	():
Since the left-hand side is
∑∞
n=1 (!
nq=n)(nq; ), this completes the proof of the Frst formulas. Other
formula can be proved similarly.
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Corollary 2 (Generalization of Propositions 3.4 and 3.5, Srivastava and Choi [9, pp. 154–155]): For
06 n∈Z and Re ¿ 0, we have
(n) :=
∞∑
k=2
knzk(k; )
=
n+1∑
l=2
S(n+ 1; l)(l− 1)!(l; − z)zl − z( (− z)−  ())
for |z|¡ ||.
Proof. We substitute the formula (1.3) with n replaced by n+ 1 in the form
kn = 1 +
min{k;n+1}∑
l=2
S(n+ 1; l)
(k − 1)!
(k − l)!
for kn in the sum for (n) to get
(n) =
∞∑
k=2
zk(k; ) + 1(n);
say, where
1(n) =
∞∑
k=2
min{k;n+1}∑
l=2
S(n+ 1; l)
(k − 1)!
(k − l)! (k; )z
k :
Changing the order of summation and rewriting the coeNcients (k−1)!=(k− l)! as (l−1)!(	(l+
k)=	(l)k!) by putting k instead of k − l, we conclude that
1(n) =
n+1∑
l=2
S(n+ 1; l)(l− 1)!zl
∞∑
k=0
	(l+ k)
	(l)k!
(k + l; )zk ;
whose inner sum is equal to
(l; − z)
due to Wilton [11], which is the Taylor expansion in the second variable (for this interpretation, cf.
Klusch [8] and Kanemitsu et al. [4]).
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