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Abstract. Images play an important role in modern internet communications, but
not all of the images shared by the users are appropriate, and it is necessary to check
and reject the inappropriate ones. Deep neural networks do this task perfectly, but it
may not be necessary to use maximum power for all images. Many easier-to-identify
images may be classified at a lower cost than running the full model. Also, the
pressure on the system varies from time to time, so an algorithm that can produce
the best possible results for different budgets is very useful. For this purpose, a deep
convolutional neural network with the ability to generate several outputs from its
various layers has been designed. Each output can be considered as a classifier
with its own cost and accuracy. A selector is then used to select and combine the
results of these outputs to produce the best possible result in the specified time
budget. The selector uses a reinforcement learning model, which, despite the time-
consuming learning phase, is fast at execution time. Our experiments on challenging
social media images dataset show that the proposed model can reduce the processing
time by 32 % by sacrificing only 1.4 % of accuracy compared to the VGG-f network.
Also, using different metrics such as F1-score and AUC (the Area Under the Curve
in the accuracy vs. time budget chart), the superiority of the proposed model at
different time budgets over the base model is shown.
Keywords: Adult content recognition, time-sensitive, cost-sensitive model, convo-
lutional neural network, deep learning, image classification
Mathematics Subject Classification 2010: 68T10
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1 INTRODUCTION
In image and video sharing platforms, users upload images or videos to the multime-
dia sharing platform’s servers and share them publicly. In such platforms, latency
in the appearance of shared data is not acceptable to the users, and images are ex-
pected to be visible immediately after upload. Also, according to the rules of most
sites, some images and videos are in the category of unacceptable images and must
be deleted. These categories can vary depending on the different platform policies,
for example, violence, racism, and nudity [1, 2]. Due to the huge number of images
uploaded to the image-sharing platforms, it is not possible to manually check all
images. So, a high-speed automatic image recognition system becomes a necessity
for them.
Additionally, by increasing the speed of the Internet and improving video trans-
fer technologies, live video streaming is becoming more and more popular. Live
streaming provides video frames instantly. Therefore, in live video streaming plat-
forms, in addition to being careful in filtering objectionable video frames, processing
online is also very important, and this filtering should not cause lag or delay in the
live streaming. [3, 4] have tried to identify people who abuse these platforms and
then attempt to remove this content or restrict the streamer user. Many providers
who publish adult content on the live streaming platform with the intention of gen-
erating revenue or harassment, are broadcasting sex-related content intelligently.
They may only show nude content in part of the video, or may only produce sexual
content through gesture or voice, which is harder to detect. Hence, because it is not
feasible to review the video by human operators, it is necessary to use algorithms
to do the review thoroughly.
The image recognition process in image sharing platforms has other challenges.
Some photos are taken by professional users in the right lighting conditions and
are high-quality images, but some photos are taken by amateur users with mobile
phones and are blurry, poorly lit, oversaturated, or nearly dark. Another type of
challenge is because of the content of the images. Some sports, such as boxing and
swimming, involve half-naked bodies but are not sexual images. Nude pictures of
babies also show a naked picture of a human being, but it is not considered porn.
People in the image may have clothes, but due to their facial or body posture, the
whole image is considered sexual.
One way to overcome these challenges is to use deep convolutional neural net-
works (CNN). In recent years, very deep networks have been presented with ac-
ceptable accuracy in image classification on databases with 1 000 image categories,
such as googlenet [5], vgg-verydeep [6], and resnet-152 [7]. We also use CNN in our
model to accurately detect adult images. But the use of neural networks causes a
new challenge. These networks usually take a long time to process each image, and
the deeper the network, the longer the processing time. In this article, our main
focus is on reducing processing time.
Despite the various challenges, many images on image sharing servers have sim-
ple content and can be detected with simple algorithms. For example, images of
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objects, animals, buildings, etc. can be accurately categorized into normal classes
using simple convolutional neural networks with a small number of layers. Using
simple networks saves computational time and cost, but is less accurate on more
complex images. Therefore, it will be very advantageous to design a model that can
provide tags for simple images at a lower computational cost using a simple network.
This model should use more complex networks to accurately detect complicated im-
ages.
Also, in some cases, the classifier must be able to produce the best result given
the limitations of available computational sources. Conditions like:
• The volume of requests to the server: In some hours, many requests are sent
to the servers, and in other hours the requests may be much less than server
processing capacity.
• Limited processing capacity of different devices: Processing power on portable
devices such as mobile phones, wearables, IoT devices, or laptops is different.
So the algorithm must have the ability to adapt to processing power.
• Increasing the processing accuracy by a cloud processor: Simple images can
be processed by the user’s device, and if the result is desirable, it can be dis-
played to the user; otherwise, the data can be sent to a cloud server to continue
processing. [8].
Given the above conditions, it will be necessary to create a model that can
process images with a limited source. In this article, we consider processing time as
our limited resource. Time constraints can take many forms.
• The fixed time limit for each image (hard budget): The classifier should provide
the best result based on the specified time limit. This model can be useful in
cases where images are given to different devices for processing. As an example,
in [9] each image is assigned to a separate processor, and when it reaches the time
limit for each image, these processes end, and the obtained result is reported.
• The time limit for a set of images (average budget): A set of images is sent to
the processor, and it is necessary to process them in a limited time interval. In
this case, the processing time of each image is not limited separately, and the
only limitation is the average processing time. This model is useful when the
complexity of input images varies.
The model introduced in this article is designed to meet the needs of the average
budget. The general structure of the model is shown in Figure 1. As shown in
Figure 1, images uploaded by users are inserted in a buffer. The server reads a set
of images and sends them with the time limit to our model. If the number of images
in the buffer become too large, the server considers a shorter time limit, to increase
the output rate of the buffer and reduce the size of the buffer.
Our goal is to provide a novel model with the ability to classify a set of images
in a specified time limit, with the highest achievable accuracy. Our method does
not apply the same processing to all images like static methods [10, 11, 12, 13],










Figure 1. The overall structure of the time-sensitive adaptive model application on the
image-sharing platform server (Icons made by Freepik from https://www.flaticon.com)
but it tracks a different process for each input instance. So our method could be
considered as an input dependent method.
In this paper, a model is presented that can process a set of images with any
time budget. The innovation of this research is the specific design of its selector, by
which, in addition to the ability to finish the process at different time budgets, also
the accuracy can be increased by combining the outputs of the different layers of
the CNN classifier. The increase in speed and accuracy is due to the fact that the
selector uses outputs of the earlier layers of the CNN classifier for simpler images,
and continues to the deeper layers of the network for the more complex images. We
used reinforcement learning to design the selector, which has many advantages for
this task. The advantages of our selector model are described below.
• Improving the average speed of adult image classification: Our basic CNN con-
tains several outputs from the middle layers. We trained the selector by the
q-learning algorithm. The reinforcement learning agent tries to minimize the
time cost using earlier layers of CNN, so the overall speed increased.
• Increasing accuracy by combining outputs: In cascading methods, the last clas-
sifier result is presented as the final model output. But in our model after
observing the results of the outputs, the reinforcement learning agent decides
which category is better to be presented as the correct final result, based on past
experiences.
• Flexibility to select any subset of classifier outputs in any order: The selection
of each of the classifier outputs is defined as an action in the reinforcement
learning model. Therefore, unlike cascading models, there is no limit on the
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order of classifier outputs selection. So, for example, when we have a lot of
processing capacity, the selector may choose the most complex classifier output.
This ability to freely choose between outputs allows the selector to be applied
to any structure, such as a CNN with complex tree structure, or even several
separate CNNs.
• The ability of the selector to work with different time budgets: The selection of
classifier outputs is done in such a way that the cost of the classifier error and
the cost of processing time are minimized. By increasing the time cost factor,
the selector tends to select classifiers with lower cost. Therefore, by changing
this factor, the selector will be trained for different time budgets. At runtime,
any of these trained models can be easily used based on the given time budget.
The rest of the paper is organized as follows: Section 2 provides an overview of
the previous works in the field of adult image recognition, as well as some related
articles on cost-sensitive classification subject. Section 3 first demonstrates the
contribution and justification of our model, and then explains the overall structure
of the model and describes its parts in detail. Section 4 presents the obtained
experimental results, and Section 5 discusses the properties of the proposed model
and plans for future work.
2 RELATED WORK
Since our model consists of two primary parts, one is the base classifier, and the
other is the selector, which is responsible for managing the outputs of this classifier.
Therefore, articles related to these two areas and their advantages and disadvantages
are described separately.
2.1 Adult Content Detection
Adult image recognition methods can be divided into three general categories: skin
as the main feature, local features, and convolutional neural network (CNN). Due
to the limitations of skin-based methods and local features, we chose deep neural
networks for the classification part of the model. The limitations and weaknesses of
these methods are discussed below.
2.1.1 Skin as the Main Feature
In these methods, the main focus is on finding skin regions, and then use the char-
acteristics of these regions, such as the distribution of skin pixels, the area of skin
regions, the number of skin regions, etc., to classify images [18, 19]. These methods
do not recognize black and white images and do not have enough recognition capa-
bilities in finding skin in different lighting conditions. To increase the ability to find
skin, Lee et al. [20] find the faces in the image, and by sampling the skin pixels from
the face, they detect skin pixels in other areas of the image. In skin-based methods,
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despite the increased accuracy in finding skin areas, the accuracy in detecting adult
images was very low. So different methods added new features, such as the number
of faces and the regions of the faces [21], texture [22], and shape [23] to increase
accuracy. Although the classification error was reduced with the addition of new
features, the processing time was increased significantly.
In addition to the problems mentioned, skin-based methods also have an intrinsic
drawback because they usually do not take into account people’s position. For
instance, in some images, the skin area is very small; however, it is considered an
adult image due to people’s positions. Therefore, these methods have very low
accuracies in practice.
2.1.2 Local Features
Classifiers based on local features, extract attributes and shapes from different parts
of the image. Lopes et al. [24] use the scale invariant feature transform (SIFT)
feature. First, these features are extracted locally from the image, and then all the
features are formed in the form of histograms of visual features. It then uses this new
feature to classify images. They use the standard SIFT feature, which is extracted
from non-color images. They then use the Hue-SIFT feature, which adds color
information to the previous feature and increases the accuracy of the algorithm.
Hue-SIFT does not use the color characteristic properly, so to take advantage of
the color feature, Deselaers et al. [25] use image patches as local features. They
then reduce the size of image patches using PCA, and use the bags of visual words
method to produce the final feature vector. They finally use created feature vector
to classify images.
These methods are more accurate than skin based methods. Still, because they
often use handcrafted features, they do not produce an accurate result on new and
intricate images.
2.1.3 Convolutional Neural Network (CNN)
Recently, deep learning methods have much higher accuracy than previous algo-
rithms, especially in image classification [26]. [27] uses deep learning to classify
adult images, using a simple combination of two – Alex-net [28] and googlenet [29]
networks. This paper demonstrates that the use of CNN is more accurate than
pre-selected features such as SIFT.
Deep neural network training requires a large number of training images. Some
articles use data augmentation, for example, flipping the image or using different
images crop [30]. Another way to overcome the lack of training images prob-
lem is to use the weights of the pre-trained network to train a similar network
(fine-tuning). Vitorino et al. [32] use this method to detect child pornographic
images. They first choose a CNN that was trained on ImageNet [33] and fine-
tuned it using 200 000 training adult images. Then, with a small dataset from
children, they fine-tuned the trained network to detect child pornographic images.
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We used data-augmentation and fine-tuning in our work and will explain them in
Section 3.2.
Another way to increase the accuracy of classification is to combine multiple
classifiers. Shen et al. [31] combined the results of several CNNs using Bayesian
networks. Cheng et al. [34] combined the features extracted by the two CNNs
and adopted the final feature vector for classification. In these methods, due to
the processing of all CNNs, the processing time is greatly increased. Also, this
processing is done for all images, regardless of the difficulty and ease of the image.
In our method, the amount of processing depends on the input difficulty, so the
overall processing time will be optimized.
Due to the superiority of the convolutional neural network for classification, we
used this method to build our base classifier. But to generate output at different
times, we added several intermediate outputs to the structure of one of the known




using skin region [18, 19]
classify high quality
naked image
unable to recognize grayscale
images. very low accuracy
adult image classification
using skin plus face [20, 21]
texture [22], or shape [23]
acceptable accuracy in
color image
unable to recognize grayscale
images. very time consuming
adult image classification
using local features [24, 25]
medium accuracy on
color and grayscale im-
age




accurate requires a large number of
training images
adult image classification
using CNN plus data aug-






tion using combination of
CNNs [31, 34]
very accurate very time consuming
Table 1. Adult image classification methods comparison
2.2 Cost-Sensitive Models
In addition to trying to reduce the processing time of previous deep neural networks
in a static way [10, 11, 12, 13], some input dependent work has been done to reduce
time. In this section, we will review some related cost-sensitive articles. For a more
informative description, these methods are divided into three categories.
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2.2.1 Dynamic Pruning
Some works remove unnecessary nodes or layers within a CNN. For example, Bengio
et al. [36] remove some nodes from the layers during the training and testing to
reduce computations. Their method works like a dropout layer in CNN but has tried
to estimate the best path in the neural network for different samples and deactivate
unnecessary nodes. The other work by [16, 17] tries to reduce the processing time of
the network by pruning the channels. For each input image, after each convolutional
layer, the output channels that are not considered useful for image classification are
pruned.
Because these methods use an integrated structure, they do not produce any
results between processing steps. Therefore, after determining the result, it is
not possible to increase the accuracy with more processing along the new path,
and the whole network must be processed with new parameters from the begin-
ning.
2.2.2 Decision Making with Threshold
Some works use a cascade structure to make decisions with the threshold. The
cascade model is CNN with some output from the middle layers. They use the
confidence value (obtained from the softmax layer output), which shows a num-
ber between zero and one for each class. At the time of inference, if the value
of confidence is greater than a specific value, the model terminates the processing
and shows the last obtained image label as a result of the whole network. There-
fore, for some images, fewer processing steps are performed. Berestizshevsky and
Even [14] used this method and selected the ResNet [7] network as the cascade
model, with three outputs in the middle layers. The same method is used in [8],
but the focus is on the use of CNN on devices that either have little memory to
maintain all network parameters or do not have the computational power required
to process in a specified short time. Therefore, fewer layers are processed on the
portable device, and if more processing is required, the information is sent to the
cloud server.
One of the advantages of this method is that they could change the decision
threshold at test time. If the output accuracy is more important, increase the value
of the decision threshold, and when the time budget is low, reduce the threshold
value to increase the speed. And these methods are fast in selecting a processing
path. But the disadvantage is that it can only be applied to the cascading model and
cannot be applied to the network structure in the form of a tree. Also, specifying
a fixed decision threshold may reduce the accuracy of the decision. Our method
uses one decision-maker (selector) for all output and path of the network, and it
could be used on any structure, and the final class is selected accurately using all
available outputs.
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2.2.3 Classifiers as Decision-Makers
The use of classifiers to make decisions increases accuracy and allows the use of
non-cascade structures. In different network structures in each branch, a classi-
fier has the task of choosing the path. For example, Bolukbasi et al. [35], used
a cascading structure. At each branch, the classifier decides to exit the correctly
identified samples from the processing path. Odena et al. [37] introduce a structure
that has three metalayers, each consisting of two modules. Before processing each
metalayer, a function uses previous outputs to decide which module to use in the
metalayer so that the network can achieve the desired accuracy and speed. Liu
and Deng [15] use control modules within the network to select the best process-
ing path. Control modules are trained using the backpropagation algorithm and
reinforcement learning. They tested their model on high-low, cascade, chain, and
hierarchy structures.
These methods use complex classifiers to select the best route on CNN, so they
have two drawbacks. First: using a complex classifier adds a time cost to the
whole process. Second: the selector classifier error is added to the total image
classification error. Our method at the time of testing is a lookup table, and the
required processing time is very low. Also, to prevent errors, the next path is
selected, after the output of the classifier in the current path is specified. Therefore,
the confidence obtained in this output is used for a better decision in choosing the
future path or exit the network. And unlike some methods [35], we do not predict
this confidence that may cause an error.
Table 2 shows a comparison of existing work in the field of cost-sensitive image
classification. To estimate the correctness of the classification, we use the criterion
presented in [14]. We use a smart selection of outputs instead of using the threshold.
The details of our selector algorithm are explained in Section 3.3.
Model Advantages Disadvantages
Dynamic pruning using
pruning nodes [36], or
pruning channels [16, 17]
speed up the normal
CNN




change speed or accu-
racy at runtime easily
only could be applied to the
cascading model. may reduce
the accuracy of the decision
Classifiers as decision-
makers in specified struc-
ture [35, 37]
select path in network
more accurate
just used in specified struc-
ture. time consuming. may
increase error.
Classifiers as decision-
makers in any struc-
ture [15]
work in any structure time consuming. may increase
error.
Table 2. Cost-sensitive methods comparison
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3 PROPOSED MODEL
3.1 Time-Sensitive Adaptive Classifier Structure
Our model proposes to use a dynamic classifier selection technique. The paper [39]




Our proposed model combines two latter phases, so it consists of two main parts, the
Classifiers generation and the Selector (a combination of selection and fusion). The
Classifiers are the outputs of different layers of CNN, which are generated at different
times from the start of the network execution. The Selector is a reinforcement
learning agent that selects some of these outputs to achieve the best performance,
taking into account the time budget.
Figure 2 shows the general structure of the model and the connection between
these two parts.




Desired time Images labels
Figure 2. Structure of the proposed method: A model based on reinforcement learning is
used for the selector part, and a deep convolutional neural network with several outputs
from the middle layers is used for the classifier part
The goal of our cost-sensitive problem is to reduce the total cost of the classifi-








′) is the classifier error cost that is shown in Equation (2) and
Costevaluation-time(t
′) is the time of running the algorithm on a set of data that is
1292 M. R. Mazinani, S. M. Hoseini, K. Dadashtabar Ahmadi










T (xi|t′) + Tselector(t′) (3)
In these formulas, xi is the input image, N is the number of input images,
W (xi|t′) is the output label of the model given time budget t′, and W ′(xi) is the
true label of image xi, T (xi|t′) is the CNN processing time for input image xi given
time budget t′, and Tselector(t
′) is processing time of our selector module given time
budget t′. At runtime, the selector easily accesses a Q-table and selects the action
with the highest value, so its processing time could be ignored. CNN processing time
is calculated based on the number of operations performed in the network layers.








0, lth layer not processed,
(5)
where L is the number of all layers in the CNN, Pl(xi|t′) is the coefficient that
determines whether each layer is processed or not, nl−1 is the number of the input
channels of the lth layer, nl is the number of output channels (filters), sl is the spatial
size of the filter, and ml is the spatial size of the output channels. In a regular
CNN, all layers are processed, so Pl(xi|t′) is equal to 1 for all layers. But in our
proposed method, we intend to prevent some layers from being processed. The
selector accomplishes this goal using a reinforcement learning method. If the input
image can be correctly recognized by the outputs of the first layers, it prevents the
execution of the final layers of the network. So Pl(xi|t′) will be equal to zero for the
final layers of the network if the input image is easy.
According to the expressed formulas, the time complexity of the final model











Here, Pl (0 ≤ Pl ≤ 1) is the probability of using each layer of the model. Our
method causes Pl to be less than 1 for a number of layers, as described in Section 3.3.
In the following sections, we illustrate two main parts of our proposed method
named time-sensitive adaptive classifier.
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3.2 Classifiers Generation
As stated in the previous section, the classifiers generation is the first phase of the
dynamic classifier selection technique. We need a range of classifiers, some with
faster output but less accurate, and some with slower output but more accurate.
For this purpose, a deep convolutional neural network (CNN) with several outputs
in the middle layers is designed. From the popular and state-of-the-art CNNs such as
Googlenet [5], Resnet-152 [7], and VGG network [26], we chose the VGG network.
Because this network has fewer layers and is faster than the rest, and also our
problem is a two-class problem, so it does not need a complex structure for high-
accuracy classification. There are different types of VGG network, and we chose the
lightest and fastest one called vgg-f. For the need of the final model, we added three
more outputs to the base network.
The designed network, which has four outputs, is shown in Figure 3. The output
layers are shown with a red rectangle and are named softmax1, softmax2, softmax3,
softmax4. In the convolutional and fully connected layers, we show the characteristic
of each layer by ”Convs ∗ s ∗ n” and ”FCs ∗ s ∗ n” respectively, where s ∗ s is the
size of the filter and n is the number of the input channel. The processing time
required to produce each output is the sum of the processing times of the layers on
the path to it. Therefore, to achieve the softmax1 output, the convolutional layer,
the pooling layer, the fully connected layer, and finally, the softmax1 layer must be
processed, so according to Figure 3, the processing time will be t1 + t3. Normally to
reach the softmax3 output, the processing time will be t1 + t2 + t4 + t7. However,
if softmax1 output is already generated on the same image, the output of the first
layer of pooling is ready, so there is no need to spend time t1. In this case, the
processing time for the softmax3 output will be t2 + t4 + t7.
Different network outputs produce their results with different accuracies at dif-
ferent times. The softmax1 output has the highest processing speed and the lowest
accuracy, and the softmax4 output has the lowest processing speed and the highest
accuracy.
To train our network, we use fine-tuning of the vgg-f network [26]. The vgg-f
network has been trained on the ImageNet dataset [33] containing 1 000 classes. We
train each of the four outputs separately. To fine-tune the network, first, remove
the last fully connected layer before softmax4 from the vgg-f network, and replace
it with a fully connected layer with two output nodes for both normal and adult
classes. To train only the newly inserted layer, we keep the weights of all the previous
layers constant, then train the network with our dataset. The fine-tuning method is
also used to train the branch layers. For example, to train the fully connected layer
before softmax 1, the fully connected layer with two output nodes is connected to
the end of the first pooling layer, as shown in Figure 3. Then, by keeping the weight
of the main network layers constant, this new layer is trained with our training
dataset. The same goes for training the other two branches.
Before training or testing, we resized all the images to 224× 224. We also used
the data augmentation method to improve the training of the neural network. So



























Figure 3. Designed CNN as a classifier with multiple outputs: the green rectangles show
the convolutional and fully-connected layers, the blue rectangles represent the pooling
layers, and the red rectangles represent the softmax (Network output) layers. t1, t2, . . . , t7
indicate the processing time of each part of the network.
each time the images were called during the training, a slight shift in image cropping,
a change in image brightness, and image flipping has been applied.
3.3 Selector
The second phase of a dynamic classifier selection technique is the design of the
selector that task is to select and fuse the outputs. After training our CNN, a selector
is required to select and combine the best outputs that can get the best result in
the shortest time for each image. In other words, for simpler images, output with
less processing time should be selected, and for more difficult images, more complex
outputs with higher accuracy should be selected. The selector should also be able
to keep the average processing time of the images within a specified time budget.
Among the reinforcement learning (RL) methods, Q-learning has been selected.
By embedding the accuracy and the time-cost to the reward of the RL method,
we lead the RL agent to select the outputs in which the answer with the highest
accuracy and the lowest cost will be achieved. At execution time, when the RL
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agent selects an output, the CNN executes the path to that output, then the RL
agent observing the output decides whether to select another output or terminate
the process and produce a resulting label. The agent observes and considers both
the selected classifier output and its confidence about that output.
The degree of confidence in the output is obtained using the softmax layer
output. The softmax formula produces a number between zero and one for each
class so that the sum of all the probabilities is equal to one. This number represents






where Pi is the probability of each output, si is the score value of class i, and N is
the number of classes.
The probability given to each class is considered as the network’s confidence in
the output of that class. Therefore, if this confidence is high, the path selected in
CNN has achieved the desired result, and the selector can report the final selected
class. But, if this probability, for both classes is close to 0.5, it indicates that the
classifier is not sure of the correctness of its output, so the selector selects another
output of the neural network to get a more accurate result.
The overall structure of the reinforcement learning algorithm and a number of its
states are shown in Figure 4. To further explain our reinforcement learning model,
action, state, and reward for the designed model are described below.
Action: In the beginning, the agent can select each of the CNN outputs and pro-
cess the path leading to that output. In the next step, if more processing is
required, the agent can choose another output among the unselected outputs.
For example, action a1 means to select the softmax1 output. After performing
the action a1, we reach one of the states related to this output according to
the resulting confidence. Also, in each state, the agent can choose one of the
normal and adult classes and then go to the final state, which itself is defined as
an action. Therefore, according to the confidence obtained at each output, the
agent decides to select one of the classes or to continue processing a new path
in the neural network.
State: Different states are defined for the proposed model. There is a start and
finish state displayed by red rectangles in Figure 4. The two states before the
finish state represent the number of model classes (normal and adult). After
leaving each of the middle states, the agent (to complete the processing) could
decide to choose one of these two classes. Other states also specify which output
had been selected in the neural network, and what classes with what confidence
is selected. Since we have only two classes in this case, if the confidence level for
the output of the normal class is above 0.5, the normal class is selected, other-
wise, the adult class is selected. In Figure 4, S1 = R1 shows the selection of the
normal class at the softmax1 output with confidence above 0.5, and S1 = R2








































Figure 4. The general structure of the reinforcement learning algorithm in a simple mode:
The start and finish states are displayed with red rectangles, and middle states are dis-
played with ellipses. The actions that shown by arrows named as a1, a2, a3, a4 indicate
the selection of each of the CNN outputs, and a5, a6 specify the actions of selecting each
of the final classes. S1 represents softmax1 output, S2 represents softmax2 output, and so
on. R1 and R2 represent two value interval for confidence.
shows the selection of the adult class with confidence above 0.5 (equal to the
confidence below 0.5 at the output of the normal class). That is the easiest way
to quantize the confidence value into two intervals. In Section 4, this quanti-
zation is done with more intervals, and its effect on the achieved accuracy is
shown.
Reward: In the Q-learning algorithm, the value of each state and action is up-
dated according to the current reward and the highest reward obtained in the
next state. Our presented reward depends on two factors: the calculation time
of the processed CNN layers, and the misclassification error. Q-table values are
updated using the following equation [41]:
Qnew(si, ai)← Qold(si, ai) + β.(Rewardi + γ.maxaQ(si+1, a)−Qold(si, ai)) (8)
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where Q(si, ai) is the value of state si by performing action ai, β is learn-
ing rate, γ is the discount factor, maxaQ(si+1, a) is the maximum value that
can be obtained from state si+1, and Rewardi is the reward received by per-
forming action ai in state si. According to Equation (1), to simultaneously
consider the accuracy and time cost, the Rewardi is determined as follows:
Rewardi = Accuracyi − α.TimeCost i (9)
where Accuracyi is achieved in final action based on whether the classifica-
tion result is correct or not. If the class assigned to each instance in pre-
finish states is correct, Accuracyi is set with a positive constant value (we used
10) and otherwise with a negative constant value (we used −10). TimeCost i
for each action indicates the extra time spent to get the output in the CNN
up to this point. The α parameter is a factor that determines the balance
between time and accuracy. If we look for a faster result, this value is in-
creased, so the results that are generated over a longer time will be more penal-
ized.
By changing the parameter α, the model is trained for different time constraints.
So, for various time budgets, we set the α to various values and we will have different
Q tables.
According to the times t1, t2, . . . , t7 shown for different parts of the network in





where T (xi|t′) is the CNN processing time for input image xi given time budget t′,
l indicates the lth part of the CNN, and Pl(xi|t′) is the phrase that determines
whether each part is processed or not. By penalizing longer times using Equation (9),
more layers will be neglected and processing time T (xi|t′) will be reduced.
4 EXPERIMENT RESULTS AND ANALYSIS
4.1 Dataset Description
We created a dataset containing 18 000 different images to train and test the model.
We wanted the database to have diverse and challenging images, so we collected
many samples from public social networks or image sharing sites. Social network
images are often produced by non-professional users, and many of them do not have
proper lighting or quality. Dataset images were selected to include both simple and
hard images. In the adult class, 38 % are simple images, but the rest of the images
have various challenges. About 22 % of the images have poor illumination, in 40 %
of the images the important parts of the image are covered with clothes or with text
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on the image, 20 % of the images are not naked and can only be detected by body
positions. The dataset can be downloaded from [40].
Figure 5 shows some samples from this dataset. The upper row shows normal
images; the three images on the left are simple, but the two images on the right are
more difficult to recognize because of their large area of skin and high similarity to
adult images. The lower row shows adult images; the three images on the left side
include the naked bodies and are easy to recognize. But the two images on the right
side are difficult to recognize, these two images are taken outdoors, and the peoples
in them are not completely naked, but they are adult images because of showing
certain parts of the body.
Figure 5. Sample images of our dataset: The first row shows the images of the normal
class, and the second row shows the adult class
The entire dataset is divided into three parts. The neural network is trained
using the first part of the dataset, the second part of the dataset is used to train
the selector, And finally, the third part (test data) is used to report the accuracy of
the network.
4.2 Experimental Setup
To train and test the deep neural network and other parts of the model, a device
with 2.7 GHz Intel Core i5 processor and 8 GB RAM has been used. MatConvNet
software package [38] has been used for training and testing the CNN.
Our CNN is trained using data from the first part of the dataset, then the results
are reported on the images of the third part (test data). The values obtained for
the various outputs of the CNN are shown in Table 3. The accuracy of the first
output (softmax1) is about 77 % and the accuracy of the last output (softmax4) is
about 93 %. At the output of the last layer, a 16 % increase in accuracy has been
achieved, but the processing time has increased almost sevenfold. The times related
to different parts of the CNN are shown with t1, t2, . . . , t7 according to Figure 3.
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The reported processing time of each output is the average processing time for
all images. And the accuracy is presented according to the following formula using








where TP is the number of correctly classified images of the adult class and
totalNumberP is the total number of images of the adult class, similarly, TN is
the number of correctly classified images of the normal class and totalNumberN is
the total number of images of the normal class. Using this formula, the accuracy of
the classification does not change according to the imbalance between the number
of samples in each class.
Output name Accuracy (percent) Time (ms) Time according to Figure 3
Softmax1 77.13 4.65 t1 + t3
Softmax2 82.1 12.03 t1 + t2 + t5
Softmax3 85.07 17.27 t1 + t2 + t4 + t7
Softmax4 92.53 33.36 t1 + t2 + t4 + t6
Table 3. Accuracy and the processing time of the outputs of the proposed method’s CNN
4.3 Quantizing the Confidence into Four Intervals
As explained in the previous sections, to determine the different states in the selector,
it is necessary to quantize the numerical values of the softmax output. We also want
to define different states for different classes. Of course, the output nodes of the last
layer of the neural network have the same number as classes, so in our case, it has
two output nodes. Since the sum of the values of these two outputs is equal to one,
the specified classes can be extracted using one of the output nodes. Assuming we
display the output range of the normal output node with [0, 1], if the output value
is in the range (0.5, 1], we consider it as the normal class, and if it is in the range
[0, 0.5], we consider it as the adult class.
In this section, the output range is quantized into four intervals. Therefore, the
quantization is considered as follows:
R1 = [0, a], R2 = (a, 0.5], R3 = (0.5, a′], R4 = (a′, 1] (12)
where R1, R2, R3, R4 are different intervals. To make this intervals balanced, we
set a′ = 1 − a. Thus, if the output is in the range of R1 or R4, the confidence of
the output is high, otherwise, the confidence is low. For example, if the output for
the normal class is in the range R4 = (a′, 1], it indicates that the normal class is
selected with high confidence, and if it is in the range R3 = (0.5, a′], the normal
class is selected with low confidence.
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Reinforcement learning models are trained using the second part of the database
(as a training set for the selector) and different models are obtained for different
values of a. The results for these models on the train set as well as the test set are
shown in Figure 6.
In each model, by changing the α parameter in Equation (12), the resulting
accuracies and their corresponding processing times are obtained.
According to Figure 6, the corresponding line to the all presented models is
above the line of the base network, so the given models performed better at the
same time budget. Models with a greater area under the curve are generally more
accurate. For a better comparison, we have shown the area under the curve in the
accuracy vs. time budget chart (AUC) for different models in Table 4. According to
the table, the best result is 279.5 that is obtained on the test set for the parameter
a = 0.1.
Model Area Under the Curve
base net 201.3
a = 0.05 268.5
a = 0.1 279.5
a = 0.2 274.1
a = 0.3 260.6
a = 0.4 237.8
Table 4. Area under the curve for models with four quantization intervals with different
parameter of a
When only the accuracy is important and the penalty for image processing time
is low, the selector uses all network outputs to select the appropriate class. Since
most of the processing path is common between the outputs of the base network,
using all outputs does not significantly increase processing time. Although the use
of all outputs increased the accuracy on the training data, there is no significant
increase in the accuracy on the test data. This is because most of the image pro-
cessing is done in the convolution layers, our three branches consist only of fully
connected layers.
4.4 Different Number of Quantization Intervals
In this section, we have increased the number of quantization intervals and measured
its effect on accuracy. Below our different quantization intervals are shown.
3part model = {R1 = [0, 0.3], R2 = (0.3, 0.7], R3 = (0.7, 1]}, (13)
4part model = {R1 = [0, 0.2], R2 = (0.2, 0.5], R3 = (0.5, 0.8], R4 = (0.8, 1]}, (14)





















































Figure 6. Accuracy versus time budget for models with four quantization intervals: The
blue line shows the connection between four points related to the resulting points of the
four outputs of the base network. For different values of a, the results are shown by
a different color. The top chart shows the results on the train set, and the bottom chart
shows the results on the test set.
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6part model = {R1 = [0, 0.1], R2 = (0.1, 0.2], R3 = (0.2, 0.5],
R4 = (0.5, 0.8], R4 = (0.8, 0.9], R4 = (0.9, 1]}, (15)
8part model = {R1 = [0, 0.1], R2 = (0.1, 0.2], R3 = (0.2, 0.3],
R4 = (0.3, 0.5], R5 = (0.5, 0.7], R6 = (0.7, 0.8],
R7 = (0.8, 0.9], R8 = (0.9, 1]}, (16)
10part model = {R1 = [0, 0.1], R2 = (0.1, 0.2], R3 = (0.2, 0.3], R4 = (0.3, 0.4],
R5 = (0.4, 0.5], R6 = (0.5, 0.6], R7 = (0.6, 0.7],
R8 = (0.7, 0.8], R9 = (0.8, 0.9], R10 = (0.9, 1]} (17)
where 3part model, 4part model, 6part model, 8part model, 10part model are five
models that are trained with different quantization intervals. For each of these
models, different divider numbers have been tested, and the value with the highest
accuracy has been placed in the above equation as the selected model. The result
on the test and train set for all models is shown in Figure 7. We notice that most of
the points of the proposed models are above the resulting line of the base network.
So our models perform better in these conditions.
In the case of 3 quantization interval, in about five milliseconds, the model’s
accuracy is lower than the first output of the CNN, because in this model only when
the output confidence is above 70 %, the class is specified; otherwise, the output
value is in the range R2, which does not show a specific class and only indicates
that the classifier is not confident about its output. As the number of quantization
intervals increases, the accuracy of the training data increases, but after increasing
the intervals to more than four parts, due to the overfitting of the model to the
training data, the accuracy of the test data decreases. As in the previous section, it
was found that using all the outputs of the neural network in the selector does not
significantly increase the accuracy on the test data, and this shows that the output
of the last layer of the base neural network contains the information of the other
outputs.
For a more accurate comparison of the models, we also have calculated the area
under the curve of accuracy vs. time budget chart (AUC), as shown in Table 5.
According to this table, the best number of quantization intervals for the model is
four part quantization. The worst model is the 10 part, but even this model has
performed better than the base network.
4.5 Final Model Evaluation
To verify that the final selected model performs better than the base network for all
different time budgets, we calculated the precision, recall, and F1-score values for a
number of different time budgets, and showed them in Table 6. In the least and most
time-consuming cases, the results of our model are equal to the base network. But
















































Figure 7. Accuracy versus time budget for models with different quantization intervals:
The blue line shows the connection between four points related to the resulting points of
the four outputs of the base network. Models by changing the quantization intervals into
3, 4, 6, 8, and 10 intervals are shown in the figure with different colors. The top chart
shows the results on the train set, and the bottom chart shows the results on the test set.
1304 M. R. Mazinani, S. M. Hoseini, K. Dadashtabar Ahmadi







Table 5. Area under the curve for models with different quantization intervals
for all intermediate time budgets, the results are improved. For example, for 12.03
milliseconds for the base network, the precision, recall, and F1-score are 0.8141,
0.832, and 0.8229, respectively, while for the proposed model, in less time, i.e. 8.76
milliseconds, the performance is better, and the precision, recall, and F1-score are
0.819, 0.8406, and 0.8297, respectively. Therefore, as explained in the previous
sections, the combination of network outputs as performed by the proposed model
is able to improve the final result, in addition to the ability to produce output at
the given time budgets.
Model Process Time (ms) Precision Recall F1-score
base net
4.65 0.7602 0.7927 0.7761
12.03 0.8141 0.832 0.8229
17.27 0.8465 0.8567 0.8516
33.36 0.9288 0.9213 0.925
our 4 part model
4.65 0.7603 0.793 0.7763
8.76 0.819 0.8406 0.8297
10.41 0.8367 0.849 0.8428
12.32 0.8724 0.8506 0.8614
16.55 0.8782 0.8876 0.8829
22.58 0.9127 0.9096 0.9111
33.36 0.9287 0.9213 0.925
Table 6. F1-score comparison for 4 part model and base model
Reduction of processing time is achieved by reducing the values of Pl(xi|t′) for
different parts of the CNN, in Equation (10). The first chart in Figure 8 shows
the average of Pl values for different time budgets t
′ for all images in the test set.
The second chart shows the processing time for different time budgets. Pl and tl
corresponds to a part of the CNN in Figure 3.
In Figure 8, P3, P5, P7, P6 correspond to the parts leading to the output softmax1,
softmax2, softmax3, and softmax4 of the CNN, respectively. In the following, we
will explain two charts of the Figure 8.
In the top chart, when the time budget is very low, only softmax1 output is
used (i.e. p1 = 1 and p3 = 1). As the budget increases, the probability of using
layers with higher computational cost increases. Therefore, the hypothesis of re-









































p1*t1 p2*t2 p3*t3 p4*t4 p5*t5 p6*t6 p7*t7
Figure 8. The top chart shows the stacked probability of Pl given different time budgets.
The bottom chart shows the stacked time of each part of the CNN (i.e. Pl ∗ tl) given
different time budgets.
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ducing time complexity by reducing the use of layers (presented in Equation (6)) is
verified.
When time budgets are less than 15.12 milliseconds, the first output (P3) is used,
but the sum of probability of using the other outputs (P5 +P7 +P6) is less than one.
That is, some images are simple and can be correctly classified using only the first
output of the CNN.
The bottom chart shows that the outputs P3, P5, and P7 consume very little
processing time and most of the processing is related to the middle layers. When the
maximum time budget is given, the selector does not use outputs from the earlier
parts of the network and only uses the last output P6. Because the outputs are
not completely independent, the latest output contains information about previous
outputs, and the use of earlier outputs does not improve the result.
By increasing the time budget, the selector has used the layers with more time
cost, which are also more accurate. But this use is not linear and the selector tries
to use the best combination for different given budgets. For example, the selector
has used softmax3 (correspond to P7) very little, and by increasing the time budget,
the selector has increased the share of softmax4 (correspond to P6).
5 CONCLUSIONS AND FUTURE WORKS
This paper presents a method to adaptively resolve the trade-off between accuracy
and time budget for adult image classification. We used a dynamic classifier selection
technique. First, we created a CNN with three outputs from the middle layers, then
we trained a selector using the Q-learning method to select and combine the best
CNN outputs for each image based on the available time budget. The results confirm
that our selector can increase the accuracy of the classifier by using the appropriate
combination of network outputs. The final model also has the ability to generate
results for different time budgets.
In the future, we intend to automize the quantization of the outputs of the soft-
max layers using a linear classifier. So, the error of manually quantizing the ranges
can be eliminated. We also plan to extend this method for classifying adult videos.
By considering the correlation of consecutive frames and using the appropriate se-
lector, we could reduce the processing time of the entire video.
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