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We study the effect of anisotropy of the Rashba coupling on the extrinsic spin Hall effect due to
spin-orbit active adatoms on graphene. In addition to the intrinsic spin-orbit coupling, a generalized
anisotropic Rashba coupling arising from the breakdown of both mirror and hexagonal symmetries of
pristine graphene is considered. We find that Rashba anisotropy can strongly modify the dependence
of the spin Hall angle on carrier concentration. Our model provides a simple and general description
of the skew scattering mechanism due to the spin-orbit coupling that is induced by proximity to
large adatom clusters.
I. INTRODUCTION
The spin Hall effect (SHE)1–5 has been intensively in-
vestigated in the last few decades due to its potential ap-
plications in spintronics.5,6 Generally speaking, the mi-
croscopic mechanisms of SHE can be classified into either
intrinsic7,8 or extrinsic.9,10 In both cases, the existence of
spin-orbit coupling (SOC) in the material or heterostruc-
ture is required. The intrinsic mechanism is a conse-
quence of the band structure of the material whereas the
extrinsic mechanism stems from scattering of the charge
carriers by impurities that locally induce SOC.
Since SOC is a relativistic effect that is typically
strongest in materials containing heavy atoms, the SOC
in graphene11,12 is expected to be weak.13–15 Therefore,
graphene has been suggested as an ideal material for pas-
sive spintronics, for which a long spin diffusion length is
required and SOC in the material is a major limiting
factor.16
However, motivated by the search of materials exhibit-
ing the quantum spin Hall effect,17 it has been theoreti-
cally predicted18,19, and experimentally observed20 that
SOC can be greatly enhanced in graphene by means of
adatom deposition. In the limit of a dilute number of
impurities (i.e. adatoms), in which the excellent charge
carrier mobility properties of graphene are not strongly
modified, heavy adtom clusters have been predicted to
induce a sizable SHE.10 Experimentally, a large spin
Hall angle (∼ 0.2) has been reported by Balakrishnan
and coworkers20 in devices made from chemical-vapor-
deposited (CVD) graphene. The phenomenon was ex-
plained20 by the combination of resonant scattering and
the skew scattering off by residual Cu clusters resulting
from the CVD process. It was experimentally estimated
that the latter can induce a SOC of the order of ∼ 10
meV.
Nevertheless, the nature of the SOC induced by the
adatoms depends on their arrangement relative to hexag-
onal unit cell of graphene. The latter can lower the sym-
metry from the hexagonal symmetry of the carbon mono-
layer. It also depends on the symmetry of the orbitals
that hybridize with the pi bands of graphene, since this
hybridization is ultimately responsible for both the prox-
imity induced SOC and the resonant scattering. This
also applies to heavy metal substrates or large clusters,
where certain crystalline ordering is possible. In this re-
gard, it is worth mentioning, for instance, the differences
between gold intercalation 21, which leads to a conven-
tional Rashba splitting of graphene bands, and lead,22
which results in a proximity induced Rashba SOC where
the two terms of the coupling have different weight. The
latter is a consequence of the reduced orthorhombic sym-
metry of the composite (graphene + substrate) system.
Such coupling is therefore an anisotropic generalization
of the Rashba SOC, which arises due to the breakdown
of both mirror and 6-fold rotation symmetry. Similar
features have been reported recently in graphene inter-
calated with platinum.23
In this work, we shall investigate the skew scattering
mechanism arising from the SOC induced by extrinsic
scatterers. Unlike previous studies,10,20 we shall focus on
the understanding of the effects of the Rashba anisotropy
on the charge and especially spin transport properties,
and in particular, the spin Hall angle. To this end, we
shall first solve the scattering problem of an anisotropic
SOC-active scatterer.24,25 From the single-impurity scat-
tering data, we shall derive the relaxation times that
parametrize the collision integral of the linearized Boltz-
mann transport equation (BTE)26, which allows us to
compute the spin Hall angle. Finally, we shall also com-
pare the interplay and interference between different scat-
tering potentials.
The rest of the article is organized as follows. We
present the details of our theoretical model in Sec. II.
First, we discuss the way the symmetries of monolayer
graphene decorated with adatoms constrain the form of
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2the SOC in the k · p Hamiltonian of the system. Then,
the single scatterer problem is solved. Using the scat-
tering data (i.e. T-matrix) of the single scatterer prob-
lem, the linearized Boltzmann transport equation is also
solved and the transport properties of the system are
obtained. In Sec. III, we discuss the most salient fea-
tures of our results, namely the change of spin Hall angle
and the conductivity of the system as a function of the
anisotropy parameter. A summary of the main results of
this work is provided in Sec. IV. Finally, let us mention
that the Appendices contain the most technical details
of the work.
II. MODEL
A. Scattering potentials
In this study, we shall consider a dilute ensemble
of scatterers that create a (disorder) potential that is
smooth in the atomic scale of graphene. As a conse-
quence, we shall neglect scattering between the two val-
leys at the opposite corners of the hexagonal Brillouin
zone (i.e. k = K±). Therefore, most of the discussion
below applies to a single valley (i.e. K+) unless otherwise
stated.
In order to understand the charge and spin transport
properties of the system, we shall rely upon the semiclas-
sical Boltzmann transport equation (BTE). The latter
applies to doped graphene (i.e. when the Fermi energy
measured from the Dirac point EF 6= 0) in the limit
where the distance between scatterers is much larger
than the Fermi wavelength. Therefore, the results ob-
tained from the BTE should be regarded as providing
some sort of interpolation between the hole doped Fermi
liquid (EF  0) and the electron doped Fermi liquid (i.e.
EF  0 ) regime.
In the dilute impurity limit, the collision term of the
BTE is determined by the scattering data for a single
scatterer.27 Thus, we first analyze the scattering prob-
lem of a single scatterer, for which the k ·p Hamiltonian
describing the electron dynamics in the long-wavelength
limit can be generally written as follows:
H = h¯vF (±σxpx + σypy) +
∑
α=0,I,R
Vα (r) , (1)
where the sign ± applies to the valley at crystal momen-
tum K± and σα (α = x, y, z) are the Pauli matrices asso-
ciated with the sublattice degrees of freedom of the wave
function. The Pauli matrices acting on electron spin are
denoted by sα. The first two terms in Eq. (1) correspond
to the k · p Hamiltonian of the pristine graphene which
describes the the electronic bands near the K± points.
Among the possible time-reversal invariant impurity
potentials, we shall focus on the scalar potential (α = 0),
the intrinsic SOC (α = I) and the Rashba potential
(α = R). These three are invariant under the point group
C6v, which is generated by the 6-fold rotation axis per-
pendicular graphene intersecting the center of the hexag-
onal unit cell and 6 reflection planes containing such an
axis. The latter group describes the rotation and mirror
symmetries of monolayer graphene excluding the mirror
reflection about the graphene plane which takes z → −z.
However, the scalar potential (r = |r|),
V0(r) = v0 (r) I4×4, (2)
and intrinsic or Kane-Mele SOC term:17
VI (r) = ±∆I (r)σzsz. (3)
are invariant under the larger point group D6h, which
includes the mirror reflection for which z → −z. On the
other hand, Rashba SOC is associated with the lack of the
mirror reflection symmetry. Typically, this symmetry is
broken and lowered to C6v by the presence of a substrate,
adatoms, and/or ripples.
The Rashba SOC is invariant under the C6v group of
pristine graphene and takes the following form:
VR(r) = ∆R(r) (±σxsy − σysx) . (4)
However, in general, the planar symmetry C6v can be
broken, for example, due to the different symmetries of
graphene lattice and the substrate, or the arrangement
(relative to the hexagonal unit cell of graphene) of the
adatoms in a large cluster in the proximity of the car-
bon layer. As a result, the symmetry can be lowered
from hexagonal (i.e. C6v) to rectangular (i.e. C2v), for
instance. This can be achieved by deposition or inter-
calation of a metal with either cubic or orthorhombic
symmetry.22 In Ref. 22, it was shown from symmetry
arguments and first principle calculations that the two
terms of the Rashba SOC can acquire different weights,
which leads to an anisotropic form of the Rashba SOC
potential:
VR (r) = ±∆1 (r)σxsy −∆2 (r)σysx. (5)
In this work, we shall study the effect of this anisotropy
on the skew scattering mechanism and its contribution
to the spin Hall effect.
Before turning our attention to the study of the scat-
tering problem by such anisotropic Rashba potential, it
is useful to analyze the symmetries of (1) in the presence
of the anisotropic Rashba SOC potential, Eq. (5). For
reasons that shall become clear below, it is convenient
to write the anisotropic Rashba SOC as the sum of two
terms, VR(r) = VSR(r) + VNR(r), where
VSR(r) = ∆SR(r) (σxsy − σysx) , (6)
VNR(r) = ∆NR(r) (σxsy + σysx) , (7)
with
∆NR/SR(r) =
∆1(r)±∆2(r)
2
, (8)
3where + (−) sign applies to ∆NR (∆SR), respectively.
For ∆1 = ∆2 we recover the standard Rashba SOC. In
the opposite limit, ∆1 = −∆2, a SOC to be termed ‘non-
standard’ Rashba is obtained. This representation en-
ables us to display more clearly how the anisotropy in
the Rashba SOC violates the conservation of the angu-
lar momentum projected onto the z axis. Let us recall
the definition of the z-component of angular momentum
operator:
Jz = lz +
σz
2
+
sz
2
. (9)
Notice that since ∆α(r) are functions of r = |r|, as we
have assumed, the scalar potential, intrinsic and stan-
dard Rashba SOC commute with Jz. However, when the
Rashba SOC is anisotropic, Jz is no longer conserved and
the culprit for this violation is the non-standard Rashba
SOC introduced above. Nevertheless, in the special case
where ∆1 = −∆2 (i.e. ∆SR = 0), the following quantity:
Mz = lz +
σz
2
− sz
2
, (10)
is conserved instead of Jz. This will become useful in our
investigation of this special limit for a more general type
of scatterers than those considered in the following (see
Appendix C 1).
Note that the lack of conservation of Jz by the
anisotropic Rashba SOC makes it impossible to employ
a partial wave expansion to solve the scattering problem
as it was done in Ref. 10. Nonetheless, since we are in-
terested in the scattering by clusters of adatoms of char-
acteristic size R  a (a = 2.46 A˚ being the interatomic
distance in graphene), and for typical experimental pa-
rameters in doped graphene R  k−1F (where kF is the
Fermi wave vector), we shall approximate the cluster po-
tentials by Dirac delta functions, i.e.,
v0 (r) = λ0δ
(2) (r) , (11)
∆I (r) = λIδ
(2) (r) , (12)
∆1 (r) = λ1δ
(2) (r) , (13)
∆2 (r) = λ2δ
(2) (r) . (14)
Let us also define v0 = λ0/R
2, ∆I = λI/R
2 and
∆1,2 = λ1,2/R
2 as the strength of the potentials in units
of energy. In passing, we also note that a similar model
(with only intrinsic SOC) was successfully employed to
account for the giant SHE observed in CVD graphene
and attributed to the SOC induced by residual Cu atom
clusters.20 Thus, the potentials in Eq. (1) take the form:
Vα(r) = λαΛαδ
(2)(r) ; α = {0, I, SR,NR}, (15)
where λα is the strength of the potential and Λα are
4× 4 matrices acting upon the sublattice-spin degrees of
freedom. Explicitly, the Λ matrices are,
Λ0 = I4×4, Λ1 = σzsz, (16)
ΛSR = σxsy − σysx = i(σ−s+ − σ+s−), (17)
ΛNR = σxsy + σysx = i(σ
−s− − σ+s+). (18)
When written in terms of σ± and s±, the conservation
of Jz by VSR and the failure to do so by VNR becomes
apparent.
Interestingly, the Λ matrices form a closed group under
(matrix) multiplication. This means that the product of
two of these matrices can be written as a linear combi-
nation of
ΛiΛj =
∑
l
cijlΛl. (19)
The coefficients cijl can be read off from table I. As a
mathematical curiosity, it is worth noting that the group
is abelian, as can be expected for a group of order four.
Out of the two possible order four groups, this corre-
sponds to the Klein group.
B. Single scatterer problem
In this subsection, the Lippmann-Schwinger (LS) equa-
tion for the single impurity problem with the choice of
potentials discussed in previous section will be solved.
The LS wave equation reads:
〈r |ψp〉 = 〈r |φk,σ〉+
∫
d2r′ GR(r− r′) 〈r′ | V (r) |ψp〉 ,
(20)
where
V(r) =
∑
α=0,I,SR,NR
Vα(r), (21)
〈r |φk,σ〉 = 1√
2
(
1
eiθk
)
eik·rησ, (22)
and Vα(r) given by Eq. (15). In the LS equation 〈r |φk,σ〉
is the incident wave function from conduction band with
momentum p and spin state described by the spinor ησ,
where η↑ = (1, 0)T , η↓ = (0, 1)T . The spin quantiza-
tion axis is taken to be the z axis, which is perpendic-
ular to the graphene plane. The angle of incidence is
θk = tan
−1
(
ky
kx
)
; the normalization area of the system is
taken to be unity. The scattered wave function is 〈r |ψp〉.
TABLE I. The Λ matrices span an order four group under ma-
trix multiplication. Note that ΛSR is orthogonal to ΛNR, i.e.
the probability amplitude of being scattered consecutively by
both standard Rashba SOC and non-standard Rashba SOC
is zero.
Λ0 ΛI ΛSR ΛNR
Λ0 Λ0 ΛI ΛSR ΛNR
ΛI ΛI Λ0 −ΛSR ΛNR
ΛSR ΛSR −ΛSR 2(Λ0 − ΛI) 0
ΛNR ΛNR ΛNR 0 2(Λ0 + ΛI)
4Note that 〈r |ψp〉 does not carry a spin index because
it is not an eigenstate of sz in general. The (retarded)
Green’s function GR(r− r′) is a 4× 4 matrix acting both
in the sublattice pseudo-spin and electron-spin space (see
Appendix A for details).
The Dirac-delta function potential allows us to express
the solution to the LS equation in terms of the Λ matri-
ces,
〈r |ψp〉 = 〈r |φk,σ〉+ GR(r)
∑
i
λiΛi 〈0 |ψp〉
= 〈r |φk,σ〉+ GR(r)
∑
i,j
λiβjΛiΛj 〈0 |φk,σ〉 ,
(23)
where {i, j} = {I, 0, SR,NR}. The coefficients βi are
functions of the couplings λα that appear when we solve
for 〈0 |ψp〉 (see Appendix A for details). In particular,
it can be seen that for λNR → 0, βNR → 0, and it then
follows that the scattered wave function is an eigenstate
of Jz because the expression for the scattered wave no
longer contains ΛNR. On the other hand, when λSR → 0
then βSR → 0, the scattered wave function becomes an
eigenstate of Mz (cf. Eq. 10).
Using Eq. (19) and introducing the coefficients
γl =
∑
i,j
cijlλiβj , (24)
the solution to the LS equation (20) takes the following
compact form:
〈r |ψp〉 = 〈r |φk,σ〉+ GR(r)
∑
l
γlΛl 〈0 |φk,σ〉 . (25)
Note that the right hand-side of the above expression con-
tains only known quantities. After expanding the Green
function asymptotically at large distances, the scattered
wave can be written as the sum of an incident and an
outgoing wave:
〈r |ψp〉 ≈ 〈r |φk,σ〉+
∑
σ′=↑,↓
f(p, σ′;k, σ)
eikr√
2r
(
1
eiθk
)
ησ′ .
(26)
In the above expression we have introduced the scattering
amplitudes given by f(k, σ;p, ↑) and f(k, σ;p, ↓). From
it, the differential scattering cross-section can be calcu-
lated using:
dσ
dθ
=
∑
σ′=↑,↓
∣∣∣f(p, σ′;k, σ)∣∣∣2 (27)
=
∑
σ′=↑,↓
∣∣∣fσ′σ(θ)∣∣∣2, (28)
where θ = cos−1
(
k·p
k2
)
is the scattering angle. We refer
the reader to the Appendix A for the detailed form of
the scattering amplitude and how it is related with the
scattering T-matrix that enters in the collision term of
the Boltzmann transport equation.
C. Transport properties
In order to compute the charge and spin transport
properties of a dilute random ensemble of identical clus-
ters of areal density nimp, we use the semi-classical Boltz-
mann transport equation (BTE).10,26 The details of its
solution in the linearized approximation are reviewed in
Appendix B. The exact solution of this equation10 allows
us to obtain the charge, and spin Hall conductivities (σtr
and σsH , respectively):
σtr =
e2
h
∫
d
||
h¯
(
∂n
∂
)
τskτ
∗
skτtr
τskτ∗sk + τtrτ
∗
tr
, (29)
σsH = −e
2
h
∫
d
||
h¯
(
∂n
∂
)
τskτ
∗
trτtr
τskτ∗sk + τtrτ
∗
tr
, (30)
where n() = (e(−µ)/kBT+1)−1 is the Fermi-Dirac distri-
bution. The different scattering times, τtr, τsk, τ
∗
tr, τ
∗
sk are
defined in Appendix B and can be derived from the dif-
ferential scattering cross section. In particular, we would
like to point out that
1
τ∗tr
= nimpvF
∑
σ′=↑,↓
∫
(1− ησσ′cosθ)
∣∣∣fσ′σ(θ)∣∣∣2dθ
≡ nimpvFΣ∗tr, (31)
where nimp and vF are the areal density of the impurities
and the Fermi velocity of pristine graphene, respectively.
Here, the notation η↑,↓ = η↓,↑ = −1 and η↑,↑ = η↓,↓ =
+1. Σ∗tr is the single-scatterer transport cross-section
which exhibit sharp peaks at the resonance energies of
the single scatterer.
The figure of merit determining the efficiency in the
charge current to spin current conversion, known as spin
Hall “angle”, is defined as the ratio:
γ =
σsH
σtr
. (32)
At zero temperature, the spin Hall angle reduces to the
ratio (see Appendix B):
γ = − τ
∗
tr
τ∗sk
. (33)
III. RESULTS AND DISCUSSION
The following discussion is about the effects of the
anisotropy in the Rashba SOC. The degree of anisotropy
in Rashba SOC will be phrased in terms of the anisotropy
parameter:
β = tan−1
(
∆2
∆1
)
= tan−1
(
λ2
λ1
)
. (34)
Note that for the standard (“isotropic”) Rashba SOC,
β = pi4 . For β = −pi4 , the Rashba-like SOC is of the form
5FIG. 1. (a) Spin Hall angle γ versus energy of the carrier
(E) for different values of the strength of scalar potential
v0 = λ0/R
2. We set R = 20 nm, T = 0 K, ∆I = λI/R
2 = 15
meV, β = −pi
8
and ∆1+∆2
2
= (λ1+λ2)
2R2
= 15 meV. The location
of resonances gradually approaches the Dirac point when v0
increases, illustrating the general feature of resonant scatter-
ing even for the anisotropic case. (b) Corresponding starred
transport cross sections of each case. See App. B for the
definition of starred transport cross section.
∼ (τσxsy + σysx) (with τ = ± for K±), which has been
termed non-standard Rashba in Sec, II A. In the range
−pi4 < β < pi4 , β is a measure of the degree to which
the C6v symmetry is broken by the adatom arrangement
within the clusters. Close to β = pi4 the deviation from
Rashba and the perfect C6v symmetric situation is small.
On the other hand, having −pi4 < β < 0 requires a strong
breaking of the C6v symmetry.
In Fig. 1, we show the dependence of the spin Hall
angle γ and the transport cross section Σ∗tr at zero tem-
perature on the carrier energy E for different values of
strength of the scalar potential v0 = λ0/R
2 (cf. Eq. 11)
for a rather anisotropic Rashba-like SOC corresponding
to β = −pi/8. It can be seen that the enhancement of
the spin Hall angle still takes place around the values
of E for which Σ∗tr(E) exhibits a peak, that is, a scat-
tering resonance. This is in agreement with what was
already pointed out in Ref. 10 for the isotropic Rashba
SOC. Physically, this is also expected, because at reso-
nance the scattering electron or hole spends most time
FIG. 2. (a) Spin Hall Angle γ versus the energy of the
scattered electron E for different anisotropy values of the
Rasha SOC anisotropy parameter β = tan−1 (λ2/λ1). We
have chosen the strength of the scalar part of the potential,
v0 = λ0/R
2 = 0.1 eV and other parameters are the same
as Fig. 1. The magnitude of the spin Hall angle γ is en-
hanced near the position of the scattering resonance, which
is signalled by a peak in the transport scattering cross sec-
tion (b) Corresponding starred transport cross sections Σ∗tr
of each case. The curves for the transport cross section and
the spin Hall angle are asymmetric about E = 0 because the
Rashba SOC breaks the particle-hole symmetry of the k · p
Hamiltonian.
near the scatterer and therefore it can also experience
the effect of the locally induced SOC. The enhancement
of γ is suppressed at large values of v0. To understand
this effect qualitatively, let us recall that γ and Σ∗tr are
both determined by the T-matrix, which obeys the LS
equation:
T (E) = V + V GR(E)T (E), (35)
where GR(E) is the retarded Green’s function and V =
V0 + VSOC , V0 ∝ v0 being the scalar potential and
VSOC = VI + VR the SOC part of the potential. In the
limit where V0  VSOC , the solution to Eq. (35) can be
(loosely) written as:
T (E) =
V0 + VSOC
1− (V0 + VSOC)GR(E) ≈
−1
GR(E)
[
1 +
VSOC
V0
]
,
(36)
6FIG. 3. (a)-(d) Temperature dependence of γ versus EF plot
at ∆I = 0meV and four different β. (e)-(h) Temperature
dependence of γ versus EF plot at ∆I = 15meV and four dif-
ferent β. v0 = 0.1eV in all the eight plots. Other parameters
are the same as in Fig.2. and Fig. 1.
where the last expression applies to the large V0 limit.
Thus, to leading order, the cross section Σ∗tr is deter-
mined by the first term of the right hand-side, whereas
γ is determined by the the second term. Hence, γ is ex-
pected to decrease at large V0 ∝ v0, as shown in Fig. 1.
For a given set of v0, ∆I , and ∆SR, Fig. 2 shows the
behaviour of γ and Σ∗tr as a function of the incident elec-
tron energy E at different values of anisotropy parameter
β. For the values of β close to those corresponding to the
non-standard Rashba SOC (i.e. for β ≈ −pi4 ), the energy
dependence is strongly modified. On the other hand, for
the case of a delta function potential, the anisotropy has
a less pronounced effect on the cross section Σ∗tr.
The observations made above remain largely un-
changed when the effect of finite temperature is taken
into account, see Fig 3. As shown there, thermal fluctu-
ations and the associated smearing of the Fermi distri-
bution, smooth out the sharper features of the (Fermi)
energy dependence EF of γ found at T = 0 and suppress
the magnitude of γ. This can be seen in the left panel in
Fig. 3 for case of a pure (i.e. ∆I = 0) anisotropic Rashba
SOC and on the right for ∆I 6= 0. The plots on the left
panel also illustrate that, β = 0 (i.e. ∆2 = 0) the spin
current as well as the spin Hall angle vanish (cf. second
plot from the bottom on the left). This is because the
quantization axis for the spin current is aligned along the
z axis, whereas for β = 0, sy commutes with the Hamil-
tonian. As pointed out above for T = 0, the energy de-
FIG. 4. (a) Comparison between the spin Hall angle (γ) of a
standard Rashba (SR) and non-standard Rashba (NS) SOC
for a circular (i.e. ‘pill-box’) scattering potential. (b) Trans-
port cross section. We have assumed the radius of the scat-
terer R = 4 nm, v0 = 0.1eV and ∆SR = ∆NR = 25meV. The
same asymmetric resonant property as that discussed in the
main context recurs in the finite-disk modeling.
pendence (relative to the isotropic case), is most strongly
affected as β approaches −pi4 (see plot for β = −pi8 ). How-
ever, the effect of the anisotropy is less pronounced for
β > 0. This conclusion still holds true when the scatterer
also induces intrinsic SOC on the graphene layer (i.e. for
∆I 6= 0), as it is shown in the right panel of Fig. 3.
Finally, it is also worth mentioning that the observa-
tion of a very different energy dependence as β → −pi4 is
independent of the assumption of a Dirac delta potential.
This is investigated in detail in Appendix C, where cir-
cular (i.e. ‘pill-box’ shaped) scatterer is assumed and the
scattering properties in the the case of standard and non-
standard Rashba are obtained. The results for the energy
dependence of γ and Σ∗tr are displayed in Fig. 4. The
more complicated internal structure of the finite-radius
circular scatter, whose wave functions are distorted in
different ways by the standard and non-standard Rashba
SOC, shows up in a very different resonant peak struc-
ture exhibited by the transport cross section Σ∗tr and the
spin Hall angle γ.
7IV. SUMMARY AND CONCLUSIONS
We have analyzed a simple model to understand the
effects of the anisotropy of the proximity-induced Rashba
spin-orbit coupling (SOC) on the spin Hall effect. The
anisotropy arises as a consequence of the arrangement
of adatoms in the clusters decorating a single layer of
graphene and takes the form:
VR = ∆1(r)σxsy −∆2(r)σysx. (37)
On symmetry grounds, such a SOC is effectively gen-
erated when the arrangement lowers the symmetry of
the system from the hexagonal symmetry (i.e. the C6v
group) of graphene.
From our analysis we conclude that the anisotropy in
the Rashba SOC does not modify the observation that
the spin Hall angle in graphene is enhanced by the scat-
tering resonances10 that appear near the Dirac point. In
addition, the dependence on the carrier concentration (or
equivalently the Fermi energy) of the spin Hall angle is
also not strongly modified for weak anisotropy. However,
when the parameter β = tan−1(∆2/∆1) < 0 and espe-
cially when β approaches −pi4 , we have found the Fermi
energy dependence to strongly deviate from the one ob-
served in the isotropic case (corresponding to ∆1 = ∆2 or
β = pi4 ). This conclusion is robust against finite temper-
ature effects, which somewhat smoothes out the Fermi
energy dependence and suppress the value of γ. It is also
not modified by relaxing our assumption of a zero-range
(i.e. Dirac-delta) potentials.
In our study, we assumed a single type of single scatter
model. In a realistic experiment (like the one envisaged in
Ref. 20), several kinds of scatterers may be present, some
of which do not induce SOC. However, we expect that the
above qualitative features will remain unchanged. Exper-
imentally, it would be interesting to study the differences
in the Fermi energy (i.e. doping) dependence of the spin
Hall angle for clusters of different atomic species, which
can lead to different anisotropic Rashba couplings. In-
deed, experimental evidence for intercalated Pb islands
obtained in Ref. 22 seems to indicate that this metal
can induce a rather anisotropic Rashba coupling with
∆2  ∆1. Similar deviations from the standard Rashba
splitting of graphene bands have been recently reported
in platinum intercalated devices.23 Our study identifies
the signatures of such deviations in the carriers’ skew
scattering properties, providing a way to probe different
spin textures in transport.
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Appendix A: Single scatterer problem
In this Appendix, we shall provide the details of the
solution of the Lippmann-Schwinger (LS) equation. To
this end, we first recall the form of the retarded Green’s
function in the continuum limit of single-layer graphene,
GR(r− r′) = GR(r−r′)⊗I, where I =
∑
σ=↑,↓ ηση
†
σ is the
identity matrix in spin space. The function GR(r− r′) is
given by
GR(r, r
′) =
〈
r
∣∣∣∣ 1E + i0+ −H0
∣∣∣∣ r′〉 . (A1)
Hence,
GR(r, r
′) = (E − ih¯vFσ ·∇r)·∫
d2k
(2pih¯vF )2
eik
′·(r−r′)(
E
h¯vF
+ i0+
)2
− |k|2
. (A2)
The integral in the above expression is the Green’s func-
tion for the two-dimensional Helmholtz equation, which
reads:
GHR (r− r′) = −
i
4h¯2v2F
H
(1)
0
(
E|r− r′|
h¯vF
)
, (A3)
where H(1) is the Hankel function of the first kind. In-
serting this result in the expression for GR(r, r
′) and us-
ing ddzH
(1)
m (z) =
mH(1)m (z)
z −H(1)m+1(z) yields:
GR(r− r′) = −i|E|
4h¯2v2F
[
sign(E)H
(1)
0
(
E|r− r′|
h¯vF
)
+iσθH
(1)
1
(
E|r− r′|
h¯vF
)]
, (A4)
where
σθ =
(
0 e−iθ
eiθ 0
)
. (A5)
Due to translational invariance, the Green function is
only a function of the difference in position. Here θ, with
cos θ = (r− r′) · xˆ, is the angle between the vector r− r′
and the x-axis. Note that we have chosen the retarded
Green’s function for both electrons (i.e. E > 0) and holes
(i.e. E < 0). Setting |E| = h¯vF k, we arrive at
8GR (r− r′) =

−ik
4h¯vF
[
H
(1)
0 (k|r− r′|) + iσθH(1)1 (k|r− r′|)
]
for E > 0,
ik
4h¯vF
[
−H(2)0 (k|r− r′|) + iσθH(2)1 (k|r− r′|)
]
for E < 0.
(A6)
To simplify the discussion, in what follows, we shall limit
ourselves to the study of the scattering of electrons within
the conduction band (i.e. for E > 0), although in the
main text both the valence (E < 0) and conduction (E >
0) bands have been considered.
As described in the Sec. II B, in order to obtain the
asymptotic wave function describing the outgoing scat-
tered wave, we need to consider the limit |r|  |r′|, in
which the Green’s function becomes:
GR (r− r′) ≈ −ik
4h¯vF
√
2
pikr
ei(kr−
pi
4 )e−ip·r
′
(
1 e−iθp
eiθp 1
)
,
(A7)
p ≡ k r|r| , (A8)
where p is the momentum of the scattered wave and
cos θp = cos θr =
r
|r| · xˆ is the angle subtended between
the scattered momentum with x axis.
Accounting for the spin degree of freedom, the asymp-
totic form of Green’s function reads:,
GR (r− r′) ≈ −ik
4h¯vF
√
2
pikr
ei(kr−
pi
4 )
∑
σ
(
1
eiθp
)
ησ
η†σ
(
1 e−iθp
)
e−ip·r
′
. (A9)
Thus, we are equiped to solve the Lippmann-Schwinger
(LS) equation of the scattering problem. Assuming an in-
cident electron from the conduction band with momen-
tum p and σ means that (we work assuming a normal-
ization area equal to unity):
〈r |φk,σ〉 = 1√
2
(
1
eiθk
)
eik·rησ. (A10)
Thus, the LS equation ( Eq. 20 ) becomes
〈r |ψp〉 = 〈r |φk,σ〉+
∑
σ′=↑,↓
−ik
4h¯vF
√
2
pikr
ei(kr−
pi
4 )
(
1
eiθp
)
ησ′
∫
d2r′
(
1 e−iθp
)
η†σ′e
−ip·r′ 〈r′ |T |φk,σ〉
= 〈r |φk,σ〉+
∑
σ′=↑,↓
f(p, σ′;k, σ)
eikr√
2r
(
1
eiθp
)
ησ′ , (A11)
where we have introduced the T-matrix, which can be
defined by the equation T |φk,σ〉 = V|ψp〉. Note that the
scattered wave does not carry a spin index because it is
not an eigenstate of sz. Indeed, for a non-spin conserving
potential like Rashba, the scattered wave is a combina-
tion of the incident wave with momentum k and spin σ
and an scattered radial spin up (spin down) wave with
amplitude given by f(k, σ;p, ↑) (f(k, σ;p, ↓)).
From the above result, the scattering amplitude can
be related to the T-matrix by the following expression:
f(p, σ′;k, σ) =
−ie−ipi4
h¯vF
√
k
2pi
〈φp,σ′ |T |φk,σ〉. (A12)
For elastic scattering (i.e. |p| = |k|), the scattering
amplitude is a function of the scattering angle θ =
arccos k·pk2 , i.e.
f(p, σ′;k, σ) = fσ′,σ(θ). (A13)
Recalling that the impurity potential is given by Eq. (15),
the T-matrix can be written as follows:
〈φp,σ′ |T |φk,σ〉 =
∫
d2r 〈φp,σ′ | r〉 〈r |V (r) |ψp〉 (A14)
=
∑
i
λi 〈φp,σ′ |0〉Λi 〈0 |ψp〉 (A15)
=
∑
i,j
λiβj 〈φp,σ′ |0〉ΛiΛj 〈0 |φk,σ〉 ,
(A16)
where we have used (see below) 〈0 |ψp〉 =∑
j βjΛj 〈0 |φk,σ〉. Writing ΛiΛj =
∑
l cijlΛl where the
coefficient cijl can be read off from group multiplication
table (cf. I). In addition, let us define:
γl =
∑
i,j
cijlλiβj . (A17)
The T-matrix can be obtained as follow,
〈φp,σ′ |T |φk,σ〉 =
∑
l
γl 〈φp,σ′ |0〉Λl 〈0 |φk,σ〉 . (A18)
9In the above equations, it is understood that the indices
i, j, l run over the set {0, I, SR,NR}. Upon setting r = 0
in Eq. (20),
〈0 |ψp〉 = 〈0 |φk,σ〉+
∑
j
GR(0)Λj 〈0 |ψp〉 . (A19)
Hence,
〈0 |ψp〉 = 1
1−∑j GR(0)Λj 〈0 |φk,σ〉 (A20)
=
∑
j
βjΛj 〈0 |φk,σ〉 . (A21)
The coefficients βi are obtained by inverting the matrix
1 −∑j GR(0)Λj and (exactly) projecting onto the basis
of Λ matrices, which yields:
β0 =
1
4
∑
η=±
∑
η′=±
(
1
1 +GR(0)(λI + 2ηλSR − η′λ0)
)
, (A22)
βI =
1
4
∑
η=±
∑
η′=±
(
η′
1 +GR(0)(λI + 2ηλSR − η′λ0)
)
, (A23)
βSR = − GR(0)λSR
(1 +GR(0)(λI − 2λSR − λ0))(1 +GR(0)(λI + 2λSR − λ0)) , (A24)
βNR = − GR(0)λNR
(1−GR(0)(λI − 2λNR + λ0))(1−GR(0)(λI + 2λNR + λ0)) . (A25)
In the above expressions GR(0) is a scalar and GR(0) =
GR(0) ⊗ I is the matrix Green’s function at the origin.
The GR(0) is obtained by the imposing a cut-off at high
momenta. Setting r = r′ = 0 in Eq. (A2), we have
GR(0) =
∫
dk′
2pih¯vF
k sign(E)
k2 − k′2 + i sign(E) 0+
= sign(E)
k
2pih¯vF
log |kR| − ik
4h¯vF
, (A26)
The integral is cut-off at momenta k′ ∼ R−1, where R is
of the order of the actual spatial range of the scatterer
potential.
Appendix B: Solution of the Boltzmann Equation
In this appendix, in order to make the article self-
contained, we review the solution of the linearized Boltz-
mann equation (BTE) obtained in Ref. 10. For an exter-
nal DC electric field, the linearized BTE takes the form:26
(−e)E · vk ∂n0(k) = −∂tnσ(k)|coll, (B1)
where E = |E|xˆ is the applied electric field, (−e) the
electron charge, n0() =
(
e(−µ)/kBT + 1
)−1
is the equi-
librium Fermi-Dirac distribution, and
vk = ζvF (cosφ(k), sinφ(k)) (B2)
is the carrier velocity in graphene with the angle φ(k) =
arctan ky/kx (not to be confused with with the free
Hamiltonian eigenstate |φk,σ〉); ζ = ±1 is the band in-
dex (+1 for electrons, −1 for holes) and nσ(k) is the
distribution function for electrons with spin projection
σ =↑ / ↓ and Bloch wave-vector k. The spin quanti-
zation axis is chosen to be the axis perpendicular to the
graphene plane, which we take to be the z-axis. The term
∂tnσ(k)|coll denotes the collision integral,10
− ∂tnσ(k)|coll =
∑
p,σ′=↑,↓
[nσ(k)− nσ′(p)]Wσ′σ(p,k).
(B3)
Wσ′σ(p,k) is the scattering rate
27 from state (k, σ) to
(p, σ′) due to the presence of impurities:
Wσ′σ(p,k) =
2pinimp
h¯
|〈φpσ′ |T (p)|φkσ〉|2δ (k − p) .
(B4)
Here T () is the T-matrix that has been explicitly ob-
tained in Appendix A and nimp is the density of impu-
rities. The linearized BTE can be solved exactly by the
following ansatz for δnσ(k) = nσ(k)− n0(k):
δnσ(k) = ζvF [Aσ(k) cosφ(k) +Bσ(k) sinφ(k)] . (B5)
Introducing this ansatz in (B1) and setting φ(k) = 0
and φ(k) = pi2 for longitudinal and transverse response
10
respectively, we obtain the following system of algebraic
equations for Aσ and Bσ:∑
σ′=↑,↓
Aσ′Γ
C
σ′σ +Bσ′Γ
S
σ′σ −AσΓIσ′σ = −X, (B6)∑
σ′=↑,↓
Bσ′Γ
C
σ′σ −Aσ′ΓSσ′σ −AσΓIσ′σ = 0, (B7)
where X ≡ −e|E|
(
∂n0(k)
∂
)
and the coefficients Γ are
defined as
ΓIσ′σ =
∫
d2p
(2pi)2
Wσ′σ(p,k), (B8)
ΓCσ′σ =
∫
d2p
(2pi)2
cos[φ(p)− φ(k)]Wσ′σ(p,k), (B9)
ΓSσ′σ =
∫
d2p
(2pi)2
sin[φ(p)− φ(k)]Wσ′σ(p,k). (B10)
where φ(p)− φ(k) = θ is the scattering angle.
Note that time-reversal symmetry imposes several con-
straints on Eq. (B6) and Eq. (B7). In particular, it re-
quires that ΓIσ′σ = Γ
I
σ¯′σ¯, Γ
C
σ′σ = Γ
C
σ¯′σ¯, Γ
S
σ′σ = −ΓSσ¯′σ¯,
Aσ = Aσ¯, and Bσ = −Bσ¯, where we further denote σ¯ as
the opposite spin of σ to make the notation more com-
pact. These relations are used to simplify the above sys-
tem of equations. Using these coefficients Γ , Eq. (B6)
and Eq. (B7) take the following form in terms of four
relaxation times,
Aσ = Aσ¯ =
τskτ
∗
skτtr
τskτ∗sk + τtrτ
∗
tr
X, (B11)
Bσ = −Bσ¯ = − τskτ
∗
trτtr
τskτ∗sk + τtrτ
∗
tr
X. (B12)
The four relaxation times, τtr, τ
∗
tr, τsk, and τ
∗
sk are de-
fined as follows:
1
τtr
= ΓIσσ − ΓCσσ + ΓIσσ¯ − ΓCσσ¯, (B13)
1
τ∗tr
= ΓIσσ − ΓCσσ + ΓIσσ¯ + ΓCσσ¯, (B14)
1
τsk
= ΓSσσ + Γ
S
σσ¯, (B15)
1
τ∗sk
= ΓSσσ − ΓSσσ¯. (B16)
The physical meaning of the relaxation times becomes
more transparent if we use Eq. (A12) and Eq. (A13) to
express the scattering rate Wσ′,σ(p,k) in terms of the
scattering amplitude:
Wσ′,σ(p,k) =
4pi2h¯v2Fnimp
k
|fσ′,σ(θ)|2δ (k − p) ,
(B17)
where θ = arccos k·pk2 is the scattering angle. Hence,
1
τtr
= nimpvF
∑
σ′=↑,↓
∫
(1− cosθ)
∣∣∣fσ′σ(θ)∣∣∣2dθ
≡ nimpvFΣtr, (B18)
1
τ∗tr
= nimpvF
∑
σ′=↑,↓
∫
(1− ησσ′cosθ)
∣∣∣fσ′σ(θ)∣∣∣2dθ
≡ nimpvFΣ∗tr, (B19)
1
τsk
= nimpvF
∑
σ′=↑,↓
∫
sinθ
∣∣∣fσ′σ(θ)∣∣∣2dθ
≡ nimpvFΣsk, (B20)
1
τ∗sk
= nimpvF
∑
σ′=↑,↓
∫
ησσ′sinθ
∣∣∣fσ′σ(θ)∣∣∣2dθ
≡ nimpvFΣ∗sk, (B21)
where Σtr,Σ
∗
tr,Σsk,Σ
∗
sk are the single-scatterer scatter-
ing cross sections corresponding to the four different scat-
tering rates, and
ησσ′ =
{
1 if σ′ = σ,
−1 if σ′ = σ¯. (B22)
Having solved the linearized BTE, we are redady to
compute the longitudinal current jtr (assumed to be
along the x-axis) and spin Hall current jsH (assumed
to be along the y-axis):
jtr = −e
∫
d2k′
(2pi)2
[nσ(k) + nσ¯(k)]ζvF cosφ(k)
= − eζ
2pih¯2
∫
d  AσX
= − e
2pih¯2
∫
d|| τskτ
∗
skτtr
τskτ∗sk + τtrτ
∗
tr
[
−e|E|∂n
0(k)
∂
]
=
e2
h
∫
d
||
h¯
∂n0(k)
∂
τskτ
∗
skτtr
τskτ∗sk + τtrτ
∗
tr
|E| ≡ σtr|E|,
(B23)
jsH = −e
∫
d2k′
(2pi)2
[nσ(k)− nσ¯(k)]ζvF sinφ(k)
= − eζ
2pih¯2
∫
d  Bσ(k)X
=
e
2pih¯2
∫
d|| τskτ
∗
trτtr
τskτ∗sk + τtrτ
∗
tr
[
−e|E|∂n
0(k)
∂
]
= −e
2
h
∫
d
||
h¯
∂n0(k)
∂
τskτ
∗
trτtr
τskτ∗sk + τtrτ
∗
tr
|E|
= σsH |E|. (B24)
From the above expressions, we can read off the expres-
sions for the longitudinal transport and spin Hall conduc-
tivities, Eqs. (29) and Eq. (30), respectively. The spin
Hall angle measures the fraction of the charge current
transformed into spin current, i.e.
γ =
jsH
jtr
=
σsH
σtr
. (B25)
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In the zero temperature limit, the spin hall angle can
be further simplified to yield the following expression:
γ =
σsH
σtr
= − τ
∗
tr
τ∗sk
= −Σ
∗
sk
Σ∗tr
. (B26)
Appendix C: Circular Scatterer
In this appendix, we consider the extreme case for
which the couplings in the Rashba potential have oppo-
site sign, that is, ∆2/∆1 = −1, which has been termed
‘non-standard’ Rashba in the main text. We show that,
in this case, under the assumption of a circular (i.e. pill-
box shaped) scatterer, a solution of the scattering prob-
lem in terms of partial wave waves is still possible.
However, what makes ‘non-standard’ Rashba different
for the ‘standard’ Rashba SOC (i.e. ∆2/∆1 = 1) is that
the conserved quantity is not longer the total angular
momentum projection along the z-axis, Jz = lz ±σz/2 +
sz/2 (where ± applies to K± respectively), but Mz =
lz ± σz/2− sz/2, with lz = xpy − ypy.
Below we consider in parallel the two cases and study
the scattering solutions for the following potentials:
VSR(r) = [v0 + ∆SR(τzσxsy − σysx)] Θ(R− r), (C1)
VNR(r) = [v0 + ∆NR(τzσxsy + σysx)] Θ(R− r), (C2)
where R is the radius of the circular scatterer potential.
Note that we have also considered a scalar potential v0 in
addition to the standard Rashba/Non-standard Rashba
type spin-orbit coupling potential.
1. Non-standard Rashba (NR) case
As mentioned in Sec. II A, the conserved quantity that
plays the role of angular momentum when the Rashba
coupling is of the non-standard kind is Mz = lz ±σz/2−
sz/2. Therefore, the scattering waves can be expanded
the basis of eigenstates of Mz,
ψm(r, θ) ∼
(
Am(r)e
imθ
Bm+1(r)e
i(m+1)θ
)
η↑
+
(
Cm−1(r)ei(m−1)θ
Dm(r)e
imθ
)
η↓ (C3)
This wavefunction is an eigenstate of Mz where
Mzψm(r, θ) = mh¯ψm(r, θ). A,B,C,D are the unknowns
to be determined by solving the Schro¨dinger equation.
The real space angle θ = arctan yx here should not be
confused with the scattering angle defined in the previ-
ous appendix.
For r > R, the Hamiltonian reduces to the kinetic term
H0 = vF (±σxpx+σypy). In this region, the wavefunction
can be expanded as follows:
ψ>m(r, θ) =
(
Jm(kr)e
imθ
iJm+1(kr)e
i(m+1)θ
)
η↑ + t↑↑m
(
Hm(kr)e
imθ
iHm+1(kr)e
i(m+1)θ
)
η↑ + t
↑↓
m−1
(
Hm−1(kr)ei(m−1)θ
iHm(kr)e
imθ
)
η↓, (C4)
where we have assumed that the incident electron is from
the conduction band with spinor η↑. Jm(kr) is the Bessel
function of the first kind and Hm(kr) is the Hankel func-
tion of the first kind. t↑↑m (t
↑↓
m ) is related to the non-spin
flip (spin flip) partial wave scattering amplitude, which
must if there is no scattering potential.
For r < R, we have to solve for the Dirac equation
(H0 + VNR)ψ
<
m(r, θ) = E(k)ψ
<
m(r, θ). (C5)
The eigenvalue E(k) is obtained by diagonalizing the
Scho¨rdinger equation in momentum space,
E(k) = v0 + ξ∆NR + λ
√
∆2NR + k
2. (C6)
λ = ±1 and ξ = ±1 are two band indices. Only elas-
tic scatterings are considered, therefore the scattered
wavefunction must also be in the conduction band, i.e.
λ = +1. Substituting Eq. (C3) into Eq. (C5), we have
to solve for a system of differential equations (in the basis
of {A ↑, B ↑, A ↓, B ↓}):

−ξ −i( ddr + 1r (m+ 1)) 0 −2i∆NR
i( ddr +
1
rm) −ξ 0 0
0 0 −ξ −i( ddr + 1rm)
2i∆NR 0 i(− ddr + 1r (m− 1)) −ξ


Am(r)
Bm+1(r)
Cm−1(r)
Dm(r)
 = 0. (C7)
Here ξ ≡ E(k)−v0. Let Am(r) = Jm(qr), where q is some wave number to be determined, the system of
12
differential equations can be solved as
ψ<m(r, θ) =
∑
ξ=±1
αξ
[(
Jm(qξr)e
imθ
i
qξ
ξ
Jm+1(qξr)e
i(m+1)θ
)
η↑
+
(
ξ
qξ
ξ
Jm−1(qξr)ei(m−1)θ
iξJm(qξr)e
imθ
)
η↓
]
, (C8)
where qξ =
√
2ξ − 2ξξ∆NR and αξ are some linear com-
bination weights to be determined from boundary con-
ditions. By equating the wavefunction at the boundary
of the circular potential, ψ<m(R, θ) = ψ
>
m(R, θ), we can
derive the partial wave scattering amplitudes, t↑↓m and
t↑↑m .
Finally, we shall establish the relationship between
partial wave amplitudes tm defined in this section and
the scattering amplitude f(p, σ′;k, σ) defined in App.
A. The total scattered wavefunction ψ(r, θ) is obtained
by taking linear combination over all the partial waves,
ψ(r, θ) =
∑
m cmψ
>
m(r, θ). Setting cm = i
m and suming
Eq. (C4) over m yields:
ψ(r, θ) =
∞∑
m=−∞
im
((
Jm(kr)e
imθ
iJm+1(kr)e
i(m+1)θ
)
η↑ + t↑↑m
(
Hm(kr)e
imθ
iHm+1(kr)e
i(m+1)θ
)
η↑ + t
↑↓
m−1
(
Hm−1(kr)ei(m−1)θ
iHm(kr)e
imθ
)
η↓
)
= eikr cos θ
(
1
1
)
η↑ +
∞∑
m=−∞
im
(
t↑↑m
(
Hm(kr)e
imθ
iHm+1(kr)e
i(m+1)θ
)
η↑ + t
↑↓
m−1
(
Hm−1(kr)ei(m−1)θ
iHm(kr)e
imθ
)
η↓
)
≈ eikr cos θ
(
1
1
)
η↑ + (f↑↑(θ)η↑ + f↑↓(θ)η↓)
(
1
eiθ
)
eikr√
r
= ψin + ψsc. (C9)
In the third line, we used the asymptotic form (kr  1)
of Hankel function, Hm(kr) ≈
√
2
pikr e
ikr−mpi/2−pi/4. We
have also introduced the non spin flip (spin flip) scatter-
ing amplitude f↑↑(θ) (f↑↓(θ)) which will be shown to be
identical to the one defined in Eq. (A12),
f↑↑(θ) =
∞∑
m=−∞
√
2
pik
e−i(
pi
4−mpi2 )t↑↑m e
imθ, (C10)
f↑↓(θ) =
∞∑
m=−∞
i
√
2
pik
e−i(
pi
4−mpi2 )t↑↓m e
imθ. (C11)
The first term in Eq. (C9) is the incident wave prop-
agating in the x direction and the second term is the
scattered radial wave which contains spin up and spin
down component.
The current operator in direction n = rr is
Jˆ =
(
0 e−iθ
eiθ 0
)
, (C12)
where θ = arctan yx . Using Eq. (C9), the incident cur-
rent is given by Jin = ψ
†
inσxψin = 2 while the scattered
current is given by
Jsc = ψ
†
scJˆψsc =
2
r
(|f↑↑(θ)|2 + |f↑↓(θ)|2) (C13)
Thus, the differential cross-section is given by
dσ
dθ
=
rJsc
Jin
= |f↑↑(θ)|2 + |f↑↓(θ)|2. (C14)
The above form is clear that it is identical to Eq. (27)
and the relationship between the partial wave amplitude
and scattering amplitude is established in Eq. (C10) and
Eq. (C11).
2. Standard Rashba (SR) case
In the SR case, the conservation of angular momentum
is restored. Therefore, the wavefunction in real space
must be of the form
ψ(r, θ) ∼
(
An(r)e
inθ
Bn+1(r)e
i(n+1)θ
)
η↑
+
(
Cn+1(r)e
i(n+1)θ
Dn+2(r)e
i(n+2)θ
)
η↓, (C15)
where A,B,C,D are the unknowns to be determined
from Schro¨dinger equation. Following similar methods
to solve for the NR case, we expand the wavefunction for
r > R as follows,
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ψ>n (r, θ) =
(
Jn(kr)e
inθ
iJn+1(kr)e
i(n+1)θ
)
η↑ + t↑↑n
(
Hn(kr)e
inθ
iHn+1(kr)e
i(n+1)θ
)
η↑ + t
↑↓
n+1
(
Hn+1(kr)e
i(n+1)θ
iHn+2(kr)e
i(n+2)θ
)
η↓, (C16)
where we have assumed that the incident electron is from
the conduction band with spinor η↑. For r < R, we solve
the corresponding Schro¨dinger equation:
(H0 + VSR)ψ
<
n (r, θ) = E(k)ψ
<
n (r, θ), (C17)
where the energy eigenvalue E(k) is diagonalized to be
E(k) = v0 + η∆SR + λ
√
∆2SR + k
2. (C18)
Here λ and ξ are the two band indices. Note that the en-
ergy spectrum of SR and NR are the same. Following the
same convention in NR case, we choose λ = +1. To solve
for the coefficients An, Bn, Cn and Dn, we substitute
Eq. (C15) into Eq. (C17),

−η −i( ddr + 1r (n+ 1)) 0 0
i(− ddr + 1rn) −η −2i∆SR 0
0 2i∆SR −η −i( ddr + 1r (n+ 2))
0 0 i(− ddr + 1r (n+ 1) −η


An(r)
Bn+1(r)
Cn+1(r)
Dn+2(r)
 = 0. (C19)
Here ξ ≡ E(k) − v0). Let An = Jn(qξr), the system
of differential equations can be solved and the solution
reads:
ψ<n (r, θ) =
∑
ξ=±1
αξ
[(
Jn(qξr)e
inθ
i
ξ
qξ
Jn+1(qξr)e
i(n+1)θ
)
η↑
+
(
−ξ ξqξ Jn+1(qξr)ei(n+1)θ
−iξJn+2(qξr)ei(n+2)θ
)
η↓
]
. (C20)
The wave number qξ =
√
2ξ − 2ξξ∆SR and αξ are linear
combination weights to be determined from the boundary
conditions. Using the boundary condition at the bound-
ary of circular potential ψ>n (R, θ) = ψ
<
n (R, θ), the partial
wave amplitudes (i.e. t↑↑n and t
↑↓
n ) can be determined,
hence the scattering amplitudes (i.e. f↑↑(θ) and f↑↓(θ)),
see Eq. (C9).
Using the solution of the Boltzmann equation de-
scribed in Appendix B, the spin Hall angle γ for both
SR and NR case can be computed using the scattering
amplitudes. We have plotted the results in Fig. 4 showing
the v0 dependence of γ for both SR and NR cases.
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