Abstract: A deeper understanding of the credit-sorting process is essential when considering the extent to which home foreclosures are driven by price contagion or an underlying spatial pattern of mortgage quality. Adapting household location theory, we find that credit constrained households follow "drive-'til-you-qualify" behavior leading to rising credit quality with distance from the CBD while unconstrained households exhibit declining credit quality. Individual level mortgage loan-to-income data for the 100 largest MSAs show credit constrained behavior either throughout the urban area or concentrated in the suburbs. Meta analysis of the credit sorting estimates identify MSA characteristics associated with each pattern.
Introduction
Until the recent housing market collapse, economists have paid little attention to the factors determining the spatial distribution of mortgage quality aside from concerns about discriminatory practices in mortgage finance. A deeper understanding of the credit qualitylocation relationship is essential when considering the extent to which subsequent foreclosures are driven by price contagion or an underlying spatial pattern of mortgage quality or both. A fundamental tenant of neoclassical urban economics is that households tend to spatially sort in urban areas by income, family composition, education, etc.
1 The recent surge in mortgage defaults precipitated by the housing market collapse brings an overlooked but important question into sharper focus: do households also spatially sort by credit quality? The prevailing casual presumption is that the spatial pattern of nonperforming mortgages reflects household incomes. Credit quality, however, varies even across households with identical income and wealth, reflecting a variety of factors not directly addressed in standard household location theory. This distinction is important, since a tendency for otherwise identical households to spatially sort by credit quality can create neighborhoods with relatively high concentrations of low credit quality households, providing fertile ground for the type of mortgage default concentrations that have given rise to recent policy concerns.
This paper examines the implications of two alternative creditquality spatial sorting models. The first is a straightforward extension of the Alonso-Muth partial equilibrium consumer model in which the household's mortgage cost varies with its credit quality. 2 The credit quality version of the model used here predicts that households will spatially sort to yield declining credit quality and rising loan-to-income ratios with greater distance from the central business district (CBD). The second model depicts a credit-constrained household whose mortgage size is determined by its creditworthiness. In this model, the household's optimal location satisfies "drive-'til-you-qualify" (DTQ) behavior, with the household living as far away from the CBD as it must to exploit lower housing prices and obtain housing that satisfies its credit constraint. DTQ behavior implies that credit-constrained households sort to yield rising credit quality and declining mortgage debt-to-income ratios with greater distance from the CBD, opposite the pattern predicted for households that are not credit-constrained.
The Alonso-Muth and DTQ models of urban household location predict different credit sorting patterns, hence different predictions for the spatial distribution of likely mortgage defaults. As a result, the spatial pattern of mortgage quality depends on the mix of creditconstrained and unconstrained households in a given urban area. Whether households exhibit unconstrained or DTQ behavior or where they exhibit such behavior in a given city therefore remains an empirical question.
We use HMDA mortgage application and origination data for 2004 to examine the spatial patterns of loan-to-income and credit quality (measured by mortgage denials) for the 100 largest Metropolitan Statistical Areas (MSAs). Using 2004 data allows us to examine the period immediately preceding the recent housing market collapse. We find that many of the MSAs exhibit non-monotonic relationships between household distance from CBD and debt-toincome and credit quality. The patterns reveal that different areas within individual MSAs appear to be dominated by credit constrained and unconstrained households exhibiting drive-'til-you-qualify behavior and credit-pricing behavior, respectively. There are important systematic differences across cities for mortgage debt-to-income ratios and mortgage denial rates. Detroit, Atlanta, Cleveland, San Diego, and Las Vegas, for example, exhibit patterns consistent with interior regions dominated by households subject to credit quality pricing and regions farther toward the periphery dominated by credit constrained households adhering to DTQ behavior. Chicago, Boston, Miami, and Seattle, on the other hand, are examples of MSAs that exhibit the opposite sorting pattern.
The theory implies that the observed spatial pattern of mortgage quality depends on the mix of credit-constrained and unconstrained households in a given urban area. At the same time, the mix of household types depends upon the underlying economic factors driving the long run growth or decline of metropolitan areas. Therefore, we also conduct a meta-analysis of the credit quality sorting patterns to identify MSA-level economic factors associated with the different observed credit quality sorting patterns across MSAs. We find that factors associated with urban sprawl (local government fragmentation, central city primacy, and household income) make it more likely that the MSA exhibits mortgage quality sorting patterns consistent with unconstrained households in the urban area interior and less likely to exhibit evidence of credit-constrained DTQ households in the suburbs. Declining urban areas are more likely to exhibit mortgage quality sorting consistent with credit-constrained households dominating suburban locations.
The recent empirical literature reinforces concerns about the feedback effects of concentrated mortgage defaults in specific neighborhoods. Immergluck and Smith, 2006 , Leventis, 2009 and Lin et al., 2009 offer evidence that foreclosures not only depress the market prices of surrounding houses, but also that the strength of such price effects is sensitive to the spatial concentration of foreclosures. Harding et al. (2009) also find a spatial price effect, but conclude that it is the observable decline in the condition of foreclosed property that is the source of the externality that lowers neighborhood prices and that the effect is extremely localized. The analysis undertaken here does not deal directly with foreclosures; nonetheless, spatial sorting by credit quality is relevant to that concern, given the presumed correlation between credit quality and default risk under normal conditions. The theory and empirical evidence presented in this paper imply that foreclosure clustering across neighborhoods occurs not only because of the pecuniary externality that has garnered much attention in the recent literature and popular press, but also because of endogenous spatial household sorting by credit quality. The spatial clustering of defaults and foreclosures may be driven by price contagion effects, but the inability of similarly credit-constrained households to weather the housing market collapse or the recession that followed is likely reinforcing these effects, leading to greater spatial concentration of defaults than would otherwise be observed. Meyer and Pence (2009) offer ancillary empirical evidence regarding consequences of household credit quality sorting; they find subprime mortgages are more strongly associated with zip code credit quality and ethnicity than with income or unemployment. While recently enacted financial market reforms may affect the mix of household types that are owner-occupiers in the next housing market cycle, there is no reason to expect reforms to modify households' propensity to cluster by credit quality. If spatial sorting by credit quality is a normal feature of housing markets then future housing market declines may raise similar concerns about mortgage default clusters in spite of these reforms.
Credit quality and household location demand
This section draws upon the Alonso-Muth partial equilibrium consumer demand model to examine the relationship between household credit quality and location demand. We consider the simplest version of the model relevant to the credit quality-location demand question. The urban household has a neoclassical utility function u(h,y) defined over housing, h, and spending on all other goods, y.
3 Consider a household working in the CBD (the results generalize to non-CBD-employed households as well). The commuting cost is T(k), where k is the commuting distance of the residence from the household's (exogenous) job site. The marginal cost of distance is Tk > 0. Given the rental cost of housing at distance k is R(k), the household's problem is to choose its utility maximizing consumption of h and y, and location k, subject to the location-specific constraint R(k)h + y + T(k) = I, where I represents household income. Household location equilibrium satisfies Muth's equation, where the marginal benefit of distance in the form of savings on housing consumption expenditures equals the marginal cost of distance in the form of incremental commuting costs,
where h(R,I-T) is the Marshallian or ordinary demand for housing at location k.
First consider a household that does not confront a binding credit quantity constraint. The user cost of housing for the household with credit quality q is c(q), where c' < 0 reflects the assumption that mortgage interest rates are lower for households with better credit quality. The market value of housing is P(k), so the rental price is R(k) = c(q)P(k) and Muth's equation becomes − ( ) ℎ( ( ) , − ) = .
(2) Differentiating with respect to q reveals that higher credit quality decreases the user cost of housing, which increases or decreases the marginal benefit of distance (the left hand side of Muth's equation) as housing demand is price elastic or inelastic, respectively:
Therefore, the household's optimal distance increases or decreases with credit quality as housing demand is elastic or inelastic, respectively:
The long-held consensus is that housing demand is price inelastic (deLeeuw, 1971 , Goodman and Kawaii, 1986 , Hanushek and Quigley, 1980 and Mayo, 1981 , which in turn implies that for households not subject to credit quantity constraint, those with poorer credit quality will locate farther away from the CBD than otherwise identical households with better credit quality.
One of the difficulties with this prediction is that it is not possible to obtain direct measures of individual household credit ratings. We can, however, obtain data for mortgage debt-to-income ratios. Assuming that the typical household finances the proportion v of its house purchase, the mortgage debt-to-income ratio can be expressed as M = vPh/I. Differentiating with respect to distance yields the observed spatial pattern of mortgage debt-to-income (holding income constant across distance) as
where I 0 = I − T is income net of commuting cost and dq/dk < 0 reflects the equilibrium prediction that households with poorer credit quality live farther out. Substituting the Slutsky equation into the second term and Muth's equation into the third term, this result can be simplified to
where the sign follows for inelastic Hicksian or compensated housing demand (which follows from inelastic Marshallian demand and the assumption that housing is a normal good). Therefore, households that are not subject to a credit quantity constraint will tend to sort themselves in a manner that yields declining mortgage debt-to-income ratios with greater distance from the CBD, other things equal.
To build another layer of sophistication into the model, consider a household that is subject to a credit quantity constraint. Denote the non-mortgage debt burden to which the household is committed as D(q), where D' < 0 under the assumption that credit quality is inversely related to (nonmortgage) debt burden. The maximum mortgage that this household can borrow is μ(I − D) > 0, where μ is an underwriting constraint. Since the household's mortgage is vPh, the credit constraint is ℎ ≤ ( − ). It is straightforward to show that the unconstrained household examined above satisfies vPh(R, I − T) < μ(I − D) with strict inequality. Ceteris paribus, stronger tastes for housing (holding k constant) increase the left hand side of the credit constraint (7) and, if strong enough, lead to a credit constrained household for which the mortgage size constraint holds with equality, or vPh = μ(I − D). Solving for the allowed housing consumption and substituting into Muth's Eq. (1) yields the location equilibrium condition for the credit constrained household as ( − ) ( ) ( − ) = .
(8) This is the "drive-'til-you-qualify" (DTQ) condition: the credit constrained household locates as far out as it must to afford the quantity of housing closest to what would be its unconstrained demand, balanced against the incremental commuting costs. Looking at the left hand side of this condition, both c and D decrease with higher credit quality q, so that the marginal benefit of distance under DTQ behavior at a given k increases with higher credit quality: For households subject to credit quantity constraint, those with higher credit quality will locate farther away from the CBD than otherwise identical households with poorer credit quality: the credit constrained household location equilibrium implies dq/dk > 0. This spatial sorting pattern is opposite that of unconstrained households.
The mortgage debt-to-income ratio for the credit constrained household is
. Differentiating with respect to distance,
using dq/dk > 0 under DTQ behavior so that households subject to a credit quantity constraint will tend to sort themselves in a manner that yields rising mortgage debt-to-income ratios with greater distance from the CBD, other things equal. This implication contrasts with the prediction for households not under the binding credit constraint. permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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Data and empirical model
To test the credit quality sorting patterns implied by household location theory, we use two different dependent variables: the mortgage debt-to-income ratio in census tract i, (Debt/I)i and the percentage of mortgage applications denied in census tract i, Deniali.
We use the following model to estimate the relationship between urban spatial structure and these variables of interest: tract usually travel to work one-way using all forms of transportation.
The Dr, i represent a set of dummy variables for the direction of the census tract relative to the central business district; r represents a directional control, an indicator for tracts in the NE, NW, SE, or SW quadrant relative to the CBD. 4 We include these variables in the empirical models to control for a range of household characteristics that may influence household housing and debt decisions. Some may be endogenous with our credit quality measures. In any case, we are not concerned with the overall explanatory power of the control variables or whether their point estimates are consistent. Instead, our focus is on the distance parameter estimates β1 and β2; these estimates appear qualitatively robust to including or excluding various household characteristics controls in the empirical models.
Turning to the variables of central interest, to calculate the Miles and Miles 2 variables we first approximate the metropolitan area CBD of each of the 100 largest metropolitan areas in the country using the location of the tallest building in the primary city. In most cases we obtained information on the tallest building in each primary city from Emporis (www.emporis.com), a commercial real estate data provider.
5
We geocode the locations for each building and calculate the distance (and direction) between the nearest CBD and all census tracts in the U.S. We estimate Eq. (10) and its variants using only census tracts within 70 miles of a CBD, which leaves a sample of 51,567 tracts (out of 65,132 total tracts).
For metropolitan areas with two primary cities, like Minneapolis -Saint Paul, MN, we find the tallest building in each primary city and allow our distance measure to be the shortest distance between the census tract and either CBD. For these multiple CBD cities we use all tracts within 70 miles of either CBD in the same regression. Multiple CBD cities in our data set include Washington D.C./Baltimore, Minneapolis/Saint Paul, San Francisco/San Jose, and Dallas/Fort Worth. The data are for loans and applications during the calendar year 2004, which precedes the onset of the U.S. housing market collapse in 2007-08 and the attendant turmoil in mortgage and financial markets. accessed by following the link in the citation at the bottom of the page.
Regional Science and Urban Economics, Vol 42, No. 1-2 (January 2012): pg. 63-77. DOI. This article is © Elsevier and permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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Focusing on the period well before the crash allows us to examine the implications of standard lending practices during the pre-crisis period. As such, the empirical results for the single year studied here may or may not generalize to earlier or later years.
The 2004 HMDA dataset contains approximately 33.6 million loan records from 8853 financial institutions. The data include both mortgage amounts (designated as debt, here) and income reported to the lender as well as samples of denied applications. The HMDA data also indicate the census tract of the property location where the loan is originated or the application received. We use only the data on conventional loans originated for owner-occupied one to four family homes to create a mortgage loan-to-income ratio, (Debt/I)i, for each census tract in our sample. We also calculate the mortgage denial rate, Deniali, for conventional loans on owner-occupied one to four family home applications; this variable is the number of mortgage denials divided by the number of applications in each census tract.
Given our hypothesis regarding the spatial sorting of urban households, we are primarily interested in the coefficients on Miles and Miles 2 (β1 and β2, respectively). In light of the theory, the signs and magnitudes of these coefficients indicate the spatial pattern of urban household sorting by credit quality, if any. 
Empirical results
Mortgage debt-to-income ratio analysis
The key observable predictions of the household location theory pertain to the mortgage debt-to-income ratio across locations, given accessed by following the link in the citation at the bottom of the page.
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other household characteristics. The first column in Table 1 reports the results of estimating the full empirical model (10) using debt-toincome ratio as the dependent variable for the pooled sample of 100 MSAs. The pooled estimates show that first and second-order effects of Miles (captured by β1 and β2) are statistically significant individually and jointly at the 1% level and imply that the average debt-to-income ratio rises by 2.2 percentage points, or slightly less than 1% at the mean of 2.25, moving an additional 10 miles from the CBD. Using the coefficient on median income (in $10,000) as the basis for comparison, this effect implies that moving 1 mile farther away from the CBD has the same impact on the observed debt-to-income ratio as $2743 less income. Given the concavity of the impact that Miles has on the debtto-income ratio, the marginal effect decreases with additional distance from the CBD. For instance, at a distance of 10 miles moving out an additional mile has the same effect on debt-to-income ratio as an income loss of $1947. Although debt-to-income rises as we move away from the CBD, eventually it peaks and begins to decline for areas far enough from the urban core. Panel A of Fig. 1 depicts the estimated quadratic debt-to-income and CBD distance pattern. Taken at face value, the pattern is consistent with unconstrained credit pricing household location theory for areas nearer the CBD and credit constrained DTQ behavior farther out. Notes:
(1) All regressions are estimated with a constant and include a set of dummy variables for direction from CBD (SW direction omitted).
(2) All regressions include only census tracts within 70 miles of the city center. The pooled sample estimates provide a starting point for analysis, but our theoretical explanation suggests the relationship between credit quality and distance may take several forms. It would not be surprising to find differences in the relationship between distance and credit quality across MSAs, given the vast differences in resident composition and city structure found in different MSAs. For example, 1 mile in New York City may not be equivalent to 1 mile in Orlando because of differences in transportation infrastructure, distribution of employment centers, and congestion. Estimating separate models for each urban area controls for these differences to the extent that it allows for the "effective distance" associated with geographic distance to vary across MSAs.
Not surprisingly, the estimates for individual MSAs reveal systematic differences in the debt-to-income pattern over distance. For example, the second and third columns of Table 1 report the estimates for two of the largest MSAs, New York and Chicago. These cities show permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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the opposite spatial debt-to-income location pattern than the pooled sample. In these cities debt-to-income falls with distance from the CBD and the magnitude of the decline is large when compared with the pooled estimates. The marginal distance effect of Miles for New York and Chicago imply that moving an additional 10 miles from the CBD lowers the debt-to-income ratio by 5. 9% and 19.7%, respectively. 7 This represents 2.1% of the mean (2.78) in New York and 8.1% of the mean (2.42) in Chicago. Panel B of Fig. 1 portrays the relationship between the debt-to-income ratio and distance to CBD for these cities. Using the point estimates, Fig. 1 illustrates that the nonlinear relationships between Miles and Debt/I exhibit troughs about 295 miles away from the CBD in New York (not statistically significant) and 54 miles in Chicago (statistically significant). Chicago and New York both exhibit the opposite spatial credit quality location pattern found for the pooled sample; in these cities, the patterns are consistent with credit constrained DTQ behavior in the MSA interior with households not subject to credit constraint locating farther out. Table 2 reports estimates for the archetypical older, declining, rust-belt cities Detroit and Cleveland. The β1 and β2 coefficients for both MSAs indicate a concave debt-to-income ratio relative to Milesi, broadly resembling pooled sample (also reported in the table for ease of comparison). The implied marginal effects indicate that moving an additional 10 miles from the CBD raises the debt-to-income ratio by 23.1 and 11.4% in Detroit and Cleveland, respectively. These increases in the debt-to-income ratio are 10.5% of the mean (2.19) debt-to-income ratio in Detroit and 5.2% of the mean (2.19) in Cleveland. These increases are 3 to 5 times those observed in the pooled data. For comparison purposes, Panel C of Fig. 1 displays the estimated debt-to-income ratio and distance relationships for Detroit and Cleveland. The estimated peak debt-to-income ratio occurs at about 34 miles in Detroit and at about 24 miles in Cleveland, both distances well within their respective established MSA boundaries. (1) All regressions are estimated with a constant and include a set of dummy variables for direction from CBD (SW direction omitted).
(2) All regressions include only census tracts within 70 miles of the city center. Table 3 reports estimates for select cities representative of newer, fast-growing, sun-belt cities: Atlanta and Phoenix. The first and second order effects for Milesi generate spatial sorting by credit quality similar to that found for Detroit and Cleveland. As in the cases of Detroit and Cleveland, the calculated marginal distance effects are substantially larger than for the pooled sample. For Atlanta, moving 10 miles from the CBD raises the average debt-to-income ratio by 10.5 percentage points, or 4.7% at the mean of 2.23. Within Phoenix, moving 10 miles from the CBD raises the debt-to-income ratio by 7.7 percentage points, or 3.5% at the mean of 2.21. As in previous cases, the relationship between Milesi and the debt-to-income ratio is nonlinear. Panel D in Fig. 1 shows the debt-to-income ratio and distance for Atlanta and Phoenix. According to the point estimates, the peak debt-to-income ratio occurs at 31.25 miles from the CBD in Atlanta, and at 24.25 miles from the CBD in Phoenix. Estimating the relationship between distance and debt-to-income for each city separately allows us to see the difference in credit quality sorting patterns across different types of cities. Table 3 . Debt-to-income ratio and distance to city center, select growing cities.
(1) (2)
All cities Atlanta Phoenix
Distance from CBD (in miles) 0.0032 Still, the distance at which the debt-to-income ratio peaks differs substantially across cities. Cincinnati has its peak at about 19 miles, which is closest to the CBD for all cities with significant peaks. Almost all of the estimated peak debt-to-income ratios occur between 19 and 35 miles from the CBD, which fall within our distance band of 70 miles used throughout the empirical analysis of individual cities. The only exceptions are Washington D.C.-Baltimore, where the permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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peak occurs at about 38 miles, and Sacramento, at 41 miles from the CBD.
Not all cities exhibit the concave debt-to-income ratio pattern. Like Chicago, several cities yield declining debt-to-income ratios that eventually come to a trough within sample and then rise with distance from the CBD. There are 11 cities in our sample that exhibit a similar convex pattern with troughs in-sample (less than 70 miles), including Boston, Dallas-Fort Worth, Miami, Seattle, and Portland, OR. For the entire group of these cities, the estimated trough in the debt-toincome ratio occurs between 19 and 59 miles from the CBD. Miami's trough is nearest the CBD in this group, at approximately 19 miles; Boston's trough is furthest from the CBD at 59 miles. The troughs appear to either cluster around 55 miles (e.g., Chicago, Boston, and Seattle) or around 30 miles (e.g., Dallas-Fort Worth, Portland, and Albuquerque).
Percentage of denials analysis
The household location theory also offers predictions regarding the spatial sorting of households by their credit quality. Ex ante credit quality, unfortunately, is a household characteristic that is not directly observable in the data. The HMDA data does, however, report mortgage application denials, which yields our measure of the denial rate, Denial, for each census tract. We interpret higher denial rates as an indicator of a greater proportion of mortgage applications drawn from a tract with a larger proportion of households with poor credit quality. We suspect that this variable provides a downward biased measure of proportion of households with poor credit quality because an unknown proportion of households with poor credit quality do not even apply for mortgages. There may also be an underwriting bias when using denials to proxy for credit quality. For example, Mian and Sufi (2009) conclude that underwriting standards were weaker in lower income census tracts than in higher income census tracts, which implies a heterogeneous relationship between underlying credit quality and observed denial rates across locations within a city.
With these caveats in mind, Table 5 reports the results of estimating the empirical model (10) with the percentage of denied Regional Science and Urban Economics, Vol 42, No. 1-2 (January 2012): pg. 63-77. DOI. This article is © Elsevier and permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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mortgage applicants, Denial, as the dependent variable for the pooled sample (first column) as well as for New York (second column) and Chicago (third column) estimated separately. The estimated marginal effect of Milesi on Denial in the pooled sample indicate that an additional 10 miles from the CBD reduces the percentage of applicants denied by 0.05 percentage points, or 2.54% at the mean of 0.0185.
Using the coefficient on Median Income for comparison, the calculated marginal distance effect implies that an additional mile from the CBD has the same impact on the percentage of denied mortgage applications as increasing median income by $967. As is the case with the debt-to-income analysis, the distance effect is non-linear so that at 10 miles moving an additional mile from the CBD is equivalent to increasing median income by about $330. The mortgage denial rate declines with distance from the CBD, but eventually comes to a trough and begins to increase for areas far enough from the urban core. Panel A of Fig. 2 displays the estimated quadratic relationship between distance and percentage of mortgages denied. 
Notes:
(1) All regressions are estimated with a constant and include a set of dummy variables for direction from CBD (SW direction omitted). The denial results for Chicago qualitatively resemble the pooled estimates. The magnitude of the β1 estimate in Chicago is, however, about three times larger than the estimate for the full sample of cities and is significant at the 5% level. The Chicago estimates imply that moving an additional 10 miles from the CBD lowers the percentage of denied mortgages by 0.29 percentage points, or almost 6% at the mean of 0.005. The marginal effect of distance for New York is the opposite sign but not significant at conventional levels. Panel B of Fig. 2 displays the relationship between the percentage of mortgage denials and distance to the CBD for the full sample, New York, and Chicago. The estimates indicate a trough at 33.40 miles from the CBD in Chicago. Table 6 displays the results of estimating the empirical model using the percentage of denied mortgage applications in a census tract as the dependent variable for our representative older, decaying cities, permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier.
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Detroit and Cleveland. The β1 coefficients for both Detroit and Cleveland have the same negative sign as the full sample of cities, indicating that the percentage of mortgage applications that are denied declines with distance from the city center. The magnitude of β1 for Detroit is the same size as the estimate for Chicago, substantially larger than the estimate for the full sample; the estimate for Cleveland is approximately the same as the full sample estimate. Neither Detroit nor Cleveland, however, exhibits statistically significant distance effects. (1) All regressions are estimated with a constant and include a set of dummy variables for direction from CBD (SW direction omitted).
(2) All regressions include only census tracts within 70 miles of the city center. accessed by following the link in the citation at the bottom of the page. 
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Notes:
(1) All regressions are estimated with a constant and include a set of dummy variables for direction from CBD (SW direction omitted). Table 8 presents the distance-denials coefficient estimates for each of the 100 largest MSAs individually.
9 Overall, 13 MSA's exhibit a statistically significant mortgage denial rate trough within the sample (70 miles), including Los Angeles, Boston, San Diego, Kansas City, Salt Lake City, and Sarasota. The mortgage denial rate trough for most of these MSAs occurs between 30 and 40 miles from the CBD. Notable accessed by following the link in the citation at the bottom of the page.
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exceptions are Sarasota, about 9 miles from the city center, and Colorado Springs, about 18 miles. (1) All regressions are estimated with a constant term and control for median income, percentage of vacant units, median home value, employment rate, percentage of college educated adults, percentage of non-white residents, percentage of new residents, average commute time, and a set of dummy variables for direction from the CBD (SW direction omitted).
(2) All regressions include only census tracts within 70 miles of the city center calculated by the straight-line distance between the center of the census tract and the tallest building in the MSA. ***Indicates statistically significant at 1% level. **Indicates statistically significant at 5% level. *Indicates statistically significant at 10% level. #Indicates regression estimated with poly-centric model. accessed by following the link in the citation at the bottom of the page.
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On the other hand, only 4 cities in our sample exhibit statistically significant increasing mortgage denial rates with distance from the CBD that eventually come to a peak within sample: San Francisco-San Jose, Oklahoma City, Little Rock, and Pensacola. The mortgage denial rate comes to a peak between 26 and 40 miles for these cities, with the extremes representing San Francisco-San Jose and Little Rock, respectively.
Relating these estimates to the theoretical predictions, 13 of the MSAs exhibit the increasing credit quality indicated by decreasing denial rates in the interior of the urban area, with decreasing credit quality further out; this is a spatial credit quality sorting pattern consistent with the DTQ behavior of credit constrained households in the interior of urban areas and households with unconstrained credit further out. Only 4 MSAs show patterns consistent with unconstrained households in the interior and credit constrained households towards the periphery.
How do the denial rate results relate to the debt-to-income ratio results? The general spatial sorting patterns for the two different measures yield contradictory significant conclusions for only 4 MSAs: Chicago, Boston, St. Louis, and New Orleans. Interestingly, all of these cities are similar in that the mortgage debt-to-income estimates imply that unconstrained households tend to live in the MSA interiors and credit-constrained households nearer the periphery while the mortgage denial rate estimates imply the opposite pattern.
To summarize, the point estimates show that most of the MSAs exhibit either rising mortgage debt-to-income ratios with distance consistent with credit constrained households, declining debt-toincome ratios consistent with unconstrained households, or initially declining then rising debt-to-income ratios consistent with unconstrained households in the MSA interior and credit constrained households in the suburbs. While casual observation suggests that older declining rust belt MSAs exhibit different patterns than newer growing sunbelt MSAs, it is not clear at this point whether or how these patterns relate to specific MSA characteristics. accessed by following the link in the citation at the bottom of the page.
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Robustness analysis
Relying on a quadratic specification to represent the relationship between credit characteristics and distance may be problematic if the true relationship is more complex. Indeed, there is a literature advocating the use of nonparametric techniques to describe the relationship between economic variables and space (Pavlov, 2000 , McMillen, 2001 and McMillen, 2004 . To assess the robustness of the quadratic specification in Eq. (10) we use a locally weighted regression method (often referred to as LOWESS or LOESS) first introduced by Cleveland (1979) .
The locally weighted regression allows for a more flexible estimate of the relationship between credit characteristics and distance. The idea behind this estimation is to predict outcomes (credit characteristics) along the distance continuum using a series of regressions centered on each observation where nearby observations are given more weight in predicting the outcome. Plotting the locally weighted regression results shows how well the simple quadratic model captures the true relationship. Fig. 3 depicts the locally weighted regression results of debt/income on distance from the CBD for the full sample and for select representative cities. The full sample results are quite similar to the quadratic model, showing a clear peaked pattern, although the shape is slightly distorted so that the peak occurs sooner than in the quadratic formulation. The growing cities (Phoenix and Atlanta) also show a pattern similar to the quadratic results, with the main difference being that Atlanta has a smaller peak that occurs closer to the city. The old, decaying cities show the same increasing debt/income with distance pattern closer to the CBD, but in the locally weighted regression results, debt/income remains high instead of coming to a unique peak as it does in the quadratic. The biggest difference in the locally weighted regression results is that New York now displays an increasing debt/income pattern closer to the CBD, a pattern not observed in the quadratic estimates. To summarize the difference between quadratic and locally weighted regression methods for all cities in our sample, we estimated the location of the first and second peak (or trough) in the data, this information is summarized in the last two columns of Table 4 . By far the most common difference between the methods is that the locally weighted regression identifies a smaller local peak in the data when the quadratic estimates only a trough. These small local peaks are in many cases followed by a larger trough shape that is consistent with the quadratic estimate.
The locally weighted regressions reveal there are more cities that exhibit patterns consistent with the unconstrained credit pricing model closer to the CBD, but also that the DTQ behavior begins to happen soon after the initial peaks and takes precedence throughout much of the urban area. A good example of this difference is the city of Boston, where the quadratic model estimates a statistically significant trough pattern. This implies that DTQ behavior starts immediately. The locally weighted regression reveals that in fact, debt/income ratios rise close to the CBD and quickly peak at about 4.5 miles from the city center. At this point DTQ behavior dominates and debt/income ratios fall. Fig. 4 shows the locally weighted regression results of the denial rate on distance from the CBD for the full sample and for the select representative cities. Again, the full sample results using the locally weighted regression are quite similar to the quadratic estimatesshowing a clear trough pattern, although it is more pronounced in the locally weighted regression estimates. The old, decaying cities match the quadratic pattern quite well, except that the denial rate decreases faster near the CBD in Detroit. The growing cities also match the quadratic in terms of shape, but come to a trough sooner and increase faster under the locally weighted regression estimates. The most noticeable difference is in the Chicago estimates, where the locally weighted regression shows increasing denial rates near the CBD that later come to a trough. 
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The final two columns of Table 8 summarize the locally weighted regression estimates by reporting where a first and second peak (or trough) occurs. Across cities, the denial rates change much more using the locally weighted regression than the debt/income results do. It appears that the most common change is for the locally weighted regression to estimate a trough pattern followed by a peak further outside of the city, whereas the quadratic estimates only a peak. There are also several areas where the quadratic model estimates a trough pattern, but the locally weighted regression estimates a peak pattern followed by a trough further outside of the city.
The final column of Table 9 shows estimates of where the maximum difference between debt/income and denial rate occurs comparing the quadratic estimates to the locally weighted regression results. Overall, the locally weighted regression results generally show the maximum to occur closer to the CBD than the quadratic results, which is not surprising given that we found debt/income peaking closer to the CBD. 
Credit sorting patterns across MSAs
To sort out how MSA characteristics relate to observed mortgage debt-to-income ratio patterns, we examine the empirical relationship between credit sorting patterns and measures of local government sector structure, income, unemployment, geographic attributes, size, and demographic characteristics. The credit sorting patterns (the dependent variables) are based on the point estimates for the quadratic models reported in Table 5 , as explained below. We do not conduct similar analysis for the locally weighted regression results as the locally weighted credit sorting patterns are complicated for some cities and difficult to summarize in the simple qualitative terms needed for the analysis. The specific factors used as independent variables are drawn from the 2000 Census and are defined as follows.
Several of the variables are included because they are factors thought to be associated with urban sprawl. These variables include the local government structure variables and income. Jurisdictions is defined as the number of cities, towns, and county governments in the MSA. Non-overlapping Jurisdictions is a dummy variable indicating that the MSA is in a New England state or Virginia, the only states that do not have functioning county jurisdictions that overlap with lower level municipal jurisdictions. The greater the number of competing jurisdictions, the stronger the potential Tiebout effect and the greater the spatial variation in tax and service bundles available to households, both of which affect spatial sorting by households across the MSA. The absence of overlapping county-municipal jurisdictions leads to greater Tiebout competition for a given number of local accessed by following the link in the citation at the bottom of the page.
42
jurisdictions ( Campbell, 2004 , Turnbull and Djoundourian, 1993 and Turnbull and Tasto, 2008 . The variable Central City Primacy is defined as the central city population divided by the total population of the MSA. Greater central city primacy means that a larger proportion of the MSA labor market lies within the central city jurisdiction. This may decrease urban sprawl by reducing the Tiebout effect of surrounding jurisdictions or increase flight-from-blight if central city performance declines with relative size ( Mills and Lubelle, 1997) .
Median Income is included since household income has long been recognized as a primary factor driving urban sprawl ( Bruckner, 2000 , Mills and Lubelle, 1997 and Nechyba and Walsh, 2004 . Unemployment is the MSA unemployment rate in 2000 and is included as an indicator of the broad economic health of the MSA, a way to distinguish growing from declining urban areas. The variable Pct Long Commute measures the percent of households reporting work commutes of 45 min or longer. This variable picks up both the effects of the distribution of jobs across the urban area (since, for given MSA size, longer commutes likely indicate more concentrated job sites and shorter commutes more dispersed job sites) as well as overall traffic congestion.
The dummy variable Coastal indicates an MSA situated on one of the coasts. These MSAs not only have geographic limitations on the land area over which they can spread, being situated on a coast may also indicate a concentration of jobs associated with port activities that tend to remain centralized in the MSA. Size measures the size of the MSA in square miles and the variables Pct Nonwhite and Pct College measure the percent of population indicating their race is other than white and the percent of residents with at least a 4-year college degree.
We look first at the factors associated with whether the mortgage debt-to-income ratio is initially declining (Declining Debt/I = 1) or rising (Declining Debt/I = 0). With the dependent variable defined this way, we estimate both a linear probability model and probit model using the explanatory variables described above. The econometric specification for the linear probability model is 10 accessed by following the link in the citation at the bottom of the page.
Regional Science and Urban Economics, Vol 42, No. 1-2 (January 2012): pg. 63-77. DOI. This article is © Elsevier and permission has been granted for this version to appear in e-Publications@Marquette. Elsevier does not grant permission for this article to be further copied/distributed or hosted elsewhere without the express permission from Elsevier. Table 10 reports the linear probability model results using White's robust standard error correction in column (1) and the probit model results in column (2). Looking at the linear probability model, the Jurisdictions coefficient is significantly positive, indicating that MSAs with greater local government fragmentation are more likely to exhibit the initially declining Debt/I associated with unconstrained households living closer to the CBD. Non-overlapping Jurisdictions has a significantly negative coefficient, which suggests that the government fragmentation effect on the credit sorting pattern is weaker for MSAs in states without overlapping county-city governments. Finally, Pct Nonwhite is significantly negative; MSAs with larger nonwhite populations are less likely to exhibit the pattern with unconstrained households living closer to the CBD. Robust standard errors in parentheses.
Column (1) shows results of a linear probability model where the dependent variable equals one if the debt-to-income ratio is initially declining (β1 < 0), and 0 otherwise. Column (2) shows the same regression using probit estimation. Column (3) shows results of a linear probability model where the dependent variable equals one if the debt-to-income ratio is initially declining and reaches a minimum inside the MSA (β1 < 0 and β2 > 0, with trough estimated within 70 miles of CBD). Column (4) shows the same regression using probit estimation. **p < 0.05. *p < 0.1. ***p < 0.01.
The probit estimates reported in the second column differ somewhat from the linear probability estimates. In the probit model, Jurisdictions is no longer significant (although the point estimate remains positive) and Coastal is now significant. The variables Nonoverlapping Jurisdictions and Pct Nonwhite remain significant, as in the linear probability model. Almost all of the MSAs exhibiting initially rising Debt/I with distance do not exhibit declining ratios at any point inside the MSA.
The MSAs exhibiting initially falling Debt/I, however, are mixed in terms of whether the ratio reaches a minimum and then rises inside the MSA or declines monotonically throughout. To further examine the MSAs with initially declining Debt/I, we define Convex Debt/I as a dummy variable indicating that the mortgage debt-income ratio reaches a minimum and rises inside the MSA. MSAs with Convex Debt/I = 1 are MSAs with credit sorting consistent with unconstrained accessed by following the link in the citation at the bottom of the page.
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households inside the urban area and credit constrained households exhibiting DTQ behavior in the suburbs. MSAs with Convex Debt/I = 0 exhibit no DTQ behavior throughout.
The third and fourth columns in Table 10 report the linear probability and probit estimates for this model, respectively. The two estimation methods yield qualitatively identical results for this subsample of MSAs. Once again, the structure of the local public sector matters. The significant negative coefficient on Central City Primacy implies that urban areas with relatively large central city jurisdictions are less likely to exhibit drive-'til-you-qualify behavior by creditconstrained households in the suburbs. The significant positive Nonoverlapping Jurisdictions coefficient indicates that these MSAs are more likely to exhibit credit-constrained households sorting into the suburbs.
MSAs with higher median income, by itself a factor driving sprawl, are less likely to exhibit credit-constrained DTQ behavior in the suburbs. Both a greater percent of college educated residents and higher unemployment rates increase the probability of the convex debt-to-income associated with DTQ behavior nearer the periphery. To the extent that older declining rust belt MSAs have higher unemployment than other cities, this last result suggests that older rust belt urban areas are more likely to exhibit the DTQ location behavior, confirming the pattern casually observed in Table 1,  Table 2 and Table 3 .
Conclusion
This paper introduces credit quality considerations into the Alonso-Muth urban consumer model to derive credit quality spatial sorting patterns implied by household location equilibrium. The specific pattern of rising or declining credit quality with distance from the CBD depends upon the mix of credit-constrained and unconstrained households in the urban area. Our examination of the 100 largest MSAs in 2004 shows several basic patterns consistent with that predicted by the model. Urban areas exhibiting the drive-'til-youqualify behavior of credit-constrained households in their interiors tend to exhibit the pattern of rising credit quality with distance throughout. Urban areas exhibiting unconstrained household behavior in their interiors, on the other hand, either exhibit that pattern throughout or credit-constrained household behavior in their suburbs. Further analysis shows that, for this group, weaker central city primacy and greater unemployment increase the probability of observing creditconstrained behavior in the suburbs.
The long run goal of housing policy in the U.S. has been to make homeownership more accessible to a wider range of households. The credit-sorting behavior of households emphasized here, however, suggests that one unanticipated side-effect of such policies and financing innovations may be to introduce spatial patterns of credit quality capable of reinforcing the type of default contagion effects recently observed in local housing markets.
