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Graphs with Given Automorphism Group and Few Edge Orbits 
LAsZLO BABAl, ALBERT J. GOODMAN AND LAsZLO LovAsz 
A graph X is said to represent the group G with k edge (vertex) orbits if the automorphism 
group of X is isomorphic to G and it acts with k orbits on the set of edges (vertices, resp.) of X. 
It is known that (with three exceptions) every finite group can be represented with ..:2 vertex 
orbits (Babai, 1974). In this paper we build a framework to study the minimum number of edge 
orbits. We show that surprisingly large classes of groups admit a representation with a bounded 
number of edge-orbits. These include the groups generated by a bounded number of abelian 
subgroups; in particular, any direct product of finite simple groups. The case of abelian groups 
is related to work of Brenner, and of Gelfand and Ponomarev. 
1. INTRODUCTION 
We say that a graph X represents the group G if its automorphism group Aut(X) is 
isomorphic to G. An old theorem of Frucht [16J says that every finite group is 
represented by some finite graph. It is natural to ask how small or how symmetrical 
such a representation can be. The first measure of size is the number of vertices; the 
second, the number of edges. The number of orbits lends itself as a measure of 
symmetry. Let G have n elements. Then it is known [2J that G can be represented with 
at most two orbits on the vertices, with the exceptions of the cyclic groups of orders 3, 
4 and 5. Hence, with these exceptions, the minimum number of vertices of a graph 
representing G is ~2n. This bound is tight for the cyclic groups of prime order but it is 
very far from best possible in many cases. It is an interesting problem to find out how 
the group structure is related to the order of the smallest graph representing G. 
For most groups, the number of orbits on vertices can be reduced to one. There are 
two infinite classes of exceptions: the abelian groups other than the elementary abelian 
2-groups, and the generalized dicyclic groups (Nowitz [38J, Watkins [46]). It was shown 
by Hetzel [33J and Godsil [21 J that apart from these, only a finite number of additional 
exceptions exist. Godsil extended this result to finitely generated infinite groups as well 
[20). We remark that every infinite group can be represented by a graph with ~3 orbits 
on the vertices [4J; and every group (finite or infinite) can be represented by a digraph 
(directed graph) with a single orbit on the vertices, with the following five exceptions: 
the elementary abelian groups of orders 4, 8, 9 and 16, and the quaternion group of 
order 8 [4,5J. 
In the present paper we investigate the problem of minimizing the number of edge 
orbits. Babai stated the following conjecture [6J: 
EDGE ORBIT CONJECTURE. For any k there exists a finite group G such that every 
finite graph representing G has at least k edge orbits. 
In other words, a bounded number of edge orbits is insufficient for the repre-
sentation of all finite groups. Babai has stated another conjecture as well, which goes in 
the other direction. 
EDGE MINIMUM CONJECTURE. There exists a constant C such that every finite group 
G can be represented by a graph with at most Cn edges, where n is the order of G. 
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We remark that the infinite version of the Edge Orbit Conjecture has been verified 
by Simon Thomas [45] under the assumption of the Generalized Continuum Hypothe-
sis (through the existence of Jonsson groups [42]). 
An easy upper bound for the minimum number of edge orbits of a graph 
representing G is Cd, where d is the minimum number of generators of G, and C is an 
absolute constant. If in addition the action of G on the vertex set is semiregular apart 
from possible fixed points then d/2 also is a lower bound on the number of edge orbits. 
This is an immediate consequence of the Contraction Lemma [3]. 
In an attempt to verify the Edge Orbit Conjecture one is thus forced to consider 
classes of groups which do not have bounded sets of generators. The natural examples 
to look at first are the elementary abelian groups and direct products of a large number 
of small groups. We prove that this attempt fails and, indeed, we find surprisingly large 
classes of groups which do admit representations with a bounded number of edge orbits. 
These classes include any direct product of groups each generated by a fixed number of 
elements and more generally, any group generated by a bounded number of abelian 
subgroups. 
THEOREM. If a finite group G is generated by k abelian subgroups then G can be 
represented by Ck edge orbits, where C is an absolute constant. 
We note that even the case k = 1 (G abelian) is far from straightforward. The case 
k = 2 includes all direct products of finite simple groups which therefore admit 
representations with a bounded number of edge orbits. It also includes some nilpotent 
groups, including the Sylow p-subgroups of most Chevalley groups over finite fields of 
characteristic p. We show that the same conclusion is true for certain classes of 
nilpotent groups not covered by the theorem; in particular, for free nilpotent groups of 
class 2 and prime-power exponent. 
While the present work is aimed at building a framework for the study of the Edge 
Orbit Conjecture, it may also serve as a first step toward establishing the Edge 
Minimum Conjecture. Indeed, evidently, for the same classes of groups mentioned 
above, we now have a representation with O(n) edges. 
2. RESULTS 
Our main tool in reaching these results is a characterization, up to a constant factor, 
of the minimum number of edge orbits as the minimum of a quantity associated with 
certain transitive representations. This characterization has recently led to a confirma-
tion of the Edge Orbit Conjecture, using certain p-groups of class 2; this result will be 
presented in a separate paper [23]. All this is intended to initiate a deeper study of the 
relationship between the structure of the group G and the minimum number of edge 
orbits required for its representation. 
To state our results we introduce some notation. For any graph X, let ov(X) be the 
number of vertex orbits and oe(X) the number of edge orbits of the action of Aut(X) 
on X. Let o(X) = ov(X) + oe(X) [the total number of orbits]. Then, for any group G, 
let me(G) = min oe(X) over all (simple) graphs X which represent G, and let 
m(G)=mino(X) over the same graphs X. The original question concerned me(G) 
[the minimum number of edge orbits among graphs representing G], but the minimum 
total number of orbits m( G) is within a constant factor of me( G) because it is easily 
seen (Proposition 3.1) that 0v (X) ~ 2oe(X) + 1 for any graph X: hence 
me(G) ~ m(G) ~ 3me(G) + 1. 
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Now let mc(G) = min o(X) over all edge-colored digraphs X which represent G, and 
mce( G) = min oe(X) over the same digraphs X. As in the uncolored case above, 
mce(G)"'; mc(G)",; 3mce(G) + 1. Also clearly mc(G)"'; m(G) since simple graphs are a 
special case of edge-colored digraphs; on the other hand, it is easy to show (see 
Proposition 3.2) that m(G)"'; llmc(G) + 21. Thus 
mc( G) ",; m( G) ",; llmc( G) + 21 
and hence combining the above statements we see that m c( G) and me( G) are within a 
constant factor of each other. 
Now we introduce the transitive representations mentioned above. We will say that 
X is a Color-graphical Transitive Representation (CI'R) of G if X is an edge-colored 
digraph which represents G and G acts transitively on the vertices of X. Similarly, we 
say that X is a Color-graphical Regular Representation (CRR) of G if X is a erR of G 
where G acts on the vertices of X as a regular permutation group (i.e. a CRR is a CI'R 
in which only the identity automorphism fixes any vertex). We will consider CI'Rs in 
which some of the edge color-classes form partitions of the vertex set (i.e. there are 
edges, all of the same color, joining all pairs of distinct vertices which are equivalent 
under some equivalence relation on the vertex set). And we consider a quantity which 
we will call the 'edge-partition number' of a erR: If X is a CI'R, let p(X) be the 
number of partitions which are among the edge color-classes (no edge may contribute 
to more than one of the partitions counted), let op(X) be the number of remaining 
edge orbits (remaining after all edges involved in the partitions are omitted), and let 
the edge-partition number l1(X) = p(X) + op(X). Now we define mt(G) = min l1(X) 
over all X which are CI'Rs of G, and mt(G) = min l1(X) over all X which are CRRs of 
G. So, clearly, 
mt ( G) ",; mt ( G) 
since every CRR is a CI'R. Our main tool is the characterization theorem proved in 
Section 4, which shows the following: 
THEOREM 2.1. For any group G, 
mt( G) ",; mc( G)"'; 2mt( G) + 1, 
hence representing G with a bounded number of edge orbits is equivalent to representing 
G by a CTR with bounded edge-partition number. 
Thus giving upper bounds on mt(G) suffices to give upper bounds on me(G) (the 
minimum number of edge orbits). The rest of our results give upper bounds on mt(G) 
for certain classes of groups. Specifically, we prove in Section 6 the following two 
results: 
THEOREM 2.2. mt( G) ",; 5 for all finitely generated abelian groups G. 
THEOREM 2.3. mt( G) ",; 6 for a finite free group of a variety of p-groups of class 2. 
(And in both these cases mc( G) ",; 2mt ( G).) Then we prove in Section 7 that: 
THEOREM 2.4. If G is generated by subgroups HI>"" Hk then mt(G)"'; 
~;= 1 (mt(~) + 1). 
Thus, in particular, we have the result that if G is generated by k finite abelian 
subgroups then mt( G)",; 6k : hence mt( G) ",; mt( G)",; 6k, and this combined with the 
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previous paragraph yields the theorem stated in the Introduction. As applications of 
this fact (with k = 2) we have: 
COROLLARY 2.5. IIG is a finite group which is either a direct product of simple 
groups, or an extra-special p-group, or the Sylow p-subgroup of a Chevalley group over 
a finite field of characteristic p > 3, then G is generated by two abelian subgroups and 
hence m,( G) .s; 12. 
We call a class of groups 'good' when they can be represented with a bounded 
number of edge orbits. The characterization result is that the good groups are precisely 
those which can be represented by a erR with a bounded edge-partition number (i.e. 
groups G for which m,(G) is bounded). We call a class of groups 'very good' when they 
can be represented by CRRs with a bounded edge-partition number (i.e. when mt ( G) 
is bounded (so 'very good' implies 'good' since mt ( G) .s; mt ( G))). Our further results 
show that finitely generated abelian groups (and also finite free groups of varieties of 
class 2 p-groups) are very good, and any group generated by a bounded number of 
very good subgroups is itself very good. (We do not yet know if there are any classes of 
groups which are good without also being very good. But the existence of groups which 
are not good is the content of the edge-orbit conjecture, recently proved [23].) 
A related question is the minimum number of orbits (of lattice elements) over all 
lattices representing (having automorphism group) G. If we call this m/(G), then it is 
easy to show that m/(G).s; m(G) + 2 (18]; hence our bounds on m(G) also give bounds 
on m/( G) for the same classes of groups. 
One of the by-products of this work is the following generalization of a result of 
Brenner (also related to work of Gelfand and Ponomarev): 
THEOREM 2.6. Every finitely generated abelian group has four subgroups such that 
only the 'scalar endomorphisms' (which raise every element to a fixed power) leave those 
four subgroups invariant. 
See Section 5 for discussion of this result, the proof of which is described following 
Lemma 6.3. 
3. COLOR·GRAPHICAL TRANsmVE REPRESENTATIONS 
We use standard terminology for graphs and groups. The identity element of a group 
is denoted 1 and the trivial subgroup is (1). The center of a group G is denoted Z(G), 
and the commutator subgroup is [G, G]. If <P is a mapping then the image of x under <p 
is denoted x"'. 
An automorphism of a graph is an isomorphism of the graph to itself, i.e. a 
permutation of its vertex set which preserves adjacency as well as non-adjacency. In 
the case of directed graphs (digraphs), it also has to preserve the orientation of edges. 
We shall also consider colored digraphs where edges and vertices are divided into 
'color classes'. Automorphisms of colored (di)graphs preserve colors by definition. The 
automorphisms of the (possibly colored) (di)graph X form the group Aut(X). 
For some basic material on automorphism groups of graphs we refer to Chapter 12 
of Lovasz's book [36]. We should also mention two survey papers: Cameron [11] and 
Babai [6]. The latter discusses problems of the full automorphism group of graphs, of 
immediate relevance to the present work. 
DEFINmON. We say that a graph X represents a group G if Aut(X) is isomorphic to 
G (as an abstract group, not as a permutation group). 
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We will say that G can be represented with k edge orbits and m vertex orbits if some 
edge-colored digraph X represents G and the action of Aut(X) = G has k orbits on the 
edges of X and m orbits on the vertices of X. Observe that m ~ 2k + 1 in any such 
graph: 
PRoPosmON 3.1. For any edge-colored digraph X, ov(X) ~ 2oe(X) + 1. 
PROOF. Any two edges in the same edge orbit have their corresponding vertices in 
the same two vertex orbits, so (with k = oe(X) as before) the vertices of degree >0 fall 
into at most 2k orbits, and the remaining vertices, if any, are all of degree zero and 
hence all form a single orbit under the automorphism group of this graph. 0 
Furthermore, any such graph can be modified into a simple (uncolored, undirected) 
graph which also represents G and has O(k) edge (and vertex) orbits: 
PRoPosmON 3.2. For any group G, m(G) ~ llmc(G) + 21. 
PROOF. Given an edge-colored digraph X representing G with o(X) = mc(g), 
modify it into a simple graph with the same automorphism group as follows (see also 
Figure 1). Add a pair of new vertices for each original edge color (there are at most 
k = oe(X) colors), joined into a path with a few extra asymmetric edges at the ends to 
ensure that these new vertices are all fixed by any automorphism of the new (simple) 
graph. Then replace each original (colored) edge by a path of length 3, the middle two 
vertices of which are each joined to one of the two new vertices for this edge's color; 
this encodes both the color and direction of the edge. Finally, distinguish the original 
vertices by joining all of them to one new vertex (with a small asymmetric subgraph to 
ensure that this last new vertex is fixed by all automorphisms). The resulting simple 
graph has the same automorphism group as the original colored digraph and has O(k) 
edge orbits: seven new edge orbits for each old edge orbit, plus one new edge orbit for 
each old vertex orbit, plus a few new fixed edges (10 suffices); also it has four new 
Old graph 
(edge' colored digraph) 
Edge colors: 
--+ 1 
......... 2 
----. 3 
New graph 
3· paths 
representing 
old edges 
Pairs of vertices 
l>----c~~-O--6---6-_<>_--o corresponding to 
edge colors 
FIGURE I 
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vertex orbits for each old edge orbit, for a total of 11 new orbits (seven edge and four 
vertex) for each old edge orbit, and just two new orbits (one edge and one vertex) for 
each old vertex orbit, plus a few new fixed vertices (11 suffices). 0 
Thus it suffices for our purposes to consider colored digraphs; specific bounds on the 
number of orbits reflect this choice but statements about 'a bounded number of orbits' 
are equally true for simple graphs. 
Given any group G, any subset C ~ G defines a Cayley graph of G, the vertices of 
which are the elements of G and the edges of which are the (right) translates of edges 
joining 1 to each element c E C. (We exclude 1 from C to avoid loops at every vertex, 
which are irrelevant to the automorphism group anyway.) Clearly G acts (by right 
translations) as an automorphism group of this Cayley graph. In [22] this notion is 
generalized to a graph denoted there by X(G, <€) (where G is assumed given as a 
transitive permutation group) and it is shown there that any graph on which G acts 
transitively has that form. Here we adapt this to colored graphs (and abstract rather 
than permutation groups), as follows. 
Let G be a group. Let GI be a subgroup of G which contains no non-trivial normal 
subgroup of G, so that the action of G by right translation on the cosets of GI is 
faithful. (In this action GI is the stabilizer of the trivial coset: hence the notation GI for 
consistency with [22].) Let !le be a set of subgroups of G, each containing Gt (so that 
each coset of each subgroup HE !le is a union of cosets of Gt ). Let C ~ G. Define the 
colored digraph X = X(G, GI, !le, C) as follows: the vertices of X are the cosets of GI 
in G. For each subgroup HE !le we choose a distinct color and assign that color to 
edges joining every pair of vertices (cosets of GI) which are both contained in the same 
coset of H. (These edges are the G-translates of edges joining the vertex GI to all 
vertices Glh for h E H; their H-translates form a clique (complete graph) on the set of 
vertices which are (as cosets of GI) contained in H, and then the G-translates of that 
form cliques in each coset of H, i.e. a partition.) Then for each element C E C we 
choose a new color and assign that color to directed edges from Gig to GI cg for all 
g E G (the G-translates of a single edge from GI to Glc). This defines X, which thus 
has I !leI + ICI distinct edge colors. Note that except for the colors this graph is of the 
form X(G, <€) studied in [22] (where in this case the permutation representation is 
given by right translation on the cosets of GI and the set <€ is the union of all subgroups 
in !le together with our set C). In particular, this becomes a Cayley graph in the case 
when GI = (1) (when the vertices, as cosets of the trivial subgroup, are identified with 
elements of G). Observe that if X represents G then X is a CTR, with edge-partition 
number l1(X) = I !leI + ICI (each subgroup in !le contributes one partition and each 
element of C contributes one additional edge orbit), and this CTR is a CRR precisely 
when GI = (1). Conversely, it is easy to show that every CTR of G has the form 
X(G, GI , !le, C) for some choice of GI , !le and C (consider the case m = 1 of Theorem 
4.1). 
Just as with Cayley graphs we clearly have G ~ Aut(X), and the difficult question is 
to decide when Aut(X) is no larger (that is, when does X represent G). Toward this 
end we define Aut(G, GI, !le, C) to be 
{q, E Aut(G) I Gf = Gt> H4> = H for all HE !le, and c4> E GICGI for all c E C} 
(note that this is a set of group automorphisms, whereas Aut(X) is a set of graph 
automorphisms). Just as our graph X(G, G I , !le, C) without the colors becomes 
Godsil's graph X(G, <€), our set Aut(G, GI , !le, C) is the subset of his Aut(G, <€) 
which also preserves the colors. (Note that we only require c4> E GICGI, not necessarily 
c4> = c, because any element of the double coset GICGI defines the same edge orbit as 
the element c. Godsil has C(6 = G I C(6GI because he includes in C(6 all elements which 
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define an edge of the graph, but we do not do that because we want C to contain only 
one element for each edge orbit so that I CI is as small as possible.) Observe that the 
inner automorphisms given by conjugation by elements of G1 are in Aut(G, Gl> ~, C), 
so we say that G1 ~Aut(G, G1 , ~, C) (the homomorphism from G1 into the inner 
automorphism group is injective because G1 n Z(G), being a normal subgroup of G 
contained in Gl> is trivial). 
Now we define mg(G) = min(I~1 + ICI) over all choices of G1, ~ and C such that 
Aut(G, Gl> ~, C) = G1. This is related to mt(G) as shown by the following fact: 
PROPOSITION 3.3. A necessary condition for X(G, Gl> 'Ie, C) to represent G is that 
Aut(G, Gl> 'Ie, C) = G1• Thus miG) ~ mt(G). 
PROOF. This follows from the necessary condition stated by Godsil in [22, Corollary 
2.3(a)], adapted for our colored situation: if Aut(G, Gl> 'Ie, C) were larger then 
Aut(G, ~) would be larger and would induce not just an automorphism of X(G, ~) 
but one preserving colors, hence an automorphism of X(G, G1, 'Ie, C). Finally, this 
necessary condition implies miG) ~ mt(G) because every CTR of G has the form 
X = X(G, Gl> 'Ie, C) (for some choice of G1, 'Ie and C) and .,,(X) = I 'leI + ICI. 0 
On the other hand, in certain special cases there is an inequality in the opposite 
direction. Let mg(G) = min(I'le1 + ICI) over all choices of 'Ie and C for which 
Aut(G, (I), 'Ie, C) = (I) (which simply says that only the identity automorphism of G 
leaves invariant each subgroup in 'Ie and fixes each element of C). Clearly 
mg( G) ~ mg( G) 
(as with mt(G), the tilde indicates the special case G1 = (1». Using <I>(G) to denote 
the Frattini subgroup of G, we can now state the following result: 
THEOREM 3.4 (Godsil). If G is a finite p-group and G1 £; <1>( G) and 4>( G) E 'Ie then 
the above necessary condition Aut(G, G1 , 'Ie, C) = G1 is also sufficient for 
X(G, G1, 'Ie, C) to represent G. In particular, mt(G) ~ mg(G) + 1 for finite p-groups. 
PROOF. This follows from [22, Corollary 3.9(b)] since including <I>(G) as one of our 
chosen subgroups in 'Ie ensures that its orbit (the set of vertices contained, as cosets, in 
<I>(G» will be a block for the action of Aut(X) on X = X(G, G1 , 'Ie, C). Finally, 
mt( G) ~ mi G) + 1 follows from the special case G1 = (1) because then certainly 
G1 £; <I>(G), so we can (if necessary) add <I>(G) to 'Ie, only increasing I 'leI + ICI by one 
(and not affecting the fact that Aut( G, G1, 'Ie, C) = G1 = (1), since adding to 'Ie can 
only make Aut(G, G1 , 'Ie, C) smaller). 0 
Another useful fact is the following: 
PROPOSITION 3.5. If X is a colored Cayley digraph of G (in particular if X = 
X( G, (1), 'Ie, C) for any 'Ie and C) and if each <p E Aut(X) which fixes 1 also fixes all 
vertices in a subset K £; G which generates G, then X represents G. 
This is essentially Corollary 2.4 of [39]. In fact, more generally one can prove: 
PROPOSITION 3.6. Let H be a permutation group on Q which contains a regular 
subgroup G. If (identifying Q with G) the stabilizer in H of 1 also fixes a set K of 
generators of G, then H = G. 
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PROOF. For any x E G, hE HI the product xh(xh)-1 defines a permutation in H 
(where Xh is the element of G given by the permutation h acting on x), which fixes 1 
since 1xh(xh ) - 1 = xh(xh)-I = (Xh)(Xh)-1 = 1: .h~nce bein~ jn H\ it fixes any k E K (by 
assumption) , which means that k = kxh(x) = (kx)h(x ) = (kx)h(Xh)-I ; hence k(xh) = 
(kxt. In particular, taking x = k- 1 we see that k(k-l)h = (1)h = 1, so k- 1 is also fixed 
by HI , and we can assume k- 1 E K for all k E K. We also see that for any x E G which is 
fixed by HI we also have the product kx fixed by HI (for any k E K). Thus HI fixes 
every element generated by K, and hence it acts trivially. 0 
4. NUMBER OF EDGE ORBITS: CHARACTERIZATION WITHIN A CONSTANT FACTOR 
The following theorem shows that representing an arbitrary group G by an 
edge-colored digraph is equivalent to representing G by a CTR the edge-partition 
number of which is, up to a constant factor , the same as the number of orbits on the 
original graph. 
THEOREM 4.1. If G can be represented with k edge orbits and m vertex orbits, then 
there exists a set 'Je of subgroups of G with I 'Jel = m and a set of elements C!;; G with 
ICI.;;; k such that the graph X(G, Gl1 'Je, C) represents G, where G1 = nHe1t H. 
Conversely, if X(G, GlI 'Je, C) represents G then G can also be represented with 
1'Je1 + ICI edge orbits and 1'Je1 + 1 vertex orbits. 
Thus m,( G).;;; mc( G) .;;; 2mt( G) + 1, and mce( G) .;;; mt( G). In particular, G can be 
represented with a bounded number of edge orbits if it can be represented by a CTR with 
bounded edge-partition number.(i.e. a graph of the form X(G, GI , 'Je, C) with 1'Je1 + ICI 
bounded). 
PROOF. The fact that mt( G) .;;; mc( G) .;;; 2mt( G) + 1 is immediate from the rest of 
the theorem. Indeed if Y is an edge-colored digraph which represents G with 
o(Y) = mc(G), then by the first statement of the theorem there is a CfR X of G with 
71(X) = 1'Je1 + ICI.;;; m + k = o(Y) = mc(G): hence mt(G)';;; mc(G). Conversely, if X is 
a erR of G with 71(X) = mt(G) then by the converse part of the theorem there is an 
edge-colored digraph Y , with 1.1(1 + ICI = 71(X) edge orbits, so mce(G) .;;;mt(G), and 
with o(Y) = (1.1(1 + ICI) + (1.1(1 + 1) = 21.1(1 + tel + 1.;;;2(1.1(1 + ICI) + 1 = 271(X) + 1 = 
2mt(G) + 1, so mc(G)';;; 2mt(G) + 1. Then the final sentence of the theorem follows by 
the remarks in the previous section. 
Now let Y be any graph which represents G with k edge orbits and m vertex orbits. 
The action of G = Aut(Y) partitions the vertices of Y into orbits, say VI, V2 , ••• , Vm • 
For each orbit choose one vertex Vi E V;. Let .1( contain the m stabilizer subgroups GV i 
(stabilizer of Vi in G) for i = 1, ... ,m. For each edge orbit (under G) in Y we can 
choose one edge from the orbit such that one of its endpoints is V i for some i (since G 
acts transitively on the vertex orbit V;) . The other endpoint of this edge is in some orbit 
l'J (possibly j = i) so there exists an element c E G such that the other endpoint is vj. (If 
the other endpoint is Vj then we could take c = 1, but that would only introduce 
unnecessary loops into the graph X to be constructed, so this c can be omitted.) Let C 
be the set of these elements c, one for each edge orbit of G in Y (unless some c = 1 
were omitted). Then let GI = nHe1t H = n;'!,1 GVi , which contains no non-trivial 
normal subgroup of G since by hypothesis G acts faithfully on Y. Now let 
X = X (G, GI , .1(, C) and we have G !;; Aut(X), so to finish the proof we only need to 
show that X has no other automorphisms. 
So let '" E Aut(X). By construction (specifically coloring) of X, '" induces a 
permutation of the cosets of each stabilizer GV i ' These cosets are naturally identified 
with the vertices in the orbit V;: hence", naturally induces a permutation of the vertices 
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of Y. It only remains to show that this also preserves the edges of Y. But any edge of Y 
is the image under some element g E G of one of the chosen edges (since we chose one 
edge from each edge orbit), and this chosen edge joins Vi to vj for some i, j and some 
c E C (or possibly c = 1 omitted from C), so its image under g joins vf to vj8. We 
consider the image of these two vertices under 4J (or rather its induced action on the 
vertices of Y). They correspond to the cosets Gv,g and Gv/g which correspond to 
cliques in X containing the vertices (cosets) GIg and GIcg respectively (since 
Gl !,; Gv, n GvJ And by definition X has a (directed) edge. from GIg to Glcg (unless 
c = 1 when these two are the same vertex) with color corresponding to the element c, 
so the image of this edge under <p E Aut(X) must join Glg' to Glcg' for some g' E G 
(because all other edges of the same color in X have this form). Thus (GIg)</> = Glg' 
and (Glcg)</> = Glcg' (even if c = 1): hence (by construction of X) we have' (Gv,g)</> = 
Gv.g' and (Gv/g) </> = Gv/g', which means that in its action on Y we have (vn </> = v( 
and (vj8)</> = vj8' and hence the image of our original edge is another edge of Y 
(namely the image under g', instead of under g, of the chosen edge for this orbit). 
Therefore 4J induces an automorphism of Y and hence agrees (on Y) with the action of 
some element of G = Aut(Y). Composing with the inverse of this element of G we 
obtain an automorphism of X which fixes every clique (because it induces the identity 
permutation on the vertices of Y). Then it must in fact be the identity on X because 
each vertex of X is a coset Glg (for some g E G), and GIg = (1;":,,1 Gv,g (because 
G1 = (l7!,1 Gv,): hence GIg must be fixed since Gv,g is fixed for each i = 1, ... , m. 
Therefore 4J equals an automorphism induced by an element of G, and thus X 
represents G. 
For the converse, observe that a graph of the form X(G, G., 'Je, C) can be modified 
to a graph with 1'Je1 + ICI edge orbits (namely one for each color) and 1'Je1 + 1 vertex 
orbits, as follows. For each subgroup HE 'Je, add a new vertex orbit consisting of one 
new vertex 'above' each clique marking a coset of H and replace all the edges of the 
clique with an edge joining each vertex of the clique to the new vertex above. (So the 
edges of color corresponding to H now merely join each coset of G1 to the new vertex 
for the coset of H which contains it; these edges form a single edge orbit under G.) 
This adds 1'Je1 new vertex orbits (for a total of 1'Je1 + 1 since G had one orbit before on 
the cosets of G1) and reduces the number of edges to one orbit for each color. 
Furthermore, the original and modified versions of the graph are easily seen to have 
the same automorphism group. This completes the proof. 0 
To demonstrate an immediate consequence, we now use Theorem 4.1 to reprove the 
result of Simon Thomas mentioned in the Introduction which (under the Generalized 
Continuum Hypothesis) implies the infinite version of the Edge Orbit Conjecture. 
DEFINmoN. A J6nsson group is a group G such that every proper subgroup of G 
has strictly smaller cardinality than G. 
S. Shelah [42] proved that under the Generalized Continuum Hypothesis, there exist 
J6nsson groups of every successor cardinality. When combined with this result, the 
following theorem then implies the infinite version of the Edge Orbit Conjecture [45]. 
THEOREM 4.2 (S. Thomas). If G is a Jonsson group of cardinality K, where K 
is an uncountable regular cardinal, then every graph representing G has ;;;;'K edge orbits. 
PROOF. Suppose G could be represented by a graph with <K edge orbits. Then by 
Theorem 4.1 (with Proposition 3.1) it could be represented by a graph X = 
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X(G, G., '!e, C) with l'!el + ICI < K. But since G is a J6nsson group each subgroup in 
'!e has cardinality <K (we can assume that '!e contains only proper subgroups since 
including G itself does not affect the automorphism group of the graph), so with 
l'!el < K of them (and ICI < K additional elements) we still have <K elements (since K is 
regular) in (UHE:Jt' H) U C. And (since K is uncountable) all these elements (repre-
senting all the edge orbits of X) only generate a subgroup of cardinality <K, hence not 
all of G, so the graph X is disconnected. And then (as in Thomas' proof from here on), 
since X has K vertices but its connected components have <K vertices, X has K 
components, all isomorphic since G is acting transitively, so IAut(X)1 ~ ISym(K)1 > K 
(where Sym(K) is the symmetric group of all permutations of K points). This 
contradicts the assumption that Aut(X) = G. 0 
Theorem 4.1 is also quite useful in the finite case. The following corollary states the 
precise lower bound which will be used in [23] as the first step in proving the Edge 
Orbit Conjecture. 
COROLLARY 4.3. For any group G, me(G) ~ l(mg(G) -1). 
PROOF. We have mg(G) ~ mlG) ~ mc(G) ~ meG) ~ 3me(G) + 1, where the first 
inequality is Proposition 3.3, the second is in Theorem 4.1, and the others appear in 
Section 2. Thus me(G) ~ i(miG) -1). 0 
Theorem 4.1 shows that the problem of finding graphs representing G is reduced to 
finding choices of Gl> '!e and C for which X(G, Gl> '!e, C) represents G. For the rest of 
this paper we concentrate on the case G1 = (1). 
5. ELEMENTARY ABELIAN GROUPS 
We first discuss the case in which G is a finite elementary abelian p-group, i.e. a 
vector space over GF(p). In this case Theorem 3.4 (Godsil's result) applies, so to find 
a graph representing G it suffices to find a set 'Je of subspaces such that the only 
(invertible) linear transformations which leave each subspace in '!e invariant are the 
scalar multiples of the identity, because then letting C contain anyone (non-trivial) 
element eliminates the scalar transformations as well. So, in particular, it suffices if '!e 
generates the lattice of all subspaces of the vector space G (since only the scalar 
transformations can leave all subspaces invariant). Thus adding one (for ICI) to the 
number of subspaces needed to generate the subspace lattice gives an upper bound on 
miG). 
COROLLARY 5.1. For a finite elementary abelian group G, miG) ~ 5. 
This follows from the following remarkable result: 
THEOREM 5.2 (Gelfand and Ponomarev). The subspace lattice of a finite-dimensional 
vector space of dimension at least 3 over any prime field is four-generated. 
Over finite extensions of prime fields, five subspaces suffice to generate the subspace 
lattice. These results derive from work originating with Gelfand and Ponomarev [19] 
which classifies quadruples of subspaces over algebraically closed fields. See [40] for a 
detailed summary of their further work, followed in the same volume by reprints of 
four papers, three of them specifically concerned with subspace lattices (which were 
not explicitly discussed in [19]). For an explicit statement of Theorem 5.2 as stated 
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above and generalizations to other four-generated lattices, see Herrmann [25] (see also 
[24]). Herrmann's approach to the proof of these results involves lattices generated by 
frames (sometimes called von Neumann n-frames); for more details, see [32], [28] or 
[14]. The article by Day [13] discusses many related ideas and has an extensive 
bibliography (including several papers by C. Herrmann, and some by R. Freese, which 
are closely related to these results). 
Actually, for the purposes of Corollary 5.1 we just need to know that only scalar 
transformations leave the specified quadruple of subspaces invariant. Quadruples with 
this property had already been described earlier by Brenner [9] (see also [10] for 
further information and how it relates to [19]). She considered more generally 
representing arbitrary algebras as the algebra of endomorphisms of a vector space 
leaving specified subspaces invariant; in an appendix she listed the representations of 
the trivial algebra with four subspaces, a list which is equivalent to the list of generating 
quadruples discussed by the other authors (namely, the indecomposable quadruples of 
non-zero defect, in the terminology of [19]). In the next section we use a quadruple 
equivalent to one from this list (the case of defect -1 in the terminology of [19]). We 
shall prove that this quadruple has the desired property in an arbitrary abelian group, 
even though the whole subgroup lattice cannot be generated by a bounded number of 
subgroups. The same idea can be used to prove Theorem 2.6, which is an extension of 
the fact that there exist subspace quadruples which represent the trivial algebra (i.e. 
scalar transformations are the only endomorphisms which leave the quadruple 
invariant), here extended to show that such a quadruple exists not only in vector spaces 
but in every finitely generated abelian group (where the 'scalar transformations' are, in 
multiplicative notation, raising every element to a fixed power). 
6. ABELIAN GROUPS AND CERTAIN NILPOTENT GROUPS 
In this section we show that arbitrary finitely generated abelian groups are 'good' 
(see end of Section 2). Essentially the same idea can be applied to relatively free 
nilpotent groups of class 2 (a relatively free group is a free group of some variety of 
groups; see [37, Section 1.4]). 
LEMMA 6.1. If G is a finitely generated abelian group then it can be generated by 
elements Xv X2, ... , Xn with the following property: if we define four subgroups of G by 
Hl = (xv X3, XS, ... ), H2 = (X2' X4, X6, ... ), 
H3 = (XlX2, X3X4, ... ), H4 = (X2X3, X4XS, ... ) 
(that is, Hl is generated by the odd-numbered Xi' H2 by the even-numbered ones, H3 by 
the consecutive 'odd-even' pairs, and H4 by the consecutive 'even-odd' pairs), then we 
have Hl n H2 = (I), H2 n H3 = (I) and Hl n H4 = (1). 
PROOF. Let G be a finitely generated abelian group. Then by the fundamental 
structure theory of such groups we can write G as a direct product of cyclic groups 
(Xl) x (X2) x· .. x (xn) such that I(Xi)1 is a divisor of I(Xi-l)1 for each i = 2,3, ... ,n 
(where any finite order is considered a divisor of an infinite order). The generators 
Xv X2, ... ,Xn chosen in this way have the desired property: clearly Hl n H2 = (I) 
(they are disjoint subsets of the direct factors). Next observe that H2 nH3 = (1), 
because any element of H3 has the form (XlX2YI(X3X4Y3(XSX6Y'· .. = x~lxilxj3x43 •.. , 
but for this element to be in H2 all the odd-numbered factors must be trivial, so X~I = 1, 
xj3 = 1, etc., and then we also have XiI = 1, X43 = 1, etc., since we chose the generators 
Xi such that x: = 1 implies X:+l = 1 also (since the order of Xi+l is a divisor of the order 
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of x;). Thus H2 n H3 = < 1). In the same way we see that HI n H4 = (1) (all the 
even-numbered terms must be trivial, but being in H4 each odd-numbered Xi occurs to 
the same power as the preceding even-numbered Xi-I> except for Xl which cannot occur 
at all). This proves the lemma. D 
We can extend this result to a class of highly non-abelian groups. 
LEMMA 6.2. The same conclusion as in Lemma 6.1 also holds for the free groups of 
finite rank in any class 2 nilpotent variety of groups. 
PROOF. Let G be a free group of rank n in a variety of nilpotent groups of class 2 
(for example the class 2 nilpotent groups of exponent m; see [37, esp. Section 1.4] for 
information about varieties and their free groups). Then G/[G, G] is a finitely 
generated abelian group, so we can choose generators for it as in Lemma 6.1, and 
taking one preimage in G of each gives us generators Xv . .. , Xn for G. Then the 
images in G/[G, G] of the specified subgroups H; are the corresponding subgroups in 
G/[G, G], so for (i, j) E {(I, 2), (2,3), (1,4)} we know from Lemma 6.1 that Hi n H; 
has trivial image in G/[G, G]: hence Hi n H; ~ [G, G], so we only need to consider 
(Hi n [G, G]) n (H; n [G, G]) inside the abelian group [G, G]. Observe that (because 
G is a relatively free class 2 group) [G, G] is the direct product of (2) isomorphic cyclic 
groups generated by the commutators Cij = [Xi' Xj] of distinct pairs (1 ~ i <j ~ n) of 
generators of G (this follows from [37, Theorem 35.11]). Furthermore, for each of the 
four specified subgroups H; we have H; n [G, G] = [H;, H;], because it is clear from the 
definition of H; (in terms of the generators of G) that only commutators of the 
generators of H; will occur when the commutator collecting process is applied to an 
element of H;. Thus, letting K j = H; n [G, G], we have Kl generated by those Cij with 
i < j both odd, and K2 generated by those Cij with i < j both even, so clearly 
Kl n K2 = (1) (disjoint subsets of the direct factors again). Now K3 is generated by 
elements of the form [XiXi+I> xjxj+d with i <j both odd; since G has class 2, 
[XiXi+l, xjxj+d = [Xi' Xj][Xi, Xj+d[Xi+I> Xj][Xi+I> xj+d = CijCi,j+lCi+l,jCi+l,j+l' But for i, j 
both odd (or just not both even) the power of Cij which appears in any element of K2 
must be trivial, so we see that K2 n K3 = < 1) (in the same way that we saw 
H2 n H3 = < 1) in Lemma 6.1 above, or even simpler since here all the generators Cij 
have the same order). Similarly, K4 is generated by elements of the form 
CijCi,j+ lCi+l"Ci+l,j+ 1 with i <j both even, so Kl n K4 = (1). Thus, for (i, j) E {(I, 2), 
(2,3), (1, 4)} we have Hi n H; = Ki n K j = (1). D 
REMARK. Observe that the full strength of the hypothesis was not really needed, so 
the same proof could be applied to certain other groups (we essentially just used the 
fact that the subgroups given in terms of generators did not intersect in the class 2 
group any more than they did in the abelian group, because different commutators did 
not reduce to the same non-trivial element; but, for example, some of the basic 
commutators could have been trivial without affecting the above conclusion: however, 
a precise statement of what assumptions are necessary would be more complicated). In 
particular, any direct product of a finite number of groups covered by the above two 
lemmas satisfies the same conclusion. 
LEMMA 6.3. Let G a group generated by elements Xl, X2, ... , X n • Let 'J{ = 
{HI> H 2 , H 3, H 4} be the four subgroups defined (in terms of the given generators) as in 
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Lemma 6.1 above, and let C= {Xl}' Let X=X(G, (1), 'Je, C) be the corresponding 
graph. Then: 
(a) If H2nH3= (1) and Hl nH4= (1) then Aut(G, (1), 'Je, C)= (1), so mg{G)~ 
1'Je1 + ICI = 4 + 1 = 5 in this case. 
(b) If in addition HI n H2 = (1) and the subgroups HI and H2 are normal subgroups of 
G, then X represents G, so mt(G) ~ 5 in this case. 
PROOF. In case (a), to prove that Aut( G, (1), 'Je, C) = (1) it suffices to show that 
any (jJ E Aut(G, (1), 'Je, C) fixes the generators Xl> .•• , Xn • And in case (b), to prove 
that X represents G it suffices, by Proposition 3.5, to show that any (jJ E Aut(X) which 
fixes 1 also fixes the generators. So in either case we need only prove, given such a (jJ, 
that (Xi) 4> = Xi for each i = 1, . .. , n. This we prove by induction on i. For i = 1, since 
C = {Xl} we have (XI)4> = Xl by hypothesis. Indeed, in case (a), (jJ E Aut(G, (1), 'Je, C) 
means in particular that c 4> = c for c E C, and in case (b), (jJ E Aut(X) and 14> = 1 and 
the edge from 1 to Xl is the only edge of that color leaving 1 (since Xl E C); hence 
(Xl) 4> = Xl here as well. 
Now suppose by induction that (Xi)4> = Xi and consider Xi+!' To fix the notation 
suppose i is odd. Then Xi E HI, Xi+l E H2, and their product XiXi+1 E H3. By hypothesis 
Hf=H2 (in case (a) this is the assumption, while in case (b) this is immediate since 
14> = 1), so (Xi+l) 4> E H2. We also have Xi+! EX;IH3. 
In case (a), (jJ is a group automorphism; hence (X;) 4> = Xi and Hf = H3 imply that 
(x;IH3) 4> = x;IH3 (the coset is also stabilized), so (Xi+I)4> E x;lH3' Thus (Xi+I)<P E H2 n 
xi lH3. But H2nH3= (1) by assumption, hence H2nxH3 has at most one element for 
any x (since if a, b EH2nxH3 then b-Ia EH2nH3= (1». Clearly, Xi+l EH2nX;IH3; 
therefore (Xi+I)<P = Xi+l' 
In case (b), (jJ is only a graph automorphism, so we use our additional assumptions as 
follows. First observe that XiXi+! = (xixi+,xil)Xi, and XiXi+IX;1 E H2 (since Xi+! E H2 and 
H2 is normal), so the vertex Xi is joined to the vertex XiXi+! by an edge of the color for 
H2. Since (Xi)<P = Xi by induction, this means that Xi is also joined to (XiXi+I)<P by an 
edge of color H2: hence (XiXi+I)<P is in the same coset of H2 as Xi (right or left coset 
since H2 is normal). But we also know that (XiXi+!)<P E H3 (the same coset of H3 as 1 
which is fixed). Thus (XiXi+I)<P E H3 n x j H2. But, as above, H3 n XiH2 has at most one 
element, and clearly it contains XiXi+l; thus (XiXi+!)<P = XiXi+!' Now we can proceed to 
Xi+! itself. Since Xi E HI, the vertex Xi+l is joined to the vertex XiXi+1 by an edge of 
color HI: hence (Xi+I)<P is in the same coset of HI as (XiXi+I)<P = XiXi+I' But also 
(Xi+I)<P E H2, so (Xi+I)<P E H2 n HIXiXi+1 = H2 n Hlxi+l which also contains at most one 
element (since Hl nH2= (1» and clearly contains Xi+l ; therefore (Xi+I)<P=Xi+I' 
Thus in both case (a) and case (b) we conclude that Xi+1 is also fixed, for i odd. But 
now observe that when i is even we can use exactly the same proof if we interchange 
HI with H2 and H3 with H4. Thus the induction is complete and the lemma is 
proved. 0 
PROOF OF THEOREM 2.6. Essentially the same proof as that used for part (a) above 
can be used to prove Theorem 2.6, as follows. First observe that, even though the four 
subgroups need not generate the entire subgroup lattice, they do generate certain 
elements of the lattice; specifically, they generate the subgroup Gn - l = 
(Xl' X2, ... , Xn-l) generated by all but the last of the n generators of G. Namely, if n 
is even then HI = (Xl> X3, ... , Xn-l) and H4 = (X2X3, X4X5, ... , Xn-~n-l)' so the join 
of HI and H4 is Gn-t> while if n is odd then H2 = (X2, X4, ... , Xn-l) and H3 = 
(XIX2, X3X4, ... , Xn-2Xn-l) so in this case the join of H2 and H3 gives Gn - l . Now, 
intersecting Gn - l with each of the original four subgroups gives us the corresponding 
198 L. Baba; et al. 
subgroups of Gn-l> and we can then repeat the process (or use induction) until we 
eventually get down to only one generator left, which shows that the cyclic subgroup 
(Xl) is in the sublattice of the subgroup lattice generated by the four subgroups HI, 
H2, H3 and H4 • Thus any endomorphism cP of G which leaves the quadruple invariant 
must send XI to some power of itself, say x~. Since G is abelian, there is a 'scalar 
endomorphism', say CPk, which sends every element y to yk; it only remains to show 
that cP agrees with CPk. If CPk were an automorphism then we could compose with its 
inverse to obtain an automorphism fixing Xl and then directly apply Lemma 6.3(a); but 
(as with Brenner's result) the same conclusion holds for an arbitrary endomorphism. 
We just use the same method of proof as given for part (a) above, except that we will 
be assuming (x;)</> = x~ and then showing (X;+l)</> = xL, using (X;+I)</> E Ht n 
(XiIH3)</> = H2 nxikH3 = {X~+l}. 0 
THEOREM 6.4. Any finitely generated abelian group G can be represented with five 
(colored) edge orbits and five vertex orbits. Thus mc(G) ~ 10. Also mt(G) ~ 5. 
PROOF. By Lemma 6.1 the hypotheses of Lemma 6.3(b) are satisfied (any subgroup 
of an abelian group is normal), so X(G, (1), 'Je, C) represents G, with 1'Je1 = 4 and 
ICI = 1; hence mt(G) ~ 5. Then, by Theorem 4.1, G can be represented with 
1'Je1 + ICI = 5 edge orbits and 1'Je1 + 1 = 5 vertex orbits, so mc(G) ~ 5 + 5 = 10. 0 
THEOREM 6.5. Any finite free group G of a variety of p-groups of class 2 can be 
represented with six (colored) edge orbits and six vertex orbits. Thus mc(G) ~ 12. Alm 
mt(G) ~ 6. 
PROOF. By Lemma 6.2 the hypotheses of Lemma 6.3(a) are satisfied, so miG) ~ 5. 
Then, by Theorem 3.4, we can conclude that mt(G) ~ mg(G) + 1 ~ 5 + 1 = 6, and 
specifically that X(G, (1), 'Je, C) represents G, where now I 'Jel = 5 (<P(G) in addition 
to the quadruple) and I CI = 1 so as above G can be represented with 6 edge orbits and 
6 vertex orbits, so mc( G) ~ 12. 0 
Thus we have proved that not only abelian groups but also certain highly non-abelian 
class 2 groups are 'good' (even 'very good'; see end of Section 2). The above lemmas 
(or further minor variations) could presumably also be applied to other similar types of 
groups, although perhaps not to any substantially larger class of groups. But in the next 
section we present an alternative way of extending these results to a much wider class 
of groups. 
7. GROUPS GENERATED BY A FEW GOOD SUBGROUPS 
The following theorem shows that groups generated by a bounded number of 'very 
good' subgroups are themselves very good (see end of Section 2 for the terminology). 
THEOREM 7.1. Suppose that the group G is generated by the subgroups 
HI, H2, ... ,Ht· Then mt(G) ~ t + ~j=l m,{HJ = ~j=l (1 + mt(~» ~ t(l + M), where 
M = max{mt(HI), ... , mt(Ht)}. 
PROOF. By definition of mt(Hj) there exist sets of subgroups ~ and sets of elements 
Cj such that X(~, (1), ~,Cj) represents ~ and I~I + ICjl =m,{~) (for eachj). Now 
let 'Je = (Uj=l ~) U {HI> H2 , ••• ,H,} and C = Uj=1 Cj • Then observe that X = 
X(G, (1), 'Je, C) contains as subgraphs each of the graphs Xj = X(Hj' (1), ~,Cj), 
and since 'Je also contains the subgroup ~, any automorphism of the graph X fixing 1 
induces an automorphism of the subgraph Xi (the perhaps additional edges on even 
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this subset of vertices only puts more restriction on the possible automorphisms). Thus 
any l/> E Aut(X) with 1 tI> = 1 must induce the identity on each of the subgraphs Xi (since 
by hypothesis they represent the subgroups Hi and, in particular, have regular 
automorphism group), hence l/> must fix each each element of each subgroup 11;, and 
thus it fixes a set of generators for G. Therefore X represents G by Proposition 3.5; so 
we have mt(G) ~ 1:Je1 + ICJ = t + ~j=l mt(II;). 0 
We do not yet know whether the corresponding statement with 'very good' replaced 
merely by 'good' (i.e. mt replaced by mt in the statement of the theorem) is also true, 
but nor do we know whether or not there even exist groups which are good but not 
very good (see Problem 8.6). In any case, the results of Section 6 proved that those 
groups were very good, so we have the following result: 
THEOREM 7.2. Any group which can be generated by a bounded number of finitely 
generated abelian groups can be represented with a bounded number of edge orbits (the 
second bound being (for a colored digraph) at most six times the first bound). And the 
same conclusion holds (with a factor of seven instead of six) if some of the generating 
subgroups are instead finite free class 2 groups of prime-power exponent. 
PROOF. Suppose that G is generated by subgroups HI, ... , Ho with each II; a 
finitely generated abelian group. Then by Theorem 6.4 we have m,(lI;) ~ 5 for each j. 
Thus, by Theorem 7.1, ml(G) ~ t(1 +5) = 6t. And then, by Theorem 4.1, mce(G) ~ 6t. 
For the second statement use Theorem 6.5 (in place of 6.4) in the same way. 0 
This proves that a wide class of groups is 'good'. Some examples follow. For the first, 
we use the following fact: 
FACI'. Every finite simple group can be generated by two elements. 
This is Theorem B of [1], which is proved using the classification of finite simple 
groups and by referring to Steinberg [44] for the groups of Lie type. 0 
COROLLARY 7.3. Any direct product G of an arbitrary finite number of arbitrary 
finite simple groups can be generated by two abelian subgroups; hence mt( G) ~ 12 and 
G can be represented with 12 (co!ored) edge orbits. 
PROOF. Suppose that G = 11 X T2 X .•• x Tn is a direct product of finite simple 
groups Tj. By the above Fact each Tj can be generated by two elements, say Xi and Yi' 
Let H1 =(XI,X2,""Xn) and H2=(YI,Y2, ... ,Yn)' Then HI and H2 are abelian 
groups, since each generator Xi commutes with each generator Xi since (for i *" j) they 
are in different direct factors, and likewise for Yi with Yi' But HI and H2 together 
contain generators for each factor hence they generate G. Thus G is generated by two 
finite abelian subgroups; hence, by Theorem 7.2, mt(G) ~ 12 and mce(g) ~ mt(G) ~ 
mt(G) ~ 12 (i.e. it has a representing digraph with at most 12 edge orbits). 0 
Next we consider some nilpotent groups. 
COROLLARY 7.4. If G is a finite class 2 group of prime exponent p such that [G, G] 
can be generated by t elements (although G itself may require arbitrarily many 
generators), then G can be generated by at most 2t abelian subgroups: hence 
mt(G) ~ 6·2t (so G can be represented with at most 6·2t (colored) edge orbits). So such 
groups with t bounded, in particular extra-special p-groups (where t = 1), have 
representations on a bounded number of edge orbits. 
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PROOF. Observe that if G is a class 2 group of exponent p then V = G /[ G, G) and 
W = [G, G) are abelian groups of exponent p and hence vector spaces over GF(p) , and 
the taking of commutators is then an alternating bilinear functio.n from V x V to W. In 
the case t = 1 when W is one-dimensional over GF(p) then the bilinear function is a 
bilinear form, and the theory of alternating bilinear forms (or the known structure of 
extra-special p-groups) implies that there are two complementary subspaces of Von 
which the form is trivial, and hence two abelian subgroups of G which together 
generate G. In the general case we can compose the bilinear function into W with 
projection onto one co-ordinate (onto a one-dimensional subspace of W) to obtain a 
bilinear form; then the two subspaces of V on which that form is trivial are each 
mapped (by the bilinear function) entirely into the complementary subspace of Wof 
one smaller dimension. Hence we can use induction on t to show that each of them are 
generated by 2t- 1 abelian subgroups and hence G is generated by 2t abelian subgroups. 
(Then we can apply Theorem 7.2 as before.) 0 
There are also some nilpotent groups of arbitrarily large class which are nevertheless 
generated by two abelian subgroups, in particular the groups of upper-triangular 
unipotent matrices over any finite field (that is, Sylow p-subgroups of GL(n, pe) for 
any positive integers n, e). This easily generalizes to most of the Chevalley groups (see 
Carter [12] for information about Chevalley groups; here we do not include the twisted 
groups): 
COROLLARY 7.5. Let G be a Sylow p-subgroup of a Chevalley group over a finite 
field of characteristic p, with p greater than the largest multiplicity of any bond in the 
corresponding Dynkin diagram (so p > 3 suffices for all Chevalley groups, while any 
p > 1 suffices for several cases). Then G is generated by two abelian subgroups (and 
hence can be represented with 12 (colored) edge orbits). 
PROOF. Since a Sylow p-subgroup is a maximal unipotent subgroup in a Chevalley 
group in characteristic p, the hypotheses on G are those of [43, Theorem 1] which 
imply that G is generated by the root subgroups XP1 for the fundamental roots 
PI, ... ,PI (in these cases the other positive root subgroups are not needed as 
generators). The Oynkin diagram is a bipartite graph (since it is a tree): hence the 
fundamental roots can be partitioned into two subsets, say III and II2 , such that no 
two roots in ~ are joined in the diagram, and hence any two roots in ~ are 
orthogonal, and hence the elements of Xr commute with those of Xs whenever r, s E ~ 
(j = lor 2). And each root subgroup Xr is abelian (isomorphic to the additive group of 
the field) , so the root subgroups for roots in ~ generate an abelian subgroup ~ of G 
(for j = 1, 2). Thus G is generated by two abelian subgroups (HI and H2)' 0 
We have now shown that many classes of finite groups can be generated by a 
bounded number of abelian subgroups and hence, by Theorem 7.2, are 'good'. Of 
course, many groups cannot be generated by a bounded number of abelian subgroups; 
for example, the free class 2 groups of prime exponent (where each abelian subgroup 
can contain at most one member of a minimal generating set, which may be arbitrarily 
large), but Theorem 6.5 shows that these groups are also 'good'. And among class 2 
p-groups we find 'good' groups at both extremes: the 'highly non-abelian' relatively 
free ones are good by Theorem 6.5 , while the 'nearly abelian' extra-special ones are 
good by Corollary 7.4; nevertheless, it turns out that 'typical' class two p-groups are 
not 'good' [23]. 
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8. OPEN PROBLEMS 
PROBLEM 8.1. Which classes of (finite) groups have a bounded number of subgroups 
and a bounded number of elements such that only the identity automorphism leaves 
the specified subgroups invariant and the specified elements fixed? 
This is a necessary condition for a CRR with bounded edge-partition number to exist 
(the case Gl = (1) of Proposition 3.3). This paper shows that several kinds of groups 
have this property, including the classes of groups generated by a bounded number of 
abelian subgroups (whereas [23] will show that class 2 p-groups do not), but what 
about others not considered here? (The same question could be asked for the general 
case where Gl need not be (1), but that question is less simple to state; see also 
Problem 8.6 below.) The question whether this necessary condition is also sufficient 
can be stated as follows: 
PROBLEM 8.2. Can all groups in a class satisfying the condition in Problem 8.1 be 
represented by graphs with a bounded number of edge orbits? 
The answer for finite p-groups is positive by Godsil's result, Theorem 3.4. 
CONJECTURE 8.3. Relatively free nilpotent groups can be represented by graphs 
with a bounded number of edge orbits. 
This is true for the case of p-groups of class 2 by Theorem 6.5; either or both of the 
assumptions 'p-group' and 'class 2' may be unnecessary. 
In another direction, what about dropping the individual elements from Problem 8.1 
and using only subgroups? Abelian groups always have 'scalar transformations' leaving 
all subgroups invariant, and by Theorem 2.6 every finitely generated abelian group has 
four subgroups which are left invariant by no other endomorphism. 
PROBLEM 8.4. Which (finite) groups have a non-trivial automorphism which leaves 
all subgroups invariant? 
We know that all abelian groups other than elementary abelian 2-groups (where the 
only scalar transformation is the identity) have this property, and so do the generalized 
dicyclic groups, defined as G = (A, x) where A is an abelian subgroup of index 2, x 
has order 4, and x-lax = a-l for every a eA [38,46). 
PROBLEM 8.5. Which classes of groups have a bounded number of subgroups such 
that only the identity automorphism (or endomorphism) leaves them invariant? 
Groups generated by a bounded number of elementary abelian 2-groups have this 
property. 
Finally, we mentioned earlier the question of whether or not there are 'good' groups 
which are not also 'very good' (see end of Section 2): 
PROBLEM 8.6. Is there any class of groups G for which allowing a non-trivial 
subgroup Gl to stabilize a vertex in each orbit (i.e. allowing CfRs and not just CRRs) 
changes the answer to whether G can be represented with a bounded number of edge 
orbits? 
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ADDED IN PROOF. The edge Minimum Conjecture, stated in the Introduction, has 
recently been confirmed [47]. 
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