Abstract-In this paper, a new method is proposed to obtain full-diversity, rate-2 (rate of two complex symbols per channel use) space-time block codes (STBCs) that are full-rate for multiple input double output (MIDO) systems. Using this method, rate-2 STBCs for 4 × 2, 6 × 2, 8 × 2, and 12 × 2 systems are constructed and these STBCs are fast ML-decodable, have large coding gains, and STBC-schemes consisting of these STBCs have a non-vanishing determinant (NVD) so that they are DMToptimal for their respective MIDO systems. It is also shown that the Srinath-Rajan code for the 4 × 2 system, which has the lowest ML-decoding complexity among known rate-2 STBCs for the 4 × 2 MIDO system with a large coding gain for 4-/16-QAM, has the same algebraic structure as the STBC constructed in this paper for the 4 × 2 system. This also settles in positive a previous conjecture that the STBC-scheme that is based on the Srinath-Rajan code has the NVD property and hence is DMT-optimal for the 4 × 2 system. Index Terms-Cyclic division algebra (CDA), fast-decodability, Galois group, multiple-input double-output (MIDO) systems, non-vanishing determinant (NVD), space-time block codes (STBCs).
I. INTRODUCTION AND BACKGROUND
Space-time block coding [1] has been continually evolving over the last decade. Beginning with the simple Alamouti code [2] for 2 transmit antennas, the evolution of space-time coding theory has resulted in the development of sophisticated fulldiversity codes from cyclic division algebras (CDAs) [3] - [7] for any number of transmit antennas. At one end are the rate-1 (see Definition 2) STBCs that are multi-group decodable (see, for example, [8] - [11] for a definition of multi-group decodable STBCs) and have relatively low maximum likelihood (ML)-decoding complexity while at the other end are raten t (for n t transmit antennas) full-diversity STBCs obtained from CDAs which have very high ML-decoding complexity. The usage of powerful tools from number theory has resulted in rate-n t (for n t transmit antennas) STBCs with high coding gains, and STBC-schemes (see Definition 5) employing these codes have a non-vanishing determinant (see Definition 6) so that they are diversity-multiplexing gain tradeoff (DMT)-optimal [6] for any number of receive antennas. Examples of such codes are the perfect codes [5] , [7] .
Recent interest has been towards asymmetric MIMO systems where the number of receive antennas n r is less than the number of transmit antennas n t . Such a scenario occurs, for example, in the downlink transmission from a base station to a mobile phone, and in digital video broadcasting (DVB) where communication is between a TV broadcasting station and a portable TV device (see, for example, [12] ). Of particular interest is the 4×2 MIDO system for which a slew of rate-2 STBCs have been developed [13] , [14] , [15] - [20] , with the particular aim of allowing fast-decodability (see Definition 7), a term that was first coined in [15] . Among these codes, those in [13] and [16] - [20] have been shown to have a minimum determinant that is bounded away from zero irrespective of the size of the signal constellation and hence STBC-schemes that consist of these codes have the NVD property and are DMT-optimal for the 4 × 2 MIDO system [21] . A generalization of fast-decodable STBC construction for higher number of transmit antennas has been proposed in [13] . STBCs from nonassociative division algebras have also been proposed in [22] .
The best performing code for the 4 × 2 MIDO system is the Srinath-Rajan code [14] which has the least ML-decoding complexity (of the order of M 4.5 for a square M-QAM) among comparable codes and the best known normalized minimum determinant (see Definition 4) for 4-/16-QAM. However, this code was constructed using an ad hoc technique and had not been proven to have a non-vanishing determinant for arbitrary QAM constellations. In this paper, we propose a novel construction scheme to obtain rate-2 STBCs which have full-diversity, and STBC-schemes that employ these codes have the NVD property. We then explicitly construct such STBCs for n t × 2 MIDO systems, n t = 4, 6, 8, 12 , and these codes are fast-decodable and have large normalized minimum determinants.
A. Contributions and Paper Organization
The contributions of this paper may be summarized as follows.
1) We propose a novel algebraic method to construct rate-2 STBCs with full-diversity. A highlight of our mathematical framework is that it is a generalization of the frameworks of [20] and [22] . 2) Using our construction methodology, we construct rate-2, fast-decodable STBCs for 4 × 2, 6 × 2, 8 × 2 and 12 × 2 MIDO systems. All these four STBCs have large normalized minimum determinants and fastdecodability (see Table I ). In addition, STBC-schemes that consist of these STBCs have the NVD property making them DMT-optimal for their respective MIDO systems. 3) We show that the Srinath-Rajan (SR) code [14] has the same underlying algebraic structure as the STBC constructed in this paper for the 4 × 2 system. This way, we prove the conjecture that the STBC-scheme based on the SR-code has the NVD property. This paper is organized as follows. Section II gives the system model, relevant definitions and a brief overview of CDAs. Section III builds the theory needed to obtain rate-2 STBCs, while Section IV deals with the construction of fast-decodable STBCs for 4 × 2, 6 × 2, 8 × 2 and 12 × 2 systems. The property of the constructed STBCs that allows fast-decodability is explained in Section V, and simulation results are given in Section VI. Concluding remarks constitute Section VII.
• The real and the imaginary parts of a complex-valued vector x are denoted by Re(x) and Im(x), respectively.
• |S| denotes the cardinality of the set S, and for a set T such that |T ∩ S| = 0, S \ T denotes the set of elements of S not in T .
• I and O denote the identity and the null matrix of appropriate dimensions.
• E(X) denotes the expectation of the random variable X.
• R, C and Q denote the field of real, complex and rational numbers, respectively, and Z denotes the ring of rational integers.
• Unless used as an index, a subscript or a superscript, i denotes √ −1 and ω denotes the primitive third root of unity.
• For fields K and F, K /F denotes that K is an extension of F (hence, K is an algebra over F) and [K : F] = m indicates that K is a finite extension of F of degree m.
• M n (K ) denotes the ring of n × n sized matrices with entries from a field K .
• Gal(K /F) denotes the Galois group of K /F, i.e., the group of F-linear automorphisms of K . If σ is any F-linear automorphism of K , σ denotes the cyclic group generated by σ .
• The elements 1 and 0 are understood to be the multiplicative identity and the additive identity, respectively, of the unit ring R in context.
• im( ) denotes the image of the map .
II. SYSTEM MODEL AND DEFINITIONS
We consider an n t transmit antenna, n r receive antenna MIMO system (n t × n r system) with perfect channel-state information available at the receiver (CSIR) alone. The channel is assumed to be quasi-static with Rayleigh fading. The system model is
where Y ∈ C n r ×T is the received signal matrix, S ∈ C n t ×T is the codeword matrix that is transmitted over a block of T channel uses, H ∈ C n r ×n t and N ∈ C n r ×T are respectively the channel matrix and the noise matrix with entries independently and identically distributed (i.i.d.) circularly symmetric complex Gaussian random variables with zero mean and unit variance. The average signal-to-noise ratio (SNR) at each receive antenna is denoted by ρ. It follows that
A space-time block code (STBC) S of block-length T for an n t transmit antenna MIMO system is a finite set of complex matrices of size n t × T. Throughout this paper, we consider linear STBCs [24] encoding symbols from a complex constellation A q which is QAM or HEX. An M-PAM, M-QAM and M-HEX constellation, with M = 2 a , a even and positive, are respectively given as
Assuming that A q is M-QAM or M-HEX, the symbols s i encoded by the STBC are of the form s i s i + βš i , with s i ,š i ∈ √ M-PAM and β = i or ω depending on whether A q is M-QAM or M-HEX, respectively. Therefore, the STBC S is of the form
where S i , i = 1, 2, · · · , |A q | k , are the codeword matrices, and A j andǍ j are complex weight matrices of the STBC. We assume that the average energy of A q is E units. Noting the symmetry of both M-QAM and M-HEX, we have E(
is said to be a space-time lattice code [13] , and its generator matrix G is given as
where for a matrix
and for a complex column vector
Definition 2: (STBC Rate) The rate of an STBC is
complex symbols per channel use, where G is the generator matrix of the STBC. The STBC is said to encode Rank(G)/2 independent complex symbols. An STBC having a rate of min(n t , n r ) complex symbols per channel use is said to be a full-rate STBC.
Definition 3: (Cubic Shaping) If the generator matrix G has column orthogonality, the space-time lattice code is said to have cubic shaping [13] .
Among STBCs transmitting at the same rate in bits per channel use (the bit rate of S is log 2 |S| T bits per channel use), the metric for comparison that decides their error performance is the normalized minimum determinant which is defined as follows.
Definition 4: (Normalized minimum determinant) For an STBC S = {S i , i = 1, · · · , |S|} that satisfies (2), the normalized minimum determinant δ min (S) (with T = n t ) is defined as
For full-diversity STBCs, δ min (S) defines the coding gain [1] , with the coding gain given by δ min (S) 1 n t . Between two competing STBCs, the one with the larger normalized minimum determinant is expected to have a better error performance.
Note 1: When the average energy of transmission in each time slot is uniform, then the energy constraint given by (2) implies that E( s i
2 ) = 1, ∀i = 1, · · · , T, where s i denotes the i th column of a codeword matrix.
Definition 5: (STBC-scheme [23] ) An STBC-scheme X scheme is defined as a family of STBCs indexed by ρ, each STBC of block length T so that X scheme = {S(ρ)}, where the STBC S(ρ) corresponds to an average signal-to-noise ratio of ρ at each receive antenna.
For STBC-schemes that consist of linear STBCs employing complex lattice constellations, the weight matrices define the STBC-scheme. The weight matrices are fixed and the size and average energy of the signal constellation are allowed to vary in accordance with ρ. Associated with such linear STBC-schemes is the notion of non-vanishing determinant (NVD).
Definition 6: (Non-vanishing determinant [4] ) A linear STBC-scheme X scheme , whose STBCs are defined by weight matrices {Ā i ,Ǎ i , i = 1, · · · , k} and employ complex constellations that are finite subsets of an infinite complex lattice A L , is said to have the non-vanishing determinant (NVD) property
With respect to ML-decoding, if the STBC transmits k complex symbols in T channel uses where the symbols are encoded from a suitable complex constellation of size M, an exhaustive search requires performing O M k operations (O() stands for "big O of") because the k symbols have to be jointly evaluated. However, some STBCs allow fastdecodability which is defined as follows.
Definition 7: (Fast-decodable STBC [15] ) Consider an STBC encoding k complex information symbols from a complex constellation of size M. If the ML-decoding of this STBC by an exhaustive search involves performing only O (M p ) computations, p < k, the STBC is said to be fast-decodable.
For more on fast-decodability, one can refer to [14] , [15] .
A. Cyclic Division Algebras
A cyclic division algebra (CDA) A of degree n over a number field F is a vector space over F of dimension n 2 . The centre of A, denoted by Z (A) and defined as
is the field F itself, and there exists a maximal subfield K of A such that K is a Galois extension of degree n over F with a cyclic Galois group generated by a cyclic generator τ . A is a right vector space over K and can be expressed as
for any divisor (in Z) p of n with 1 ≤ p < n. The CDA A is denoted by (K /F, τ, γ ) . A has a matrix representation in M n (K ). This means that there exists an injective ring homomorphism from A to the matrix ring M n (K ), described as follows. The map
for a ∈ A is called the left regular map, and there exists an injective ring homomorphism (specifically, an isomorphism) from A to the ring = {λ a | a ∈ A}, given by
Since every nonzero element of A is invertible, im( ) with the exception of the zero map consists of invertible maps from A to itself. Each λ a ∈ is a K -linear transformation of the right K -vector space A, and hence is associated with a matrix in M n (K ). In particular, λ a , where a = a 0 + ia 1 + · · · + i n−1 a n−1 ∈ A with a i ∈ K , is associated with the matrix F a ∈ M n (K ) which is the matrix representation of λ a and is given as
It follows that
The ring homomorphism (it can be easily checked that it is indeed a ring homomorphism)
is injective, and so is the ring homomorphism
Since A is a division algebra, so is im( • ), and hence, every nonzero matrix of the form shown in (7) is invertible. It is known that [27] 
For more on CDAs, one can refer to [3] , [27] , and references therein.
B. STBCs From CDA
In this section, we review some known techniques to obtain full-diversity STBC-schemes with a non-vanishing determinant and large coding gain. 
A codeword matrix of STBCs from CDA has n t layers [5] 
is scaled unitary, i.e., RR H = λI for some λ ∈ R (the scalar 1/ √ λ is the normalizing factor for R to ensure that the energy constraint is satisfied). Further γ is generally chosen such that |γ | 2 = 1. The perfect codes, which employ these techniques, have among the largest known coding gains in their comparable class.
Note 2: In literature, certain spherically-shaped codes built from non-orthogonal maximal orders [29] - [31] and shaping lattices [32] have larger coding gains than the perfect codes. Notably, the Golden+ code [29] , a spherically-shaped STBC, has better coding gain than the well-known Golden code for 2 transmit antennas which is a linear STBC with cubic shaping. The decoding of spherically-shaped STBCs can be performed either by a modified sphere-decoder [33] or by employing sphere-encoding together with MMSE-GDFE [32] which also effectively results in ML performance.
III. MATHEMATICAL FRAMEWORK
Let F and L be two distinct number fields and K a Galois extension of both F and L such that
We consider a non-commutative ring M A which is an n-dimensional bimodule over A (i.e., both a left A-module and a right A-module), but we will treat M A as a right A-module in this paper. The structure of M A is as follows. We denote the elements of the basis of
where
for
We further assume that γ ∈ L so that τ (γ ) = γ . With this assumption and the fact that σ and τ commute, we have
Now, forcing the relation i a i b = i a+b for positive integral values of a and b, (10) implies that γ M i = iγ M so that γ M is invariant under ϒ. Hence, we require γ M to be of the form a 0 + ja 1 
In this paper, we only consider the case where
which is known to be a division algebra and is a subalgebra of Hamilton's quaternions. Next consider the Galois extension Q(i, √ 2)/Q(i ) whose Galois group is {1, τ } with τ :
. In M A , we seek conditions under which every element of the form A 0 + iA 1 has a unique right inverse, i.e., for every element of the form A 0 + iA 1 
Towards this end, we make use of the following lemma.
Lemma 1: A nonzero element A of M A , when it has a right inverse, has a unique right inverse if and only if it is not a left zero divisor, i.e., there exists no nonzero element B ∈ M A such that AB = 0.
Proof: If A is not a left zero divisor, the uniqueness of the inverse follows, for if AB = 1 and AB = 1, then A(B−B ) = 0 ⇒ B = B . Conversely, if A has a unique right inverse, it is not a left zero divisor, for if AB = 1 and AC = 0 for some
In the following theorem which is a generalization of 
The proof of Theorem 1 is given in Appendix A. Case 1: The condition in (13) is also necessary and sufficient for any element of the form It is to be noted from (9) that ij = ji. So, we have the following possibilities for γ M and γ
In this case, M A is never an associative algebra over L ∩ F and hence does not have a matrix representation, for if M A is an associative algebra over L ∩ F with γ M / ∈ L ∩ F, then we have ji n = i n j due to commutativity of i and j, but (ji
n j, leading to a contradiction. In this paper, we consider the case
Even though M A is now nonassociative and does not have a matrix representation, we still can make use of Theorem 1 to obtain invertible matrices, which are desirable from the point of view of constructing full-diversity STBCs. In this direction, we arrive at the following result.
The proof of Lemma 2 is given in Appendix B. We make use of Lemma 2 to obtain the following result.
Theorem 2: Let M A be such that any element of the form A 0 + iA 1 has a unique right inverse, and let A 0 and A 1 be matrix representations of A 0 and A 1 , respectively, in M m (K ). Consider the matrix
Then,
The proof of Theorem 2 is given in Appendix C.
For the case where n = 2 so that [34] . So, M A is a nonassociative division algebra. However, the map
is not to be confused to be an injective homomorphism, even though im( ) excepting the zero matrix consists of invertible matrices. This is because M A is not an associative algebra. However, it is natural to wonder whether im( ) is obtained as a matrix representation of some associative division algebra. We establish as follows that this is not the case. Firstly, im( ) is not an algebra since is not closed under multiplication. To see this, let A, B, C, and D be matrix
is not a subset of some division algebra. To see this, let
Clearly, E, F ∈ im( ), but E 2 − F is nonzero and singular, and so im( ) cannot be a subset of a division algebra.
Note 3: While im( ) is not obtained as a matrix representation or a subset of some division algebra, there is still a possibility that it can be obtained as a representation or a subset of some central simple (not necessarily division) algebra.
The mathematical frameworks considered in [20] and [22] to obtain full-diversity STBCs are special cases of our framework, and are briefly described in the following subsections. [20] In [20] , a CDA A = (K /F, σ, γ ) (m even), an Galois L-automorphism τ such that τ 2 = 1, (with the possibility of τ belonging to σ ), and an element (11)), are used to obtain full-diversity STBCs with fast-decodability for 2m × 2 MIDO systems. The STBCs are obtained using the following map
B. The Full-Diversity STBC Construction Technique of
where A and B are matrix representations of A and B in M m (K ). The difference between this method and our method is in the choice of γ M which for our case does not belong to F. Though not explicitly mentioned in [20] , M A = {A + iB | A, B ∈ A}, with all the rules of multiplication as specified in the beginning of this section, is an associative division algebra since it contains no zero divisors. The centre Z (M A ) and maximal subfield M of M A are as follows.
So, the map
actually defines an injective homomorphism, and im( γ M ) is a matrix representation of the division algebra M A in M 2m (K ).
C. The Full-Diversity STBC Construction Technique of [22]
In [22] , nonassociative quaternion division algebras are used to obtain rate-2 STBCs for 2 transmit antennas and rate-1 STBCs for 4 transmit antennas. The required nonassociative quaternion division algebra is constructed using a number field L and its quadratic extension
the algebra is an associative quaternion algebra). Note that this is a special case of our proposed method, with n = 2, m = 1, A = K , with the only difference being that γ M ∈ K \ L. Such a case is also included in our framework (see (10) ), but the resulting algebra is clearly also not power associative 2 
A nonassociative algebra is division if and only if it has no zero divisors [34] . It is easy to see that Cay(K , γ M ) is a division algebra for if it were not, it would contain zero divisors so that aτ (a) = γ M for some a ∈ K but γ M ∈ K \ F and aτ (a) ∈ L, contradicting the fact that aτ (a) = γ M . The invertibility of the obtained matrices (nonzero) which are of the form in (14) with n = 2, m = 1, follows from Theorem 2.
IV. STBC CONSTRUCTION

A. General Design Procedure
The general scheme to obtain invertible matrices as codewords of an STBC for nm transmit antennas is as follows. 1) L is chosen to be either Q(i ) or Q(ω), the reason being that a finite subset of Z[i ] is the QAM constellation and that of Z[ω] is the HEX constellation, both of practical significance. 2) A cyclic division algebra A = (K /F, σ, γ ) of degree m over a number field F with F = L, and an element γ M are chosen such that a) K /L is a Galois extension of degree n with 
From the point of view of space-time coding, each codeword matrix of the STBC constructed using the proposed method has the structure shown in (14) where A 0 and A 1 specifically have the structure given in (15) Proposition 1: The rate of the STBC whose codeword matrices have the structure given in (14) is 2 complex symbols per channel use.
Proof: The STBC encodes 2nm independent complex symbols in nm channel uses, hence allowing a rate of 2 complex symbols per channel use.
Proposition 2: The STBC-scheme that is based on the STBCs constructed using the proposed method has the NVD property if
Proof: While our proposed scheme can be applied to a wide range of MIMO configurations, we illustrate its application to 4 MIDO configurations 3 -4 × 2, 6 × 2, 8 × 2 and 12 × 2 systems. The reason for choosing these 4 configurations is easy to see -the existence of perfect codes [5] for 2, 3, 4, 6 transmit antennas and the Alamouti code for 2 transmit antennas. The perfect codes of [5] are known for their large coding gain while the Alamouti code has the least ML-decoding complexity among STBCs from CDAs in addition to having the best coding gain among known rate-1 codes for the 2 × 1 system. We wish to combine the advantages of both these STBCs and so, we focus on the four mentioned MIDO systems. The STBC design procedure for these four MIMO configurations is briefly outlined as follows, and explicit code constructions are presented in the following subsections. For n t = 4, 8, we choose L to be Q(i ) while for n t = 6, 12, we choose L to be Q(ω). K and γ M are respectively chosen to be the maximal subfield and the non-norm element of the division algebra used to construct the perfect codes for n t /2 transmit antennas. So, K is of the form L(θ ), θ ∈ R. Next, A is chosen to be A = (K /Q(θ ), σ : i → −i, −1) which is a subalgebra of Hamilton's quaternion algebra A H = (C/R, σ : i → −i, −1). The explicit code construction is illustrated in the following subsections.
B. 4 × 2 MIDO System
is the CDA used to construct the Golden code for 2 transmit antennas. A is chosen to be
. The STBC for the 4×2 system (unnormalized with respect to SNR) obtained upon application of the construction scheme depicted in the previous section is given as
, and {α, αθ } is now a basis of a principal ideal of O K generated by α. We now wish to prove that the STBC-scheme that is based on S 4×2 has the NVD property. To do so, it is sufficient from Proposition 2 to prove that
The proof of Proposition 3 is given in Appendix D. So, S 4×2 is a rate-2 STBC with full-diversity and equipped with the property of non-vanishing determinant. 
with the complex symbols
, from a suitable QAM constellation). Denoting tan −1 (2)/2 by θ g , we have
where θ = (1 + √ 5)/2. So, it is easy to work out that
and it is easy to observe that a codeword matrix S of S 4×2 constructed in this subsection has the structure S = S D 1 where S has the same algebraic structure as S in (16) and
] (the scaling factor of 1/ √ 5 is for energy equalization). Clearly, the SR-code and S 4×2 have the same underlying algebraic structure and hence the same minimum determinant (this follows from the fact that |det (D)| = |det (D 1 )| = 1/5) and ML-decoding complexity. This also establishes that the STBC-scheme that is based on the SR-code has the NVD property, which had been previously only conjectured.
C. 6 × 2 MIDO System
For this MIDO configuration, we choose L = Q(ω), K = Q(ω, θ ) and γ M = ω, where θ = ζ 7 + ζ −1 7 = 2 cos 2π 7 with ζ 7 denoting the primitive 7 th root of unity.
Note that (Q(ω, θ )/Q(ω), τ, ω)
is the CDA used to construct the perfect code for 3 transmit antennas [5] with τ given by τ :
It is to be noted that γ M = ω / ∈ Q(θ ). The rate-2 STBC (unnormalized with respect to SNR) for 6 transmit antennas is given by
To prove that the STBC-scheme which is based on S 6×2 has the NVD property, it is sufficient to prove that
The proof of Proposition 4 is on similar lines to that of Proposition 3 and given in Appendix E. So, the minimum determinant of the unnormalized code is at least 1. However, the perfect code for 3 antennas has its entries from a principal ideal in O K generated by θ 1 . So, the minimum determinant is |N K /L (θ 1 )| 4 = 7 2 = 49. When the constellation used is M-HEX (so that the difference between any two signal points is a multiple of 2), after taking into account a normalization factor of 1/ 4E(|θ 1 
, (Q(i, θ)/Q(i ), τ, i )
is the CDA used to construct the perfect code for 4 transmit antennas [5] . Next, A is chosen to be (Q(i, θ)/Q(θ ), σ, −1). It is to be noted that γ M = i / ∈ Q(θ ). The rate-2 STBC (unnormalized with respect to SNR) for 8 transmit antennas is given by
Here, {θ 1 , θ 2 , θ 3 , θ 4 } is a basis [5] of a principal ideal in O K generated by θ 1 , where
To prove that the STBC-scheme which is based on S 8×2 has the NVD property, it is sufficient from Proposition 2 to prove that
The proof of Proposition 5 is given in Appendix F. 
E. 12 × 2 MIDO System
We choose L to be Q(ω), and K = Q(ω, θ ), γ M = −ω, where θ = ζ 28 + ζ −1 28 = 2 cos π 14 with ζ 28 denoting the primitive 28 th root of unity. With τ given as τ :
is the CDA used to construct the perfect code for 6 transmit antennas [5] .
A is chosen to be (Q(ω, θ )/Q(θ ), σ, −1). It is clear that
The rate-2 STBC (unnormalized with respect to SNR) for 12 transmit antennas is shown in (17) at the top of the next page with ⎡ 24 , and R, defined by (8) , is obtained from [5] and shown in (18) at the top of the next page.
As done for the previous STBCs, to prove that the STBC-scheme that is based on S 12×2 has the NVD property, it is sufficient to show that
The proof of Proposition 6 is provided in Appendix G. 
1) Minimum Determinant: From Corollary 1, the minimum determinant of the unnormalized code is 1. Since the entries of the perfect code for 6 antennas are not in a principal ideal, a lower bound on the minimum determinant of the unnormalized code is 1. It can be checked that the norm of each row of R is √ 14. So, taking into account a normalization factor of 1/ √ (4)(14)E = √ 56E, the normalized minimum determinant of S 12×2 whose symbols take values from M-HEX is at least
.
Note 5: Among the four STBCs constructed, S 4×2 and S 8×2 have orthogonal generator matrices (see Definition 1 and Definition 3) and hence have cubic shaping while the other two codes do not.
V. ML-DECODING COMPLEXITY
In this section, we analyze the ML-decoding complexity of the constructed STBCs as a function of the constellation size M which is assumed to be a square integer. Consider the ML-decoding metric given by Y − √ ρHS 2 which is to be minimized over all possible codewords S ∈ S. We have
of a number field K which is a Galois extension of degree n over Q(i ) (respectively Q(ω)) with Galois group τ . If θ i , i = 1, · · · , n, are of the form θ i = αθ i where α ∈ C and θ i ∈ R, then S is 1) four-group decodable if s ki take values from QAM.
2) two-group decodable if s ki take values from HEX. Proof: The proof is trivial and follows from the argument preceding the proposition.
Following Proposition 7, the ML-decoding complexity of the codes constructed in this paper is easy to analyze. We express a codeword matrix of the STBC as
, and
Both S(A 0 ) and S(A 1 ) contain n t complex information symbols each. So, calculations (for n t = 6, 12). Therefore, the overall ML-decoding complexity of the STBCs is
In addition, hard-limiting (see [14] for details) further reduces the overall ML-decoding complexity by a factor of √ M. Table I captures the salient features of the constructed codes along with their comparison with some of the best known STBCs.
VI. COMPARISON WITH EXISTING STBCS
We compare the performance of the STBCs constructed in this paper with some of the best known STBCs.
A. 4 × 2 MIDO System
As rival codes for S 4×2 , we consider the following four STBCs -the punctured perfect code for 4 transmit antennas (two of its layers have zero entries), the BHV code [15] , the rate-2 STBC called A 4 code which is obtained in [13, Section VIII-A], and a new STBC obtained by puncturing C 4 [35] . A 4 has been shown [13] to be the best performing code among all the linear STBCs proposed in [13] for the 4 × 2 MIDO system. The fourth rival code is obtained from C 4 by simply puncturing the symbols corresponding to the basis elements ζ 2 5 and ζ 3 5 , i.e., the entries of the first column of the codeword matrices are of the form s i1 + s i2 ζ 5 . This STBC has the best coding gain which can be explicitly calculated and is shown in Table I . Even though the BHV code is not a full-diversity STBC, it is considered here since it is the first fast-decodable STBC proposed for the 4 × 2 system, having an ML-decoding complexity of O(M 4.5 ) for square M-QAM. We have not considered the other fulldiversity STBCs proposed in [16] - [20] since these codes have not been constructed with a focus on coding gain but only with an intention of having fast-decodability with a proven NVD. The constellations used in our simulations are 4-QAM and 16-QAM. Fig. 1 reveals that S 4×2 has the best error performance among all codes under comparison, although punctured C 4 has the best coding gain. This can possibly be attributed to the multiplicity of the minimum determinant -the number of codeword-difference matrices whose squared absolute value of determinant is the actual minimum determinant. We believe that punctured C 4 has more such pairs since it is obtained by puncturing C 4 and our method of puncturing might not be efficient. Punctured C 4 loses only slightly to S 4×2 and these two codes beat the other three STBCs for both 4-and 16-QAM.
B. 6 × 2 MIDO System
For this system, the rival codes for S 6×2 are the punctured perfect code for 6 antennas [5] (4 layers punctured), punctured C 6 [35] , and two versions of the VHO-code for 6 transmit antennas [13, Section X-C]. C 6 is obtained from the CDA (Q(ω, ζ 7 )/Q(ω), τ : ζ 7 → ζ 3 7 , −ω), where ζ 7 is the primitive 7 th root of unity. The entries of the first column of the codeword matrices of the punctured C 6 are of the form s i1 + s i2 ζ 7 , s i j ∈ M-HEX. The VHO-code for 6 transmit antennas is a rate-3 STBC obtained from the CDA Q(ζ 7 /Q, σ : ζ 7 → ζ 3 7 , −3/4). The first version of the VHO-code for the 6 × 2 system is obtained by puncturing the rate-3 VHO-code to obtain a rate-2 STBC, with the method of puncturing as depicted in [13, . This STBC has an ML-decoding complexity of O M 8.5 . The second version of the rate-2 VHO-code is obtained by using the Q-basis of Q(ζ 7 ) to be {ζ 7 + ζ 6 7 , ζ 7 − ζ 6 7 Fig. 2 shows that S 6×2 , the punctured perfect code, and the first version of the VHO-code (marked as "VHO-code-Puncturing 1" in the figure) have a very similar error performance. The second version of the VHO-code has poorer error performance but lower ML-decoding complexity. The best performance is that of punctured C 6 which has the largest normalized minimum determinant.
VII. DISCUSSION
In this paper, we proposed a new method to obtain fulldiversity, rate-2 STBCs from nonassociative algebras. We then constructed rate-2, fast-decodable STBCs for 4 × 2, 6 × 2, 8 × 2 and 12 × 2 systems which have large normalized minimum determinants, and STBC-schemes consisting of these STBCs have a non-vanishing determinant (NVD) so that they are DMT-optimal for their respective MIDO systems. We also showed that the Srinath-Rajan code has the same algebraic structure as the STBC constructed in this paper for the 4 × 2 system, thereby proving a previous conjecture that the STBC-scheme based on the Srinath-Rajan code has the NVD property and hence is DMT-optimal for the 4×2 system. However, there is still scope for improvement. Firstly, with the exception of the STBC for 4× 2 MIDO system, the remaining STBCs in this paper have a lot of zero entries and naturally, there is the issue of high peak to average power ratio (PAPR) which needs to be lowered. Secondly, it is natural to seek conditions that enable the construction of higher rate codes (rate > 2) with high coding gain and fast-decodability on the lines of the STBCs constructed in this paper. These are the possible directions for future research.
APPENDIX A PROOF OF THEOREM 1
From Lemma 1, we know that A 0 + iA 1 , when it has a right inverse, has a unique right inverse if and only if it is not a left zero divisor. To prove the theorem, we first show that any element A 0 + iA 1 ∈ M A is a left zero divisor if and only if equality holds in (13) . Following this, we show the existence of the right inverse to complete the proof of the theorem.
Suppose that A 0 + iA 1 is a left zero divisor of an element
Since A 0 and A 1 are from A which is a CDA, we can assume that neither of A 0 and A 1 is zero since otherwise the unique right inverse always exists. Now, from our assumption,
So, noting that A 1 is invertible with its right inverse denoted by A −1 1 (also its left inverse as elements of a CDA have the same left and right inverses), we have
From (19) , (20) and the fact that A 0 = 0, it is clear that B i = 0, i = 0, 1, · · · , n − 1. Solving (20) , we arrive at
So, elements of the form A 0 + iA 1 are left zero divisors if and only if (21) is satisfied. Therefore, if no C ∈ A satisfies (21), any element of the form A 0 + iA 1 has a unique right inverse which can be computed by equating the left hand side of (19) with 1. The resulting right inverse is obtained to be B = B 0 + iB 1 + · · · + i n−1 B n−1 where
and A 0 = A 0 A −1
1 . This completes the proof of Theorem 1.
APPENDIX B PROOF OF LEMMA 2
For convenience, we denote Cϒ(C)ϒ 2 (C) · · · ϒ n−1 (C) by N C ∈ K m×m . We first note that N C − γ M I is not invertible if and only if γ M is an eigenvalue of N C . This is because if γ M is indeed an eigenvalue of N C , then N C x = γ M x so that N C − γ M I is not full-ranked. Conversely, if N C − γ M I is not full-ranked, we have γ M to be one of its eigenvalues. We now proceed to prove that γ M is not an eigenvalue of N C when
Suppose that γ M is an eigenvalue of N C . We first establish that the eigenvector of N C associated with γ M has entries 5 in K . Since γ M is an element of the maximal subfield K , the entries of the rank-deficient matrix N C − γ M I are all elements of K . Hence, N C −γ M I can be viewed as the matrix of a linear transformation from the m-dimensional vector space K m×1 (over K ) to itself with the kernel of the transformation being nontrivial and consisting of the eigenvectors of N C associated with γ M . We choose one such eigenvector and denote it by e. So, we have
Now, we note that N C is also obtained by left regular representation [27] as the matrix of the linear transformation
Observing that any element of A can be expressed as
, with e defined in (25) . So,
where (26) is by definition of left regular representation, (27) is due to (25) , and (28) follows by noting that γ M is an element of K . Hence, E −1 N C E = γ M . Since we have denoted Cϒ(C)ϒ 2 (C) · · · ϒ n−1 (C) by N C , we have
where C E −1 Cϒ(E) and (29) is obtained using (11) and (12) and also noting that (ϒ(E)) −1 = ϒ(E −1 ) (since ϒ(E)ϒ(E −1 ) = ϒ(E E −1 ) = 1). But (29) leads to a contradiction since there exists no C ∈ A such that Cϒ(C)ϒ 2 (C) · · · ϒ n−1 (C) = γ M . Therefore, γ M is never an eigenvalue of Cϒ(C)ϒ 2 (C) · · · ϒ n−1 (C) which proves Lemma 2. 5 In general, for any square matrix with entries from a field K , its eigenvalues and the entries of the associated eigenvectors need not be in K but will be in the algebraic closure of K . 
B n−1 (−1)
B n−k (−1) P(i, j ) denote the (i, j ) th entry of a matrix P. Consider permutation matrices P 1 and P 2 whose nonzero elements are 
Therefore, with diagonal matrices G 1 and G 2 whose nonzero diagonal elements are defined as
we observe that
Therefore, det (M) = det (ϒ(M))
since det (G 1 )det (G 2 ) = 1 and P 1 and P 2 are permutation matrices. As a result, det (M) ∈ L.
APPENDIX D PROOF OF PROPOSITION 3
Let A = a + jb, a, b ∈ Q(i, √ 5). Suppose that
