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The response of physical systems to external perturbations can be used to probe both their
equilibrium and non-equilibrium dynamics. While response and correlation functions are related
in equilibrium by fluctuation-dissipation theorems, out of equilibrium they provide complementary
information on the dynamics. In the past years, a method has been devised to map the quantum
dynamics of an isolated extended system after a quench onto a static theory with boundaries in
imaginary time; up to now, however, the focus was entirely on symmetrized correlation functions.
Here we provide a prescription which, in principle, allows one to retrieve the whole set of relevant
dynamical quantities characterizing the evolution, including linear response functions. We illustrate
this construction with some relevant examples, showing in the process the emergence of light-cone
effects similar to those observed in correlation functions.
PACS numbers: 05.70.Ln,05.30.Rt,67.85.-d,75.40.Gb
I. INTRODUCTION
Motivated by significant experimental advances in en-
gineering and manipulating ultra cold atomic systems
in optical lattices1, the coherent dynamics of thermally
isolated, spatially extended quantum systems has been
recently the subject of intense theoretical and experi-
mental investigation2. Perhaps the simplest protocol for
studying dynamical properties is the so-called quantum
quench: the system is prepared at time t = 0 in the
ground state |ψ0〉 of a certain Hamiltonian H0 and then
one lets it evolve according to a globally different Hamil-
tonian H.
Time-dependent correlation functions of suitable
quantities after the quench reveal important features of
the dynamics of the system: they not only form the nat-
ural basis of its theoretical description3–9 but are also
experimentally accessible10–12. In particular, the qualita-
tive behavior of correlation functions can be understood
in terms of entangled quasiparticles of H which are gen-
erated upon quenching and which propagate across the
system with a finite speed4,5, giving rise to the ”light-
cone effects” observed in experiments10–12. In addition,
some features of correlation functions at large distances
and late times are largely independent of the specific
Hamiltonian H, i.e., they are universal, as long as H
is sufficiently close to quantum critical points4,5. The
consequences of H being critical13 (with dynamic ex-
ponent z = 1) are particularly important in one space
dimension because the underlying conformal symmetry
of the problem constrains the functional form of the
time-dependent correlation functions. These conclusions
were drawn by mapping the dynamics after the quench
of the d-dimensional system onto the static behavior of
a d + 1-dimensional near-critical system confined in a
slab with proper boundary conditions, which can be an-
alyzed via renormalization-group (RG) arguments4,5. In
doing so, one can take advantage (see, e.g., Ref. 14) of
the available knowledge about the thermodynamics and
structural properties of statistical systems confined by
boundaries15–17 within slabs of finite thickness18.
Within this framework, imaginary time is nothing but
a spatial coordinate and therefore the expectation values
which can be calculated via this approach are typically
symmetric upon exchanging times and they appear un-
able to encode the causality inherent to any dynamical re-
sponse, as the latter has to vanish whenever the external
perturbation is applied later than the time at which its ef-
fects on the system are measured. This would constitute
a serious limitation, since the time-dependent (linear) re-
sponse of the system to external perturbations provides
a direct and natural way to probe its dynamics. In ther-
mal equilibrium, response functions are related to dy-
namic correlations by fluctuation-dissipation relations19
and therefore they actually provide no independent in-
sight into the dynamics. This is no longer the case out of
equilibrium where, instead, they can be used in order to
probe the eventual thermalization or to define effective
temperatures in classical20 and quantum21–24 systems.
Accordingly, a thorough theoretical and experimental de-
scription of the dynamics out of equilibrium necessarily
requires a joint study of correlations and response func-
tions. In spite of their relevance, however, response func-
tions after a quantum quench have received so far less
attention than correlation functions, having been stud-
ied analytically or numerically only in few cases7,9,21–23.
In addition, as anticipated above, it would appear that
they cannot be retrieved theoretically from the aforemen-
tioned mapping to imaginary time.
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2Here we show that this is not the case and, as a mat-
ter of fact, we provide a prescription for determining
any of the dynamical (causal) functions emerging within
the Keldysh formalism — which was developed in the
60s25 for studying non-equilibrium processes in many-
body systems26. While the mapping onto the slab re-
lies on a path-integral formalism involving an integration
along imaginary times, the Keldysh formalism is formu-
lated entirely in real times, but it requires the time inte-
grals to be performed along a closed temporal contour, as
discussed further below. As applications, we discuss the
response function of generic systems in d = 1 quenched
at their critical points which follows from conformal field
theory, exemplified with the Ising universality class. In
d > 1 we briefly consider the relevant case of the Gaus-
sian model, i.e., the continuum limit of a d-dimensional
lattice of (linearly-coupled) harmonic oscillators.
II. MAPPING TO IMAGINARY TIMES
The expectation value 〈O(t)〉 = 〈ψ0|eiHtOe−iHt|ψ0〉 of
an observable O at time t, can be obtained from4,5
〈O(t)〉 ≡ Z−1〈ψ0|eiHt−H O e−iHt−H |ψ0〉, (1)
as  > 0 vanishes, where Z = 〈ψ0|e−2H |ψ0〉 ensures nor-
malization. (The possible dependence of O on the spatial
coordinates is understood.) The factors e−H , introduced
in order to ensure the convergence of the path-integral
representation of 〈O(t)〉, can be regarded as evolution
operators “advancing” the time by −i along the imagi-
nary axis. 〈O(t)〉 can thus be expressed as∫
Dφ 〈ψ0|φ(−i)〉〈φ(i)|ψ0〉 〈φ(t)|O|φ(t)〉 ei
∫
γ
dt′ L[φ],
(2)
where the contour γ is shown in Fig. 1(a), L is the La-
grangian corresponding to H, and φ is a complete set
of fields (possibly including φ†) along γ. By choosing
different discretizations of the time-evolution operators
in Eq. (1), γ can be arbitrarily modified as long as it
starts from i on the imaginary axis, proceeds down-
wards and rightwards till it reaches t on the real axis
and then continues downwards and leftwards to the fi-
nal point −i on the imaginary axis; by introducing the
identity e−iHt
′
eiHt
′
with real t′ one can relax the con-
straint about the rightwards and leftwards orientation of
the contour in the upper and lower complex half-plane,
respectively; however, this consideration cannot be ap-
plied in general to the downwards orientation because
eH|τ | might be unbounded, hindering the construction of
the path-integral representation. These facts allow one
to calculate 〈O(t)〉 as discussed in Refs. 4 and 5: using
the property of analyticity of Eq. (1), one can restrict to
imaginary times, i.e., to the contour in Fig. 1(b), deter-
mine
〈O(iτ)〉 ≡ Z−1〈ψ0|e−(+τ)H O e−(−τ)H |ψ0〉, (3)
(a)
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FIG. 1. Contours of temporal integration of the Lagrangian
L[φ] in the path-integral representation (2) of expectation val-
ues. The initial and final points of the oriented contour γ
correspond to the ground state |ψ0〉 of the initial Hamilto-
nian. (a) Example of a contour for the evaluation of 〈O(t)〉
in Eq. (1): the introduction of the regulator  > 0 allows one
to consider a complex t within the strip |Im t| ≤ . A van-
ishing Re t amounts at evaluating 〈O(t)〉 in Euclidean time,
i.e., along the contour indicated in panel (b). The contour in
panel (c) involves only real times and is naturally introduced
within the Keldysh formalism26 for representing 〈O(t)〉 after
a quench from a pure initial state |ψ0〉.
for |τ | <  and eventually perform an analytic continua-
tion τ 7→ −it. Equation (3) can be represented as
∫
Dφ〈ψ0|φ(−i)〉〈φ(i)|ψ0〉〈φ(iτ)|O|φ(iτ)〉e−
∫ 
−dτ
′LE [φ],
(4)
where LE is the Euclidean Lagrangian corresponding to
H. As pointed out in Refs. 4 and 5, Eq. (4) has the
form of an equilibrium expectation value in a (d + 1)-
dimensional system within a slab with boundaries at
τ = ± and the operator O inserted at some |τ | < . The
initial state |ψ0〉 encodes the conditions at such bound-
aries.
This correspondence is particularly fruitful for critical
systems in d = 1 which, being exactly solvable in the
slab due to their conformal symmetry, allow a straight-
forward continuation from imaginary to real times; con-
formally invariant boundary states |ψ∗0〉, however, are in
general not normalizable27. On the other hand, this issue
can be bypassed by approximating the latter with states
|ψ0〉 lying within their renormalization-group basin of
attraction4,5. As long as one is only interested in the lead-
ing scaling behavior at long times and large distances, the
relevant features of 〈O(t)〉 in Eq. (1) are effectively de-
termined by the boundary state |ψ∗0〉 which |ψ0〉 flows to
under RG transformations. If |ψ0〉 is sufficiently close
to |ψ∗0〉, it gives rise to approximately equivalent bound-
ary conditions, the main difference being that they are
applied outside the slab at a distance τ0 from its ac-
tual boundaries. This distance is known as extrapolation
length15,16. For  → 0 the remaining effective slab has
width 2τ0. This analysis carries over to correlation func-
tions involving different times and quantities; however,
as γ is always oriented downwards, the generalization of
Eq. (4) to this case renders the anti-time ordering T ∗
along the imaginary axis of the corresponding observ-
3ables, e.g.,
〈T ∗ [O(iτ1)O(iτ2)]〉 = θ(τ2 − τ1) 〈O(iτ1)O(iτ2)〉+
+ θ(τ1 − τ2) 〈O(iτ2)O(iτ1)〉 , (5)
where θ(t > 0) = 1 and 0 otherwise.
III. KELDYSH APPROACH
Alternatively to the mapping discussed in Sec. II,
〈O(t)〉 can be represented directly as in Eq. (2) with
the contour shown in Fig. 1(c), which consists of a for-
ward and a backward branch running along the real
axis26. In order to distinguish them, one introduces two
fields φ+(t
′) and φ−(t′) which stand for φ(t′) along the
former and the latter, respectively, with the condition
φ+(t) = φ−(t). (In multi-time correlation functions, this
condition is imposed at the largest time.) In terms of φ±,
Eq. (2) acquires the form of a path integral in which the
action
∫
γ
L[φ] =
∫ t
0
dt′(L[φ+(t′)]−L[φ−(t′)]) involves the
usual forward integration in time. Time-dependent cor-
relation functions of φ± — which are time-ordered along
the contour γ — can be obtained by standard methods,
i.e., functional derivatives of the partition function, by
introducing fields h± conjugate to φ± which generate a
term
∫ t
0
dt′[h+(t′)φ+(t′) − h−(t′)φ−(t′)] in the exponen-
tial of Eq. (2). Among the four two-time correlation func-
tions of the fields φ± which can be formed, we focus on
iG>(t1, t2) = 〈TK [φ−(t1)φ†+(t2)]〉 and (6a)
iG<(t1, t2) = 〈TK [φ+(t1)φ†−(t2)]〉, (6b)
where TK implements the ordering along the Keldysh
contour γ. In these terms, the symmetrized correlation
function C+(t1, t2) ≡ 〈ψ0|{φ(t1), φ†(t2)}|ψ0〉 can be ex-
pressed as C+(t1, t2) = i[G
<(t1, t2) +G
>(t1, t2)].
IV. THE RESPONSE FUNCTION
The response function R(t, s) describes the linear vari-
ation of a quantity at time t (e.g., the expectation value
〈φ(t)〉) due to a perturbation h applied (somewhere else
in space) at an earlier time
R(t, s) =
δ〈φ(t)〉
δh(s)
∣∣∣∣
h≡0
. (7)
Clearly, R(t, s) must vanish for t < s because of causality,
i.e., no difference can be observed deriving from a pertur-
bation which has not not yet been applied. In the case
of a ferromagnet, for example, φ is the local magnetiza-
tion and therefore R(t, s) quantifies how much it changes
at time t by turning on a weak (local) magnetic field at
time s. Within the Keldysh approach discussed above
in Sec. III, one readily finds the Kubo relation19,26 (with
φ(t) = φ±(t)) which holds both in and out of equilibrium
R(t, s) = θ(t− s)[G<(t, s)−G>(t, s)] (8)
and which relates the response function to the correlation
functions G≷ defined in Eq. (6). In what follows, when-
ever times are indicated by t and s, we always assume
t > s. The crucial point here is to understand how to ex-
tract G≷ from the two-point (static) correlation function
in the slab. As anticipated above, the variable (imaginary
time) which has to be continued to imaginary values in
order to recover the actual quantum evolution after the
quench (see also Sec. II) is akin to a spatial coordinate;
thus, no causal structure can be expected to emerge in
this framework. In particular, due to the rotational sym-
metry along the axes running parallel to the axis of the
imaginary time, the two-point functions that one can re-
trieve acquire some symmetry under the exchange of time
coordinates: this is not compatible with the intrinsic tem-
poral asymmetry of causal quantities such as R, which
vanish identically only for a certain ordering of the time
variables.
We recall — see Sec. II — that in order to have access
to imaginary times, one has to introduce regularizing fac-
tors as in Eq. (1). This results in the Keldysh contour
depicted in Fig. 1(a), in which φ+ and φ− are extended
to the upper and the lower half planes, respectively. As
discussed in Sec. II, the correlations calculated via the
Euclidean path integral in Eq. (4) and the contour in
Fig. 1(b) are effectively anti-time-ordered along the imag-
inary axis. Furthermore, such an ordering cannot be al-
tered by deforming the contour for the purpose of the
analytic continuation; accordingly, accounting for the or-
der of the fields in iGE(τ1, τ2) ≡ 〈T ∗[φ(iτ1)φ†(iτ2)]〉 (see
Eqs. (5) and (6b)), one sees that the analytic continua-
tion of iGE for τ2 > τ1 renders G
> whereas the one for
τ2 < τ1 yields G
<. This results in the prescription
G≷(t1, t2) = GE(−it1 ∓ 0+,−it2), (9)
which allows the calculation of the linear response func-
tion R according to Eq. (8). In particular, from it we can
read that R vanishes identically if the analytic continua-
tion of GE to real times is single-valued.
V. APPLICATIONS
In order to illustrate and exemplify the general dis-
cussion presented in the previous sections, we consider
below the non-equilibrium dynamics of generic critical
quantum systems in one spatial dimension and of the
Gaussian model in higher-dimensions.
A. Critical systems in d = 1
According to the discussion of Sec. II, the dynamics of
a quantum systems in d = 1 quenched at a critical point
4with dynamical exponent z = 1 can be studied in terms
of a d = 2 conformal theory bounded within a strip, with
suitable boundary conditions.4,5 The Euclidean correla-
tion function iGE of the order parameter φ is
〈φ(r, τ1)φ(0, τ2)〉 = ξxF (η), (10)
where x is the scaling dimension of the (primary) field φ
(assumed here to be scalar, for simplicity),
ξ =
(
pi
2τ0
)2
cosh r + cos(τ1 + τ2)
4 cos τ1 cos τ2[cosh r − cos(τ1 − τ2)] , (11)
τ0 is the extrapolation length, r > 0 the spatial distance
between the two points and τ1,2 the corresponding imag-
inary times within the strip |τ1,2| < pi/2. Distances and
times are given here in units of 2τ0/pi (e.g., r → pir/2τ0).
The function F in Eq. (10) depends on
η =
2 cos τ1 cos τ2
cosh r + cos(τ1 + τ2)
≤ 1, (12)
on the boundary states, and on the specific critical sys-
tem under consideration but displays (after a suitable
normalization of the field) the generic properties F (1) =
1 and F (η  1) ∝ ηxb , where xb is the scaling dimen-
sion of the most relevant boundary operator appearing
in the short-distance expansion of φ5,16,28. For the Ising
universality class, e.g., x = 1/8 and4,5,28
F (η) =
√
1 +
√
η
2
±
√
1−√η
2
, (13)
for fixed (+) and free (−) boundary conditions at the
edges of the slab.
Due to the apparent symmetry τ1 ↔ τ2 of Eqs. (11)
and (12), the prescription τ1,2 7→ −it1,2 of Refs. 4 and 5
can only be used for determining the asymptotic proper-
ties of the two-time (symmetrized) correlation function
C+(t1, t2) = u
xF (n) after the quench: in fact, the ex-
pressions u ≡ ξ(τ1,2 = −it1,2) and n ≡ η(τ1,2 = −it1,2)
obtained from Eqs. (11) and (12), respectively, are sym-
metric under exchange of the times t1,2:
u =
(
pi
2τ0
)2
cosh r + cosh(t1 + t2)
4 cosh t1 cosh t2[cosh r − cosh(t1 − t2)] ,
(14a)
n =
cosh(t1 − t2) + cosh(t1 + t2)
cosh r + cosh(t1 + t2)
. (14b)
As a function of r for fixed times t1,2, C+ is constant
and ∝ e−x|t1−t2| for r  |t1 − t2|, decays exponentially
∝ e−xr for |t1− t2|  r  t1 + t2 while it is proportional
to e−xbr−x(t1+t2) for r  t1 + t2.
In order to determine G≷, one must instead carefully
perform the analytic continuation from within a specific
domain: according to Eq. (9) one has to continue GE
towards imaginary values of its arguments (i.e., to real
times) τ1 7→ −it1 ± 0+ and τ2 7→ −it2. In doing this,
cos(τ1−τ2) in ξ [see Eq. (11)] turns into cosh(t1−t2±i0+)
in its real-time counterpart u [see Eq. (14a)], such that
ux (with non-integer x) displays a branch point and ac-
quires an imaginary part for |t1 − t2| > r. The continu-
ation n = η(τ1,2 = −it1,2) of η [see Eqs. (14b) and (12)],
instead, lies within the domain of analyticity of F for
|t1 − t2| < r [see Eq. (14b)] and therefore the continu-
ation F̂ (n) of F (η) does not develop an imaginary part
within this range. This implies via Eq. (8) that the re-
sponse function R(t, s) vanishes identically for t− s < r,
whereas it does not for t − s > r: Accordingly, R dis-
plays a light-cone effect similar to the one numerically
observed in a previous study.22 This can be reinterpreted
in terms of a quasi-particle picture analogous to the one
originally introduced for correlation functions4,5: in the
present case, the excitations produced locally by the per-
turbation applied at time s and propagating with unit
velocity need at least a time r to cover the distance r at
which the effect of the perturbation is measured.
In the scaling limit t1,2, r  1 (with |t1 − t2| > r),
it turns out that n → 1 and u ∝ −(e|t1−t2| − er)−1;
therefore, R decays as
R(t > s+ r, s 1) ∝ e−x(t−s) for t− s r, (15)
analogously to C+, while it displays an algebraic singu-
larity ∝ (t− s− r)−x for t→ s+ r, independently of the
initial condition encoded in F . For the Ising universality
class one finds from the analytic continuation of Eq. (13)
(see the Appendix A for details) that the response func-
tion R for t− s > r is given by
R(t, s) =
√
2 |u|1/8
×
[
sin
(pi
8
)√
n1/2 + 1∓ cos
(pi
8
)√
n1/2 − 1
]
,
(16)
with u and n as in Eq. (14). The plot of R(t, s) in pro-
vided in Fig. 2 as a function of t− s for various values of
s, r, and fixed and free boundary conditions.
The qualitative features of R in Eq. (16) are consis-
tent with those emerging from a numerical calculation22
of the response function RIC of the quantum Ising chain
in a transverse field of strength Γ, long after a quench to
the critical point Γ = Γc ≡ 1, starting from the ground
state corresponding to Γ = Γ0 < 1. In Fig. 3 we compare
RIC(t, s) in the stationary regime s 1 (see Figs. 12 and
13 of Ref. 22) with the analytical prediction (16); both
quantities refer to the case r = 0 in which the effect of the
perturbation on the order parameter (to which it couples
linearly) is measured at the same spatial point where the
perturbation was applied. In order to compare the nu-
merical data of Ref. 22 with Eq. (16) [see also Eq. (14)] it
is first necessary to determine the value τ0(Γ0) of the ex-
trapolation length corresponding to a certain initial state
of the quench, which is characterized by the transverse
magnetic field Γ0 in the numerical calculation. This can
be done by identifying the rate of the exponential decay
of RIC as a function of t− s (which depends on Γ0) with
55 10 15
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￿2Τ 0￿Π￿1
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10￿1
10￿2
FIG. 2. Response function R(t, s) of the order parameter of
the d = 1 quantum Ising universality class after a quench to
the critical point, as a function of t − s, for s = 1 (dashed)
and s = 5 (solid), with r = 5, 10, and 15. With fixed r, R
vanishes for t− s < r and displays an algebraic divergence for
t − s → r+. The upper and lower sets of dashed curves cor-
respond to free and fixed boundary conditions, respectively.
As s increases beyond ' 5, R becomes effectively indepen-
dent of the boundary conditions (solid line). The inset shows
the corresponding R in a logarithmic scale and highlights its
long-time exponential decay ∝ e−(t−s)/8 (thick dashed line).
In these plots, times are given in units of 2τ0/pi, where τ0 is
the value of the extrapolation length which characterizes the
initial state of the quench (see the main text).
16τ0(Γ0)/pi, as predicted by Eq. (15) with x = 1/8, after
reinstating the time units. Once τ0(Γ0) is determined,
a data collapse of the curves corresponding to different
values of Γ0 should be observed by plotting τ
1/4
0 (Γ0)RIC
as a function of (t − s)/τ0(Γ0), as predicted by Eq. (16)
in the stationary regime, in conjunction with Eq. (14a).
Up to oscillations due to lattice effects (studied in some
detail in Refs. 21 and 22), Fig. 3 shows that indeed this
collapse occurs (curves corresponding to various values
of Γ0 are indicated by solid lines of different colors): in
fact, these rescaled curves share not only the rate of the
long-time exponential decay, but also the overall ampli-
tude, as highlighted in the inset. The dashed line indi-
cates the master curve predicted on the basis of Eq. (16),
up to an overall multiplicative factor which has been de-
termined in order to match the (common) asymptotic
behavior of the numerical curves. Note, in fact, that
in comparing the correlation or response functions of a
continuum theory with those of a lattice model, one has
always to allow for an arbitrary overall amplitude due to
the possibly different normalizations of the fields. The
same scaling with τ0 and a qualitative agreement with
the theoretical predictions such as that illustrated here
for RIC with r = 0 is found also for the response func-
tion with r 6= 0 in the stationary state. In particular, the
data collapse of the rescaled curves at long times (as in
Fig. 3) can be obtained also in this case by using the same
values of τ0(Γ0) as determined here. This confirms the
fact that τ0 is the only relevant scale for determining the
leading critical behavior which enters the response func-
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FIG. 3. (Color online) Response function RIC(t, s) of the
order parameter of the quantum Ising chain after a quench
of the transverse field strength Γ which ends at the critical
point Γ = Γc = 1. The response is measured at the same
point at which the perturbation is applied (corresponding to
r = 0) and t and s are chosen large enough for RIC to become
stationary. The various solid lines represent the numerical
data of Ref. 22 for different choices of the initial state, which
have been rescaled with the values of τ0 determined from the
exponential slope ∝ e−pi(t−s)/(16τ0) observed for t−s r [see
Eq. (15) in which the time units have been reinstated]. With
an increasing slope in the origin, the solid lines refer to Γ0 = 0,
0.3, 0.5, and 0.8. The dashed line, instead, corresponds to the
rescaled theoretical prediction in Eq. (16). The inset shows
the same curves as in the main plot but in a logarithmic scale
and for a wider range of times.
tion. The time-scale of the exponential decay — propor-
tional to τ0(Γ0) — determined from the numerical data
as explained above is accurately described — at least
for Γ0 = 0, 0.3, 0.5, and 0.8 — by Eq. (86) in Ref. 22
(see also its derivation in Refs. 6 and 29), i.e., with the
current notation, τ0 = (pi/8)
2
√
Υ− 1/ arctan(√Υ− 1),
where Υ = [(1+Γ0)/(1−Γ0)]2. The increase ∝ (1−Γ0)−1
of this τ0(Γ0) for Γ0 → 1 is compatible with the heuristic
idea that upon decreasing the amplitude of the quench,
|ψ0〉 becomes increasingly different from |ψ∗0〉, as signaled
by the increasing extrapolation length. As a matter of
fact, the latter turns out to reproduce qualitatively the
behaviour of the correlation length of the initial state5,16.
In passing we mention that in the stationary regime
t, s r, C+ and R for the Ising universality class deter-
mined according to the prescription discussed in Sec. IV
and on the basis of Eqs. (10), (11), (12), and (13) (see
also Appendix A) turn out to satisfy the fluctuation-
dissipation theorem Im R˜(ω) = tanh(piω)C˜+(ω) — where
R˜ and C˜+ indicate the Fourier transforms of R(t2 − t1)
and C+(t2− t1), respectively — confirming the apparent
thermalization of conformal models4,5 which is however
due to the peculiar features of the initial state.30
6B. Gaussian model
As a simple but relevant example in space dimensional-
ity d > 1, consider the Gaussian model on the continuum
with LE =
∫
ddx[(∂τφ)
2 + (~∇φ)2 +m2φ2]/2 and ”mass”
m, which forms the basis of many approximations to the
behavior of actual physical systems. For isotropic initial
conditions, its two-point function in the slab is16
iGE(~k; τ1, τ2) =
e−ωk|τ1−τ2|
2ωk
+Ake
−ωk(τ1+τ2)
+ 2Bk cosh(ωk(τ1 − τ2)) + Ckeωk(τ1+τ2),
(17)
as a function of the d-dimensional wave-vector ~k parallel
to the slab boundaries (along which translational invari-
ance holds) and of the distances τ1,2 of the two points
from the center of the slab in the transverse direction. In
this expression k = |~k| and ωk =
√
m2 + k2 is the disper-
sion relation, while Ak, Bk and Ck depend on the initial
condition and vanish when the latter is the ground state
of the model; their specific values are not relevant for the
present discussion because R turns out to be indepen-
dent of them. In fact, the only non-analytic term in iGE
— which provides different results upon continuation to
real times — is the first one. Due to the non-analiticity
of |τ1− τ2| for τ1 = τ2, Eq. (9) corresponds to continuing
the two different functions e±ωk(τ1−τ2) on the r.h.s. of
Eq. (17); this yields
R(t, s) =
sin(ωk(t− s))
ωk
, (18)
in agreement with the result calculated directly within
the Keldysh approach.26 In the coordinate representation
with position ~r obtained by taking the Fourier transform
of Eq. (18) with respect to ~k, a branch point such as
the one discussed for d = 1 emerges clearly for m = 0
(though present also for m 6= 0): in fact
R(t, s) =
[(t− s)2 − r2]−(d−1)/2
2pi(d−1)/2Γ((3− d)/2) θ(t− s− r). (19)
Also in this case, the relevant dynamical quantities in
real time are encoded in the analytic structure of the
correlation iGE within the slab; in particular, due to
the presence of branches and singularities, the analytic
continuation of iGE to the real axis provides different
results when performed from different domains. As the
two examples above highlight, each domain is character-
ized by a certain ordering of the imaginary parts of the
time coordinates. In passing, note that R in Eq. (19)
apparently vanishes for odd d ≥ 3, while the branching
points simultaneously become simple or multiple poles.
In this case, the limit implied by Eq. (9) has to be un-
derstood in the sense of distributions and correspond-
ingly R displays an extremely sharp light-cone effect, be-
ing entirely concentrated on the horizon (see, e.g., the
case d = 3 detailed in Appendix B). Note that this high-
lights a slightly peculiar property, as in odd dimension
the light-cone effect becomes pronounced to the point
that the response is non-vanishing only on the horizon
itself; the introduction of interactions, i.e., of non-linear
terms in the fields, however, is generically expected to
smooth this behaviour and broaden the support of the
response around the light cone. In fact, this feature is
absent in the one-dimensional critical models discussed
in Sec. V A, which indeed describe (strongly) interacting
systems.
VI. CONCLUSIONS
Out of equilibrium, correlation functions do not pro-
vide a complete description of the dynamics, making
the knowledge of response functions necessary. The Eu-
clidean approach devised for studying quantum quenches
had been employed for determining the former4,5; by
mapping the dynamical problem onto a static one within
a slab, the additional symmetry which emerges upon
exchanging the (imaginary) time coordinates seemingly
precludes the possibility of determining quantities —
such as response functions — with a causal structure.
Here we have shown that, on the contrary, these quanti-
ties can be retrieved by accounting for the analytic struc-
ture of static correlation functions within the slab. In
particular, we demonstrated how to infer causal functions
in quantum systems after a quench, working out the gen-
eral features of the response function of one-dimensional
quantum systems quenched to conformal critical points
— exemplified by the Ising chain in a transverse field (see
Fig. 2) — and of the Gaussian model in higher spatial
dimensionality. Rather generically, the corresponding re-
sponse functions display sharp light-cone effects which
are analogous to those theoretically predicted4,5 and ex-
perimentally observed10,11 for correlation functions: this
describes the fact that information travels across the sys-
tem at a finite speed (v = 1 in our units) and therefore
one must wait for a local perturbation to propagate up
to the considered point before being able to observe any
response there. The insight provided here on response
functions is a step forward in our understanding of the
generic and universal features of the dynamics after quan-
tum quenches which are within the experimental reach.
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Appendix A: Conformal Ising model
Here we provide some details on how to derive the
expression in Eq. (16) for the response function R(t, s) of
the Ising universality class, starting from the knowledge
7of the (Euclidean) correlation function
iGE = ξ
1/8F (η) (A1)
in the slab where ξ and η are as in Eqs. (11) and (12),
while F (η) as in Eq. (13). First of all, note that by
continuing the variables τk (k = 1, 2) to complex values
τk − itk (i.e., by adding an imaginary part) the various
cosines appearing in Eq. (11) of ξ transform according to
cos τk → cos τk cosh tk + i sin τk sinh tk. (A2)
Since times and distances are measured in units of
2τ0/pi (such that, e.g., actual distances r̂ are given by
r̂ = 2τ0r/pi), the boundaries of the slab are located at
τk = ±pi/2; in turn, this implies that within the allowed
domain |τk| < pi/2 none of the factors inside ξ vanishes,
with the exception of
cosh r−cos(τ1−τ2) cosh(t1−t2)+i sin(τ1−τ2) sinh(t1−t2),
(A3)
which instead does so for τ1 = τ2 = 0 and |t1 − t2| = r.
This means, e.g., that fixing τ2 = 0 and t2 at some
r-r
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FIG. 4. (Color online) Schematic representation of the ana-
lytic structure of the function ξ1/8 [Eq. (11)] in the complex
plane z1 − z2 ≡ (t1 − t2) + i(τ1 − τ2). The branch points are
positioned at |t1 − t2| = r; our (conventional) choice for the
branch cuts is indicated by the thick, dashed lines superim-
posed to the real axis. The lower-half plane (red) represents
the sector associated with G>, whereas the upper half-plane
(blue) with G<. One can see that for |t1 − t2| > r the phase of
u1/8 depends on the choice of the imaginary ordering τ1 ≷ τ2.
value on the real axis there are two points, lying on that
same axis, at which ξ becomes singular as a function of
z1 ≡ t1 + iτ1. Due to the fractional power 1/8 of ξ,
these become branching points for iGE , as qualitatively
sketched in Fig. 4: in fact, the analytic continuation of
ξ1/8 — and therefore of the two-point functions — ac-
quires different phases when z1 − z2 approaches the real
axis from either above or below [with |ξ1/8| = |u|1/8, see
Eq. (14a)], therefore identifying a first difference between
G< and G> retrieved as indicated by Eq. (9). Secondly,
η in Eq. (12) can be safely continued as a function of z1
and z2 onto the real axis, yielding n in Eq. (14b). Note
that n ≤ 1 only if |t1 − t2| ≤ r. Accordingly, in this case,
the analytic continuation of the function F in Eq. (13)
(which is originally defined only for n ≤ 1) is directly pro-
vided by F (n) itself, whereas it becomes double-valued
for n > 1, i.e., |t1 − t2| > r; in particular, one finds that
F̂ (n) =
√
1 +
√
n
2
∓ i σ
√√
n− 1
2
(A4)
with σ ≡ sign(t1− t2) if the real axis is approached from
above, e.g., when determining G<, while one finds F̂ ∗ if
this approach occurs from below, as in the case of G<.
Hence we conclude that, for |t1 − t2| > r,
iG<(t1, t2) = |u|1/8 eipiσ/8F̂ (n) (A5)
with u given in Eq. (14a). Note that for t1 + t2  r  1
and |t1 − t2|  r  1 the expression above behaves
approximately as |u| ∝ e−|t1−t2|, whereas n ' 1; thus,
the asymptotic behaviour of G< in this regime is dom-
inated by the exponential e−|t1−t2|/8, which, reinstating
the becomes e−pi|t1−t2|/(16τ0). In view of this asymptotic
behavior, one can estimate the extrapolation length τ0
by numerically or experimentally studying the large-time
decay of these quantities, as exemplified above when dis-
cussing Fig. 3. As iGE is real and invariant under the
”space” reversal τk 7→ −τk (due to the symmetry of the
slab and of the boundary conditions) one concludes that
its analytic continuation satisfies iGE(−it1−0+,−it2) =
[iGE(−it1 + 0+,−it2)]∗, i.e., iG>(t1, t2) = [iG<(t1, t2)]∗.
Accordingly, for t > s one has R(t, s) = 2 Im iG<(t, s),
and by using the explicit expression of iG< in Eq. (A5)
one readily finds Eq. (16).
Appendix B: Gaussian model
Here we focus on the case of the Gaussian model dis-
cussed in Sec. V B. As we are interested in determining
first the Euclidean two-point function iGE in a slab, it is
convenient to express it as a function of the d-dimensional
wave vector ~k parallel to the confining surfaces (assumed
to impose translationally invariant boundary conditions)
and of the distances τ1,2 of the two points from the
middle plane of the slab. In this mixed representation,
iGE (away from the boundaries) satisfies the equations
(∂2τ1 − ω2k)iGE(~k, τ1, τ2) = (∂2τ2 − ω2k)iGE(~k, τ1, τ2) =
−δ(τ1 − τ2) (where ωk =
√
~k2 +m2) which are solved
by Eq. (17) where the coefficients Ak, Bk, and Ck are
determined by imposing the proper boundary conditions
on iGE(~k, τ1, τ2). Even without knowing them, how-
ever, it is clear that the only term which might de-
velop a point of non-analyticity is the first one on the
r.h.s. of Eq. (17) which in the following is referred to as
iG0E(τ ≡ τ1− τ2,~k) and which in fact coincides with the
two-point function of the Gaussian model in its ground
state. The easiest way to derive Eqs. (18) and (19) from
Eq. (17) is to consider the Fourier transform iG0E(ω,~k)
of iG0E(τ,~k) in time:
iG0E(ω,~k) =
1
ω2 + ω2k
=
1
ω2 + k2 +m2
(B1)
8which makes it apparent that the imaginary time τ is
akin to every other spatial coordinate. By introducing
the generalised vectors ~κ = (ω,~k) and ~R = (τ, ~r) one
finds (see, e.g., 10.32.10 in Ref. 31)
iG0E(τ, ~r) =
∫
dd+1κ
(2pi)
d+1
ei~κ·~R
κ2 +m2
=
1
(2pi)(d+1)/2
(m
R
)(d−1)/2
K(d−1)/2(mR)
(B2)
for d > 1, where Kν(z) is the modified Bessel func-
tion of the second kind. This function has generically
a cut for Arg z = ±pi and is such that31 Kν(z → 0) =
2ν−1Γ(ν)z−ν , which renders Eq. (19) in the critical limit
m → 0. Since R2 = r2 + τ2, it is not difficult to see
that Eq. (B2) has two branching points of algebraic or-
der (d − 1)/2 at τ = τ1 − τ2 = ∓ir. Thus, its ana-
lytic structure is almost completely analogous to the one
encountered when discussing the Ising case in Sec. V A
and in Appendix A, illustrated in Fig. 4, the only dif-
ference being in the acquired phase factors, which in
the present case are e±ipi(d−1)/2. Indeed, one finds that
iG< = iG> for |t1 − t2| < r; for the massless case m = 0
and |t1 − t2| > r one has, instead,
iG≷(~r, t1, t2) =
Kd
∣∣r2 − (t1 − t2)2∣∣−(d−1)/2 e∓ipiσ(d−1)/2, (B3)
with 4Kd = pi−(d+1)/2Γ((d− 1)/2) and σ = sign(t1− t2).
The corresponding expression for m 6= 0 depends on the
analytic properties of the Bessel functions Kν for van-
ishing argument and is quite more complicated. How-
ever, one can still identify the presence of a branch-
ing point for |t1 − t2| = r of the same nature as the
one just discussed. Taking twice the imaginary part of
Eq. (B3) yields Eq. (19) for the response function R.
Note that this R apparently vanishes for odd d 6= 1 be-
cause the exponent in iG0E(τ1, τ2) is integer and thus
|t1 − t2| = r become simple poles instead of branching
points. Of course, R ≡ 0 is unphysical and the point is
that the limit in Eq. (9) has to be interpreted in terms
of distributions: for example, in d = 3 one would have
iG<0 (t1, t2) ∝ 1/[r2− (t1− t2 + i0+)2], which corresponds
to P 1r2−(t1−t2)2 + ipi[δ(r − t1 + t2)− δ(r + t1 − t2)]/(2r),
where P is the principal part. Thus the response function
is actually R(t, s) ∝ −(pi/r)δ(r − t+ s). This holds true
also in higher odd dimensions, although the expression
becomes progressively more complicated.
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