Let U and V be finite-dimensional vector spaces over an arbitrary field K, and S be a linear subspace of the space L(U, V ) of all linear maps from U to V . A map F : S → V is called range-compatible when it satisfies F (s) ∈ Im s for all s ∈ S. Among the range-compatible maps are the socalled local ones, that is the maps of the form s → s(x) for a fixed vector x of U .
In this article, we shall focus on the special case when S is a linear subspace of S n (K) or A n (K). Of course, S is then naturally identified with a linear subspace of L(K n , K n ) through the canonical basis of K n . The main motivation for considering such subspaces is the potential application to the study of large spaces of symmetric or alternating matrices with bounded rank: in further research, the results of this article will be used to generalize theorems of Radwan and Loewy [3, 4] on the structure of such spaces.
The determination of the range-compatible homomorphisms on S n (K) was achieved in [5] . For the characteristic 2 case, we need some additional terminology before we can state the result. Definition 1.1. Assume that K has characteristic 2. Let V and V ′ be vector spaces over K. A root-linear map f : V → V ′ is a group homomorphism such that ∀(λ, x) ∈ K × V, f (λ 2 x) = λf (x).
Note that if K has characteristic 2 and more than 2 elements, then only the zero map from V to V ′ is both linear and root-linear. However, if #K = 2 root-linear maps coincide with linear maps. (c) If K has more than 2 elements, then every range-compatible linear map on S n (K) is local.
Main results

Definition 1.2. Let S be a linear subspace of S n (K).
A range-compatible homomorphism on S is called standard when it can be extended into a range-compatible homomorphism on the full space S n (K).
Thus, if K has characteristic not 2 and n ≥ 2, then standard range-compatible homomorphisms are just local maps. If K has characteristic 2, then a rangecompatible homomorphism on S is standard if and only if it is the sum of a local map and of a map of the form M → ∆(M ) α for some root-linear form α on K. Now, we can state our main result on range-compatible homomorphisms over spaces of symmetric matrices. Theorem 1.5. Let S be a linear subspace of S n (K) such that codim S ≤ n − 2.
Then, every range-compatible homomorphism on S is standard.
If #K > 2, only the zero map is both linear and root-linear. Thus, Theorem 1.5 yields: Corollary 1.6. Let S be a linear subspace of S n (K) such that codim S ≤ n − 2 and #K > 2. Then, every range-compatible linear map on S is local.
The following counter-example demonstrates that the upper-bound n − 2 is optimal. For n ≥ 2, consider the subspace S := S 1 (K) ⊕ S n−1 (K) of S n (K). Note that S has codimension n − 1 in S n (K). If there exists a non-linear homomorphism ϕ : K → K (which is the case if and only if K is not a prime field) then the mapping is obviously range-compatible but we check that it is not standard. Indeed, as F is non-linear, if it is standard then K has characteristic 2 and more than 2 elements and there is a root-linear form α on K and linear forms β 1 , . . . , β n on
. . .
Judging from the last entry in F (M ), we would find that α is both root-linear and linear, and hence α = 0; then we would see from the first entry of F (M ) that ϕ is linear, contradicting our assumptions.
Remark
1. An open problem remains to find the optimal upper-bound on the codimension on S for all range-compatible linear maps on S to be local, provided that K has more than 2 elements of course. We conjecture that a reasonable upper-bound should be 2 dim V − 4, except for some very small fields for which special cases might arise. In any case, the following example shows that the upper-bound should be less than or equal to 2 dim V − 4.
Consider the space U 2 of all matrices of the form a b b 0 with (a, b) ∈ K 2 , and the map F : (m i,j ) ∈ U → m 1,1 0 . The map F is non-local. However, F is range-compatible because whenever M ∈ U 2 {0} satisfies F (M ) = 0, either F (M ) is the first column of M or else M has rank 2 and hence its range contains F (M ). For all n ≥ 2, we extend this counter-example as follows: we consider the space S := U 2 ⊕ S n−2 (K) and, for all M = A [0]
[0] B with A ∈ U 2 and B ∈ S n−2 (K), we set
Then, it is easy to check that F is linear, range-compatible and non-local, whereas codim S = 2n − 3. Now, we turn to our main result on range-compatible homomorphisms on spaces of alternating matrices. Theorem 1.7. Let S be a linear subspace of A n (K) such that codim S ≤ n − 3. Then, every range-compatible homomorphism on S is local.
The following example shows that the upper-bound n−3 is optimal. Consider indeed the subspace S consisting of all the alternating matrices A = (a i,j ) such that a i,1 = 0 for all i ∈ [ [3, n] ]. If K is not a prime field, we can choose a non-linear group endomorphism ϕ of K, and hence
is obviously range-compatible, but it is non-linear and hence non-local.
As in the symmetric case, the upper bound n − 3 in Theorem 1.7 does not seem to be optimal if we restrict the study to range-compatible linear maps. The following examples suggest that the optimal upper-bound in this situation could be 2n − 6 if #K > 2, and 2n − 7 if #K = 2, unless n ≤ 3 in which case no provision on the codimension of S appears necessary.
Example 2. Assume that n ≥ 4. Consider the space U of all matrices of M 2 (K) of the form a b 0 a with (a, b) ∈ K 2 . As in Remark 1, one checks that a b 0 a → b 0 is range-compatible. Now, consider the space S of all matrices of the form 
One checks that S is a linear subspace of A n (K) with codimension 2n − 5. The linear map
is range-compatible (as F (M ) is always a linear combination of the first two columns of M ), but one checks that it is non-local.
Example 3. Assume that n ≥ 4 and #K = 2. We know from Theorem 1.4 that a b b c → a c is range-compatible. Now, consider the space S of all matrices of the form 
One checks that S is a linear subspace of A n (K) with codimension 2n − 6. However, the linear map
As an easy consequence of Theorem 1.7, we obtain the following result. Let us immediately show how this result follows from Theorem 1.7.
Proof of Theorem 1.8. For n ≥ 3, the result is a direct consequence of Theorem 1.7. On the other hand, in a linear subspace S = Ks 1 of L(U, V ) with dimension at most 1, every-range compatible linear map is local: indeed, given a linear map F : S → V that is range-compatible, we have some x ∈ U such that F (s 1 ) = s 1 (x), and as the linear maps F and s → s(x) coincide on a generating subset of the vector space S, they are equal. For n ≤ 2, the claimed result thus follows from that general basic point.
Strategy and structure of the article
In this article, we will follow the main method from [5] , which consists in performing inductive proofs over the dimension of the target space V , by using quotient spaces. Here, a major problem appears: if S is a subspace of S n (K) or of A n (K), "moding out" a non-zero subspace V 0 of V yields an operator space S mod V 0 which cannot be represented by a space of symmetric of alternating matrices, simply because the source and target spaces of the operators in S no longer have the same dimension! In order to rescue the quotient space technique, it is necessary to enlarge the theorem as to encompass not only subspaces of S n (K), but also subspaces of S n (K) M n,p (K) for arbitrary integers n ≥ 2 and p ≥ 0 (and ditto for alternating matrices instead of symmetric ones). To avoid the need of constantly going from matrix spaces to operator spaces, we shall reframe the results in terms of subspaces of self-adjoint or alternating operators from U to the dual space of one of its subspaces V . Then, the generalized versions of Theorems 1.5 and 1.7 can be proved by induction on the dimension of V (with fixed U ), and Theorems 1.5 and 1.7 follow from the special case when U = V .
The rest of the article is organized as follows. In Section 2, we give a quick review of the main techniques for the study of range-compatible homomorphisms, that is the quotient space technique and the splitting technique. We also introduce some notation on duality that is used throughout the text. Sections 3 and 4 are devoted to the study of range-compatible homomorphisms, respectively on spaces of self-adjoint operators and on spaces of alternating operators. These two sections are logically independent from one another, but they are essentially based upon similar methods. In the self-adjoint case, the main difficulty comes from the case of fields with characteristic 2, whereas for alternating operators the proof is common to all fields, but substantially more technical.
2 Quotient and splitting space techniques
Quotient space techniques
We recall the following notation and result from [5] . Notation 2.1. Let S be a linear subspace of L(U, V ) and V 0 be a linear subspace of V . Denote by π : V → V /V 0 the canonical projection. Then, we set
which is a linear subspace of L(U, V /V 0 ).
i.e. such that the following diagram is commutative
When V 0 = Ky for some non-zero vector y, we simply write S mod y instead of S mod Ky, and F mod y instead of F mod Ky.
In terms of matrices, the case when V 0 is a hyperplane reads as follows. 
where R 1 (M ), . . . , R n (M ) denote the rows of M . 
On duality
In the rest of the article, we shall systematically use this isomorphism to identify U ⋆ /W with ( o W ) ⋆ . In particular, given a linear form f ⋆ ∈ U ⋆ , the space U ⋆ /Kf ⋆ is naturally identified with (Ker f ⋆ ) ⋆ . We finish with some terminology on dual bases.
Definition 2.4. Let U be a finite-dimensional vector space and V be a linear subspace of U , with respective dimensions p and n. A compatible pair of bases of U and V ⋆ is a pair (B 1 , B ⋆ 2 ) in which B 1 = (e 1 , . . . , e p ) is a basis of U such that (e 1 , . . . , e n ) is a basis of V whose dual basis is B ⋆ 2 .
The splitting technique
Notation 2.5. Let n, p, q be non-negative integers, and A and B be respective subsets of M n,p (K) and M n,q (K). We set
The following easy lemma was established in [5] .
Lemma 2.3 (Splitting Lemma). Let n, p, q be non-negative integers, and A and B be linear subspaces, respectively, of M n,p (K) and M n,q (K). Given maps f : A → K n and g : B → K n , set
.
Then:
(a) The homomorphisms from A B to K n are the maps of the form f g, where f ∈ Hom(A, K n ) and g ∈ Hom(B, K n ). 3 Range-compatible homomorphisms on large spaces of symmetric matrices
Spaces of self-adjoint operators
The main obstacle in trying to prove Theorem 1.5 by induction is that, given a vector y ∈ K n {0}, the operator space S mod y can no longer be represented by a space of symmetric matrices. In order to circumvent that problem, we shall both broaden the result and frame it in terms of operators rather than in terms of matrices.
Definition 3.1. Let U be a vector space and V be a linear subspace of
i.e. when the bilinear form (
Let (B 1 , B ⋆ 2 ) be a compatible pair of bases of U and U ⋆ . A linear map from U to U ⋆ is self-adjoint if and only if its matrix in B 1 and B ⋆ 2 is symmetric. Hence, we have a vector space isomorphism f ∈ L s (U,
where n := dim U . More generally, given a compatible pair (B 1 , B ⋆ 2 ) of bases of U and V ⋆ , a linear map f : U → V ⋆ is self-adjoint if and only if its matrix in the bases B 1 and B ⋆ 2 belongs to S n (K) M n,p−n (K), where n := dim V and p := dim U .
Note these identifications have no impact on the problems under scrutiny, which follows from the following general observation: given a linear subspace S of L(U 1 , U 2 ) (where U 1 and U 2 are arbitrary vector spaces) , a vector space isomorphism ϕ : U 2 ≃ → U ′ 2 and a group homomorphism F : S → U 2 , the linear subspace
is a group homomorphism from S ′ to U ′ 2 ; one checks that F is range-compatible (respectively, local) if and only if F ′ is range-compatible (respectively, local).
Combining the splitting lemma and Theorems 1.2 and 1.4, we can easily describe the general form of range-compatible homomorphisms on S n (K) M n,p (K) for arbitrary integers n ≥ 2 and p ≥ 0. The interpretation in terms of operators then reads as follows.
Proposition 3.1. Let U be a finite-dimensional vector space and V be a linear subspace of U with dim V ≥ 2. Let (e 1 , . . . , e p ), (e ⋆ 1 , . . . , e ⋆ n ) be a compatible pair of bases of U and
in a unique fashion as the sum of a local map and of s
As a corollary, we obtain the following result. 
. Now, assume that K has characteristic 2. Let (e ⋆ 1 , . . . , e ⋆ n ) be a basis of V ⋆ , with pre-dual basis (e 1 , . . . , e n ) of V , which we extend into a basis (e 1 , . . . , e p ) of U . Denote by (f ⋆ 1 , . . . , f ⋆ p ) the dual basis of (e 1 , . . . , e p ). One sees that
By Proposition 3.1, the map F splits as F 1 + F 2 with some local map F 1 :
Now, we can extend the definition of standard maps as follows.
Definition 3.2. Let S be a linear subspace of L s (U, V ⋆ ). A range-compatible homomorphism on S is called standard when it can be extended into a rangecompatible homomorphism on the full space L s (U, V ⋆ ).
In particular, when K has characteristic not 2 the standard range-compatible homomorphisms are simply the local ones. Note that in any case the set of all standard range-compatible homomorphisms on S is a linear subspace of Hom(S, V ⋆ ).
We are now ready to state our main result on range-compatible homomorphisms on spaces of self-adjoint operators. 
here, the codimension of S is meant to be the one of S in the space
The special case U = V is simply Theorem 1.5. The proof will require the following additional notation and remarks. Let S be a linear subspace of L s (U, V ⋆ ). To S, we can attach two operator spaces:
• The space
which is a linear subspace of L s (V, V ⋆ ) (the subscript "r" stands for "restricted");
• And the space of all f ∈ S that vanish everywhere on V , which we denote by S m and naturally reinterpret as a linear subspace of L(U/V, V ⋆ ) (the subscript "m" stands for "modulo").
By the rank theorem, we have
and on the other hand
Let (B 1 , B ⋆ 2 ) be a compatible pair of bases of U and V ⋆ , and denote by M the matrix space representing S in them. Write B 1 = (e 1 , . . . , e p ) and set B ′ 1 := (e 1 , . . . , e n ) and B ′′ 1 := (e n+1 , . . . , e p ), which are bases of V and U/V , respectively. Every M ∈ M splits as
Then, the matrix space S(M) represents S r in the bases B ′ 1 and B ⋆ 1 . On the other hand, if we denote by T the subspace of M consisting of all its matrices M such that S(M ) = 0, then R(T ) represents S m in the bases B ′′ 1 and B ⋆ 1 . Proof. Assume on the contrary that there exists a non-zero linear form f ⋆ ∈ U ⋆ such that W contains a rank 1 operator with range g ⋆ for all g ⋆ ∈ U ⋆ Kf ⋆ . We can find a basis B of U such that the coordinates of f ⋆ in the dual basis B ⋆ are all equal to 1. Denote by M the matrix space that represents W in the bases B and B ⋆ . Then, M should be a proper linear subspace of S n (K) where
Basic lemmas
For all X ∈ K n KX 0 , we know that M contains aXX T for some a ∈ K {0}, and hence M actually contains XX T for all such X. In particular, as n ≥ 3, we see that
2 with i = j. By linearly combining those special matrices, we obtain that M = S n (K), contradicting the fact that M is a proper subspace of S n (K).
Hence, for all f ⋆ ∈ U ⋆ , there exists g ⋆ ∈ U ⋆ Kf ⋆ such that W contains no operator with range Kg ⋆ . Starting from f ⋆ = 0, we obtain f ⋆ 1 ∈ U ⋆ {0} such that W contains no operator with range Kf ⋆ 1 , and then we apply the result once more to find some f ⋆ 2 ∈ U ⋆ Kf ⋆ 1 such that W contains no operator with range Kf ⋆ 2 .
Lemma 3.5. Let U be a vector space, V be a linear subspace of U , and S be a linear subspace of
Proof. Let f ⋆ be a non-zero vector of V ⋆ . We say that f ⋆ is S-good if codim(S mod f ⋆ ) ≤ dim V − 3. Thus, f ⋆ is not S-good if and only if codim S = dim V − 2 and S contains every rank 1 operator of L s (U, V ⋆ ) with range Kf ⋆ . Assume that we cannot find non-collinear S-good vectors. Then, we can find a basis (
, the space S contains every operator whose kernel includes V and whose range is included in
Applying Lemma 3.4, we deduce that there are non-collinear vectors f ⋆ and g ⋆ of V ⋆ such that S r contains no operator whose range equals either Kf ⋆ or Kg ⋆ . Then, f ⋆ and g ⋆ are both S-good, which completes the proof.
Assume that there exist non-collinear vectors f ⋆ 1 and f ⋆ 2 in V ⋆ such that both maps F mod f ⋆ 1 and F mod f ⋆ 2 are local. Then, F is local. Proof. Subtracting a local map from F , we lose no generality in assuming that F mod f ⋆ 1 = 0, in which case we have a vector x ∈ U such that ∀s ∈ S, F (s) = s(x) mod Kf
We choose a basis B = (e 1 , . . . , e n ) of V , whose dual basis we denote by B ⋆ . Then, (e 1 , . . . , e n , x) can be extended into a basis B of U . We denote by M the space of matrices representing S in B and B ⋆ , and we denote by P the (2-dimensional) space of coordinates of the vectors of span(f ⋆ 1 , f ⋆ 2 ) in B ⋆ . It follows from the above that M is a subspace of M ′ := S n (K) P M n,p−n−1 (K). However, dim M ≥ dim M ′ , whence M = M ′ . Denote by G : M → K n the map on matrices that corresponds to F in the above bases. Then, the range-compatible homomorphism G ′ : P → K n deduced from restricting G to {0} P {0} has rank 1! This is absurd as G ′ , being local by Theorem 1.3, should be a scalar multiple of the identity of P .
2 , we note that x ∈ span(e 1 , e 2 ), and we extend (e 1 , e 2 ) into a basis B = (e 1 , . . . , e n ) of V such that e n = x and all the vectors e 3 , . . . , e n belong to
. Finally, we extend B into a basis B of U . In the bases B and B ⋆ , the matrix space M that corresponds to S is included in N M n,p−n (K), where N denotes the subspace of S n (K) consisting of the matrices (s i,j ) such that
Moreover, the map that corresponds to F in those bases is
. obvious that this range does not contain G(M ).
We denote by (e 1 , . . . , e n ) its dual basis of V , which we extend into a basis B = (e 1 , . . . , e p ) of U . Note that x ∈ span(e 1 , e 2 ), and hence there are scalars α and β such that x = α e 1 + β e 2 . Now, denote by M the space of matrices representing S in B and B ⋆ . Then, M is included in N 1 M n,p−n (K), where N 1 denotes the subspace of S n (K) consisting of all the matrices (s i,j ) such
As codim S ≤ n − 2, we see that dim(N 1 M n,p−n (K)) ≤ dim M, and hence M = N 1 M n,p−n (K). Then, the map that corresponds to F through the above bases reads
and hence it is range-compatible. It follows from the splitting lemma that
is also range-compatible.
Applying G ′ to any matrix of the form
, with This contradicts the fact that G ′ is range-compatible.
In any of the above cases, we have found a contradiction. The only remaining possibility is that x = 0. Then, F is the local map s → s(0).
Proof of Theorem for fields with characteristic not 2
Here, we assume that the characteristic of K is not 2.
We prove Theorem 3.3 by induction on the dimension of V . The result is vacuous if dim V ≤ 1. If dim V = 2, then the result is obvious because the assumptions tell us that S = L s (U, V ⋆ ). Assume now that dim V ≥ 3. By Lemma 3.5, we can pick non-collinear vectors f ⋆ 1 and f ⋆ 2 in V ⋆ such that codim(S mod f ⋆ 1 ) ≤ dim V − 3 and codim(S mod f ⋆ 2 ) ≤ dim V − 3. However, we have a canonical identification of S mod f ⋆ i with a linear subspace of L s (U, (Ker f ⋆ i ) ⋆ ), and dim Ker f ⋆ i = dim V −1. Thus, by induction, each map F mod f ⋆ i is local. Lemma 3.6 then yields that F is local. This completes the proof.
Proof of Theorem 3.3 for fields with characteristic 2 and more than 2 elements
Here, we assume that K has characteristic 2 and more than 2 elements. Again, we prove the result by induction on the dimension of V . The case when dim V ≤ 2 is either vacuous or trivial. Assuming that dim V ≥ 3 and considering an arbitrary range-compatible homomorphism F : S → V ⋆ , we proceed as in the above proof to find linearly independent forms f ⋆ 1 and f ⋆ 2 in V ⋆ such that both maps F mod f ⋆ 1 and F mod f ⋆ 2 are standard. Then, F mod f ⋆ 1 equals F ′ mod f ⋆ 1 for some standard map F ′ on S. Thus, replacing F with F − F ′ , we see that no generality is lost in assuming that ∀s ∈ S, F (s) ∈ Kf
Proof. Assume on the contrary that F mod f ⋆ 2 is non-local. Then, F mod f ⋆ 2 is the sum of a local map x → s(x), for some vector x ∈ U , and of a non-zero root-linear map. Let us extend (f ⋆ 1 , f ⋆ 2 ) into a basis (f ⋆ 1 , f ⋆ 2 , . . . ) of V ⋆ , and then consider the dual basis (e 1 , . . . , e n ) of V , which we extend into a basis (e 1 , . . . , e p ) of U . Denote by M the matrix space associated with S in the bases (e 1 , . . . , e p ) and (f ⋆ 1 , . . . , f ⋆ n ), and by G : M → K n the map on matrices that corresponds to F . One deduces that there is a non-zero root-linear form α on K together with linear form β 1 , β 3 , . . . , β n on M such that
On the other hand, as F mod f ⋆ 1 = 0, it turns out that
As K has more than 2 elements, only the zero map is both root-linear and linear, and hence β 3 = · · · = β n = 0 and, as α is non-zero, we deduce that
Denote by T the subspace of S n (K) consisting of all the matrices M = (
As G is range-compatible, so is H. Note that we have a linear form θ on S 2 (K) such that
Then, by Theorem 1.4, the map H equals
for some root-linear form α ′ on K and some linear forms θ 1 and θ 2 on S 2 (K). As above we would deduce from looking at the first row that α ′ = α, and from looking at the second row that α ′ = 0. This leads to α = 0, contradicting earlier results.
Thus, both maps F mod f ⋆ 1 and F mod f ⋆ 2 are local. By Lemma 3.6, the map F is local. This completes the inductive step. Hence, Theorem 3.3 is now proved for all fields with more than 2 elements.
Proof of Theorem 3.3 for fields with 2 elements
Here, we use a similar strategy as in the previous two proofs, but now we need a stronger version of Lemma 3.5. In its statement, we shall use the following notation:
Note that T 3 (K) is a linear hyperplane of S 3 (K).
Lemma 3.7. Assume that #K = 2. Let U be a finite-dimensional vector space, V be a linear subspace of U , and S be a linear subspace of L s (U, V ⋆ ). Assume that codim S ≤ dim V − 2 and dim V ≥ 3. Then:
(b) Or dim V = 3 and S is represented, in a choice of bases of U and V ⋆ , by
Proof. We use a similar line of reasoning as in the proof of Lemma 3.5.
, and hence there is no basis
, the linear subspace S m contains every operator of L(U/V, V ⋆ ) with range Kf ⋆ i ; hence, there is a linear hyperplane H of V ⋆ such that, for all f ⋆ ∈ V ⋆ H, the space S does not contain every operator of L s (U, V ⋆ ) with range Kf ⋆ , leading to codim(S mod f ⋆ ) ≤ dim V − 3. In any case, condition (a) is easily seen to hold.
In the rest of the proof, we assume that S r L s (V, V ⋆ ) and that condition (a) does not hold. Then, there are distinct vectors f
For any such f ⋆ , we deduce that S contains all the operators of L s (U, V ⋆ ) with range Kf ⋆ . Then, as those linear forms span V ⋆ , we learn that S m = L(U/V, V ⋆ ). On the other hand, as there is at least one such linear form we find codim S = dim V − 2 and hence codim S r = dim V − 2. As f ⋆ 1 and f ⋆ 2 are non-collinear (as they are distinct and non-zero, while #K = 2), there is a basis
e ⋆ k . Consider the predual basis B of V , and denote by M the matrix space representing S r is the bases B and B ⋆ . Note that M has codimension n − 2 in S n (K). Moreover, we know that, for every X ∈ K n with the possible exception of
, the space M should contain XX T . As in the proof of Lemma 3.4, this shows:
2 such that i = j, unless n = 3 in which case we can only assert that M contains E 1,2 + E 2,1 and
If n > 3, then we deduce that M = S n (K), which contradicts the fact that codim M = n−2. Therefore, n = 3, and we see from the above that
, we conclude that in the bases B and B ⋆ the matrix space
Now, let us assume that #K = 2. We prove Theorem 3.3 by induction on the dimension of V . Again, the case dim V ≤ 2 is either vacuous or trivial. Assume now that dim V ≥ 3. 
Claim 2. There are distinct non-zero forms
, where D 1 and D 2 respectively denote the 1-dimensional linear subspaces K×{0} and {0} × K of K 2 . Combining Theorem 1.1 with the splitting lemma, we find that every range-compatible linear map on S mod f ⋆ 3 is local. Thus, as here #K = 2, every range-compatible homomorphism on S mod f ⋆ 3 is local. In particular, F mod f ⋆ i is standard for all i ∈ {1, 2, 3}.
We are now about to conclude the proof. Let us pick distinct non-zero forms f ⋆ 1 , f ⋆ 2 , f ⋆ 3 satisfying the conclusion of Claim 2. Without loss of generality, we can assume that F mod f ⋆ 1 and F mod f ⋆ 2 are both local or both non-local. In the first case, Lemma 3.6 yields that F is local. Assume now that F mod f ⋆ 1 and F mod f ⋆ 2 are both non-local. We know that
for some standard range-compatible homomorphisms G 1 and G 2 on S. Neither G 1 nor G 2 is local. Moreover, the identity is the sole nonzero root-linear map from K to K. Hence, from the general form of standard maps that is given in Proposition 3.1, we deduce that G 1 − G 2 is local. Thus, replacing F with F ′ = F − G 1 , we see that both maps F ′ mod f ⋆ 1 and F ′ mod f ⋆ 2 are local. It follows again from Lemma 3.6 that F ′ is local, and we conclude that F = F ′ + G 1 is standard. Thus, the inductive step is completed for fields with two elements. Theorem 3.3 is now established, and Theorem 1.5 follows from it.
4 Range-compatible homomorphisms on large spaces of alternating matrices
Main results
As in the symmetric case, it is necessary, in order to obtain Theorem 1.7, to consider a general version that applies to a larger class of operator spaces. For every compatible pair (B 1 , B ⋆ 2 ) of bases of U and V ⋆ , a map from U to V ⋆ is alternating if and only if its matrix in B 1 and B ⋆ 2 belongs to A n (K) M n,p−n (K), where n := dim V and p := dim U .
As in Remark 4, such identifications have no impact on the specific problem we are studying.
Let S be a linear subspace of L a (U, V ⋆ ). To S, we naturally attach two operator spaces: the space
which is a linear subspace of L a (V, V ⋆ ), and the space of all f ∈ S such that f vanishes everywhere on V , which we denote by S m and naturally identify with a linear subspace of L(U/V, V ⋆ ). By the rank theorem, we have
Then, the matrix space S(M) represents S r in the bases B ′ 1 and B ⋆ 2 . On the other hand, if we denote by T the subspace of S consisting of all its matrices M such that S(M ) = 0, then R(T ) represents S m in the bases B ′′ 1 and B ⋆ 2 . The proper generalization of Theorem 1.7 to spaces of alternating linear operators is the following one. Again, the proof of Theorem 4.1 will be done by induction on the dimension of V . The case when dim V = 3 is dealt with in Section 4.2, and the inductive step is performed in Section 4.3.
The case dim V = 3
Here, we let U be a finite-dimensional vector space and V be a linear subspace of U with dimension 3. Let S be a linear subspace of L a (U, V ⋆ ) such that codim S r ≤ dim V − 3 and codim S ≤ dim V − 2. Then, S r = L a (V, V ⋆ ) and S m has codimension at most 1 in L(U/V, V ⋆ ). Set p := dim U . Notation 4.2. For any non-negative integer r, we denote by sl r (K) the space of all trace zero matrices in M r (K).
Let us consider the bilinear form
The orthogonal complement of S m with respect to b is then a linear subspace S ⊥ m of L(V ⋆ , U/V ) with dimension at most 1, and its orthogonal complement for b is S m . There are two main cases to consider:
• Case 2: S ⊥ m contains a non-zero operator, say t, with rank denoted by r. We can find bases (e ⋆ 1 , e ⋆ 2 , e ⋆ 3 ) and (f 4 , . . . , f p ) of V ⋆ and U/V (with f 4 , . . . , f p in U ) in which t is represented by
. Then, in those bases, the space S m is represented by the set of all matrices of the form
with N ∈ sl r (K). If we denote by (e 1 , e 2 , e 3 ) the predual basis of (e ⋆ 1 , e ⋆ 2 , e ⋆ 3 ), we find that B = (e 1 , e 2 , e 3 , f 4 , . . . , f p ) is a basis of U . Finally, as S r = L a (V, V ⋆ ), we conclude that there is a linear map f : A 3 (K) → M r (K) such that S is represented by the space of all matrices of the form
with A ∈ A 3 (K) and N ∈ sl r (K).
Case 2 helps motivate the following notation. 
For all (a, b, c) ∈ K 3 {(0, 0, 0)}, the range of the alternating matrix
is the orthogonal complement of its kernel, which is spanned by
Fixing b = 0 and c = 1 and varying a, we obtain that u is linear. Similarly, one shows that g, h, i, j, k are all linear. Then, (1) reads
On the left-hand side of this identity, we have a polynomial of degree at most 1 in each variable, and hence all its coefficients are zero. This leads to u(1) = k(1), g(1) = i(1) and h(1) = j(1). Therefore, F is the local map A → AX where
Now, we prove Lemma 4.2.
Proof of Lemma 4.2. The case r = 0 has already been dealt with in Lemma 4.3. Assume now that r ≥ 1. Let F : M f → K 3 be a range-compatible homomorphism. Denote by T the subspace of M f consisting of its matrices with all first three columns equal to 0. Then, we see that T = {0} N for some subspace N of M 3,r (K) with codimension 1. By the splitting lemma and Theorem 1.3, the restriction of F to T must be local. Thus, subtracting a well-chosen local map from F , no generality is lost in assuming that F vanishes everywhere on T , a condition that will be assumed to hold throughout the rest of the proof. It follows that there is a homomorphism
We shall prove that G is range-compatible. To do so, we distinguish between three cases.
Case a: r = 3. Let A ∈ A 3 (K) {0}. We choose a non-zero column C of A. The subspace
is not included in sl 3 (K), and hence we can find a rank 1 matrix B ∈ M 3 (K) sl 3 (K) whose range equals KC. Then, M 3 (K) = KB ⊕ sl 3 (K), and hence we can write f (A) = λ B + N for some λ ∈ K and some N ∈ sl 3 (K). Thus, M f contains M := A λB , whose range equals Im A. Then, G(A) = F (M ) ∈ Im M , and hence G(A) ∈ Im A.
Case b: r = 2. Let A ∈ A 3 (K) {0}. We prove that there exists a matrix M ∈ M f such that M = A [?] 3×2 and Im M = Im A, which, as in Case a, will entail that
One of the columns of A, say the i-th, can be written as Y ? with Y ∈ K 2 {0}. As in Case a, we find B ∈ M 2 (K) sl 2 (K) with range KY . Then, f (A) = λ B + N for some λ ∈ K and some N ∈ sl 2 (K). It follows that we can find a row matrix L ∈ M 1,2 (K) such that λ B L has all its columns collinear to the i-th column of A. Then, the matrix
belongs to M f and its range equals Im A, which proves our claim.
Case c: r = 1. Using Corollary 2.2, we find endomorphisms u, g, h, i, j, k, θ of (K, +) such that F : Next, we prove that θ = 0. We distinguish between two cases:
• Assume that #K > 2. Let c ∈ K {0}. Taking b = 0, we find that −u(a)c+ k(c)a + θ(c)c = 0 for all a ∈ K {0}. Thus, the group endomorphism χ : a ∈ K → −u(a)c + k(c)a is constant on K {0} with sole value −θ(c)c. However, since K has more than 2 elements, we can find x and y in K {0} such that x + y = 0, which leads to χ(x) + χ(y) = χ(x + y), and hence θ(c)c = 0. Therefore, θ(c) = 0.
• Assume that #K = 2. Then, u, g, h, i, j, k, θ are all linear, and hence the quadratic form
vanishes everywhere on K 3 span (0, 0, 1) . By Lemma 5.2 of [5] , q = 0, and in particular θ(1) = 0.
Therefore, in any case θ = 0. Moreover, if (a, b) = (0, 0) it is obvious that
Hence,
which shows that G is range-compatible (see the proof of Lemma 4.3).
Thus, in any case we have shown that G is range-compatible. Lemma 4.3 then yields a vector Y ∈ K 3 such that G : A → AY , and we conclude that F is
This completes the proof in the case when dim V = 3.
The case dim V > 3
Here, we perform the inductive step of the proof of Theorem 4.1. Set n := dim V , p := dim U and assume that dim V > 3.
Step 1. There exist non-collinear forms f ⋆ 1 and f ⋆ 2 in V ⋆ such that codim(S mod f ⋆ i ) ≤ n − 3 and codim(S mod f ⋆ i ) r ≤ n − 4 for all i ∈ {1, 2}.
r the subspace of all the operators s ∈ S r such that (x, y) → s(x)[y] vanishes everywhere on Ker f ⋆ × Ker f ⋆ . Then, by the rank theorem, we have
Thus, in order to have
. Then, we extend this family into a basis B ⋆ = (f ⋆ 1 , . . . , f ⋆ n−1 , f ⋆ n ) of V ⋆ , whose corresponding basis of V is denoted by B. Denote by M the matrix space associated with S r in the bases B and B ⋆ . The assumptions show that, for
. By linearly combining those matrices, we find that M = A n (K), which means that S r = L a (V, V ⋆ ). In turn, this shows that for all
This yields a linear hyperplane H of V ⋆ such that
Hence, for every f ⋆ ∈ V ⋆ (P ∪ H), the space S mod f ⋆ satisfies the conditions of Theorem 4.1. However, the union of two proper linear subspaces of V ⋆ is always a proper subset of V ⋆ : this successively yields some f ⋆ 1 ∈ V (P ∪ H), and then we can pick f ⋆ 2 in V ((P + Kf ⋆ 1 ) ∪ H), so that f ⋆ 1 and f ⋆ 2 are linearly independent and both spaces S mod f ⋆ 1 and S mod f ⋆ 2 satisfy the requirements of Theorem 4.1.
By induction, we obtain that both range-compatible homomorphisms F mod f ⋆ 1 and F mod f ⋆ 2 are local, yielding vectors x 1 and x 2 in U such that
Replacing F with s → F (s) − s(x 1 ), we reduce the situation further to the point where there exists x ∈ U such that
Notice then that ∀s ∈ S, s(x) ∈ span(f
Step 2. The vector x belongs to V .
Proof. Assume on the contrary that x ∈ V . Let us extend (f ⋆ 1 , f ⋆ 2 ) into a basis B ⋆ of V ⋆ , whose predual basis of V is denoted by B = (e 1 , . . . , e n ), and let us extend (e 1 , . . . , e n , x) into a basis B of U . Denote by M the matrix space representing S in B and B ⋆ . Then, if we denote by P the subspace K 2 ×{0} of K n , we see that M is a linear subspace of A n (K) P M n,p−n−1 (K), where p := dim U . However, that subspace has codimension n − 2 in A n (K) M n,p−n (K), whereas M has codimension at most n − 2 in it. Therefore, M = A n (K) P M n,p−n−1 (K).
Denote by G : M → K n the range-compatible homomorphism that is associated with F in the above bases. Condition (2) shows that G maps every matrix M = (m i,j ) of M to m 1,n+1 [0] (n−1)×1
. Then, we have a range-compatible homomorphism H : P → K n such that, for all Y ∈ P ,
and we see from the above form of G that Im H = K×{0}. However, by Theorem 1.3 the map H should be a scalar multiple of the identity, which is false since P has dimension 2.
Step 3. The vector x belongs to Ker f ⋆ 1 ∩ Ker f ⋆ 2 . Proof. Assume on the contrary that x ∈ o span(f ⋆ 1 , f ⋆ 2 ). Then, we can find a basis (g ⋆ 1 , g ⋆ 2 ) of span(f ⋆ 1 , f ⋆ 2 ) such that g ⋆ 1 (x) = 1 and g ⋆ 2 (x) = 0. We extend this basis into a basis B ⋆ = (g ⋆ 1 , g ⋆ 2 , . . . , g ⋆ n ) of V ⋆ in which g ⋆ i (x) = 0 for all i ∈ [[2, n]], and we consider the corresponding basis B of V . Obviously, x is the first vector of B. It then turns out that if we denote by M r the matrix space associated with S r in the bases B and B ⋆ , this space is included in A n (K) and every matrix in M r has its first column of the form   0 ?
[0] (n−2)×1   . Thus, we see that M r has codimension at least n − 2 in A n (K), contradicting the assumption that codim S r ≤ n − 3.
Step 4. One has x = 0.
Proof. Assume on the contrary that x = 0. Let us consider a linear form f ⋆ 0 on V such that f 0 (x) = 1. Then, we extend (f ⋆ 0 , f ⋆ 1 , f ⋆ 2 ) into a basis B * in which the last n − 3 linear forms annihilate x, and we denote by B the corresponding basis of V , which we extend into a basis B of U . Note that x is the first vector of B, and hence also the first one of B. Let us denote by M the matrix space associated with S in those bases. .
Let us finally denote by M ′ the space of all matrices C K(C) + N ′ with C ∈ A 3 (K) and N ′ ∈ B ′ (H).
Applying Lemma 2.1 to the subspace V 0 = {0} × K n−3 of K n , we obtain that
is a range-compatible homomorphism. On the other hand, M ′ represents a space of alternating operators that satisfies the assumptions of Theorem 4.1. From the 3-dimensional case treated in Section 4.2, we deduce that G ′ is a local map. This would yield a vector X ∈ K 3+p−n such that dim M ′ X = 1. However, if X ∈ K 3 × {0} we would have dim M ′ X = 2 or dim M ′ X = 0; on the other hand, if X ∈ (K 3 × {0}), we see that dim M ′ X ≥ 2 because B ′ (H) has codimension at most 1 in M 3,p−n (K). Thus, we have a contradiction in any case, and we conclude that x = 0.
We conclude that, for all s ∈ S, the vector F (s) belongs to both Kf ⋆ 1 and Kf ⋆ 2 , and hence it equals 0. Thus, F is the local map s → s(0), which completes the inductive step. Thus, Theorem 4.1 is now established, and Theorem 1.7 follows as it is a reformulation of the special case when U = V .
