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Abstract
The set of all eigenvalues (counting multiplicities) of a matrix A is denoted by σ(A), and
the inertia of A is the ordered triple i(A) = (i+(A), i−(A), i0(A)), in which i+(A), i−(A) and
i0(A) are the numbers of eigenvalues with positive, negative and zero real parts, respectively.
An n× n sign pattern S = (sij ) has sij ∈ {+,−, 0} and the qualitative class of S is Q(S) =
{A = (aij ) ∈ Mn(R) : sign(aij ) = sij for all i, j}. The inertia of S is the set of ordered triples
i(S) = {i(A) : A ∈ Q(S)}. An n× n sign pattern S is an inertially arbitrary pattern (IAP) if
(n1, n2, n3) ∈ i(S) for each nonnegative triple (n1, n2, n3) with n1 + n2 + n3 = n. Consider
the n× n (2r − 1)-diagonal sign pattern Sn,r with positive entry (i, j) for 1  j − i  r − 1
or i = j = n, negative entry (i, j) for 1  i − j  r − 1 or i = j = 1, and zero entry other-
wise. J.H. Drew et al. proved that Sn,2 is an IAP for 2  n  7 and conjectured that Sn,2 is an
IAP for n  8. Gao et al. proved that Sn,n is an IAP for n  2. In this paper, it is proved that
(n− k, k, 0) ∈ i(Sn,r ) for 0  k  n, 2  r  n and that Sn,n−1 is an IAP for n  3.
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1. Introduction
The set of all eigenvalues (counting multiplicities) of a matrix A is denoted by
σ(A), and the inertia of A is the ordered triple i(A) = (i+(A), i−(A), i0(A)), in
which i+(A), i−(A) and i0(A) are the numbers of eigenvalues with positive, nega-
tive and zero real parts, respectively. An n× n sign pattern (matrix) S = (sij ) has
sij ∈ {+,−, 0} and its qualitative class, denoted by Q(S), is the set of real matrices
with the same sign pattern as S, i.e.,
Q(S) = {A = (aij ) ∈ Mn(R) : sign(aij ) = sij for all i, j}.
The inertia of a sign pattern S is the set of ordered triples i(S) = {i(A) : A ∈ Q(S)}.
An n× n matrix A is said to be stable if i(A) = (0, n, 0). An n× n sign pattern
S is sign stable [7] if i(S) = {(0, n, 0)}, and potentially stable [8] if (0, n, 0) ∈
i(S).
A sign pattern S is an inertially arbitrary pattern (IAP) if (n1, n2, n3) ∈ i(S) for
every nonnegative triple (n1, n2, n3) with n1 + n2 + n3 = n. The problem of con-
sidering IAPs is closely related to the eigenvalue completion problem [3,5,9]. In [2],
Drew et al. investigated the n× n antipodal tridiagonal sign pattern Tn defined as
Tn =


− +
− 0 +
− . . . . . .
.
.
.
.
.
.
.
.
.
.
.
. 0 +
− +


.
It was proved that Tn is an IAP for 2  n  7, and conjectured that Tn is also an
IAP for n  8. In [4], Gao et al. considered the following sign pattern:
Sn =


− + · · · · · · +
− 0 + ...
... − . . . . . . ...
...
.
.
.
.
.
.
.
.
.
...
...
.
.
. 0 +
− · · · · · · · · · − +


,
and proved that Sn is an IAP for n  2.
In this paper, we consider the following (2r − 1)-diagonal sign pattern:
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Sn,r =


− + · · · · · · + 0 · · · · · · · · · 0
− 0 + . . . . . . ...
... − . . . . . . . . . . . . ...
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
− . . . . . . . . . . . . 0
0
.
.
.
.
.
.
.
.
.
.
.
. +
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
. 0 +
0 · · · · · · · · · 0 − · · · · · · − +


, n  r  2.
For arbitrary r , it is shown that all ordered triples (n1, n2, n3) with n3 = 0 are in
i(Sn,r ), and then it is shown that Sn,n−1 is an IAP for n  3. In order to prove these
results, we introduce some notation. If the matrix A is entrywise positive (negative,
resp.), we write A > 0 (A < 0, resp.). For the sign pattern Sn,r , we denote by S(n)n,r
(S(1)n,r , resp.) the sign pattern obtained from Sn,r by replacing the (n, n) entry by zero
(replacing the (1, 1) entry by zero, resp.).
Other undefined terminology herein can be found in [1,6].
2. Inertia results for Sn,r for general n and r
In this section we prove that (n− k, k, 0) ∈ i(Sn,r ) for 0  k  n and 2  r  n.
Lemma 2.1 [2]. For n  2, (0, n, 0) ∈ i(S(n)n,2) and (n, 0, 0) ∈ i(S(1)n,2).
Lemma 2.2. For n  r and n  2, (0, n, 0) ∈ i(S(n)n,r ) and (n, 0, 0) ∈ i(S(1)n,r ).
Proof. By Lemma 2.1, there exists A = (aij ) ∈ Q(S(n)n,2) such that i(A) = (0, n, 0).
Let A(ε) = (aij (ε)) be an n× n matrix with ε  0 and
aij (ε) =


aij if |i − j |  1,
ε · sign(j − i) if 2  |i − j |  r − 1,
0 otherwise.
Clearly, A(0) = A and A(ε) ∈ Q(S(n)n,r ) for any ε > 0. Since the eigenvalues of
A(ε) are continuous functions of ε, there exists a sufficiently small ε0 > 0 such
that i(A(ε0)) = (0, n, 0). Thus (0, n, 0) ∈ i(S(n)n,r ). Similarly, we also have (n, 0, 0) ∈
i(S
(1)
n,r ). 
136 Z. Miao, J. Li / Linear Algebra and its Applications 357 (2002) 133–141
Using the proof method of Lemma 2.2, we easily obtain Lemma 2.3. The proof is
omitted.
Lemma 2.3. For n  r  2, (0, n, 0) ∈ i(Sn,r ) and (n, 0, 0) ∈ i(Sn,r ).
Theorem 2.4. Let n  r  2 and 0  k  n. Then (n− k, k, 0) ∈ i(Sn,r ).
Proof. For k = 0 or k = n, it follows from Lemma 2.3. In the following, we al-
ways assume that 1  k  n− 1. By Lemma 2.2, there exist B = (bij ) ∈ Q(S(k)k,s )
for 1 < k  n− 1 and C = (cij ) ∈ Q(S(1)n−k,t ) for 1  k < n− 1 such that i(B) =
(0, k, 0) and i(C) = (n− k, 0, 0), where s = min{r, k} and t = min{r, n− k}. Also
choose B = (b11) ∈ (−) for k = 1 and C = (c11) ∈ (+) for k = n− 1. Let A(ε) =
(aij (ε)), where ε  0 and
aij (ε) =


bij if 1  i, j  k,
ci−k,j−k if k + 1  i, j  n,
ε if j − i  r − 1, j  k + 1 and i  k,
−ε if i − j  r − 1, i  k + 1 andj  k,
0 otherwise.
Clearly, A(0) = A and A(ε) ∈ Q(Sn,r ) for any ε > 0. Since the eigenvalues of
A(ε) are continuous functions of ε, there exists a sufficiently small ε0 > 0 such that
i(A(ε0)) = (n− k, k, 0). Thus (n− k, k, 0) ∈ i(Sn,r ). 
3. Inertia results for Sn,n−1
Lemma 3.1 [4]. For any n  2, Sn,n is an IAP.
Lemma 3.2. If 2  k  n and n  3, then (0, k, n− k) ∈ i(Sn,n−1) and (k, 0,
n− k) ∈ i(Sn,n−1).
Proof. Case 1: k = n. It follows from Lemma 2.3.
Case 2: 3  k  n− 1. By Lemma 2.3, (0, k, 0) ∈ i(Sk,k−1). Then there exists
B =
(
A11 α
−β a
)
∈ Q(Sk,k−1)
such that i(B) = (0, k, 0) and A11 ∈ Q(S(k−1)k−1,k−1), where α = (0, a2, . . . , ak−1)T,
β=(0, b2, . . . , bk−1), a > 0, ai > 0 for 2 i  k − 1 and bj > 0 for 2jk − 1.
Let x = (−1,−1, . . . ,−1, xk−1) be a real row vector with dimension k − 1. Then
it is easy to check that there is a sufficiently large N1 such that xA11 < 0 for all
xk−1  N1. Let
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N = max
{
N1,
1
ak−1
k−2∑
i=2
ai
}
for k > 3
and N = N1 for k = 3,
P =


−1 · · · −1 N + n− 3
−1 · · · −1 N + n− 4
...
...
...
−1 · · · −1 N + k − 2


(n−k)×(k−1)
,
A12 =


N + n− k N + n− k − 1 · · · N + 1
1 1 · · · 1
...
...
...
1 1 · · · 1


(k−1)×(n−k)
,
and
A(ε) =

 A11 εA12 αPA11 εPA12 Pα
−β −εJ1×(n−k) a


n×n
for ε  0.
Then it is not difficult to see that A(ε) ∈ Q(Sn,n−1), rank(A(ε)) = k and A(ε) has
at least n− k eigenvalues equal to 0 for any ε > 0. Clearly, i(A(0)) = (0, k, n− k).
Since limε→0 A(ε) = A(0) and the eigenvalues of A(ε) are continuous functions
of ε, there exists a sufficiently small ε0 > 0 such that i(A(ε0)) = (0, k, n− k) for
3  k  n− 1.
Case 3: k = 2. By Lemma 2.2, (0, 2, 0) ∈ i(S(2)2,2). Hence there exists
A11 =
(−a b
−c 0
)
∈ Q(S(2)2,2)
such that i(A11) = (0, 2, 0), where a, b, c > 0. Let x = (−1, x2) be a real row vector
with dimension 2. Then it is easy to see that there is a sufficiently large number
N1 > 0 such that xA11 < 0 for all x2  N1. Let N > max{N1, a/c}, ε  0,
P =


−1 N + n− 2
−1 N + n− 3
...
...
−1 N + 2
−c a


(n−2)×2
,
A12 =
(
N + n− 2 N + n− 3 · · · N + 2 0
1 1 · · · 1 1
)
2×(n−2)
,
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and
A(ε) =
(
A11 εA12
PA11 εPA12
)
n×n
.
Then it is not difficult to see that A(ε) ∈ Q(Sn,n−1), rank(A(ε)) = 2 and A(ε) has
at least n− 2 eigenvalues equal to 0 for any ε > 0. Clearly, i(A(0)) = (0, 2, n− 2).
Since limε→0 A(ε) = A(0) and the eigenvalues of A(ε) are continuous functions of
ε, there exists a sufficiently small ε0 > 0 such that i(A(ε0)) = (0, 2, n− 2).
Combining the above cases 1–3, we get (0, k, n− k) ∈ i(Sn,n−1) for 2  k  n.
Similarly, (k, 0, n− k) ∈ i(Sn,n−1) for 2  k  n. 
Lemma 3.3. Let (k1, k2, k3) be a triple with k1 + k2 + k3 = n and ki  0 for 1 
i  3. If k1  2 or k2  2, then (k1, k2, k3) ∈ i(Sn,n−1).
Proof. Without loss of generality, let k2  2. If k1 = 0, then (k1, k2, k3) ∈ i(Sn,n−1)
by Lemma 3.2. In the following, we assume that k1  1. By Lemma 3.1, there
exist A11 ∈ Q(S(k2)k2,k2) and C ∈ Q(S
(1)
k1,k1
) such that i(A11) = (0, k2, 0) and i(C) =
(k1, 0, 0). Also we choose C ∈ (−) for k1 = 1. Let x = (−1,−1, . . . ,−1, xk2) be a
real row vector with dimension k2. Then it is easy to check that there is a sufficiently
large N such that xA11 < 0 for all xk2  N . Let ε  0,
(A12, A13) =


N + k3 + k1 − 1 N + k3 + k1 − 2 · · · N + 1 0
1 1 · · · 1 1
...
...
...
...
1 1 · · · 1 1


k2×(n−k2)
,
P =


−1 · · · −1 N + n− 3
−1 · · · −1 N + n− 4
...
...
...
−1 · · · −1 N + n− k3 − 2


k3×k2
,
B =


1 1 · · · 1
...
... 1
1 1 · · · 1
0 1 · · · 1


k1×k2
,
and
A(ε) =

 A11 εA12 εA13PA11 εPA12 εPA13
−B −Jk1×k3 C


n×n
.
Then it is not difficult to check that A(ε) ∈ Q(Sn,n−1) for any ε > 0, rank(A(ε)) =
k1 + k2 for all sufficiently small ε, and A(ε) has at least k3 eigenvalues equal to 0
for all ε > 0. Since i(A(0)) = (k1, k2, k3), limε→0 A(ε) = A(0) and the eigenvalues
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of A(ε) are continuous functions of ε, there exists a sufficiently small ε0 > 0 such
that i(A(ε0)) = (k1, k2, k3). Thus (k1, k2, k3) ∈ i(Sn,n−1). The case that k1  2 can
be shown similarly. 
Lemma 3.4. Suppose that (k1, k2, k3) be a triple with k1 + k2 + k3 = n and 0 
ki  1 for 1  i  2. Then (k1, k2, k3) ∈ i(Sn,n−1) for n  3.
Proof. For n = 3, it follows that S3,2 = T3 and T3 is an IAP. In the following, we
always assume that n > 3. Let ε > 0 and a > 0. Consider the n× n matrix A(ε)
defined as follows:
A(ε) =


x1
εx2
...
εxn−1
xn


n×n
,
where x1 = (−1, 1, 2, . . . , n− 2, 0), xn = (0,−1,−1, . . . ,−1, a) and xi = x1 +
(i − 1)xn for 2  i  n− 1. Clearly A(ε) ∈ Q(Sn,n−1) for any ε > 0. Let fε(λ) =
det(λI − A(ε)). Then
fε(λ) = det


λ+ 1 −1 −2 −3
ε λ −ε −2ε
ε ε λ −ε
ε 2ε ε λ
...
...
...
...
ε (n− 3)ε (n− 4)ε (n− 5)ε
0 1 1 1
· · · −(n− 2) 0
· · · −(n− 3)ε −aε
· · · −(n− 4)ε −2aε
· · · −(n− 5)ε −3aε
...
...
· · · λ −(n− 2)aε
· · · 1 λ− a


= det


λ+ 1 −1 −2 −3 · · · −(n− 2) 0
−λε λ 0 0 · · · 0 −λε
−λε 0 λ 0 · · · 0 −2λε
−λε 0 0 λ · · · 0 −3λε
...
...
...
...
...
...
−λε 0 0 0 · · · λ −(n− 2)λε
0 1 1 1 · · · 1 λ− a


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= det


λ+ 1 −∑n−2i=1 iε −1 −2 −3
0 λ 0 0
0 0 λ 0
0 0 0 λ
...
...
...
...
0 0 0 0
(n− 2)ε 1 1 1
· · · −(n− 2) −∑n−2i=1 i2ε· · · 0 0
· · · 0 0
· · · 0 0
...
...
· · · λ 0
· · · 1 λ− a +∑n−2i=1 iε


= λn−2det
(
λ+ 1 − 12 (n− 1)(n− 2)ε − 16 (n− 1)(n− 2)(2n− 3)ε
(n− 2)ε λ− a + 12 (n− 1)(n− 2)ε
)
= λn−2[λ2 + (1 − a)λ− a + g(a, ε)],
where g(a, ε) = 12 (a + 1)(n− 1)(n− 2)ε + 112 (n− 1)(n− 2)2(n− 3)ε2. Since
limε→0 g(a, ε) = 0 and limε→+∞ g(a, ε) = +∞, we can properly choose a and ε
such that (1) 1 − a = 0, g(a, ε)− a > 0, for example, a = 1 and sufficiently large
ε > 0. Thus we have (0, 0, n) ∈ i(Sn,n−1). (2) 1 − a = 0, g(a, ε)− a < 0, for ex-
ample, a = 1 and sufficiently small ε > 0. Thus we have (1, 1, n− 2) ∈ i(Sn,n−1).
(3) 1 − a < 0, g(a, ε)− a = 0, for example, a = 2 and
ε = −9(n− 1)+
√
81(n− 1)2 + 24(n− 1)(n− 3)
(n− 1)(n− 2)(n− 3) for n > 3.
Thus we have (1, 0, n− 1) ∈ i(Sn,n−1). (4) 1 − a > 0, g(a, ε)− a = 0, for exam-
ple, a = 12 and
ε = −9(n− 1)+
√
81(n− 1)2 + 24(n− 1)(n− 3)
2(n− 1)(n− 2)(n− 3) for n > 3.
Thus we have (0, 1, n− 1) ∈ i(Sn,n−1). So the proof of this lemma is completed.

To sum up Lemmas 3.3 and 3.4, we obtain:
Theorem 3.5. For n  3, Sn,n−1 is an IAP.
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