Samples of curves are collected in many applications, including studies of reproductive hormone levels in the menstrual cycle. Many approaches have been proposed for correlated functional data of this type, including smoothing spline methods and other flexible parametric modeling strategies. In many cases, the underlying biological processes involved restrict the curve to follow a particular shape. For example, progesterone levels in healthy women increase during the menstrual cycle to a peak achieved at random location with decreases thereafter. Reproductive epidemiologists are interested in studying the distribution of the peak and the trajectory for women in different groups. Motivated by this application, we propose a simple approach for restricting each woman's mean trajectory to follow an umbrella
In such biomedical studies, smoothing methods are commonly used to estimate mean trajectories, while limiting parametric assumptions. Zhang et al. (1998) and Zhang, Lin, and Sowers (2000) used semiparametric models for correlated data, and estimated smoothing parameters using restricted maximum likelihood estimation. Brumback and Rice (1998) used smoothing splines with mixed effects models to analyze progesterone data in the menstrual cycle. Although such approaches have many advantages, they do not incorporate shape constraints on the mean curves. Such constraints provide a means for incorporating biological information into the analysis without introducing restrictive parametric assumptions about the unknown trajectories. Restricting the shapes that are possible to a class consistent with prior information can improve statistical efficiency while producing a more realistic estimate.
Several approaches have been proposed for estimating curves subject to shape constraints. Gelfand and Kuo (1991) and Ramgopal, Laud, and Smith (1993) used restricted nonparametric priors to accommodate shape restrictions in potency curves. Gelfand, Smith, and Lee (1992) proposed a general Gibbs sampling strategy for incorporating parameter constraints by discarding draws inconsistent with the constraint. Lavine and Mockus (1995) proposed a general method for nonparametric Bayesian isotonic regression. Dunson and Columbo (2003) proposed a hierarchical model and smoothing prior that allowed for shape restrictions on mean curves underlying categorical observations. Adaptation of these approaches to the problem of incorporating constraints on higher level parameters in a hierarchical model (e.g., individual-specific means) is not straightforward.
In addition to these Bayesian approaches, frequentist methods are available for monotone curve estimation. Mammen (1991) used smoothing and isotonization steps to efficiently estimate a monotone regression function. Mammen and Thomas-Agnan (1999) proposed a method for constraining smoothing splines by first calculating the unrestricted smoothing spline, and then projecting onto the constrained space using a Sobolev-type norm. Such isotonization tends to yield a smaller mean square error in many cases (Robertson, Wright, and Dykstra, 1988; Mammen, 1991; Hwang and Peddada, 1994) .
Applying the isotonization idea to the Bayesian paradigm, Dunson and Neelon (2003) proposed an approach for order restricted inference in generalized linear models. Instead of mapping a single unrestricted estimate to the constrained space, they proposed applying an isotonic regression transformation to draws from the unconstrained posterior density obtained using an MCMC algorithm. Their focus was on simple ordering in regression parameters, and not on ordering with unknown changepoints or constraints on higher level parameters in a hierarchical model. Motivated by applications to hormone studies, we generalize the method of Dunson and Neelon (2003) to allow for umbrella ordering and constraining of higher level parameters in a hierarchical model. We use the term 'umbrella' to refer to a monotone or unimodal ordering, since it is widely used in the literature on order restricted inference. To generalize isotonic regression transformations to the case where the peak location is unknown, we choose the peak that minimizes the weighted least squares distance between the unconstrained and umbrella-ordered parameters. We then apply this transformation to individual-specific means generated from a hierarchical model. Section 2 considers umbrella ordered cases when data are independent and normal. Section 3 generalizes the approach to constrain individual-specific trajectories characterized by a hierarchical model. Section 4 applies the method to progesterone data considered previously by Brumback and Rice (1998) and provides a simulation example, while Section 5 discusses the results.
Umbrella Order Restrictions

Ordered Normal Means
We focus initially on inference for a vector of normal means known a priori to follow an umbrella order restriction. Let y i ∼ N p (µ, Σ), where µ = (µ 1 , . . . , µ p ) is the mean vector and Σ = σ 2 I p×p is the covariance matrix, for i = 1, . . . , n. Ignoring the ordering initially, a conjugate prior for µ can be specified as π(µ|Σ 0 ) = p j=1 N (µ j ; µ 0j , σ 2 0j ), where Σ 0 = diag(σ 2 01 , . . . , σ 2 0p ). The posterior of µ j conditional on σ 2 and y is then π(µ j |σ 2 , y) =
We focus inference on an order-constrained parameter µ * , which arises from a mapping of the unconstrained mean vector µ from p → Ω, where Ω ⊂ p is a subset defined by the following set of inequalities on the elements of µ such that Ω = p κ=1 Ω κ . We define Ω κ as the set of umbrella ordered means with peak κ:
When the peak occurs at 1 or p, a simple non-increasing or non-decreasing order, respectively, results. The support of µ * is therefore the space of p×1 vectors following an umbrella ordering with peak location κ ∈ {1, . . . , p}.
Following Dunson and Neelon (2003) who considered simple ordering, we choose a mapping from p → Ω that minimizes the distance between µ * and µ. In particular, based on Robertson, Wright, and Dykstra (1988) and Hwang and Peddada (1994) , we use an isotonic regression transformation that sets the elements of µ * equal to weighted averages of the elements of µ. Assuming a peak at κ, the transformation follows the form shown in Robertson, Wright, and Dykstra (1988) and Dunson and Neelon (2003) :
where Σ µ|σ,y is the unconstrained posterior covariance and L κ j and U κ j denote subsets of {1, . . . , p} such that the ordering µ j ≤ µ j is known for all j ∈ L κ j and the ordering µ j ≥ µ j is known for all j ∈ U κ j . The [s:t] subscript represents the submatrices and subvectors corresponding to elements s, s + 1, . . . , t. Note that in this simple case, Σ µ|σ,y = diag( σ 2 1 , . . . , σ 2 p ).
To allow for a peak at unknown location, κ, we choose µ * by minimizing the Mahalanobis distance measure across different choices of peak:
Using this expression in combination with expression (2) produces the value of µ * ∈ Ω, which is as close as possible to the unrestricted value µ ∈ p . The weighted least squares distance measure minimizes the distance between µ * and µ in Euclidean space, requiring the distance to be relatively small for elements of µ about which much is known (i.e., the posterior variance is small). In this manner, the mapping tends to result in values of µ * with high density in the posterior for µ. We follow Dunson and Neelon (2003) in taking the view that µ * is an order-restricted functional of the parameter µ, and hence we can consider the draws of µ * as draws from a Bayesian posterior.
An alternative approach would be to directly place a prior distribution and define a likelihood based on µ * . Although this more conventional Bayesian strategy is conceptually appealing, our transformation approach has important practical advantages. In particular, it is typically the case that investigators are interested in both the order-restricted µ * and the unrestricted µ, since assessing changes in the estimates due to the incorporation of the constraint is a critical component of the analysis (particularly, in applications in which one may be somewhat skeptical about the constraint). In addition to computational advantages in more complex problems (as described in Sections 3 and 4) and a tendency to produce estimates that are close to unrestricted ridge-type estimators, the transformation strategy has the advantage that it is straightforward to assess the impact of incorporating the constraint.
One can simply examine how inferences change using µ * instead of µ.
The approach is also appealing from a frequentist perspective due to the close relationship with traditional isotonic regression transformations. In addition, one can show that the mode of the posterior for µ * converges to the constrained estimator in the limit as n → ∞.
Using this equivalence, it is also straightforward to show that the mode of the posterior for µ * is a consistent estimator as long as the true means belong to Ω. This proof follows along the lines described by Turner and Wollan (1997) for their classical estimator, and is one motivation for our use of the Mahalanobis distance measure in choosing the peak. A final comment is that the posterior tends to be centered close to the constrained estimator when the information in the prior is small relative to the sample size even when the sample size is small to moderate. In complex settings in which it is very difficult to estimate the constrained estimator, the transformation strategy can be viewed as a reasonable alternative.
For additional theoretical properties, we focus on the simple p = 3 case, which is not unusual to find in dose-response and bioassay applications. Theorems for general p are very difficult to establish (as in classical order restricted inference problems).
Theorem 1.
For p ≤ 3, µ * has its peak at the same location as µ, for all µ ∈ p (see the Appendix for a proof).
This theorem implies that the transformation from p → Ω maintains the peak location.
Since we wish to limit systematic biases in mapping from p → Ω, this is an appealing property.
Comparison with Standard Approach
We compare the proposed transformation approach from Section 2.1 with the standard Bayesian approach of placing a truncated conjugate prior on the restricted space. A typical prior used to constrain µ ∈ Ω κ follows the truncated normal form:
where µ 0 and Σ 0 are defined in Section 2.1. Conditional on µ −κ = (µ 1 , . . . , µ κ−1 , µ κ+1 , . . . , µ p ) and the peak location occurring at κ, the posterior distribution for µ κ arising from prior (4) follows the truncated normal distribution:
where f (·) and F (·) are the normal density and distribution functions, respectively, and µ κ and σ 2 κ are defined in Section 2.1, with µ κ ≈ y κ when the prior variance is large. Sampling from (5) is equivalent to drawing from the unrestricted posterior N (µ κ ; µ κ , σ 2 κ ) and discarding values that are less than max{µ −κ }. This conditional posterior gives zero prior probability to µ κ ≤ max{µ −κ } and has expectation
As max{µ −κ } increases and the conditional posterior variance decreases, the expectation in (6) can be substantially larger than µ κ and hence, when the prior variance is large, substantially larger than y κ , the mean of the data.
It is of interest to compare expression (5) with the conditional posterior distribution for µ * κ obtained under the proposed transformation approach:
which is equivalent to sampling from the unrestricted N (µ κ ; µ κ , σ 2 κ ) posterior and setting values less than max{µ * −κ } equal to the boundary value max{µ * −κ }. It follows that the conditional estimator using the transformation approach is:
which is closer to the unrestricted posterior mean, µ κ , than the conditional posterior mean shown in expression (6) for the truncated normal prior. This result suggests that when the prior precision, σ −2 0κ , is small relative to the information in the data, the proposed transformation approach yields estimates closer to the data and less subject to systematic biases compared with the more conventional Bayesian approach. This difference in the two estimates can be substantial, particularly when the true value is close to the boundary of Ω, when the sample size is small to moderate, and when strong constraints are assigned. Note that we have focused on the case where the peak is known. When the peak location is unknown, the standard strategy would be to place a prior distribution (e.g., uniform) on the peak location and estimate this changepoint simultaneously with the mean values. It is well known that the introduction of an unknown changepoint can greatly contribute to the computational burden. This is not a major hurdle in the simple ordered normal means case but is in cases where the changepoint can vary for each subject, as in the menstrual cycle application.
Illustrative Example
It is useful to consider a simple illustrative example. Suppose p = 3 and that the groupspecific empirical means are y 1 = 0, y 2 = c, and y 3 = 0, with all three groups having equal sample sizes. We fix the empirical variance of y at 100. It is known a priori that there exists an umbrella ordering in µ with the peak location unknown. Figure 1 plots the estimated posterior means for µ 1 , µ 2 , and µ 3 for a range of values of c and n under the approach which assigns a uniform improper prior for µ with support on Ω and plots the estimators under our proposed transformation approach. As expected, the first and third panels are identical due to symmetry.
It is apparent from Figure 1 that the estimators under the transformation approach are closer to the empirical means in each of the cases, with the largest differences occurring for small sample sizes and negative values of c. Since having negative values for c produces a bathtub-shape ordering, the umbrella-ordered constraint is clearly violated. Figure 1 suggests that, even in the case where the prior is chosen to be non-informative subject to the order restriction and the data do not violate the order constraint, the posterior densities produced by the standard approach can be centered on values far from the empirical means of the data. The transformation approach is far less sensitive to this problem. Although we have focused on small samples in this illustrative example, this problem is also important in large sample settings in which we are interested in estimating individual-specific means but do not have a large amount of information on each individual.
Order Restrictions in Hierarchical Models
Until this point, we have focused on the simple case where the data consist of independent observations from a normal distribution. However, it is straightforward to apply the methods to any hierarchical model in which umbrella restrictions are needed. We focus on the case where there are repeated multivariate observations on each of n subjects, so that outcome data on subject i consist of a vector of observations y ij = (y ij1 , . . . , y ijp ) at times j = 1, . . . , n i . For example, in the menstrual cycle application, i indexes woman and j indexes menstrual cycle within a woman. Let µ ij = (µ ij1 , . . . , µ ijp ) denote the linear predictor in an arbitrary hierarchical generalized linear mixed model. This linear predictor is characterized as a function of fixed effects regression parameters, α, individual and potentially time-specific random effects, β i , variance component parameters, φ, and residual error vari-ances, . A prior distribution for µ ij is induced by choosing a random effects density and prior distributions for the population parameters. The usual Bayesian approach of placing constraints on the population parameters by explicitly choosing priors with restricted support is straightforward, with some risk of bias (as discussed in Section 2). However, restricting the population parameters is not the same as restricting the linear predictor µ ij ∈ Ω, which is our focus.
It is difficult to induce restrictions on µ ij through restricting the population parameters and random effects, since constraints on the higher-level parameters imply complex restrictions on the lower-level parameters. One can potentially use an MCMC algorithm in which, for each parameter one at a time (including the random effects), the appropriate constraint is calculated conditionally on current values of the other parameters, and the parameter is then updated subject to this constraint. This approach has several important problems.
First, the parameter constraint is often difficult to calculate being dependent on a function of the other parameters and the predictors. This calculation is made more challenging if one wants to restrict the parameters so that µ ij ∈ Ω for values of the predictors not observed in the study sample. Second, since the constraint on a particular parameter is highly dependent on the current values of the other parameters, there will tend to be high levels of autocorrelation in the Markov chain and hence poor computational efficiency. In addition, we do not want to restrict the peak in µ ij to occur at the same location for all i, j. The standard Bayesian approach requires the explicit specification of a hierarchical prior for the peak location. In conducting posterior computation, it is then necessary to update the parameters characterizing the distribution of the peak along with the individualspecific changepoint parameters. Since efficient computation is difficult even for models with a single changepoint, computation for umbrella ordered curves with varying peaks is extremely challenging using the standard methods.
The transformation approach proposed in Section 2 effectively solves these problems. We begin by collecting draws from the unconstrained posterior distribution of Θ = (α, β, φ, ) using a standard Gibbs sampling algorithm without incorporating the constraint. This is straightforward, and the parameters can be updated in blocks to improve computational efficiency. The linear predictor µ ij is then computed as a function of Θ for each draw collected from the unconstrained posterior. Once µ ij is generated, the transformation approach is used to map µ ij → µ * ij ∈ Ω.
Application to Menstrual Cycle Data
Data Structure
We illustrate the methods through application to data from a study of progesterone levels in the menstrual cycle, analyzed previously by Brumback and Rice (1998) . The data consist of progesterone metabolite measurements in daily urine samples of women with healthy reproductive function. These hormone measurements are recorded on the log scale as a variance stabilizing mechanism. Days are nested within cycles which are nested within women who are in one of two groups -non-conceptive or conceptive. Of the 51 women in the study, 29 of them belong to the non-conceptive group (69 cycles) and 22 belong to the conceptive group (22 cycles). Among the non-conceptive group, women have between one and five cycles each, with two as the median number of cycles. Data are aligned relative to the day of ovulation estimated using urinary luteinizing hormone surge. We focus on the 24 day window starting eight days prior to ovulation and ending 15 days after ovulation, since interest focuses on comparing conceptive and non-conceptive cycles with respect to pre-and post-ovulatory progesterone patterns. Ovulation is referred to as day 0. Notice that we are not standardizing cycles to 28 days as is commonly done throughout the literature, because that results in a loss of information and does not seem defensible biologically. Figure 2 shows the hormone measurements for two non-conceptive women and for two conceptive women. As expected, progesterone levels tend to increase to a peak and then decrease in non-conceptive cycles, while in conceptive cycles increases continue throughout the window. Note that both of these patterns are consistent with an umbrella ordering, with the peak occurring at the end of the window for conceptive cycles and earlier for non-conceptive cycles.
Hierarchical Model
Let y ijk represent the hormone measurement for day k = {1, ..., 24} of cycle j = {1, ..., n i } from woman i = {1, ..., 51}. We first choose a simple autoregressive hierarchical model to characterize the data without considering the constraint. We focus on a discrete time model, since hormone measurements are collected daily. Given possible diurnal variability and standardization of collection protocols to focus on first morning urine samples, it is not appropriate to extrapolate to a finer scale based on the daily observations.
In particular, we let:
where c ij is an indicator of conception group for the jth cycle of the ith woman, α k ∼ N (α 0k , 10) are day-specific population means (in either the conception (C) or nonconception (N) group), β ik ∼ N (β i,k−1 , φ 2 3 ) are women-specific deviations from the population mean, φ 1 ∼ N (0.1, 10) measures residual autocorrelation, and ijk ∼ N (0, σ 2 ) are the residual errors. To complete the prior specification, σ 2 ∼ IG(a σ 2 , b σ 2 ), β i0 ∼ N (0, φ 2 2 ) is the womanspecific intercept, φ 2 2 ∼ IG(a φ 2 2 , b φ 2 2 ) measures heterogeneity in the intercept, and φ 2 3 ∼ IG(a φ 2 3 , b φ 2 3 ) measures autocorrelation in the β ik 's. The inverse gamma prior parameters for σ 2 , φ 2 2 , and φ 2 3 are chosen to be moderately diffuse with a mean of 5 and variance of 100, and a sensitivity analysis for different prior parameter choices was conducted. The prior mean of α, α 0 , is set equal to the empirical mean from a previous study conducted by Baird et al. (1999) . The prior variance for α is set at 10 to allow for differences in the studies.
Also notice the choice of prior density for β ik . While it is common to place a normal prior centered at 0 with a huge variance on the β ik 's, this approach gives high probability to values that are known to be implausible, resulting in slow mixing of the Gibbs sampler. For this reason, we choose the prior specification for β ik as mentioned above. Furthermore, β ik is chosen over β i or β ij because β ik allows each woman to have a distinct pattern in her day-specific means.
Our focus lies in the order-restricted functional, µ * i = g i (µ i ), of the unconstrained womenspecific means, where:
The ordering in µ * ik parallels that of published data and results (Baird et al., 1997; 1999) . The restriction on µ * ik guarantees that the progesterone hormone measurement in a woman's menstrual cycle increases monotonically to an unknown changepoint, that varies from woman to woman, with decreases thereafter.
Gibbs Sampling Algorithm
Since the full conditional distributions of each of the unconstrained parameters follow a simple conjugate form, posterior computation can proceed via a simple Gibbs sampling algorithm which proceeds as follows:
Step 1: Missing observations are sampled from their full conditional posterior distribution under the missing at random assumption.
Step 2: Sample α, β, φ 1 , φ 2 2 , φ 2 3 , and σ 2 from their respective full conditional densities.
Step 3: Calculate women-specific means, µ ik , as a deterministic function of the day-specific population means and the women-specific random effects.
Step 4: The unconstrained µ ik 's are mapped to the umbrella-ordered space Ω using the transformation described in Section 2.
The algorithm was run for 110,000 iterations. The first 10,000 iterations were discarded as a burn-in, and every 100th iteration of the following 100,000 samples were saved to thin the chain. Traceplots indicate convergence of the algorithm and good mixing.
Results
We show unconstrained and constrained mean estimates and 95% credible intervals for two conceptive and two non-conceptive women in Figure 2 . Notice in Figure 2 and Table 1 that the unconstrained estimates have bumps which likely reflect noise in the assay and not true changes in the woman-specific means. Table 1 shows day-specific means for women in each group. The constrained estimates do not vary systematically from the unconstrained estimates, implying minimal bias in the estimates. As expected, the interval estimates under the transformation approach are generally narrower than the unconstrained credible intervals, particularly prior to ovulation, reflecting a possible improvement in efficiency for the constrained approach. These differences in the unconstrained and constrained point and interval estimates are also seen in the simulation study in Section 4.5. Furthermore, a likely improvement in efficiency for the constrained approach is also illustrated in Figure 3 , which shows the ratios of the unconstrained to constrained estimated posterior variances in the women-specific curves. In particular, we estimate a hormone curve for each woman, and there is uncertainty in estimating these women-specific curves. Figure 3 quantifies how this uncertainty decreases under the order-restricted procedure. As with the narrower interval widths displayed in Figure 2 corresponding to the constrained means, Figure 3 shows a likely improvement in efficiency, particularly prior to ovulation.
Epidemiologists are also interested in the peak location and in systematic differences in this peak between non-conceptive and conceptive cycles. The day at which progesterone levels peak in non-conceptive cycles is thought to be close to the day of implantation in conceptive cycles. The timing of the peak may be informative about the probability of conception, and women who conceive after progesterone levels fall are at a greater risk of early pregnancy loss and later adverse outcomes (Baird et al., 1999) . For this reason, trajectory characteristics, including peak location, are very interesting. Figure 4 provides a histogram of peak locations for non-conceptive and conceptive cycles. Since left-skewness in the posterior distribution caused the posterior mean estimator of the peak to occur prior to the end of the cycle in conceptive women, the posterior mode is shown in Figure 4 . The most likely peak day occurs five days after ovulation for the non-conceptive women and fifteen days after ovulation for the conceptive women. The peak for the conceptive women occurs at the end of the cycle window. Furthermore, there is an approximate posterior probability of 1.0 that the peak occurs later on average for conceptive cycles than for non-conceptive cycles.
Another interest of epidemiologists is comparing conceptive trajectories with non-conceptive trajectories during certain days of the cycle. Breaking the cycle days into three intervals: (1) [−8, 1], (2) [2, 8] , and (3) [9, 15] (with day 0 corresponding to ovulation day), we find that the estimated probabilities of higher mean progesterone levels for conception cycles are 0.46, 0.01, and 0.69 for intervals 1-3, respectively. Therefore, conceptive and non-conceptive cycles are similar except during the week following ovulation during which conceptive cycles have significantly lower progesterone levels. There is no evidence of differences in pre-ovulatory progesterone levels between conceptive and non-conceptive cycles, suggesting that progesterone levels during the fertile interval have little effect on fecundability. Note that we have ended the first interval the day after the estimated day of ovulation, which was based on urinary LH surge in this study, to allow for possible measurement error in the LH estimate.
Aside from characteristics of mean trajectories, estimates for σ 2 , φ 1 , φ 2 2 , and φ 2 3 are also computed. The posterior mean for the residual variance is σ 2 = 0.24, with 95% credible interval (0.23,0.26). The autocorrelation parameter, φ 1 , has a posterior mean of 0.65, with 95% credible interval (0.60,0.70). The heterogeneity in the intercept, φ 2 2 , and in the womenspecific random effects, φ 2 3 , have posterior means of 0.95 and 0.10, with 95% credible intervals (0.56,1.50) and (0.08,0.12), respectively.
Finally, we conducted a sensitivity analysis to assess the robustness of these results to the prior specification. We varied the prior means for σ 2 , φ 2 2 , and φ 2 3 from 1 to 7 and the prior variances from 10 to 10,000, allowing arbitrarily smaller and larger values than those used in the primary analysis. Overall, posterior estimates for these variance component parameters were robust to the prior specification, with the estimate for φ 2 2 being the most sensitive. The parameters of primary interest, the restricted woman-specific means, varied approximately 1% on average across the different prior specifications.
Simulation Example
In order to check our computational algorithm and methods as well as explore frequentist operating characteristics, we ran the analysis using 25 simulated datasets having the same structure as the progesterone application data but with simulated progesterone values. The constrained means from the progesterone analysis were used as the true values for the simulated data. In implementing the analysis, we used a burn-in period of 10,000 iterations, with the chain run an additional 50,000 iterations, collecting samples at every 100th iteration.
Based on the results for the 25 simulated datasets, we calculated pointwise bias, defined as the average difference between the restricted estimates and the true values of the parameters, in the constrained day-specific mean estimates as well as the estimate for peak location, and the results are shown in Tables 2 and 3 . There is no evidence of systematic bias in the estimates, and the differences between the averaged restricted means and the true values may reflect Monte Carlo error. Also notice the minimal bias in peak location across women and analyses in the two groups, with all biases less than 0.75 days. Table 2 also shows the average pointwise 95% credible intervals for the restricted day-specific means across the 25 analyses, and coverage. Notice differences in slightly lower and higher coverage prior to and post ovulation, respectively. It appears that coverage of 95% credible intervals is consistent with the nominal level, though a larger simulation study is needed to fully assess this.
Discussion
This article introduces a useful and easy-to-implement method for constraining parameters to follow an umbrella ordering. In the progesterone application, each cycle's hormone curve can be viewed as a single random function, with repeated random functions then collected for each woman. This is an example of hierarchical functional data, which refers to correlated samples of functions, as opposed to standard hierarchical data, which refers to data having some natural dependency structure, such as cycles within women. Although we have applied this approach to hierarchical functional data, there are many other settings in which the methodology is potentially useful.
The transformation approach can be used for inferences on dose response functions with possible downturns at higher dose levels, or hazard functions with bathtub or hill shapes.
Applying the approach in other settings is trivial since one can save existing output from an unconstrained analysis (using WinBUGS, for example), and transform the output using a simple function (i.e., coded in S-Plus or SAS). In contrast, following more conventional Bayesian procedures of placing an explicit prior with constrained support requires new coding for each new case, which is highly challenging to implement for hierarchical models with umbrella constraints on higher level parameters or for dose response functions mentioned above.
We use an empirical Bayes-type procedure based on transforming draws from an unconstrained posterior distribution for the parameters. Although this procedure may correspond to a fully Bayesian procedure for a particular choice of implicit prior distribution for the parameters, such a prior is extremely challenging to derive, except in very simple, special cases. Hence, the proposed approach should not be considered as a fully Bayesian procedure.
Since computational hurdles are one of the major factors preventing widespread use of order and shape restrictions in analyses of biomedical data, our method is all the more appealing for its promise of computational efficiency. In addition to computational advantages, our results suggest that we can limit bias induced by the order restriction by using a mapping which minimizes the distance between the restricted and unrestricted estimates. Placing order constraints on parameters is a useful way in which outside information can be incorporated into the analysis in a nonparametric manner without using a highly informative prior for the specific values of the parameters. Such constraints often result in smoothing of the estimates and improvements in efficiency.
and Wilcox, A. J. (1999) . Preimplantation urinary hormone profiles and the probability APPENDIX Outline of Proof for Theorem 1
For p=3, there are six possible inequalities in the means:
In general, the values of the constrained parameters given a peak at κ = 1 are defined as follows:
where σ hl are the elements of the unconstrained posterior covariance, Σ µ|σ,y , for h, l = 1, . . . , p. Next, µ * 1 is computed using the above results for each of the six inequalities, respectively:
1) µ * 1 = µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 2) µ * 1 = µ 1 , µ 2 , µ 3
3) µ * 1 = µ 1 , min[max( µ 1 σ 11 +µ 2 σ 22 σ 11 +σ 22 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ), µ 2 σ 22 +µ 3 σ 33 σ 22 +σ 33 ], µ 2 σ 22 +µ 3 σ 33 σ 22 +σ 33 4) µ * 1 = max( µ 1 σ 11 +µ 2 σ 22 σ 11 +σ 22 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ), max( µ 1 σ 11 +µ 2 σ 22 σ 11 +σ 22 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ), min(µ 3 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ) 5) µ * 1 = µ 1 σ 11 +µ 2 σ 22 σ 11 +σ 22 , µ 1 σ 11 +µ 2 σ 22 σ 11 +σ 22 , µ 3 6) µ * 1 = max(µ 1 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ), max( µ 2 σ 22 +µ 3 σ 33 σ 22 +σ 33 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33 ), min( µ 2 σ 22 +µ 3 σ 33 σ 22 +σ 33 , µ 1 σ 11 +µ 2 σ 22 +µ 3 σ 33 σ 11 +σ 22 +σ 33
)
This procedure allows us to find the inequality for which the Mahalanobis distance (3) is minimized, hence providing an ordering in the restricted estimates, µ * . For the ordering in which the peak occurs at 1, this process shows the loss corresponding to the second inequality, µ 1 ≥ µ 2 ≥ µ 3 , is zero. No other loss pertaining to the remaining inequalities under the ordering µ 1 ≥ µ 2 ≥ µ 3 in the unconstrained estimates has a value this small. Comparing the distances to find the one that satisfies expression (3) is not always as simple as with this ordering in the unconstrained estimates specified here. When the ordering in the unrestricted estimates is different from the one specified here, not all of the inequalities yielding the smallest value of (3) attains a loss of zero. Nonetheless, computing (3) for each of the orderings in the unconstrained estimates will show that the ordering in µ * is equivalent to the ordering in µ for p ≤ 3. 
