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RÉSUMÉ 
Ce mémoire considère le problème d 'associa tion d 'utilisateur aux sta tion de base 
dans un réseau cellulaire hiérarchisé . Ce réseau est composé l deux couch s; la 
première contient des petites t ations de bas appelées femto- llules dispersées 
d 'une façon arbitraire et la deuxième couche consiste en une station cl base cen-
t rale appelée macro-cellule. Deux probl ' mes d 'optimisation sont examinés : le pro-
blème de maximisation non pondérée du nombre d 'utilisateurs a sociés aux femto-
cellules et le problème de ma..x.imisation pondérée elu nombre d 'utilisateurs associés 
aux femto-cellules. La maximisation e t sujet te à la contrainte de atisfaction d 'ut i-
lisateurs n term des rapports de signal sur interférence plus bruit (Sll R). ous 
clémontron que le problème non pondéré est un probl ' me NP-difficile alors 
que la version pondérée est connue comme N P -difficile. Ces deux problèmes 
sont formul' s comme des programmes linéaires en nombres entiers. En raison 
de la N P- lifficulté des deux problèmes, des algorithmes heuristiqu s efficaces 
sont nécessaires dans la pratique. Ce travail propose et développe des algorithmes 
heuristiques centralisés et distribués qui fonctionnent en temps polynomial. Les 
algori thmes centralisés sont basés sur une recherche heuri t ique inspirée par les 
techniques d 'optimisation combinatoire tandis que les algorit hmes listribués sont 
basé· ur la t héorie des jeux et l'apprentissage automatique. Le complexités de 
calcul des algorithmes proposés ainsi que celle des algorithmes optimaux sont 
évaluées. En outre, nous comparons les performances des solutions optimales par 
rapport aux différentes solutions obtenu s par simulation numérique. Les résul-
tats montrent la performance et 1' ffic:ac:ité de algorithmes proposé en terme de 
complexité et le sous-optimalité. Ils montrent aussi que le probl ' me pondéré p ut 
êt re ut ilisé pour fournir l'équité entre le utilisateurs et pour équilibrer la charge 
des femto-cellules . 
M ots clés : réseau cellulaire hiérarchi é, femto-cellul , association d 'utilisateurs, 
algorithme optimal, algorithme heuristique, NP- lifficile, th ' ori l . jelL'C, ap-
prentissage automatique, équité. 

CHAPITRE I 
GÉNÉRALITÉS ET MOTIVATIO NS 
Introduction 
Dans la dernière décennie, les réseaux sans fil sont devenus très populaires, ce 
qui a conduit à une demande de capacité accrue. Par conséquent, les réseaux sans 
fil doivent assurer une communication fiable avec un débit de t ransmission ac-
ceptable afin de satisfaire les consommateurs. Les réseaux sans fil sont accessibles 
souvent par l'intermédiaire de deux différents réseaux cl 'accès, soient les réseaux 
cellulaires qui fournissent principalement des services de transmission avec une 
forte mobilité et les réseaux localL'C sans fil (WLAI ) qui fournissent des débits 
plus élevés avec une mobilité relativement restreinte (Zahir et al. , 2013). 
1.1 Motivation 
La croissance de la capacité des réseaux sans fil est illustrée par l'observation 
de Martin Cooper de Arraycornm : « La capacité sans fil a doublé tous les 30 
mois au cours des 104 dernières années » ( Chaudrasckhar et al., 2008). Avec le 
temps, la demande pour des débits de transmission élevés ne ce se d 'augmenter. 
Par exemple, Cisco avait prévu une augmentation d 'un facteur de 39 clans le 
t rafi c de données entre les années 2009 et 2014 (Rearclon, 2010). Dans (Cisco, 
2011), les auteurs affirment qu 'en 2010 la. quantité du trafic de données mobiles 
a presque triplé pour la. troisième année onsécutive. Aus i, ils ont prévu qu'en 
2015 à peu prè 1 milliard de personnes devraient accéder à Internet par le biais 
2 
cl 'm'l lisposi t if mo bile sans fil. La figure 1.1 illustre l'augmentation exponentielle 
lu trafic des réseatDc sans fil en Amérique elu nord entre 2007 et 2020. Cette figure 
montre que 1 trafic croît et continuera de croître d 'une façon exponentielle au fil 
des ans. Toutefois, la remarque la plus importante tirée à partir de cette figure 
est que le trafic de données sans fil augmente t rès rapidement . 
2010 2015 
Année 
2020 
Figure 1.1 Dcrnaudc de trafic en tér·abit par sccoudc (Tb/ s) en Amérique du 
orel entre 2007 et 2020 (Kilper et al., 2011). 
Pour faire face à cette énorme croi ance de la demande, plusieurs technologies 
et normes des réseaux ans fil ont vu le jour. Le normes des réseaux cellulaire le 
plus développées ont : High Speed Packet Access (HSP ), Long Term Evolution 
(LTE), et LTE avancée (LTE-A) de 3GPP et les normes Evolution-Data Optimized 
(EVDO) et Ultm Wide Band (UWB) de 3GPP2 et finalement, les normes WoTld-
wide Intemperability for N!icmwave Access (WiMAX). Parallèlement, différente 
normes des WLA r ont 'gal m nt été développées. I3ien q te le normes des rés aux 
cellulaires présentent plusieurs avantages en terme de mobilité et le couverture 
par rapport aux normes des WLAN, les réseaLL'C cellulaires oufhent toutefois cl" un 
3 
débit moins élevé, ce qui les rend moins compétitifs clans plusieurs contextes. Pour 
que les réseaux cellulaires offrent des services comparables à celL"X des vVLAX , l'ar-
chitecture des réseaux cellulaires doit subir les changements majeurs tels que le 
passage de la commutation de circuits à la commutation de paquets (Zahir et al. , 
2013). 
Ylalgré des différents changements, les ré caux cellulaires n'arrivent toujours 
pas à fournir les meilleurs services aux consommateurs à travers les méthodes 
coûteuses et incrémentielles elu passé : notamment, par l'augmentation de la bande 
elu spectre ou par l'installation de plus de stations de base. Parmi les moyens les 
plus sûrs pour augmenter les performances d 'un réseau cellulaire, il est propo ·é 
de diminuer la distance entre les émetteurs et les récepteurs, c.-à-cl. , la réduction 
des taille des cellules ( Chanclraseld1ar et al. , 2008). La loi de Cooper affirme 
que « La capacité cl s réseaux sans fi l double tous les 30 mois» . Une analyse de 
cette loi montre que appliquée à la capacité d 'un ré ·eau cellulaire montre que : la 
réduction de taille des cellule , ou alternativement, la diminution de la distance 
entr-e les émetteur-s et les r-écepteur-s a toujo·ur-s été le pr-incipal moyen d'augmenter-
la capacité (FemtoForum, 2009) . La loi de Cooper en tant que telle (annoncée ci-
dessus) se traduit par une augmentation de la capacité de l'ordre d 'un million 
de fois depuis 1957. En effet , cette augmentation de capacité se traduit par (i) 
une amélioration d'un facteur de 1600 par la réduction des tailles des c llules, 
(ii) une amélioration d 'un facteur de 25 par 1 'talement de spectre radio , (iii ) une 
amélioration d'un facteur de 5 par la division de spectre n petites tranch set (iv) 
un amélioration d'un facteur de 5 par la modulation et le codage (Chancira ·eld1ar 
.et al. , 200 ) . n schéma illustratif sc donne à la figure 1.2. 
La réduction cl la distance entre l'émetteur et le récepteur peut être réalis' e 
de plusieurs façons : soit par 1 installation cl antennes distribuées ou des nœuds 
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Figure 1.2 Gain de capacité pour des différentes techniques selon la loi de Cooper . 
relai , soit par l 'ajout de plus de stations de base de différentes tailles (macro-
cellule, micro-cellule, pico-cellule, etc) . Toutefois, ces techniques s'avèrent auvent 
très coûteuses pour l s opérateur cl s rés aux cellulaires pui qu 'elles néce sitent 
une mo lification complète ou part ielle de l'infrastructure existante . Récemment, 
un nombre grandissant de travatL"< de r cherche a poussé les opérateurs à adopter 
une nouvelle olut ion, soit celle lu déploiement de femto-c llule . Cette nou-
velle technologie a été adoptée par les opérateurs puisqu'elle réduit énormément 
leurs dépenses (Chandrasekhar et al. , 2008) . La figure 1.3 pré cnte les gains 
qu'apportent les femto-cellules en r ' cluisant les coûts elu réseau d'accès ( backhaul 
cast en anglais). Ces gains sont repr ' ·enté en termes des dépenses d 'exploitation 
(OPEX) t ils sont donnés en dollar américain . 
Les femto-cellule (Jemtocell n anglai ) sont des p tites stations de bas qua-
lifiées souvent clans les normes de stations cl base à domicile (home base station 
en anglais) . Ell s ·ont caractérisée. par leur très petite taille (de 1 'or dr de celle 
d 'un point d 'accès Wi-Fi), lem faible pui ance t leur coùt bas. Les femto-cellules 
5 
1800.0 
---· 
11 Moderate Femtocell AdoptKln and No 
1600.0 Traffic Growlh 
Il Aggressive Femlocell Adoption and 
No Tralfic Growlh 1400.0 
1200.0 o Moder ale Femtocell Adoption wilh 
Traffic Growlh 
1000.0 o Aggressive Femtoœll Adoption w1th 
Traltic Growlh 
800.0 
600.0 1-
400.0 1--
~· LI TI 1--200.0 0.0 
2008 2009 2010 2011 2012 
Figure 1.3 Les gains apportés par la réduction des coûts de backhaul en exploi-
tant les femto-cellules en termes de l 'OPEX (Saunders et al., 2009) . 
peuvent être déployées facilement par les consommateurs et les entreprises d 'une 
façon complètement arbitraire. 
Puisque les femto-cellules sont installées dans les réseaux cellulaires déj à exis-
tants, elles utilisent les mêmes normes commerciales et transmettent sur le même 
·pectre radio. La connexion entre le femto-cellules et le réseau de base des opé-
rateurs des réseaux cellulaires (ou core network en anglais) se fait généralement 
par l'intermédiaire d 'une connexion DSL à travers le lien du réseau d 'accès (Zahir 
et al. , 2013). La figure 1.4 montre une architecLnre possible cl 'une femLo-cellnle 
qui coexiste avec un réseau cellulaire. 
Lien sans fi 1 Lien fi laire 
Consommateur Femto-cellule Rouleur DSL 
Un réseau de 
+----+ base d'un 
opérateur 
Figure 1.4 Connexion entre une femto-cellule et un réseau cellulaire existant. 
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Initial ment, les femto-cellules ont été conçues pour avoir une meilleure couver-
ture de la voix dans les maisons. En effet, beaucoup de consommateurs ouffrent 
d 'une mauvaise qualité de signal à l 'intérieur de leur maison lors elu transfert 
intercellulaire (passage d 'une cellule à une autre connu souvent par son nom en 
anglais handover-). De nos jours, elles sont principalement considérées comme un 
moyen rentable pour décharger le trafic de données des réseau.'< cellulaires . À t it re 
d'exemple, 2.3 millions de femto-cellules ont été déployées en 2011. En 2014, ce 
nombre a presque quadruplé et atteint déjà les 8. 1 millions (FemtoForum, 2014). 
Également , on prévoit qu 'en 2015 plus de 60% de tout le trafic de lonnées mondial 
sera upporté par les femto-cellules en conjonction avec le Wi-Fi (Andrews et al., 
2012). 
1.2 Problématique 
Cette (r)évolut ion que constit ue la femto-cellule est une solut ion t rès efficace 
qui permet de diminuer la di tance entre le ém tteur et le récepteur t de 
décharger ainsi l 'énorme t rafic écoulé par les autres stations de base clans un 
réseau cellulaire hiérarchisé (Chandrasekhar et al., 2008). 
I3ien qu 'il prévu que les femto-cellules apport nt le plus de gains, elles pré-
sentent plusieurs nouveau.'< défis qui doivent êtr relevés. 
Premièrement, même si les femto-cellul s sont conçue pour un u age intérieur, 
elles ausent beaucoup de problèmes de mobili té et de tran ·fert intercellulaire 
lorsqu.elles ont déployées d'une façon trè lens (Wang et al., 2009). Dans un 
rés au cl nse le femto-cellules , les clistanc~ entre les stati ns de base ont très 
réduites ce qui rend la procédure de t ran fert intercellulaire Lrès cliffi. il . Deuxiè-
mement, les femto-cellules sont install' es par les con.'Oimnateurs au niveau de l ur 
lomicil ou de leur entreprise . Conséquemment, la sécurité apparaît comme un 
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défi qu'il faut traiter convenablement (Zahir et al. , 2013). En d 'autres termes, 
les données privées d 'un consommateur qui circulent ur le réseau d 'accès Inter-
net reliant les femto-cellules au réseau cellulaire doivent être protégées contre le 
utilisateurs malveillants. Troisièmement, étant donné que les femto-cellules co-
existent avec des cellules de différentes tailles (appelées généralement un réseau 
cellulaire à plusieurs couches, ou tiered cellular network) , elles sont susceptibles 
de causer et de subir beaucoup d 'interférences avec les autres stations de base. 
Notamment , on distingue deux types d 'interférence : l'interférence co-tier, qui est 
l'interférence entre les femto-cellules appelée interférence clans la même couche et 
l'interférence cmss-tier, qui est l 'interférence entre les femto-cellules et les autres 
tations de base appelée interférence entre les couches. Afin d 'augmenter les per-
formances des réseaux cellulaires en déployant des femto-cellules, l'interférence 
doit être réduite, voir annulée, surtout lorsque le réseau cellulaire est très dense 
(Zahir et al. , 2013). Finalement, il exisLe beaucoup cl 'auLres défis iucluanL des 
aspects techniques mais aus i des aspects économiques (Chandrasekhar et al., 
2008) . 
Le problème d 'interférence est le problème majeur parce que nous ne pouvons 
pas parler de transfert intercellulaire ou de la écurité ou de tout autre problème 
si une femto-cellule n 'est pas capable d 'établir une connexion à cau ede l'interfé-
rence. Conséquemment, l'interférence sans fil clans un réseau cellulaire hiérarchisé, 
qu'elle soit entre les couches ou clans la même couche, doit être obligatoirement 
annulée ou réduite (Zahir et al., 2013). La plupart les travaux de recherches ont 
ainsi essayé de répondre au..'< questions suivantes : Comment les ressources doivent 
être allouée· afin de mieux gérer l'interférence ? Comment partager le sp ctre radio 
entre les différentes tations de base? Quelle doit être la puissance de transmission 
des femto-cellules? Par conséquent , plu ieurs technique ont été proposées clan la 
li ttérature qui incluent l'allocation de spectr radio entre les couches, la division 
8 
de pectre radio (Chandrasekhar et Andrews, 2009a) , l 'allocation de puissance de 
transmission des femto-cellules (Chandrasekhar et al., 2009). 
L'association cl 'utilisateurs aux femto-cellules constitue une des techniques de 
ge tion d 'interférence parmi les moins étudiées dans le contexte des femto-cellules. 
Pourtant, elle constitue un moyen très efficace ayant prouvé ses mérites clans 
le contexte cl s réseaux cellulaires de toute génération (Andrews et al., 2012). 
L'association d 'utilisateurs aux stations de base consiste à chercher les paires 
d 'utilisateurs et de femto-cellules appropriées sous certaines contraintes. Ainsi, 
si cette a sociation est faite correctement alors elle peut , premièrement, réduire 
l'interférence (ce qui augmente la qualité elu signal reçu), deuxièmement , améliorer 
la procédure de transfert intercellulaire et , troisièmement , équilibrer la charge des 
femto-cellul s. 
La plupart des t ravaœ< de recherche supposent que l'association d 'utilisateurs 
aux femto-cellule est pré-établie. Ainsi, la majori té elu travail qui a été fait 
concern l s te !mique d'allocation de spectre radio ou de puis ance. Actuel-
lement , 1 algorithme d 'association le plus utilisé consiste à associer chaque utilisa-
teur à la station de base qui lui offré la meillem e qualité de signal appelé souvent 
max-SI R (Ye et al. , 2013). Cependant , c tte technique n'offre pas les débits 
ouhaitables à cause d 'une mauvaise gestion de l 'interférence (Andrews et al., 
2012). Par con équent, nou · fo rmulons le · lifférents défi apporté. par le pro-
blème d 'a so iation d 'ut ilisateur aux femto-celllle ous la forme des que tions 
:mivautes : e t -ee que nous pouvons développer uue autre procédure plus efficace 
1ue l'algori thme d 'as o iation lassiqu ? Quel est le gain en performan es que 
peut apporter une bonne association cl 'u tili ateurs aux femto-c llul s? Comment 
pou von -nous modéliser t résoudre mathématiquement ce problème? 
En outre, le femto-cellule ont cl ' ployées par les con ommateurs et elles sont 
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inst allées d 'une manière arbitraire. Ainsi, elles doivent être auto-configurées et 
auto-adaptées à n 'importe quel instant. En d 'autres t ermes, il faut trouver un 
algorithme d 'association d 'utilisateurs aux femto-cellul s qui est complètement 
distribué afin de réduire la dépendance à un point central qui constitue souvent 
un goulot d'étranglement . Par conséquent, nous devons répondre aux questions 
suivantes : comment pouvons-nous développer un tel algorithme? Et est-ce qu 'un 
algorithme distribué peut résoudre le problème d 'association d 'utilisateurs aux 
femto-cellules efficacement? 
1.3 Obj ectifs projetés 
L'object if principal de ce travail es t l 'amélioration des performances d 'un réseau 
cellulaire hiérarchisé à deux couches par le biais de l'association d 'utilisateurs aux 
femto-cellules. Ces performance sont exprimées en fonction du débit de trans-
mission et d 'équité (l 'équité sera expliciter mathématiquement ultérieurement). 
Donc, l'objectif projeté est de réduire l'interférence (c.-à-d ., augm nter le débit) 
et améliorer l'équité. 
Cel objectif esL divisé en différenLs sons-objectifs. D'abord , ou développe des 
algorithmes centralisés et distribués d 'association d 'utilisateur aux femto-cellules 
clan un ré eau cellulaire à deux couches, on compare et on valide les résultats 
obtenus théoriquement et par des simulations. Les algori thmes léveloppés doivent 
être à la fois efficaces et performants . Ainsi, il faut trouver le meilleur ompromis 
entre la performance du réseau utili ant un de ces algorithmes et leur complexité 
de calcul. 
Sp 'cifiquement , nous mocléli ons et étudions mathématiquement le problème 
l'association d 'utilisateurs aux femto-cellules clans un réseau cellulaire à deux 
couches . otre but est d 'as ocier en moyenne, le plu grand nombre d 'utilisateurs 
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aux femto-cellules (voir le chapitre suivant pour plus de détails) . Ensuite, nous 
développons des algorithmes heuristiques centralisés d 'association d utilisateurs 
aux: femto-cellules basés sur la théorie d 'optimisation mathématique. Puis, nous 
développons des algorithmes heuristiques distribués d 'associa tion d 'utilisateurs 
aux femto- ellules basés sur la t héorie des jeux et l 'apprentissage automatique. 
Finalement , nous comparons ces algorithmes avec les algorithmes optimaux en 
performance t en complexité. 
1.4 Contributions 
Ce mémoire étudie le problème d 'association d'utilisateurs aux femto-cellules 
dan un réseau cellulaire hiérarchisé à deux couche dan lequel une station de 
base macro coexi te avec des stations de base femto. 
Afin de résoudre c problème, les contributions suivantes sont présentées. Cc 
mémoire: 
on id ' r et mo l' li e d ux problèmes d'association d 'utilisateurs aux femto-
ellules comme étant deux problèmes d'optimisation linéaire en nombre en-
Liers sons les coa l.raiuLes des ra.pporLs « sigual-sur-inl.erférence-plus-brui L » 
(SINR) . Le premier problème es t le problème d'association non pondérée 
l'utilisateurs aux femto-cellules et le deuxième problème est le problème 
cl 'association pondérée l 'utili a te urs aux femto-cellules. Le problème pon-
clér' nots permet à la fois d'améliorer l'équité cl utilisateurs et cl équilibr r 
la charge les femto-cellul s ; 
prouve que le problème l'association non pondérée d 'utilisateurs aux femto-
cellules est NP-difficile; 
propose des algorit hme heuristiques efficaces et non complex s pom ré-
soudr ces cl ux problème ; 
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conçoit et améliore les algorithme optimaux basé sur la recherche exhaus-
tive et . ur la séparation et l'évaluation progressive (brunch and bound en 
anglais); 
évalue la complexité des différents algorithmes proposés ainsi que celle des 
algorithmes optimaux; 
modélise le problème non pondéré d 'association d 'ut ilisateurs aux femto-
cellules par la théorie des jeux ; 
propose un algorithme pour résoudre le problème non pondéré inspiré par 
l'apprent issage automatique; ct finalement 
par des simulations, démontre l 'efficacité des algorithmes proposés en les 
comparant avec les algorithmes optimau.x. 
1.5 Organisation 
Ce rapport est organisé de la manière uivante. Le chapitre 2 discute de l'état 
de l'art elu problème d 'allocation des ressources dans les réseaux cellulaires hié-
rarchisés . D'abord, il décrit brièvement ce qu 'est une femto-cellule. Ensuite, il 
décrit les travaux qui ont été faits clan le cadre de l 'allocation centralisée et dis-
tribuée des ressources clans les réseaux cellulaires hiérarchisés. Le chapitre 3 décrit 
le modèle elu système adopté clans ce proj t puis modélise et formalise mathéma-
tiquement les différents problème abordés. Ainsi, une preuve de NP- difficulté 
est donnée. Les différents algorithme::; propo::;és pour résoudre ces problème· saut 
donnés clans le chapitre 4 ainsi qu les algorithme optimaux. Le chapitre 5 pré-
·euLe les diff~reuLs r~::; ulLals obl.euu eL compare les performances des algoriLlum,s 
propo é . 

CHAPITRE II 
ÉTAT DE L'ART 
Introduction 
Bien que les femto-cellules soient considérées comme ét ant une solution ef-
ficace ct cnconragcantc pour améliorer les performances des réseaux cellulaires 
hiérarchisés, elles int roduisent plusiem s nouveaux défis. Ces derniers doivent être 
surmontés afin de tirer le maximum d 'avantages de cette technologie prometteuse. 
Ce chapitre lis ·ute des différents travaux qui ont été réalisés par la communauté 
scientifique en cc qui concerne les fcmto-ccllulcs ct ses nouveaux défis. Dans un 
premier lieu, ce chapitre présente d 'une manière un peu plus détaillée le concept de 
femto-cellule. Ensuite, il présente le problème d'allocation des ressources et plus 
précisément le problème d'association d 'utilisateurs aux femto-cellules. Parallè-
lement , les t ravaux liés aux aspects algorithmiques et complexité de calcul sont 
aussi mentionnés . Après, il liste les différentes techniques, qu 'elles soient centrali-
sées ou dis tribu ' es, proposées dans la littérature pour résoudre la problématique 
l'association d 'utilisateurs aux femto-cellules. Finalement , ce chapitre discute elu 
problème de l 'équité cl ans les réseaux cellulaires et présente les différente t ech-
niques utilisées a fin de t rouver l ill compromi ntre le débi t de t ransmis ion et 
l'équité. 
2.1 Les femto-cellules et l'allocation des ressources 
2.1.1 Les f mto-c llules 
Les femto-cellules sont des petites stations de base à courte couvert m e, à très 
faible puissance, et à petit coüt (Chandrasekhar et al. , 2008) . Elles ont géné-
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ralement regroupées par mode d 'accès ou par technologie. Selon la technologie, 
nous distinguons plusieurs types de femto-cellules soient les femto-cellules GSM 
et GPRS , les femto-cellules Ul\IITS et HSPA, et les femto-cellules LTE et Wil\IIAX 
(Zahir et al., 2013) . 
Les femto-cellules peuvent aussi être classifiées selon leur mode d 'accès. Nous 
distinguons ainsi trois types de femto-cellules : oit celles en mode d 'accès ouvert 
(AO) (open access (OA) en anglais), cell sen mode d 'accès fermé (AF) (closed ac-
cess (CA) en anglais), et celles en mode d 'accès hybride (AH) (hybrid access (HA) 
en anglai ) (Xia et al., 2010) . Le mode AO signifie qu 'une femLo-cellule peuL être 
utilisée par n 'importe quel utilisateur clans le réseau. Le mode AF signifie qu 'une 
femto-c:ellule ne peut être utili ée qu par son propriétaire. Enfin, le mode AH, 
comme ·on nom l'indique, es t un mode d 'accès mixte clans lequel la femto-cellule 
1 eut être utilis 'e à la fois par son propriétaire et par un ut ilisateur étranger. Ces 
modes cl 'aec's ont été introduits pour gérer l'int rférence clans la même couche et 
clans les différentes couches (Xia et al., 2010). Par exemple, les f mto- ellule AO 
permettent aux utilisat urs de les choisir lorsqu 'ils sont plus proches d 'elles. Par 
conséquent, le problème proche-lointain (near·-far· problem en anglais) peut être 
facilement allégé, ce qui er a expliqué ultérieurement (voir la figure 2. 1). En effet, 
les femto-cellules AO peuv nt fournir des gains de 300o/c pour les utilisateurs à do-
micile en diminuant l'effet elu problème proche-lointain cl 'apr 's (Xia et al. , 2010). 
En revanche, les femto-c llule AF perm ttent à leurs propriétair s d'avoir une 
meill ure s' curité et int imité. Toutefois, 1 . f mto-c llul s AF augmentent l'effet 
elu problème proche-lointain par la restriction imposée aux utili ateur po ibl 
(voir la figure 2.1 ci-dessous). La figur 2.1 illustre le problèm pro ·he-loinLain 
dan les deux ens le transmission (montant et cie cenclant) dan le cas d 'un ré-
s au ellulaire dans lequel une macro-cellule oexiste avec deux femto-cellules . Par 
exemple , le « scenario A : reverse link » clans la figure 2.1 montre que l'ntili at ur 
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de la station de base centrale transmet vers sa station de base avec une puis-
sance très forte (parce qu 'il est loin d 'elle) qui crée beaucoup d 'interférence à la 
femto-cellule qui transmet à son utilisateur par une puissance faible (parce qu ' il 
est proche d 'elle). C'est le problème proche-lointain . 
Scenario A reverse;{link (mobrle to BS) 
~ .. , ..... ~ - - -........ ' 
,' ' 
/ \ 
Scenario A: forward link (BS to mobile) 
Macrocell transmits to cell edge 
user in lemtocell dead zone 
' r;:;?f:l ......._. ·--------.'A®'. 
', \ Femtocell transmrts to 
\ home user and crea tes 
'·, dead zone for macro user 
·'- ·- - --- Nearby macrocell user 
transmrts wrth hrgh power to macro BS and 
creates dead zone for femtocell user 
Figure 2.1 Problème proche lointain clans un réseau cellulaire à deux couches 
(Chandrasekhar et al., 2008). 
Plusieurs travaux ont étudié les modes d 'accès des femto-cellules. Dans (Xia 
et al. , 2010), les auteurs ont étudié les femto-cellules en modes AO et AF. Ils ont 
r:aract.ôrisô la différence cuLre les deux caLégories cL out rnouLré LhéoriqncmcnL cL 
par simulation que les modes d 'accès des femto- ellules dépend profondément de 
la technologie d 'accès multiple adoptée par les opérateurs (TDMA, OFDMA, ou 
CDMA). Il ont affirmé qu'il est préférable d 'utiliser des femto- ·ellule AF clans 
un réseau cellulaire à accès multiple TDMA ou OFD fA. Par contre, il est pré-
férable d'utiliser des femto-cellules AO clans un réseau cellulair à accès multiple 
CDMA. Dans (Yun et al. , 2011 ), les auteurs ont étudié le femto-cellules AO 
et AF d'un point de vu 'conomique. Ils ont analysé l'impact des incitation le 
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l'utilisateur sur le chiffre d 'affaire d 'un opérateur de réseau quelconque. En uti-
lisant un modèle économique basé sur la théorie des jeux, ils ont montré que les 
femto-cellules AO sont plus bénéfiques pour les opérateurs. Jo et al. ont étudié et 
démontré mathématiquement , en calculant la distribution de Sir R en fonction de 
la distance entre la macro-cellule et les femto-cellules, qu 'il y a un conflit entre les 
consommateurs à l'intérieur et ceux à l'extérieur pour le choix du mode d 'accès 
des femto-cellules dans le sens descendant, c.-à-d. , les consommateurs à l'intérieur 
préfèrent des femto-cellules AF tandis que les consommateurs à l'extérieur pré-
fèrent des femto-cellules AO (Jo et al., 2011). Dans ce ca , ils ont montré qu 'un 
mode d 'accès intermédiaire est préférable pour les deux types de consommateurs. 
2 .1. 2 L'allocation des ressources 
Le problème d 'allocation des res ources est un problème à plu ·ieur dimensions 
qui sont généralement le temps , la puissance, la fréquence, et l'espace. Afin de 
mieux gérer l 'interférence dans le réseaux cellulaires hiérarchi é , l'allocation de 
puissance, l'allocation des fréquences , et l 'allocation de temps (l'ordonnancement) 
ont le allocations des ressource l s plus adoptées (Han et Liu, 2008). Dans ce 
travail, nous nous concentrons sur la réduction des taille de cellules (ou la di-
minution de la distance entre les stations de base femto et leur utilisateurs) . Par 
conséquent, les ressources on idérées sont les femto-cellules et donc l 'allocation 
cl res ·ource· dans ce travail est l'as o iation d 'utilisateurs aux femto-cellulcs. Ce-
pendant, le problème d 'association d'utilisateurs aux femto-cellules contrairement 
a.11x problèwe <l'a.lloc<ü ion de puissance ou de · fréquences n 'est. pas ·uffisauunenL 
étudié. 
L'association d 'utili ateurs am< femto- llules peut Atre réali é d 'un façon 
centralisée ou listribuée. L'a sociation centralis' t le processus d 'associer les 
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utilisateurs aux femto-cellules en utilisant un point central qui prend la déci-
sion pour tous les utilisateurs. Par contre, l'association distribuée est le processu 
d 'associer les utilisateurs aux femto-cellules en utilisant seulement l 'information 
locale. 
Dans cc qui suit , nous décrivons les différents travaux qui ont été réalisés pour 
résoudre le problème de l 'allocation centralisée ou distribuée de · re sources en 
général et le problème de l 'association d 'utilisateurs aux femto-cellules centrali ée 
ou distribuée en particulier. 
2.2 L'allocation centralisée des ressources 
Dans un premier lieu, nous présentons le problème le l 'allocation des ressources 
d 'un point de vue algorithmique et complexité de calcul. Algorithmiquement , le 
problème de l'activation les liens (ou problème d 'ordonnancement ou scheduling 
pm blem en anglais) est le problème de l 'allocation des ressources le plus étudié 
clans les réseaux sans fil. Il est divisé en deux sou -problème : le problème de 
minimiser le temps d 'ordonnancement en activant tous les liens et n respectant 
la qualité de service (QdS) d 'utilisateur ·, appelé souvent le problème de scheduling, 
et le problème de maximiser les liens activés en respectant la QclS d 'ut ilisateurs, 
appelé ouvent le problème de one shot cheduhng. 
Le travail séminal de ( Goussevskaia et al., 2007) a étudié le problème de sche-
duling et le problème de one shot scheduling dans un réseau maillé. (Goussevskaia 
et al. , 2007) a prouvé que le problème de one shot scheduling clans le cas pondéré 
(la maximisation pondérée elu nombre de li ns sans fil à activer , voir les cl' tails 
clans leur article) est un problème NP-difficile t a proposé deux algorithmes 
d 'approximat ion qui garantissent une solut ion proche de la solution opt imale. 
18 
Le problème d 'association d 'utilisateurs aux femto-cellules est un problème 
d 'activation des liens que nous pouvons voir exactement comme le problème de one 
slot scheduling mais lans le cas non pondéré. Ce problème n'a jamais été démontré 
comme un problème N P -difficile. Bien que la preuve fo urnie par (Goussevskaia 
et al., 2007) est citée dans les articles qui étudient le problème d 'association 
d 'utilisateurs, cette preuve n'est pas valide dans le cas non pondéré. Dans ce 
mémoire, nous montrons que le problème one slot scheduling dans le cas non 
pondéré est un problème NP-difficile. 
Après le travail de ( Goussevskaia et al., 2007) , plusieurs techniques algorith-
miques ont été proposées avec des études de complexité qui discutent le problème 
de l'or lonnancement, notamment (Moscibroda et Wattenhof r , 2006a,Halld6rsson 
et Wattenhofer , 2009). D'autres travaux tentent de développer des algorithmes 
d 'approximation (Dams et al. , 2012, Andrews et Dinitz, 2009). Dans (Capone 
et al. , 2011), le problème de l'ordonnancement est modélisé comme étant un pro-
blème combinatoire en nombres entier par le problème lu ac à do . Le auteurs 
propos nt une nouvelle technique qui résout efficacement ce problème en réduisant 
sa nature combinatoire. 
Dans un econd lieu, nous discutons le problème de l'allocation des ressources 
d 'un point de vue réseau. Premièrement , l'allocation de pectre (ou de fréquence) 
a été étudiée depuis longtemps lans les rés aux cellulaires clas iques (Hale, 1980, 
Yeung et Tanda, 1996). R'cemment, le auteurs de (Li et al. , 2012) ont étudié 
le problème d 'allocation des ressources avec des femto-cellules AO en utilisant la 
méthode l'accès multiple OFDMA. Leur approche est ba ·' ur la réduction de 
l'interférence cr-oss-tier. Ils se ba ent sur l'idée de la radio ognitive r our limiter 
l'interférence introduite par les femto-cellules ame macro-cellule et pour garan-
tir une certaine QdS aux usagers macro . Ils fo rmulent leur problème comme un 
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problème d'optimisation de puissance et de spectre et ils proposent une solution 
quasi-optimale en utilisant les méthodes de décomposition duale (Boycl et Van-
clenberghe, 2004). Finalement , ils ont montré que l'approche proposée donne les 
meilleurs débits par rapport aux: approches qui utilisent des femto-cellules AF. 
L'allocation des ressources proposée par (Marshoucl et al., 2012) e t basée sur 
une solution méta-heuristique en utilisant un algorithme g;énétiqu . Leur contri-
bution est constituée de t rois volets : (1) l'affectation de la puissance et de la 
bande passante en se basant sur le partit ionnement elu spectre, (2) la sélection 
de l'ensemble d'utilisateurs qui sera connecté à chaque station de base, et (3) la 
maximisation du débit en fonction des demande ct des exigences en QdS des diffé-
rents utilisateurs. Un autre volet intéressant de recherche est l 'allocation conjointe 
des ressources. Nous citons par exemple (Fallgren , 2012) qui a étudié l'allocation 
conjointe des fréquences, de puissance, et d 'association des stations de base dans 
un réseau cellulaire avec des nœuds relais. Il résout le problème conjoint d'une 
façon séquentielle, c. -à-d., l 'algori thme proposé commence par trouver une alloca-
tion de fréquences puis une allocation de puissance et finalement une association 
des stations de base. En outre, il résout le problème d 'allocation des fréquences 
par une approche heuristique et une approche d'optimisation. Il montre que l 'ap-
proche heuristique donne des meilleurs résultats avec l'existence des nœuds relais. 
En fait , ce papier montre que l'utilisation des nœuds relais dans un réseau cellu-
laire hiérarchisé donne des gains très élevés . Dans (Kuang et al. , 2012), les auteurs 
proposent une technique équentielle pour résoudre le problème conjoint d 'alloca-
tion de puissance, d 'antennes, et d'a sociation des stations de base dans un réseau 
cellulaire hétérogène. Cette techniqu essaie de ma.,'Cimiser le débit total dans le 
en montant de la transmission et garantit une certaine QdS aux utilisateurs . 
Un autre travail ayant modélisé le problème conjoint d 'allocation de puissance et 
d 'association des stations de ba e est (Qian et al. , 2013). Ce dernier r 'sout ce 
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problème par une technique d 'optimisation onnue sous le nom de décomposition 
de Bender. Les auteurs de cet article tran ·forment le problème conjoint en un 
problème à un eul étage. Ils intro luisent un fac teur T qui pré ente un compromi 
entre les performance et la convergence de leur algorithme propo ·é et ils montrent 
que lorsque T est petit , leur algorithme approche la solution optimale. 
2.3 L'allocation distribuée des ressources 
L'allocation distribuée des res ource est la procédure d 'allouer le ressources 
radio san l'utilisation d 'une entité centrale. Parmi 1 s outil les plu utili 's pour 
mo léliser et résoudre ce genre de problème est la théorie les jeux (une courte 
présentation sur la théorie des jeux e t donnée dans le chapitre 4). 
Dans (Chandrasekhar et Andrews , 2009a) , les auteurs proposent un m'thode 
décentralisée d 'allocation le spectre dans un réseau cellulaire à plusi ur· couches. 
Leur méthod utilise une allocation de spectre orthogonale ce qui permet d 'annuler 
l'interférence cro s-tier. Le problème qui persi te est comment réduire l'interfé-
rence co-tier-. L'article r ropose une nouvelle technique appel' fr·equency-ALOHA 
bas'e sur une allocation de pectre aléatoire entre les femto-cellule et est in pirée 
par la fameuse t chnique slotted-ALOHA . En l'autres terme , les femto-cellules 
utilisent leur partie lu spectre avec une certaine probabilité. Aussi, il · étudient 
analytiquement la maximisation de l'effi.caciLé .-p ctrale par zone de l'ensemble du 
ré eau. 
Le auteurs cl (Ch n et Baccelli , 2010) propo ent un nouvelle t hnique lis-
Lribuée ha: ée ur l'échantillonnage de Gibbs afin de r 'souclre le problème conjoint 
d 'allocation de pui sance et d 'asso iation d 'utilisateurs. Leur appro h ne néce -
. it pas beaucoup d'échange d 'informations et offre des délais de tran. mission Lrès 
faibles et un niveau l'é 1uité ace ptable pour les utilisateur . 
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.D'autres travaux de recherche, en l'occurence (Southwell et al. , 2014) et (Chen 
et Huang, 2013), ont résolu le problème d 'allocation des fréquence en utilisant 
la théorie des jeux. Les auteurs de (Southwell et al., 2014) ont essayé de trouver 
la meilleure allocation cl fréquence , oit celle qui satisfait les QdS l'utilisateurs. 
Le problème est modélisé par un jeu de potentieL Ils motivent leur travail par le 
fait que le problème centralisé de maximisation du nombre d 'utilisateurs satisfaits 
est NP-difficile. Ils étudient l'équilibre de Nash pur et le prix d 'anarchie du 
jeu proposé. Dans (Chen et Huang, 2013) , les auteurs modélisent le problèm 
d 'allocation des fréquences par un jeu et il montrent qu 'il s'agit d'un jeu de 
congestion (donc a nécessairement un équilibre de Nash). Ils ont développé un 
algorithme distribué et ils étudient sa convergence vers l'équilibre de Nash. 
La plupart des travaux modélisent le problème d 'allocation des ressources et 
étudient ses points d 'équilibre. Souvent , ils ne donnent pas cl s algorithmes qui 
convergent vers ces points d 'équilibre. Parmi les méthodes les plus utilisé s pour 
trouver les points d 'équilibre clans les jeux sont les méthodes d 'apprentissage (Pra-
clelski et Young, 2012). Spécifiquement, il y a des techniques basées sur 1 appren-
tissage par renforcement ( rà njoTcement learning ) (Busoniu et al., 2008) et sur 
l'essai et erreur (trial and erroT ) (Young, 2009). ne bonne étude sur les différentes 
techniques d 'apprentissage dans les réseaux sans fi l es t donnée par (Rose et al. , 
2011 ). Le t ravail de (Rose et al. , 2014) utili e un paradigm récent d 'apprentissage 
appelé essai et erreur interactif afin de développer un algori thme complètement 
distribu ' pour l'allocation de pui ·sance dans les réseaux maillés décentralisés. Les 
auteurs montrent que si la fonction objective est bien choisie alors leur solution 
converge vers un état stable qui repré ente la ·olution optimale globale du pro-
blème centralisé. Finalement , ils modifient leur soluti n pour qu'elle soit plus 
rapide en terme de converg nee. Les auteurs de (Nazir et al., 2010) ont pro-
posent et comparent leux méthodes cl 'appr ntissage basées ·ur l 'appr ntissage Q 
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( Q-leaming en anglais) et la théorie des jeux évolutionnaires. Les performances 
de ces leux algorithmes sont évaluées par simulations. Dans un réseau cellulaire 
à deux couches, les auteurs de (Bennis et al., 2013) ont développé un algorithme 
distribué basé sur la théorie de l'apprentissage par renforcement pour résoudre le 
problème d 'allocation de puissance. Leur algorithme maximise le débit des sta-
tions de base femto et garantit une QclS à la station de base macro en réduisant 
l'interférence cross-tier·. 
2.4 L'équité clans les réseaux cellulaires 
« Pour différents chercheurs, il est assez difficile de s'entendre sur une léfinition 
unique de l'' quité car elle est subj ective. Lorsque nous considérons des individus 
rati01mels, chaque individu évalue la part des ressources qu 'il a r çu et la compare 
avec les aut res à partir de son propre point de vue. Par conséquent , la définition 
de l 'équité est influencée par la valeur attribuée aux ressources par le concepteur 
elu système ou par les individus elu système. » (Shi et al. , 2014). 
luclépenclamrncnt de la définition que prend la. notion d'équité, elle con t itue un 
phénornèue Lrès imporLanl qui ne doit. pas êLre ignoré dans les réseaux sans fi l en 
général et clans le réseaux cellulaires en particulier. À titre d 'exemple considérons 
une tation de base qui tente de servir un des deux utilisateurs comme le montre 
la figure 2.2. L'objectif est d 'associer un utilisateur à la foi à la station de base en 
r pectant la QclS de l'utilisateur a socié . Suppo ons que l'utilisateur U1 est très 
proche de I31 et uppo ons que 2 e t très loin de 131. En utilisant un algori hme 
d 'association d 'utilisateurs classique, 1 sera souvent as ocié à I31 tandis que U2 
era associé à I31 très rarement. Ain ·i , 2 se verra t raiter d 'une mani ' re non 
équitable. Par conséquent, il faut t rouver nn algorithme équi table d 'association 
d 'utili ateurs aux station de ba ·e. 
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Figure 2.2 Exemple d 'allocation des re sources en ignorant l'équité. 
Afin d 'avoir une meilleure performance (en débit et en équité), il faut trouver 
le meilleur compromis entre l 'allocation des r ources et l 'équité. Pour trouver ce 
compromis, la plupart des travaux utilisent l'équité comme une contrainte dans la 
modélisation du problème d 'allocation des ressources, ce qui est le cas par exemple 
dans (Shen et al., 2005,Li et Liu, 2006). En outre, plu ieurs travaux de recherche 
ont été réalisés afin de trouver cc compromis en utilisant l'at>sociation d 'utilisa-
teurs aux stations de ba e (Ye et al. , 2013, Son et al., 2007). Dans (Ye et al., 
2013), les auteurs résolvent le problème cl association cl utili ateurs aux tations 
de base pour équilibrer la charge cl s cellules, c.-à-d. , pour maximiser l 'équité des 
stations de base. Ils formalisent le problème par la théorie d 'optimisation mathé-
matique et ils propo ent un algorithme distribué en se basant sur la t chnique de 
la lécomposition luale. 

CHAPITRE III 
MODÈLE DU SYSTÈME ET FORMULATIO DES PROBLÈMES 
Introduction 
Un modèle de système est souvent ut ilisé pour simplifier , élaborer , et facili ter 
l'étude d'un système réel complexe. Il doit donc être à la fois simple et détaillé 
de telle sorte que la plupart des paramètres lu système soient considérés . Par 
exemple, un réseau sans fi l est un système qui est constitué de plusieurs enti-
tés (stations de base, antennes, utilisateurs , câbles, etc) . Comment pouvons-nous 
élaborer ce type de système pour que nous puissions étudier ses caractéristiques 
mathématiquement ? 
Ce chapitre discute du modèle du syst ' me adopté clans ce projet . Dans un pre-
mier lieu, ce chapitre présente l'architecture lu réseau cellulaire. Après, il discute 
de· cliffér ntes hypothèses utilisées . Ensuite, il définit les différents problèmes abor-
dés . Finalement , ces problèmes sont formulés et moclél~sés mathématiquement. 
Dans ce projet, le modèle elu système consiste en un réseau cellulaire à deux 
couches avec la coexistence d'une macro-cellule et des femto-cellules. Ce réseau 
comporte un certain nombre d'utilisateurs qui doivent être servis par le· différentes 
stations de base . P lus tar l clans ce chapitre, un modèle elu système d 'un réseau 
cellulaire à une seule couche (la couche les femto-cellule ) est di cuté. 
3.1 Mo lèle du système 
Le modèle du système considéré est un r ' au cell tlaire hiérarchi é à deux 
couches clans lequel une station de base centrale appelée macro-c llule coexiste 
avec des petites stations de base appel' es femto-cellules. Le choix l'une seule 
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macro-cellule est justifié par le fait que l 'interférence entre plusieurs macro-cellules 
es t ai ément annulée en ut ilisant des fréquences orthogonales (split spectr-um en 
anglais) (Chandrasekhar et Andrews, 2009b). La première couche est constituée 
de la macro-cellule et la d uxième couche st onstituée des femto-cellules qui sont 
supposées des femto-cellules AO. L'accès aux st ations de base se fait en temps et en 
fréquence. Deux bandes de fréquences radio B1 et B2 sont considérées disponibles. 
Dans cette partie, B 1 et B2 sont supposée égales, c.-à-d. , la macro-cellule et les 
f roto-cellules partagent la même bande de fréquences. Ce genre d 'union de spectre 
st connu ous le nom de part ag de spectre ( ha r-ed spectntm en anglais) (Chan-
drasekhar et Andrews, 2009b) . D'où l'hypothèse 1{1 : B1 = B2 =B. L'hypothèse 
1{1 implique qu 'il existe de l'interférence cm ss-tier· ainsi que l'interférence co-tier-. 
À un inst ant t donné, les femto-cellules et la macro-cellule utilisent la même bande 
de fréquences B. Toutes les stations de bases t ainsi que tous les utilisateurs sont 
supposés Atre équipés d 'une seule antenne. D'où le réseau considéré est un réseau 
SISO (Single Input Single Output en anglais) . Par conséquent, une station de base 
qu'elle soit macro ou femto p ut communiq 1 r avec un seul utilisateur à la fois à 
l'in tant t. 
La macro-cellule est localisée dans un plan cartésien et possède les coordonn, es 
suivantes (xMc , YMc) . Il existe un seul utili ateur connecté à la macro-cellule, 
app lé l 'utilisat ur macro. Le r 's au cellulaire comporte N f roto-cellules et NI 
ut ilisateur app lés utilisateur f mto qui peuvent être servis par les femto-cellules. 
Nous rappelons que l'objectif est d 'associer le plus grand nombre l'utilisateurs 
femto atL-x fcmto-c llules . Nous noton · par MC, UM, FCs, et UFs la macro-cellule, 
l'ut ilisateur ma ro , les femto-cellul s, et les utilisateur femto, r sp ctiv m nt. 
La zoue elu r ' eau llulair est mo léli é par un di que C l rayon R et de 
centre C = (xtvrc, Ytvrc) . L' M, l s FC , et les UFs sont localisés d 'une manière 
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aléatoire dans C suivant une distribution de probabilité. Leurs coordonnés sont 
donnés re pectivement par (xuM, y NI), (xpc ,Yrc)T, et (x up, YuF )T où 
X2 · · · XN ) 
Y2 .. . YN ' 
et 
Pour simplifier le notations, nous considérons B = {0, 1, · · · , N} etU = {0, 1, . · · , 
M} l'ensemble des stations de base (la MC est notée par l'élément 0 et les FCs 
sont notées par les éléments de 1 à N) et l'ensemble d 'utilisateurs (de même l'UM 
est noté par l'élément 0 et les UFs sont notés par les éléments de 1 à lVI) , respec-
tivement. Une figure explicative est donnée par la figure 3.1. Le modèle du canal 
MC 
FC1 
---; Signal désiré ,....,./ 
--JI-- Signal d ' interférence // 
Bordure de la c~~~u.J{ 
' 
1 
1 
' 1 
Figure 3.1 Modèle du ·ystème. 
1 
1 
1 
1 
1 
1 
1 
1 
/ 
/ 
' 
' 1 
' 
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sans fil utilisé clans ce t ravail est un modèle général qui inclut le modèle d 'affaiblis-
sement de propagation (ou pa th loss pr-opagation madel en anglais) et le modèle 
d 'évanouissement lent de Rayleigh (slow Rayliegh fading madel en anglais). L'éva-
nouissement lent . ignifie que le canal sans fi l ne change pas durant l'intervalle du 
temps T8 où T8 est la durée symbole. En d 'autres termes, le t emps de cohérence 1 
du canal, Tc, est beaucoup plus grand que la durée symbole Ts, c.-à-d. , Tc » Ts. 
L'évanouissement 1 nt de Rayleigh signifie que l'ampli tude elu signal sans fi l d 'un 
évanoui sement lent suit une distribut ion de Rayleigh. La densité cl probabilité 
de la distribution de Rayleigh j (x) dépend d 'un paramètre CJ et elle est donnée 
sur la figure 3.2. 
-a~ ! 
-a ~ 2 
10 
x 
Figure 3.2 Densité de r robabilité de la distribution de Rayleigh. 
Par conséquent , le modèle du canal sans fi l peut être écri t mathématiquement 
comme suit : pour cout mE U et pour tout nE B, le gain entre met n est léfini 
par: 
(3. 1) 
où a est l 'exposant d 'affaibli · ement , do est une distanc de référence qui se t rouve 
lans l champ lointain (ou la zon de Fraunhofer) d 'une antenne (far-field n 
l. Le temp · cle ohéreuce est le temp minimal requis pour que le changem nt d 'amplitude 
ou cle phase d 'un signa l ·a11. fil devient non corrélé à partir de la valeur précéd ·ntc. 
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anglais) (Andersen et al., 1995) et dmn est la distance Eucli lienne entre m et n 
qui est donnée par : 
(3 .2) 
et hmn est le coefficient cl 'évanouissement lent de Rayleigh entre m et n modélisé 
comme une variable aléatoire complexe Gaussienne à moyenne nulle et à variance 
unitaire. Le canal descendant ( downlink channel en anglais) est considéré clans 
notre projet . En d 'autres termes, toutes les stations de base transmettent et tous 
les ut ilisat eurs reçoivent. Chaque utilisateur m E U clans le réseau exige une 
certaine QdS (la QclS est explicitée mathématiquement ultérieurement). Une QclS 
faible est inacceptable par l 'utilisateur en question. Ainsi, l'utilisateur ne sera pas 
capable de recevoir aucune information si sa QclS est en dessous d 'un certain seuil. 
Chaque station de base n E B peut transmettre à un seul utilisateur à la fois 
avec une puissance de transmission Pn· Sauf indication contraire, la puissance de 
transmi sion Pn est supposée fixe ct müformc, c.-à-cl. , Pn = p pour tout n. Cette 
upposition est connue sous le nom d'allocation de puissance uniforme. Elle est 
considérée valable et réaliste (Avin et al., 2009). Les auteurs de cet article ont 
montré qu'une telle supposition est parfois très utile clans l'analyse l'un ré eau 
sans fil. La macro-cellule transmet toujours à son UM avec une puissance p0 (l 'UM 
est léjà associé avec la MC) . 
Nous adoptons le mo lèle de réception du signal suivant : à un in tant t donné, 
chaque ·tation de bas n E B transmet un symbole sn( t) à un utilisateur (voir la 
figure 3.3 pour un schéma explicatif). Suppo on qu la FC n 1 E B\ {0} transmet 
à l' F m1 E U\ {0} et que la FC n2 E B\ {0} transmet à l 'UF m2 E U\ {0}. Alors, 
les signaux reçus au niveau de m 1 , m 2 , et au niveau de 0 à l'instant t s'écrivent 
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UM 
--f-- -/ 
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/ 
...... 
/ So(t) 
' / 
'-
\ 
\ 
- - Signal J 'interférence 
Figure 3.3 Exemple de transmission entre leux FCs avec l'existence d 'une 1C. 
comme suit (pour plus de détails sur ces équa tions , voir (Etkin et al. , 2008) ) : 
où 'IJm p i E {1 , 2} , st le bruit Gaussi n blanc additif (BGB ) au niv au de mi, 1Jo 
st l BGBA au niveau le O. Par conséquent , les rapports signal ·ur interférence 
plus brui t (SINR) reçus au niveau de chaque utilisat ur m 1, m2 , et 0 sont donnés 
en se basant sur les équations (3.3) à (3.5) respectivement par SINRmt , SINRm,2 , 
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et SI1 R0 comme suit : 
(3.6) 
(3.7) 
(3.8) 
où No est la variance du BGBA au niveau d 'un UF. N0' est la variance du BGBA 
au niveau de l'UM. L'exemple ci-dessus explique le modèle physique de réception 
du ignal (ou modèle SI R) qui est le modèle le plus utilisé clans les réseaux 
sans fil (Gupta et Kumar, 2000,Mo cibroda et Wattenhofer , 2006b) . Il est montré 
analytiquement et à travers des expérimentations que ce modèle est pl1s réaliste 
et plus efficace par rapport aux autres modèles ut ilisés tels que le modèle de 
protocole (Iyer et al., 2009), etc. 
Étant donné que l'objectif est d 'associer le plus grand nombre cl ' Fs aux FCs, 
une variable binaire Xmn e t utilisée afin de faciliter la formulation elu problème. 
Cette variable est définie comme suit pour tout m E U\ {0} et pour tout n E 
B\ {0} : 
si m est a socié à n 
sinon. 
Le vecteur d 'association appartenant à l'ensemble {0 , l}M·N qui corre ·pond aLL'<: 
32 
variables binaires Xmn est noté par x et est donné par : 
x = (xn X12 XM l XtvJ2 (3.9) 
N éléments, uti lisateur 1 N éléments, utilisateur NI 
Le vecteur x représente une association possible d 'UFs aux FCs. Par exemple, 
x (i) = 1 signifie qu'il existe m E U\ {0} et il existe n E U\ {0} tel que x (i) = 
Xmn = 1 (m est associé n). 
Par la suite, le rapport Sir R au niveau de chaque récepteur m E U\ {0} est 
défini comme suit : pour tout nE B\ {0} et pour tout mE U\ {0} : 
S w ( ) Pl9mni
2Xmn INRmn X = ------=-..:..::...:.:.~M.:....___~N_:_:__ __ _ 
No+ Pol9mol 2 + L L Pl9mn'I 2Xm'n' 
m'=l n'= l 
m';imn'#n 
Le rapport SI R au niveau de l'Ul\11 est donné par : 
Pol9ool 2 SI JR~(x)= ------A.~r~N~-------
01 + L L Pl9oni2Xmn 
m=l n=l 
(3 .10) 
(3. 11) 
Les seuils SINR au niveau de chaque UF et au niveau de l'Ul\11 sont noté 
r spectivement par r et r 0 . Ces euil modélisent la QdS exig' e par le récep-
teur m E U . Ainsi, les UFs exigent que l urs rapports SI TR~n (x), donnés par 
l'équation (3. 10), soient toujours au-dessus der et l 'Ul\11 exig que son rapport 
SINROo (x), donné par l'équation (3 .11), soit toujours au- l sus de ro. En d 'autres 
t nnes , pour une association x , il faut que : 
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et pour tout n E B\ {0} , pour tout mE U\ {0} 
Finalement, une association des tations de bases est dite réalisable si et seule-
ment si elle répond aux seuils SINR pour tous les utilisateurs . 
Modèle du système sans la macro-cellule. Dans cette partie, l'hypothèse 7-{ 1 
est modifiée de sorte que les delL'< bandes de fréquences B1 et B2 sont maintenant 
totalement séparées, B1 of. B2 . En fait , nous supposons que les canaux de B1 et 
de B2 sont totalement orthogonaux. D'où l'hypothèse 7-l2 : B1 j_ B2 . Ce genre de 
séparation de spectre est connu sous le nom de division de spectre (Chandrasekhar 
et Andrews, 2009b) (split spectrum en anglais). L'hypothèse 7-l2 peut être justifiée 
par plusieurs raisons telles que : premièremeut , l'opérateur gère le spectre afin de 
ne pas déranger les propriétaires des femto-cellules, deuxièmement, la puissance 
faible utilisée par les femto-cellules et la puissance forte utilisée par la macro-cellule 
(le problème proche-lointain), troisièmement, le manque de coordination entre l s 
femto-cellules et la macro-cellule, etc. Par conséquent , l'interfér nee cross-tier est 
supposée inexistante. 
Ainsi, le rapport SINR au niveau de chaque UF est 'crit comme uit pour 
tout nE B\ {0} et pour tout mE U \ {0} 
SINR;,_~ (X) = ---!v.,.-f::....P_n.:.:l~:,..,m_'-.:.ti_2 X_',_n_n ___ _ 
No+ 2::: 2::: Pn'l9mn'I 2Xm'n' 
m'=l n 1= l 
m'#mn'#n 
(3 .12) 
L'objectif est, comme précéclemm nt , d 'as ·ocier le plus grand nombre cl ' Fs aux 
FCs en re pectant leurs QdS. En d 'autres termes, nous cherchons une association 
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x qui contient le plus grand nombre de un tel que pour tout m E U\ {0} et pour 
toutnEB\{0}: 
Sir R~~ (x) ~ r . 
3.2 Problème d 'association d 'utilisateurs 
G' néralement , l'objectif d 'optimisation le plus ut ilisé dans un réseau sans fi l 
est la maximisation du débit d transmission ou la minimi a tion des délais de 
transmission. Gupta et Kumar ont montré que le débit de t ransmission d 'un réseau 
sans fi l est directement lié aux nombre. d 'ut ilisateurs qui existent dans le réseau. 
En plus, les auteurs ont calculé la relation analytique qui existe entre le débit 
de tran mission et le nombre cl 'utili ateurs (Gupta et Kumar , 2000). En effet, le 
débit de t ransmission est de l'ordre de 8 ( k ) où P e t le nombre des nœuds 
émetteurs qui existent dans le réseau. Par conséquent, la m~'Cimisation lu nombre 
d 'ut ilisateurs associé es t con ·iclérée dan ce projet. Donc, le but est d 'associer le 
plus grand nombre cl'UFs aux FCs n respectant les QclS d 'UFs ainsi que elle de 
l 'UM. 
Particulièrement, cl ux problèmes d'association d 'utilisateurs sont considérés. 
Le premier est appelé le problème d 'association pondérée d 'UFs aux FC et le 
deuxième est appelé le problème d association non pondérée d 'UFs aux FCs. 
3.2 .1 Problème l'as ociation non pondérée d'utili ateur 
Dans cette ection, le probl'me d'assoc·iation non pondérée d 'UFs œux FCs est 
onsicléré. D'abord , il est modélisé et formalisé mathématiquement. Ensuite, nous 
démontrons qu 'il s'agit l'un problème JV'P-clifficile. 
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La formulation du problème d 'association non pondérée d'utili ateurs ut ilise 
principalement la théorie d 'optimisation combinatoire en nombres entiers (Schri-
jver , 1986) . Le problème non pondéré peut s'écrire comme suit : 
N lvi 
maximiser 
x 
r v (x ) = L L X mn (3. 13a) 
n=l m=l 
M 
sous les contraintes L Xmn ~ 1, V n E B\ { 0} , (3.13b) 
m=l 
N 
L Xmn ~ 1, V mE U\{0}, 
n= l 
(3.13c) 
SI R~n(x) ;:: r xmn, VmE U\ {O}VnEB\ {0} , (3 .13d) 
SI R00 (x ) ;:: fo , (3. 13e) 
Xmn E {0, 1} , V mE U\ {0}, nE B \ {0}. (3 .13f) 
La fonction-objectif (3. 13a) signifie que le but est de maximi cr le nombre d 'UFs 
associés aux FCs, c.-à-d. , maximiser le nombre des variables Xmn qui prennent la 
valeur 1. La contrainte (3. 13b) as ·ure qu 'une FC sert un et un seul UF tandis que 
contrainte (3 .13c) assure qu 'un F est associé à une tune seule FC. La contrainte 
(3.13d) signifie qu'un UF, une fois a socié à une FC, doit avoir un SI R a.u-des u 
de son seuil SINR, r. La garantie de la quali té de service de l'UM est donnée par 
la contrainte (3. 13e). Finalement, la contrainte (3. 13f) garantit que la variable 
d'a sociation Xmn est une variable binaire appartenant à l 'ensemble {0, 1}. 
Pour faciliter l'écrit ure elu problème (3 .13) , nous le transformons en forme 
matricielle. otez que la cont rainte (3 .13d) est une ontrainte non linéair (voir 
l'équation (3. 15) ci-après) à cause elu terme f xmn et à cause les Xm'n' qui existent 
dans le dénominateur. Le Xmn utilisé clans ce terrne impose que r est atteint 
eulement si la FC n est associée avec l'UF m. Si par ontre Xmn = 0 (m n'est 
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pas associé à n) , alors le rapport SINR au niveau de m est nul et la contrainte est 
satisfaite par égali té. La non-linéarit ' de la contrainte (3. 13d) est montrée par : 
qm ·e réécrit : 
Pl9mn i
2
Xmn f 
_ ____ _:_..:.::...__J'v-'1--N------ ;;?: Xmn · 
1 0 + Pol9mol2 + L L Pl9mn' I2Xm'n' 
m ' = l n'=l 
m'#mn'#n 
lvi N 
Pl9mn i2Xmn;;?: No f Xmn + oPol9mo l2f Xmn + ~ ~ 1 oPfl9mn' l2 
m'=l n'= l 
m'tfmn'#n 
(3.14) 
le terme non li néa ire 
(3 .15) 
Pour renrlre l'équa.tion (3.15) linéair , la technique d 'ajout de variables artificielles 
(bigM method en anglais) peut être utili ée (Schrijv r , 1986) . Cette technique est 
bien connue en programmation linéaire. Elle est considérée comme une variante de 
1 'algori thme « Simplex ». Elle ajoute de variables art ificielles au problème original 
afin de trouver un solution faisable (Schrijver , 19 6) . Donc, la cont rainte (3 .13d) 
p ut 'écrire comme sui t : 
(3. 16) 
où M c. t un nombre très grand . Pour simplifier l'écriture, la puissance de trans-
mi sion p e t normalisée par la distance de r ' férenc cl0 t par la variance elu 
I3GI3A, 1 0 . Donc, les F tra.n mettent al L'< Fs avec la puis. ance normalisée 'Y 
. . p. dü 
t la MC transmet à l' M avec la puissance nonn ali ·ée "fo. Ams1, 'Y = - N et 
1 0 
Po . dû 1 1 1? 1/1 .. ~'12' 
"' = --- et le gain g - = ~10 1 mn cl" · O m n 
Il convient le noter que, dans l'équation (3.16), M e t un nombr uffisamment 
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grand de telle sorte que si Xmn = 0 alors la contrainte (3 .13d) n 'est pas violée et 
si Xmn = 1 alors le t erme M (1- Xmn) est nul donc n 'a aucun effet. Bien que la. 
valeur de M est arbitraire, elle doi t satisfaire une cer taine condition. Si Xmn = 0, 
l'équation (3. 16) doit être satisfaite. Par conséquent, pour tout m E U\ {0} et 
pour tout n E B\ { 0} , nous avons : 
M 
--------------A1---N------------ ~ f . 
1 + 'Yol9~ol 2 + ~ ~ 'Y I9~ln' I 2 Xm'n' 
m'=l n'=l 
m'=ftmn'=ftn 
M N 
M ~ r + r'Yo l9~ol 2 + L L f'Y I9~n' I 2 Xm'n1 • 
m'= l n'= l 
m' =lm n' =ln 
(3 .17) 
(3. 18) 
on constate que M dépend de m, n et x. Sans perte de généralité, la valeur la 
plus élevée de M est sélectionnée. Elle est notée par M * : 
(3. 19) 
Alors , il existe m* E U\ {0} et il existe n* E B\ {0} de telle sorte que (3 .19) es t 
satisfaite. Soit : 
N 
M * = r + r'Yo l 9~· ol 2 + ( ilvf- 1) r 'Y L l9~·n'l 2 . 
n 1= 1 
n'in" 
(3 .20) 
En ut ilisant la valeur de M * donnée par (3.20) et en réarrangeant les terme·, nous 
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obtenons : 
et alors : 
M * "1 1 12 M N " fi 1 12 
- Y 9mn X + ~ ~ Y 9mn1 X __.. 1 
·mn L__; L__; m'n' ~ · JVI*- f- frol9~o l 2 . . M * - r- f rol9:nol 2 
m'= l n'= l 
m ' tfmn1tfn 
(3.21 ) 
La linéari ation de la contrainte (3.13e) est fai te directement et donc elle peut 
être réécrite comme suit : 
ro l9bol 2 r ---M~::..:N=:..:...._ __ ~ O· 
1 + L: L: r l9bni2 Xm.n 
m= l n=l 
(3 .22) 
m=l n=l 
Il faut noter que le rapport signal sur bruit (SNR) (ou signal-to-noise mtio en 
anglais) au niv au de l' M doit être toujours au-de sus de fo , c.-à- l. , rol9bol2 > 
f o. 
Av c toute ce transformations, le problème d 'a soC'iation non pondérée d · UFs 
aux FCs peut être réécrit sous forme matricielle comme suit : 
maximiser fw (x ) = 1 T x 
x 
sous les contraintes A x :=::; 1, 
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(3 .23a) 
(3.23b) 
(3.23c) 
avec 1 = (1, 1, · · · , 1) est un vecteur unitaire de taille q et A E IRp x q où p = 
NI + N + M · N + 1 et q = M · . Soit A la matrice défiuie par : 
A = (aiJ ) iE{l ,- · ,p} ,jE {l , .. ,q} · (3.24) 
où aij • ont les coefficients de A qui peuvent facilement être calculés à partir des 
contraintes (3. 13b) , (3.13c), et à partir des équations (3.21) , et (3.22). 
3.2. 1.1 N P - difficulté 
La NP -difficulté est une notion très importante de la théorie de la complexité, 
une discipline de l 'informatique théorique. En fait , il existe deux grandes ela ses 
de complexité : la classe P et la classe NP. D'une part la classe P contient l s 
problèmes algorithmiques faciles qui peuvent être résolus en temps polynomial. 
D'une autre part , la classe NP qui se réfère à nondeterministic polynomial time 
contient l'ensemble des problèmes de décision où les instances « oui » peuvent être 
acceptées n temps polynomial par une machine le Turing non déterministe. Les 
problèmes NP-complets sont des problèmes difficile qui ont probablement pas 
un algorithme polynomial à moins que P = NP (une des grande · que tions ou-
vertes le l 'histoire des mathématiques et de l'informatique) . Pour plus de cl 'tail ·, 
le lecteur est r ' féré à l'excellent ouvrage (Arora t I3arak , 2009). 
Dans cette partie, nou d ' montrons que le problèm d'as ociation non pondér'ée 
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d 'utilisateur aux f emto- cellules définit par (3 .13) (ou alternativement (3.23)) est 
un problème NP-difficile. Afin de montrer q'un problème donné est NP-difficile, 
il faut trouver un autre problème NP-difficile et le réduire au problème original 
en temps polynomial ( Ar01·a et Barak, 2009). Dans ce travail , nous allons réduire 
le problème MAX O NES (voir (Khanna et al., 2001) pour plus de détails) au 
problème (3.23). En fait , la preuve de NP-difficulté du problème (3 .23) est faite 
en deux étapes . Premièrement , le lemme 1 prouve la NP-difficulté d 'un sous-
problème de MAX 0 ES noté par 0-VALID MAX 0 ES en utilisant une réduction 
du problème SET COYER (Karp , 1972). Deuxièmement , le théorème 1 réduit le 
problème 0-VALID MAX ONES au problème (3.23) et prouve ainsi que le problème 
(3 .23) est NP-difficile. 
Les ·ymboles 1\ (ou 1\), V (ou v), et -, désignent les opérateurs logiques : 
disjonction, conjonction, et négation , respectivement . La notation P1 ex: P2 est 
utilisée pour indiquer que le problème P1 est réductible en temps polynomial au 
problème P2. 
Le définitions suivantes sont de (Khanna et al. , 2001) et (Karp, 1972). 
Définition 1 (Une contrainte binaire) : 
Une contrainte binaire est une fonction f : { 0, 1} k -+ { 0, 1} pour un certain 
ntier k E IN . La contrainte binaire f(-) est satisfaite par une entrée s E {0, 1}k 
f (s) = 1. 
Définition 2 (Une contrainte binaire 0-valid): 
Une contrainte binaire fest 0-valide ·i j(O, · · · , 0) = 1. 
Exemple 1 Soit f(x 1,x2 ) = (x1 1\ x2 ) V (•x 1 1\ •x2)). Il est clair que f (-) e t 
0-valide p·uisque f(O , 0) = 1. 
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D éfinition 3 (le problème 0-VALID MAX ÜNES): 
I1 STANCE: ne contrainte binaire 0-valide f( x 1, x 2 , . . . , Xn) ur les variables boo-
OBJECTIF : Décider s'il existe des affectations aux variables x 1 , x 2 , . . . , Xn qui a-
t isfont la contrainte f(-) et t rouver l 'affectation qui a le plus grand nombre de 1, 
soit m;x {~::X, } 
D éfinition 4 (SET COYER, NP-complet (Karp, 1972)): 
INSTANCE : Un en emble de m éléments appelé l 'univer-s U = {1 , ... , m}, une 
famill e finie J = { S j } OÙ S j Ç U de telle OTte que U Sj = U , et 'Un entier- positif 
j 
k . 
OBJECTIF: Décider s'il existe une sous-famille {Th} Ç J qui contient e ensembles 
~ k de telle sorte que U Th = U . 
h 
Exemple 2 SoitU = {1, 2, 3,4,5} et J = {{1 , 2,3} , {2,4}, {3,4}, {4,5}}. Évi-
demment, l 'union des ensembles dans J est U . Cependant, nous pouvons couvriT 
la totalité des éléments de U en utili ant un nombre plus petit de ous-ensembles 
comme suit : { { 1, 2, 3} , { 4, 5}}. Pr·enons k = 1, est-ce qu 'il exi tee ~ k qtti couvr·e 
l 'univer-s U ?2 
Afin de démontrer que le problème (3.23) e tNP -difficile, nous avons besoin 
de démontrer que le problème 0- VA LID MAX O t ES est NP- lifficilc ct puis mon-
trer que 0-VALID îviAX O NESse ré luit polynomialement au problème (3.23) . Sans 
perte de généralité, une instance du problème 0-VALID MAX 0 E est donnée par 
la formule booléenne 0-valid le n variable (x 1 , ... , Xn) suivant : 
(3.25) 
2. La répon e t non dans l'exemple 2. 
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où S1 est un sous-ensemble de {1 , 2, ... , n} po 1r tout l E L. L'équation (3.25) 
st la conjonction de disjonctions de L clauses 3 sur les variables de négation 
Lemme 1 Le pr-oblème 0-VALID MAX Üt ES est JV P -difficile. 
D émonstration: 
I ous allons montrer que SET COYER ex: 0-VALID MAX Üt ES. 
Soient Ise et Iov deux instances re pectives du problème SET COYER et du 
problème 0-V LID MAX 0 ES qui sont donné par : Ise = (U , { Sj}, k) , et Iov = 
(J(xb · · · , Xn)) . D'une part , l'objectif du problème SET COVER est de décider ' il 
existe un nombre de sous-ensembles de la famille J qui es t inférieur ou égal à k (de 
trouver un nombre minimal cl sous-ensembles pour le problème d 'optimisation 
associé) et qui couvre tout l 'univers U. D'autre part , l'objectif du problème 0-
VALID MAX ÜNES e t de trouver une affectation aux variables x1, · · · , Xn qu1 
sat i ·font f(-) donn ' par l'équation (3.25) et maximise le nombre de uns. 
partir de l'instance Ise, nous construi ons l 'instance Iov· Pour cela, posons 
sj = {-i{, ... ,i~ } ç J où 0 = ISJI· À partir de Sj, la matrice M de IJi lignes et 
de lU I colonnes st construite comme suit : la pr mière ligne de M correspond à 
l' nsemble St ; la deuxi ' me ligne correspond à l ' nsemble S2 ; t ainsi de uite; 
la lernî re ligne corr sr ond à l'en emble SI,JI- Les éléments cl cette matrice sont 
donn's par mxy comm suit : 
si y E Sx (3.26) 
smon. 
3. Une clau ·e en logique booléelllle est uue disjonction de littéraux. 
Algorithme 1 SET COVER À 0-VA LID MAX O NES 
Entrée: Une instance de SET COVER (U, { {Sj} V j }, k). 
Sortie: Une instance de 0-VALID MAX 0 ES f(x 1, · · · , Xn) · 
Étapes 
1: Con 'truire la matrice M conformément à l 'équation (3.26) 
2: T= lUI 
3: pour j = 1 à T faire 
4: cj = 1 
5: pour i = 1 à 1..71 faire 
6: si m ij =1= 0 alors 
7: cj = cj v • xi 
fin si 
9: fin pour 
10: fin pour 
11: f = C1 1\ C2 1\ .. . 1\ Cr 
12: retourner Une instance de 0- VALID fAX O NES, f (x1 , · · · , Xn) · 
43 
En se basant sur les étapes données par l'algorithme 1 et en utilisant la matrice 
définie par l'équation (3.26), l'instance Iov est obtenue facilement. 
Afin de terminer la preuve, il faut vérifier que : le problème 0-VA LID MAX 
O NES est résolu ·i et seulement si le problème SET COVER est résolu. Si 0-
VALID MAX ONES e t résolu avec l'instance Iov alors la olution optimale contient 
le plus grand nombre de 1. Soit x = (x1 , x2 , · · · , Xn) la solution optimale du 
problème 0-VA LI D MAX 0 ES c.-à-d. que la fo rmule booléenne 0-valid donnée par 
l'équation (3.25) 'évalue à vrai et L Xi st maximal. Par conséquent, le nombre 
i 
de zéros dans le vecteur x est minimum. Soit I l'ensemble de zéros de la solution 
x. Ainsi, la solution du problème SET COVER correspond aux sous-en embles 
I = {Sp}pEI· D'où, le problème SET COVER est résolu avec le nombre minimal 
de sou -ensembles. La réduction de SET CovER à 0-VALID MAX ONES st faite 
évi lemment en un temps polynomial (voir l 'algori thm 1). Par conséquent, SET 
COVER 0-VALID MAX 0 1 ES ce qui prouve le lemme 1. • 
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Maintenant, nous allons utiliser li:l résul tat elu lemme 1 pour montrer que le 
problème (3.23) est NP-difficile. 
Théorèm e 1 Le problème d 'association non pondérée d 'UFs aux FCs (3 .23) est 
NP - difficile. 
D émonstra tion: 
Pour montrer que le problème (3.23) est NP-difficile, nous montrons que 0-VALID 
MAX Ü NES problème (3 .23). 
Soit h = (lvi , N, A) une instance elu problème (3.23) où lVI est le nombre 
cl 'UFs, N est le nombre de FCs et A est la matrice défin ie par l'équation (3.24). 
Soit h = (f(x1 , · · · , Xn)) une instance elu problème 0-VALID fAX ÜNES. 
D'une manière générale, une instance elu problème (3.23) peut être construite en 
convertis ant les clauses de la contrainte booléenne f(-) à un système cl inéquations 
linéaires. Donc, f (-) est vrai si et seulement si Ax ::::; 1. D'où, le problème de 
maximi ation elu nombre d'UR asso ié cl t ll sorte que leurs seuils SINRs sont 
satisfaits ( c.-à- cl ., Ax ::::; 1) est équivalent au problème de maximisation elu nombre 
cl vrai littéraux de t ll sorte que la formule booléenne est vraie ( c.-à-cl ., f (-) 
est vraie) . 
Mathématiquement parlant, pour obtenir l'in tance h à partir cl l 'in tance 
h , la transformation uivante est appliquée : Premièrement , soit St = {ii, .. . , iD 
un sous-en· ml l arbitrair le { 1, ... , n} pour un er tain l E L et un ertain 
/,; E {1 , 2, ... ) n}. Alors, pour haque clausel cl J(-), c.-à-cl. , v iESt-, Xi, le système 
d'inéquations linéaires suivant est con truit : 
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Deuxièmement, ce système d 'inéquations linéaire e t résolu en temps polynomial 
pour obtenir les valeurs de 9 ij correspondants 4 . Soient I et J les ensembles des 
9 ij trouvés. Ainsi, toutes les autres valeurs de 9 ij seront mis s à 0, c.-à-cl., 9 ij = 0 
pour i ~ I et j ~ J. En utilisant cette transformation, nous pouvon obtenir la 
matrice A , ainsi que Nf et N où M = N = max {y 5 1} . Par conséquent, une 
instance elu problème (3 .23) est obtenue. 
Afiu de terminer la preuve, il faut montrer que le problème 0-VALID MAX 
0 1 ES est résolu i et eulement si le problème (3.23) est résolu . Supposons que 
le problème (3.23) est résolu avec l 'instance 11 . Soit x la solut ion obtenue. Ainsi, 
i Xij = 1 F>i et seulement si i = j et la variable booléenne correspondante st 
mise à 1. Par conséqu nt , Xi= Xj = 1 dans l'instance h et Xi'= OVi' =1= i,j . Par 
conséquent , le problème 0-VALID MAX Ü NES est résolu . 
Finalement, nous pouvons vérifier facilement en temps polynomial que si les 
contraintes sont satisfaites alors la formule booléenne est sati faite aussi. Par 
conséquent , le problème (3.23) e 't résolu si et seulement si le problème 0-VA LID 
MAX Ü NES est résolu. 
Exemple 3 Soit la formule booléenne 0-valid suivante : 
(3.27) 
En appliquant la pr-océdur-e précédente, le système d 'inéquations suivant est ob-
tenu : 
.J. La résolution de ce y tème est faite facilement pui qu 'il con t ient plus de va.riabl s que 
d ' inéquations. 
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et 
"! 911 < b 912 + 1) r 
922 < ("! 921 + 1) r 
'Y .rJll < ("! .rll3 + 1) r 
'Y 933 < b931+1) f 
'Y 922 < b 923 + 'Y 924 + 1) r 
'Y 933 < b 932 + 'Y 934 + 1) r 
'Y 922 < b 942 + 'Y 943 + 1) r 
Une olution possible du ystème pr·écédent est la suivante : 
911 912 913 914 1 0.5 0.5 0 
921 922 923 924 0.5 1 0.5 0.5 G = (3.28) 
931 932 933 934 0.5 0.5 1 0.5 
9'n 942 943 944 0 0 .5 0.5 1 
Afin de ré ouare le problème (3.23), la matrice A donnée par l 'équation (3.24) doit 
être construite à partir de la matrice G donnée par l 'équation (3 .2 ) . Ainsi, soient 
les valeurs de% pour tout (i, j) E { 1, 2, 3, 4} x {1, 2, 3, 4} données pr-écédemment 
par· (3.2 ), oient 'Y= r = 1 et 'Yo = 0, alor-s nous obtenons facilement la matrice 
A en ·utilisant les contraintes (3. 13b) et (3 .13c) et les équations (3.21) et (3 .22) . 
Donc, ·une solution possible du pmblème (3.23) peut être écrite comme suit : x = 
(1, O .. .. , 0.1 ) r . Donc, xu = 1 et X14 = 1 si t ·ulement siXt= 1, x2 = 0 X3 = 
O . ..z:11 = 1 ce qui Tésout le pr-oblème 0-VALID M. x 0 ES. 
Pour conclure, nous venons le pro uver que 0-VALID MAX Ü t ES ex problème 
(3.23). D 'après 1 1 mme 1, l problème (3 .23) est un problème N P -difficile. 
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Alors, le problèm d'association non pondérée d 'UFs aux FCs est un problème 
NP -difficile. Cela prouve théorème 1. • 
La preuve du théorème 1 nous motive à chercher des solutions heuristiques 
et approximatives du problème (3 .23) parce qu'un tel problème n 'a le solution 
optimale or que si P = NP. 
3.2.2 Problèm d'association pondérée d 'utilisateurs 
Dans cette partie, le problème d 'association d 'UFs aux FCs est présenté dans 
un cadre plus général. Ce problème est intitulé le problème d 'association pondé-
rée d 'UFs aux FCs. Au lieu de maximiser la fonction objective f'v (x ) donnée par 
l'équation (3 .13a), une aut re fonction objective notée par gw (x ) est étudiée et op-
timisée. Cette nouvelle fonction objective représente une pondération du nombre 
d 'UFs a · ·ociés. Donc, des poids (ou coefficients de pondération) 5 seront ajoutés 
à la fonction obj ctive fw (x ). 
N M 
Mathématiquem nt, gw (x ) peut s 'écrire comme suit gw (x ) = L L WmlnXmn 
n=l m=l 
où Wmln sout des coefficients de pondéra.tion qui sont des nombres réels, c.-à-d. , 
Wmln E IR, V m E U\ {0} , V n E B\ {0} . La construction de ces poids est faite au 
niveau de chaque FC nE B\ {0} ou au nive·au de chaque F m E U\{ 0}. À par tir 
d 'un point de vue réseau et communication sans fi l, ce poids ajoutent de l'équi té 
aux UF ou équ ilibrent la charge de trafic des FCs comme nous le voyons par la 
sui te. 
Il est largement accepté que l'' qui té repr '. ente un a pect important clans le 
communications san fil (Shi et al. , 2014). D'une manière générale, la concept ion 
5. Les termes poids et coefficients de pondération sont ut il isés dans ce travail d 'une façon 
interchangeable. 
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les poids peut être faite en e basant ur « la répartition équitable du tatL'C » (faiT 
rate allocation en anglais) ou sur « la répart it ion équitable du temps » (faiT time 
allocation en anglais). La r ' partition équitable du taux ignifi que, en moyenne, 
les utilisatems bénéficient elu même taux de transmission. Quant à la répart ition 
équitable du temp , les utilisateurs utilisent les ressources du réseau à peu près 
pendant la même fraction du temps. Les auteurs de (Tan et Guttag, 2004) ont 
montré qu la répartition équitable du taux peut donner cl s débits totaux de 
transmissions très faible n raison de la cliver ité des taux qui peut exister dans 
un réseau sans fi l hétérogène. Par conséqu nt , dans cc travail nou adoptons la 
notion de l'équité bas'e ur le temps. 
Donc, clans ce t ravail , l'équité st défini e par la fradion elu t mp qu chaque 
F utili e pour se connecter à une FC. otre objectif t cl 'associ r le plu grand 
nombre cl ' Fs aux FCs n assurant l 'équité entre le UFs ou en équilibrant la 
charge des FC . 
L poids Wmln> où mE U\{0} et nE B\ {0} , peuvent être conçus de plusieurs 
manière différentes . Deux méthodes de conception sont proposées lans ce travail. 
La première conçoit les poids pour assurer une équité entre l Fs. Par contre, 
la deu.-x:ième conçoit le poids afin d 'assm r l'équité entre l s FCs. 1 -otons qu 
l'équité entr les FCs peut être considérée omme un algorithme cl '' quilibrage de 
charge ( load balancing algoTithm en anglais). Par onséquent, chaque F m E 
U\ {0} (r spectivement haque FC n E B\ {0}) est associé avec un poids wm(t) 
(respectivement wn(t)) à un in tant t donné. I ar léfiuition cc· poid: .-out ·alcul6.-
·oirune l'inver e du nombr le fois où 1 UF m (rcsp ctivcment la FC n) a été 
1:1ssoci '( ) au ·our. de la p'riode pr' cé lente d 'intervalle de temps T, où T t 
appelé la f-nêtre. 
ans perte de généralité, l'instant t commence à partir de T , soit t;? T , .-à-cl. , 
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à l' instant t, les poids ont été initialisés (dans ce travail, le temps est discret). Par 
la suite, les poids sont mis à jour comme suit (voir Algorithme 6 pour plus de 
détails) : d 'une part, les poids au niveau de chaque UF sont donnés par : 
1 
wm(t ) = ------,-N::---t---- , pour tout mE U\ {0} , (3 .29) 
1 + L: L: Xmn(T) 
n=l r=t-T+ l 
où Xmn(T) = 1 si m est associé à n à l'instant T et Xmn(T) = 0 sinon. Pour 
simplifier l 'écrit ure, la variable t OU T est Omise clans les formules des poids quand 
il n 'y a pas de confusion possible. En forme matricielle, le vecteur des poids est 
donné par : 
w = (w1w1 · · ·W1 
'-v-" 
N éléments 
WMWM · ··WM ) T. 
N éléments 
D'autre part , les poids au niveau de chaque FC sont donnés par : 
1 Wn(t) = - - tv,-..,.1- - t---- , pour tout nE B\{0} . 
1 + L: L: Xmn(T) 
m=l r=t-T+l 
De même, en forme matricielle, le vecteur des poids est donné par : 
W = ( w l W2 · · · WN 
'--v--' 
utilisateur 1 
(3 .30) 
Finalement , le problème d 'association pondérée d 'UFs aux FCs peut s'écrire 
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sous forme matricielle comme suit : 
maximiser gw (x)= wTx 
x 
sous les contraintes Ax ::; 1, 
(3.31a) 
(3 .311 ) 
(3 .31c) 
Le problème (3.31) est une version plus général lu problème (3.23). Lorsque w = 
(1 , · · · , 1) , le problème d'association non pondér-ée d 'UFs aux FCs est obtenu. En 
fait , le problème (3.31) est connu sous le nom de one-slot scheduling qui a été déjà 
montré NP - difficile di'tns ( Gonssev ·kaia et al., 2007). 
Les deux problèmes formulés pr 'c' demment (soient (3.23) et (3.31)) sont des 
problèm s d 'optimisation qui peuvent être résolus de différentes façons. 1 otam-
ment, ils peuvent être résolus par des algorithmes distribués ou bien centralisés. 
Nous voyons clans le prochain chapitre, la lifférence entre ces deux types d'algo-
rithmes et nous proposons des solutions cent ralisées et distribuées . 
CHAPITRE IV 
SOLUTIO S PROPOSÉES ET MÉTHODOLOGIE 
Introduction 
Ce chapitre présente les différentes approches proposées pour résoudre les pro-
blèmes discutés dans le chapitre précédent. 
Afin de résoudre le problèm' d'association d'UFs aux FCs, deme stratégies sont 
considérées : la stratégie centralisée et la stratégie distribuée. Ce chapit re pré ente 
les différents algorithmes que nous avons proposé pour résoudre le problème d'as-
sociation d 'UFs aux FCs dans un réseau cellulaire hiérarchisé en considérant ces 
deux stratégies . 
4.1 Algorithmes centralisés 
Comme nous avons vu clans le chapitre 2, le problème de l'association d 'utili-
sateurs est abordé par la strat égie centralisée ou par la stratégie distribuée. 
Dans la tratégie centrali ée, il st supposé qu 'il existe une enti té centrale qui 
est responsable de prendre la décision. Dans le cadre de notre r ' seau cellulaire, 
l'unité centrale e t ime le nombre d 'UFs (soit 1\!I) , le nombre des FCs (soit N) , et 
le gain dn canal sans fi l cutre les UFs ct les FCs (soit la matrice A ). Ce point 
central est la MC. Donc, nous supposon que la MC connaît tou 1 s paramètres 
du réseau. Cette suppo ition est considérée valide puisque la MC se caractérise 
par une forte capacité de calcul. L'estimation des rlifférents paramètres elu réseau 
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st faite sur la base d 'information de retour (feedback en anglais). Une fois qu 'un 
nouveau lispositif (UF ou FC) entre dans le réseau, il envoie un signal pilote à la 
MC pour l'informer de sa présence. En se basant ur ce signal pilote reçu, la MC 
peut estimer le gain du canal sans fi l 1 . La communication entre la MC et les FC 
peut être réalisée par un lien du ré eau d 'accès à travers une connexion DSL par 
exemple (voir chapitre 1 pour plus de détails). 
La stratégie di tribuée st plus pratique par rapport à celle centralisée. En 
d 'antre tcnncs, dans la cas distribué, chaque UF (ou FC) apprend les différents 
paramètres au fur et à me ure dans le temps, c.-à-d. que chaque UF (ou FC) sait 
seulem nt ·on éta t (son gain du canal sans fi l). Il (o u elle) ne connaît même pa 
combien d 'autres UFs ou FC existent clans le réseau. 1 ous allons voir par la suite, 
en comparant la m ' thocle cent ralisée et celle distribuée, que cette dernière apporte 
des gains en t nne de complexité mais elle est caractérisée par une performance 
dégradée. 
4.1.1 Problème d 'association non pon lérée d 'utilisateurs 
Dans 1 ca centrali é, detL'< problèm s d 'a ociation cl 'UFs atL'< FCs sont consi-
dérés. Le premier est le probl ' me d'association pondérée d'UFs aux FCs et le 
detL'<ième est le probl ' me d'association non pondér-ée d'UFs aux FC. . Ce d LL'< 
problème ont 'té formulé et modélisés mathématiquement dans le chapitre pré-
cédent omme 'tant leux problèmes cl ' optimi a ti on linéaire en nombr s en t i r , 
re p ctivement, par (3 .23) et par (3 .31). Premièrement, il e t bi n connu que le 
problème (3.31) t NP- difficile (Gou. scvskaia et al., 2007). D LL'<ièmement , 
nou avons montré dan le chapitre pr ' céd nt que le problème (3 .23) st aussi 
1. Il existe plusieurs techniques plus avancées d 'est imation du canal sans fil qui sont appli-
qu ·es dans la pratique. 
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NP -difficile. 
Pour résoudre ces deux problèmes efficacement, nous avons proposé des al-
gorit hmes heuristiques basés sur une recherche gloutonne. Afin de comparer les 
performances de ces algorithmes proposés, deux techniques opt imales sont dé-
veloppées. La première technique se base sur la recherche exhaustive (exhaustive 
sear-ch en anglais) et la deuxième technique se base sur la recherche par séparation 
et évaluation progressive ( bmnch and bou nd en anglais) . 
4. 1.1.1 L'algorithme optimal par recherche exhaustive 
Il existe beaucoup de techniques algorithmiques pour obtenir la solution op-
timale d 'un problème d 'optimisation donné. Évidemment, ces techniques ou ces 
algorithmes diffèrent premièrement par la logique utilisée lors de leur concept ion 
et par leur complexité et temps de calcul. Nous citons par ex mple, la recherche 
exhaustive, la recherche par séparation et évaluation progressive, la recherche par 
séparation et coupure (bmnch and eut en anglais), etc. 
L'algorithme basé sur la recherche exhaustive est très simple en terme de 
conception. Il faut simplement générer toutes les combinaisons possibles t par la 
suite chercher la combinaison qui donne la meilleure solution. Donc l'algorithme 
optimal basé sur la recherche exhaustive peut être résumé clans l'algorithme 2. 
Afin de ré ouclt·e le problème d'a sociation non pondér-ée d'UFs aux F Cs, l 'algo-
rithme basé sur r cherche exhaustive a été développé. Cet algorithme est noté par 
UBF pour Unweighted Brute For-ce. Le pseudoco le es t donné par l 'algorithme 3. 
UBF est résumé comme sui t : 
• Génération des combinaisons : la première 'tape onsiste à ch rcher toutes 
les combinaisons possibles d 'association d 'UFs aux FCs. 
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Algorithme 2 SQUEL ETTE DE LA RECHERCHE EXHA STIVE 
Entrée: Une instance du problème. 
Sortie: La solution optimale. 
Étapes 
1: Générer toutes les combinaisons po sibles, soit une matrice COMB 
2: pour i = 1 à taille de COMB faire 
3: Évaluer la combinaison i de la matrice COMB ( i) 
4: Calculer la valeur de la fonction objectif, soit v f-- f (COMB (i)) 
5: OPT f-- max{ OPT,v} 
6: fin pour 
7: retourner OPT 
• Évaluation des combinaisons : la deuxième étape consiste à calculer les 
rapports SINR de toutes les combinai on possibles . Ce calcul est réalisé 
par le point central qui est la MC. 
L' id ' e proposée dans ce travail pour améliorer la recherche exhaustive clas-
sique est de générer les combinaisons d 'une façon plus intelligente. La mé-
thode intelligente proposée se base sur le choix des meilleures combinaisons 
et donc elle commence par les combinaisons qui donnent la valeur objective 
maximale. En d'autres termes, l 'algorithme BF trie au fur et à mesure les 
ombinaisons générées clans l'orclr· mauximal 2 (voir l 'exempl 4 pour plus 
de détail ) . 
• Terminaison : finalement , l'algorithme s'an êtc s'il trouve une combinai-
son qui satisfait toutes les contraintes des rapports SI R (les contraintes 
(3 .23b) et (3 .23c)) et retourne l'association d 'UFs aux FC ·correspondante. 
Exemple 4 Soient N = l'vi = 2 et x = c l,;ll X J2 X21 X22 ) T. Dans ce cas, 
to·ute les combinaisons po si ble après le tri elon l' ordTe maximal ont données 
2. L 'ord re max imal s ig11i fie que l'algorit hm e UBF commence par les combinaison qui ont 
y 
une omrne maximale, c.-à-d., UBF trie pour tout i les valeurs suivaJltes :2:: COMB (·i , j ) . 
j=l 
Algorithme 3 U WEIGHTED BRUTE FORCE 
Entrée: Les différeuLs paramètres du ré eau (M, 1\f, A ). 
Sortie: La solut ion optimale. 
Éta p es 
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1: Générer toutes les combinaisons possibles cl association d ' Fs aux FCs , COMB 
11 COMB es t une matrice qui cont ient 
toutes les combinaisons possibles. Les 
lignes de la ma trice COMB représentent 
une association possible d 'UFs aux FCs 
2: TI.·ier tou tes les combinaisons dan 1' ordre ma.,'C.imal 
3: Initialiser x et OPT, x = 0 , OPT = 0 
4: (X , Y) =Dimensions( COMB) 11 X est le nombre de lignes 
5: 11 Y e t le nombre de colonnes 
6: pour i = 1 à X fa ire 
7: s i les contraintes (3. 23b) , (3 . 23c) ont satisfaites alors 
8: Retourn r la combinaison i* qui satisfait les contraint es 
l ' 
9: Calculer la valeur de la fonction objectif, OPT = I: COMB ( i*, j) 
10: ArrêteT 
11: s inon 
12: Cont inuer 
13: fin si 
14: fin pour 
y 
15: r e tourner x = COMB (i*, :) t OPT = I: COMB (i* , j ) 
j=l 
j=l 
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par la matTice suivante 3 : 
T 
1 1 1 1 0 1 1 0 1 0 0 1 0 0 0 
1 1 1 0 1 1 0 1 0 1 0 0 1 0 0 
COMB = (4. 1) 
1 1 0 1 1 0 1 1 0 0 1 0 0 1 0 
1 0 1 1 1 0 0 0 1 1 1 0 0 0 1 
La pTemièTe colonne de COMB signifie que l ' U F 1 est associé avec les FCs 1 et 2 et 
que l 'UF 2 est associé avec les FCs 1 et 2. Cette combinaison i?.'est évidemment 
pas nécessaiTe puisque une FC peut ser-vir un seul UF à la fo is (ceci e t donn é 
par· les contraintes (3.13b) et (3.13c)) . Nous avons am élioré UBF en génémnt 
seulP.ment les combinaisons qui vérifi ent œs dP.ux r.ontraintes . CP.ci réduit l 'espace 
dP. recherr:he énormém P.nt. En appliquant cet;te modifi cation, la matrice COMB sera 
égale à : 
T 
0 1 1 0 0 0 
1 0 0 1 0 0 
COMB = (4.2) 
1 0 0 0 1 0 
0 1 0 0 0 1 
Il est etaiT q1te les combinaison ont été Téduites de 16 à 6, ce qui améliore beaucoup 
la méthode basée sur la TecheTche exhaustive. 
Après, l'algori thme UBF calcule le rapports SINR;:',n (x ) et SI R; 0 (x ) elon-
nés 1 ar 1 équations (3. 10) t (3. 11) de haque ombinai ·on t p ur haqu F 
m et FC n . Si ces valeurs de SINRs sont au- le sus des seuils respectiv r ct 
3. Eu rai ou de la clarté de la pré 'eutation, la ma trice est donnée par sou trau po é. Don , 
chaqu colonne de COMB repré ente tme a. so iatiou d 'UFs aux FC. . 
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l'v! N 
f 0 alors l'algorithme s'arrête et retourne OPT = L L Xmn · Si l'algorithme ne 
m=l n=l 
trouve aucune solution dans COMB , donc il retourne la valeur OPT = 0 (voir l 'ét ape 
d 'ini tialisation dans le pseudocode de l'algorithme 3). 
Bien que l'algorithme basé sur la rech rche exhaustive garanti t que le résultat 
obtenu soit le meilleur possible, il est t rès rarement utilisé lans la pratique parce 
qu 'il est t rôs inefficace. La. ornplexitô d 'un tel algorithme est donnée c:ommc suit : 
1. L'ét ape de génération de toutes les combinaisons : la formule mathémat ique 
qui donne tou tes les combinaisons en fonction le M et N est donnée par : 
où (:) clé igne le coefficient binomial. L'équation ( 4.3) est obtenue en calcu-
lant le nombre de bij ections entre les sous-ensembles non vides de {1 , · .. , NI} 
et de {1 , · · · , N }. Dans le cas le l'exemple 4, nous avon · COMB (2, 2) = 
t k! . (~) 2 = 6. 
k= l 
Pour voir l'ordre de grandeur asymptotique de COMB en fonction le M 
et N, la borne supérieure suivante est calculée. Sans per te de générali té, 
uppo ons que 1\f < NI a lors, 
N (M) (N) COMB(N,M) ~ t; N ! · N · N . ( 4.4) 
D'après (Bender, 1974), pour tout k : 1 ~ k ~ n : 
(n) k (n) ·nk - ~ ~- . k k k! (4.5) 
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Donc: 
{
iV[. NM 
COMB(N, M) ~ 
N ·lVIN 
siN > M , (4.6) 
si N < M . 
2. La deuxième étape con iste à vérifier les cont raintes (3.13d) et (3.13e). La 
vérificat ion cle d ux contraintes e t une simple mult iplicat ion matricielle 
qui a une complexité de 0 (p · q) . Rappelons que p = VI + N + M · N + 1 
et q = M · N donc O(p · q) = O(M2 . N 2). 
1 otant par UBF -C la complexité de l'algorithme 3, nous avons : 
UBF-C E 0 (M 2 · N 2 · COMB (N, M)) EX 
où 
0 ( J\II3 . M+2) siN > M , 
X = 0( 3 . JVIN+2) i N <JVf , (4.7) 
O(N 5 · !) si N= M . 
À partir de l'' quation (4 .7), il est clair que l'algorithme basé sur la recherche 
xhaustive a un complexité exponentielle. Donc, un tel algorithme est à éviter 
surtout lorsque M et sont grandes (le réseau est dens ) . Par exemple, en utili-
ant un ordinateur caractérisé par « Intel(R) Core(TM) i7-3770 CPU 3.40 GHz 
3.40 GHz », l 'algorit hme UBF ne peut pa clépa · er cl s valeurs très p ti te deN 
t "vi. En fait à part ir de = 7 et M = 10, l'algori thme BF ne parvient pas 
à rcLourner un ré ul tat (le tabl au 4. 1 d nne quelques chiffres expli atifs) . Il est 
important de noter qu même avec un ' nonn calculateur nous ne pouvons pas 
obtenir une grande différence par e que le problèm est NP-difficile. Donc, la 
solution basée sur la recherche exhaustive est à éviter mai elle est utilisée pour 
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les besoins de comparaisons. 
Par conséquent , un autre algori thme qui garantit la solut ion optimale et qui 
est moins coüteux est nécessaire. 
4.1. 1.2 L'algorithme exact par éparation et évaluation 
La méthode algorit hmique basée sur la technique de séparation et d'évaluation 
(brancl& and bound en anglais) (Land et Doig, 1960), est une technique utilisée 
souvent pour résoudre les problèmes d 'optimisation NP-difficiles. Elle se base sur 
une génération implicite de toutes les combinaisons possibles . Ainsi, l'algorithme 
par séparation et évaluation génère et évalue seulement les solutions promette'uses 
afin de trouver la meilleure. L'algorithme par séparation et évaluation distingue 
les solutions prometteuses en se basant sur les propriétés du problème en question. 
En d 'autres termes, les performances d 'un algorithme par séparation et évaluation 
dépendent fortement des problèmes considérés. 
L'algorithme par séparation et évaluation est divisé en deux: 'tapes : l 'étape de 
séparation et l 'étape d ' évahwtion. 
L 'étape de séparation : Dans cette étape, le problème ini tial est divisé en 
un certain nombre de sous-problème . L'union de toutes les ·olutions de 
chaque ous-problème forme les solutions du problème initial. Ces sous-
problème sont modélisé généralement par un arbre de recherche. Ainsi, si 
chaque sous-problème ( haque nœu l de l'arbre de recherche) est ré olu et 
la meilleure solution cl chaque ous-problème et donnée alors la olution 
optimale du problème initial peut être trouvée facilement. 
L 'étape d'évaluation : D 'après la première étape, les ombinaisons sont 
données par un arbre de recherche en ex luant les mauvaises combinaisons. 
Par conséquent, l'évaluation consiste à analyser les nœuds de c t arbre en 
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déterminant seulement les bonnes solutions pour en trouver la meilleure. 
La procédure primordiale de l 'étape d 'évaluation est la détection et l ' évi-
tem ent des mauvais nœuds. Cette procédure peut se faire en calculant une 
borne upérieure 4sur la valeur de la fonction objective. Ainsi, cette pro-
cédure peut garantir qu 'un certain nœud ne peut pas contenir la solution 
optimale. Par cons' quent , l'algorithme peut éliminer toute la branche qui 
contient ce nœud et don récluir l 'espace de recherche. Une des procédures 
les plus utilisées pour faire la détection et l 'évaluation des mauvais nœuds 
est la relaxation des contraintes (Schrijver , 1986) , comme la relaxation 
continue, la relaxation lagrangienne, etc. 
L'algorithme par séparation et évaluation est souvent implémenté dans des 
boîtes à outils ( toolbox en anglais) avec différents solver-s. Ces boîtes à outils 
peuvent être intégrée dans le langage ou l'environnement de programmation pré-
férable (C++, Java, etc) . Dans ce travail , la boîte à outils OPTI (OPTI too lbox) 
(Currie et Wilson, 2012) a été utilisée sous l'environnement de programmation 
MATLAJ3 ( ATLAB , 2012) . Cette boîte à outils utilise le solver- CPLEX d'IBM 
(IBM CPLEX solver·) (IBM, 2010). 
L'algorithme par éparation et évaluation e t noté par UB&B pour Unweigh-
ted Bmnch-and-Bmmd. D'une part la complexité d 'UB&B est difficile à obtenir 
analytiquement pui qu elle dépend de beaucoup de paramètres telles que les stra-
tégies de recherche utili ées , les méthodes cl relaxation, etc. D'une autre part, 
l'algori thme B&B a une complexité exponent ielle dan le pire cas même 'il ne 
génère que les bonnes combinaisons. Cette complexité de calcul est düe au fait que 
cet algori thme génère toutes les combinaisons possibles clans l 'étape de sépar-ation 
clans le pire des ·cénarios. Malgré la complexité exponentielle dans le pire cas de 
4. Alternativement. une borne inférieure est calculée dans le cadre d 'un probl'me de mini-
misation. 
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cet algorithme, ce dernier fonctionne plus rapidement que l'algorithme basé sur la 
recherche exhaustive dans la pratique. À titre d 'exemple, si N = 6, 1\IJ = 10 et si 
la matrice A est à priori connue alors, en utilisant un ordinateur caractérisé par 
« Intel(R) Core(TM) i7-3770 CPU @ 3.40 GHz 3.40 GHz », le t emps d 'exécut ion 
de l'algorithme UBF est"' 4 secondes tandis qu 'il est "' 0.1 secondes pour l'algo-
rithme UB&B. Ce qui montre que l'algorithme UB&B est L!Q fois plus rapide en 
pratique que l'algorithme BF pour cet exemple . pécifique. 
4.1.1.3 L'algorit hme heuristique 
Bien que l'algorithme exact qu 'il soit UBF ou UB&B, est le bon choix en 
termes des performances, il a un grand inconvénient qui est sa complexité. En 
plus , les probl ' mes considérés ici sont des problèmes NP-difficiles et par consé-
quent n'admettent pas d 'algorithmes exacts de complexité acceptable à moins que 
P =NP . Pour cette raison, un algorithme relativement simple et qui approche 
la solution optimale est proposée clans ce travail. 
Afin de rôsonclrc le problème d 'association non pondérée d'UFs aux FCs, un 
algorithme heuristique qui fonctionne en temps polynomial est proposé. Cet al-
gorit hme est b aucoup plus simple que le · deux algorithmes optimaux . Le pseu-
clococle de cet algorithme est donné par l'algorithme 4. Il est noté par UMRCG 
pour Unweighted Maximum Relative Channel Gain. 
L'algorithme UMRCG : gain du canal relatif maximal non pondéré 
L'algorithme UMRCG ré out le problème (3 .23) d 'une manière heuristique en 
se basant sur une recherche gloutonne (greedy method en anglais) qui est inspirée 
par les techniques de résolution des problème d 'optimisation combinatoire. Pre-
mièrement, MRCG crée une liste des paires UFs-FCs. Ensuite, il choisit d 'une 
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Algorithme 4 UNWEIGI-IT ED MAXIMUM RELATIVE CHANNEL GAIN 
Entrée: Les différents paramètres elu réseau (M, N , A ). 
Sortie: Un solution heuristique proch de la solution optimal . 
Étapes 
1: Créer et trier une liste de tous les UFs et FCs clans l'ordre décroi sant 
2: liste +--- IY:n , 12 
mn L: 1 9~, 1 2 
k # m 
3: iter +--- 1 
4: tant que iter ~ taille(li temn) faire 
5: si rn n'est pas a igné à n a lors 
6: rn +--- n 11 As ign r F rn au FC n. 
7: si le contraintes (3.23b) et (3 .23c) ont satisfaites alors 
iter +--- iter + 1 
9: sinon 
10: rn +r- n 11 Dissocier UF rn elu FC n. 
11: iter +--- iter + 1 
12: fin si 
13: fin si 
14: fin tant que 
15: retourner Les utilisateurs associés 
manière gloutonne un pair clans cette liste qui satisfait atL'< contraintes elu pro-
1 lème tout en ayant obligatoirem nt la valeur maximale le la fonction objectif 
pour garantir une meilleur solution. C' t-à-dir que UMRCG uit le principe 
de faire un choix optimum local à haque étape dans l'espoir de s approcher de 
l'optimum global. Cette condition e t garantie par le classem nt clans l'ordr dé-
roissant cl s éléments de la li te suivante, listemn, donnée par : 
C tte list st considérée comme le rapport entre la puissance elu ignal reçu par 
m et prov nant le n et la somme de puissance des signaux d ' interférence reçu par 
les autres UF: ·. L' ' tape. uivante, ligne 5 de l'algorithme 4, con iste à a igner rn à 
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n si toutes les contraintes sont satisfaites pour toutes les paires UFs-FCs qui ont 
été déjà assignées depuis le début y compris l'association actuelle. Si l'association 
actuelle ne respecte pas au moins une cont rainte, elle sera ignorée et l 'algorithme 
se poursui t ju qu'à ce que tous les éléments de la liste soient considérés. 
Quant à la complexité du UMRCG, notée par UMRCG-C , il est clair que c'e t 
un algorithme qui tourne en temps polynomial. En fait, dans chaque itération 
de la boucle tant que, UMRCG vérifie toutes les contraintes. Cette étape a 
une complexité de 0 ( N 2 · M 2) puisque les contraintes sont écrites sous forme 
d 'une matrice A de dimensions de l'ordre de }.;f2 · N 2 . La boucle a une taille 
de N · M donc se termine après N · M itérations dans le pire cas. Finalement, 
la boucle tant que a une complexité de 0 ( N 3 · J..l/3 ) . La construction et le tri 
de la liste a une complexité de M · N · log(M · N) si l'algorithme de tri fusion 
( merye sort en anglais) est ut ilisé par exemple. Finalement, UMRCG-C est donnée 
par 0 ( M · 'V · log(M · N) + N 3 · M 3 ) qui peut être simplifiée à : 
(4.8) 
4.1.2 Problème d 'association pondérée d 'ut ilisateurs 
Dans cette partie, nous nous concentrons sur le problème d'association pon-
dérée d 'UFs œux FCs. Ce problème est formalisé mathématiquement sous forme 
matricielle par (3 .31). La résolut ion de ce problème e t faite comme suit. D'abord, 
l s algorithmes optimaux basés ur la méthod de la recherche exhau tive et ur la 
méthode par séparation et évaluation sont discutés . Après les algorithme heuri -
tiques proposés sont présentés. Finalement, la complexi té de calcul des différents 
algorithmes est donnée. 
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4. 1. 2. 1 L'algorithme optimal par rech rche exhaustive 
Afin de résoudre le problème (3.31), nou ferons appel encore une fois à la re-
cherche exhaustive. Cet algorithme est noté par WBF pour Weighted Brute For-ce. 
La première étape de WBF consiste à générer toutes les combinaisons possibles. 
Ensuite, WBF calcule les poids de chacune de ces combinaisons. Finalement , il 
choisit la combinaison qui satisfait les contraintes et qui a le poid le plus grand . 
Le p ·eudocode de WBF est donné par l'algorithme 5. 
A lgorithme 5 W EIGHTED BR TE FORCE 
Entrée: Les différents paramètres du réseau (M , N, A ), la fenêtre T , et les poids 
Wmln · 
Sortie: La olution optimale. 
Étapes 
1: si bool= 1 alors 
2: Wmln = Wm 11 tiliser l'équité entre les UF1 . 
3: sinon 
4: Wmln = Wn 11 Utili ·er l'équité ntre les FCs. 
"' · fin si 
6: Gén 'rer toutes les combinaisons possibles d 'association d'UFs aux FCs, COMB 
7: Tri r toutes les combinai ons selon l'ordre mau"Ximal 
Initialis r x = 0 et OPT = 0 
9: [X, Y] = Taille(COMB) 
10: pour i = 1 à X faire 
11: si les contraintes (3 .31b),(3 .31c) sont atisfaites alors 
12: Calculer la valeur le la fonction obje tif pour la combinaison i, W('i) = 
lvi N Y 
2::::2:::: WminXmn = 2:::: Wi ,j COMB (i,j) 
m=l n=l j= l 
13: fin si 
1·1: fin pour 
15: Trouver la combinai on qui a le po id le plus grand , i* = arg max {w( i)} 
j / 
16: Calculer OPT = 2:::: COMB ('i*, j) 
j= l 
y 
17: Retourner x = COMB ('i*,:) et OPT = I::coMB(i*,j). 
j= l 
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La complexité de l'algorithme vVBF, notée par WBF - C, dépend de la généra-
tion des combinaisons et de la vérificat ion des contraintes . La complexité de la 
génération des combinaisons es t donnée par l'équation ( 4.3) et la vérification des 
contraintes a une complexité de 0 ( NI2 · N 2). En out re, le calcul des poids a une 
complexité de 0 ( M · N · T) . D'où, une complexi té totale de 0 (lvi · N . T + iV/3 · 
N 3 · COMB(N, M) ) ce qui peut être simplifié en 0(M 3 · N 3 · COMB(N, lvi) ) qui diffère 
de l'algorit hme UBF seulement par un facteur de NI · N qui est dû au calcul des 
poi ls. Par conséquent : 
où 
4.1. 2.2 
WBF-C E 0(M 3 · N 3 · COMB(N, M) ) E X 
O (M4 · NNI+3 ) si N> M, 
X = O( N 4 · JVJN+3) si N<M , 
O(N 7 · N !) si N= M . 
L'algorithme exact par séparation et évaluation 
(4 .9) 
L'algorithme par séparation et évaluation de la boîte à out ils OPTI et du 
solver CPLEX a été développé. En terme de programmation, le seule chan-
NI N 
gement à faire est de modifier la fonction objectif de fw(x ) = L L Xmn à 
m= l n=l 
M N 
gw(x ) = L L WmlnXmn· Il faut noter que cet algori thme optimise une fonc-
m=l n= l 
tion objectif qui ne considère pas le nombre d 'UFs a soci's mais une pondération 
du nombre moyen d 'UFs as ·ociés (comme nous discutons lan le chapitre suivant) . 
L'algorithme par séparation et d 'évaluation est noté par W B&I3 pour Weighted 
Bmnch and Bound. 
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4. 1.2.3 L'algorit hme heuristique 
Le problème pondéré st un problème N P -diffici le comme il est montré clans 
( Goussevskaia et al. , 2007). En fait , en utilisant la preuve de N P-difficulté du pro-
blème non pondéré fournie clans le chapitre précédent , la preuve de JVP-clifficulté 
du problème pondéré est obtenue facilement en choisissant les poids égaux à 1. 
Par conséquent, à moins que P = N P , les algorithmes exacts discutés clans les 
sections précédentes ne ·ont pas très utiles surtout en pratique. 
Pour cette raison, un algorithme qui approche la olution optimale et qui n 'est 
pas très complexe est développé afin de résoudre le problème (3.31). Cet algo-
rithme se base sur une recherche heuristique. Le pseuclococle de cet algorit hme, 
nommé par WMRCG pour Weighted Maximum Relative Channel Gain, est donné 
par l'algorithme 6. 
L'algorithme W M RCG : gain du canal relatif m aximal pondéré 
L'algorithme WMRCG est divisé en deux 'tapes: D'abord, la première étap 
est le calcul des poids. Ensuite, la deuxième 'tapee t la recherche d 'une olut ion 
qui a des meilleures performances en terme du nombre moyen cl ' Fs associés. 
Premièrement , le poids ont alculés conformément à (3 .29) ou à (3.30) . L'al-
gorithme WMRCG ommence à partir de l'instant t ~ T (les poids ont initiali és 
lurant la période t < T , voir chapitre 3 pour me description complèt e du calcul 
cl s poids). WMRCG résout le problème pondéré en utilisant cl LL'< procéclur s 
( elon une variable binaire bool comme lans le pseudococle cl l'algorithme 6). Si 
boo l = 1, WMRCG utilise les poids qui ont conçus pour avoir une équité ntre 
le Fs. Sinon, il utilise les poicl qui sont conçus pour avoir m équilibrag 
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Entrée: Les différents paramètres du réseau (M, N, A ), la fenêtre T, et les poids 
Wmjn· 
Sortie: Une solut ion heuristique proche de la solution optimale. 
Étapes 
1: si bool= 1 alors 
2: Wmjn = Wm 11 Utiliser l 'équité entre les UFs. 
3: sinon 
4: Wmjn = Wn 11 Utiliser l'équité entre les FCs. 
5: fin si 
6: tant que t~ T faire 
7: Créer et trier une liste de tous les UFs et FCs dans l'ordre décroissant 
r ste +--- "Wmlnl9:nnl2 8: l mn r; jg~,,i2 
ky!m 
9: iter = 1 
10: tant que iter :(: taille(listemn) faire 
11: si m n 'est pas assigné à n alors 
12: m +--- n 11 Associer UF m au FC n 
13: si les contraintes (3.31b) et (3.31c) sont satisfaites alors 
1'!: iter +--- iter + 1 
15: sinon 
m t-1-- n; 11 Dissocier UF m du FC n 
iter +--- iter + 1 
16: 
17: 
18: fin si 
19: fin si 
20: fin tant que 
21: Déplacer la fenêtre T et ; 
22: Mettre à jour les poids conformément à (3.29) or (3 .30) 
23: fin tant que 
24: retourner Les utilisateurs assignés. 
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charge entre les FCs 5 . Deuxièmement , WMRCG cherche une solution qui a un 
nombre moyen d 'UFs associés élevés . Comme nous verrons dans le chapitre sui-
vant, WMRCG offre un t rès bon compromis ent re l'équité et le nombre moyen 
d 'UFs associés. Afin de trouver ce compromis, WMRCG utilise un critère parti-
culier pour ré oudre le problème (3.3 1). 
Spécifiquement, WMRCG crée et trie la liste des paire UFs-FCs (voir algo-
rithme 6 pour les détails, ligne 8) et associe les UFs aux FCs en se basant sur 
cette li te. Cette liste est donnée par : 
m E U\ { 0} , n E B\ { 0} , 
où Wm\n est égale à Wm ou Wn en fonction du critère utilisé pour calculer les poids. 
La complexité de l'algorithme vVMRCG , notée par WMRCG- C, dépend le la 
procédure elu calcul des poids et de la procédure du calcul de la solution. Géné-
ralement, le calcul cl s poids n 'est pas très complexe par rapport au calcul de la 
olution. Plus précisément, pour calculer les poids, un vecteur de taille M · rv doit 
être parcouru. En uite, pour chaque UF (ou FC), l'algorithme vV IRCG calcule 
l'équation (3.29) (ou l'équation (3 .30)) . Cette procédure prend un temps propor-
tionnel à 0( iV!· N · T) puisque les poids dépendent de la taille de la fenêtre T . La 
deuxième étape est la ré olution elu problème. La complexité de cette étape st de 
0 ( M 3 · N 3) pui que l'algorithme doit parcourir la boucle tant que de taille J'vi· N 
ct vérifier les contraintes rcpr' scntécs par la matrice A . Ceci prend un temps de 
5. La variable bool sépare l'algorithme Wl\IRCG en detuc ous-aJgorithme : le premier e t 
l'algorithme d 'équ·ité entr-e le UFs t le deuxième e t l'algoritlurte d 'équilibr·age de cha rye des 
FC. 
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l'or Ire de M 2 · N 2 . Finalement , WMRCG-C st donnée par : 
(4. 10) 
Algorithmes Complexités (M < N) Nombre d 'itération (M --
10, N = 20, T = 1000) 
UBF-C 0 )VP. NM+2 ) 4e+18 
WBF- C 0 NI'1 · NJVJ +~ ) 8e+ 20 
UMRCG-C 0 N"J .NJ3) 8e+ 06 
WMRCG-C 0 : N · M · (T + M 2 · N 2 ) ) 8.2e+ 06 
Tableau 4 .1 Complexit ' des algorithmes 
Le tableau 4. 1 résume le. complexités des différents algorithmes proposés pour 
résoudre le problème d 'association (pondér-ée/ non pondérée) d 'UFs aux FCs ainsi 
que les complexités des algorithmes exacts basés sur la recherche exhaustive. 
Les deux algorithmes heuristiques MRCG et WMRC G proposés pour ré-
soudre le problème d'association non pondérée d 'UF aux FCs et le problème 
d'association pondérée d'UFs am; FCs r spectivement ont une tr 's faible com-
plexité par rapport à celles les algorithmes optimaux. Notez que UMRCG et 
WMRCG ont presque le même ordre de complexité à moins que T (j 0 ( M 3 · N 3 ) . 
Dans la colonne trois du tableau 4. 1, nou avon quelques chiffres explicatifs pour 
voir l'ordre de complexi té des algorithmes. titre d'exemple, UBF -C prend un 
temps d 'exécution d 'environ 1012 fois que prend UMRCG -C. 
C s ré ultats montrent l'avantage d 'utili er des algorithmes heuri tiques et 
montrent 1 effica ité de nos algorithmes propo. 's en termes de complexité de cal-
cul pour le moment . Le chapitr suivant montre l'efficacité de nos algori thme 
propo és en tenu de performance. 
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4.2 Algorithmes distribués 
Cette section présente la méthodologie adopt ' e pour résoudre le problème dis-
tribué en se basant sur la théorie des jeLL"'<. n algori thme totalement distribué 
inspiré par l'apprentissage automatique est proposé. 
4.2. 1 Théorie des j ux 
Cette partie présente quelques notions de base de la théorie des jeux qui ont 
été ut ilisées dans ce travail. La théorie des jeux (Neumann et Morgenst rn, 1953) 
est un en emble d 'idées et l'outils permettant d 'étudier un système mult i-agents 
où il exi te de ituations d 'interaction positive ou négatives entre les agents. La 
théorie des jeux est ut ilisée dans différentes disciplines telle que l'économie, la 
macroéconomi , la poli tique, l'informatique, etc. Elle a été fondée par John von 
eumann en 1928. 
La théorie des jeux a pour but de modéli cr les différ ntes sit uations qui peuvent 
exister dans un système multi-ag nts. Chaque agent adopte une stratégie quel-
conque afin d'obtenir 1 gain désiré. Cc genre le modèle est donné sous forme l'un 
jeu qui sera joué par les différent agent . La théorie des jeux cherche à étudier 
ma thématiquement les conséquences d 'un tel jeu. Parmi les notions importantes 
clans la théori des jeux, nous trouvons l 'équilibre de ash (Nash, 1950). 
P lus précisément, un j u t modélisé, dans m cadre gén' ral, par un tuple 
Q) = (;J ,2(, .U) qui contient 1 s ' léments suivants: 
Les jou ur · noté par J : Les ag nts clans un système mul ti-ag nts jouent 
le rôle des joueurs clans le jeu. 
Les actions notées par 2( : Chaque joueur a un certain nombre d 'actions. 
2( est l'ensembl conjoint d 'action de tous les joueur . 
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Les utilités notées par il : Chaque joueur reçoit un gain mod ' lisé par un 
nombre réel en jouant une action quelconque. 
En se basant sur ce modèle mathématique, le théorème de Nash affirme que chaque 
jeu fini a un point cl 'équilibre « Every finite game has an equilibrium ». C'est 
l'équilibre de Nash (veuillez voir ( ash , 1950) pour le détail). Ce point d 'équilibre 
montre que le résultat optimal d'un jeu est celui où aucun joueur n'a int'rêt à 
dévier de son action choisie après avoir examiné le choix de tous les adver aires . 
4.2. 1.1 Formulation elu jeu 
Le ré eau cellulaire est composé de N FCs et M UFs. Le jeu adopté dans ce 
travail est formulé mathématiquement par un tuple lonné par <5 = (J, {Qln}nEJ, 
{Un}nEJ) OÙ : 
Les joueurs : Les FCs sont les joueurs de ce jeu not's par l'ensemble J = 
B\ {0} . 
- Les actions : Chaque FC nE J peut jouer un n emble d 'actions Qln donné 
par Qln = { s} U U\ {0} . Le joueur n peut choisir une action le mn elon 
on état et son be oin. Il choisit l 'action s s'il veut être silencieLDc (il ne 
veut pas participer au jeu). Aussi, un joueur n peut choisir un élément de 
l'ensemble U\ {0} qui représente l'ensemble d ' Fs. Si une FC (un joueur) 
n choisit un UF m alors FC va transmettre à UF. L'en emble conjoint 
d 'actions pour tous les joueurs e t lonné par le produit cartésien suivant 
Ql = x~=lmn = ml x m2 x· ·· x mN= ( {s} U U\{ 0} t. Un vecteur d'actions 
on uu profil d 'actions est noLé par a = (a1, · · · , aN )T E 2l. 
Les utilités : Chaque joueur n E J a une fonction d 'utilité notée par il,., : 
2l --+ { - 1, 0, 1}. Cette utilité est considérée comme le gain observé par le 
joueur n lorsque le profil d'actions a a été joué. 
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Il est clair que le gain de chaque joueur ne dépend pas seulement de sa propre 
action, mais du profi l d 'actions. Cela est dü à la nature de la fonction SINR qui 
dépend à la fois de l' F choisi (à savoir le gain du canal de la liaison activée) et 
des FCs activées (la quantité d 'interférence causée à l'UF choi i). En outre, il est 
supposé qu 'un UF ne peut pas être associé à plus qu'une FC. Donc deux jou urs 
qui choisissent la même action clan l'ensemble U\ {0} doivent être pénalisés en 
recevant une utilité négative pour le obliger à d'vier de ce genre de situations. 
Par conséquent, l'utilité de chaque joueur nE J est donnée par : 
0 si (CI) 
Un ( a)= Un (é\.n, a _n) = - 1 si (C2) (4. 11) 
+ 1 Sl (C3), 
où le vecteur a représente le profil cl 'action , le vecteur a _n représente le profil 
d 'action a ans l'action elu joueur n , c.-à-cl. , a _n = (a1, · · · , an_1, éln+!, · · · , aN )T, 
et l s conditions (C1), (C2), et (C3 ) sont données par : 
• (C1) :an= s , c.-à-cl. , la FC na choisi de rester silencieuse; 
• (C2) : 3.n = m E U\ {0} 1\ ((SINR~~. (x) < r ) V (3 n' =1 n: éln' = m)), c.-à-
d ., la FC n a choi i de transmettre à l'UF m et le euil I R n 'e t pas 
atteint ou une autre FC n' a choisi le m ~me UF m; et 
• (C3) : a,t =mE U\{0} 1\ (SII R~~(x) ;? r) , c.-à-cl., la FC na hoisi de 
transm ttre à l'UF m et le seuil SINR est atteint. 
Pour résoudre ce jeu, la technique cl'appr nt is ·age automatique st ut ilisée. 
Donc, le jeu sera joué clan · le temp d 'une façon continue (r-epeated game n 
anglais) comme nous verron par la suite. 
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4.2.2 Apprentissage automatique 
L'apprentissage automatique (machine learning en anglais) est une discipline 
de l'intelligence artificielle. Il a été ut ilisé dans les réseaLDc sans fil et les réseamc 
cellulaires au cours de la dernière décennie (voir (Di et Joo, 2007) et les références 
citées dedans) . Plus spécifiquement , l'apprentissage par renforcement est un outil 
très utilisé dans le domaine de communication sans fil. L 'apprentissage par ren-
forcement est inspiré de la biologie où les agents acquièrent leurs connaissances en 
explorant activement leur environnement (Forster , 2007). À chaque 'tape, l'agent 
sélectionne une action possible et reçoit une valeur d 'utilité de l 'environnement 
pour cet te action spécifique. Notez que la meilleure action possible à partir d 'un 
état donné n'est jamais connue à priori. Par cons' quent, l'agent doit essayer beau-
coup de séquences d 'actions différentes ct va apprendre de son expérience. 
Ce travail propose un algorithme totalement distribué pour résoudre le pro-
blème d'association non pondér·ée d'UFs aux FC (le problème (3.23)) . Cet algo-
rithme est inspir ' par l'algori thme d 'apprentissage connu sous le nom de win-stay, 
lose-switch. 
4.2.2.1 Algorithme d 'apprentis age 
L'algorithme distribué proposé clans ce travail est un algorithme d 'apprentis-
sage ba é ur une stratégie d 'apprentissage psychologique connue sous le nom de 
win-stay, lose-switch (WSLS) (Nowak et Sigmund, 1993) . WSLS e t une tech-
nique h uri t ique utili ée dans les domaines de la psychologie, théorie des jeux, 
statistique , et l'apprent issage automatiqu pour modéliser certaines ituations 
le d 'ci ions dans un système multi-ag nts. Elle a été introduite dans ( Towak et 
Sigmun l, 1993, Robbins, 1985) pour résoudr le problème du bandi t manchot t 
1 problème du dilemme du pri onnier. 
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L'algorithme distribué proposé e t noté par MWSLS pour modified win-stay, 
lose-switch et il est décrit globalement comme suit : à chaque intervalle de temps, 
les FCs (les joueurs) doivent décider d 'une manière complètement distribuée sur 
l'association cl 'UFs qui aura lieu pendant tout cet intervalle de t emps. Chaque 
joueur exécute l'algorithme distribué M\tVSLS sur un nombre fini d 'itérations I et 
décide de re ter ilencielL'< ou de se connecter à un UF. Ainsi, le jeu décrit dans la 
section précédente est joué à plusieurs reprises pendant un certain nombre d 'itéra-
tions I durant lesquelles les joueurs apprennent à jouer un profil d 'actions efficace 
qui maximise les performances lu réseau cellulaire (en terme elu nombre cl 'ut ili-
ateurs associés) tout en garantissant la QclS de chaque UF associé. L'algorithme 
MWSLS st présenté en détails comme uit : 
• La première itération : Chaque FC commence par jouer une action d'une 
façon aléatoire uivant une distribution de probabilité à partir de on en-
sembl d 'actions (qui est le mêm pour toutes les FCs, c.-à-cl . 2Ln = 2Ln' , 
pour tout n , n' E J). La FC commence à t ransmettre à l'UF choisi. Ensuite, 
l'UF choisi calcule son rapport Sll R t le retourne au FC comme informa-
tion le retour contenant « est-cc que son I R calculé est t>upéricurc au 
seuil ou non? ». Plus précisément, l' F choisi envoie m ·cul bit de données 
qui permet à la FC qui l'a choi i d 'avoir une information sur la qualité de 
son choix . Il est clair que cette information de retour dép nd non eulement 
de l'action de la FC en q11eshon mais anssi elu profil d 'actions joné au cour 
de cette pr mière it ' ration. Par onséqu nt , une FC n calcule son utilité 
iln V n E J en e basant sur l'information de retour comme suit : 
0 (an=s) 
Hn(an , a _n) = - 1 si (b = 0) (4. 12) 
+ 1 (b = 1), 
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où b est le bit d 'information de retour envoyé par l'UF an à la FC n. 
Sur la base de l'information de retour reçue ainsi que les utilités calcu-
lées par les UFs , la FC qui a choisi de transmettre au cours de l'intervalle 
de temps actuel aura une information ur la qualité de l'action choisie. 
Tandis que la FC qui a choisi de rester silencieuse au cours de c t inter-
valle de temps n 'aura aucune nouvelle information (elle n 'apprend rien de 
nouveau au cours de cet intervalle) . Ainsi, chaque fois qu'une FC apprend 
quelque chose de nouveau sur le réseau, elle doit l 'exploiter afin de jouer 
une meilleure action clans l 'avenir. 
Donc, nous associons à chaque FC n E J un vecteur de probabilité noté 
n; = (1r;(1), · · · , 1r;(M + 1) ) de taille M + 1. Chaque élément i de n;, 
1r;(i), corre pond à la probabilité de jouer l 'action a,; par la FC n. Pour 
la première itération, les vecteurs de probabilités de chaque joueur (soient 
n; pour tout n E J) ont supposés suivre une distribution uniforme. En 
d 'autres termes, 7T;(i) = M~l , pour tout nE J, i E {1 , · · · , NI+ 1}. Ain i, 
chaque FC choisit sa première action selon cette listribution de probabilité. 
• La procédure d 'apprent issage : Une fois que les FCs acquièrent l 'informa-
tion de retour cl 'UFs correspondants et calculent les valeurs d 'utilités, elles 
procèdent à la mise à jour de leurs vecteurs de probabilités. Ces mises à jour 
représentent l 'étape primordiale cl l'algorit hme d 'apprentissage propo é. 
Dans l'algorithme \tVSLS classique, chaque joueur commence par jouer 
une action aléatoire. Si cette action donne une valeur d 'utilité plus éle-
vée , elle est considérée comme une action gagnante et le joueur continue 
à la jouer pendant la prochaine itération. Sinon, l'action st con idérée 
perdante et le joueur doit la changer en espérant amélior r sa nouvelle 
utilité. L'algori thme WSLS est largement ct efficacement appliqué lor que 
utilités prennent cl s valeurs booléennes (0 ou 1). Toutefois , cette stra-
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tégie d 'apprentissage doit être adaptée lorsque les utilités sont limitées et 
appartiennent à un ensemble fini mais pas booléennes qui est le cas dans 
le présent locument où les utilités prennent les valeurs { -1 , 0, + 1} . 1 ou 
avons modifié WSLS en MWSLS comme suit : 
Si la valeur de l 'utilité e t 1 : l'action jouée clans l'itération actuelle est 
considérée comme une action gagnante. Par conséquent , la probabilité 
de la jouer doit augmenter afin d 'augmenter les chances de converger 
vers un ét at st able à la fi n de la procédure d 'apprentis age. Précisément , 
la probabilité correspondant à l'action gagnante est mise à jour comme 
suit : 
7r~+ 1 (i ) = 7r~(i ) + T (1- 7r~(i)) , (4.13) 
où i est l'indice de l 'action gagnante, t est l 'indice de l'itéra tion actuelle, 
et T représente le f acteur- de gain par lequel la probabili té de choisir cette 
action gagnante au cours de l'itéra tion suivante t + 1 est augmentée. 
1 otez que toutes les probabilit és dans 1Tn autre lU nn('i ) cl vraient 
être réduit es par le même facteur T afin de garder leurs sommes (y 
compris nn(i)) égale à 1. Par conséquent, ces probabilités ont mises à 
jour comme suit : 
t+l ( ·/) - t ( "' ) t ( ·/ ) ·/ -L . 1fn 2 - 7r n 2 - T1fn 2 , 2 Î 2. (4.14) 
Si la valeur de l 'utilité st -1 :l 'action jouée dans l'itération actuelle est 
considérée comme une action per-dante. Par conséquent , la probabilité 
cl la jouer clans la prochaine itération doit diminuer et la prol abilité 
de r ster silencieuse doit augmenter. Cette stra tégie cl apprentissage 
st motivée par le fait que, quan l une FC joue b aucoup de fois des 
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actions perdantes, il est alors préférable de la fo rcer à apprendre à jouer 
l'action de rester silencieuse. Le vecteur de probabilit é est mis à jour 
comme uit: 
(4.15) 
1r~+l(lVJ + 1) = 1r~(l\IJ + 1) + E0 . ( 4.16) 
où j est l 'indice de l'action perdante, l\11 + 1 est l'indice de l 'action de 
rester silencieuse, et c0 représente le facteur- de per-te. 
• La terminaison : Lorsque l 'algorithme MWSLS effectue les mi es à jour 
des probabi li tés mentionnées, il faut toujours vérifier que les probabili tés 
restent cohérentes, c.-à-d ., 
1
0 ::::; 7rn(i)::::; 1 
M+l L 1rn(i) = 1, 
i= l 
( 4. 17) 
Aussi, la valeur de Eo a été choisie d 'une façon optimale pour ne pas 
trouver des valeurs négative (p.ex. , à l 'instant t , 1r;(j) < E). Ainsi, Eo = 
min{1r;(i), E} où E est un nombre réel dans l'intervalle [0, 1]. 
Après un certain nombre d 'itérations I , chaque FC apprend à jouer soit une ac-
tion gagnante qui lui permet d 'obtenir une utilité posit ive ou l'action de re ter 
silen ieuse. Toutes les FCs qui ont choisi de t ransmettre convergent vers un état 
d 'équilibre où les vecteurs de probabilités contiennent des 1 aux niveaux des in-
dices des actions gagnantes correspondantes aux ut ilisateurs associés . Tandis que 
le FCs qui convergent à un vecteur de probabilités contenant des 1 au niveau des 
indices l\11 + 1 res tent ilencieuses pendant l'intervalle de temps actuel. 

CHAPITRE V 
RÉSULTATS ET DISCUSSIONS 
Introduction 
Ce cl apitre présente les résultats de simulations des algorit hmes proposés. Il 
prôsente l'effkacitô de ces algorithmes et montre leurs performances. Dans un 
premier lieu, nous présentons les résultats elu problème centralisé d 'association 
non pondérée/ pondérée d 'utilisateurs aux femto-cellules . Enfin, nous présentons 
les résultat s du problème distribué d 'association d 'utilisateurs aux femto-cellules. 
5.1 Simulations de la solution centralisée 
Les résultats présentés ci-après sont soumis à la revue Transactions on Wir-ele s 
Communications pour une publication possible (Mlika et al. , 2014). Une partie de 
cc travail a été déjà publié à« IEEE 9th International Confer-ence on Wir-eless and 
Mobile Computing, Networking and Communications ( WiMob) , 201 3 » (Mlika 
et al., 2013). 
5 .1.1 Choix de paramètres 
Li .... nviron11e1nent de programmatio11 utilisé pour réaliser les simula.tio11s est 
MATLAB (MATLAB , 2012). Le réseau cellulaire est modélisé par un cercle C 
de centre C = (0, 0) et de rayon R = 20 m. Les FCs t les UFs sont positionnés 
80 
aléatoirement clans le cercle C suivant une distribution de probabilité uniforme. 
Sans perte de généralité, nous supposons que l'exposant d 'affaiblissement a = 4 
et la taille de la fenêtre pour calculer les poids est T = 50 (voir paragraphe 3.2.2) . 
Sauf indication contraire la puissance de transmission normalisée de la MC et de· 
FCs sont 'Yo = 40 dB et 1 = 20 dB respectivement, tandis que les seuils SINR 
ont f 0 = 0 dB , r = 1 dB respectivement , et le nombre d 'UFs est NI = 10. 
5.1.2 La solution centrali ée du problème d 'association non pondérée cl 'utili-
sa te urs 
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Figure 5.1 Performance cl s algorithmes BF et UI3& I3. 
La fig m e 5.1 compare 1 'algorithme basé ur la recherche exhaustive I3 F et 
l' algorithm basé sur la séparation et évaluation I3 &I3 pour le problème (3. 13) . 
' 
1 ous pouvons voir 1ue l'algorithme UBF surpa se très légèrement l'algorithm 
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UB&B part iculièrement lorsque N est grand mais ce dernier est plus efficace en 
termes de temps d 'exécution. Lorsque N = 6, l'algorithme UBF diffère de l'al-
gori thme UB&B de 0.009% . La figure 5.1 montre que la solution obtenue par 
l'algorithme UB&B en utilisant le solver- CPLEX nous permet d 'obtenir une solu-
tion très proche de la solution optimale. En fait , la petite différence de performance 
entre les deux solutions UB&B et UBF est due généralement à l'erreur d 'arrondi. 
Cela nous motive à utiliser l'algorithme par séparation et évaluation dans nos 
prochaines simulations comme étant une borne supérieure pour les performances. 
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Figure 5 .2 Comparaison de performance entre UMRC G et UB&B. 
La figure 5. 2 mont re le nombre moyen d 'UFs associés pour le problème (3.13) 
n utilisant l'algorit hme UB&B et l'algorithme heuristique proposé UMRC G. 
Lorsque le nombre des FCs augmente, le nombre cl 'UFs a signés augmente au i. 
La figure 5.2 montre que l'algori thme fRCG offre des performances t rès proches 
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de l'optimal. À titre d 'exemple, l'écart de performance entre UMRCG et UB&B 
e t environ 1% lorsque N = 16. 
Bien entendu , les performances de l'algorithme proposé MRCG dépendent 
généralement de la puissance de tran mission et des seuils SI R. Les simulations 
suivantes montrent l'effet de ces différents paramètres sur les performances des 
solutions proposées. 
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Figure 5.3 P rformance en fonction cl pour cliffér nte valeurs de r O· N = 10. 
La figure 5.3 t ra e le nombre mo:ven l' F as ociés en fon tion de la puissance 
de transmission . Lor que 1 augmente, le rapport SINR reçu au niveau le chaque 
UF augmente et plus cl UFs seront associés ce qui st illustré sur la première partie 
de l'a..'<e l'abscisse 1 dans la figure 5.3 lorsque l s courb s croissent. En revanche, 
lorsque 1 augm nte !avantage, l 'interfren eau niveau de l'UM augm nte aussi t 
cl vient nui ibl . Donc, l' M obligera le nombre moyen cl ' Fs associés à liminuer 
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pour respecter sa QdS . Ceci est clair sur la deuxième part ie de l'axe d 'abscisse 
1 lorsque les courbes entrent dans une phase décroissante. oter que, pour des 
valeurs élevées de/, si / o est plu grande alors le nombre moyen d 'UFs associés 
l'est aussi comme le montre les différentes courbes avec des différentes valeurs 
de /o de la figure 5.3. Par exemple, si 1 = 40 dB alors le nombre moyen cl 'UFs 
associés augmente de 0.6 lorsque / o = 10 dB à environ 5 lorsque / o = 40 dB. En 
r vanche, pour des valeurs faibles de /, si /o augmente alors le nombre cl 'UFs as-
sociés diminue. En conclu ion, pour chaque valeur de la puissance de transmission 
de la MC, ')'o, il existe une valeur optimale de la puissance de transmission des 
FCs, ')', à utiliser afin de maximiser le nombre cl 'UFs associés . Il faut noter que le 
calcul de ces valeurs optimales n 'est pas 'vident . En fait , il est intraitable parce 
que nous elevons dériver une solution analytique pour un problème d 'optimisation 
prouvé N P - difficile. La figure 5.3 nous renseigne au si sur la qualité de l'algo-
rithme propo é UMRCG qui réali e des performances t rès proches de la solution 
optimale pour différentes valeurs de f. Le rapport entre la solution heuristique 
proposée et la solution optimale est au plus 5%. 
La figure 5.4 représente l'effet des seuils SINR exigés par les UFs et l 'UM. Bi n 
évidemment, le nombre moyen cl 'UFs associés diminue lorsque les seuils SINR 
augmentent . Pour des petites valeurs de f 0 , la QclS de l'UM est satisfaite plus 
souvent et lonc plus d 'UFs seront associés . Par xemple, si f 0 = 0 dB alors, en 
moyenne, 3.027 UFs sont as oci 's lorsque r = 1 dB et 3.225 UFs sont associés 
lorsque r = 0 dB ce qui donne un gain de 6.141é . En outre, nous constatons 
que, lorsque le seuil SI R de l' M cl vient plus ' levé, le nombre cl ' Fs associés 
diminue considérablement et ce, quel! s que soient les valeur des seuils SINR 
cl 'UFs (veuillez voir la figure 5.4 lorsque toutes les courbes convergent). Il est 
également important cl not r que l'écart de performance ntre la olution optimale 
et la olution heuri tique varie légèrement en fonction de 'Yo et r de 0.74o/c à 
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1.343%. Ce faible écar t illustre la précision de nos ·olutions heuri t ique proposées. 
5.1. 3 La solution centrali ée du problème d'association pondérée d' ut ilisat urs 
La figure 5. 5 montre les ré ul tats des approc:hes adoptées pour résoudre le pro-
blème (3 .31). Il est clair que les performances (en terme elu nombre moyen d' Fs 
a ociés) de l'algorithme W fRCG surpass nt légèrem nt 1 performances de 
la solut ion optimale WJ3 &J3. Cela e t dû au fait que \tVJ3 &J3 n 'optimise pas le 
nombre moyen cl ' Fs associés (voir la fonction objectif (3.31a)) mai au contraire 
il optimise une omme pondérée cl 'UFs a socié . L' ' cart de performances entre 
l'algorithme WJ3&J3 et l 'algori thme W IRCG elu problème pondéré st légère-
ment supéri ur à celui du problème non pondéré (en comparant la figure 5. 2 et 
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F igure 5.5 Comparaison de performance entre WB&B et WMRCG. 
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la figure 5.5) . À t itre d 'exemple, si N = 16 alors l'écart de performances entre 
WB&B et WMRCG est environ 4% tandis que l'écart de performances entre 
UB&B et U fRCG est environ 1%. Ainsi, la solution pondérée e t moins per-
fül·mante par rapport à la solution non pondérée en term s de nombre moyen 
d 'UFs associés. Par exemple pour N = 16, le nombre moyen d 'UF· associés est 
donné re pectivement pour UB&B, U !IRCG , vVB&B , et WMRCG par 4.175 , 
4.132, 4.0 1, et 3.907. En revanche, cette perte de performance est compens'e par 
l'équité comme nous verrons dans les simulations suivante . 
Afin cle mesurer l'équi té dans le réseau cellula ire considéré dans c:e travai l, nous 
utili ·ons l'indice le J ain (Jain's index) (J ain et al. , 19 4) qui se calcul comme 
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Figure 5.6 Comparai on de performance entre UB&B, vVB&B, WMRCG et 
U~!IRCG en termes de l 'équité entre les Fs. N = 6. 
suit : 'tant donné un v cteur d 'a ociation x = (x1 , · · · , X71 ) T pour nE IN alor 
( "\"""n. )2 J (x ) = u·i=~ Xi . 
n · "\""' . x ·2 u •=l • 
(5.1 ) 
L'équation 5. 1 évalue l'équi té d'un ensembl cl valeurs où il yan utilisateur 
t Xi est le lébit de la connexion i . Le résul ta t varie de ~ (pire cas) à 1 (meilleur 
cas), et il st maximal lorsque tous les u tilisat ur reçoivent la même allocation. 
ette indice e t égale à ~ lorsque k utili ·ateurs par tagent également la re· ·ource 
et 1 autres n - k utili ateurs r çoivent une allocat ion zéro . 
Dans un premier li u, l'équité entre les UF · est consi lérée . Ceci e t réali é si 
les poids sont calculés conformément à l'équation (3.29). Dan un ·econcl lieu 
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l'équité entre les FCs (équilibrage des charges des FCs) est considérée ce qui est 
réalisé en calculant les poids conformément à l 'équation (3.30). 
La figure 5.6 présente le degré d 'équité ent re les UFs réalisé par les algorithmes 
proposés ct les algorithmes optimaux. Nous remarquons que les coefficients de 
pondération ajoutés pour résoudre le problème pondéré donnent des performances 
très intéressantes en terme d 'équité par rapport aux algorithmes non pondérés. 
L'algorithme optimal WB&B donne l'indice d 'équi té de Jain le plus élevé par 
rapport à tous les autres. Aussi , WMRCG lonne un indice d 'équité de Jain élevé 
eL un bon nombre moyen d 'UFs associés (veuillez voir la figure 5.5 eL la figure 5.6) . 
D'une autre part , les algorithmes non pondérés donnent des mauvais résultats en 
termes de l'indice de l'équité de Jain comme prévu. En outre, la solut ion optimale 
non pondérée a un indice d 'équité de près de 65% qui est inacceptable dans un 
réseau cellulaire. Aussi, lorsque le nombre d 'UFs augmente, le réseau commence 
à être dense et l'équité diminue pour tous les algorithmes. 
La figure 5.7 montre l 'équit é de nos algorithmes proposés ainsi que les algo-
rithmes optimaux en terme d 'équilibrage des charges des FCs. 
Il est clair d 'après la figure 5.7 que si le nombre d 'UFs dans le réseau est 
irnporLauL alors la c:harge enLre les différentes FCs esL équilibrée puisque plus de 
possibilités sont donnée à chaque FC pour servir les différents UFs. En outre, 
\tVBF et WMRCG donnent touj ours les meilleurs résultats en terme de l'équité 
entre les FCs par rapport aux UBF et UMRC G. 
5.2 Simula tions de la solut ion dis tribu ' e 
Les r ' sultats pré entés ci-après sont soumis à la prestigieuse conférence de 
l'IEEE « IEEE International Conference on Communications (ICC), 201 5 » pour 
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Figure 5. 7 Comparaison de performance entre UB&B, WB &B, WMRCG et 
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une possible publication. 
5.2 .1 Choix de paramètr s 
Le réseau cellulaire considéré est mocléli é par le cercle C. Nous supposons 
que l 'expo ant d'affaib lissement Œ = 4, et R = 20 m. Les Fs t les FCs sont 
positionnés aléatoirement clan le cercle C suivant une distribution de probabilité 
uniforme. Sauf in lication contraire, la puis ance de transmi ion normali ée des 
FCs est 'Y = 10 dB tandis que les euils SINR cl 'UFs sont r = 0 lB , le facteur de 
gain e t T= 0.1 , le facteur de per te st (O = 0.01 , et le nom! r.e d 'UFs est M = 10. 
5.2.2 Résultats du problème di tribué 
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Figure 5 .8 Performance de rvrWSLS en fonct ion du facteur de gain T. 
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La figure 5.8 illustre l'effet du facteur de gain T ur la performance de l'algo-
rithme rvrWS LS. Si Test faible (proche de 0) alors rvrWSLS n 'arrive pas à associer 
beaucoup l'UFs en moyenne parce que le choix aléatoire des actions n 'amène pas 
à un état d'équilibre. Une valeur optimale de Test observée autour de T01 t = 0.1. 
Au-delà de cette valeur, la probabilité de jouer l 'action gagnante augmente et 
donc peu d'UR sont associés parce que les FCs n 'explorent pas 1 ien leur space 
de recherche, c.-à-d. , dès qu 'une act ion gagnante est observée, llc est fixée ct 
jouée. 
La figure 5.9 montre l'effet du facteur de perte Eo sur les 1 rformanc s de 
rvr \IVSLS . Si Eo tend vers z' ro alors le choix d 'une stratégie perdante n 'a aucun 
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Figure 5 .9 Performance de rvrWSLS en fonction du facteur de perte Eo -
effet sur les hoix durant les prochaines itérations. En augmentant co, les FC 
qui choi i ent cl s stratégies perdantes ont plus tendance à cl venir silencieu es 
durant le pro haine itérations, ce qui permet de liminuer l'interférence entre les 
FCs et augmente par conséquent l performanc s globales de l 'algorit hme. Cette 
augmentation en performance atteint son mau-ximum lorsque co avoi ine Eopt = 
0.01. u-delà de cette valeur , les performances le 1\tJ \tVSLS commence à diminuer 
rapidement pui que les FCs commen ent à privilégier davantage l'action de r ter 
ilencieuse. En effet , la probabilité de cette lernière augment rapidement pour 
chaque stŒtégie perdant jouée. 
La figur 5. 10 représente le nombre d 'itérn.tions que uécessite l'algorit hme M\tV-
SLS pour converger vers un état stable. Il est clair 1 'après la figure .10 que le 
nombre d 'itéra tions requis pom la conv rgence clépen l fort ment de la valeur der 
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Figure 5 .10 Performance de MWSLS en fonction du nombre d 'itérations. 
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utilisée. Par exemple, lorsque T est fixée à 0.3 l'algorithme atteint rapidement une 
performance de cinq UFs associés . Alors que pour atteindre cette même valeur, en 
fixant T à 0.1 , l'algorithme a besoin du triple du nombre d' itérations. D'autre part , 
si nous perm tton à l'algorithme d 'effect~er w1 grand nombre d 'itérations, une 
petite valeur de T e 't favori ée pui qu 'elle permet de converger vers une meilleure 
performance. Par conséquent , un grand T p rm t d 'atteindre rapidement des per-
formances assez élevées (mais loin des performances de la solution optimale) tandis 
qu'un petit T converge lentement mais vers des performance plu élevées. Ainsi, 
nou concluons que le choix du paramètre T découle d' un compromi ntre la 
performance t le temps de onverg nee. 
Afin de démont rer la quali té des performances de l'a lgori thme distribué propo é 
M\IVSLS , nous le comparon avec l'algori thme centralisé B&B. La figure 5.11 
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Figure 5. 11 Comparaison de performance entre B&B et MWSLS . 
montre que UB&B urpasse MWSLS en termes du nombre moyen d 'UFs associés. 
Eu effet, l'ôcart de performance est lirnitô pour des petit<'S valeurs de N mais de-
vient plus important lorsque "! augmente. De plus, ceL écarL est moins significatif 
lorsque plus cl utili ateurs sont actifs dans le sy t'me. Cette perte de p dormances 
clue au caractère heuristique de l'algorithme MWS LS est compensée par le fait 
que MWSLS ne néce ite pas trop d 'échange d 'informations et qu 'il est totalement 
distribué. Donc, M\i'/SLS est préférable d 'un point de vue implémentation. 
La fi.gure 5.12 compar l s performances de l'algorithme distribué MWSLS et 
l'algorithme centrali é UB&B n termes de la puissance de t ransmission des FCs 'Y 
pour des différentes valeur de FC N. MWSLS donne une performance proche de 
la solution optimale lorsque 'Y est faible. Si 'Y augmente alors l 'écart de performance 
augmente. Nous remarquons aus i que cet 'cart de performance devient constant 
après w1e certaine valeur de "f , .-à-cL, après 'Y = 10 lB , l'écart se tabilise à 
rv 0.85 pour rv = 14. En outr , puisque les FCs utilisent des faibles pui ·sances 
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Figure 5.12 Comparaison de performance entre MWSLS et UB&B en fonction 
de ')'. 
de transmission alors nous concluons que cet écart de performance reste toujours 
rai onnable. 

CONCLUSION 
Dan ce travail , nous avons 'tudié un problème issu d 'un réseau cellulaire hié-
rarchisé hétérogène émergents dans lequel des stations de base femto-cellules co-
existent avec une t a tion de base macro-cellule. ous avons présenté la (r )évolution 
en laquelle consiste la femto-cellule, qui est une technologie émergente très promet-
teuse qui remédie beaucoup de problèmes, qu 'ils soient des problèmes économiques 
et techniques . Elles peuvent réduire les dépenses des opérateurs et réduire l'in-
terfé rence sans fil elu ré eau cellulaire existant . Par conséquent, les femto-cellules 
sont une solution prometteuse qui peut améliorer la capacité elu système. 
Premièrement , nous avons étucli~ le problème d 'as ociation d 'utilisateurs aux 
femto-cellules qui est un problème fondamental clans les réseaux cellulaires hété-
rogènes. Le problème d 'a sociation d 'utili ·ateur aux femto-cellules est modélisé 
en cleu.'< problèmes en tant qu 'un problème d 'optimisation linéaire en nombres en-
t iers. Le premier est un problème non pondéré qui essaie de maximiser le nombre 
moyen d 'ut ilisateurs associés n re pectant la qualité le service d 'utilisateurs as-
sociés et le detL'Cième problème est le problème pondéré qui maximise l'équité dans 
le réseau considéré en respectant la qualité de service l'utilisateurs associés . Ce 
dernier problème e t bien connu être un problème NP-difficile et nous avons 
démontré que le problème non pondéré est un problème NP- difficile. 
Ensuite , nous avons propo é des algorithmes heuristiques cent ralisés basés sur 
une recherche gloutonne afin de résoudre le problème d 'association d 'ut ilisateurs 
aux feinta-cellules. Ensuite, la complexité des algorithmes propo és a été calculée 
et comparée avec les deux algorithmes optimaux par rech rche exhaustive et par 
séparation et évaluation. En outre, la performance des algori thmes proposés est 
comparée à celle des solut ions opt imales à travers des simulations numériques 
pour cl petites valeurs. 
Finalement , nou avons proposé un algori thme distribué afin de ré ouclre le 
problème d 'as ociation d 'utilisateurs aux femto-cellules . Cet algori thme proposé 
est totalement di tribué et il ne nécessite pas d 'échange d 'information . Cet algo-
ri thme a 'té développé en se basant sur la théorie des jeux et il est inspiré par les 
te hniqu s d 'apprentissage automatique. 
À long terme, nous visons d 'abord à améliorer nos algori thmes proposés en 
tenn de complexi té. Ensui te, nous allons étudier et résoudre un problème plus 
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intéressant qui est le problème conjoint cl 'allocation de pui sance et d 'association 
d 'utilisateurs. Enfin, nous allons nous concentrer sur l'aspect prat ique de no 
olutions. En d 'autres termes , nous allons implémenter nos algori thmes sur des 
plate-formes réelles . 
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