The minimum connected cover problem is one of the most fundamental issues in wireless sensor networks, which directly affects the capability and efficiency of the wireless sensor network (WSN). Constructing a minimum connected coverage has a great relevance for network services, such as prolonged system lifetime by utilizing redundant deployment of sensor nodes where the main challenge in the design of sensor networks is the limited battery power of the sensors and the difficulty of replacing and/or recharging these batteries. Thus, it is necessary that the sensors be densely deployed and energy-efficient protocols be designed to maximize the network lifetime while meeting the specific application requirements in terms of coverage and connectivity. In t his paper, we propose a new distributed algorithm to find the minimum connected cover of the queried region by discovering the redundant sensors for heterogeneous sensors, each with arbitrary sensing range and is not aware of its location or relative direction of its neighbor. We provide performance metrics to analyze the performance of our approach and the simulation results show that our approach clearly improves the network lifetime over existing algorithms.
Introduction
WSNs have attracted a great deal of research attention due to their wide range of potential applications such as battlefield surveillance, biological detection, home appliance, smart spaces, and inventory tracking. Because of the wide range of applications as well as significant challenges that arise due to the limited resources, a great deal of research has been conducted in this area. One critical characteristic of a WSN is that each sensor node (SN) in it isproposed in [3, 6] . Existing work on sensing coverage in the literature has assumed that SNs can estimate their locations (via localization techniques) or at least the relative directions of their neighbor. In [26, 27, 28, 29] , the authors proposed algorithms for finding the minimum connected cover for heterogeneous WSNs, the perimeter for WSN, and the minimum perimeter for heterogeneous WSN, they assumed that the location of SNs are known which is not the case in our proposed algorithm and they used different technique to decide the redundant SNs. In [30] , the authors proposed algorithm to recognize the boundary for homogenous WSNs using d-quasi unit disk graph, while our proposed algorithm determines the minimum coverage for heterogeneous WSNs without using the d-quasi unit disk graph.
The rest of the paper is organized as follows: Section 2 gives problem statement, definitions, and the relevant procedures. Section 3 describes our proposed algorithm. The extraction of the minimum coverage set of the WSN will be presented in Section 4. In section 5, we study the simulation results. Section 6 concludes our paper.
Problem Statement, Definitions, and Relevant Procedures

Problem Statement
Most existing work on sensing coverage in the literature has focused on the (connected) full coverage problem. However, in some scenarios, full coverage is either impossible or unnecessary. Here, we are considering a WSN with heterogeneous SNs, each with arbitrary sensing range and it is not aware of its location or relative direction of its neighbor in which the minimum number of SNs which can entirely cover a particular query region, while remaining strongly connected, i.e., given a query QR over a region R in WSN, we find a set of SNs M that covers QR and satisfies the following: The sensing region of the selected set of SNs covers the entire geographical region of the query, the selected set of SNs can communicate with each other, and the selected set should form a minimum connected sensor cover size. Our approach sets no constraints on the SNs distribution and density.
Definitions and Notations
In this section, we give some definitions and notations that will be used in developing our proposed algorithm. We assume that there are randomly scattered n SNs over a monitored area and form the set V, where V ={v i : i=1,...,n}. 
Relevant Procedures
In this section, we describe two relevant procedures: Sorting 1-hop neighbors that sorts the SNs of 1-hop neighbors (N1(v)) according to a randomly selected neighbor, and Computing Distance that computes the distance between a SN and any SN in its 2-hops neighbors (N2(v)) .
Sorting 1-hop Neighbors
Every SN v can sort its N1(v) according to a selected neighbor by executing the following steps:
1. Output: stack ordered-N1(v) with sorted N1(v).
2.
Randomly select SN u of N1(v) as the first SN and push it in ordered-N1(v). 3. Find the nearest neighbor (say w) of current SN u and push w in ordered-N1(v). 4. Set current = w and previous = u. 5. Push the next SN x if it satisfies the following conditions: a. x is a neighbor of the current SN w but it is not a neighbor of the previous SN u or b. The distance between the pervious SN u and the current SN w in the ordered-N1(v) is less than the distance between the previous SN u and x. 6. Set current= x and previous= w. Now, the three SNs in ordered-N1(v) are sufficient to sort the remaining SNs of N1(v). v will sort the remaining SNs of N1(v) by finding its correct position among the three SNs of the ordered-N1(v) stack.
Computing Distance to a 2-hops Neighbor
In this section, we show that every SN v can estimate the distance to any SN in its N2(v) w by executing the following steps: 1. Compute angle θ between each pair of adjacent SNs x and y ordered-N1(v) -if x and y are connected then compute the angle θ as follows:
(1) where d 1 is the distance between v and x, d 2 is the distance between v and y, and d 3 is the distance between x and y.
-Otherwise (x and y are not connected i.e., d 3 cannot be computed), in this case θ can be computed as follows:
(2) where θis are the angles between the connected SNs from x to y.
-Exchange ordered-N1(ID) and the computed angles with neighbors. where θi = 1, . . . , n are the computed angles between SNs v and w in ordered-N1(u). o If (α < π) use Eq. 3 to find the distance using the angle α. o Otherwise if α=π then dvw =dvu +duw. o Otherwise and then use Eq. 3 to find the distance.
Minimum Coverage Set Determination
In this section, we outline our algorithm to determine the minimum coverage set by discovering the redundant SNs in an un-localized and heterogeneous WSN. The algorithm includes three phases: initial phase, identification phase, and constructing phase. In the initial phase, each SN discovers its coverage neighbors and collects their information. In the identification phase, each SN uses its neighbors to calculate whether its sensing region is fully covered by the sensing regions of its neighbors. In the constructing phase, we discuss how coverage and connected dominating sets are constructed in a distributed fashion.
Initial Phase: Coverage Neighbor Discovery
In this phase, every SN v uses its N1(v) and N2(v) neighbors information to extract its BCN by executing the following steps: 1. Discover N1(v) and N2(v) neighbors.
a. Broadcast Hello message to discover N1(v) neighbors and estimate their approximate distances estimated using received signal strength indicator RSSI [18] . b. Send a request message to return the neighbors information of N2(v) neighbors. c. Wait till the database is completed. Once it has the complete information about N1(v) and N2 (v) neighbors (ID, neighbors list, distance, and sensing range). Every SN in pervious steps collects the required information of its N1(v) and N2(v) neighbors. 2. Sort N1(v) according to a randomly selected neighbor SN using the procedure in section 2.3.1. 3. Compute the distance from every N2(v) using the procedure in section 2.3. 
Identification Phase: Redundant Nodes Discovery
Here, every SN v decides whether its sensing range is fully covered by the sensing regions of its neighbor by running the perimeter test to determine whether the perimeter of the sensing range of v is completely covered by the sensing ranges of its neighbor and the centre test to check whether every point p inside the sensing region of v is completely covered by the sensing ranges of its neighbor. a. In uvw, the angle uwv can be computed using the following formula:
(4) since the distances wu, wv, and uv are known. b. Similarly the angle upw can be computed,
From vwp and using Eqs. 4,5, d vp can be computed using
Similarly, from uqw, d vq can be computed as using (7) e. In pwq, d pq can be computed using (8) f. The angles qpu and vpu can be computed using the angles pqu and pvu (9) (10) g. From vpq, and using the angles qpu, vpu, and vpq, v can compute dvq by using, 
Center Test
In this test, every SN v checks if all of intersection points of the overlapping between every two adjacent SNs in PSRC(v), and locate inside its sensing range, also locate inside the sensing range of other SNs of its N1(v). The pervious condition is intuitive sufficient condition to say that the centre of a sensing region of v is completely covered. If any other SNs do not cover one of the intersection points inside the sensing range of v, then v's neighbors are not sufficient to achieve full coverage of v. v)). Repeat the following steps as long as Qi is not empty -If q that belongs to your sensing range is also covered by the sensing range of u (i.e., duq ≤ Rs(u)) then delete q from Qi) and select the next q. -Otherwise If all intersection points insides the sensing range of v are covered (i.e., Qi = φ), then declare yourself as a redundant SN. Otherwise, select another SN of CN using the same manner of the pervious step. c. If all intersection points inside your sensing range are not covered (i.e., Qi ≠ φ) and all SNs of CN are selected, declare yourself as a non-redundant SN. The SN that passed the redundant tests, constructs the set of its coverage neighbors, where this set containing the set of SNs that cover its perimeter sensing range, plus the set of SNs that cover its centre.
Constructing Phase: Constructing Optimal Coverage
In this section, we discuss how coverage and connected dominating sets are constructed in a distributed fashion. The first step is to discover all possible redundant SNs, which is explained in previous phases. However, each redundant SN cannot be removed from the coverage set unless its necessary coverage neighbors are in the coverage set. If two redundant SNs in the coverage neighbor, both decide to turn off, an area between them may be left uncovered such an area is called a blind point [11] . We need to find the maximum number of redundant SNs that can be turned off without leaving blind points. One solution to this problem, was proposed in [11] , they used a random back-off scheme. In our work, we propose a different solution to extract the maximum independent redundant SNs from the redundant SNs set. Our algorithm is divided into a number of rounds. In each round, a redundant SN sends a message to its coverage neighbor, containing its identity and the coverage neighbor' identities, and its residual energy level. When a redundant SN receives such a message from all coverage neighbor, it compares its residual energy level with the residual energy level received. A SN that has the smallest value is a winner. A winner sends a message to all coverage neighbor, stating that it is a winner. A redundant SN that receives such a message from one of its coverage neighbor becomes a loser. At the end of each round, the winners are turned off, where the losers, do not participate in the current round. A winner can be safely turned off, since none of its coverage neighbor is turned off. A SN that has been turned off, is periodically reawakened in order to check the presence of its coverage neighbor, if one (or more) of them has failed, the reawakened SN re-computes its redundancy information. If the reawakened SN still represents a redundant SN it turns itself off, otherwise it turns itself on, sending a message "I'm active" to its coverage neighbor. When the redundant SN in the coverage neighbor of the reawakened SN received such a message, it turns itself off.
Simulation Results
A simulator has been implemented in C#.NET language to evaluate the performance of our approach. Simulations are performed in an 400 m x 400 m area consisting of different numbers of SNs distributed randomly. In the basic scenario, SNs having transmission range of 80 m and heterogeneous sensing ranges vary from 20 m to 40 m, increment by 5 are used. We use the same energy parameters and radio model as discussed in [17] . Figure 1 , shows increasing the number of the original deployed SNs results in more SNs being redundant, which is consistent with our expectation. However, the SNs in the coverage set are almost constant. Figure 2a shows the relation between the network density and exchanged messages over the network. The increasing of the deployed SNs in the network implies the increasing of the redundant SNs, which causes the increasing of exchanged messages to extract the minimum coverage set. The relation between the network density and the energy consumption can be shown in Figure 2b . In our approach, the increment of redundant SNs leads to increasing of exchanged messages, which leads to the increasing of the energy consumption of the network. Figure 3a shows the network lifetime at different number of deployed SNs. We demonstrate the network lifetime compared to the scheme when all SNs are active, the network becomes completely uncovered after short time, because all SNs have run out of the energy. When the redundant SNs are scheduled to sleep while preserving coverage, the network lifetime is prolonged. Figure 3b , shows the number of active SNs used by our proposed algorithm when the deployed SN is 100 which is less than half of the number of SNs activated by Extend LEACH, where it is equal to the number of active SNs of CCP and CPP algorithms where both of them depend on the information about the locations of the SNs. The reason of this in our algorithm the SN makes decision based on knowledge about all the SNs that intersect with its sensing range which is not the case in other algorithms. The number of the blind points caused by the four protocols is demonstrated in Figure 4a . Although our approach does not depend on the location information of the SNs, it successfully does not introduce any blind points to the network like Extend LEACH and CPP where both of them know the location of the SNs. In contrary, we observe that CCP may result in blind points because CCP ignores checking the coverage of the intersection points on the perimeter SNs and hence turns off some SNs by mistake, where these SNs do not represent redundant SNs in the network. Figure 4b shows that the coverage field using our proposed algorithm is dropped to 90 % after 0.94 × 10 5 sec, where the coverage field is completely uncovered after 2.38 × 10 5 sec. In Extend LEACH, the coverage field is dropped to 90 % after 1.1×10 5 sec, and this because the number of active SNs in Extend LEACH is more than twice the number of active SNs in our algorithm. Due to more redundant SNs in Extend LEACH remain active, the coverage field becomes uncovered after 1.3 × 10 5 sec. In summary, our proposed algorithm satisfies complete coverage of the network area by fewer active SNs, and that leads to conserve the energy of the network, which leads to prolong the lifetime of the network. Our proposed algorithm works very well under the absence of location information about the SNs in WSN, where its shows a high performance than Extend LEACH, CPP and CCP protocols, although the SNs in Extend LEACH, CPP, and CCP aware about their locations in WSN. The reason of this, in our proposed algorithm, we extract a subset of the SN's neighbors and based on this subset, the SN makes its decision about if it will be active or sleep SN. However in other protocols, the SN depends on all of its neighbors to make its decision and this causes more computation and more time before the SN turn itself off. 
Conclusions
In this paper, we have proposed a new distributed algorithm to find the minimum coverage set under the absence of any location information of SNs. Our approach can be used for energy-efficient communication in large scale WSNs by estimating redundant deployment in heterogeneous WSNs. Our redundancy-check tests rely only on exchange of N1(.) and N2(.) information and estimate neighbor distances. Our algorithm has two main tests, Perimeter-test, and Center-test. In the Perimeter-test the SN checks if its perimeter sensing range is fully covered by the sensing ranges of its 1-hop and 2-hop neighbor SNs. If the SN passes the Perimeter-test, it checks if the intersection points inside its sensing range are covered by the sensing ranges of its neighbor SNs (Center-test). If the SN passes the Center-test, then it represents an redundant SN else it represents a basic SN in the network. An extension scheme is presented those turn-off redundant SNs with guaranteed coverage for the network. Our scheme incurs low overhead and can significantly reduce the set of active SNs. Our simulations show that our algorithm is efficient and scale well with different number of deployed SNs. Simulations showed also that our algorithm extends the network-lifetime. In future research, more work will be focused on distributed and localized solutions for practical deployment.
