Comparative study of finite temperature demagnetization in Nd2Fe14B and SmCo5 based hard-soft composites J. Appl. Phys. 110, 073918 (2011) Communication: Broken-ergodicity and the emergence of solid behaviour in amorphous materials J. Chem. Phys. 135, 131102 (2011) Shape dependence of slip length on patterned hydrophobic surfaces Appl. Phys. Lett. 99, 063101 (2011) Effect of microstructure on the thermal conductivity of disordered carbon Appl. Phys. Lett. 99, 033101 (2011) Heat conduction across molecular junctions between nanoparticles J. Chem. Phys. 134, 234707 (2011) Additional information on J. Chem. Phys. Using molecular dynamics simulation, we investigate the structural disorder in crystal, polycrystal, and glass in a Lennard-Jones binary mixture composed of N 1 + N 2 = 4096 particles at a low temperature in three dimensions. The size ratio σ 2 /σ 1 between the large and small particles is either 1.2 or 1.4. The crossovers among these states occur, as the composition of the large particles c = N 2 /(N 1 + N 2 ) is varied. We define a disorder variable D j for each particle j in terms of local bond order parameters based on spherical harmonics (Steinhardt order parameters). Stacking faults and grain boundaries in fcc polycrystal and mesoscopic structural heterogeneity in glass are then visualized. At small c, disturbances of large particles is stronger for larger σ 2 /σ 1 . At large c, the transition between glass and polycrystal occurs nearly discontinuously at c = c c ∼ 0.8. At σ 2 /σ 1 = 1.4, microphase separation occurs in polycrystal states with c > c c , where fcc crystal grains comprising the large particles are enclosed by amorphous layers composed of the two particle species.
I. INTRODUCTION
The particle configurations in binary particle systems are much more complicated than those of one component systems, [1] [2] [3] [4] [5] [6] [7] [8] which strongly depend on the temperature T, the average number density n, and the composition c. At high densities, it is known to be profoundly influenced also by the size ratio σ 1 /σ 2 between the diameters of the two components, σ 1 and σ 2 . If σ 1 /σ 2 is close to unity at large n, the system becomes a crystal at low T or a liquid at high T. If σ 1 /σ 2 considerably deviates from unity, glass states are realized at large n and at low T. In crystal and polycrystal, there emerge many kinds of defects such as point defects, dislocations, grain boundaries, and stacking faults in the background of various crystal structures. 9 In glass, the particle configurations are highly frustrated with enhanced structural disorder. Understanding of these defect structures is also of great importance in technology. Moreover, plastic deformations under applied strain are governed by their nonlinear dynamics. Here, direct observations of particle configurations in colloidal systems have been informative during crystallization 10, 11 or under applied strain. [12] [13] [14] In two dimensions, a large fraction of the particles are enclosed by six particles at high densities so that the local crystalline order has been represented by a sixfold orientation order parameter ψ j 6 = |ψ j 6 |e iα j , which is a complex number defined for each particle j. 15 It is particularly useful at melting, 16, 17 where its angle α j is discontinuous across grain boundaries. Its amplitude |ψ j 6 | was also used to detect mesoscopic order in glass. 18 Furthermore, a disorder variable D j was constructed from ψ j 6 , in terms of which the degree of disorder has been visualized in simulations 7, 8 and in an experiment. 19 In three dimensions, on the other hand, disordered crystal states are much more complex under the strong influence of the underlying crystal structure. To analyze them, Steinhardt et al. 20 introduced tensorial bond-order parameters q j m based on the spherical harmonics. With their method, the crystallization process has been analyzed. [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] It has also been used to visualize the structural heterogeneity in glass. 26 In this paper, we introduce a disorder variable D j , constructing it from the Steinhardt order parameters, to understand the three-dimensional crystalline structures with proliferated disorder. Using this disorder variable, we visualize defects at various compositions in binary Lennard-Jones mixtures. In particular, this method enables us to unambiguously detect stacking faults in fcc crystal and polycrystal, 9 which have been studied in colloids 10-14, 22, 23 and metals. 32 This paper treats unstrained systems, so the defect dynamics in plastic deformations is a future problem.
The organization of this paper is as follows. In Sec. II, our simulation and visualization methods will be explained. In Sec. III, we will visualize disordered structures using the disorder variable D j to understand the complex structure disorder.
II. BACKGROUND OF SIMULATION

A. Model and simulation method
We treat three-dimensional binary mixtures composed of two species 1 and 2 with size dispersity. The total particle number is N = N 1 + N 2 = 4096. These particles interact via the Lennard-Jones (LJ) potentials
where α and β represent the particle species. The potentials are characterized by the interaction energy and the interaction lengths, = 2.25σ αβ , we set v αβ (r) = v αβ (r cut ) = const. The size ratio σ 2 /σ 1 is either 1.2 or 1.4. The composition or the fraction of the larger species is written as
The particles were in a cubic box, whose length L 0 was chosen such that the initial volume fraction of the soft-core regions was fixed at unity as
Then, L 0 is about 15σ , whereσ = cσ 2 + (1 − c)σ 1 is the mean diameter. All the particles have a common mass m. The time step of integration is 0.005 τ 0 with
We attached a Nosè-Hoover thermostat 34, 35 to our system. That is, the particle positions r j (t) and the velocitieṡ r j (t) were governed bÿ
where τ NH is the thermostat characteristic time set equal to τ NH = 0.023 τ 0 in this paper. We prepared the particle configurations used in our visualization as follows. We imposed the periodic boundary condition in all the directions in the cell region 0 < x, y, z < L 0 . (i) First, we created random particle configurations in a liquid state with T = 1.75 /k B in a time interval longer than 10 3 τ 0 .
(ii) Second, we quenched the system below the melting temperature to T = 0.55 /k B and equilibrated it in a time interval longer than 10 4 τ 0 . This intermediate quenching was needed to realize crystalline configurations. 36 (iii) Third, we further quenched the system to the final temperature T = 0.015 /k B and annealed it in a time interval longer than 10 4 τ 0 . There was almost no structural changes in this final step.
B. Orientation order parameters and disorder variable
In the literature, [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] the following complex numbers have been introduced for each particle j:
where Y m (r) are the spherical harmonics functions of degree depending on the direction of a vector r, with m being an integer in the range − ≤ m ≤ . In this paper, we set = 6, since the local crystal structures finally realized were mostly fcc in our simulation. In the right-hand side of Eq. (7), we set r jk = r j − r k where the particle j ∈ α at position r j and the particle k ∈ β at position r k are bonded such that their distance r jk = |r j − r k | is shorter than 1.3 σ αβ . The number of the particles bonded to the particle j is written as n j b . In this criterion of bonded particles, n j b is mostly equal to 12 in fcc crystal regions. Then, for fcc crystal, particle pairs at corner-face positions in a unit cell are bonded, while those at corner-corner positions are not bonded. 37 It is worth noting that Lechner and Dellago 25 proposed to take the average of q j m over the first neighbor shell of a given particle and the particle itself. In our notation, the modified order parameters readq
With this modification, the accuracy of detecting various crystal structures was considerably improved. Next, using these complex numbers with = 6, we introduce a non-negative variable for each particle j by
where the average over the bonded particles is taken. For a perfect crystal at low temperatures, D j arises from thermal vibrations and is nearly zero. However, for particles around some defects, it assumes values in the range [0.1, 0.5]. Therefore, D j is a disorder variable, representing the degree of disorder or the deviation from hexagonal crystalline order, for each particle j. We may introduce the scalar product
* representing the correlation between j and k, 21, 22, 25 in terms of which we obtain
Furthermore, the degree of the overall disorder may be represented by the average of D j over all the particles,
This quantity is large in glass and liquid, being of order unity, while it is small in crystal. It increases steeply in the changeover from polycrystal to glass (see Fig. 1 ). In our previous work, 7, 8 we introduced the two-dimensional counterparts, D j andD, to analyze the structural disorder in two dimensions.
In this paper, we use D j in terms of q j 6m with = 6. In the literature, 21, 22, 25, 26 analysis using q j 4m with = 4 has also been presented, which is needed to treat bcc crystal regions. Quantities involving third-order terms (∝ q m 1 q m 2 q m 3 ) have also been used. 21, 22, 25, 27, 30 
III. SIMULATION RESULTS
In this section, we will visualize structural disorder (or order) using 
A. Average disorder variableD vs c
In Fig. 1 , we give the average disorder variableD in Eq. (11) 
where A d is the average amount of disorder introduced by one large particle. In our case, A d is 1.52 for σ 2 /σ 1 = 1.2 and 4.11 for σ 2 /σ 1 = 1.4. After percolation of disordered clusters, there emerge polycrystal configurations in a rather narrow range of c between crystal and glass. (ii) In glass,D is commonly of order 0.3 for these two size ratios. There are no marked differences in the snapshots of D j for these cases.
(iii) From glass to polycrystal,D drops abruptly between c = 0.775 and 0.8 both for these cases. At c = 0.775, we realized glassy particle configurations (see the bottom left plate in Fig. 5 ). The transition between glass and polycrystal for large c is thus nearly discontinuous in our simulation. The particle configurations at this transition will be displayed in Figs. 6 and 7 below.
B. Structural disorder and order for σ 2 /σ 1 = 1.2
In Secs. III B and III C, we examine the structural disorder and order using D j for σ 2 /σ 1 = 1.2.
In Fig. 2 , we present a snapshot of the particles with D j > D 0 . They are written as spheres having the diameter σ 1 or σ 2 , whose darkness (color) represents D j according to the gradation (color) bar attached. In (a) and (b), rather thick grain boundaries are produced around low-density large particles. In (b), the system is in a crossover state between polycrystal and glass, where weakly disordered regions are much more proliferated than in (a), as indicated by the steep increase in Thus, there appears marked structural heterogeneity in glass. In (e) at c = 0.95, a considerably disordered grain boundary is located in the upper part. Five stacking faults planes 9, 10, 12, 23, 33 are also produced as hexagonally ordered monolayers of type {111}. In (e ), using the same data as in (e), we increase D 0 to 0.07. Then, the particles displayed in (e ) include those in the upper grain boundary and those forming the confluent lines where the stacking-fault planes meet. In Fig. 3 , we show close-packed planes perpendicular to a [111] direction using the data in the panel (e) of Fig. 2 , where we can see two stacking faults with the hexagonally close-packed (hcp) stacking BCB or ACA. See similar illustrations in previous experiments and simulations. 12, 23, 32 At c = 0.95, we find that (i) D j ∼ 0.05 for the particles on the stacking fault planes C, (ii) D j ∼ 0.02 for those on the adjacent planes B or A in the hcp stacking, and (iii) D j 0.005 for those in the fcc regions. Thus, the particles on the stacking faults have slightly larger D j than the surrounding ones and the choice D 0 = 0.03 in Fig. 2 (e) has enabled stacking-fault visualization.
In Fig. 4 , we also show particle configurations on a plane using the data in Fig. 2 . Displayed are those with their centers in the following region: (a) x < 12 σ 2 at c = 0.05, (b) x < 13 σ 2 at c = 0.1, (c) x > 4 σ 2 at c = 0.4, and (d) z < 10 σ 2 at c = 0.95, where the particles behind the front are not visible. In (a) and (d), ordered particles with small D j coexist with disordered regions. In (b), though hexagonal plates can still be seen, mesoscopic structural heterogeneity is considerably increased than in (a). In (c), the particle configuration is highly frustrated. In (e), we can see twinned stacking faults. The plane viewed is parallel to a close-pack hexagonal plane for (a) and (d).
Additional comments are as follows. (i) For c = 0.05 and 0.95, grain boundaries were already pinned in the second step of the preparation procedure (see the last paragraph of Sec. II A). Regarding this effect, we mention an experiment by Villeneuve et al., 39 who observed that large impurities strongly disturb the crystal structure and pin grain boundaries. Without size dispersity (c = 0 or 1), we realized a single crystal containing point defects and stacking faults. well-defined bulk crystal region. However, in other simulation runs, we could realize polycrystal states composed of a few grains with different crystal orientations. In contrast to planar stacking faults, we observe considerable corrugations of grain boundaries with patchy appearance of {111}-type plates with lengths of several particle diameters (see Fig. 2 We comment on the stacking-fault free energy in fcc crystal, 9 denoted by γ SF , for our Lennard-Jones system. As well as D j , the potential energy of the particles in the stacking faults is slightly higher than that of the particles in the fcc crystal regions, where the difference is of order ∼0.1 per particle for c ∼ = 1. At our final temperature T = 0.015 /k B , γ SF arises solely from the potential energy, so γ SF may be equated with the excess potential energy per unit area. We then calculate it for c ∼ = 1 as
For instance, let σ 2 = 2 Å; and = 300 k B . Then, we have γ SF ∼ 30 mJ/m 2 , which is comparable to its experimental values for Cu or Ag. 40 In hard-core systems, on the contrary, γ SF arises from the entropy of the layer stacking and is extremely small (∼ 10
10, 33
C. Structural heterogeneity in glass
In a number of simulations on glass, mesoscopic structural heterogeneity or medium long-range order has been observed on mesoscopic scales, 7, 18, 41 which bears close relationship to the dynamic heterogeneity emerging on long-time scales. 42 In our previous work, 26 structural medium longrange order was visualized in terms of the averaged bondorientational parameter defined bȳ
where the averaged bond-orientational parametersq j 6m in Eq. (8) are used in the right hand side. This quantity has been used to detect crystalline regions in nucleation. 21, 22, 25, [28] [29] [30] [31] Here, we notice that the particles with relatively highq Fig. 1 ). These pictures closely resemble those of the particles with relatively largeq j 6 in glass in our previous paper. 26 These panels display overall mesoscopic heterogeneities in the particle configurations in glass states. However, more quantitative analysis is needed to understand the degree of mesoscopic order delicately depending on the size ratio and the composition.
To examine this correspondence more quantitatively, let us introduce the joint distribution function
for the particles with D j = S andq j 6 = Q 6 . We calculated it dividing the S-Q 6 plane into meshes with mesh lengths S = 0.02 and Q 6 = 0.01 and setting
where N(S, Q 6 ) is the number of the particles in each mesh satisfying S < D j < S + S and Q 6 <q j 6 < Q 6 + Q 6 . Now, in the right panels of Fig. 5 , we present P(S, Q 6 ) in gradation. They demonstrate the presence of negative correlation between D j andq j 6 in glass. 38 That is, particles with relatively large (small) D j have relatively small (large)q j 6 . In particular, for c = 0.775, P(S, Q 6 ) has a tail at relatively small S and large Q 6 , obviously because of the partially developed crystalline order seen in the bottom-left panel of Fig. 6 .
D. Strong disorder in dilute mixtures at σ
So far, we have presented the results for σ 2 /σ 1 = 1.2 in Figs. 2-5 . Now, we examine the case σ 2 /σ 1 = 1.4 in Figs. 6 and 7. Between these two size ratios, differences are marked for small c or 1 − c, while no essential difference can be seen in glass, as suggested by Fig. 1. In Fig. 6 , we show two exam- even at this small composition. For σ 2 /σ 1 = 1.2, in contrast, we found that the large particles form isolated point-like defects including several small particles at the same composition. Second, for c = 0.95 in the right panels of Fig. 6 , the crystalline particles mostly consist of the large particles including only 13 small ones and their number is 1808, while the disordered particles amount to 310 and their composition is 0.562 (<c). The disordered regions are not percolated and the system forms a single crystal. We notice a clear tendency of size segregation between the large and small particles for σ 2 /σ 1 = 1.4, while it is not noticeable for σ 2 /σ 1 = 1.2. In these two cases, stacking faults are located in the void regions in the middle plates, which are bounded and disturbed by considerably disordered grain boundaries. Here, the particles on their planes have D j in the range [0.05, 0.1] and are mostly not depicted in the middle and bottom plates in Fig. 6 . For c = 0.95, we observe that a few stacking faults accumulate to form a hcp crystalline layer. For the choice σ 2 /σ 1 = 1.2, we have found no significant differences between the average composition c and that of the relatively disordered particles in polycrystal states in Fig. 2 . In contrast, effects of size segregation should be enhanced for σ 2 /σ 1 = 1.4. In fact, it was conspicuous in our previous two-dimensional simulations with σ 2 /σ 1 = 1.4 for c 0.8 in polycrystal, 8 where the small particles were expelled from the crystalline regions during the preparation process. As a result, there appeared microphase separation between amorphous layers containing the small particles and crystalline regions consisting of the large particles. Such particle configurations were indeed observed in two-dimensional granular systems. 19 In Fig. 7 , we show our three-dimensional simulation results with σ 2 /σ 1 = 1.4 for c = 0.8 and 0.9 indeed to find microphase separation. The particles on the surface can be seen in the top plates. In the middle plates, the crystalline particles in the range D j < D 0 = 0.07 are displayed. For c = 0.8 (0.9), they consist of the large particles mostly (∼99.5%) and are 21.4% (41.2%) of the total particles. In the bottom plates, the disordered particles in the range D j > D 0 = 0.2 are displayed. For c = 0.8 (0.9), they are 41.3% (12.0%) of the total particles. Among these disordered particles, the composition of the large ones is 0.562 (0.583), which is considerably smaller than the average c. Recall that it has been calculated as 0.562 at c = 0.95 in the bottom right plate in Fig. 6 . We recognize that the disordered and crystalline particles can be unambiguously differentiated in these configurations and that the composition in the amorphous layers is nearly independent of the average composition. Among the particles in the crystal regions, the average of D j is about 0.005. This size segregation occurred in the second step of the preparation procedure at T = 0.55 /k B (see the last paragraph of Subsection II A).
IV. SUMMARY AND REMARKS
For three-dimensional Lennard-Jones binary mixtures, we have studied complex particle configurations by visualizing disorder or order with the aid of the disorder variable D j (t) in Eq. (iii) For the larger size ratio σ 2 /σ 1 = 1.4, the degree of disorder becomes significant, even at very small c. In the bottom left panel of Fig. 6 , the system is in a polycrystal state even at c = 0.02, where the disordered particles tend to form percolated plates or tubes.
(iv) For large c at σ 2 /σ 1 = 1.4, we have found unique size segregation between amorphous layers and crystalline grains as in Fig. 7 , while it was not found for σ 2 /σ 1 = 1.2. The composition within the amorphous layers (∼0.56) is nearly independent of the average composition c. The same layer structure was already observed in two-dimensional granular systems. 19 If c is very close to unity, such layers are broken into disconnected strings. The right panels of Fig. 6 display such particle configurations at c = 0.95. We further make critical remarks as follows:
(1) In our simulation, the defect structures were formed during T = 0.55 /k B in the second step of the preparation. The size segregation in Fig. 7 for σ 2 /σ 1 = 1.4 occurred in this second step. At the final temperature T = 0.015 /k B , there was almost no configuration change and no mutual diffusion over σ 2 . The disorder in the final step should, thus, depend on the history of sample preparation (and applied strain in plastic deformations). We should investigate this aspect in future work.
(2) We still do not well understand the changeovers between crystal and polycrystal (grain boundary formation) and between polycrystal and glass (defect proliferation). They strongly depend on the size ratio σ 2 /σ 1 and are highly asymmetrical between the cases of small c ( 1) and large c ( ∼ =1). We should systematically examine the effect of changing the size ratio σ 2 /σ 1 , which was studied at c = 0.5 in two dimensions. 7 (3) Stacking faults play a crucial role in plastic deformations of fcc crystal and polycrystal. We will soon report numerical analysis on this aspect.
(4) Changing the pair potentials can lead to nanocrystal formation in glass. Also crystallization and melting at elevated T are of great interest. Using the disordered variable D j , we have detected crystalline domains in liquid. However, with increasing T, we have also found that stacking faults contain more disorder; therefore, we should study this disordering effect in future. We mention recent simulation of a LennardJones binary mixture to examine the effect of size dispersity on the nucleation rate, 30 where the third-order invariants from the Steinhardt order parameters were useful.
