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Abstract
The objective of this study is to propose and test a
theoretical framework which integrates the human
sentiment reactions on social media in disasters into
infrastructure resilience assessment. Infrastructure
resilience assessment is important for reducing adverse
consequences of infrastructure failures and promoting
human well-being in natural disasters. Integrating
societal impacts of infrastructure disruptions can
enable a better understanding of infrastructure
performance in disasters and human capacities under
the stress of disruptions. However, the consideration of
societal impacts of infrastructure disruptions is limited
in existing studies for infrastructure resilience
assessment. That is because an integrative theoretical
framework for connecting the societal impacts to
infrastructure resilience is missing. This study proposed
a theoretical framework to examine the relationship
between the societal impacts and infrastructure
performance in disasters using social media data.
Sentiments of human messages related to infrastructure
systems are adopted as an indicator of societal impacts
of infrastructure disruptions. A case study for electricity
and transportation systems in Houston during the 2017
Hurricane Harvey was conducted to illustrate the
application of the proposed framework. We find a
relation between human sentiment and infrastructure
status and validate it by comparing situational
information from relevant tweets with official public
sources. The findings enable a better understanding of
societal expectations and collective sentiments
regarding the infrastructure disruptions and improve
the visibility of infrastructure performance in Smart City
Digital Twin in the context of disasters.

1. Introduction
In smart cities, infrastructure systems such as power
grid, road network, and hospitals are the backbone,
functioning for delivering essential services and
promoting human well-being [1]. Failure of the
infrastructure systems, such as power outages, pipeline
damages, and road closure, is not only costly in terms of
recovery, but more importantly, threatens human lives
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in disasters [2]. Hence, building resilient infrastructure
systems is important to promote the well-being of
inhabitants facing natural disasters.
Assessing and enhancing infrastructure resilience
aims at reducing the failure probability of infrastructure
systems and their components, minimizing severe
consequences of probable failures, and increasing the
pace of recovery activities following failures and losses
[3]. Most of the existing studies focus on the mitigation
phase of disasters, which is concerned with
infrastructure vulnerability and interdependencies that
increase the complexity and uncertainty of such systems
and result in the emergent of unprecedented behaviors
in the functionality of the systems [4]. Recently, studies
of infrastructure resilience also put weight on the
effectiveness of response and recovery activities to
minimize disaster consequences as well as the social
dimension in disaster response and recovery [5].
Despite the advances in infrastructure resilience,
existing frameworks define and assess resilience mainly
based on the capabilities of the built environment, and
the consideration of societal impacts of infrastructure
disruptions is missing. With the emergence of Smart
City Digital Twin paradigm to achieve smart and
resilient cities, infrastructure resilience needs to
integrate societal aspects to enable more visibility and
better insight in hazard mitigation and emergency
response for infrastructure systems [6]. Societal impacts
in the context of disasters encompass the well-being of
vulnerable population regarding the damages and
threats to their private properties and individual lives
[7]. Integrating the societal impacts of disruptions into
infrastructure resilience assessment not only provides
empirical evidence of infrastructure performance in
disasters, but also enables an understanding of human
mental and physical capacities under the stress of
infrastructure disruptions [8].
Although researchers raise the importance of
societal impacts in infrastructure resilience assessment,
quantifying the societal impacts in disaster disruptions
is still challenging. Human sentiment, as an indicator of
well-being, arises to be an effective measurement of
societal impacts of disaster disruptions [9]. Recent
studies have demonstrated the relationships between
human sentiment and the societal impacts of disasters.
For example, Baylis investigated the weather impacts
using human sentiments and identified the strong
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correlation between meteorological conditions and the
sentiment of human expressions [10]. Furthermore, as
the use of social media like Twitter, Facebook, and
Instagram is increasing, massive online social posts on
these platforms become a valuable source of
information to characterize human sentiments and
reactions regarding infrastructure disruptions in
disasters [11]. In particular, Twitter as a microblogging
platform allows people to specify their situation by
posting and sharing a message with up to 280 characters.
Unlike traditional media such as broadcast and news
articles, the participation of a great number of users
enables people to efficiently communicate information,
a feeling, or a reaction regarding infrastructure
disruptions in disasters. Such extensive involvement
and efficiency enable Twitter data to capture the human
sentiments in disaster disruptions.
As society face the benefits and potential of Twitter,
the studies using social media data for examining human
sentiment reactions in disasters is manifold and growing
rapidly, including studies that use social media data for
disaster damage assessment, and relief needs
classification [12]. For example, Kryvasheyeu et al.
studied the spatiotemporal distribution of disasterrelated tweets and found a strong relationship between
the proximities to the disaster path and the sentiments of
relevant tweets [13]. Lu et al. proposed a visual analytics
model for analyzing the geographical patterns of human
sentiment in disasters using geotagged tweets [14].
While the analysis of human sentiments from social
media data in disaster contexts is growing, little is
known regarding the relation between infrastructure
resilience and human sentiment reactions. One reason is
that an integrative theoretical framework for connecting
human sentiment reactions to infrastructure
performance is missing in existing studies. To address
this knowledge gap, this paper proposed a novel
assessment framework for infrastructure resilience
considering human sentiment reactions. A case study
related to infrastructure disruptions (electricity and
transportation facilities) during the 2017 Hurricane
Harvey over Houston area was conducted to illustrate
the application and capability of the framework.

2. Related work
In the past few decades, researchers have proposed
multiple approaches to assess the resilience of
infrastructure systems facing disruptions, including
empirical approaches, network-based approaches, and
simulation-based approaches. Among these approaches,
network-based and simulation-based techniques are
more commonly adopted in existing studies. Networkbased approaches have been used to model post-disaster

Figure 1. Theoretical framework for analyzing
the relationship between infrastructure
resilience and human sentiments.
functionality resilience in infrastructure systems [15]. In
this models, infrastructure systems are modeled as
networks to quantify resilience based on network theory
and measure absorptive, adaptive, and restorative
capacities [16].
In addition, simulation-based approaches employ
different simulation techniques such as System
Dynamics (SD) and Agent-based Modeling (ABM) to
model the functionality of the system and explore
system resilience. For example, SD has been used to
simulate the recovery of various infrastructure systems
following disasters considering uncertainties and
complexities in the entire recovery process and the
limitation of resources [17]. ABM is also an objectoriented simulation technique that is capable to model
the performance of a system as the aggregation of the
interactions of multiple entities that form the overall
functionality of the system [18]. ABM contributes to
integration of social behaviors and human perceptions
into the risk and resilience assessment, which
significantly benefits the effectiveness of disaster
preparedness [19].
There is a rich body of knowledge about the
infrastructure resilience assessment employing a variety
of approaches and techniques to model pre-disaster
preparedness, post-disaster failures and disruptions, and
restoration of infrastructure systems. However, the main
emphasis in such research studies is the mitigation and
preparation actions and decisions to increase the
capacity of the infrastructure to cope with the risk of
disruptions. Thus, studies aiming at integrating societal
impacts of infrastructure disruption into infrastructure
resilience assessment during and after the disaster are
limited. One reason is that measuring the societal
impacts of infrastructure failures is also challenging in
the complex disaster context. Some of the existing
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studies have employed social media data to understand
the disaster impacts. For example, Samuel and Taylor
studies the correlation between vulnerable populations
and Twitter activities [20]. Neppalli et al. analyzed
human sentiment in Hurricane Sandy using Twitter
posts and showed that human sentiment varies across
different locations based on the distance to disaster [21].
Chen et al. performed sentiment analysis on tweets
posted during Hurricane Harvey to investigate
spatiotemporal parameters impacting human sentiment
in disaster situation [22].
In sum, since the infrastructure systems play key
roles in maintaining the well-being of the residents at
risk and developing opportunities to promote the quality
of life in the community, consideration of the societal
impact of the infrastructure disruption in the assessment
of resilience is imperative. Therefore, a proper resilience
assessment framework should be able to consider the
interconnection between the human and infrastructure.
The framework should also be able to appropriately deal
with large-scale human-generated data in infrastructure
disruptions.

3. The proposed theoretical framework
During the last decades, multiple resilience models
have been proposed to characterize the dynamic
situation and measure the quality of infrastructure
systems under the stress of disasters. For generality, the
quality of infrastructure is assumed to represent the
abilities of the infrastructure that can provide
functioning services to the residents [23]. The first
conceptual model was proposed by Bruneau et al.,
which measures the resilience of infrastructure as the
size of the expected degradation in quality (probability
of failure), over time (that is, time to recovery) [3]. The
proposed theoretical framework for infrastructure
resilience assessment is built upon this basic idea and
integrate the connections between the reactions of
vulnerable population and the performance of the built
environment which are exposed to the natural hazards
(see Figure 1).

3.1 Definitions of time and periods
To establish a common framework for examining
infrastructure resilience with the consideration of
human sentiments, a unified terminology is proposed,
while their relationships are analyzed and presented in
this paper.
Built environment including infrastructure systems
is firstly attacked by disasters when the disasters
approach the urban area (Figure 1, 𝑡"). With the increase
of the intensity and the cumulative stresses of the natural

disasters, disruptions start appearing in the built
(%)
environment (Figure 1, 𝑡# ). The disruptive events such
as utility cutoff and road closure further make negative
effects on human’s lives including limited access to
grocery stores and not being able to cook. The quality of
the infrastructure systems reaches to the minimum at
(%)
time 𝑡' [6]. Affected people have to take response
actions to protect themselves, repair the damages,
restore the qualities of infrastructure systems, and resist
the stress of natural disasters. After disasters pass and
restoration efforts are conducted, the infrastructure
(%)
systems resume operations at time 𝑡( , and people’s
sentiment also goes up again.
There are two important periods for measuring
infrastructure resilience and human sentiments:
absorption period and restoration period. In the
absorption period, infrastructure systems absorb the
stress from natural disasters. For example, the stress of
regular weather conditions such as drizzle and breeze
can be absorbed by the infrastructure systems and will
not lead to any disruptions. However, the infrastructure
cannot withstand extreme weather conditions such as
hurricanes, snowstorms, and earthquakes because the
stress of extreme weather conditions exceeds the
absorptive capacities of the infrastructure systems.
Physical disruptions serve as a form of absorption for
infrastructure to absorb the stress from the extreme
weather. The quality of the infrastructure drops to the
nadir when the physical disruptions happen. Hence, we
define the absorption period for infrastructure systems
(%)
is the time period between 𝑡" and 𝑡' . In the restoration
period, the infrastructure systems restore their
functioning based on the response and recovery actions
and the unloading of disasters. Thus, the recovery period
(%)
(%)
is defined as the period between 𝑡' and 𝑡( . Coupling
(%)
these two periods (from 𝑡" to 𝑡( ), the resilience of
infrastructure systems tends to be measured by a
resilience triangle implying the absorptive capacity and
restorative capacity of the infrastructure.
Facing the disasters, people may have their own
expectations for the intensity of the disasters and the
damages that would be caused by disasters. As affected
people experience the disruptive events and the
subsequent adverse impacts (e.g., life loss and property
damages), they would have different sentiments
regarding the differences between the real disruption
situation and their expectations. That is, people would
have highly positive expressions when the real situation
())
is better than their expectations at time 𝑡# . For
example, there are fewer damages or closed road
sections than the affected people predicted before the
disruptions. On the contrary, the sentiment of the human
expressions would drop fast if the severity of the
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disruptions exceeds the expectations and the affordable
capacities of affected people and reach to the minimum
())
at time 𝑡' . Similarly, the absorption period for humans
())
is defined as the period between 𝑡" and 𝑡' . Finally, the
human sentiment goes up when the services are restored
())
after the disasters at time 𝑡( . The recovery period for
())
())
humans is defined as the period between 𝑡' and 𝑡( .

3.2 Formulations of temporal differences
The dynamics of the infrastructure quality is
corresponding to the human sentiment in their relevant
posts, which can indicate the impacts of the
infrastructure performance on human lives. The changes
in human sentiments are also correlated to the timing of
the infrastructure disruptions and restoration. However,
the periods for infrastructure and humans do not always
perfectly align. Due the expectations and affordable
capacities of affected people, there exists temporal
differences of the time and periods between
infrastructure and humans. To better characterize their
correspondence and relations, we formulate two
indicators to quantify the temporal differences.
The first temporal difference captured in the
(%)
framework is the difference between the time 𝑡# when
())
infrastructure disruption happens and the time 𝑡# when
human sentiment starts to drop. We define this
difference, ∆# , as the capacity of humans to afford the
adverse impacts of the infrastructure disruptions. The
larger the ∆# is, the higher the capacity of the affected
people to withstand the impacts of disruptions.
(%)

())

∆# = ,𝑡# − 𝑡# ,

(1)

Similarly, we can define ∆' as the difference between
(%)
the time 𝑡' that disruption restoration is triggered and
())
the time 𝑡' that the human sentiment reaches to
minimum and starts to raise. ∆' is to measure the extent
to which the performance of infrastructure recovery
satisfies the expectations of the humans and the extent
to which the recovery of infrastructure relieves the
negative impacts of the disruptions.
(%)

())

∆' = ,𝑡' − 𝑡' ,

(2)

This indicator is important to measure the response and
recovery performance of facility agencies regarding the
service disruption. The higher the ∆' is, the worse the
recovery is. These two quantitative indicators are able
to capture the relation between infrastructure
performance and human sentiments, which contribute to
a comprehensive examination of infrastructure
resilience to disasters.

3.3. Model verification and validation
Once the dynamics of infrastructure performance
and human sentiments are characterized by the proposed
framework. There remains a critical question, whether
collective human sentiment exactly indicate humans’
perceptions regarding the performance of infrastructure.
This question is important because it is the key to the
reliability and validity of the results and finding
generated by the proposed framework. In this
framework, we employed two steps to conduct the
model verification and validation to ensure the validity
and reliability of the results and findings.
First, to verify the reliability and credibility of the
process when implementing the framework in real
cases, we proposed two approaches: verifying the
content of the tweets to confirm that the content and the
sentiment are matched; and verifying the user
distribution of their sentiments to confirm that there is
no dominant users who govern the collective
sentiments. These two approaches can benefit the
reliability of the sentiment measurement and the
findings when comparing the sentiments and
infrastructure performance.
Second, we validate the findings and implications by
using external sources such as public data from
infrastructure agencies, and household surveys from the
disaster-affected area. The data from infrastructure
agencies can precisely record the status of the
infrastructure facilities during disasters and have
quantitative measurements to indicate the performance
of service facilities. Additionally, household survey is
an important approach to collect the data about human
perceptions, impacts and reactions during the disasters.
Hence, the results from the household survey is reliable
to validate the results of the human sentiments analyzed
by the proposed framework.

4. Case study of Hurricane Harvey
To illustrate the capabilities of the proposed
theoretical framework, we conducted a case study for
two severe infrastructure disruptions (i.e., power
outages, and road closure) during the 2017 Hurricane
Harvey.

4.1. Disaster context and data collection
Hurricane Harvey, a category 4 tropical storm,
landed in Houston late August in 2017. As shown in
Figure 2(a), Hurricane Harvey brought rainfall from
August 27 to August 29, caused large-scale flooding and
undermined infrastructure systems in the affected areas.
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Table 1. Filtering keywords and the sizes of the relevant data
Infrastructure
Electricity
Transportation

Include: “electric”; or “power”; or “utilit”.
Exclude: “powerful”; and “powerfinal”.
Include: “road”; or “drive”; or “highway”; or “hwy”; or “traffic”; or
“tollway”; or “i10”; or “sh6”.
Exclude: “gucci1017”; and “pisces”.

41,915
83,293

25400

Houston

15
12
9
6
3

# of relevant tweets

18

Avg. rainfall (in)

Number of
relevant tweets

Filtering keywords

Electricty
Transportation

20400
15400
10400
5400
400

0
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(a)
(b)
Figure 2. Average rainfall in Houston (a) and number of tweets related to the infrastructure (b).
Specifically, more than 200 road sections were closed
due to flooding, and more than 100 thousand residents
are experiencing power outage due to the devastation of
transmission cables [24]. As such, power systems
(a.k.a., electricity) and transportation systems are two of
the most severely affected infrastructure systems during
Hurricane Harvey.
To investigate the impacts of Hurricane Harvey
during its entire life cycle, we collected the tweets
generated by Houston residents before, during and after
Hurricane Harvey (from August 22 to September 30).
Twitter Power Track API allows us to define the rules
based on the geographical information in the tweets, and
the user localities in their profiles [25]. Thus, to have a
complete picture of how humans behave in response to
the disaster, we define bounding boxes to cover the
entire Houston area, and also gather the tweets posted
by the users whose profile locality is in Houston. Using
these two criteria, we finally collected about 21 million
tweets for studying human reactions on social media in
the context of Hurricane Harvey.
To specifically examine the performance and human
sentiments for electricity and transportation systems, we
specified some relevant keywords to filter the tweets
from our complete dataset (see Table 1). Meanwhile,
using keywords for searching tweets may also induce
some noises in which the tweets contain the keywords,
but the content is irrelevant. To minimize the induced
noises, we went through the unique tweets in the filtered
datasets, identified some high-frequency noises which
are distinguishable by some irrelevant keywords, and
excluded these noises by adding rules in the filtering
process. In addition, because we mainly focus on the
performance and the societal impacts of the
infrastructure systems during and a few days after the

disaster, we select the data one day before the disaster
(August 26), three days during the disasters (from
August 27 to August 29), and six days after the disaster
(from August 30 to September 4).
Using both inclusion and exclusion keywords and
the time period, we finally get more than 41 thousand
tweets related to electricity systems and more than 83
thousand related to transportation systems. Figure 2(b)
shows the number of relevant tweets generated by
resident users each day during Hurricane Harvey. In
general, the numbers of relevant tweets have similar
trends as the intensity of the rainfall when Hurricane
Harvey approached to Houston. However, the tweets
related to transportation systems had quadrupled in the
first day of the disaster, which indicates damages and
human concerns related to transportation systems. The
following sections will measure the human sentiments
in these relevant tweets and analyze the relationship
between infrastructure resilience and human sentiments.

4.2. Human sentiments on social media
Detecting sentiments for social media messages is an
important component in the proposed framework.
Human sentiments can be either categorical (e.g.,
positive, negative or neutral) or numerical (e.g., scores
for representing the sentiment) [26]. With the
development of sentiment analysis in the past decades,
the methods for labeling the sentiments for texts are
mainly in two types: supervised learning methods and
lexicon-based methods. Supervised learning methods
such as Support Vector Machine, Naive Bayes, and
Maximum Entropy algorithms require labeling,
training, and validation for detecting the sentiment for a
set of data. Lexicon-based methods such as VADER
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Figure 3. Average sentiment scores of human reactions related to (a) electricity and (b)
transportation on social media during Hurricane Harvey. The width of the line in both figures
depends on the slope of the line. The lower the slope, the wider the line.
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Figure 4. The distribution of sentiment population on social media during (a) absorptive period
(Aug.28 – Aug. 29) and (b) restorative period (Aug. 30 – Aug. 31). The density of the population
in each diamond is normalized by the ratio of the population in two periods.
(Valence Aware Dictionary for sEntiment Reasoning)
combine the dictionary of emotions where words are
attributed to a given sentiment strength and predefined
rules for classifying sentiments [26]. Recent studies
tested both lexicon-based methods and supervised
learning methods on Twitter data, and the lexicon-based
methods show the high quality in the results.
The accuracy of VADER in Twitter data for
hurricane context has been demonstrated in the study for
Hurricane Sandy [27]. As such, this study employed the
VADER Sentiment package, a lexicon and rule-based
sentiment analysis library considering also lexical
features of tweets such as sentiment-related acronyms
and initialisms (e.g., LOL and WTF) [28]. VADER
gives the sentiment scores between -1 (extremely
negative sentiment) and +1 (extremely positive
sentiment), with 0 values representing sentiment
neutrality. To capture the collective sentiment across all
social media activities each day, we averaged the
sentiment scores for all relevant tweets generated each
day and mapped the changes in the 10-day period.
As shown in Figure 3, the average sentiment scores
for electricity system and transportation system have a
similar trend. Starting from neutrality, the average
sentiment scores went up first. It indicates that the
infrastructure systems perform better than people’s
expectation, even though disruptions had happened at

that time. However, the infrastructure systems reached
the maximum of their absorptive capacity fast and broke
down, which caused significant adverse impacts on
affected people. Thus, human sentiments in relevant
tweets declined rapidly in both figures. Then, after
Hurricane Harvey dissipated and response actions such
as maintenance applied, partial restoration of failure
infrastructure systems make the services recovered.
Human sentiments on social media were also dominated
by highly positive messages when the infrastructure
restarted functioning and then returned to neutrality.
The inferences and findings from the results in this
section will be validated in the following two sections.
Further, to characterize the sentiment of online
users during the disasters, we need to convert the
sentiment scores into categories for the tweets. As
mentioned earlier, the sentiment scores detected using
VADER approach ranges from -1 to +1. We divided the
scale of the score into three sections and classified the
tweets into positive (from +0.33 to +1), neural (from 0.33 to +0.33), and negative (from -1 to -0.33)
categories based on their sentiment scores. Then, we
calculated the ratio of the tweets in three categories for
all online users. Figure 4 shows the population
distribution with different ratios of positive, negative,
and neutral tweets in absorption and restoration periods.
Comparing the results in these two figures, we can find
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Table 2. Infrastructure status carried by human sentiment reactions on social media
Infrastructure

Electricity

Date

Sentiment

Human Sentiment Reactions on Twitter

Aug. 26

Negative

“Downed poles &amp;amp; power lines in the 3300 block of Ave I.
Roadway is shut down in the area. Harvey.”

Aug. 27

Negative

“It's all good til the storm knock the power out right b4 the damn fight.
Fuck you, Harvey.”

Aug. 28

Positive

“My house didn’t flood, the power didn’t go out and we have plenty of
water I feel so blessed GOD IS GOOD!!!”

Aug. 29

Positive

“House didn't flood, cars didn't flood, didn't lose electricity even once.
My family &amp; neighbors are so fortunate, beyond the…”

Negative

“houstonisd may not open Sept. 5. They are still evaluating. Some
schools have power issues, roof damage…”

Positive

“Good Evening. If you are still without power, contact us with your
service address in a DM so I can investigate. Thanks.”

Positive

“Power is so mf good”

Aug. 30
Aug. 31
Sept. 1
Sept. 2
Sept. 3

that fewer people in the absorption period posted
negative tweets, while the majority of the people in the
restoration period have a large proportion of negative
tweets. The results of the population’s sentiments are
consistent with the results for all relevant tweets. The
results also imply that the average sentiment scores are
derived from the affected population and not driven by
some dominant Twitter accounts.

4.3. Graph-based text summarization
A large number of relevant social media data were
generated by disaster-affected people during the
disaster. However, going through all relevant tweets to
summarize the important situational information is
time-consuming. As suggested by existing studies,
important situational information tends to be repeated
and retweeted many times on social media [29].
Accordingly, the tweets which contain important
situational information will have high similarities with
the other relevant tweets and also have lots of retweets.
Based on these assumptions, a graph-based approach
was adopted to capture critical situational information
related to the infrastructure systems by identifying
critical relevant tweets [25], [30].
First, all relevant tweets for an infrastructure system
were represented by a vector using a latent space model,
term-frequency-inverse-document frequency (tf-idf).
Then, we calculated the pairwise cosine similarities
among all tweet vectors. Doing so, we can construct a
weighted semantic graph, G=(V(G), E(G),w), in which
the nodes represent the tweet vectors, the edges and the
weights represent the similarities among the tweet
vectors. Using the degree centrality in network theory,
we can calculate the weighted degree centrality for each
node and rank them to identify the critical tweets which

have the highest degree centrality in the graph. Finally,
we converted the critical tweet vectors back to the
original tweets for reviewing the situational information
contained in the tweets.
Table 2 shows the results of the graph-based text
summarization for the situation related to the electricity
systems during and after disasters. The sentiment
categories labeled by the VADER package are also
displayed for each critical tweet. The text
summarization for transportation systems shows the
same findings. To avoid redundancy, here, we only
show the results for electricity systems. As implied by
the results, the power outage caused by the disasters
would lead to negative sentiment for affected people
(situation on August 27). However, people would also
have highly positive sentiment if the performance of the
infrastructure exceeds their expectation (situation on
August 28). When Hurricane Harvey dissipates, the
power system was repaired in time and gradually
restored. Therefore, the messages with highly positive
sentiments on social media were growing and becoming
dominant (situation on September 2 and 3). The results
in Table 2 show that the human sentiment on social
media is corresponding to the infrastructure status. Such
relationship provides useful insights allowing us to
assess
the
infrastructure
resilience
through
consideration of human sentiments on social media.

4.4. Framework calibration and validation
To validate the relation between human sentiments in
relevant tweets and the infrastructure performance
during Hurricane Harvey, we collected statistical data
from infrastructure management agencies to make a
comparison between average sentiment scores on social
media and disruptive events in the built environment.
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Figure 5. Number of customer outages of CenterPoint Energy (a) and number of closed main
roads (b) in Houston during Hurricane Harvey.
The functioning of electricity systems mainly replies
on the quality of the transmission and distribution
service providers (TDSPs). In Houston, CenterPoint
Energy serves as the area's TDSP and works with about
85 Retail electric providers (REPs) [31]. Thus, instead
of customers’ own REP, CenterPoint Energy takes the
responsibility of the power services in Houston.
Accordingly, we collected the data for the number of
customers outages during Hurricane Harvey from the
U.S. Department of Energy to examine the performance
of the electricity systems in disasters (see Figure 5(a))
[32]. The number of power outages increased fast at the
beginning of the disaster. That is a common situation in
a lot of previous disasters [33]. Thus, the cutoff of the
electricity did not lead to highly negative sentiments on
social media. On the contrary, human sentiment
increased because some areas that had experienced
power outage in previous disasters had power during
Hurricane Harvey. The performance of the power
systems exceeds the expectations of the people in the
affected area. However, when the power outage
continuously expanded and persisted, people’s
sentiments on social media declined fast. Since the
restoration of electricity systems was very efficient after
Hurricane Harvey, human sentiment returned to growth.
To validate the results related to transportation
systems, we gather the data about the closed roads in
Houston from a partner of the City of Houston [34].
There are about 187 closure reports with the start and
end dates of closure for the main roads in Houston. The
period of a road closure includes the dates when the
closure starts and ends. As shown in Figure 5(b), the
number of closed roads increased along with the
cumulative stress of Hurricane Harvey. During the first
three days, the transportation systems absorbed most of
the stress from the disaster, which leads to an increase
in human sentiments on social media. However, in the
following four days, the number of closed roads kept
increasing and reached to a peak point on August 31.
Hence, human sentiments on social media declined
significantly and reached to the lowest point on August

Transportation

Electricity
0%
High Priority
Low Priority
No response

20% 40% 60% 80% 100%
Medium Priority
Not a Priority at all

Figure 6. Residents Attitude about Priority
for Investment in Transportation and
Electricity systems
31 as well. After the flood water receded, the number of
closed roads decreased and the human sentiment
correspondingly increased. Based on the observations,
we find that the dynamics of human sentiments in social
media activities correlate to the performance of the
infrastructure systems during the disasters.
Considering the time that Hurricane Harvey
(%)
approaches the area (𝑡") as 𝑡# for both infrastructure
systems, we can define and measure ∆# measuring the
difference between the infrastructure disruption start
(%)
())
time 𝑡# and the time sentiment start to drop 𝑡# ,
which indicates that the disruption is exceeding
absorption capacity.
Results show that ∆𝑡. for
electricity is 3 days while for transportation it is 4 days.
It indicates that the disruption in transportation has been
more tolerable and/or expected for residents. Similarly,
we can define and measure ∆𝑡' , which is the difference
between the time that disruption restoration is triggered
(%)
𝑡' and the time that the corresponding human
())
sentiment reaches to minimum and starts to raise 𝑡' .
For the case of Hurricane Harvey in the study area, ∆𝑡'
for electricity is equal 2 days while it equals 1 day for
transportation. It indicates that the restoration of
electricity has not been in accordance with human
expectation compare to the restoration of transportation
system. To better understand this phenomenon, we
compared the findings of this study with a result of a
household survey conducted by the authors following
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Hurricane Harvey which investigates residents’ attitude
regarding investment priorities for infrastructure
systems during recovery period of Harvey. The survey
asks 209 individuals about their perceived priority of
investment in different infrastructure systems. Figure 6
compares residents’ attitudes regarding priority of
investment in Transportation and Electricity. It can be
seen that overall, residents support putting higher
priority on electricity. It is aligned with the finding there
is a need to invest to make electricity more resilient to
meet the expectations of residents in future floods.

5. Concluding Remarks
This paper proposed and tested a theoretical
framework to integrate societal impacts of infrastructure
disruptions for infrastructure resilience assessment. The
application of the proposed framework was
demonstrated in a case study of electricity and
transportation systems in Houston during the 2017
Hurricane Harvey. The results show that the dynamics
of human sentiments in relevant social media activities
correlate to the performance of infrastructure systems in
disasters. The findings contribute to a better
understanding of infrastructure resilience and human
mental and physical capacities under the stress of
disaster disruptions. Assessing infrastructure resilience
is inevitably a complex process in which human and
infrastructure are dynamically involved and interact
with each other. This study is a first attempt for
structuring the complex relationships between human
and infrastructure systems in disasters. The proposed
framework can be generalized and integrated in the
Smart City Digital Twin paradigm to enable monitoring
and analysis of the performance of infrastructure in
disasters. As such, the digital twin can not only have the
digital version of physical facilities and environment,
but also incorporate the digital version of humans in
coping with the disruptions. Through the use of digital
twin, in particularly, future studies can examine other
disaster contexts and evaluate the universality of the
human-infrastructure relation identified in case study.
Practically, the digital twin of smart cities
incorporating human sentiment can allow infrastructure
management agencies to better capture and respond to
the disruptive events. The relationship between human
sentiments and the infrastructure status can imply the
capacities of vulnerable people to withstand the adverse
impacts of the disasters. For example, the fact that the
sentiment about electricity starts to drop in 3 days after
the disruption shows that there is a need to plan to
enhance the resilience in power system to avoid power
outage for more than 3 days. Besides, the pace of
restoration for electricity has not been aligned with

residents’ expectations, which should be considered in
resilience enhancement and risk mitigation programs. In
addition, the findings also provide evidence for
prioritization of response and recovery actions. For
example, as discussed in framework calibration section,
the effects of power outages and road closures vary.
People’s endurance for the failure of transportation is
more than their capacity for power outages in the studied
case. Considering other evidences such as infrastructure
interdependencies in the Smart City Digital Twin, the
infrastructure management agencies can make better
decisions on the allocation of their response and
recovery efforts.
Although the proposed theoretical framework can
capture empirical evidence for assessing infrastructure
resilience, there are also some induced limitations. The
most important limitation is that, human sentiments are
measured from empirical datasets in past natural
disasters and difficult to be incorporated in simulation.
The smart city digital twin has a component of
simulation to assess and examine the resilience
capacities for optimized infrastructure systems. Further
studies can extend this framework to quantify people’s
expectations for the performance of infrastructure
systems in disasters and deal with the potential attacks
such as cyber-attacks in digital twin.
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