Abstract
Introduction
In theory multiple transmit and receive antennas can greatly increase the capacity, as well as significantly lower the probability of error, of a wireless communications link. One practical scheme for for transmittng information over a flat-fading, rich-scattering, wireless environment is Bell Labs Layered Space-Time (BLAST) [ 11. BLAST has the potential to increase the capacity of the wireless link by a factor of M (where M is the minimum of the number of receive and transmit antennas), and is applicable for fixed wireless access (as in a wireless LAM).
Since multi-antenna communications allows for information transmission at very high rates, a major issue of concern is to keep the computational complexity of the decoding algorithm within reasonable bounds. Thus, maximum-likelihood decoding, for example, is clearly beyond question since it typically requires a search over the prohibitively large set of all possible transmitted signals. BLAST alleviates this problem by employing a "divide and conqure" decoding strategy: at each time instant, rather than jointly decoding the signals from all the transmit antennas, BLAST first decodes the "strongest" signal, then cancels the effect of this strongest transmit signal from each of the received signals, and then proceeds to decode the "strongest" of the remaining transmit signals, and so on. This detection scheme is referred to as sequential nulling and cancellation. The optimal detection order is from the strongest to the weakest signal, since this minimizes the propagation of errors from one step of detection to the next.
It turns out that the main computational bottelneck in the BLAST algorithm is the step where the optimal ordering for the sequential estimation and detection of the transmitted signals, as well as the corresponding so-called nuling vectors, is determined. Current implementations of BLAST devote over 80% of the total computational cost to this step. This high computational cost limits the scope of applications that admit inexpensive real-time solutions. Moreover, when the number of transmit and receive antennas is large, the repeated pseudoinverse computations that BLAST requires can lead to numerical instability, and so a numerically robust and stable algorithm is desired.
In an attempt to reduce the computational complexity of BLAST, in this paper we develop an efficient square-root algorithm for the nulling-vector optimal-ordering step. The main features of the algorithm include eficiency: the computational cost is reduced by an order of magnitude, effectively from 0 ( M 3 ) to 0(M4), and numerical stability: the algorithm is division-free and uses only orthogonal transformations.
The remainder of the paper is organized as follows. Sec. 2 describes the basic model for BLAST and outlines the nulling and cancellation idea. The optimal detection order and the nulling vectors are obtained from the repeated computation of the pseudoinverses of certain deflated subchannel matrices. Sec. 3 gives the main result of this paper. It is first shown how it is possible to obtain the optimal or- The assumption of a flat-fading environment essentially means that the signals are narrow-band, so that we may assume a channel that is not frequency-selective. In this case, the relationship between the transmit and received signals at each time instant may be written as:
where H E C N x M is the channel matrix and v E C N represents spatially and temporally additive white-noise. The assumption that the channel is rich-scattering essentially means that the elements of the channel matrix (when viewed as random variables) are independent of one another.
Finally, it is also convenient to partition the channel matrix into its rows and columns as follows:
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The Procedure
In BLAST information is transmitted in bursts of length LT + Lp, where LT denotes the length of the training se-1256 quence and Lp denotes the length of the payload. Detecting the payload signals consists of three main steps:
1. Estimate the channel matrix using the training sequence.
2. Determine the optimal detecting order and the MMSE nulling vectors.
Successive nulling and cancellation:
(a) obtain the least-mean-squares estimate of the "strongest" transmit signal.
(b) slice the least-mean-squares estimate to the nearest value in the signal constellation.
(c) cancel the effect of the sliced strongest transmit signal from the vector of received signals and return to step (3a).
We now focus on step 2 of the above procedure. Ha,j is referred to as the i-th MMSE nulling vector. The covariance matrix for the estimation error s -8 is readily seen to be or, using the pseudo-inverse:
Optimal Ordering and MMSE Nulling Vectors
Clearly, the "stiongest" signal among the entries of s will be the one with the smallest error covariance, i.e., the one for which -Pii isthe smallest.
Suppose that the order of the entries of s are arranged such that the strongest signal is the M-th entry. Then we can independently slice i~ = HL,Mz to obtain a fairly accurate estimate of the signal SM. If we denote the sliced value by S M (i.e.. if we assume correct detection), then we can use S M to improve our estimate of the remaining M -1 signals. Thus treating S M as a known quantity, we obtain the following reduced order problem:
Processing the payload: 2MNLp.
When M = N these complexities simplify to 2M210g,LT, T M 4 and 2M2Lp, respectively. Thus the complexity of the optimal ordering and nulling vector computation grows as the fourth power of the number of transmit antennas.
To gain some perspective on the relative computational complexities of the above three steps. let us consider an application that targets the transmission of 1M/s of data over a 30khz wirelesschannel. Such a target can be achieved usulation, LT = 32, Lp = 100, and M = N = 14 antennas.
where we have defined the deflated matrix* ing a transmission rate of24.3 ksymbol/sec, 16-QAM mod-
IdM-'), and the reduced signal vector, d M -l ) , as
The resulting relative computational complexities are given 
Basic Algorithm
The basic idea can thus be summarized as follows:
1.
2.
3.
4.
5.

6.
2.3
Find P = (a1 + H*H)-l and Hi.
Find the smallest diagonal entry of P and reorder the entries of s so that the smallest diagonal entry is the last (M-th) one.
F O~ the least-mean-squares estimate i M = H:,,z.
Obtain S M (via slicing) from i~ = HL,Mz.
Cancel the effect of S M and consider the reducedorder problem (4).
Continue to find P ( M -l ) and HiM-')+, and so on.
Computational Complexity
The computational complexity of each step of the method just described can be given as follows.
Channel estimation: 2ibfNlog2L~ (assuming the training sequence is obtained from an FFT matrix.)
Determining the nulling vectors and optimal ordering: This requires the computation of M pseudoinverses, one for each deflated subchannel matrix. The most numerically stable way to compute the pseudoinverse is via the singular value decomposition. For this scheme, using 121, the computational complexity can be shown to be N2M2 + 2NM3 + -M 4 .
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The dominant portion, nearly %90, of the computation involves determining the nulling vectors and optimal ordering. The question that begs itself, therefore, is whether this computation be reduced in a numerically stable way?
Objectives
In coming up with an alternative algorithm the following In what follows, we will propose a square-root impleample, is undesirable).
tain P is undesirable).
formations. mentation of the algorithm that meets the above goals. where P1/2P*/2 = P. Thus, given P1l2 and Qa, we can compute both the pseudoinverse and the error covariance matrix. However, before addressing the question of how best to compute P 1 / 2 and Qa, let us focus on:
1. How to find the smallest diagonal entry of P? '2. How to find the square-root factor of P(M-') from .
. 3 . How to find the nulling vectors?
The answers follow. 
Conclusion and Final Remarks
In this paper we developed an efficient square-root algorithm for BLAST which offers an order of magnitude of savings in the computational complexity compared to earlier methods.
The prominent component of the algorithm is the use of unitary transformations (the Oi and the C) which introduce zeros in prescribed entries of given row vectors. These can be performed by either using a Householder reflection, or a sequence of Givens rotations (see, e.g., [2, 31. In hardware, the sequence of Givens rotations can be implemented using division-free methods, such as the CORDIC method. They can also by parallelized by means of a systolic-array-type architecture. Moreover, the algorithm can be generalized to take account of updates to the the channel matrix. This could result in changes to the optimal ordering for estimating the signals. Finally, the savings in computational complexity, as well as the numerical stability, of the algorithm suggest that it may be possible to implement the algorithm using a single commercial fixed-point DSP processor.
