Cigarette market is a kind of monopoly market which is closed loop running, it depends on the plan mechanism to schedule producing, supplying and selling, but the "bullwhip effect" still exists. So it has a fundamental significance to do sales forecasting work. It needs to considerate the double trend characteristics, history sales data and other main factors that affect cigarette sales. This paper depends on the panel data of A province's cigarette sales; first we established three single forecasting models, after getting the predicted value of these single models, then using the combination forecasting method which based on PLS to predict the province's cigarette sales of the next year. The results show that the prediction accuracy is good, which could provide a certain reference to cigarette sales forecasting in A province.
Introduction
China has the world's largest cigarette production and consumer, the contribution of tobacco excise tax and other taxes have been living in the forefront of the Industry over the years, it plays an important role on the national's economic development and the structure stability of tax revenue. At the same time, this industry is protected by the Tobacco Monopoly Law, during a longterm it is in a monopoly business state, closed and planning is the main operational features of it. As a monopoly market, scientific prediction of cigarette sales can eliminate the "bullwhip effect" in the tobacco supply chain effectively, particularly, it's important in the background of enterprises separation of industrial and commercial in China's tobacco industry. Sales forecasting is the premise of the enterprise's budget management, it is also a benchmark of the performance plan, and the prediction accuracy greatly affect the scientific nature of the decision-making behavior. Therefore, in recent years, many scholars have researched the predicting method of cigarette sales, such as multiple linear regression method, ARMA prediction method, time series forecasting method, extension clustering method, artificial neural networks, gray model [1] , these methods mine the essence of sales forecasting in different aspects, however, due to the limitations of a single method, and the data processing accuracy is not high enough, it is necessary to propose a new prediction method, in order to further improve the accuracy of sales prediction.
Based on the above discussion, this paper considers the characteristics of double trend (long-term trend factors and seasonal factors for cigarette sales), history sales data and other main factors that affect cigarette sales. Then depends on A province's cigarette sales panel data, first we established three single forecasting models (ARMA model, Holter-Winter season product model, time series decomposition model), after getting the predicted value of these single models, then using the combination forecasting method which based on PLS to predict the province's cigarette sales of the next year, in order to further increase the sales forecasting accuracy.
Literature Review
Sales forecasting is trying to use a specific method to identify specific sales law, but in a seemingly chaotic historical sales data. There are many traditional forecasting methods such as linear prediction method, moving average method, multiple regression method, Box-Jenkins method, Markov chain prediction method and so on [2] . The application of these methods have specific requirements for the sample itself (linear sequence law or the sample size is large enough), however, in practical ap plications, the historical sequence of product sales isn't often fully satisfy the linear law or has a insufficient sample size, so the forecasting effect will be affected by a certain degree of influence. In China cigarette sales meet the obvious characteristics of time series, monthly sales data influenced by consumer groups which have obvious seasonal characteristics, therefore it often consistent with the typical characteristics of double trend, and the predicted value tends to have a high correlation with the history of cigarette sales. Prediction methods such as autoregressive moving average model, HolterWinter season product model [3] and time series decomposition method [4] can solve the problems of cigarette sales forecasting better in practice.
Holter-Winter season product model and time series decomposition method are traditional time series forecasting analysis methods, building a time series model appropriately can effectively eliminate the uncertainties related with the future. Time series method requires the prediction object has a correlation with the current economic trends, at the same time prediction analysis has an extremely short-term meaning, therefore the effect of these two time series analysis methods used for multistep prediction will be affected [5] . ARMA model is a kind of commonly used stochastic time series model, foreign scholars Robert Yaffee and Monnie McGee said, to short-term forecasting which have stable and seasonal characteristics, ARMA model can get a more reliable prediction result, and can achieve the desired confidence interval [6] . ARMA model has strong flexibility, it can express the various properties of time series that appear in the actual work, but the prediction often requires relatively large amount of data. In addition, to some smoothing methods, when new data can be taken advantage of, updating the ARMA model parameters is not an easy task [7] . These three single forecasting models all have their own characteristics, advantages and disadvantages, when used alone, we can only use a certain point of the effective information. Furthermore, single model will also be affected by the model's set conditions and other factors, therefore, when in predictions, it often demonstrates that the range of information sources is not enough, and the forecasting accuracy is difficult to meet the requirement [8] . The choice of a forecasting method should consider the prediction object, forecasting range, as well as the data and other factors, so we can comprehensive use the advantages of the single prediction method, in this case, the importance of the combination forecasting method has been put on the agenda.
Combination forecasting method is trying to integrate the prediction results of a variety of forecasting methods through the establishment of a combined forecasting model, so as to get a more accurate forecasting range, and for system analysis or decision-making using. In 1969, J.M. Bates and C.W.J. Granger published the article named combination forecasting on Operational Research Quarterly [9] , they systematic studied the combination forecasting method for the first time, and it had caused the attention of many forecasting scholars. After the 1970s, combination forecasting research gradually caused the attention of scholars, and published a series of papers about combination forecasting, comparing with individual prediction methods, it has a incomparable advantage in improving the prediction accuracy, and in recent years it received an extensive attention from scholars [8] .
The most concerned of combination forecasting is how to calculate the weighted average coefficient, so that the combination forecasting model can be more effective to improve the forecasting accuracy, domestic and foreign scholars have proposed a series of combination forecasting method, commonly has minimum difference method, no constraint least square method, constrained least squares method, Bayes method, recursive combination of prediction method and so on [10] . However, the above combination prediction methods often give different weighted average coefficient depending on the types of single forecasting method. To a single prediction method the weighted average coefficient at each point is the same. However, single prediction method may have high prediction accuracy at one point, lower in forecast accuracy at another point, so it is necessary to discuss a new combination forecasting model, so that the empowerment of the new model can base on the level of fitting accuracy at each point of the single forecasting method.
In addition, because of ARMA model, Holter-Winter season product model and time series decomposition method all belong to the context of the time series method, the prediction results of these three individual forecasting methods generally have a higher correlation, Partial Least Squares method (PLS) can modeling in the case of a limited amount of data and effectively solve this problem [11, 12] , while absorbing the advantages of each individual prediction model, it also tries as much as possible to improve the prediction accuracy. This paper presents a new combination forecasting method based on PLS, its basic idea is to consider the single prediction method' prediction value as the independent variables, to consider the predict object as the dependent variable, then building the partial least squares regression, its biggest advantage is to consider the independent variable, while also taking into account the information of the dependent variable, so we could get a more reliable combination forecasting results.
In this paper, the general idea is shown in Figure 1 , in order to ensure the forecasting accuracy of the results in a greater extent, we established three single forecasting models, after getting the predicted value of these single models, then using the combination forecasting method which based on PLS to predict the province's cigarette sales of the next year, so as to further improve the prediction accuracy.
Methods and Principles

The Principle of ARMA Model
ARMA model is a kind of commonly used stochastic time series model, proposed by G.E.P. Box and G.M. Jenkin, it is also known as the B-J method [13, 14] . The basic idea of this method is talked at below, some time series is a set of random variables depends on the time t, although the single sequence values that constitute the time series is uncertainly, however, the changes of the entire sequence has a pattern to follow, analyzing it through the establishment of corresponding mathematical model, we can get a better understanding of the structure and the characteristics of time series, and to achieve the optimized prediction results within the minimum variance [15, 16] .
There are three basic types of ARMA model, auto-regressive (AR) model, moving average (MA) model, auto-regressive moving average (ARMA) model [17] [18] [19] [20] .
If the time series y t is the random error of its current and its early value, as well as the linear function of its early value, then the (p, q) order autoregressive moving average model is called ARMA (p, q) model, the general form of it is, 
In (1), the real parameter  1 ,  2 , ···,  p , is the autoregressive coefficient, θ 1 , θ 1 , ···, θ q is the moving average coefficient, it's the model's parameters to be estimated. Introducing the lag operator B, the above equation can be abbreviated as,
The Principle of Holter-Winter Season Product Model
Holter-Winter season product model belongs to the method areas of multi-parameter exponential smoothing, including non-seasonal model and seasonal product model. Cigarette sales data both have the characteristics of trend and seasonal fluctuations, therefore, this study selected the Holter-Winter season product model [21] . The model has three smoothness indexes α, β and γ (0
The prediction model is,
In (3.3),
s is the length of the seasonal cycle, in here it stands for monthly data, the cycle is 12 months, that is s = 12.
If t = T (The last cycle), then the prediction formula is,
In (7), a t is the intercept, b t is the slope, c t is seasonal factor (seasonal index). It can be seen that they are obtained by smoothing.
Because of the trend term and the season term of this model are obtained by calculating the smoothed value, so this method is similar to other smoothing methods, mainly reflects the changes of recent data, so it is suitable for short-term forecasts.
The Principle of Time Series Decomposition Method
Traditional time series analysis [22] due the fluctuation of time series to four factors, trend variation (trend, T), seasonal variation (seasonal, S), cyclical variation (circle, C) and irregular variation (irregular, I). Among them, the cyclical variation refers to the cycle changes of years, it usually refers to the economic cycle. Irregular variation namely random variation, the relations between the four variations and the original sequence are summarized as two models, multiplicative model, Y = TSCI additive model, Y = T + S + C + I Among them, multiplicative model is suitable for the case of that T, S and C is interrelated, additive model is suitable for the case of that T, S and C is independent of each other. In this paper we use the multiplicative model to predict the cigarette sales.
The main purpose to decomposition time series is to break down the fluctuations factors of time series, so that the specific circumstances of each part of the fluctuations can be clearly observed, in order to provide the conditions for the in-depth study of the variation of the various parts of fluctuations.
The Principle of PLS
Partial Least Square (PLS) analysis, is a new type of multivariate statistical data analysis methods which is extracted from the application field, it was proposed by S. Wold and C. Albano (1983) [23] , this analysis method is mainly applied to linear regression modeling between multi-dependent variables and multi-independent variables, and it can effectively solve many complex problems that an ordinary multiple linear regression can not solve. S. Wold [24] and Agnar [25] pointed out that it not only can solve the existence of multiple correlation problems in the multiple regression independent variable system, but also can create the regression model when the sample size is less than the number of variables. The PLS regression method is a improvement of the Principal Component Regression (PCR) analysis method, in the process of extracting component, PLS not only takes the information of the independent variables into account, but also taking into account the information of the dependent variables, it overcomes the adverse effects of multicollinearity in system modeling, it can get a more reliable analysis results.
Because this research mainly talks about the prediction of cigarette sales, involving only one dependent variable (cigarette sales), so it is necessary to introduce the regression method of single dependent variable of PLS. Given that the dependent variable is Y and P numbers of independent variables form the independent variables set X = [x 1 , x 2 , ···, x p ], first, PLS regression method extracts t 1 from the matrix, it is required that it should carry the variation information in X as far as possible, it should also have a great relevance with Y. If the regression equation has reached a satisfactory accuracy, then the 5.1.1. The Forecasting Results of ARMA Model algorithm terminates. Otherwise, using the residual information that X has been explained by t 2 and the residual information that Y has been explained by t 1 to do the second round of component extraction, so back and forth, until you can reach a satisfactory statistical accuracy. Assuming that we finally extract m components from X, they are t 1 , t 2 , ···, t m , then PLS will establish the regression between Y and t 1 , t 2 , ···, t m , finally expressed as a regression equation of Y on the original variable X.
By calculating, the software outputs the fitting effect figure of the actual values and the predicted values (Figure 2) , as can be seen from the Figure 2 , using ARMA model to predict, the projected trends and the actual development trends is very consistent, we can make an intuitive judgment that the forecasting results is satisfactory. After further calculations, the annual forecasting absolute error range of ARMA model is between -60,419 to -26296.7, the mean relative error is -2.37%, range between -3.16% to -1.45%.
Data Collection
We obtained A province's actual cigarette annual sales data and monthly sales data (January 2004 to December 2011) from A province's Tobacco Monopoly Bureau (company). Before 2004, the tobacco system's information management is not well organized, sales data was manual recording and incomplete, and some data is lost, so the previous data is not used in this study.
The Forecasting Results of Holter-Winter
Season Product Model By calculating, the annual forecasting absolute error range of Holter-Winter season product model is between -13223.389 to 827.463, the mean relative error is -0.27%, range between -0.75% to -0.05%, from the 
Data Processing
To ARMA model, Holter-Winter season product model, and time series decomposition method, we use EViews 6.0 [15] for data processing. To PLS combined model, this study use SPSS16.0 and SIM CA-P12.0 for data processing.
The Forecasting Results of Single Prediction Models
Considering that the forecasting steps of a single predicttion model is a lot, in view of the reasons of space, in this paper, we give the finally prediction effect fitting figure or other core steps of the three single prediction models. accuracy of Holter-Winter seasonal product model is good.
The Forecasting Results of Time Series
Decomposition Model By calculating, the annual forecasting absolute error range of time series decomposition model is between -14479.355 to 3763.287, the mean relative error is -0.393%, range between -0.853% to 0.202%, from the Figure 4 we can see that the forecasting results is satisfactory, namely the prediction accuracy of Holter-Winter seasonal product model is good.
Comparing between the Prediction Results of the Three Single Prediction Models
We use A Province Tobacco Company's sales data during 2004-01 to 2011-12 as the researching object of this study, first we established three single forecasting models to predict the province's cigarette sales of the next year, to compare the prediction accuracy of the three single prediction models, we use forecast absolute error sum of squares as the index to measure the prediction accuracy of the model, prediction error sum of squares is an good indicator to reflect the prediction accuracy, the comparison results of prediction accuracy of the three single forecasting models are shown in Table 1 . From the comparison results we can see that among the single forecasting models, Holter-Winter model's prediction accuracy is close to the model of time series decomposition, but ARMA model's accuracy is relatively poor.
Combination Forecasting Model Based on PLS
As we use all the three single prediction models to predict A province's cigarette sales, so there must have a high degree of correlation between the three models' prediction results and the actual sales, in this Table 2 , we can see that there is a high de gree of correlation between the prediction results of three single prediction models and the actual sales, and there is also a high degree of linear correlation between the predicted values, further proof that use PLS for combination forecasting is necessary. After a preliminary analysis, this article takes the prediction results of the three single forecasting models as the independent variable, takes the actual sales as the dependent variable, then building the partial least squares regression model, when we extract one component, we have extracted 99.9% information of the independent variable and 97.5% information of the dependent variable, at this time the error sum of squares is minimum, then we establish the combination forecast model, prediction results are shown in the Figure 5 .
We can see from the above figure that the data points which is constituted by predicted values and the original observation values are distributed near the diagonal of the regression graph, further calculation shows that the regression coefficient of original observations and predicted values is 0.9898, this indicates that the difference between predicted values and original values is small, the fitting results is good, further demonstrating that the effect of using this model to analyze A province's cigarette consumption demand is very good, it can greatly improve the prediction accuracy of the cigarette sales in the coming year.
After further calculation, we can get the absolute error and absolute error sum of squares of this combined model, in Table 3 we can see that the absolute error sum of squares of the combination forecasting model based on PLS is 498,982,516, this value is just the 35.8%, 32.4% and 4.65% of Holter-Winter season product model, time series decomposition model and ARMA model. It is thus clear that, comparing with the single prediction model, the prediction accuracy of the combination forecasting model based on PLS is improved obviously, especially to the ARMA model, PLS combination forecasting model greatly improve its prediction accuracy.
At last, we use PLS combination forecasting model to predict the cigarette sales of A province in 2012, results are shown in the Table 4 . 
Conclusions
In this study, we overview the combination forecasting methods and models, on the basis of summing up the achievements of previous studies, this paper presents a new combination forecasting method based on PLS, and we use it to predict the cigarette sales of A province in 2012. The results here show that, the fitting index between prediction results and actual sales of each single prediction model is good. Comparing with the single prediction model, the prediction accuracy of the combination forecasting model based on PLS is improved obviously, shows that this method can effectively integrated the information of single forecasting methods, it is effecttive and feasible. In addition, a major innovation of this article is the way to build the combination forecasting model, it is different from the traditional method of calculating the weighted average coefficient, in this paper, we use the PLS method to establish the regression model, starting to build a new combined model base on the prediction results of the single prediction model, not just a simple calculation of the weighting coefficient, but to give a full consideration to the individual prediction model and try to optimize it, it can be said it is a new way of building the combination forecasting model.
Through this study, we can see that the prediction accuracy of either single or combination model has reached a high level, despite this, it should be noted that the expected cigarette sales given in this study is only a reference value, when in the formulate of the actual sales task, we can not be completely according to it, we should combine with the history sales and the expected developments of A province to development an appropriate and reasonable sales task or scheduler.
