Abstract-In this article we report on aspects of the use of colour coded Pseudo Random Binary Arrays (PRBA ' s) to model three dimensional scenes. We will evaluate the accuracy and the robustness of the pattern recognition phase in the process. Emphasis will be on the added value of the use of PRBA's as a tool to make the image processing robust and highly noise insensitive.
I. INTRODUCTION In the past various structured light techniques have been successfully used to obtain three-dimensional scene information in a wide range of applications [l] [2] [3] [4] [5] .
Here the common strategy is to illuminate a scene with a lightpattern (stimulus), record the reflection with a camera and reconstruct a rangemap of world coordinates from the distortions in the reflected image. For the reconstruction it is essential to have uniquely characterized positions both in the stimulus pattern and in the reflected image. In case the light pattern is projected onto the scene the reconstruction process then merely involves the intersection of two lines [1] [2] [3] [4] . if, however, the lightpattern is mirrored to highly reflective objectsurfaces a more sophisticated analysis is required [5] . From the previous it can be concluded that the determination of world coordinates requires two types of information from the recorded image: positional information and information on the local deformation of the light pattern. Pseudo Random Binary Array's (PRBA) provide an elegant formalism to gain both types of information simultaneously. To this end the PRBA's have been either geometrically [3] or colour coded [5] in the stimulus pattern.
The process then covers the following steps: 1 a PRBA is geometrica//y/co/our encoded into a 2D-grid that is projected/mirrored onto a scene, 2 in the resulting image uniquely characterized positions are localized, 3 a graph is build interpreting deformations of the pattern and representing positional relations of individual locations (top/bottom/left/rig ht etcetera), 4 based on the PRBA information each location is unambiguously identified. In this article we investigate the accuracy and the robustness of the process. To this end we have performed an number of simulation studies on the steps 2, 3 and 4. The type of simulations performed and the PRBA used is determined by our application which aims at measuring the shape of the cornea. However a number of results can readily be generalized.
II. INTRODUCTION INTO PSEUDO RANDOM BINARY PATTERNS
In this section we will briefly introduce Pseudo Random Binary Sequences and Arrays. For a more complete treatment of PRBA's we refer to [6] [7] . Consider the sequence generated by an n-stage linear feedback shift register. This sequence will start to repeat when the vector in the register repeats and, since there are only 2 " possible vectors, one expects the sequence length to be less than to equal to 2 ' . Excluding the all-Os state, which prevents any change, the maximum length reduces to 2 "-1. Binary sequences of this maximum length are called Pseudo Random Binary Sequences (PRBS). Pseudo Random Binary Arrays (PRBA) are the two dimensional analogy of PRBS's. The key virtue we use of the PRBA's is the "window"-property: each bit pattern seen through a prescribed window of k-by-/ (or larger) bits sliding over the array is unique. Conversely each k-by-l (or larger) subpart of the PRBA uniquely defines a position in the PRBA. Fig. 1 shows an example of a PRBA (with n = 3, m= 5, k = 2, I= 2). Unless stated otherwise we will use throughout this paper a 65 x 63 PRBA of which subparts larger than or equal to 6 x 2 are unique.
In our application a coloured stimulus pattern as in Fig. 2 is mirrored to the cornea. The first step in the processing of the image is the localization of unambiguously characterized positions -which are the corner points of the squares. This recovery process is based on the response to a matched filter (see positional recovery also an indication of the configuration of coloured and black squares is found: the diagonal direction of the coloured squares is identified by the sign of the response (see also Fig. 3 ). Secondly the colours of the adjacent coloured squares must be determined. In order to do this the relative (r,g,b)-values of the pixels of the coloured squares are aggregated, leaving out the pixels of the outermost two layers to diminish the effect of blurring. The relative col-
si) where si = r j + g j + b j . After this the relative colours are clustered with the K-means clustering algorithm into two groups representing the 0's and 1's [8] . If the average relative colour of a square is closer to the centre of the 0-cluster than to the other it is identified as a 0, otherwise as 1. Thus we come to a tentative assignment of bitvalues. Now, with each grid point an attribute set can be associated, which comprises the following information (see It has been demonstrated that subpixel accuracy can be achieved based on a centre of mass calculation of the response to the matched filter [3] . The subpixel location is determined through a weighted sum of the responses to the matched filter in a small environment around the local extremum. Optimal results were obtained when not all but only the responses higher than a certain threshold value are taken into account.
To determine this threshold value we have run a number of simulations. Typical results of one of these is shown in Fig. 4 . In this simulation we have translated a reference image by a displacement vector of (6, 6) with 161 < 7 (x axis in Fig. 4 ). For various values of the threshold (expressed as a fraction of the maximum response), we have determined the standard deviation of difference between true value of crossing and calculated value. An optimal value in the range between 0.65 and 0.7 is found. Similar simulations have been done for situations when noise was added to the system. One of the results is shown in Fig. 5 . Here the standard deviation of the localization error (y axis) is plotted as a function of the standard deviation of the noise added (x axis) for various thresholds (labels). These simulations confer the earlier mentioned threshold value. The overall accuracy of the sub pixel localization is on the average accurate up to 0.05 pixel. For slightly distorted surfaces the grid deformation is small and thus the 2-D order of the grid points is pretty good preserved. In such cases graph reconstruction is relatively easy. In our application, where the undistorted grid is perfectly regular, a nearest neighbour search then suffices to recover the graph. When the surface has induced a more severe distortion more sophisticated algorithms have to be used to recover the grid. In this paper we will outline the basic strategy of this algorithm we have developed, a full paper on its implementation is in preparation.
IV. GRAPH RECONSTRUCTION
A Voronoi triangulation of all recovered positions is taken as starting point. The triangles thus defined are validated using the colour information by imposing the constraint that three corners 'agree' on the colour of the interior and that two directions are equal (compare with Fig. 3 ).
Next the validated triangles that share a common side and have the same colour are merged into trapezoids. This procedure is applied separately to the "black and the coloured trapezoids. In this way two lists of trapezoids are generated.
Traversing the connections of these trapezoids yields the desired graph. From this graph a (sub-)PRBA can easily be derived. Obviously, possibly not the entire PRBA was recovered as not all the crossings might be identified. A result of a case which is typical for our application is given in Fig. 6 . The variation in size of the trapezoids of the graph is a measure for the strong deformation of the PRBA but also indicates the robustness of the graph reconstruction algorithm. The redundant information of the PRBA allows to validate the tentative sub-PRBA and simultaneously get positional information. This adds considerably to the robustness of the process as will be demonstrated in the next section.
V. PRBA VALIDATION We will first investigate the process of positional recov- 
As average Hamming distance d between 0 and S we now define
(3)
To determine this distance for an arbitrary N bit sequence it is sufficient to consider that a sequence which differs in K bits from the original can be made in ( : ) different ways. So it is easy to see that the expectation of €(H) is given by
(4)
whereas the variance is given by
It is clear that these relations are the same for Pseudo Random Binary Arrays. In that case N denotes the total number of bits in the subpattern. A graphical representation of the distribution of the Hamming distance for four different sub patterns with sizes 72, 24,50 and 700, with our standard 65 x 63 PRBA is given in Fig. 7 . The validity of (4) is clearly demonstrated. The type of distribution itself however is rather complicated. This is illustrated in Fig. 8 and Fig. 9 .
In Fig. 8 we have plotted the distribution of the hamming distance for three sub patterns. Note that the total number of bits in all patterns is the same and that in each case E(H) = 72.The distributions, however, differ considerably. Especially for the case of 48 x 3 a small sub peak on the left hand side of the average becomes manifest. This is even more pronounced when the size of the sub pattern increases. In Fig. 9 we have plotted the
Hamming distribution for a sub pattern of size 60 x 5.
The distribution now contains two distinct peaks. More results confirmed that this effect is correlated to the asymmetry of the sub pattern used.
Both binary values are equal important for the Hamming distance. This is shown in Fig. 10 . Here we have plotted the result of a simulation in which either '0' or 'l', and both of bit values were taken into account for the Hamming distance. The result is in perfect agreement with in effect halving of the number of bits used. In experimental situations the reconstructed sub-PRBA will almost inevitably contain errors and not cover the whole PRBA. For practical applications this raises the question if some constraints can be defined on the maximum number of errors that is permissible and the optimal size of sub-PRBA that is needed. It can easily be seen that the distribution of the Hamming distance as well as the average value will not be influenced by this. However, the minimum as defined in (2) will increase directly proportional to the number of erroneous bits in the sub pattern. This annihilates the window property as soon as the minimum becomes equal to or larger than the absolute minimum of the distribution of the Hamming distance. Thus, an absolute upper limit to the number or erroneous bits in the sub PRBA is half the number of bits recognized. These results are in good agreement with other types of calculation presented earlier [5] . Thus, exploiting the redundant information in the PRBA, the relocation of the sub pattern can be done in a robust way.
VI. DISCUSSION: GRAPH RECONSTRUCTION REVISITED Besides the positional recovery the use of the PRBA also allows a more sophisticated graph reconstruction. To illustrate this we will assume that we have a first, tentative, recovery of a sub-PRBA. The erroneous bits which we have discussed in the previous section are, as argued, easily recoverable. However basic assumption is that the overall ordering of the bits is correct. Again for slight distorted surfaces this assumption may hold but if parts of the pattern are occluded for some reasons then more complicated errors arise. Two of those case are shown in Fig. 12 . In (a) a (small) number of rows of the pattern has disappeared but the pattern is effectively recorded as one -we call this "outof-sync'' -whereas in (b) the opposite is shown: two sub VII. CONCLUSIONS PRBA's can conveniently be colour coded into patterns and subsequently used to probe the 3-D structure of a scene. For our application we have demonstrated very accurate localization of unambiguously characterized positions in a recorded image. Exploitation of the redundant information in the PRBA makes the process of unique identification of the aforementioned points very robust. In practical cases a recovery of 10% of the total PRBA used suffices for a high noise resistivity. Exploitation of the window property also allows complex 3-d scenes to be correctly charted.
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IX. REFERENCES PRBA are separated over an unknown distance -we call this "separation". The effect of the first case can easily be explained by considering the two parts separately. The larger part will determine the positioning of the sub-PRBA whereas the smaller part will merely increase the Hamming distance. Thus, for the size of the subpart the same rules apply as deduced for the number of erroneous bits. Multiple outof-syncs will rapidly break down the process of relocation. The second case is still under investigation. Clearly if both sub PRBA's recovered are of sufficient size than the relocation process can be done separately. However tentative indications are that having fixed one sub-PRBA and limiting the separation distance effectively reduces the size, also in noisy conditions, needed for postional recovery. Finally, matching the sub-PRBA's against the original PRBA yields information on crossings that have not been detected by the image processing part. An overall result of the procedure outlined is given in Fig.   13 . To visualize the distorsion of the eye we have subtracted the best fitting ellipsoid approximation from a spline model approximation of the eye.
