In this paper, we propose algorithms to compute differential Chow forms for prime differential ideals which are given by their characteristic sets. The main algorithm is based on an optimal bound for the order of a prime differential ideal in terms of its characteristic set under an arbitrary ranking, which shows the Jacobi bound conjecture holds in this case. Apart from the order bound, we also give a degree bound for the differential Chow form. In addition, for prime differential ideals given by their characteristic sets under an orderly ranking, a much more simpler algorithm is given to compute its differential Chow form. The computational complexity of both is single exponential in terms of the Jacobi number, the maximal degree of the differential polynomials in the characteristic set and the number of variables.
Introduction
The Chow form, also known as the Cayley form, is a basic concept in algebraic geometry [5, 12] and a powerful tool in elimination theory. It preserves many interesting properties of the corresponding variety and also has important applications in many fields. For example, Wu managed to define Chern numbers for algebraic varieties with arbitrary singularities via the Chow form [32] ; The Chow form was also used as a tool to obtain deep results in transcendental number theory by Nesterenko [24] and Philippon [25] ; Brownawell made a major breakthrough in elimination theory by developing new properties of the Chow form and proving an effective version of the Nullstellensatz with optimal bounds [2] . Recent study also shows that the Chow form has a close relation with sparse elimination theory [9, 30] . All these show the necessity of developing efficient algorithms to compute the Chow form. Krick et al. showed that the Chow form of an equidimensional variety given by polynomial equations can be computed in single exponential time via an effective version of quantifier elimination in the first order theory of algebraically closed fields [20] . Caniglia gave an algorithm ✩ Partially supported by a National Key Basic Research Project of China (2011CB302400) and by grants from NSFC (60821002,11301519).
Email address: liwei@mmrc.iss.ac.cn, liyinghong10@mails.ucas.ac.cn (Wei Li and Yinghong Li) 1 which is based on linear algebra to compute the Chow form for an unmixed polynomial ideal in single exponential time and as an application, the computational information about primary decomposition of this ideal can be obtained [4] . Jeronimo et al. gave a bounded probabilistic algorithm whose complexity is polynomial in the size and the geometric degree of the input polynomial equation system [14] . Differential algebraic geometry founded by Ritt and Kolchin aims at studying differential equations in a similar way that polynomial equations are studied in algebraic geometry [27, 17] . Recently, we generalized the algebraic Chow form to its differential analog and the theory of differential Chow forms in both affine and projective differential algebraic geometry was developed [8, 22] . It has been shown that most of the basic properties of the algebraic Chow form can be extended to its differential counterpart [8] . Next, it is quite natural to explore further problems related to differential Chow form in both algorithmic and applied aspects. By its definition, we know the differential Chow form can be computed by the characteristic set method. However, it is hard to estimate the computational complexity if using this method. Recall that the differential Chow form preserves the main properties of the differential ideal, so these properties should be considered in order to realize efficient algorithms for computing the differential Chow form. Bearing this principle in mind, in this paper, we focus on devising efficient algorithms to compute differential Chow forms for prime differential ideals.
In general, there is no algorithm to test whether a given ideal is prime or not. However, for most applications, prime differential ideals are often given by their characteristic sets with respect to some ranking. Thus, the main problem we consider in this paper is as follows. Given a prime differential ideal represented by its characteristic set under an arbitrary ranking, devise an algorithm to compute its differential Chow form and estimate the computational complexity in the worst case. Although this can be realized by means of algorithms on transforming characteristic sets from one ranking to another [1, 28, 10] as explained in [8] , these algorithms either lack complexity analysis or are so general as not efficient enough. We will propose an algorithm to compute the differential Chow form in single exponential time which requires only linear algebraic computations in the base field of the ideal.
For a prime differential ideal I = sat(A) in the differential polynomial ring F {y 1 , . . . , y n }, where A is a characteristic set of I w.r.t. some ranking R, the dimension of I can be read off from A which is just equal to n − |A|. Intersecting I with n − |A| + 1 generic differential hyperplanes, by definition, the differential Chow form is just a differential polynomial in the coefficients of these hyperplanes with minimal order and also of minimal degree under this order among all polynomials contained in the intersection ideal. Naturally, we first need to give bounds for the order and the degree of the differential Chow form. First, by [8, Theorem 4.11] , the order of the differential Chow form is just equal to the order of the corresponding prime differential ideal. So it is equivalent to give an order bound for the prime differential ideal in terms of its characteristic set. Here, two cases should be considered according to whether R is an orderly ranking or not. If A is a characteristic set of I under some orderly ranking, then the precise order of I is just equal to ord(A). But when R is an arbitrary ranking, the problem becomes much more complicated. In [10] , Golubitsky et al. obtained an order bound by proposing ord(I) ≤ |A| · max A∈A ord(A). This bound is non-optimal, and they conjectured that ord(I) ≤ |A| i=1 m i , where m i = max A∈A ord(A, y i ) and m 1 ≥ m 2 ≥ · · · ≥ m n , without giving a proof. In this paper, combining the result of Kondrativa et al. on Jacobi's bound for systems of independent differential polynomials, we prove that the order of I is bounded by the Jacobi number of A, which is a better bound than that in the above conjecture as shown in Example 24.
We also give a Beźout-type degree bound for the prime differential ideal in terms of the de-2 grees of the differential polynomials in its characteristic set. Then based on the order and degree bounds, we give algorithms to compute differential Chow forms. The algorithms require only linear algebraic computations in the base field of the ideals and the computational complexities in the worst case are single exponential in terms of Jacobi numbers. The rest of the paper is organized as follows. In section 2, some basic notation and preliminary results about differential algebra will be given. Section 3 contributes to give an algorithm to compute differential Chow forms for prime differential ideals represented by characteristic sets w.r.t. orderly rankings. In section 4, for more general prime differential ideals given by characteristic sets under arbitrary rankings, we give an algorithm to compute differential Chow forms. Finally, we conclude this paper and propose open problems for further research in section 5.
Preliminaries
In this section, some basic notations and preliminary results in differential algebra will be given. For more details about differential algebra, please refer to [3, 19, 17, 27, 29] .
Differential polynomial algebra
Let F be a fixed ordinary differential field of characteristic zero with a derivation operator δ. For ease of notations, we use primes and exponents (i) to denote derivatives under δ, and for each a ∈ F , denote a
[n] = {a, a (1) , . . . , a (n) } and a [∞] = {a (i) |i ≥ 0}. Throughout this paper, unless otherwise indicated, δ is kept fixed during any discussion. A typical example of differential field is Q(t) which is the field of rational functions in the variable t with δ = d dt . Let G be a differential extension field of F and S a subset of G. We denote respectively by F [S ], F (S ), F {S }, and F S the smallest subring, the smallest subfield, the smallest differential subring, and the smallest differential subfield of G containing F and S . And G is said to be finitely generated over F if there exists a finite subset S ⊂ G such that G = F S .
Let Θ be the free communicative semigroup with unit (written multiplicatively) generated by δ. A subset Σ of a differential extension field G of F is said to be differentially dependent over F if the set (θα) θ∈Θ,α∈Σ is algebraically dependent over F , and otherwise, it is said to be differentially independent over F , or to be a family of differential indeterminates over F (abbr. differential F -indeterminates). In the case Σ consists of only one element α, we say that α is differentially algebraic or differentially transcendental over F respectively. A maximal subset Ω of G which is differentially independent over F is said to be a differential transcendence basis of G over F . We use d.tr.deg G/F to denote the differential transcendence degree of G over F , which is the cardinal number of Ω.
Suppose G 1 and G 2 are two differential extension fields of F . A homomorphism (reps. isomorphism) φ from G 1 to G 2 is called a differential homomorphism (reps. isomorphism) over F if φ commutes with δ and leaves each element of F invariant.
A differential extension field E of F is called a universal differential extension field, if for any finitely generated differential extension field F 1 ⊂ E of F and any finitely generated differential extension field F 2 of F 1 not necessarily contained in E, there exists a differential extension field F 3 ⊂ E of F 1 such that F 3 is differentially isomorphic to F 2 over F 1 . Such a universal differential extension field of F always exists [17] .
Now suppose E is a universal differential extension field of F , and Y = {y 1 , . . . , y n } is a set of differential indeterminates over E. For any y ∈ Y, denote δ k y by y (k) . The elements of
. . , n; k ∈ N] are called differential polynomials over F in Y, and F {Y}itself is called the differential polynomial ring over F in Y. A differential polynomial ideal I in F {Y} is an algebraic ideal which is closed under derivation, i.e. δ(I) ⊆ I. And a prime differential ideal is a differential ideal which is prime as an algebraic polynomial ideal. For convenience, a prime differential ideal is assumed not to be the unit ideal in this paper.
By a differential affine space, we mean any one of the sets E n (n ∈ N). Let Σ be a subset of differential polynomials in F {Y}. A point η ∈ E n is called a differential zero of Σ if f (η) = 0 for any f ∈ Σ. The set of all differential zeros of Σ is denoted by V(Σ), which is called a differential variety defined over F . A point η ∈ V(I) is called a generic point of a prime differential ideal I ⊆ F {Y} if for any differential polynomial f ∈ F {Y} we have f (η) = 0 ⇔ f ∈ I. It is well known that:
Lemma 1. A non-unit differential ideal is prime if and only if it has a generic point.
We conclude this section by giving the definition and some basic properties of Kähler differentials which will be used in this paper. (See [7] for more details on Kähler differentials in the purely algebraic case and [15] for Kähler differentials in differential algebra.) Definition 2. Let R be a field and S an R-algebra. The module of Kähler differentials of S over R, written Ω S /R , is the S -module generated by the set {d( f ) : f ∈ S } subject to the relations
for all a, a ′ ∈ R, and b, b ′ ∈ S . 
Characteristic sets of a differential polynomial ideal
Let f be a differential polynomial in F {Y}. The order of f w.r.t. y i is the greatest number k such that y
A ranking R is a total order over Θ(Y) if satisfying 1) δα > α for all α ∈ Θ(Y) and 2) α 1 > α 2 ⇒ δα 1 > δα 2 for all α 1 , α 2 ∈ Θ(Y). Below are two important kinds of ranking:
Let f be a differential polynomial in F {Y} endowed with a ranking R. The leader of f is the greatest derivative w.r.t. R which appears effectively in f , denoted by ld( f ). Regarding f as a univariate polynomial in ld( f ), its leading coefficient is called the initial of f , denoted by I f , and the partial derivative of f w.r.t. ld( f ) is called the separant of f , denoted by S f . For any two differential polynomials f , g in F {Y}, f is said to be of lower rank than g, denoted by f < g, if 1) 4
And f is said to be reduced w.r.t. g if no proper derivatives of ld(g) appear in f and deg( f, ld(g)) < deg(g, ld(g)). Let A be a set of differential polynomials. Then A is said to be an auto-reduced set if each differential polynomial in A is reduced w.r.t any other element of A. Every auto-reduced set is finite [27] . Let A be an auto-reduced set. We denote H A to be the set of all initials and separants of A and H ∞ A the minimal multiplicative set containing H A . The saturation differential ideal of A is defined to be Let A = A 1 , . . . , A t be an auto-reduced set with I i and S i being the initial and separant of A i , and f an arbitrary differential polynomial. Then there exists an algorithm, called Ritt-Kolchin algorithm of differential reduction [29] , which reduces f w.r.t. A to a differential polynomial r that is reduced w.r.t. A, satisfying that
where d i and e i (i = 1, . . . , t) are nonnegative integers. We call this r the differential remainder of f w.r.t. A, denoted by rem( f, A). Throughout the paper, the differential remainder w.r.t. an autoreduced set is always assumed to be computed by performing the reduction algorithm described in [29, Section 6 ].
An auto-reduced set C contained in a differential polynomial set S is said to be a characteristic set of S if S does not contain any nonzero element reduced w.r.t C. A characteristic set C of a differential ideal J reduces all elements of J to zero. Furthermore, if J is prime, then J = sat(C). Finally, we recall the definition of differential dimension and order for a prime differential ideal I, which are closely related to characteristic sets of I.
Let I be a prime differential ideal in F {Y} and ξ = (ξ 1 , . . . , ξ n ) a generic point of I. The differential dimension of I or V(I) is defined as the differential transcendence degree of the differential extension field F ξ 1 , . . . , ξ n over F , that is, dim(I) = d.tr.deg F ξ 1 , . . . , ξ n /F . By [13] , the differential dimension of I is equal to the cardinal number of the parametric set of its characteristic set w.r.t. any ranking.
Definition 6.
[16] Let I be a prime differential ideal of F {Y} with a generic point η = (η 1 , . . . , η n ). 
Then there exists a unique numerical polynomial
ω I (t) such that ω I (t) = tr.deg F (η ( j) i : i = 1, . . . , n; j ≤ t)/F for all sufficiently large t ∈ N. ω I (t) is called the differential dimension polynomial of I.
Chow form for a prime differential ideal
In this section, we recall the definition of the differential Chow form and some of its basic properties. For more details about differential Chow form, please refer to [8] .
A generic differential hyperplane is the zero set of a differential polynomial u 0 + u 1 y 1 + · · · + u n y n contained in E n where the u i ∈ E are differentially independent over F . Let I ⊆ F {Y} be a prime differential ideal of dimension d and
Then by [8] ,
By the theory of characteristic sets, there exists an irreducible differential polynomial
This F is defined to be the differential Chow form of I.
Differential Chow forms can uniquely characterize their corresponding differential ideals. The following theorem gives some basic properties of differential Chow forms which will be used later.
Theorem 9. Let I ⊂ F {Y} be a prime differential ideal of dimension d and order h with
Then the following assertions hold.
ord(F) = h. And for each u i j appearing effectively in F, we have
there exists a nonnegative integer r such that for each i and a differential indeterminate λ, 
Computation of differential Chow forms for prime differential ideals represented by characteristic sets under orderly rankings
In this section, we will give an algorithm to compute the differential Chow form for a prime differential ideal represented by its characteristic set w.r.t. an orderly ranking based on linear algebraic techniques and then estimate its computational complexity.
Given a prime differential ideal sat(A) with A its characteristic set under an orderly ranking, by Theorems 7 and 9, the order of its differential Chow form is equal to ord(A). In order to estimate the computational complexity, degree bounds are also needed. So before giving the algorithm, we first give the degree bound for the differential Chow form. 1 Here A is a triangular set but may not be an ascending chain. Note that the differential remainder of ∂F ∂u (h) 00 w.r.t. F is not zero, so A can also serve as a characteristic set. 
Degree bound of the differential Chow form in terms of characteristic set under an orderly
ranking In this section, we will give the degree bound for the differential Chow form of a prime differential ideal. Before giving the main result, we firstly need some lemmas. Lemma 10. [11, 23] 
where
, Hx 0 −1), and consequently f ∈ J. On the other hand, for any f ∈ J, we have f =
The following theorem gives the degree bound of the differential Chow form. 
And by Lemmas 10 and 12, we have deg(
Complexity of differential reductions
In this section, we estimate the complexity of performing differential reductions, which will be very useful when analyzing the computational complexity of differential Chow form. Before doing so, we first recall some results about algebraic reductions.
. Regarding f and g as univariate polynomials in x n , suppose we have computed
n . Then for j < n,
and for j > n,
The above r is called the algebraic pseudo-remainder of f w.r.t. g. Based on the above lemma, we can now analyze the computational complexity of reducing a polynomial w.r.t. an autoreduced set.
Lemma 15. Let
A = {A 1 , . . . , A p } be an auto-reduced set in F [x 1 , . . . , x n ] w.r.t. any fixed rank- ing R with ld(A i ) = y i (i = 1, . . . , p). Set m = max i {deg(A i )}. Then for any f ∈ F [x 1 , . . . , x n ], deg( f ) = D,
the algebraic pseudo-remainder r of f w.r.t. A can be computed with at most
(p + 1) 2.376 [(m + 1) p (D + 1)] 2.
376n F -arithmetic operations and the degree of r is bounded by
. . , f 0 = r be the pseudo-remainder sequence of f w.r.t. A satisfying the following equations:
Then, by Lemma 14, deg( f i ) and deg(q i ) satisfy the following relations:
Regarding this expression as a polynomial equation in the x i and collecting the coefficients of distinct monomial terms, we can get a system of linear polynomial equations over F in coefficients of q i and r whose degree bounds are given above. Thus, r can be computed by solving this linear equation system consisting of at most
To solve it, we need at most (max{w 1 , w 2 }) ω F -arithmetic operations, where ω is the matrix multiplication exponent and the currently best known ω is 2.376. Here,
Let f and g be two differential polynomials in F {y 1 , . . . , y n }. Suppose ld(g) = y
α . Since the differential remainder of f w.r.t. g is just equal to the algebraic remainder of f w.r.t. {g, g (1) , . . . , g (l) } where l = ord( f, y α ) − o, the computational complexity of differential reductions can be estimated by performing a series of algebraic reductions. 
arithmetic operations and its degree is bounded by
(m + 1) p(h+1) (D + 1) − 1.
Proof. Set
. Rewrite A h to be an ascending triangular set w.r.t. the ordering induced by R and denote it by B = {B 1 , B 2 , . . . , B l }. Then to compute the differential remainder of f with respect to A, it suffices to compute the algebraic pseudo remainder of f with respect to B. By Lemma 15, the differential remainder of f w.r.t. A can be computed with at With the above idea, now we give an algorithm to compute the differential Chow form of I. With the fixed order h = ord(A), the algorithm works adaptively by searching F from degree t = 1. If we cannot find an F with such a degree, then we repeat the procedure with degree t +1. Theorem 13 guarantees the termination of the algorithm with t ≤ 2
An algorithm to compute the differential Chow form
. In this way, we need only to handle problems with the real size and need not go to the upper bound in most cases.
Algorithm 1 -DChowForm-1(A)

Input:
A characteristic set A = {A 1 , . . . , A n−d } of a prime differential ideal I under an orderly ranking R Output:
The differential Chow form F(u 0 , . . . , u d ) of I.
For
i . 3. Set F = 0 and t = 1. 4. While F = 0 do 4.1. Set F 0 to be a homogenous GPol of degree t in v. 
F -arithmetic operations.
Proof. The algorithm finds a nonzero differential polynomial F ∈ F {u 0 , . . . , u d } of the smallest degree satisfying that ord( f ) = h = ord(A) and the differential remainder of f w.r.t. A, P 0 , . . . , P d under R 1 is zero. The existence of such an F is obvious since [I, P 0 , . . . , (Chow(I) ), where Chow(I) is the differential Chow form of I, and this F must be the differential Chow form of I.
We estimate the computational complexity of the algorithm below. In each loop of step 4, the complexity of the algorithm is clearly dominated by step 4.4 and step 4.6. In step 4.4, we need to compute the differential remainder F 2 of F 1 w.r.t. the characteristic set A. By Theorem 16, F 2 can be computed with at most
F -arithmetic operations, and the degree of F 2 is bounded by (m + 1) (n−d)(h+1) (2t + 1) − 1. In step 4.6, we need to solve the linear equation system P = 0 in c. It is easy to see that | c |=
equations. To solve it, we need at most max{W 1,t , W 2,t } ω F -arithmetic operations, where ω is the matrix multiplication exponent and currently, the best known ω is 2.376. Suppose T is the degree bound of the differential Chow form. The iteration in Step 4 may loop from 1 to T in the worst case. Thus, in terms of T , the differential Chow form can be computed with at most
F -arithematic operations. Here, to derive the above inequalities, we always assume that (m + 1) (n−d)(h+1) (2T + 1) > n(e + dh + 2h + d + 1). Hence, the theorem follows by simply replacing T by the degree bound for F given in Theorem 13.
We use the following example to illustrate the above algorithm. 
Computation of differential Chow forms for differential ideals represented by characteristic sets under arbitrary differential rankings
In this section, we will consider the general case. Namely, for prime differential ideals represented by characteristic sets under arbitrary rankings, we give algorithms to compute the differential Chow form.
Order bound of the differential Chow form
In the case that a prime differential ideal is represented by a characteristic set under an orderly ranking, the order of the Chow form is equal to the order of this characteristic set. However, this may not be true for arbitrary rankings. In this section, we will give an upper bound for the order of the differential Chow form of a prime differential ideal in terms of the Jacobi number of its characteristic set w.r.t any fixed ranking.
Let S = { f 1 , . . . , f n } be n differential polynomials in Y. Let e i j = ord( f i , y j ) be the order of f i in y j if y j occurs effectively in f i and e i j = −∞ otherwise. Then the Jacobi bound, or the Jacobi number, of S, denoted as Jac(S), is the maximum of the summations of all the diagonals of E = (e i j ). Or equivalently,
where σ is a permutation of {1, . . . , n}. The Jacobi's Problem conjectures that the order of every zero dimensional component of S is bounded by the Jacobi number of S [26] . This conjecture is closely related to the differential dimension conjecture [6] which was also proposed by Ritt [27] . Both the two well-known conjectures in differential algebra still remain open and they are proved only in some special cases, for instance, n = 1 or linear polynomial systems.
In the latest two decades, many differential algebraists work on the Jacobi's order bound conjecture and proposed other order bounds for prime differential ideals in terms of either generators or characteristic sets under arbitrary rankings [18, 10] . Let I = sat(A) be a prime differential ideal with A as a characteristic set under an arbitrary ranking. In [10] , Golubitsky et al. showed ord(I) ≤ |A| · max{ord(C) : C ∈ A}. Moreover, since this bound is likely to be not optimal, they proposed another better order bound in terms of Ritt number [27] . Namely, let o i = max C∈A {ord(C, y i )} for i = 1, . . . , n, where set ord(C, y i ) = 0 if y i does not occur in
is arranged in non-increasing order, then they conjectured ord(I) ≤ |A| i=1 o k i without giving a proof. Clearly, the Jacobi bound is optimal to this conjectured bound.
As a main result of this section, we will prove that Jacobi's order bound conjecture holds for prime differential ideals specified by characteristic sets. Firstly, we recall some results from [18] for later use.
Definition 19. Suppose that P is a prime ideal of a commutative ring B and M is a B-module. A set H ⊆ M is called independent over P if {h + PM | h ∈ H} is a system of elements of M/MP linearly independent over the quotient ring B/P.
Definition 20. Let I be a prime differential ideal of the differential polynomial ring F {Y}. The set { f 1 , . . . , f k } ⊂ F {Y} is called independent over I if the set {d f F {y 1 , . . . , y n }. Suppose f 1 , . . . , f n ∈ I. If f 1 , . . . , f n are independent over I, then ord(I) ≤ Jac( f 1 , . . . , f n ).
The following lemma is crucial to prove our result about the order bound of the differential Chow form. 
. , d) be d independent generic differential hyperplanes with coefficient vector
u i = (u i0 , . . . , u in ), and J = [I, L 1 , . . . , L d ] F u 1 ,...,u d {Y} . Then A 1 , . . . , A n−d , L 1 , . . . , L d are independent over J.
Proof. For convenience, suppose ld(
By Definition 20, we need to show that the set {d(A
. . , n; i ≥ 0) are linearly independent over J. So it suffices to prove that for each k ≥ 0, the Jacobi submatrix of
Y and its derivatives has full row rank module J. Let T be the (n(k + 1)) × (n(k + 1)) submatrix of this Jacobi matrix with columns indexed by monomials y
d . Then T can be written in the following block form:
We claim that T has full row rank module J. It suffices to show that det(T ) J. We first claim that for each f ∈ J F { u, Y}, where
It is easy to show that ζ is a generic point of J 0 and J F { u, Y} ⊂ J 0 . So f (ζ) = 0, and 13 consequently, for each φ, g φ (ξ) = 0, which implies that g φ ∈ I. Rewrite det(T ) as a differential polynomial in u and suppose det(T ) = φ φ(u)g φ (Y). By the claim, it remains to show that there exists a differential monomial φ * ( u) such that g φ * (Y) I. By the structure of T , we can take 
Thus, it follows that ord(I) ≤ Jac(A).
The following simple example shows that Jacobi bound is optimal to the conjectured order bound in [10] .
2 + y 3 } a characteristic set of I w.r.t. the elimination ranking y 3 < y 2 < y 1 . By Theorem 23, ord(I) ≤ n. While by the conjecture in [10] , ord(I) ≤ 2n.
Degree bound of the differential Chow form in terms of characteristic sets under arbitrary rankings
In this section, based on the order bound given in the preceding section, we will give a degree bound for the differential Chow form of a prime differential ideal in terms of its characteristic set under an arbitrary ranking. The method used here is similar to that in Section 3.1. 
Thus, the lemma is proved. 
By Theorem 23, we know h ≤ Jac(A), and thus the second part holds.
Algorithms to compute the differential Chow form
Let I = sat(A) be a prime differential ideal of dimension d and A = {A 1 , . . . , A n−d } a given characteristic set of I under an arbitrary fixed ranking R. In this section, we will give algorithms to compute the differential Chow form F of I based on the order and degree bounds given in previous subsections. Here, we use two different searching strategies by giving order and degree distinct priorities.
Order priority
In this section, we will give Algorithm 2 to compute the differential Chow form F of I where the algorithm works adaptively by searching F with order h from ord(A) to Jac(A). Indeed, by [8] , we know that the order of I is equal to the maximum of all relative orders of I, and thus ord(F) ≥ ord(A), that is why we start from h = ord(A). For a fixed order h, we search F from t = 1. If we cannot find F with such a degree, then we repeat the procedure with t + 1 until
If for this h, F cannot be found, then we repeat the procedure with h + 1. In this way, we need only to handle problems with the real size and need not go to the upper bound in most cases. Note that the order bound given in Theorem 23 and the degree bound given in Theorem 26 guarantee the termination of this algorithm. 
O(n(Jac(A)+1)(2n−d+1)(e+dJac(A)+2Jac(A)+d+1)
Proof. By Theorem 23 and Theorem 26, Algorithm 2 computes a nonzero differential polynomial with minimal order and minimal degree under this order contained in the differential ideal [sat(A), P 0 , . . . , P d ] ∩ F {u 0 , . . . , u d }, which is exactly the differential Chow form of sat(A). So it remains to estimate the computational complexity of Algorithm 2. Clearly, the complexity is dominated by steps 4.2.4 and 4.2.6. Similarly as in the proof of Theorem 17, for fixed h and t, step 4.2.4 and step 4.2.6 can be done with at most
Algorithm 2 -DChowform-2(A)
Input:
A characteristic set A = {A 1 , . . . , A n−d } of a prime differential ideal I under an arbitrary differential ranking R Output:
The differential Chow form F(u 0 , . . . , u d ) of I. 
For
i = 0, . . . , d, let P i = u i0 + u i1 y 1 + · · · + u in y n and u i = (u i0 , . . . , u in ). 2. Set h = ord(A). 3. Set F = 0. 4. While F = 0 do 4.1. Set t = 1, v = ∪ d i=0 u [h] i . 4.2. While t n−d i=1 deg(A i ) h+1 2 (h+1)(d+1) 2 n−d i=1 (deg(A i ) − 1) + 1 do 4.2.1. Set F 0 to be a homogenous GPol of degree t in v. 4.2.2. Set c = coeff(F 0 , v). 4.2.3. Substitute u i0 = −u i1 y 1 − · · · − u in y n (i = 0, . . . , d) into F 0 to get F 1 . 4.2.4. Compute F 2 = rem(F 1 , A) under ranking R. 4.2.5. Set P = coeff(F 2 , Θ(Y) ∪ v). Note P is
1)
O
From Theorem 23, Step 4 may loop from ord(A) to Jac(A), and for each fixed h, step 4.2 may loop from 1 to
Thus, set J = Jac(A), the differential Chow form can be computed with at most
F -arithmetic operations. Here, to derive the above inequalities, (m + 1) (n−d)(J+1) (2T (J) + 1) > n(e + dJ + 2J + d + 1) is assumed. Hence, the theorem follows by simply replacing T (J) by the degree bound for F given in Theorem 26.
We use the following example to illustrate the above algorithm. , u 01 , u 02 , u 10 , u 11 , u 12 ) 
Degree priority
Algorithm 2 searches the differential Chow form with the order prior to the degree. In other words, the output of Algorithm 2 is a nonzero polynomial in [sat(A), P 0 , . . . , P d ] ∩ F {u 0 , . . . , u d } with minimal order and minimal degree under this order. Thus, by the definition of differential Chow form, it must be the differential Chow form.
In this section, we give an alternative algorithm to compute the differential Chow form of I = sat(A) with the degree prior to the order during the searching strategy. To be more precise, this algorithm works adaptively by searching F from degree t = 1 and for this fixed t searching it with order h from ord(A) to the order bound Jac(A). If a nonzero differential polynomial F with degree t is not found, then we repeat the procedures with degree t + 1. If we find such an F, it requires to check whether F is the differential Chow form. We need to check it with the following 17 
r.t. the elimination ranking u < u d0 < . . . < u 00 < y 1 < . . . < y n , which implies that F = a · Chow(I) for some a ∈ F and so the output is just the differential Chow form of I.
We now show such a polynomial can always be found. In step 4.2.7, we just pick an arbitrary nonzero solution c and substitute it into F 0 to get F, and then in step 4.2.8, check if this F satisfies the conditions described in Lemma 30. We claim that it is indeed enough to pick any one of the nonzero solutions in step 4.2.7. Suppose there are two distinct solutions c 1 and c 2 of P = 0 obtained in step 4.2.6. Let F 1 and F 2 be the polynomials obtained by substituting c 1 has the same degree as F 1 and the same order guaranteed by claim (⋆), F 2 = a · F 1 (a ∈ F ) must be the differential Chow form, which proves the claim. By the above facts, such a polynomial can always be found and the output is the differential Chow form of I.
We will estimate the complexity of the algorithm below. In each loop of step 4.2, the complexity of the algorithm is clearly dominated by step 4.2.4, step 4.2.6, and step 4.2.8. Similarly as in the proof of Theorem 17, for fixed t and h, step 4.2.4. and step 4.2.6. can be done with at most
arithmetic operations respectively. In step 4.2.8.2, we need to compute the differential remainder of A i w.r.t. C F . By Lemma 15, this step can be done with at most
arithmetic operations. Similarly, we get step 4.2.8.3 and step 4.2.8.4 can be done with at most Remark 1. When using Algorithm 3 to compute the differential Chow form, in step 4.2.8.1, we can examine whether the current nonzero differential polynomial F satisfies the symmetric properties described in Theorem 9. If it is not symmetric, we can directly go onto Step 4.3.
Remark 2.
We use Figure 1 to illustrate the searching strategies of Algorithm 2 and Algorithm 3. Both algorithms have their own advantages and defects in different situations. Figure 1 shows Algorithm 2 has higher efficiency than Algorithm 3 in some cases. And it may happen that Algorithm 3 has higher efficiency than Algorithm 2 in certain cases. For example, let n = 2 and A = {(y ′ 1 ) 2 y ′′ 2 − y 1 } with R being the elimination ranking y 2 < y 1 . Here, the differential Chow form of sat(A) is of order 2 and total degree 14. We use Figure 2 to show the steps which are needed to execute in Algorithm 2 and Algorithm 3 respectively for this example. It is clear that Algorithm 3 is of higher efficiency than Algorithm 2 in this particular example.
We conclude this section by giving an application of the algorithms in this paper. Given a characteristic set A of a prime differential ideal I under an arbitrary ranking, Theorem 23 shows that ord(I) ≤ Jac(A). But what is the precise order of I? And how to compute it?
Since ord(I) = ord(Chow(I)), if the differential Chow form of I has been computed, then clearly we can read off the order of I. Thus, the above problem can be solved by computing the differential Chow form of I.
Conclusion
In this paper, we propose algorithms to compute differential Chow forms for prime differential ideals represented by their characteristic sets under arbitrary rankings and estimate the 
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computing complexities of these algorithms. In general, two cases are considered according to whether the given ranking is orderly or not. For a prime differential ideal given by its characteristic set under some orderly ranking, we first estimate the degree bounds for the differential Chow form and then based on the degree bound and also the precise order, we compute the differential Chow form with linear algebraic techniques. For a prime ideal given by characteristic sets under arbitrary rankings, we first give the order bound for the differential Chow form which is the Jacobi number of the characteristic set. Then with the degree bound similar to that in the first case, we devise an algorithm to compute its differential Chow form. Both algorithms need single exponential number of arithmetics in the worst case.
Recent study in differential algebra owes to the idea of using a wider class of differential ideals than prime differential ideals, namely, characterizable differential ideals [13] . It is interesting to compute differential Chow forms for characterizable differential ideals. For, once the differential Chow form has been computed, by factoring the differential Chow form, we can give the irreduandant irreducible decomposition for the original differential ideal. The main difficulty in the generalization is to extend Theorem 23 from differential prime ideals to differential characterizable ideals under non-orderly rankings.
