Abstract. We propose a computationally feasible way of deriving the identified set of parameter values in models with multiple equilibria, with particular emphasis on oligopoly entry models. This is achieved through an equivalence result between the existence of an equilibrium selection mechanism compatible with the observed data and a set of inequalities, and through an appeal to efficient linear programming techniques.
Introduction
The empirical study of imperfectly competitive markets based on game theoretic models is complicated by the presence of multiple equilibria. As noted in Jovanovic (1989) , the existence of multiple equilibria generally leads to a failure of identification of the structural parameters governing the model. Berry and Tamer (2006) and Ackerberg, Benkard, Berry, and Pakes (2007) give an account of the various ways this identification issue was approached in the literature, where identification of structural parameters is achieved through equilibrium refinements, shape restrictions, informational assumptions or the specification of equilibrium selection mechanisms. An alternative approach is to eschew identification strategies and base inference purely on the identified features of the models with multiple equilibria, which are sets of values rather than a single value of the structural parameter vector. This approach is taken in the context of oligopoly entry models by Andrews, Berry, and Jia (2003) and Ciliberto and Tamer (2006) . The inferential method they use, however, relies on a set of restrictions which is not guaranteed to exhaust all the restrictions embodied in the model, and hence leads to more conservative inference than could be achieved. This paper proposes a computationally feasible way of recovering the identified feature of a model with multiple equilibria, with a specific application to inference in oligopoly entry models.
We first note that the likelihood implied by a model with multiple equilibria can be represented by a non additive set function called a Choquet capacity functional. Seminal work on nonadditive likelihoods can be found in Manski (1990) and Heckman, Smith, and Clements (1997) among others. This nonadditive likelihood can be refined to a likelihood represented by a probability measure if there exists a mechanism that picks outcomes among the admissible equilibria in the region of multiplicity. We give a formal definition of an equilibrium selection mechanism, and call such a mechanism compatible with the data if the likelihood of the model augmented with such a mechanism is equal to the probabilities observed in the data. The identified feature of the model therefore is the set of parameter values such that there exists an equilibrium selection mechanism compatible with the data. The first main result of this paper is the equivalence between the latter condition and the actual probability of observed outcomes belonging to the core of the likelihood predicted by the model, where the core is a well known and studied notion in economics since the word was coined in Gillies (1953) . This results allows the computation of the identified feature of models with multiple equilibria and a finite number of observable outcomes, as it reduces the problem to that of checking a finite number of moment inequalities. A related representation was developed independently by Beresteanu, Molchanov, and Molinari (2008) who emphasize the characterization of the identified set as an Aumann integral.
The computational burden remains high in situations with a large number of observable outcomes, since the number of inequalities to be checked is equal to the number of subsets of the set of observable outcomes.
When the set of observable outcomes is infinite, the problem remains infinite dimensional. Galichon and Henry (2006b) and Ekeland, Galichon, and Henry (2008) include results pertaining to that case. To lift the remaining computational burden, we propose two alternative strategies. First we propose to use efficient linear programming methods to determine whether the observed probabilities are in the core of the model likelihood. Second, we introduce the notion of core determining classes, which are suitably low cardinality classes of sets that are sufficient to characterize the core, and we provide some results to exhibit such core determining classes in practice. The method is illustrated on oligopoly entry examples proposed in Tamer (2003) and Berry and Tamer (2006) .
Beyond the identification issue of computing the identified set given the knowledge of the true distribution of observable variables, the inference issue of constructing confidence regions for structural parameters in models with multiple equilibria is taken up in Galichon and Henry (2008) and Galichon and Henry (2006a) to complement the seminal contribution of Chernozhukov, Hong, and Tamer (2007) . Related work on inference in partially identified models include Manski and Tamer (2002) , Imbens and Manski (2004) , , Romano and Shaikh (2008) , Rosen (2008) , Andrews and Soares (2007) , Canay (2007 ), Fan (2008 among many others.
The remainder of the paper is organized as follows. Section 1.1 describes the framework and general results, while section 1.2 specializes and illustrates them on the example of oligopoly entry models. Section 2 introduces the notion of core determining classes and results necessary for their construction. Section 3 shows how to use efficient linear programming methods to compute the identified feature of a model with multiple equilibria. Section 4 illustrates the two methods on an oligopoly entry game with two types of players. The last section concludes, and proofs of the results are collected in an appendix.
1. Identified features of models with multiple equilibria 1.1. Identified parameter sets in general models with multiple equilibria. The general framework is that of Jovanovic (1989) . We consider three types of economic variables. Outcome variables Y , exogenous explanatory variables X, and latent variables, or random shocks, . Outcome variables and latent variables are assumed to belong to complete and separable metric spaces, so that both outcomes and latent variables could be discrete, continuous, they could be probability distributions or stochastic processes. The economic model consists in a set of restrictions on the joint behaviour of the variables listed above. These restrictions may be induced by assumptions of rationality of agents, and they generally depend on a set of unknown structural parameters θ. Without loss of generality, the model may be formalized as a measurable correspondence (defined in assumption 1 below) between the latent variables and the outcome variables Y indexed by the exogenous variables X and the vector of parameters θ. We call this correspondence G, and write Y ∈ G( |X; θ) to indicate admissible values of Y given values of , X and θ. The econometrician will be assumed to have access to a sample of independent and identically distributed vectors (Y, X), and the problem considered is that of estimating the vector of parameters θ. The latent variables is supposed to be distributed according to a parametric distribution ν θ , where the indexing is meant to indicate that the unknown parameters that enter in the distribution of latent variables are contained in the vector θ of parameters to the estimated. We collect these assumptions next. Jovanovic (1989) . There are two firms with profit functions 
To conduct inference on the parameter vector θ, one first needs to determine the identified features of the model. Because the correspondence G may be multi-valued due to the presence of multiple equilibria, the outcomes may not be uniquely determined by the latent variable. In such cases, the likelihood of an outcome
(We use both the notation used in our previous version, Galichon and Henry (2006b) , and the notation used in Berry and Tamer (2006) to clarify the equivalence between concepts discussed in the former and the latter).
Because of multiple equilibria, this likelihood may sum to more than one, as we may have A 1 ∩ A 2 = ∅, and
) is generally not additive, and is called a Choquet capacity functional (see Choquet (1954) ).
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In the previous version circulated, Galichon and Henry (2006b) , we used the notation U for and Γ 
Hence it is immediately apparent that the Choquet capacity functional
is a set function that is not additive, as it sums to more than 1.
As discussed in Berry and Tamer (2006) and Ciliberto and Tamer (2006) , the model with multiple equilibria can be completed with an equilibrium selection mechanism. Following Jovanovic (1989) As explained in Berry and Tamer (2006) and Ciliberto and Tamer (2006) , "the identified features of the model is the set of parameters for which there exists a selection mechanism such that the probabilities of outcomes predicted by the model are equal to the probabilities obtained from the data."
is compatible with the data if the probabilities observed in the data are equal to the probabilities predicted by the equilibrium selection mechanism, or more formally (see for instance the formulation (3.24) page 72 of Berry and Tamer (2006) 
Hence the identified set is the set of parameters θ such that there exists an equilibrium selection mechanism compatible with the data.
Definition 4 (Identified set). We call identified set (sometimes called sharp identified set) the set Θ I of θ ∈ Θ such that there exists an equilibrium selection mechanism compatible with the data.
The definition above is not an operational definition, in the sense that it does not alow the computation of the identified set based on the knowledge of the probabilities in the data because the conditional distribution π is an infinite dimensional nuisance parameter. We now set out to show how to reduce the dimensionality of the problem with an appeal to mass transportation methods (see Rachev and Rüschendorf (1998) and Villani (2003) for expositions of the theory). Our equivalent formulation of the identified set is based on an appeal to the notion of core of the Choquet capacity functional introduced in definition 1.
Definition 5 Example 1 continued In example 1, the core of the Choquet capacity functional ν θ G −1 is the set of probabilities P for the observed outcomes (0, 0) and
The result we propose next 2 shows the equivalence between the existence of a compatible equilibrium selection mechanism and the fact that the true distribution of the data belongs to the core of the Choquet capacity functional that characterizes the likelihood predicted by the model (which we shall call core of the likelihood predicted by the model ). 
Example 1 continued In example 1, the identified set is the set of values for θ such that p ≤ θ 2 and 1) ) is the true probability that the observable variable takes the value (1, 1), i.e. that both firms enter the market. Hence, ΘI = [
The first thing to note from this theorem is that the problem of computing the identified set has been transformed into a finite dimensional problem in the special case where Y is a finite set (or equivalently, the support of the distribution P of observable outcomes has finite cardinality). Indeed, in the latter case, the problem of computing the identified set is reduced to the problem of computing a finite number of inequalities,
However, in cases where the cardinality of Y is large, then the number of inequalities to be checked is 2 Card(Y) , and the computational burden is only partially lifted, and the second section of the paper is devoted to the analysis of core determining classes, which are classes of test sets that allow a reduction in the number of inequalities to be checked in the computation of the identified set. First we turn to the specialization of our results and concepts to the case of oligopoly entry models, and illustrate them with a duopoly entry game extensively studied in the literature.
Models of market entry.
A leading special example of the framework above is that of empirical models of oligopoly entry, proposed in Bresnahan and Reiss (1990) and Berry (1992) , and considered in the framework of partial identification by Tamer (2003) , Andrews, Berry, and Jia (2003) , Berry and Tamer (2006) , Ciliberto and Tamer (2006) and Pakes, Porter, Ho, and Ishii (2004) 
. . , J}, where the index m is dropped when considering a generic market. Tamer (2003) , Berry and Tamer (2006) and Ciliberto and Tamer (2006) . Two firms are present in the industry, so that J = 2, and a firm decides to enter the market m if it makes a non negative profit in a pure strategy Nash
Pilot 1. For illustration purposes, we describe the special case of this framework extensively studied in

equilibrium. Profit functions are supposed to have the following linear form
that Yim = 1 if αiXim +δ−iY−im + im ≥ 0 and zero otherwise. As noted in Tamer (2003) , if monopoly profits are larger than duopoly profits, i.e. δ i < 0, for i = 1, 2, and if 
The model thus described is incomplete in the sense that more information is required in the regions of multiplicity to determine which equilibrium will be selected. Without knowledge of such an equilibrium
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As noted by Francesca Molinari, equilibria in mixed strategies can be handled identically. However, we concentrate here on pure strategies for illustration purposes. 
The likelihood predicted by the model is the set function
This set function is the Choquet capacity functional associated with the correspondence G( |X; θ) and the distribution ν θ of . If the support of ν θ is sufficiently large, the likelihood sums to more than one, because the region of multiple equilibria is "counted twice". This is related to the non-additive feature of Choquet capacity functionals, as seen here with the inequality
, since the latter is equal to the former plus
The model can be completed by adding an equilibrium selection mechanism which will pick out a single equilibrium for each value of the latent variable in the region of multiplicity. As formally defined in the previous section, an equilibrium selection mechanism is a conditional probability π(.| , X) supported on
G( |X; θ).
It is compatible with the data if the probabilities it predicts are equal to the true probabilities of the observable variables.
Pilot example 1 continued As in (2.20) page 66 of Berry and Tamer (2006) , in the duopoly example, we have for i, j = 0, 1:
For purposes of illustration and additional interpretation, we now introduce an additional result that links the existence of a compatible equilibrium selection mechanism to measurable selections of the model correspondence G.
Definition 6. A measurable selection of the measurable correspondence G( |X; θ) is a measurable function γ( |X) such that γ( |X) ∈ G( |X; θ) for almost all and X, and for all θ. The set of measurable selections is denoted Sel(G(.|X; θ)).
Pilot example 1 continued A measurable selection γ picks out either (0, 1) or (1, 0) for each such that
An example of such a selection is represented in 
Note that γ is identical to G except in the region of multiplicity.
The likelihood of the model given measurable selection γ is ν θ γ −1 . Since γ is a measurable function, the probability image ν θ γ −1 of ν θ by γ is a countably additive probability measure, unlike the Choquet capacity ν θ G −1 . Heuristically, an equilibrium selection mechanism is a distribution over selections, so that the likelihood predicted by the model augmented with the equilibrium selection mechanism is a mixture of ν θ γ −1 where γ ranges over the set Sel(G(.|X; θ)) of measurable selections of G (.|X; θ) . The following proposition 4 shows that the heuristics above are correct. 
As was noted in Berry and Tamer (2006) and Ciliberto and Tamer (2006) , since the model contains no prior information about which outcome is selected in the regions of multiplicity, the identified set Θ I for the parameter vector θ is "the set of parameters for which there exists a proper selection function such that the choice probabilities predicted by the model are equal to the choice probabilities obtained from the data". The definition of the identification region using a semiparametric likelihood representation, where the selection mechanism is included as the infinite dimensional nuisance parameter π is impractical, so we use theorem 1 to provide an operational method to compute Θ I . The existence of a compatible selection mechanism is equivalent to the fact that the true distribution P of observed outcomes lies in the core of the Choquet capacity functional L = ν θ G −1 defined by the model. Hence, we have
where 2 S denotes the set of all subsets of a set S, and where the last equality stems from the definition of the pre-image of the correspondence G, and the fact that ν θ is the distribution of the latent variable .
Pilot example 1 continued In the case of the duopoly entry game, the identified region is the set of parameter vectors that satisfy the 16 inequalities
surely. An illustration of this procedure is given in figure 3.
Core determining classes, or which inequalities to check
As we have seen in the first section, theorem 1 allows to reduce the problem of computing the identified set to that of checking a set of inequalities. However, the computational burden is only partially lifted, as the number of inequalities to check can be very large if the cardinality of the outcome space is large. In this section, we shall analyze ways of reducing this remaining computational burden, by eliminating redundant inequalities in the computation of the identified set. This is formalized with the concept of core determining classes, which was first introduced in section 3.2.2 page 27 of Galichon and Henry (2006b) . 
Figure 3. Representation of one of the inequalities to be checked. The probability of the outcome being either (0, 0) or (0, 1) needs to be no larger than the probability of the latent variable lying in the set covered with horizontal dashed lines.
A → P(G( |X; θ) ∩ A = ∅|X), a core determining class of sets is sufficient to characterize the identified region Θ I as summarized in the following proposition.
Proposition 2. If A(θ) is core determining for the Choquet capacity functional
The challenge therefore becomes that of finding a core determining class A in order to reduce the number of inequalities to be checked to the cardinality of A. We first consider the case of our pilot example, before turning to a criterion that will prove useful in exhibiting core determining classes in many important cases.
Pilot example 1 continued We return to the duopoly entry game and consider some proposals for the computation of the identified set proposed in the literature. We call ABJ class the class of singleton sets ({(0, 0)}, {(0, 1)}, {(1, 0)}, {(1, 1)}), since it corresponds to the class of sets proposed in Andrews, Berry, and Jia (2003) specialized to this simple case. It is immediate to see that the ABJ class is not core determining in general. Indeed, if has large enough support, the two equalities
We now state a general criterion for the core determining property. 
We illustrate an immediate application of this proposition in our pilot example. 
Then it follows from proposition 3 that A is a core determining class.
We now show how to use proposition 3 to identify core determining classes more generally to avoid painstaking case-by-case elimination of redundant inequalities. The main tool in the computation of identified sets in entry games is the following corollary of proposition 3. It gives general conditions under which one can find a core determining class of low cardinality. Recall that a subset A of an ordered set (with ordering ) is said to be connected if any a such that inf A a sup A belongs to A.
Assumption 2 (Monotonicity). There exists an ordering Y of the set of outcomes Y and an ordering
U of the set of latent variables U such that G( |X; θ) is connected for all ∈ U , X-a.s., all θ, and
Both ordering are allowed to depend on the exogenous variables X, but the dependence is suppressed in the notation for clarity. Topkis (1998) , Vives (1990) and Milgrom and Roberts (1990) ). Testing monotone comparative statics is considered in Echenique and Komunjer (2008) .
Remark 1. This assumption is related to monotone comparative statics in supermodular games (see
We illustrate this assumption on our pilot duopoly entry game before stating the corollary and applying it to the more interesting case of an oligopoly entry game with two types of players presented in Berry and Tamer (2006) . 1) . On U the ordering is related to predicted outcomes. All producing the same predicted outcomes will be equivalent, and the ordering on predicted outcomes is
Pilot example 1 continued
is a short-hand notation for 1 U 2 if G( 1|X ; θ) = A1 and G( 2|X ; θ) = A2. It is straightforward to check assumption 2. For instance, taking 1 such that G( 1 |X; θ) = {(0, 0)} and 2 such that G(
. This is illustrated in figure 4 . We are now in a position to state the corollary
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, which is the main tool in the construction of core determining classes, and hence in the computation of the identified set. Corollary allows to reduce the cardinality of the power set 2 Y to twice the cardinality of Y minus 2 (since the inequality needn't be checked on the whole set Y), as we illustrate in our pilot example. (2008) show that it is equivalent to the existence of a joint probability π on Y × U * with marginal distributions P (.|X) and Q(.|X; θ) and such that all the restrictions embodied in the model hold almost surely, or formally, such that π{(y, u) ∈ Y × U * : y ∈ u} = 1. This is summarized in the following proposition 6 .
Pilot example 1 continued
Galichon and Henry
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This result is a reformulation of theorem 3d of the previous version circulated Galichon and Henry (2006b) .
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This result is a special case of equivalence between (ii') and (iii') in theorem 1' of the previous version circulated Galichon and Henry (2006b) . Note that one implication in proposition 4 is very easy to prove. Call U the random element with distribution Q. If a joint probability exists with the required properties, then
The converse is much more involved and relies on the optimal transportation theory.
We illustrate this requirement on our pilot example.
Pilot example 1 continued For the case of the duopoly entry model,
The bi-partite graph is represented in figure 5 , where py denotes P(Y = y|X) and
The existence of a joint probability on Y ×U * supported on G(X; θ) with marginal probabilities p y , y ∈ Y and p u , u ∈ U * can be represented graphically by a set of non negative numbers attached to each edge of the graph, that sum to 1, and such that the weight of each vertex is equal to the sum of the weights on the edges that reach it. For instance, a joint probability is denoted α 1 , . . . , α 6 and must satisfy αi ≥ 0 for i = 1, . . . , 6, Since we have now formulated the problem of computing the identified set as a problem involving the existence of a probability measure with given marginal distributions, we can appeal to efficient computational methods in the optimal transportation literature. (1781) formulated by Hitchcock (1941) , Kantorovich (1942) and Koopmans (1949) ), and many efficient algorithms exist for this problem (see for instance page 143 of Papadimitriou and Steiglitz (1998) 00 00 11 11 00 00 11 11 00 00 11 11 00 00 00 11 11 11 00 00 00 11 11 11 00 00 11 11 00 00 11 11 00 00 00 11 11 11 00 00 00 11 11 11 in the Matlab BGL library) can be applied directly to the network described in figure 6 , and the parameter value θ is in the identified set if and only if the maximum flow program returns a maximum flow of exactly 1 (note that the network capacities depend on θ through the probabilities qu). Classical algorithms exist for this problem, first and foremost, the Ford-Fulkerson algorithm (see Ford and Fulkerson (1957) ). The algorithm implemented in the Matlab BGL library involves an order of Card(U * ) 3 arithmetic operations (see page 217 of Papadimitriou and Steiglitz (1998) ), which is the best known order of complexity for dense networks. A standard laptop computer requires only a couple of minutes to test 10 6 values of the parameter vector in section 4.
Illustration: oligopoly entry with two types of players
We now turn to a more substantive illustration of our methods to compute the identified set, first, to
show the operational usefulness of corollary 1, and second, to illustrate the power of the linear programming approach. To do so, we consider the oligopoly entry game with two types of players presented in appendix A of Berry and Tamer (2006) . The profit function of type 1 firms depends on the total number of firms in the market, but not on the type of those firms, whereas profits of type 2 firms depend both on the number and on the type of firms present in the market. The latent variable is the fixed cost f 1 for firms of type 1 and f 2 for firms of type 2. The model is simplified by assuming linearity of profits in firm number as follows.
with α 1 , β 1 , β 2 strictly negative and β 2 > β 1 to fix ideas (profit of type 2 firms will decrease by a larger amount if a type 1 firm enters the market than if a type 2 firm does). The set of observable outcomes is
, where i denotes the number of type 1 firms and j the number of type 2 firms present in the market. Y can be ordered lexicographically, where the number of firms present in the market is considered first, and then the identity of firms (type 1 dominating type 2)
The model correspondence is represented in figure 7 , which is taken from Berry and Tamer (2006) . 4.1. Core determining class approach. We first illustrate the usefulness of corollary 1 for the determination of a core determining class in this example. Figure 8 graphs the orderings that satisfy assumption 2 up to the fact that the set of equilibria is not always connected. Indeed, in the ordering of outcomes, (1, 1)
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The order could be rationalized by total profit in the industry, but it is not necessary for the construction of a core determining class nor the computation of the identified set. comes between (0, 2) and (2, 0), or more precisely, (0, 2) Y (1, 1) Y (2, 0). Now (1, 1) is not an equilibrium when α0 + 3α1 < f1 ≤ α0 + 2α1 and β0 + β1 + β2 < f2 ≤ β0 + 2β2, so the set of equilibria {(0, 2), (2, 0)} is disconnected in that case. However, since (1, 1) is observed only when ∈ {(0, 2), (1, 1), (2, 0)}, the mass p 11 can be removed from q 02,11,20 and after re-normalization corollary 1 can be applied directly to Y\{ ( (1, 2), (2, 1)}, {(0, 1), (1, 0), (0, 2), (2, 0), (1, 2), (2, 1), (2, 2)}, {(1, 0), (0, 2), (2, 0), (1, 2), (2, 1), (2, 2)}, {(0, 2), (2, 0), (1, 2), (2, 1), (2, 2)}, {(2, 0), (1, 2), (2, 1), (2, 2)}, {(1, 2), (2, 1), (2, 2)}, {(2, 1), (2, 2)}, {(2, 2)}). Note that its cardinality is 2 × 7 = 14, as opposed to the cardinality of the power set of Y which is 2 9 = 512.
Note in addition that this class is in fact independent of θ, as long as the conditions stated in Ciliberto and Tamer (2006) , u) ). In our application, the transportation cost from y to u is zero if y and u are connected by an edge in the graph of figure 9 , and 1 otherwise. If the algorithm returns a zero cost transportation plan, it means that mass is transferred through edges of the graph only, and for instance the pair ((1, 1), {(0, 2), (1, 1), (2, 0)}) is assigned a non negative number (i.e. some mass is transported there), but the pair ((1, 1), {(2, 0), (0, 2)}) is assigned zero (i.e. no mass is transported there). The existence of a zero cost transportation plan is equivalent to the existence of a joint distribution on Y × U * which is concentrated on the graph of figure 9 and has the correct marginal distributions, hence, it is equivalent to the fact that θ is in the identified set, as we showed in proposition 4.
(2, 2) 
The minimum cost transportation problem is equivalent to the dual maximum flow problem, as described in the previous section. Mass flows through the network with 25 nodes, which include the source, the 9 elements of Y, the 14 elements of U * and the sink (mass flows in the direction Source → Y → U * → Sink).
A network is characterized by its adjacency matrix, which gives all the links between nodes with their capacity. In the case of interest here, the adjacency matrix is given in table 1. Maximum flow programs take this adjacency matrix as an input, and return the maximum flow through the network it characterizes.
This maximum flow cannot be larger than y∈Y py = u∈U * pu = 1, and it is equal to 1 if and only if θ is in the identified set.
As an illustration of the procedure, we compute the identified set for the two-type oligopoly model with the following distributional hypotheses and normalization restrictions. The fixed cost vector (f1, f2) is assumed to be uniformly distributed on [0, 1] 2 . α 0 and β 0 are set equal to 1. As previously noted, we assume that monopoly profits are larger than oligopoly profits, and that a type-two firm's profit decreases more if a type one firm enters than a type two firm, hence 0 > α0 and 0 > β2 > β1. We can therefore calculate the probabilities of each combination of equilibria u ∈ U * . These probabilities are computed in a Matlab program file available on request. These implied probabilities are entered together with the true frequencies of observable outcomes into the adjacency matrix of table 1 and a maximum flow algorithm returns a flow of 1 if the value of θ = (α 1 , β 1 , β 2 ) (used to compute the predicted probabilities) belongs to the identified set, and a flow strictly smaller than 1 if it doesn't. To give an idea of the efficiency of the method, we can test 10 5 values of θ = (α1, β1, β2) in less than a second on a standard portable computer. values for the true probabilities of observable variables, which were chosen for the simulation purposes from the parameter values), and all values of β 1 < β 2 are compatible with the given frequencies. The set defined by the ABJ class restrictions, however, is much larger, as shown by its projection on the (β2, α1) space in figure 10 . There are also many values of the observed frequencies, for which the identified set is empty, so that the model is rejected, but the set defined by the ABJ class restrictions is non-empty, so that it fails to reject the model.
Conclusion
In the context of models with multiple equilibria, we have proposed an equivalence result between the existence of an equilibrium selection mechanism compatible with the data and a set of inequalities characterizing the core of the model likelihood, and provided methods to reduce this number of inequalities to be checked with an appeal to the notion of core determining families and to efficient linear programming techniques. The issue of statistical inference on the identified feature thus characterized is taken up in Galichon and Henry (2008) and Galichon and Henry (2006a) , which complement the seminal work of Chernozhukov, Hong, and Tamer (2007) . µ ∈ ∆(G( |X; θ))} is measurable.
Step 3: By step 1 and step 2, we can apply theorem 3 of Strassen (1965) to conclude that statement 2 is equivalent to Y f (y)P (dy)
Step 4: For any bounded continuous function f , we have sup{
Step 5: Call ρ the Choquet capacity functional defined for all measurable (A|X; θ) ). We show that U max{f (y) :
where the latter is the Choquet integral with respect to the Choquet capacity functional ρ, which is defined by
The latter can be rewritten
, as we set out to show.
Step 6: Finally, by monotone continuity, we
is equivalent to the fact that P (.|X) is in the core of the Choquet capacity functional ρ, which is statement 1.
A.2. Proof of proposition 1. By theorem 1, the existence of a compatible equilibrium selection mechanism is equivalent to the fact that P is in the core of ν θ G −1 (.|X; θ). By corollary 1 of Castaldo, Maccheroni, and Marinacci (2004) , the core of the Choquet capacity functional ν θ G −1 (.|X; θ) is equal to the closed convex hull of the set of images of measurable selections of G. Hence, the result follows.
A. (u k ).
We then apply proposition 3 with the following choice of parameters. K = 2K u , α j /N = ∆1 We have k inf G(u k ) < k sup G(u k−1 ) + 1 (otherwise, there would be a y that belongs to none of the u's, i.e. that is never an equilibrium outcome, and it could be eliminated from the analysis). Hence (A.1) is equal to 
