This paper summarizes recent contributions on the transmission capacity of ad hoc networks. Although it is notoriously difficult to derive general end-to-end capacity results for ad hoc networks, the transmission capacity framework allows for quantification of achievable single-hop rates by focusing on a simplified physical/MAC-layer model. By using stochastic geometry to quantify the multi-user interference in the network, the relationship between the spatial density and success probability of transmissions in the network can be determined. The basic model and analytical tools are first discussed, followed by summaries of results that capture the effect of important network parameters such as the fading distribution and path loss exponent.
I. INTRODUCTION
The capacity of ad hoc networks is a key open problem in network information theory, and is intractable in its most general form. This motivates the pursuit of analytical approaches that provide insight into the achievable rates of ad hoc networks, even if they do not provide inviolate upper bounds as does maximizing mutual information in the Shannon framework. A key differentiating trait of ad hoc networks relative to the well understood 1:1 (single user) channel or the 1:n (broadcast) or n:1 (multiple access) channel is the spatially dependent nature of the interference. Each receiver in an ad hoc network observes the superposition of distance-attenuated interference from all other
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Manuscript date: August 14, 2009. active transmitters in the network, but because each transmitter has a potentially unique receiver, the received desired power interference levels cannot be simultaneously controlled for all users. In practice, the performance of each transmit-receive pair in the network is therefore largely determined by the network geometry. A capacity approach that embraces rather than skirts this fundamental effect in the model is needed.
This paper presents in a tutorial manner the recently developed framework for the outage probability and transmission capacity in a one hop wireless ad hoc network. The transmission capacity is defined as the number of successful transmissions taking place in the network per unit area, subject to a constraint on the network outage probability. In addition to being of general interest, the importance of these two particular performance metrics -relative, for example, to the transport capacity or the average sum throughput of an ad hoc network -lies largely in that they can be exactly derived in some important cases, and tightly bounded in many others, as we shall show. From the expressions and approach given in this paper the exact dependence between system performance (transmission capacity, outage probability) and the possible design choices and network parameters are laid bare.
In contrast to the proposed framework, nearly all other work on ad hoc networks must resort to scaling laws or numerical simulations, in which case intuition and/or precision is usually lost.
The first goal of this paper is to concisely summarize the new analytical tools (largely drawn from the field of stochastic geometry [1] , [2] ) that have been developed over numerous papers by the authors and others. The second goal is to show how this framework can be used to give crisp insights into diverse cross-layer design problems including direct-sequence versus frequency-hopping spread spectrum, the optimal number of sub-bands under a rate constraint, interference cancellation, transmission signal threshold selection, power control exponent selection, and the use of multiple antennas. The third goal is to stimulate new efforts to apply stochastic geometric tools to the important open problem of determining the capacity of ad hoc networks. We concede that the presented model has some important shortcomings at present, and we identify those as well as possible avenues forward.
A. Model assumptions and justification
We consider an ad hoc wireless network consisting of a large number of nodes spread over a large area. We view the network at a snapshot in time, where the locations of the transmitting nodes at that snapshot form a stationary Poisson point process on the plane, and each transmitting node has a unique associated intended receiver. Because the network is stationary and infinitely large, performance is characterized by considering a single receiver located at the origin. The network is uncoordinated, meaning transmitters do not coordinate with each other in making transmission decisions. Viewing the network at a single snapshot in time restricts our focus to characterizing the performance of one-hop transmissions with specified destinations. That is, our attention is on medium access control (MAC) layer performance, but our model neither addresses nor precludes any multi-hop routing scheme. We treat interference as noise, and assert transmission success to be determined by the signal to interference plus noise ratio (SINR) lying above a specified threshold.
The Poisson distribution for node locations is roughly equivalent to assuming transmitting nodes are independently and uniformly distributed over the network arena, which is often a reasonable assumption for networks with indiscriminate node placement or substantial mobility. If intelligent transmission scheduling is performed, the resulting transmitter locations will most certainly not be homogeneous Poisson, so this paper's analytical framework is primarily applicable at present to uncoordinated transmitters. Although suboptimal, such a model may be reasonable in cases where the overhead associated with scheduling is prohibitively high, for example due to highly mobile nodes, bursty traffic, or rigid delay constraints. These model limitations are discussed in §V. Throughout the paper we focus on simple channel models with no thermal noise and fixed distances separating each transmitter receiver pair. These two assumptions may be relaxed (e.g., see [3] and [4] ) but these generalizations often complicate the derived expressions without providing additional insight. Thus, we adopt the simplified model for clarity of exposition.
B. Related Work
The general subject of the paper is the analysis of capacity and outage probability of wireless ad hoc networks. Ideally, one could determine the capacity region of an ad hoc network, which would be the set of maximum rates that could be achieved simultaneously between all possible pairs in the network, and hence is n(n − 1) dimensional for n (full-duplex) users. Even if this was obtainable -which it has not been despite considerable efforts [5] -it would still likely not capture some key aspects of an ad hoc network, which call for information to be moved over space. Gupta and Kumar pioneered an important line of work on transport capacity in [6] , which measures the end-to-end sum throughput of the network multiplied by the end-to-end distance. Representative publications include [7] , [8] , [9] , [10] , and perhaps most closely related to this paper [11] , where percolation theory is used to tighten the lower bound on transport capacity. A key feature of all these works is that they are unable to compute the exact transport capacity in terms of the system parameters, and so state their results in the form of scaling laws that state how the transport capacity (and hence the volume of the capacity region) grows with the number of nodes in the network. Although hope has been raised that with sophisticated transmission schemes linear -O(n) - [12] or even super-linear -O(n 2 ) - [13] scaling can be achieved, the most accepted conclusion is that the capacity grows sublinearly as Θ( √ n), which is achieved using multi-hop transmission and treating multi-user interference as noise and which has been proven in many different ways [6] , [10] , [14] including recently using Maxwell's equations [15] . We discuss the relation between transport capacity and transmission capacity in §II-F.
Although scaling laws have provided insight into first order effects in ad hoc networks, they are too coarse to provide much insight on protocol design. For this reason, we turn our attention in this paper to tools that allow the statistics of the signal-to-interference ratio (SIR) to be quantified. The key underlying mathematical concept is the shot-noise process first developed in 1918 [16] ,
where {t j } is a stationary Poisson point process (PPP) on R and h(t) is a (linear, time-invariant) impulse response function [17] , [18] . Here I(t) is the superposition of all signals, appropriately attenuated to time t. If we instead interpret {t j } as locations on the plane, t as the location of a reference receiver, h(t) as a channel attenuation function, and t − t j as the distance from t j to t, then I(t) may be interpreted as the cumulative interference power seen at t. A power-law impulse response, h(t) = Kt −α [19] makes the process {Y (t)} Lévy stable [20] .
The use of spatial models in wireless communications dates back to the late 70's; the earliest references we are aware of are [21] , [22] . There was in fact quite extensive work on the model in which nodes are located according to a 2-D PPP, Aloha is used (i.e., in each slot, each node independently decides whether to transmit or to listen), a routing protocol determines the node for which each transmitted packet is intended for, and the received SINR and specifics of the communication protocol determine conditions for transmission success; see [23] for an overview of early results. The aggregate interference process in an ad hoc network was first recognized as Lévy stable in [24] , [25] , [26] , and its characteristic function was studied in [27] . A series of papers by Baccelli et al. beginning in the late 90's ( [28] , [29] , [30] , [31] , [32] , [33] ) demonstrated the power of stochastic geometry for modeling a wide range of problems within wireless communications, with recent results summarized in [34] , [35] . In this section, the baseline model is presented, and some basic results are given, emphasizing the impact that dominant (strong) interferers have on the sum of the interference. A summary of the mathematical notation employed in this paper is given in Table I .
A. Assumptions and definitions
Locations. Consider a stationary (homogeneous) Poisson point process (PPP) on the plane of intensity λ, denoted Π(λ) = {X i }, where each X i ∈ R 2 is the location of an interfering transmitter.
Each transmitter is assumed to have an assigned receiver at a fixed distance r (meters) away. The set of receivers is disjoint with the set of transmitters, and their locations are not important for the basic model.
Reference pair. The statistics of Π(λ) are unaffected by the addition of a transmitter and receiver pair (Slivnyak's Theorem [1] ). This pair serves as the (typical) reference communications link. We place the reference receiver at the origin, and the reference transmitter is located r meters away. See dependency in ad hoc networks, and minor alterations to it such as adding an attenuation constant or forcing the received power to be < 1 increase the analytical complexity with no apparent benefit.
Performance measures.
Performance is characterized by focusing on the reference receiver. We assume interference is treated as noise, and that the ambient/thermal noise is negligible. The outage probability (OP), denoted by q, is the probability that the signal to interference ratio (SIR) at the reference receiver is below a specified threshold β required for successful reception:
The randomness is in the interferer locations, {X i }, and the OP is a function of α, β, λ, r. Note that q is continuous monotone increasing in λ and is onto [0, 1]. Our primary performance metric is the transmission capacity (TC):
It is the spatial intensity of attempted transmissions q −1 (ǫ) associated with OP ǫ, thinned by the probability of success, 1 − ǫ. The quantity ǫ is a network-wide quality of service measure, ensuring a typical attempted transmission will succeed with probability 1 − ǫ.
B. Lower outage bound: dominant nodes
A lower bound on the probability of outage is obtained by partitioning the set of interferers Π into dominating and non-dominating nodes. A node i is dominating if its interference contribution alone is sufficient to cause outage at the receiver:
The dominating set may be defined geometrically as
α r , the interferers located inside a disk centered at the origin of radius β 1 α r. The aggregate interference, normalized by the received signal power r −α , may be split into aggregate dominant and aggregate non-dominant interference:
where
The lower bound is obtained by ignoring the non-dominant interference.
Rearranging (2):
Note that, by construction, the event
} is the same as the event {Π dom (λ) = ∅}, which is simply the complement of a void probability for a Poisson process:
By solving q l (λ) = ǫ for λ we get an upper bound on q −1 (ǫ), which yields a TC upper bound:
The right hand side is obtained by taking the first order Taylor series expansion of (1−ǫ) log(1−ǫ)
around ǫ = 0. The right hand side may be interpreted as a disk packing statement. In particular, the maximum number of transmissions per square meter for fixed α, β, ǫ, r is found by packing disks of
r, each disk with a single transmitter at the center. This radius clarifies the dependence of the supportable density of transmissions on these four key model parameters.
C. Upper outage bound: Chernoff bound
The OP may be expressed as the complementary cumulative distribution function (CCDF) of the random variable Y , evaluated at y = 1/β, i.e., q(λ) =F Y (y). Conditioning on the aggregate dominant interference and simplifying gives:
The third equality exploits the fact that Y dom is independent ofȲ dom . Note that applying the trivial lower boundFȲ dom (y) ≥ 0 to (9) recovers the outage lower bound (7). The Chernoff bound may be used to obtain an upper bound on the CCDF of the non-dominant aggregate interference:
This expression may be obtained by computing the moment generating function ofȲ dom restricted to b(o, v) and then letting v → ∞, as in [25] , [36] . The final upper bound on OP is then:
Simpler (and weaker) upper bounds q u (λ) may be obtained via Chebychev's or Markov's inequality, with the required moments computed from Campbell's Theorem [2] . Solving q u (λ) = ǫ for λ (numerically) gives a lower bound on q −1 (ǫ); multiplying by (1 − ǫ) gives a lower bound on the TC.
D. Exact results
Important early results for this basic model are due to Sousa and Silvester [25] . In particular, they identify the random variables Y as Lévy stable with stability index 2/α, and give the characteristic function for Y . As they point out, a closed-form expression for the distribution of Y is available only for α = 4; in this case Y has an inverse Gaussian distribution and the exact OP is expressible ( [25] , Eqn. (21)) in terms of the CDF of the standard normal Q(z) ≡ P(Z ≤ z), for Z ∼ N(0, 1):
The corresponding exact expression for the TC is: The exact OP and TC can also be written in terms of the CDF of a normalized interference random variable Z, which is defined as:
where Π 1 π is a PPP with intensity
, have the same distribution [37] . Simple manipulation therefore allows q(λ) to be expressed as:
where F Z (·) denotes the CDF of Z; note this CDF is known in closed form only when α = 4.
Because Z 2 α is Lévy stable and thus has a strictly increasing CDF, the same is true of the CDF of Z and therefore F Z (·) is invertible. Using F −1 Z (·) to denote the inverse, this allows the transmission capacity to be written as:
E. Tightness of the lower bound: sub-exponential distributions
Comparing the lower outage bound (7) with the upper outage bound (11) , and glancing at Fig. 2 , it is apparent that the (simple) lower outage bound is much tighter than the (complicated) upper bound.
One explanation for this comes from the fact that the random interference contribution of each node obeys a subexponential distribution [38] . Consider n points distributed independently and uniformly over a disk of radius d centered at the origin, denoted {X 1 , . . . , X n }. It is straightforward to establish the CCDF of the individual interference rvs,
sufficient condition for a distribution to be subexponential is that lim sup v→∞ vh V (v) < ∞ where
is the hazard rate function. In our case, we find vh
, ensuring
A defining characteristic of subexponential distributions is the fact that sums of iid rvs {V 1 , . . . , V n } typically achieve large values v by having one or more large summands (as opposed to a large number of moderate sized summands):
Because the interference contributions from each node are subexponential, it follows that the probability of an outage event {V 1 + · · · + V n > v} (for large v) approximately equals the probability of there being one or more dominant nodes with V i > v. This argument holds for fixed d and n, but gives intuition as to why the dominant interference lower bound is tight.
F. Connection with transport capacity
The transport capacity, C T (n), is defined as the maximum distance-weighted sum rate of communication over all pairs of n nodes [6] . In an extensive network, where the density of nodes per unit area is constant, the transport capacity has been shown to grow as C T (n) = Θ(n) as n → ∞, with units of bit-meters per second [7] . Comparison of transport and TC is facilitated by normalizing the transport capacity by the network arena area, say log 2 (1 + β), and a typical hop distance, r, giving c(ǫ) log 2 (1 + β)r in those same units. The contribution of the transport capacity framework is to prove achievability and optimality of Θ (1) bit-meters/second per unit area for as wide a class of networks as possible, and in this spirit, the results make as few assumptions as possible about the network. In contrast, the value of the TC framework lie in the explicit performance characterizations of (and corresponding design insights for using) specific network technologies. In other words, the transport capacity analysis established that constant rate times distance per unit area is order optimal for a wide class of networks, while TC helps establish an achievable value for that constant for an uncoordinated single-hop network using specific technologies.
III. DESIGN INSIGHTS FROM PATH-LOSS ONLY CHANNELS: INTERFERENCE SUPPRESSION AND

AVOIDANCE
The next two sections apply the machinery introduced in the previous section to various design problems in ad hoc networks. For clarity of exposition, the results of this paper are organized as shown in the taxonomy of Fig. 3 . This section focuses on design insights that can be reached by studying path-loss only channels, whereas the following section ( §IV) considers issues that are specific to fading. Note, however, that the results of this section generally also apply to networks with fading.
A. Frequency hopping vs. direct sequence spread spectrum
Spread spectrum (SS) modulation is an established technology that achieves interference mitigation at the expense of bandwidth consumption, and has been considered -without much evidence -to be well-suited to ad hoc networks for quite some time [39] , [40] . There are two basic classes of SS: direct sequence (DS), also known as DS Code Division Multiple Access (DS-CDMA), and frequency hopping (FH). In DS, users' signals are multiplied by a "spreading sequence" that has a bandwidth M times larger than the original signal. In FH, each user's code dictates a pseudo-random sequence of hops across M narrow frequency bands; here we restrict attention to slow frequency hopping, in which case hopping is performed on a per-packet basis (i.e., no hopping during a packet transmission).
DS is used in IS-95, 3G cellular networks, and (in the phase domain) 802.11b LANs, while FH is used in Bluetooth. In terms of augmenting the basic model in §II, DS reduces interference power by a factor of M (equivalent to reducing the SINR requirement by a factor of M), while FH splits the users (randomly) across M bands. Applying these changes to (16) yields:
The expressions demonstrate that FH provides a TC that is a factor of
than DS. The design insight from this analysis is that avoiding interference (via random hopping) is superior to suppressing interference (via spreading) [41] , [42] .
B. Multiple sub-bands
Given the superiority of FH over DS, a natural followup question is: given a total bandwidth of The resultant formula for β (as a function of M) can be substituted into the expression for c FH (ǫ)
in (18), and then a maximization with respect to M can be performed. However, a more convenient solution can be found if the optimization is performed in terms of the SINR requirement by using the relationship M = R W log 2 (1 + β). The TC is then characterized in terms of β as:
Transmission capacity is maximized by choosing the β that maximizes this expression. From the expression we can see that the optimization depends only on the path-loss exponent α, and in [43] it is shown that the optimum SINR threshold is given by:
where W(z) is the principle branch of the Lambert W function and thus solves W(z)e W(z) = z.
The optimizing threshold β * (α) is plotted versus α in Fig. 4 and is seen to be close to 0 dB (which corresponds to a spectral efficiency of 1 bps/Hz) for values of α near 3.
The design insight is that the number of sub-bands M should be adjusted until the SINR threshold is equal to β * (α); choosing a β too small means that the parallelization of FH is not sufficiently utilized, whereas an overly large β results in a low density on each sub-band and thus a small overall TC. 
C. Interference cancellation and suppression
The tightness of the outage lower bound obtained by considering only dominant interferers (7) suggests a potential dramatic outage reduction may be achieved by cancelling the signals of those dominant nodes. We consider successive interference cancellation (SIC), where signals are decoded sequentially (strongest interferer first), with the receiver subtracting the cancelled portion of the received signal cancelling after each step. SIC is well-motivated by both theoretical and practical considerations, being capacity achieving in (centralized) multiuser channels [44] , [45] , [46] as well as having linear complexity with the number of users and other desirable implementation properties [47] , [48] . The basic model in §II may be extended to include SIC as follows:
1) Only strong signals may be decoded, and hence cancelled. This is modeled by restricting cancellation to nodes with an interference power greater than the received signal power.
2) At most K nodes may be decoded due to delay constraints. This is difficult to model geometrically, so we instead define a cancellation region, i.e., a disk, C, around the receiver of radius Lower and upper bounds on the TC under this model may be obtained in a manner similar to that used in §II-B and §II-C, see [36] . The upper bound on the TC for β > 1 is:
Several qualitative insights follow from this expression. The third expression, which holds when either βz ≥ 1 or λ is large, equals the TC upper bound without SIC. High SINR requirement (large β), poor cancellation effectiveness (high z), or high density of interferers (high λ) each mean cancellation cannot prevent dominant interferers from causing outage. The first expression, which holds for both βz < 1 and small λ, shows dependence upon z but not K, meaning the performance gain in this regime is dictated by the quality (z) and not the quantity (K) of cancellations. The second expression shows dependence upon both z, K. The high sensitivity of performance on quality over quantity of cancellation is reinforced in Fig. 5 , which shows c(ǫ) (via simulation) versus K for nodes is sufficient to maximize quality for z as low as 1%, meaning cancellation quality is more important than cancellation quantity.
various z. Canceling two nodes is sufficient to maximize the TC for almost all reasonable values of the cancellation effectiveness parameter.
An alternative to cancelling the interference, which may not be robust, is to suppress dominant interferers via a higher layer protocol. A guard zone can in principle be established around active receivers to protect ongoing transmissions, similar to CSMA but receiver-focused. A large guard zone lowers interference at the cost of fewer total simultaneous transmissions in the network. An optimal guard zone can be derived that balances between interference and spatial reuse to minimize outage probability for a given density, or equivalently maximizes transmission capacity for a specified outage probability [49] .
IV. DESIGN INSIGHTS FROM FADING CHANNELS: SPATIAL DIVERSITY, SCHEDULING, AND POWER CONTROL
We now evolve the discussion to consider channels that also have a random fluctuation about the path loss, commonly known as fading or shadowing. In §IV-A, we first develop a framework for analyzing OP and TC with an arbitrary random channel (Rayleigh, lognormal, and so on). Although unmitigated fading strictly reduces TC, it raises the possibility of opportunistic scheduling, transmit power control, and spatial (multi-antenna) diversity which are covered in §IV-B, §IV-C, and §IV-D respectively.
The following SIR expression is able to model most of the scenarios discussed in this section:
where random variable S represents the signal fade and I i the fading coefficient from the i-th interferer. Assuming that S is drawn according to distribution F S and each I i according to F I (with S, I 1 , I 2 , . . . independent), computation of the probability of a dominant interferer yields the following lower bound to OP [3] :
Applying Jensen's to q l (λ) yields the following approximations:
These quantities are approximations because Jensen's yields inequality in the wrong direction. However, numerical results show that this approximation is reasonably accurate for small values of ǫ.
A. Fading
In the baseline fading scenario each of the fading coefficients (signal and interference) are drawn independently according to a common distribution F H and all nodes transmit with unit power. The resulting SIR at the origin is SIR = H 00 r −α / i∈Π(λ) H i0 |X i | −α , where H ij represents the coefficient from the i-th transmitter to the j-th receiver. At first glance it is not clear how channel fading will affect the OP and TC: strong signal channels and weak interference channels are beneficial, while weak signal and strong interference channels are harmful.
Exact results. The case of Rayleigh fading, where each H ij is exponentially distributed (unit mean), is appealing not only for its practical importance but also because it is one of the few cases for which the OP (and hence the TC) can be computed in closed form. The following argument was made precise by Baccelli et al. [50] , but can be traced to [51] , [52] . Define the aggregate interference seen at the origin as Z = i∈Π(λ) H i0 |X i | −α , and denote the Laplace transform of Z by L Z (s) = E e −sZ . Then the success probability under Rayleigh fading is the Laplace transform of Z evaluated at s = βr α :
This transform can be computed explicitly, yielding an exact OP expression ((3.4) in [50] ):
The corresponding exact TC expression is
Bounds and approximations. In the baseline setting, the signal and interference coefficients follow the same distribution F H and thus the expressions in (23) (24) (25) particularize to:
Comparing the TC approximation in (31) to the TC upper bound in (8) we see that the effect of fading is captured by the term E[H
. By Jensen's inequality, this quantity is less than one (with equality only if H is deterministic) and thus we see that fading has an overall negative effect relative to pure pathloss attenuation. Furthermore, note that the TC approximation in (31) is equal to the exact TC in (28) for Rayleigh fading. For the particular case of Rayleigh fading with α = 4, the approximate ratio (8) over (28) equals π 2 ≈ 1.5708, while the exact ratio ( (13) over (28))
log(1−ǫ) −1 , which rapidly approaches π 2 as ǫ → 0. Thus, adding Rayleigh fading to a network with α = 4 reduces the TC by 57%.
B. Threshold scheduling
In this section, we evaluate the performance benefit of a threshold scheduling rule, where each transmitter elects to transmit only if the signal fading coefficient H 00 is larger than a threshold t.
While unmitigated fading reduces the TC, this simple scheduling mechanism allows the fading to be exploited (i.e., multi-user diversity is realized) and potentially increases the TC. The spatial intensity of attempted transmissions for threshold t is µ(t) ≡ λP(H 00 > t) = λF H (t), i.e., the intensity of potential transmitters, λ, thinned by the probability that each node has an acceptably strong received signal. Note the threshold is on the received signal strength and not the received SIR, as this would lead to coupling of transmissions and thereby reduce the model tractability.
Each potential transmitter makes a transmission decision based only on its individual signal coefficient H ii ; as a result, the interfering coefficients are not affected by this rule. Therefore, the outage probability with threshold t can be written as the following conditional probability:
where the {H ij } are drawn iid according to F H . In this expression we keep the density of active transmissions equal to ν, independent of the value of t, by choosing λ = ν P(H 00 >t)
. Because the interference is unaffected by t, (32) is decreasing in t. In other words, transmission capacity monotonically increases with t.
1 The transmission capacity approximation is given by:
Comparing this with (31), we see that the ratio of TC with threshold scheduling to that without it is
. For Rayleigh fading, this ratio is equal to
where Γ(x, y) is the incomplete (upper) Gamma function. In Fig. 6 this quantity as well as the numerically computed ratio of TC with and without threshold scheduling are plotted as a function of t for α = 2.5, 3, and 4. The actual TC gain is very close to the approximated value for α = 3 and 4, but the approximation is too large for α = 2.5 (because it is based on the nearest-neighbor bound, which becomes less accurate as α → 2). A very conservative threshold of t = 0.1 increases TC by a factor of 1.7, 1.6, and 1.3 for α = 2.5, 3, and 4, respectively, while t = 1 yields even larger gains of 4.7, 3.3, and 2.25.
C. Fractional power control
Two common transmit power policies are constant power (CP), analyzed in §IV-A, and channel inversion (CI). CP is simple, but may use excessive power on good channels and insufficient power on bad channels. CI, where the transmitter compensates for the channel to ensure a constant received signal power, attempts to curb this inefficiency and is popular in some form in many current wireless networks. With CP the transmit power is a constant ρ and the receive power is ρH ii r −α , while with CI the transmit and receive powers are: 
By Jensen's inequality, this quantity is larger than q l,cp (λ), which is given (29) , and thus the lower bounds indicate that inversion degrades performance. In the case of Rayleigh fading this ordering is actually precise: the OP lower bound with channel inversion in (35) is in fact equal to the actual OP with constant power given in (28) , and thus CP is strictly superior to CI in Rayleigh fading.
Although channel inversion degrades performance, fractional power control in which the transmitter only partially compensates for fading can provide a significant benefit. Transmit power is chosen proportional to the fading coefficient raised to the exponent −s where s ∈ [0, 1]:
and the resulting SIR is SIR = H correspond to CP and CI, respectively. Substituting the appropriate distributions for S and I in (25) yields:
This approximation is maximized by minimizing E H 
D. Multiple antennas
The amplitude and phase of fading channels vary quite rapidly over space, with an approximate decorrelation distance of half a wavelength (6 cm at 2.5 GHz). This allows multiple suitably-spaced antennas to be deployed at both the transmitter and receiver to generate N t N r Tx-Rx antenna pairs, where N t and N r are the number of transmit and receive antennas. Considerable work has been done on multi-antenna systems (MIMO) in the past decade, well summarized by [53] , [54] , and they are central to all emerging high-data rate wireless standards. However, most work on MIMO has ignored interference altogether, or when considering it has just lumped the interference in with the noise.
For this reason, closed-form results have been elusive for MIMO ad hoc networks, despite several efforts [55] , [56] , [57] . The key to crisp informative results is the stochastic geometric framework framework outlined in §IV-A, and we now briefly summarize key results from [58] , [59] , [60] , [61] , noting that [62] , [63] , [64] have recently adopted a related approach. 
Choosing the TX and RX weights as the right/left singular vectors of the largest singular value of H 0 results in the signal coefficient being equal to the square of this singular value, and thus boosts signal power by a factor between max{N t , N r } and N t N r . With an appropriate application of (25) , this implies that the TC scales as [58] :
The upper bound is tight for channels with high spatial correlation, while the lower bound is tight for i.i.d. Rayleigh fading. Note that N t = 1, N r > 1 and N t > 1, N r = 1 correspond to maximum-ratio combining (MRC) and maximum-ratio transmission (MRT), respectively.
Interference-Aware Beamforming. If the receiver also has knowledge of the interferer channels, the N r dimensional received array can be used to cancel up to N r − 1 interferers. Cancelling the [59] , while cancelling fewer -for example about N r /2 -and using the other degrees of freedom for diversity leads to linear TC scaling [61] of c(ǫ) = O(N r ). If the density is scaled linearly with N r , both the signal power and uncancelled interference power grow linearly with N r and allow for a constant outage probability to be maintained.
Spatial interference cancellation has been shown to be robust against inaccuracies in the channel knowledge [59] , and thus appears to be an extremely promising use of the antenna array.
Orthogonal Space-Time Block Coding (OSTBC). This popular transmit diversity technique, which intuitively corresponds to repeating each information symbol from different antennas at different times, does not change the transmitted symbol rate but significantly increases received signal power. 3 However, interference power is also boosted and as a result OSTBCs increase the TC scaling only as c(ǫ) = O(N 2 α r ) [58] . OSTBCs have very little affect on TC -the scaling gain is due to MRC at the receiver, independent of the code.
Spatial Multiplexing. The most aggressive use of the antennas is to use them to form up to L ≤ min{N t , N r } parallel spatial channels, increasing the per-link data rate by a factor of L. Intuitively, this corresponds to beamforming along multiple eigenmodes of the channel rather than only the strongest. The achieved SINR for each spatial channel depends on the eigenvalues of the channel matrix as well as the sum interference power, so some channels are much better than others. When subject to an SINR target and an outage constraint, it is preferable to transmit only a small number of streams (L ≪ N) unless the network is very sparse (and hence the interference is very low). This is shown in Fig. 8 , which shows that for a very sparse network, all the spatial modes are used (L → N), while for a dense network, L → 1. Ideally, the number of spatial channels can be adapted dynamically based on the channel and interference strengths to maximize the quantity Lc(ǫ, L), which is the area spectral efficiency (ASE) shown in Fig. 8 , and has a unique maximum [60] .
In Fig. 9 the TC of OSTBC and beamforming (channel-and interference-aware) are plotted versus the number of antennas (N) for α = 4 and β = 1; spatial multiplexing is not shown because the multi-stream model in [60] is not quite compatible with a single-stream model. All of the techniques except OSTBC provide significant gains, but interference-aware beamforming with γ = 
V. CURRENT LIMITATIONS, FUTURE DIRECTIONS, AND CONCLUSIONS
The results presented in this paper fail to capture two important aspects of ad hoc networks. The first is that they are for a snapshot, or single-hop, of the network. Ad hoc networks must route traffic from source to destination, often over multiple hops through intermediate nodes. A network with higher single-hop transmission capacity should be able to achieve higher end-to-end capacity than a network with smaller TC because more simultaneous transmissions are possible. However, important issues such as desired hop length, number of hops, multi-hop routes, and end-to-end delay are not presently addressed. A natural evolution of the results discussed here is to extend them to the framework discussed in §I-B where the set of all nodes are located according to a single Poisson process and the geographical progress of each packet towards its final destination can be analyzed.
The challenge in this context is determining how TC gains translate to end-to-end performance gains, e.g., determining the end-to-end advantage of threshold scheduling ( §IV-B) and contrasting it with its TC gain. Preliminary work in this direction includes [50] , [65] , [66] , [67] .
The second lacking aspect of the current results is that they rely on a homogeneous Poisson distribution of nodes for tractability, which accurately models only uncoordinated transmissions (e.g., Aloha). A well known alternative is to schedule simultaneous transmissions with the objective of controlling interference levels. Local scheduling mechanisms generally space out simultaneous transmissions, thereby significantly changing the interference distribution, while idealized centralized scheduling can eliminate outages altogether and determine the optimal set of transmitters in each slot (e.g., max-weight scheduling within the backpressure paradigm [68] ). Although such techniques provide obvious gains, these come at the cost of overhead (e.g., time and power used to communicate control messages). When the level of network dynamics (node mobility and source burstiness) is high, overhead costs can outweigh performance advantages and make the more uncoordinated approaches considered here preferable. A general open question is understanding the tradeoff between the benefits and overhead costs of different scheduling and routing mechanisms (Aloha can be considered to be a particular point on this tradeoff curve), and determining the appropriate techniques for different network settings. Local MAC coordination induces non-Poisson point processes of transmission attempts. It is of interest to characterize the impact of the MAC protocol on the maximum spatial intensity of successful transmissions. Preliminary work in this direction includes computing the outage probability and transmission capacity under non-Poisson point processes [69] , [70] , [71] .
As is true of any complicated research topic, discussion of a particular model or framework exposes tension between analytical tractability and accuracy/generality. The transmission capacity framework clearly leans towards simplicity and tractability, but nonetheless provides valuable design insight and a launching point for more refined, less tractable network analyses.
