In this note, we study one-dimensional reflected backward doubly stochastic differential equations (RBDSDEs) with one continuous barrier and discontinuous generator (left-or right-continuous). By a comparison theorem established here for RBDSDEs, we provide a minimal or a maximal solution to RBDSDEs.
Introduction
In this note, we are concerned with the reflected backward doubly stochastic differential equations (RBDSDEs for short): for any t 2 OE0; T
(iii) K is a non-decreasing process such that K 0 D 0 and
(1.1) which involves both a standard forward stochastic Itô integral driven by d W t and a backward stochastic Kunita-Itô integral driven by dB t . The random variable
The work of the first author is supported by TWAS Research Grants to individuals (Grant No. 09-100 RG/MATHS/AF/AC-I-UNESCO FR: 3240230311). The work of the second author is supported by TWAS Research Grants to individuals (Grant No. 10-220 RG/MATHS/AF/AC-I-UNESCO FR: 3240245986). and functions f and g are data, while the triplet of processes .Y t ; Z t ; K t / t 2OE0;T is the unknown. The increasing process K is introduced to push the component Y upwards so that it may remain above the given obstacle process S . In particular, condition (iii) means that the push is minimal and is done only when the constraint is saturated, i.e. Y t < S t . In practice (finance market for example), the process K can be regarded as the subsidy injected by a government in the market to allow the price process Y of a commodity (cocoa, by example) to remain above a threshold price process S.
The theory of backward doubly SDEs has been introduced by Pardoux and Peng [5] in 1994 for a non-reflected case, i.e. the process K is identically null and the component Y may not remain above any obstacle process. They proved an existence and uniqueness result under the global Lipschitz condition of the coefficients f and g. They also showed that BDSDEs can produce a probabilistic representation for solutions to some quasi-linear stochastic partial differential equations (SPDEs for short). Next, in their recent work, Aman [1] and Bahlali et al. [2] introduced firstly the reflected doubly SDEs cited above. They proved under the global Lipschitz (resp. continuous condition) on the coefficient f the existence and uniqueness (resp. existence but no uniqueness) of the solution. Unfortunately, the global Lipschitz or continuous condition cannot be satisfied in some models that limits the scope of the result of Pardoux ans Peng [5] , Aman [1] and Bahlali et al. [2] for several applications (finance, stochastic control, stochastic games, SPDEs, etc.). To correct this shortcoming, many authors have attempted to relax the global Lipschitz condition on the coefficients f . For instance, in the no reflected case, Shi et al. [7] under the linear growth and continuous conditions obtain the existence of solutions but without uniqueness by virtue of the comparison theorem introduced by themselves. Next, N'zi and Owo [4] have proved an existence solution when f is discontinuous in y and continuous in z. The case of reflected doubly SDEs becomes questionable.
Our goal in this note is to prove the existence of maximal or minimal solution of (1.1) when the generator f is discontinuous. The demarche is based to the approximation of discontinuous function by Lipschitz one (see Lepeltier and San Martin [3] ) and a comparison theorem (which is established here for reflected BDSDEs). The paper is organized as follows. In Section 2, we give some notations, definitions and assumptions. Section 3 deals with our main results.
Notations, definitions and assumptions
The scalar product of the space R d .d 2/ will be denoted by h ; i and the associated Euclidian norm by k k.
Throughout this paper, we consider the probability space . ; F ; P / and T a real and positive constant. We define on . ; F ; P / two mutually independent standard Brownian motion processes ¹W t ; 0 Ä t Ä T º and ¹B t ; 0 Ä t Ä T º taking values in R d and R`respectively. Let N denote the class of P -null sets of F and define
Since ¹F W t ; t 2 OE0; T º is an increasing filtration and ¹F B t;T ; t 2 OE0; T º is a decreasing filtration, the collection ¹F t ; t 2 OE0; T º is neither increasing nor decreasing so that it does not constitute a filtration.
For any n 2 N , let M 2 .0; T; R n / denote the set of (class of d P˝dt a.e. equal) n-dimensional jointly measurable random processes ¹' t ; 0 Ä t Ä T º which satisfy:
We denote by S 2 .OE0; T ; R n / the set of continuous n-dimensional random processes which satisfy:
We set by A 2 .0; T / the space of a continuous, real-valued, increasing process such that ' 0 D 0 and
In addition, we give the following assumptions:
(H1) The terminal condition is a F T -measurable random variable such that E.j j 2 / < 1.
(H2) The obstacle process S belongs to S 2 .OE0; T / such that S T Ä a.s.
(H3) Let f W OE0; T R R d ! R be a map such that for some constant C > 0 and for all t 2 OE0; T , y; y 0 2 R and z; z 0 2 R d :
(i) f . ; y; z/ is jointly measurable.
(iv) The map .y; z/ 7 ! f .t; y; z/ is continuous.
(v) There exists a positive process ' 2 M 2 .0; T / and constant Ä > 0 such that jf .t; y; z/j Ä ' t C Ä.jyj C kzk/.
(vi) y 7 ! f .t; y; z/ is left-continuous and non-decreasing.
(vii) The map z 7 ! f .t; y; z/ is continuous.
be a map such that for some constant C > 0, 0 <˛< 1 and for all t 2 OE0; T , y; y 0 2 R and z; z 0 2 R d : 
Main results
As announced in the introduction, our purpose is to establish an existence of minimal or maximal solution to RBDSDEs (1.1) when the terminal value , the obstacle process S and the function g satisfy (H1), (H2) and (H4) respectively, and the generator f satisfies (H3) (i), (ii), (iv)-(viii).
To attain our goal, we need to establish some preliminaries results. The first is an extension of the existence result established by Bahlali et al. in [2] . It follows from the result on the approximation of continuous functions by Lipschitz ones, firstly used by Lepeltier and San Martin in [3] , that for every n Ä, f n is uniformly n-Lipschitz and converges suitably to f . Now, since we have jf .t; y; z/j Ä ' t C Ä.jyj C kzk/, the rest of the proof is the adaptation of Theorem 3.3 in Bahlali et al. [2] in where jf .t; y; z/j Ä Ä.1 C jyj C kzk/. Therefore it is omitted.
The two next preliminaries results are comparison results which play a key role in the proof of the main result.
Theorem 3.2 (comparison with at least one Lipschitz function). Let g, S i and i .i D 1; 2/ satisfy (H1), (H2) and (H4). Assume that the RBDSDEs .f 1 ; g; 1 ; S 1 / and .f 2 ; g; 2 ; S 2 / have solutions .Y 1 ; Z 1 ; K 1 / and .Y 2 ; Z 2 ; K 2 /, respectively. Assume moreover that: /: Therefore, from Young's inequality, and the fact that f 1 satisfies (H3) (i)-(iii) and g verifies (H4), we get
Consequently, choosing 0 <ˇ< 1 C and using Gronwall's inequality, we obtain It follows again from the result on the approximation of continuous functions by Lipschitz ones that for every n Ä, f 1 n Ä f 1 and f 1 n is n-Lipschitz, linear growth and converges suitably to f 1 . Moreover, Theorem 3.1 allows us to tell that, for every n Ä, the RBDSDE .f 1 n ; g; 1 ; S 1 / has a unique measurable solution .Y 1;n ; Z 1;n ; K 1;n / which converges to the minimal solution .Y 1 ; Z 1 ; K 1 / to the RBDSDE .f 1 ; g; 1 ; S 1 /. Therefore, from (iii), we have for all t 2 OE0; T ,
Let us also define, for all n Ä, f 2 n .t; y; z/ D sup u2Q ¹f 2 .t; u; z/ njy ujº:
Using the similar argument as above, it is easy to check that for all n Ä, we have
Z 1 / and f 2 n is n-Lipschitz, linear growth and converges suitably to f 2 . Then, applying again Theorem 3.2, we get Y 1 Ä Y 2;n a.s., for all n Ä, where .Y 2;n ; Z 2;n ; K 2;n / is the unique solution to the BDSDEs .f 2 n ; g; 2 ; S 2 / which converges to .Y 2 ; Z 2 ; K 2 /, the maximal solution of the BDSDEs .f 2 ; g; 2 ; S 2 /. Therefore, we get Y 1 Ä Y 2 a.s. 
Then, if t 0 and 0, we have N Y t 0, P -a.s. for all t 2 OE0; T .
Remark 3.5. Let us note that the assumption (ii) in Lemma 3.4 is not a technic hypothesis but becomes natural since for .Y; Z; K/, a solution of equation (1.1), we have
Proof. Applying Itô's formula to jY t j 2 , we have
Since t 0 and 0 and using the fact that 2E
According to assumptions (H4), we get kg.s; y; z/k 2 Ä C jyj 2 C˛kzk 2 which together with (H3) (viii) and Young's inequality provide
Therefore, choosing 0 <ˇ< 1 2 Ä 2 and using Gronwall's inequality, we obtain that N Y t D 0, P -a.s. for all t 2 OE0; T , which finally implies that N Y t 0, P -a.s. for all t 2 OE0; T . Now, we are ready to prove our main result.
Theorem 3.6. Under the assumptions (H1), (H2), (H4) and (H3) (i), (ii), (iv)-(viii), the RBDSDE (1.1) has a minimal solution .Y ; Z ; K /.
Proof. By virtue of Theorem 3.1 above, we consider the processes .Y 0 ; Z 0 ; K 0 /, . Q Y 0 ; Q Z 0 ; Q K 0 / and the sequence of processes ¹.Y n ; Z n ; K n /º n 1 respectively minimal solution of the following RBDSDE: for all t 2 OE0; T , 
To complete the proof, it suffices to show that the sequence .Y n ; Z n ; K n / converges and its limit .Y ; Z ; K / is the minimal solution of RBDSDE (1.1). First, we have that for any n 0,
Indeed, for n 0, setting
On the other hand, by virtue of Itô's formula, we have 
Using again Young's inequality, we have for anyˇ> 0, Choosing > 0 such that 0 < Cˇc 1 ˛ ˇc < 1
(for example, one can take 0 < < 1 2 , 0 <ˇ< 1 4 c , 0 < < 1 ˛ 2ˇc) and noting that E Z T 0 kZ 0 s k 2 ds < C1;
we obtain sup n 0
