This article describes simulations on populations of neural networks that both evolve at the population level and learn at the individual level. Unlike other simulations, the evolutionary task (finding food in the environment) and the learning task (predicting the next position of food on the basis of present position and planned network's movement) are different tasks. In these conditions, learning influences evolution (without Lamarckian inheritance of learned weight changes) and evolution influences learning. Average but not peak fitness has a better evolutionary growth with learning than without learning. After the initial generations, individuals that learn to predict during life also improve their food-finding ability during life. Furthermore, individuals that inherit an innate capacity to find food also inherit an innate predisposition to learn to predict the sensory consequences of their movements. They do not predict better at birth, but they do learn to predict better than individuals of the initial generation given the same learning experience. The results are interpreted in terms of a notion of dynamic correlation between the fitness surface and the learning surface. Evolution succeeds in finding both individuals that have high fitness and individuals that, although they do not have high fitness at birth, end up with high fitness because they learn to predict.
Introduction
Most organisms both evolve at the population level and learn at the individual level. Evolutionary change occurs from one generation to the next, whereas learning is change during the lifetime of a single individual. To study how evolution and learning may interact, much research has been dedicated recently to applying genetic algorithms (Holland, 1975) to populations of neural networks that learn during life (Langton, Taylor, Farmer, & Rasmussen, 1991; Yao, 1993) . Neural networks reproduce selectively on the basis of some fitness criterion, and offspring inherit some properties from their parent(s). Reproduction can be either sexual (two parents) or agamic (single parent), and in both cases some random mutations introduce themselves during the copying process. Furthermore, individual networks learn some task during their life. Although the changes that result from learning (most often changes , in connection weights) are not inherited, the problem is whether and how learning influences the course of evolution (e.g., by channeling evolution) and whether evolution influences learning (e.g., by selecting initial states).
In most work that examines evolution together with learning in neural networks, there is no distinction between the evolutionary task and the learning task. The fitness criterion is how much an individual network learns a particular task. For example, Miller, Todd, and Hedge (1989) have examined how evolution can shape the network architecture for learning the XOR task. An initial population of networks with randomly generated network architectures and randomly generated initial weights learns the XOR task using backpropagation. The individuals that after a fixed number of learning cycles have a smaller error in the task are more likely to reproduce than are other individuals. The offspring of the reproducing individuals inherit a network architecture that is a recombination of complementary parts of their two parents' architectures plus mutations. Their connection weights are randomly generated at birth. This is repeated for a certain number of generations. Architectures change during evolution, and they converge toward one or a few types that appear to be particularly appropriate for learning the XOR task.
In simulations such as Miller et al.'s, the evolutionary task (i.e., the task that determines the fitness of an individual) and the task that is learned during life are the same task. This makes it possible to study how evolution can influence learning, in particular how evolution can create good initial conditions for learning. In some research projects, evolution selects good architectures for learning (Miller et al., 1989; Kitano, 1990; press). In other cases, evolution can select good initial weights or good learning rates or momentums (Belew, McInerney, & Schraudolph, 1991) or even good learning rules (Chalmers, 1990) . However, if the evolutionary task and the learning task are the same task, it is more difficult to investigate how learning can influence evolution. Hinton and Nowlan (1987) (Rumelhart, Hinton, & Williams, 1986 If we look at the organisms' fitness (i.e., number of food elements eaten) throughout the 100 generations, we see that individuals increasingly able to approach food elements evolve. Figure 2 shows the fitness value of the best individual and the average fitness value of the population for each of the 100 generations. Each curve represents the average result of ten simulations starting with different, randomly assigned weights. In simulation 1, an evolutionary mechanism was used to develop networks that exhibit a desired behavior. The behavior is innate in the sense that it is displayed at birth and does not require any learning or experience. However, in real organisms most behavior is not determined by innate knowledge alone but results from the interaction between innate knowledge (in the current scenario, the weight matrix at birth) and learning (changes in weights through experience). Several researchers have suggested that there is an interaction between genetically transmitted knowledge and learning (Waddington, 1942; Baldwin, 1986 Hinton & Nowlan, 1987 Belew, 1990; Belew et al., 1991; Parisi, Nolfi, & Cecconi, 1992 (Figure 3) .
At any given cycle, these networks generate two outputs pertaining to two different tasks. One task is to move in the environment to find food efficiently. The other task is to make correct predictions on the sensory consequences of these movements. Notice that, given the architecture of Figure 3 , the two tasks share a set of weights (i.e., the lower weights from the input units to the hidden units). In addition to these shared weights, the two tasks use two separate sets of weights. The food-finding task uses the weights from the hidden units to the two motor output units. The prediction task uses the weights from the hidden units to the two prediction output units.
It is also important to be clear about how these various weights are shaped by evolution or learning. The 
Results
We will analyze the results of these simulations to examine separately the influence of learning on evolution and the influence of evolution on learning. Figures 4 and 5 show the results regarding the evolution of the food-finding ability in this population of networks. The evolutionary increase in fitness (number of food elements eaten) is compared with the corresponding increase in simulation 1. Figure 4 shows the peak performance and Figure 5 The results in terms of the fitness of the best and the average individual of the last generation are summarized in Table 1 . From these results, it is clear that learning to predict has a robust beneficial effect on the evolution of the ability to eat as it is found in all the conditions tested. The effect concerns the average eating ability, though it is practically nonexistent (with even some inversions) for the eating ability of the best individual.
Another result is that there is a general tendency for all measures in all conditions to increase with number of mutations, population size, and number of reproducing individuals. Again, the effect is most consistent in the case of the average fitness in the population with learning. Because an increase in the value of all three parameters can be interpreted as causing greater population variability, the beneficial effect of learning on evolution appears to be enhanced when there is more variability to play with.
Discussion
We have found that evolution can affect learning and learning can affect evolution, even if the effects of learning (weight changes) are not genetically inherited and if Figure 5 ). Williams and Bounds (1993) , who made similar simulations, also obtained better average performance in the learning condition, but they did not find the difference between the two conditions to be significant. This may be because in their simulations the learning task is different and more difficult to learn: Organisms are requested to predict the next sensory input without having input the planned action, as in our simulations (see Figure 3) , which may explain why learning was less effective.
This interpretation can help us understand the results concerning the effect of evolution on the ability to predict. As we have seen (cf. Figure 8) , the individuals of the later generation are not born with an ability to predict, but they are born with an innate predisposition to learn to predict. At birth, they do not predict any better than the individuals of the first generation but, when they are exposed to the same learning experiences of the individuals of the first generation, they learn better than those individuals. We have already interpreted the lack of an innate ability to predict in these individuals as showing that the fitness surface and the learning surface are not statically correlated. High values on the fitness surface (those of the individuals of the later generations that know how to find food at birth) do not correspond to high values on the learning surface. However, the two surfaces contain regions of dynamic correlation, and there is evidence to show that evolution tends to select for individuals located in these particular regions because to be born in one of these regions means that the changes due to learning automatically translate into higher fitness. If, in these regions, improvements in learning performance are correlated with increases in fitness, it is likely that evolution will choose those regions where learning is particularly successful. In other words, the individuals of the later generation will be selected for their particular predisposition to learn to predict. As Kolen and Pollack (1990) have demonstrated, backpropagation learning is sensitive to initial conditions (initial weight matrices). Furthermore, Belew et al. (1991) have shown that evolution can be used to select for good initial weight matrices for learning particular tasks. We conclude that in our populations evolution succeeds both in selecting individuals that are located in dynamically correlated regions of the evolutionary and learning surfaces and in selecting initial points in these regions where learning can give better results.
Conclusions
If individuals learn during their life the same task they are selected for in the course of evolution, learning and evolution are directly and obviously related. Evolution can help learning by creating good conditions in which learning can occur (e.g., good initial weights, good network architectures, good learning rates), and learning can guide evolution by exploring approximations to the solutions sought by evolution (Hinton & Nowlan, 1987 Menczer and Parisi (1992) . The interaction between learning and evolution with distinct learning and evolutionary tasks in a sexually reproducing population should be the object of further research.
