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3Sommaire
Le problème d’ordonnancement des activités sous contraintes de ressources (com
munément noté RCP$P) consiste à planifier un ensemble d’activités, consommant des
ressources disponibles en quantités limitées entre lesquelles il existe des contraintes de
précédence qui associent à chaque activité un ensemble d’activités qui doivent la précé
der. L’objectif est de construire un planning minimisant la durée totale d’exécution de
toutes les activités.
Le problème est NP-Difficile. Comme c’est le cas pour la majorité des problèmes de
ce niveau de complexité, les méthodes heuristiques sont généralement les plus efficaces
pour le résoudre alors que les méthodes exactes ne sont efficaces que pour des instances
de petite taille.
Dans cette thèse, nous introduisons une nouvelle représentation nommée séquence
d’ensembles d’activités pour la résolution du RCPSP et sa généralisation. Les heuris
tiques les plus efficaces pour le RGPSP utilisent la représentation en séquence d’activités
et la méthode (de décodage) Serial SGS pour construire le planning réalisable (solution)
correspondant. Cette représentation a démontré son efficacité dans plusieurs méthodes
de résolution notamment grâce au fait qu’elle est rapidement décodable. En effet, sa
forme en liste permet l’utihsatioll d’une variété d’opérateurs. De plus, l’ensemble de tous
les plannings engendrés par la représentation contient toujours un planning optimal.
Par ailleurs, les séquences d’activités engendrent un espace de recherche généralement
beaucoup plus grand que celui des plannings puisqu’un même planning peut correspondre
à plusieurs représentations différentes de ce type. Nous montrons comment les séquences
d’ensembles d’activités peuvent réduire considérablement cet espace et comment y ef
fectuer des déplacements plus efficaces. Nous montrons également que notre nouvelle
représentation n’exclut jamais le planning optimal et possède de nombreuses proprié
tés intéressantes. Des calculs expérimentaux montrent comment, grâce à notre nouvelle
représentation, les performances de deux des meilleures heuristiques proposées pour le
RCPSP ont été améliorées.
En plus des contraintes du RCP$P, la majorité des problèmes de planification réels
nécessitent la prise en considération d’une variété de contraintes supplémentaires pour
lesquelles la nouvelle représentation peut également s’avérer efficace. Nous généralisons
l’utilisation des séquences d’activités et des séquences d’ensembles d’activités pour une
très grande catégorie de problèmes de planification incluant le RCP$P. La généralisation
4des deux représentations est nécessaire car elles sont étroitement liées. Nous montrons
comment une séquence d’activités et une séquence d’ensembles d’activités peuvent être
décodées en un planning réalisable du problème généralisé et comment, sous certaines
conditions, elles n’excluent jamais le planning optimal. Nous montrons également com
ment les séquences d’ensembles d’activités peuvent, dans ce cas aussi, réduire l’espace
de recherche induit par les séquences d’activités.
Nos résultats permettent de concevoir une nouvelle catégorie de méthodes de réso
lution utilisant notre nouvelle représentation pour améliorer les performances de celles
dédiées au RCPSP ou pour la résolution efficace de la généralisation proposée. Ils per
mettent aussi la réutilisation de la majorité des méthodes de résolution du (RCSPSP),
qui sont basées sur les séquences d’activités, pour la généralisation du problème.
Mots clés : Problème d’ordonnancement des activités avec contraintes de ressources,
RCPSP, Problème de planification, Séquence d’activités, Séquence d’ensembles d’activi
tés, Heuristiques et Métaheuristiques.
oAbstract
In a Resource-Constrained Project Scheduling Problem (RCPSP), we consider a project
including a set of activities to 5e scheduled under resource and precedence constraints.
On the one hand, the precedence constraints are induced by technolôgical requirements
to impose that any activity must be scheduled after the completiori of ail its immediate
predecessors. On the other hand, each activity requires a quantity of resources during each
period of its execution. The resource constraints are specified to limit the consumption of
each resource used to the qiiantity available in each period. The RCPSP is to determine
a starting period for each activity in order to minimize the total duration (makespan) of
the project whiie satisfying the precedence and resource constraints.
Since the problem is known to 5e NP-Hard, heuristic procedures are generally used to
deal with large instances while exact methods are mainly used to solve small instances.
In this thesis, we introduce a new representation riamed Activity Set List for the
solutions of the RCPSP and its generalization. The most efficient heuristics for the
RCPSP use the Activity List representation and the serial SGS method to construct
the corresponding schedule (solution). This representation has shown its efficiency for the
problem in many solution procedures in the literature. Indeed, it is quickly decoded into
a feasible schedule and its list form allows the application of various operators. Also, the
set of all schedules induced by this representation always contains an optimal schedule.
Furthermore, the Activity List may induce a search space of representations much
larger then the space of schedules because the same schedule cari correspond to many
diffèrent Activity List representations. We show how the Activity Set List representation
can considerably reduce the search space and how to move more efficiently through it.
We also show that this new representatioii neyer excludes the optimal schedule and that
it has many interesting properties. Computational experiments indicate the efficiency of
the Activity Set List. The performance of two of the best heuristics for the problem lias
been improved by introducing the new representation.
In most of the real life scheduling problems, one has to account for several other
constraints in addition to the precedence and resource constraints considered in the
RCPSP. We define a wide category of scheduling problems that includes various addi
tional constraints for which the Activity List and the Activity Set List representations
cari 5e used as efficiently. We mainly show how these representations can be decoded to
feasible schedules and how, under some conditions, these representations neyer exclude
6the optimal schedule. We also indicate how to use the Activity Set List to reduce the
Actïvity Lists search space for our problem generalization.
Our resuits allow the construction of a new category of efficient solution procedures
based on the Activity Set List representation for the RCPSP and its generalization. Fur
thermore, most of the proposed solution procedures for RGPSP based on the Activity
List representation cari be extended by simply replacing the classic decoding procedure
used for the RCPSP by the generalized version introduced here.
Keywords Resource-Constrained Project Scheduling Problem, RCPSP, Scheduling
problem, Activity List, Activity Set List, Heuristics and Meta-heuristics.
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La résolution du problème d’ordonnancement des activités sous contraintes de res
sources RCPSP a toujours suscité beaucoup d’intérêt dans la littérature puisqu’il mo
délise de nombreuses situations où il est question de planifier plusieurs activités, consom
mant une variété de ressources et soumises à des contraintes de précédence, de sorte à
minimiser la durée totale de leur exécution. Vu la complexité du problème, les heuris
tiques constituent la majorité des méthodes proposées pour sa résolution.
La représentation des solutions (plannings) sous forme de séquence d’activités est
utilisée par la plus grande majorité de ces heuristiques. Elle consiste en une liste ordonnée
de toutes les activités dont le décodage en un planning réalisable est fait avec la méthode
Serial SGS. Cette représentation est rapidement décodable, sa forme en liste permet
l’utilisation d’une variété d’opérateurs et l’ensemble de tous les plannings engendrés
par cette représentation contient toujours un planning optimal. Par ailleurs, plusieurs
séquences d’activités différentes peuvent correspondre à un même planning. Ainsi, le
domaine de recherche constitué par toutes les séquences d’activités possibles peut être
beaucoup plus grand que celui des plannings. Ainsi, les méthodes se basant sur cette
représentation peuvent parcourir plusieurs séquences d’activités inutilement.
Nous proposons une nouvelle représentation notée séquence d’ensembles d’activités
généralisant la représentation en séquence d’activités. Nous introduisons un algorithme
polynomial simple permettant de construire une séquence d’ensembles d’activités à partir
d’une séquence d’activités et lui conférer la propriété de permutation permettant d’affir
mer que cette séquence d’ensembles d’activités correspond à plusieurs séquences d’acti
vités différentes dont le décodage induit le même planning. Ceci a pour effet de réduire
considérablement le domaine de recherche pouvant être induit par les séquences d’activi
tés. Aussi, la nouvelle représentation n’exclut jamais la solution optimale du problème.
Nous montrons comment il est possible d’apporter de simples modifications aux méthodes
heuristiques basées sur les séquences d’activités pour améliorer leurs performances grâce
aux séquences d’ensembles d’activités. Nous illustrons cela en introduisant la nouvelle
représentation dans deux des meilleures heuristiques proposées pour le problème; la pre
mière est basée sur le recuit simulé et la seconde sur les algorithmes génétiques. Nos
résultats numériques montrent clairement l’amélioration de leurs performances.
Généralement, les contraintes de précédence et celles sur les ressources que comporte
le RCP$P sont insuffisantes pour modéliser la plupart des problèmes de planification
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réels. La prise en considération de contraintes supplémentaires s’avère souvent nécessaire.
tant donné que les méthodes heuristiques les plus efficaces pour le RCPSP sont souvent
basées sur les séquences d’activités, nous proposons l’utilisation de cette représentation
ainsi que celle de séquence d’ensembles d’activités pour une très large généralisation du
RCPSP. Nous introduisons des conditions simples et non restrictives définissant la gé
néralisation et permettant l’utilisation des deux représentations. Aussi, nous définissons
une extension de la méthode de décodage Serial SGS permettant d’associer une solution
réalisable du problème généralisé à toute séquence d’activités ou séquence d’ensembles
d’activités. Ainsi, pour résoudre le problème généralisé, il est possible de réutiliser la ma
jorité des approches basées sur les séquences d’activités dédiées initialement au RCPSP,
en y remplaçant uniquement la méthode Serial SGS par notre méthode de décodage géné
ralisée. De plus, nous introduisons la notion d’extensibilité sur les plannings permettant
de spécifier des conditions suffisantes assurant l’existence d’une séquence d’activités et
d’une séquence d’ensembles d’activités engendrant le planning optimal du problème gé
néralisé. Par conséquent, sous ces conditions, les méthodes de résolution qui utilisent
l’une de ces représentations peuvent aboutir à la solution optimale. Il est même pos
sible dans ce cas de résoudre à l’optimum de petites instances du problème généralisé
en énumérant toutes les séquences d’ensembles d’activités puisque leur nombre est ré
duit. Enfin, nous montrons que l’utilisation des séquences d’ensembles d’activités dans
les approches de résolution du problème généralisé peut améliorer leurs performances en
réduisant considérablement l’espace de recherche induit par les séquences d’activités.
Au Chapitre 1, nous décrivons le problème RCPSP ainsi que certaines de ses va
riantes puis nous y abordons différentes modélisations et méthodes de résolution propo
sées dans la littérature. Nous commençons le Chapitre 2 par une brève description de
la représentation sous forme de séquences d’activités. Cette représentation est très sou
vent citée dans les procédures de résolution du RCP$P. Nous introduisons ensuite une
nouvelle représentation sous forme de séquences d’ensembles d’activités. Aussi, nous spé
cifions une puissante propriété la caractérisant ainsi que quelques résultats et procédures
s’y rattachant. Nous montrons aussi comment les séquences d’ensembles d’activités per
mettent, grâce à cette propriété, de réduire l’espace de recherche induit par les séquences
d’activités. Nous montrons également qu’il existe toujours une séquence d’ensembles
d’activités engendrant une solution optimale et comment, dans certaines situations, il
possible de l’identifier.
À l’aide d’un exemple, nous illustrons les avantages d’un point de vue numérique
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d’utiliser la notion de séquences d’ensembles d’activités. Pour ce faire, nous considérons
les séquences d’activités voisines obtenues à partir d’une séquence d’activités spécifique
en modifiant la position d’une de ses activités. Ainsi, en se référant à la séquence d’en
sembles d’activités associée à la séquence d’activité spécifique, il est possible d’identifier
les séquences d’activités voisines correspondant au même planning que celui correspon
dant à la séquence d’activités spécifique de départ. Une étude numérique plus poussée
permet de vérifier que le pourcentage de ces séquences voisines correspondant au même
planning est important dans plusieurs cas. Cet exemple montre clairement comment
l’introduction de la nouvelle représentation dans les approches basées sur les séquences
d’activités peut améliorer leurs performances. Enfin, nous abordons l’extension du déco
dage de la nouvelle représentation en mode backward. Nous montrons que pour ce mode,
nos résultats restent valides.
Le Chapitre 3 est dédié à l’évaluation des performances des séquences d’ensembles
d’activités lorsqu’elles sont introduites dans deux des meilleures procédures de résolution
pour le RCPSP. La première, basée sur le recuit simulé, est celle de Bouleimen et Lecoq
1161 et la seconde, basée sur les algorithmes génétiques, est celle de Hartmann t66]. Nos
résultats numériques sont obtenus en appliquant ces procédures à toutes les instances de
PSPLIB, une bibliothèque fréquemment utilisée dans la littérature, qui regroupe plusieurs
problèmes tests. Plusieurs variantes des deux procédures sont implémentées puis com
parées selon plusieurs critères de performance, notamment, le pourcentage de déviation
par rapport à la solution obtenue par la méthode CPM (Critical Path Method) lorsque
les contraintes de ressources sont relâchées, le temps de calcul et le nombre d’itérations
ou de générations parcourues avant d’atteindre la meilleure solution. Nous comparons
aussi ces procédures suivant le degré de complexité des instances utilisées.
Dans le Chapitre 4, nous définissons la généralisation que nous proposons pour le
problème RCPSP. Nous introduisons la condition de souplesse permettant le décodage
d’une séquence d’activités en un planning réalisable et cela selon les deux modes de plani
fication, forward et backward. Nous montrons également comment, sous cette condition,
il est possible de généraliser la méthode de décodage Serial SG$ pour ce problème.
Plusieurs exemples d’instances du problème satisfaisant la condition de souplesse sont
donnés. Nous indiquons par la suite que cette condition n’est pas suffisante pour assurer
l’existence d’une séquence d’activité induisant un planning optimal. Ceci nous amène à
introduire des conditions supplémentaires assurant l’existence d’une telle séquence d’acti
vités. Plusieurs exemples d’instances vérifiant ces conditions sont donnés. De nombreuses
16
extensions de techniques initialement développées pour le RCP$P sont aussi abordées
pour permettre la résolution du problème généralisé. Enfin, nous montrons comment la
majorité des résultats sur les séquences d’ensembles d’activités obtenus dans le contexte
du RCPSP peuvent être étendus pour le problème généralisé, notamment, la réduction
de l’espace de recherche induit par les séquences d’activités et l’existence d’une séquence




La théorie de la planification et du séquencement est l’un des domaines de la re
cherche opérationnelle qui engendre, virtuellement, un nombre illimité de types de pro
blèmes qu’on peut retrouver dans la réalité. Le problème d’ordonnancement des activités
avec contraintes de ressources en fait partie. Il consiste en la planification d’un ensemble
d’activités nécessaires à la réalisation d’un projet sous un ensemble de contraintes notam
ment : des ressources limitées et nécessaires à l’accomplissement de chacune des activités,
existence de contraintes temporelles ou de précédence entre les activités.
Le problème trouve son application dans plusieurs domaines comme : l’ingénierie de la
construction, le développement informatique, , etc. De plus, le problème est très riche
dans le sens où il constitue une formulation généralisée de plusieurs problèmes classiques
comme le Job Shop, machine scheduting, ordonnancement,
.,
etc.
Le problème d’ordonnancement des activités avec contraintes de ressources consiste
à planifier l’ensemble des activités d’un projet en leur affectant des périodes pendant les
quelles elles devront s’accomplir et, éventuellement, la manière° avec laquelle chacune
d’elles devra s’exécuter. Cette planification devra prendre en considération, principa
lement, deux types de contraintes des contraintes sur les activités elles-mêmes (qui
peuvent être relatives à chacune des activités prise indépendamment ou bien qui lient
les activités entre elles) ainsi que des contraintes sur les ressources qui, globalement,
garantissent la suffisance de ces dernières tout au long de l’exécution des activités.
En ce qui concerne les objectifs à optimiser, ceux-ci peuvent être nombreux et variés.
Ils peuvent concerner, par exemple, la durée du projet ou bien son coût. Vu le nombre
1$
important d’objectifs et de contraintes pouvant être pris en considération, nous pouvons
constater qu’il y a un nombre extrêmement important de problèmes. Il s’agit donc bien
d’une catégorie de problèmes renfermant plusieurs variantes.
1.2 Termes et appellations
Nous donnons ici une définition plus précise de certains termes se rapportant au
problème et que nous utiliserons fréquemment par la suite.
1. Activité Tâche élémentaire faisant partie de l’ensemble des tâches nécessaires à
l’accomplissement du projet. L’exécution de toutes les activités signifie l’exécution
du projet.
2. Mode de réatisation d’une activité : Il se peut qu’une activité puisse être exécutée
de plusieurs façons. Chacune de ces façons peut mobiliser des ressources, engendrer
des durées de réalisation ou des coûts différents. Ces différentes façons d’exécution
sont les modes de réalisation de l’activité.
3. Période élémentaire La période sur laquelle la planification se fait est subdivisée
en périodes élémentaires de durées égales. Chacune des activités ne peut commencer
(respectivement, se terminer) qu’au début (respectivement, à la fin) d’une période
élémentaire. En fait, cette subdivision du temps de planification facilite également
la modélisation du problème.
4. Durée d’une activité Temps nécessaire pour exécuter une activité. Il est donné en
terme de nombre de périodes élémentaires.
5. Date : Désigne un moment précis de la période de planification. Ce moment cor
respondra toujours au début d’une période élémentaire.
6. Planning (ou calendrier d’exécution) : Ce sont toutes les informations nécessaires
pour caractériser une solution du problème. Par exemple, un planning peut être
donné en spécifiant uniquement la date de début de chacune des activités du pro
jet, si cette information est suffisante pour définir complètement la solution qu’il
représente.
7. Ressources renouvelables Ce sont des ressources dont la disponibilité est renouve
lée à chaque période élémentaire.
8. Ressources non renouvelables : Ce sont des ressources dont la quantité est fixe au
début de la première période élémentaire et dont la disponibilité est réduite suite
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à sa consommation par les activités an fur et à mesure que le projet se déroule.
La quantité de ces ressources à la fin du projet est égale à leur quantité au début
du projet moins la somme de la consommation de ces ressources par toutes les
activités au cours de toutes les périodes élémentaires.
9. Contraintes de précédence : Ce sont des contraintes définies sur les activités du pro
jet. Elles exigent que pour un certain nombre de couples d’activités (j, j), l’activité
j doit s’exécuter après l’activité j.
10. Contraintes sur tes ressources L’exécution de chacune des activités du projet peut
nécessiter une ou plusieurs ressources en quantités bien précises. Ces contraintes
garantissent globalement la suffisance de ces ressources pour l’accomplissement de
toutes les activités.
11. Contraintes temporettes Ce sont des contraintes définies sur les activités du projet.
Elles exigent que pour un certain nombre de couples d’activités (j, j), il y ait une
durée minimale (ou maximale) entre la date de début (ou de fin) de l’activité j et
la date de début (ou de fin) de l’activité j. Mais dans tous les cas, nous considérons
que i commence avant j.
1.3 Liste des paramètres
Le Tableau 1.1 résume les paramètres du problème que nous allons utiliser.
1.4 Définition du problème
1.4.1 Le problème RCP$P de base
Comme déjà souligné, le problème possède plusieurs variantes. Nous présentons ici le
problème d’ordonnancement des activités avec contraintes de ressources dit de base et
couramment noté RCP$P dans la littérature.
Le projet à planifier est représenté par un réseau G = (V’, E), où V’ représente
l’ensemble des activités et E correspond aux contraintes de précédence. Les activités
sont numérotées de 1 à n + 2. Les activités 1 et n + 2 sont virtuelles (il existe, donc,
réellement n activités). Les activités sont supposées être exécutées sans interruption
et d sera la durée fixe de l’activité i E V’ avec d1 = d+2 = 0. RP sera l’ensemble




V Ensemble des activités (V = {2,... , n + 1)).
V’ Ensemble des activités auquel s’ajoutent les activités virtuelles 1 et (n+2)
(V’ = VU{1,(n+2)}).
(i, j) Définit une contrainte de précédence ou temporelle par rapport aux ac
tivités j et j.
E Ensemble des couples (j, j) définissant les contraintes de précédence.
P, Ensemble des prédécesseurs directs de l’activité j (les activités devant se
dérouler juste avant).
Ensemble des successeurs directs de l’activité j (les activités devant se
dérouler juste après).
Temps nécessaire à l’exécution de l’activité j.
Ensemble des ressources renouvelables.
Nombre d’unités disponibles de la ressource renouvelable k
Tk Nombre d’unités de la ressource renouvelable k consommées par l’activité
j à chaque période élémentaire de son exécution.
Ensemble des modes d’exécution de l’activité j
Ç Temps nécessaire pour exécuter l’activité j selon le mode m.
R” Ensemble des ressources non renouvelables.
Nombre d’unités disponibles de la ressource non renouvelable k.
Tkm Nombre d’unités de la ressource renouvelable k consommées par l’activité
j lorsqu’elle est exécutée selon le mode m, à chaque période élémentaire
de son exécution.
j’km Nombre d’unités de la ressource non renouvelable k consommées par
l’activité j lorsqu’elle est exécutée selon le mode m.
P Un planning donné par toutes les informations suffisantes pour le définir.
Pi Ensemble des plannings réalisables par rapport aux contraintes de pré
cédence ou temporelles.
PR Ensemble des plannings réalisables par rapport aux contraintes sur les
ressources.
p = Pi n PR Ensemble des plannings réalisables.
Date limite de la fin du projet.
T Ensemble des périodes élémentaires constituant la totalité de la période
de référence considérée (T {1,..
. ,ITI}).
t Indice des périodes élémentaires (t = 1,. ,ITI).
[t — 1, t[ Intervalle de temps correspondant à la période élémentaire t.
rk(P, t) Nombre d’unités de la ressource k consommées à la période élémentaire
t en choisissant le planning P.
Ç° Mi max de la longueur de l’intervalle de temps séparant les dates de
début des activités i et j
TAB. 1.1
— Liste des paramètres
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variante du problème) et T°k sera le nombre d’unités de la ressource renouvelable k
consommées par l’activité j à chaque période élémentaire de son exécution. Chaque
ressource renouvelable k est disponible en quantité R à chaque période élémentaire.
L’objectif est de minimiser ta durée totale du projet.
1.4.2 Autres variantes du problème
Nous abordons ici certaines variantes du problème d’ordonnancement des activités
avec contraintes de ressources. Ces variantes peuvent être distinguées selon les trois
critères suivants [19]
1. Caractéristiques des ressources
— Le type de ressources considéré : renouvelables, non renouvelables ou les deux.
— La quantité des ressources disponibles (dans certains cas, les quantités sont infi
nies).
— Dépendance ou pas entre la quantité des ressources consommées, le temps d’exé
cution des activités (éventuellement, avec un mode donné) et le cofit que cela
engendre.
2. Caractéristiques des activités
— Existence d’un ou de plusieurs modes d’exécution pour chaque activité.
— Possibilité d’exécuter une activité selon plusieurs modes adoptés successivement
tout au long du projet.
— Le temps d’exécution d’une activité peut être constant, aléatoire, fonction d’un
mode d’exécution ou d’un coi2t.
— Une activité peut être interrompue ou pas pour être reprise plus tard dans le
projet.
— Dépendance ou pas entre les modes d’exécution des activités (en effet, il se peut
que l’exécution d’une activité i en un mode m entraîne l’exécution d’une activité
j avec un mode ïï).
3. Types d’objectifs
Ceux-ci sont variés et multiples. Le problème peut être mono-critère ou multicritère
t591• Voici quelques fonctions objectifs que nous pouvons trouver dans la littérature
[53, 701
— Minimiser la durée totale du projet.
— Minimiser le cofit du projet.
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— Minimiser les ressources allouées au projet.
— Minimiser les retards sur le projet.
— Minimiser les écarts par rapport à une moyenne d’utilisation des ressources.
— Maximiser la valeur actuelle nette du projet.
— ••,etc.
Notation des variantes du problème
La manière avec laquelle le problème d’ordonnancement des activités avec contraintes
de ressources est abordé dans la littérature est très liée à ses caractéristiques et sa for
mulation spécifique. Il est donc important de savoir de quelle variante du problème il
s’agit avant de développer une stratégie de modélisation et de résolution.
Nous avons trouvé en t191 une assez bonne notation des variantes du problème se-
ion les trois critères que nous avons mentionnés dans la section 1.4.2. Nous utiliserons
cette notation pour caractériser ces variantes, aborder leurs modélisations ainsi que leurs
méthodes de résolution. Cela dit, nous ne mentionnerons pas ici toutes les notations pré
sentées en 1191 qui sont beaucoup plus riches. Nous nous en tiendrons juste aux notations
qui vont nous servir par la suite.
Globalement, la notation d’une variante du problème se fera selon trois champs
comme suit
( mode de réalisation CaTaCtéTistiques des activités I fonction objectif)
Les valeurs que peuvent prendre chacun des trois champs sont listées dans le Tableau
1.2’.
En l’absence de spécifications sur les ressources, nous considérerons que ces dernières
sont renouvelables et qu’elles sont disponibles en quantités limitées. Notons que plusieurs
valeurs du champ caractéristiques des activités peuvent être prises en même temps.
Le problème d’ordonnancement des activités avec contraintes de ressources de base
RCP$P, défini plus haut, pourra donc être noté (PS Prec Cmax).
1.4.3 Complexité du problème
Le problème RCP$P est un problème d’optimisation combinatoire de complexité
NP-dur [11]. À partir de 60 activités et 4 types de ressources, sa résolution par une




Mode de réalisation PS Unique mode de réalisation pour
chaque activité.
MP$ Plusieurs modes de réalisation pour
chaque activité.
Caractéristiques des activités Prec Les contraintes de précédence sont
considérées.
Temp Les contraintes temporelles sont consi
dérées.
d = sto Les durées d’exécution des activités
sont aléatoires.
II existe une date limite de fin du pro
jet.
intr Une activité peut être interrompue
pour être reprise plus tard.
Fonction objectif Omax Désigne la minimisation de la durée to
tale du projet.
(Autres) Si elle est autre que Cmax, ce champ
aura comme valeur l’expression exacte
de la fonction objectif en question.
TAn. 1.2
— Variantes du problème valeurs des champs
méthode exacte nécessite un temps de calcul assez important f1]. Pour avoir une idée
sur la taille réelle de ce type de problèmes, il faut savoir qu’un projet informatique de
taille moyenne comprend entre 100 et 1000 activités et nécessite entre 1 à 6 types de
ressources t591• Par ailleurs, notons que pour 1H”! > 2 et 1u 2 pour tout j E V,
le problème (MPS Prec Cmax) (la variante du problème avec plusieurs modes de
réalisation) est NP-complet 1851 et que le problème de faisabilité de (P5 Temp I Cmax)
est NP-complet également 1701.
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1.5 Modélisations et méthodes de résohition existantes
Plusieurs modélisations et méthodes de résolution existent dans la littérature. Une
revue globale est faite en [19, 59, 69, 70, 90, 92]. Voici quelques principes d’approches de
résolution que nous pouvons y retrouver
— La programmation dynamique [591
— Les approches par construction progressive t59, 69]
— Les méthodes d’énumération implicite et de séparation et évaluation [41, 59, 115]
— Les méthodes de recherche locale [1, 2, 6, 16, 66, 95, 118, 1251
— L’intelligence artificielle [59]
— Les réseaux de neurones t59]
— Les algorithmes génétiques [1, 2, 68, 83, 108, 139]
— Les heuristiques basées sur les règles de priorité t3, 14, 13, 38, 55, 59, 113, 134]
— Autres méthodes spécifiques [891
La majorité des démarches de résolution ne reposent pas sur des modèles bien éta
blis comme un graphe ou un programme mathématique pour solutionner le problème
avec des méthodes appropriées à ces derniers. Il existe, par ailleurs, de tels modèles dans
la littérature. La plupart d’entre eux sont formulés à l’aide d’un programme mathéma
tique contenant des variables pouvant prendre des valeurs binaires qui sont généralement
définies comme suit
f 1 Si l’activité j se termine à la date t (et se déroule selon le mode m)
Xjt(m) =
O Sinon
Ce type de modèles présente l’avantage de la relative facilité de traduire les contraintes
du problème en équations ou inéquations mathématiques. Ils ont également l’inconvénient
d’être, dans la majorité des cas, difficiles à résoudre.
1.5.1 Modélisations mathématiques
Nous présentons, dans ce qui suit, un modèle générique pouvant servir à la modélisa
tion de plusieurs variantes du problème. Ce dernier est inspiré de (106] qui contient une
liste très variée de contraintes et de fonctions objectif.
Voici les variables décisionnelles considérées
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1 Si l’activité i se termine à ta fin de ta période t et se déroule selon
Xitm = le mode m
O Sinon
1 Si l’activité j, qui peut être interrompue, se déroute durant ta période t
Yitm = selon le mode m
O Sinon
1 Si l’activité i, qui peut être interrompue, commence à ta fin de ta période t
Sjtm = et se déroule selon le mode m
O Sinon
Voici une liste non exhaustive de contraintes pouvant constituer une des variantes du
problème
1. L’activité virtuelle O se termine à la période O et se déroule selon son unique mode
de réalisation 1.
Xooi = 1 (1)




3. Une activité qui peut être interrompue doit avoir une seule date de début. La date
de reprise d’un activité après son interruption ne peut être considérée comme une
date de début.
sitm = 1 ,Vi e V où j peut être interrompue (3)
tET mEi
4. Une activité j qui peut être interrompue ne peut être complétée sans qu’elle se soit
déroulée sur un nombre de périodes égal à sa durée.
Yttm = dXitm , Vi E V où i peut être interrompue, Vm e p, (4)
tET teT
5. Les contraintes de précédence doivent être respectées. Pour cela, nous considérons
deux cas de figure selon que l’activité peut être interrompue ou non.
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(a) Si l’activité peut être interrompue.
tSjj — tljtm 0, (5)
tel mej3 tel mEjt
Vj e V où j peut être interrompue, Vi e P3
(b) Si l’activité ne peut être interrompue.
(6)
tel mEj, tel mEJL
Vj e V où j ne peut être interrompue, Vi e P3
6. Les contraintes sur les ressources renouvelables doivent être respectées.
Min(u+Ç —1,1)
TXjtm + TYjum R, Vk e R”,Vu e T (7)
iEV1 mE t=u jEU2 mEfI
Où:
V1 c V représente l’ensemble des activités qui ne peuvent être interrompues.
V2 C V représente l’ensemble des activités qui peuvent être interrompues.
Z. Les contraintes sur les ressources non renouvelables doivent être respectées.
TdXt <R, Vk é R (8)
iEV tel mEi
La minimisation de la durée totale dii projet peut s’exprimer comme suit
Min X(n+2)tl (9)
teT
Ainsi, voici comment certaines variantes particulières du problème peuvent être for
mulées
1. (PS I Prec Cmax) ou RCP$P : En considérant les contraintes (1), (2), (6) et (Z)
avec l’objectif (9). Bien entendu, toutes les activités possèdent un unique mode de
réalisation et doivent s’exécuter sans interruption.
2. (MP$ Prec Cmax) : En considérant les contraintes (1), (2), (6), (7) et (8) avec
l’objectif (9). Dans ce cas, toutes les activités doivent s’exécuter sans interruption.
3. (PS I Prec, intr Cmax) : En considérant les contraintes (1), (2), (3), (4), (5) et (7)
avec l’objectif (9). Dans ce cas, toutes les activités possèdent un unique mode de
réalisation et peuvent s’exécuter avec interruption.
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1.5.2 Méthodes exactes
Vu la complexité du problème (voir la section 1.4.3) et la taille importante de ce der
nier dans la plupart des cas réels, les méthodes de résolution exactes sont de plus en plus
rares dans la littérature. Presque la totalité des travaux récents sur le problème portent
sur sa résolution par des méthodes approchées. Nous mentionnons ici le principe global
de la plupart des méthodes exactes proposées pour certaines variantes du problème.
Le problème (PS I Prec Cmax) OU RCPSP
1. Les procéduTes par séparation et évaluation
Une variété de procédures par séparation et évaluation ont été proposées pour le
problème. La majorité d’entre elles utilisent des planifications partielles (planifi
cation d’une partie des activités) du projet qui correspondent aux noeuds d’un
arbre d’énumération. La procédure de séparation consiste, en général, en l’exten
sion des planifications partielles de différentes façons. Des règles de dominance, des
bornes inférieures et des règles de sélection immédiates permettent de réduire le
nombre d’alternatives. Voici un exemple d’une méthode de séparation et évaluation
proposée en [115]
La procédure est initialisée en commençant l’activité virtuelle 1 au temps O. À
chaque niveau de l’arbre, l’ensemble $Jg des activités planifiées et l’ensemble EJ9
des activités éligibles (ceux dont les prédécesseurs ont déjà été planifiés) sont dé
terminés. Une activité j9 éligible est sélectionnée. Maintenant, la date de début au
plus tôt qui satisfait les contraintes de précédence et de ressources est calculée. Le
niveau suivant est par la suite considéré. Si la dernière activité virtuelle (n + 2) est
éligible, une planification complète est trouvée. Dans ce cas, un backtracking2 vers
les niveaux précédents est prévu. Dans ce cas, la prochaine activité éligible non
testée est choisie. Si toutes les activités éligibles sont testées, on remonte encore
d’un niveau dans l’arbre
Un autre exemple est donné en t48] où une autre procédure de séparation et éva
luation est définie mais dans laquelle chaque niveau g de l’arbre est plutôt associé
à un instant t9 (dit instant de décision) auquel les activités peuvent commencer.
Dans ce cas, une activité j9 est dite éligible au temps t9 si tous ses prédécesseurs
sont planifiés et se terminent avant t9.
2Un mécanisme de retour aux étapes précédentes
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Il existe, également, d’autres méthodes par séparation et évaluation qui n’utilisent
pas des planifications partielles. Un exemple de ce type de démarche est donné
en [24]. Elle est une généralisation de celle proposée en [20, 94] pour le problème
de job shop. En [41], les noeuds de l’arbre d’énumération représentent le réseau
G = (V’, E) associé au problème auquel des contraintes de précédence sont ajoutées
pour réduire les conflits sur les ressources.
Certaines remarques pertinentes ont été formulées en [70] par rapport à ce type de
procédures
(a) Les procédures de recherche par séparation et évaluation basées sur la résolu
tion des conflits sur les ressources en retardant des sous-ensembles minimaux
d’activités sont les meilleures pour résoudre le problème de façon optimale.
(b) Il est important de trouver un bon compromis entre la qualité des bornes et
le temps nécessaire pour les calculer.
(c) Une attention particulière doit être accordée à la façon de programmer les
procédures de résolution.
Les remarques ci-dessus sont à la base de la DH-procedure proposée en (48]
qui est l’une des méthodes exactes les plus efficaces pour résoudre ce type de
problème 119, 70]. En t49], la GDH-procedure est proposée comme une exten
sion de la DH-procédure à une généralisation du problème où plusieurs autres
types de contraintes sur les activités et sur les ressources sont considérées.
2. Autres méthodes
Quelques méthodes de résolution basées sur des techniques de la programmation
mathématiques sont proposées en t17, 18] et d’autres sur la programmation dyna
mique sont proposées en (18, 28].
Le problème (MPS Prec Cmax)
Les méthodes de résolution de ce problème sont, pour la plupart, des généralisations
de celles dédiées à la résolution du problème (PS I Prec I Cmax). Parmi elles, nous
citerons principalement les méthodes par séparation et évaluation. À titre d’exemple,
nous montrons ici comment la procédure de séparation et évaluation mentionnée dans
la section 1.5.2 a été généralisée en [128] pour ce problème dans l’arborescence, une
activité éligible j9 et ensuite un mode m59 sont sélectionnés. Chaque combinaison d’une
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activité et d’un de ses modes de réalisation correspond à un descendant du noeud en
cours de l’arborescence.
Une autre procédure de séparation et évaluation est proposée en [128]. Par ailleurs,
une extension de la DH-procedure proposée initialement pour le (PS j Prec Cmax) a été
faite en [129] pour le problème.
Le problème (P$ I Prec, Inter Cmax)
Pour ce type de problème, notons qu’il est possible de trouver une durée minimale
pour le projet qui est inféTieure à celle pour le problème (PS Prec j Cmax). Ceci est
dii au fait que toute solution de (PS I Prec I Cm) est aussi une solution de (P$ I Prec,
Inter Cmaz) (le contraire n’est pas toujours vrai).
La littérature qui traite ce type de problème est presque inexistante. Parmi le peu
d’approches qui existent, nous pouvons citer celle en [37] qui fait appel à une énumération
implicite et celles en [76, 75] qui utilisent la programmation dynamique. Par ailleurs, en
147], la DH-procedure a été étendue pour cette variante du problème.
1.5.3 Méthodes approchées
La littérature portant sur ce type de méthodes de résolution est assez riche. La plupart
des méthodes que nous mentionnons ici concernent le problème RCPSP de base car,
d’une part, c’est cette variante qui a fait l’objet de plus de travaux de recherche et
d’autre part, la majorité des méthodes approchées concernant les autres variantes sont
de simples extensions de celles développées initialement pour le RCP$P.
Le problème (PS I Prec Cmax) OU RCP$P
Nous pouvons classer ces méthodes selon les catégories suivantes
1. $cheduting Ceneration Scheme [87, 91]
(a) Serial SGS : Cette méthode augmente, au fur et à mesure, le nombre d’acti
vités planifiées. À chaque étape, une activité non fictive est sélectionnée parmi
l’ensemble des activités éligibles puis planifiée de sorte à débuter au plus tôt
et à satisfaire les contraintes de précédence ainsi que celles sur les ressources.
L’ensemble des activités éligibles comprend toutes les activités non planifiées
dont les prédécesseurs ont déjà été planifiés. La complexité de Serial $G$ est
O(jRPj x n2).
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S’il n’y a pas de contraintes sur les ressources, cette procédure construit une
solution optimale (dans ce cas, nous obtenons le problème d’ordonnancement
classique). Serial SGS génère des solutions dites actives (aucune activité ne
peut être exécutée plus tôt sans retarder d’autres) et elle n’exclut jamais, à
priori, ta sotution optimale.
List scheduting est une variante de Serial $GS. Nous considérons une liste
d’activités À
= (ii, ,j) où chaque activité j9 a tous ses prédécesseurs
positionnés dans la liste avant la position de j9. Étant donné une liste À, les
activités peuvent être planifiées, dans l’ordre où elles apparaissent, à la date
au plus tôt de sorte à satisfaire les contraintes sur les ressources. Notons qu’il
existe toujours une liste À’ pour laquelle la solution générée est optimale quand
une fonction objectif régulière est considérée (fonction qui est non décroissante
en terme des dates de fin des activités).
List Scheduting peut être considérée comme une méthode de décodage, c’est
à-dire, permettant le passage d’une liste ordonnée d’activités à un planning
proprement dit. En fait, plusieurs méthodes heuristiques exploitent ce prin
cipe [1, 16, 661 en explorant plusieurs listes d’activités, auxquelles une variété
d’opérations sont appliquées, pour en retenir celle qui donne le meilleur plan
ning.
Le mode de planification selon le principe de List Scheduting qui consiste à
planifier au plus tôt les activités de À de j’ à j, est appelé le mode forward.
En fait, il est aussi possible de planifier les activités selon un mode appelé
backward. Dans ce cas, les activités sont planifiées de j à j1 à leur dates au
plus tard. Pour une même liste À, les plannings obtenus selon chaque mode
peuvent être complètement différents.
Une planification utilisant les deux modes dite bidirectionnat planning a été
proposée en [79]. Elle consiste à planifier une partie des activités de la liste en
mode forward et l’autre en mode backward. Les deux plannings partiels ainsi
obtenus sont par la suite fusionnés pour obtenir le planning final.
Serial SGS ainsi que la représentation en liste d’activités seront plus ample
ment détaillées dans la section 2.2.
(b) Parallel SGS : Contrairement à Serial SGS, cette méthode procède par une
incrémentation du temps. À chaque itération g, il y a un temps de planification
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t9 et un ensemble d’activités éligibles. Une activité est éligible si elle peut
commencer à la date t9 en respectant les contraintes de précédence et de
ressources. Les activités éligibles sont ainsi choisies jusqu’à ce qu’il ne reste
plus d’activités éligibles. Après cela, un prochain temps de planification est
calculé. Il est donné par la date de fin la plus petite des activités en cours
d’exécution au temps t9. La complexité de Parallel SOS est O(IRI x n2).
L’inconvénient majeur de cette méthode réside dans la possibilité d’exclure, à
priori, toutes les solutions optimales lorsqu’une fonction objectif régulière est
considérée.
2. Les règles de priorité
Ce sont parmi les premières heuristiques proposées. Plusieurs d’entres elles ont été
testées expérimentalement [3, 14]. L’avantage de ce type d’heuristiques est qu’elles
sont intuitives, faciles à implémenter et rapides en terme de temps de calcul. Par
ailleurs, elles ne donnent pas, dans la majorité des cas, des solutions satisfaisantes
ne déviant pas trop de la valeur optimale.
En utilisant le principe de Serial SGS, les règles de priorité permettent de construire
un planning de la façon suivante t à chaque étape, la prochaine activité à planifier
est celle dont les prédécesseurs ont déjà été planifiés et dont la priorité est ta plus
élevée. Voici quelques règles de calcul de priorité qui existent dans la littérature et
dont plusieurs sont résumées dans [59]
—
MINSLK (Minimum Job Slack) t Les activités sont ordonnées selon leur marge.
La marge associée à une activité est définie comme étant la différence entre ses
dates de début au plus tôt et de début au plus tard. Ces dates sont déduites par la
méthode CPM3. La priorité est donnée à l’activité ayant la marge la plus petite.
—
MINLFT (Minimum Late Finish Time) t Les activités sont ordonnées selon leur
date de fin au plus tard. Ces dates sont calculées par la méthode CPM. La priorité
est donnée à l’activité ayant la date de fin au plus tard la plus petite.
— $10 (Shortest Imminent Operation) : La priorité est donnée à. l’activité ayant la
durée la ptus courte.
— RAN (Setect Job Randomly) : Consiste à choisir chaque activité, parmi celles qui
sont éligibles, de façon aléatoire.




ta) Métaheuristiques classiques Plusieurs adaptation des métaheuristiques
classiques ont été faites pour la résolution du problème. La majorité d’entre
elles utilisent le principe de Serial SGS avec des listes d’activités pour codifier
les solutions. Parmi ces approches, nous retrouvons la recherche tabou [4, 6,
105, 116], le recuit simulé t15, 16, 32], les algorithmes génétiques [1, 2, 34, 61,
66, 83] et les colonies de fourmis t981.
Deux des meilleures approches heuristiques proposées pour le problème (l’une
basées sur le recuit simulé [161 et l’autre sur les algorithmes génétiques 1661)
seront décrites en détails dans les sections 3.2 et 3.3. Par ailleurs, nous donnons
ici l’exemple d’une approche de résolution basée sur la recherche tabou et
proposée en 180]. Les principaux éléments de l’approche sont les suivants
i. Représentation des solutions Elle est faite sous forme de liste d’activités
selon le principe de serial SGS.
ii. Voisinage d’une solution : Chaque élément du voisinage est obtenu en
permutant deux activités i et j de la liste d’activités (où j est positionné
avant j). Comme la relation de précédence doit être préservée dans la liste
d’activité résultante, les successeurs (respectivement prédécesseurs) de i
(respectivement j), qui se trouvent entre i et j, seront positionnés juste
après i(respectivement avant j), si nécessaire.
iii. Liste tabou Le but de cette liste est d’éviter de revisiter des solutions
récemment parcourues. Dans ce cas, chaque élément de la liste représente
une permutation déjà faite entre deux activités i et j afin d’éviter, sur un
certain nombre d’itérations, de renverser cette permutation.
iv. Diversification Cette opération est faite lorsqu’un même ensemble de
solutions est visité de façon répétée. Dans cette approche, ceci est fait
lorsque 3 solutions sont parcourues 2 fois. La diversification consiste à
initialiser la procédure avec une nouvelle solution issue d’une liste d’acti
vités construite aléatoirement.
4. Stratégies d’amélioration des plannings
Ce sont des méthodes simples qui sont appliquées aux plannings pour tenter d’amé
liorer leur durée. Dans [1391, la méthode de justification est proposée. Globalement,
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une justification à droite (respectivement à gauche) d’un planning P consiste à or
donner ses activités par ordre décroissant (respectivement croissant) de leurs dates
de fin (respectivement date de début) et de planifier chacune d’elles, selon cet
ordre, à leurs dates de fin (respectivement début) au plus tôt (respectivement au
plus tard). Le planning PD (respectivement pG) résultant aura une durée infé
rieuTe ou égale à celle de P. Généralement, une doubte justification est appliquée
à P pour obtenir le planning (FD)G. Dans t137], les auteurs présentent un résumé
de plusieurs autres méthodes similaires.
Le problème (MPS Prec Cmax)
En t13, 55, 117], des méthodes basées sur les règles de priorité sont proposées. En
1125], les auteurs proposent une démarche de résolution basée sur la le recuit simulé.
Une adaptation de la recherche tabou est faite en 143] pour la résolution du problème
avec une généralisation des contraintes de précédence. Un autre algorithme spécifique de
recherche locale est décrit en 189].
À titre d’exemple, nous décrivons ici le principe d’un des algorithmes génétiques les
plus efficaces proposé pour le problème t67]. L’algorithme manipule des listes d’activi
tés représentant des solutions du problème. Les solutions correspondantes peuvent être
obtenues en leur appliquant Serial SGS. Voici les principales opérations de l’algorithme:
— Croisement : Pour générer la fille et le fils, le croisement entre le père et la mère
se fait comme suit : deux entiers 1 < w1, w2 < n sont choisis aléatoirement. Pour la
fille (respectivement fils), les w1 premières activités sont prises de la mère (respec
tivement père), les activités aux positions w1 + 1,•.• , n sont choisies dans l’ordre
où elles apparaissent dans le père (respectivement la mère). Bien entendu, les ac
tivités déjà choisies de la mère (respectivement du père) ne peuvent être encore
choisies du père (respectivement de la mère). Par ailleurs, les modes de réalisation
des activités sur les positions , w2 de la fille (respectivement fils) sont pris de
la mère (respectivement du père) et le reste (sur les positions w2 + 1,... , n) du
père (respectivement de la mère).
— Mutation : Deux entiers 1 q < n, 1 q n sont générés aléatoirement. Les
activités aux positions qi et q + 1 sont permutées (en gardant leur mode de réali
sation) si le planning ainsi obtenu satisfait toujours les contraintes de précédence.
Enfin, un autre mode de réalisation est choisi de façon aléatoire pour l’activité se
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trouvant à la position q2.
— Stratégie de “cutting” pour générer ta prochaine poputation Une variante de la
méthode consiste à sélectionner les meilleurs individus (par rapport à la durée des
plannings qu’ils représentent) pour construire la nouvelle génération.
Autres types de problèmes
1. (PS d = sto I Cmax)
Dans la pratique, il ne suffit pas de fixer des durées constantes pour les activités
pour pouvoir évaluer un bon planning puisque ces durées sont généralement des
estimations grossières sujettes à des changements imprévisibles. La prise en consi
dération d’un vecteur des durées aléatoires pour les activités s’impose et rend la
formulation plus réaliste. Cette façon de faire est motivée essentiellement par le
fait que Cmax(E(di), , E(dn)) E(Cmax(di, . . . , d,)) [19]. En d’autres termes,
souvent les durées minimales calculées pour les projets avec des temps d’exécu
tion estimés et fixés au départ, sont des sous-estimations des durées minimales
moyennes (ou espérées) réelles.
Pour ce type de problème, plusieurs méthodes existent. Globalement, elles peuvent
être classées dans l’une ou l’autre des catégories suivantes (19]
— Méthodes de simulation [26, 123, 132, 140].
— Méthodes pour borner ou calculer l’espérance de la durée du projet 151, 54].
— Méthodes pour l’analyse du chemin “le plus critique” (126, 127].
— Méthodes pour borner la fonction de distribution de la durée du projet [52, 63].
2. (PS I Prec, d = sto Cmax)
La modélisation de ce type de problème conduit souvent au domaine de la pro
grammation dynamique où il est question de trouver des politiques ou des stratégies
optimales. Des approches de résolutions pour ce type de problèmes sont décrites
dans (101, 102].
1.5.4 Bornes inférieures pour le RCPSP
Le calcul d’une borne inférieure pour ce problème peut s’avérer très utile. Déjà, elle
donne une idée sur la durée minimale du projet qu’il n’est pas possible d’améliorer.
Aussi, cela peut servir dans des procédures par séparation et évaluation pour résoudre
des problèmes ayant pius de contraintes. Plus de telles bornes sont rapides à calculer et
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leur valeur ne s’éloigne pas trop de la valeur optimale de la fonction objectif, plus les
procédures de résolutions qui les utilisent seront efficaces.
Généralement, les bornes inférieures pour ce problème sont calculées en relaxant
certaines de ses contraintes puis en résolvant le problème résultant jusqu’à l’optimalité
lorsque cela est possible. Une des façons les plus simples de le faire est de relaxer les
contraintes sur les ressources. Ceci mène au problème d’ordonnancement classique pour
lequel le calcul de la durée minimale du projet est facile (la méthode CPM le résout
en un temps polynomial). En t131], une amélioration de cette borne est proposée en
modifiant le réseau G = (V’, E) associé au problème. Deux méthodes de calcul d’une
borne inférieure sont décrites dans [81]. D’autres bornes, dont l’évaluation est basée sur
la résolution d’un programme linéaire, sont présentées en [27, 99J.
Notons qu’il existe aussi dans la littérature des bornes pour les autres variantes du
problème. Parmi elles, nous pouvons citer celle présentée en t23] pour une généralisation
du problème (MPS Prec Cmax).
1.6 Facteurs et paramètres ayant un lien avec la com
plexité du RGP$P
Il est difficile d’isoler les facteurs permettant de générer des instances “faciles” ou
“difficiles” à résoudre et d’après lesquels il est possible de prévoir les efforts de calculs
nécessaires.
Plusieurs auteurs ont tenté d’identifier de tels facteurs. Malheureusement, il n’est
pas possible de prouver de façon rigoureuse leur pertinence quant à leur lien avec la
complexité réelle du problème [70]. Voici quelques uns de ces facteurs
1. NC (Coefficient of netwoTk comptezity) : Ce paramètre a été introduit en (111]. Il
est défini comme étant le rapport entre le nombre d’arcs et le nombre de sommets
du réseau activités-noeuds G = (V’, E) associé au problème. Nous obtenons une
plus grande complexité en rajoutant des arcs au réseau (donc des contraintes de
précédence).
2. RF (ResouTce factor) : Ce facteur a été introduit en 1111] et reflète la portion
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Si RF = 1, alors chaque activité requiert toutes les ressources et si RF = O, aucune
activité ne requiert de ressources.
3. R$ (Resource strength) : Ce paramètre a été introduit en t36] et redéfini ensuite en
[93]. Il exprime la relation entre les demandes des activités, en terme de ressources,
par rapport à leur disponibilité. Cette quantité est associée à une ressource k E R”









— Tk — max=1,... ,ivi T.k.
— T7x: La demande maximale de la ressource k lorsque nous considérons le plan
ning obtenu en ne tenant compte que des contraintes de précédence et où les
activités commencent à leur dates au plus tôt.
Notons ici que si RSk = 1, le problème n’est plus contraint par les ressources dans
le sens où ces dernières sont disponibles en quantités importantes qui ne retardent
pas la planification des activités.
4. OS (Order Strength) : Il est défini comme étant le rapport entre le nombre de
relations de précédence (incluant celles qui sont transitives) par le nombre n(n—1)
t97]•
5. Autres : D’autres paramètres existent aussi dans la littérature comme l’index de
complexité (Comptexity Index (CI)) [9] et la Restrictivité (RestTictiveness (RT))
139].
1.7 Problèmes tests
Des problèmes dits tests ont été mis au point par différents auteurs dans la littérature.
Ce sont des instances du problème avec lesquelles l’efficacité des procédures de résolution
est évaluée.
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Deux de ces ensembles de problèmes tests sont souvent mentionnés et utilisés : les
110 problèmes tests de Patterson [1141 et ceux de la bibliothèque PSPLIB [93] générés
par un programme nommé ProGen. Cela dit, l’efficacité de la majorité des heuristiques
récentes est évaluée avec la bibliothèque PSPLIB.
1.7.1 Les 110 problèmes tests de Patterson
Ces problèmes, présentés en [114], ont été collectés de différentes sources. Ils ont
longtemps constitué une référence importante pour évaluer l’efficacité des procédures de
résolution.
1.7.2 La bibliothèque PSPLIB
Le programme ProGen (Parameter Driven Project Generator), présenté en t931, a été
utilisé pour générer des instances du problème selon différents types de paramètres fixés
au départ. Ces instances ont été largement utilisées dans la littérature et sont regroupées
dans une bibliothèque nommée PSPLIB qui est disponible sur http ://www.bwL uni
kieL de/prod/psptib/. Pour le RCPSP, elle contient des instances ayant 30, 60, 90 et 120
activités non fictives (notés J30, J60, J90 et J120 respectivement). Il existe 480 instances
pour chacun des ensembles J30, J60 et J90 et 600 instances pour J120.
Les instances de J30, J60, J90 et J120 ont été générées en veillant à ce qu’il aient des
valeurs bien précises des paramètres NC, RF et RS présentés dans la section 1.6. Pour
les ensembles J30, J60 et J90, ces paramètres prennent leurs valeurs dans le Tableau 1.3.
Pour J120, ces paramètres prennent leurs valeurs dans le Tableau 1.4.
NO 1.5 1.8 2.1
RF 0.25 0.5 0.75 1
R$ 0.2 0.5 0.7
TAB. 1.3 — Valeurs des paramètres pour J30, J60 et J90
iYE 1.5 1.8 2.1
RF 0.25 0.5 0.75
R$ 0.1 0.2 0.3 0.4 0.5
TAB. 1.4 — Valeurs des paramètres pour J120
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Pour chacune des 3 x 4 x 4 = 48 combinaisons des valeurs des paramètres sur le
Tableau 1.3, 10 instances sont générées pour chacun des ensembles J30, J60 et J90. C’est
de cette façon que nous retrouvons 480 instances pour chacun de ces ensembles. De même
pour J120, 10 instances sont générées pour chacune des 3 x 4 x 5 60 combinaisons des
paramètres du Tableau 1.4 pour obtenir un total de 600 instances.
1.8 Résultats expérimentaux existants pour RCP$P
L’évaluation des démarches de résolution qui existent dans la littérature se fait, gé..
néralement, selon les deux critères suivants
1. La qualité de ta meilleure solution obtenue mesurée par le pourcentage de déviation.
Cette quantité mesure l’écart entre la valeur que la solution donne à l’objectif et
une valeur de référence (souvent, la valeur optimale ou une borne à cette dernière).
Sa formulation est la suivante
Valeur de l’objectif donnée par la solution - Valeur de référence 100Valeur de référence X ) o
2. Le temps de calculs nécessaire pour l’obtenir. Ceci peut être donné en terme de
temps proprement dit (mesuré en secondes généralement) ou bien en terme de
nombre de solutions (plannings) qu’il a fallu construire duTant toute la procédure
de résolution. Cette dernière quantité semble être la plus utilisée dans la littérature.
1.8.1 Méthodes exactes
Nous présentons ici deux tableaux comparatifs 1.5 et 1.6 de quelques méthodes exactes
dont certaines ont été déjà mentionnées plus haut. Le Tableau 1.5 concerne les 110
problèmes tests de Patterson et le Tableau 1.6 concerne les 480 instances de J30 de la
bibliothèque PSPLIB (le temps est donné en secondes).
Il apparaît clairement que la méthode de Demeulemeester et Harrolen [50, 48] est
parmi les meilleures méthodes exactes pour le problème.
Par ailleurs, la procédure présentée en [41] pour la résolution du problème avec une
généralisation des contraintes de précédence, se révèle également assez performante. Elle
est capable de résoudre à l’optimum des instances pouvant avoir jusqu’à 100 activités en
un temps raisonnable. La procédure a été testée sur un ensemble d’instances générées
avec une variante du programme ProGen et peut être utilisée pour la résolution du
problème RCP$P.
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La majorité des méthodes exactes que nous avons recensées ne sont pas récentes.
Ceci est probablement dii à la complexité du problème (voir la section 1.4.3) qui incite
à investir plus dans des approches heuristiques pour résoudre des instances de taille plus
importante.
Auteurs Configuration Temps moyen Temps limite # Optimums
Davis et al. [37] Amdahl 14.02 300 96
470/V8
Talbot et al. [133] Amdaffl 14.98 300 97
470/V8
Stinson et al. [131] Amdaffl 0.82 300 110
470/V8
Christofides et al. [33] IBM 3090 56.82 Non 110
Beli et al. [10] Apple Macin- 340.57 Non 110
toch Plus
Demeulemeester et al. [48] 80386 25Mhz 0.21 Non 110
Demeulemeester et ai. [50](DH1) 80386 25Mhz 0.02 Non 110
Demeulemeester et al. [50](DH2) Pentium Pro 0.002 Non 110
200Mhz
TAB. 1.5 — Comparaison des méthodes sur les 110 problèmes tests de Patterson [701
Auteurs Configuration Temps moyen Temps limite # Optimums
Demeulemeester et al. [48] 80386 25Mhz 79.91 3600 428
Mingozi et al. [99] 80386 25Mhz Non mentionné Non 480
Demeulemeester et al. [50](DH1) 80386 25Mhz 12.33 3600 479
Brucker et al. [24](DH2) Pentium Pro 0.37 Non 480
200Mhz
Sun/Sparc 17.88 3600 407
20/801
TAB. 1.6 — Comparaison des méthodes sur les 480 instances de J30 (30 activités) (70]
1.8.2 Méthodes heuristiques
Une comparaison récente des performances de plusieurs méthodes heuristiques a été
faite en [90]. Les tableaux 1.7, 1.8 et 1.9 listent les 20 meilleures heuristiques recensées
pour le problème RCPSP pour chaque ensemble d’instances J30, J60 et J120 de PSPLIB
avec une limite de 5000 plannings générés (nombre de solutions parcourues avant l’arrêt
des calculs). Sur ces tableaux, la colonne Déviation donne la déviation moyenne sur
toutes les instances d’un même ensemble par rapport à la durée des plannings optimaux
pour J30 (puisqu’ils sont connus pour ces instances) et par rapport aux bornes inférieures
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données par la méthode CPM pour J60, J90 et J120.
Selon ces résultats, une variété d’heuristiques enregistrent de bonnes performances
(algorithmes génétiques, recherche tabou, recuit simulé, colonies de fourmis, recherche
dispersée, ..., etc.). Kolisch et al. [901 soulignent que les méthodes les plus performantes
sont celles de Kochetov et Stolyar [82], Valis et al. [138], Alcaraz et al. [21, Debels et al.
t45] et llartmann t68].
Auteurs Algorithmes Déviations
Kochetov et Stolyar [82] Algorithmes Génétiques et Recherche Tabou 0.04
Vails et al. [138] Algorithmes Génétiques hybride 0.06
Alcaraz et al. [2] Algorithmes Génétiques 0.06
Debels et al. [51 Scatter search 0.11
Alcaraz et Maroto [1] Algorithmes Génétiques 0.12
Tormos et Lova [1361 Sampling 0.13
Nonobe et Ibaraki [105] Recherche Tabou 0.16
Tormos et Lova [137] Sampling 0.16
Tormos et Lova [135] Sampling 0.17
Klein 180] Recherche Tabou 0.17
Valis et al. [139] Algorithmes Génétiques 0.2
Hartmann [681 Algorithmes Génétiques 0.22
Bouleimen et Lecocq [16] Recuit Simulé 0.23
Hartmann [66] Algorithmes Génétiques - variante 1 0.25
Vails et al. [139] Saanpling 0.28
Coefflo et Tavares [34] Algorithmes Génétiques 0.33
Schirmer [121] Sampling 0.44
Baar et al. [6] Recherche Tabou 0.44
Kolisch et Drexel [88] Sampling 0.52
Hartmann [66] Algorithmes Génétiques
- variante 2 0.56
TAB. 1.7 — Heuristiques - résultats sur J30 avec 5000 plannings générés 190]
41
Auteurs Algorithmes Déviations
Debels et ai. [45] Scatter search 11.1
Vails et ai. [138] Algorithmes Génétiques hybride 11.1
Kochetov et Stolyar [82] Algorithmes Génétiques et Recherche Tabou 11.17
Alcaraz et ai. [2] Algorithmes Génétiques 11.19
Vails et al. [139] Algorithmes Génétiques 11.27
Tormos et Lova [136] Sampling 11.62
Hartmann [68] Algorithmes Génétiques 11.7
Tormos et Lova [135] Sampling 11.82
Alcaraz et Maroto [1] Algorithmes Génétiques 11.86
Tormos et Lova [137] Sampling 11.87
Hartmann [66] Algorithmes Génétiques - variante 1 11.89
Bouleimen et Lecocq [16] Recuit Simulé 11.9
Klein [80] Recherche Tabou 12.03
Nonobe et Ibaraki [105] Recherche Tabou 12.18
Vails et ai. [139] Sampling 12.35
Schirmer [1211 Sampling 12.58
Coelho et Tavares [34] Algorithmes Génétiques 12.63
Kolisch et Drexel t88] Sampling 13.06
Hartmann [661 Algorithmes Génétiques - variante 2 13.32
Hartmann [66] Algorithmes Génétiques - variante 3 13.32
TAB. 1.8 — Heuristiques - résultats sur J60 avec 5000 plannings générés [901
Auteurs Algorithmes Déviations
Vails et ai. t138] Algorithmes Génétiques hybride 32.54
Debels et ai. [45] Scatter search 33.1
Vails et ai. [139] Algorithmes Génétiques 33.24
Kochetov et Stolyar t821 Algorithmes Génétiques et Recherche Tabou 33.36
Alcara.z et al. [2] Algorithmes Génétiques 33.91
Vails et al. [139] Algorithme basé sur les populations 34.02
Tormos et Lova [136] Sampling 34.41
Hartmann [68] Algorithmes Génétiques 35.39
Merkle et al. [98] Colonnies de fourmis 35.43
Tormos et Lova [135] Sampling 35.56
Tormos et Lova [137] Sampling 35.81
Alcaraz et Maroto [1] Algorithmes Génétiques 36.57
Hartmann [66] Algorithmes Génétiques - variante 1 36.74
Vails et al. t139] Sampling 37.47
Bouleimen et Lecocq [161 Recuit Simulé 37.68
Nonobe et Ibaraki [105] Recherche Tabou 37.88
Coefflo et Tavares [34] Algorithmes Génétiques 38.41
Hartmann [66] Algorithmes Génétiques - variante 3 38.49
Schirmer [121] Sampling 38.7
Kolisch [871 Sampling 38.75
TAB. 1.9 — Heuristiques - résultats sur J120 avec 5000 plannings générés [90j
Chapitre 2
Représentation en séquence
. . —d ensembles d activites
2.1 Introduction
Tout au long de ce chapitre, nous nous intéressons uniquement à la variante RCP$P
du problème.
Une multitude d’approches de résolution du problème RCPSP existent dans la litté
rature. Dans plusieurs d’entre elles, la solution est codifiée selon une représentation qui
est manipulée jusqu’à l’obtention d’une codification donnant satisfaction. La solution
finale est déduite de la codification ainsi obtenue.
Une des étapes les plus importantes dans cette catégorie d’approches est le choix de
la représentation ainsi que des opérations à appliquer à ces dernières.
La majorité des meilleures heuristiques connues jusqu’à présent pour le problème
RCPSP utilisent une représentation (ou codification) en séquence d’activités’ ainsi que
Serial SG$ (voir la section 1.5.3) comme technique de décodage (passage de la codification
au planning proprement dit) j1, 2, 16, 66, 105].
Nous proposons ici une nouvelle représentation des solutions sous forme de séquence
d ‘ensembtes d’activités et nous montrons comment, à travers ses nombreuses et puissantes
propriétés, elle peut se révéler plus efficace que la représentation sous forme de séquence
d’activités.
‘Appellation anglophone Activity list representation
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2.2 Séquence d’activités
Une séquence d’activités (s) est une liste ordonnée de toutes les activités. Nous
dirons, par la suite, qu’une séquence est (vp) (vérifie les contraintes de précédence) si
toute activité j y est positionnée après tous ses prédécesseurs P.
Rappelons que la méthode Serial SG$ procède comme suit les activités de la (s) (vp)
sont sélectionnées une par une selon leur ordre. Chaque activité sélectionnée est planifiée à
sa date au plus tôt de sorte à satisfaire les contraintes sur les ressources et les contraintes
de précédence. Comme la séquence d’activités est (vp), lorsqu’une activité doit être
planifiée, ses prédécesseurs sont déjà tous planifiés.
Dans leur article, Alcaraz et Maroto Li] soulignent une caractéristique très importante
concernant les (s)(vp) et la méthode Serial $GS : un même ptanning peut être engendré
par ptusieurs (s)(vp) différentes. Par ailleurs, la méthode Serial SGS associe toujours un
unique planning à chaque (s) (vp). Ceci signifie que les approches utilisant les (s) (vp)
et Serial SGS peuvent parcourir beaucoup ptus de (s)(vp) différentes que de plannings
différents. La Figure 2. i montre un exemple de problème RCPSP, représenté sous forme
d’un réseau, avec un unique type de ressource disponible en quantité 6 par période
élémentaire avec 8 activités à planifier. La Figure 2.2 montre un planning pouvant être
engendré par les deux (s)(vp) distinctes A et B suivantes
A = [i, 2, 3,4,5, 6, 7, 8, 9, iO]
Quantité de la ressource
requise par lactivité i
Durée de lactivité INi
(di, ni)
o
Nous proposons, dans ce qui suit, une nouvelle représentation généralisant la repré
sentation sous forme de (s)(vp) et permettant une réduction considérable de l’espace de
B = [i, 2, 5, 3, 4, 6, 8, 7, 9, iO]
FIG. 2.1 — Un exemple de problème RCPSP
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recherche induit par ces dernières. Nous montrons que chaque représentation de ce type
correspond à ptusieurs représentations différentes du type (s) (vp) induisant toutes un
même planning. Aussi, comme pour les (s), nous démontrons que cette nouvelle re
présentation n’exclut jamais ta solution optimale du problème (si elle existe) et que tout
planning pouvant être obtenu grâce à une (s) (vp) peut également être obtenu avec cette
nouvelle représentation.
Notons, par ailleurs, que dans les heuristiques exploitant les (s)(vp), le temps calcul
le plus important est généralement monopolisé par le passage de la (s)(vp) au planning
proprement dit [16] (temps nécessaire pour exécuter Serial SGS). En réduisant le risque
de passage à des (s)(vp) engendrant un même planning, une exploration plus efficace de
l’ensemble des plannings possibles pourra être faite.
2.3 Séquences d’ensembles d’activités
Nous donnons ici les définitions nécessaires à la caractérisation de la nouvelle repré
sentation ainsi que ses propriétés.
Définition 1 Une séquence d’ensembles d’activités (se) est une liste ordonnée d’en
sembles d’activités distincts et non vides qui partitionnent l’ensemble de toutes les acti





FIG. 2.2 — Planning engendré par deux (s)(vp) différentes
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— A1, A2,... , A, est une liste ordonnée.
Par analogie avec les (s) (vp) nous donnons la définition suivante
Définition 2 Une (se) : [A1, A2,••• , Ai,] est (vp) (vérifie les contraintes de précédence)
si toute activité i appartenant à un ensemble A (z E {1, .•• , p}) a tous ses prédécesseurs
P dans
Avec ces deux définitions, nous pouvons déjà dire que les (se) (vp) sont une générali
sation des (s)(vp). En effet, une (s)(vp) n’est qu’une (se)(vp) ayant Vu {1, (n + 2)}I =
(n + 2) ensembles. Par définition des (se), chaque ensemble contiendra donc forcément
une unique activité dont les prédécesseurs sont positionnés avant.
Nous ajoutons deux dernières définitions qui concernent une propriété extrêmement
puissante caractérisant les (se) (vp).
Définition 3 Soit A un ensemble d’une (se)(vp) : [A1, A2,.. , Ai,] (z e {1,...
La liste o,, est (vp) si elle constitue une liste ordonnée des activités de A,, de sorte qu’une
activité de o a tous ses prédécesseurs, qui appartiennent à A,,, positionnés avant elle
dans o,,. Une telle liste est dite ordre.
O, dénote l’ensemble de tous les ordres o pouvant être construits avec l’ensemble A,,.
Définition 4 Une (se) : [A1, A2,...
,
A possède la propriété de permutation (PRMT)
si elle est (vp) et V(oi, O2,•• , o) E 01 x 02 x x 0g,, les (s) formées par O1,O2,• ,0,
correspondent toutes à un même planning.
Pour illustrer cela, nous donnons ici un exemple d’une (se) qui est (PRMT) en se
référant au problème de la Figure 2.1. Nous considérons la (se) SE suivante:
[{1, 2,3,4, 5}, {6, 7,8,9, 1O}],
où A1 = {1,2,3,4,5} et A2 = {6,7,8,9,1O}. Le Tableau 2.1 donne la liste de tous les
ordres (vp) possibles pouvant être construits avec chacun de ces deux ensembles
Nous pouvons facilement vérifier que SE est bien (PRMT). Ainsi, toutes les 8 x 3 = 24
(s), formées par la concaténation ordonnée des ordres (vp) de A1 puis de A2, sont bien
(vp) et correspondent toutes au même planning, celui de la Figure 2.2. Notons que la
(s)(vp) B, définie plus haut, peut être construite en concaténant les ordres [1,2,5,3,4] e
01 et [6,8,7,9,10] E 02.
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A2 = {6, 7,8,9, 10} 02 = {[7, 6,8,9, 10], [6,7,8,9, 10], [6,8,7,95 10]}
TAB. 2.].— Listes des ordres (vp) possibles avec les ensembles A1 et A2
Il est clair, à travers cet exemple, que la notation sous forme de (se)(PRMT) est
bien plus compacte et plus intéressante que celles des 24 (s)(vp) équivalentes. De plus,
nous pouvons affirmer qu’il est inutile d’adopter des transformations sur les (s) (vp)
donnant lieu â des permutations des activités d’un même ensemble d’une (se)(PRMT],
car cela engendre forcément le même planning. Par ailleurs, il est possibte que certaines
permutations impliquant des ensembles différents, engendrent tout de même te même
ptanning.
2.3.1 Un algorithme pour la construction des (SE)(PRMT)
La codification sous forme de (se) peut se révéler assez efficace notamment grâce à
la propriété (PRMT). Notons qu’il ne suffit pas de partitionner l’ensemble des activités
en ensembles puis les ordonner pour obtenir cette propriété. Si nous procèdons de cette
façon, même si on peut construire des ordres (vp) pour chaque sous-ensemble, la conca
ténation ordonnée de ces ordres peut ne pas donner, dans tous les cas, des (s) qui soient
(vp) et qui correspondent toutes au même planning. Pour illustrer cela, reconsidérons le
problème de la Figure 2.1.
1. La (se) : [{1, 2, 3, 7, 8}{4, 5, 6, 9, 10)] n’est pas (vp) puisque l’activité 7 appartient
au premier ensemble et ses prédécesseurs P7 = {4, 5} appartiennent au second. Par
conséquent, toute (s) issue de cette (se) ne sera pas (vp) puisque l’activité 7 y sera
positionnée avant ses prédécesseurs.
2. Toutes les combinaisons des ordres de 01 et 02 pour la (se) :t{1, 2, 3, 4, 5, 6}{7, 8,
9, 10)] forment des (s)(vp) mais ne correspondent pas toutes au même planning. En
effet, les (s)(vp) : [1,2,3,4, 5,6,7,8,9, 10] et [1,2,3,4, 6, 5, 7, 8,9, 101 appartiennent
bien â 01 x 02 mais représentent deux plannings différents de durées 14 et 16
respectivement.
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Nous proposons ici un algorithme polynomial simple, nommé ConstruireSEPRMT,
permettant de construire des (se) qui sont (PRMT). L’algorithme reçoit en entrée n’im
porte quelle (s)(vp) et donne en sortie une (se) qui est (PRMT) dont l’ensemble des
(s) (vp) qu’elle représente contient la (s) (vp) en entrée.
Globalement, l’algorithme procède comme suit il sélectionne les activités dans l’ordre
dans lequel elles apparaissent dans la (s). Un premier ensemble vide est créé et la première
activité y est placée. Si la date au plus tôt à laquelle la prochaine activité peut être
planifiée, en ne considérant que les contraintes de précédence, est égale à la date au plus
tôt à laquelle elle peut être planifiée, en considérant et les contraintes de précédence et
celtes sur les ressources, alors l’activité est ajoutée dans l’ensemble en cours. Sinon, la
construction de l’ensemble en cours est terminée et un nouvel ensemble, contenant cette
activité, est créé. Nous obtenons ainsi une (se) dont les ensembles sont ordonnés selon
leur ordre de création. L’algorithme ConstruireSEPRMT est détaillé sur la Figure 2.3.
À titre d’exemple, la (se)(PRMT) [{1, 2,3,4, 5}, {6, 7, 8, 9, 101] est obtenue en ap
pliquant ConstruireSEPRMT àla (s)(vp) : [1,2,3,4,5,6,7,8,9,10].
En ce qui concerne la complexité de l’algorithme, ce dernier est polynomial car
— En (*) la boucle s’exécute en 0(n) fois.
— En (**) : les fonctions Tp(.) et TpR(.) sont polynomiales. Elles sont évaluées en
O(c.n2), où c est une constante positive.
ConstruireSEPRMT est très similaire à Serial SGS dans le sens où la procédure
planifie, à la date au plus tôt, les activités en tenant compte des contraintes de précédence
et celles sur les ressources. Le seul effort de calcul supplémentaire par rapport à Serial
SGS vient de la comparaison des deux valeurs Tp(.) et TpR(.) pour délimiter tes ensembles
de la (se)(PRMT) en sortie. Notons que ces deux valeurs sont aussi calculées dans Serial
SGS.
Le résultat suivant démontre que l’algorithme ConstruireSEPRMT donne bien en
sortie des (se) (PRMT).
Théorème 1 Initié avec une (s) (vp), l’algorithme ConstruireSEPRliT construit une
(se) ayant la propriété (PRMT).
Preuve 1 Soit s la (s) en entrée de l’algorithme et soit se [A1, A2,... ,A] la (se)
générée. Montrons que V(oy, ,o) é 01 x 02 x .. x 0, alors la (s) s0 : Ol,02,•
,
— est (vp).
— produit le même planning que celui de s.
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L — s La (s)(vp) en entrée.
— t : Le nombre d’ensembles en cours de la (se) en sortie.
— s[kl : L’activité à la position k de la (s) s, avec k e {1,.. , (n + 2)}.
— Tp(i) : La date au plus tôt à laquelle l’activité j peut être planifiée, en considérant
uniquement tes contraintes de précédence, et cela étant donné la planification faite
des activités qui précèdent j dans s.
— TpR(i) : La date au plus tôt à laquelle l’activité j peut être planifiée, en consid&
rant et tes contraintes de précédence et tes contraintes sur tes ressources, étant
donné la planification faite des activités qui précèdent j dans s.
2. — Créer le premier ensemble A1 = {s[1j} de la (se).
-t:=1.
3. Pour k = 2 à (n + 2) faire(*)
— Si Tp(s[k]) = TpR(s[kj)(**) alors At :=A1 U {s[k]}
- Sinon
- t:=t+1.
— Créer un nouvel ensemble A1 = {s[k]}.
4. La (se) recherchée est A1, A2,... , A1.
FIG. 2.3 — La procédure ConstruireSEPRMT
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1. 0 est (vp)
Soit j une activité de la (s) 0 et soit j e P un de ses prédécesseurs. Supposons
quezeok,ke{1,... ,p}.
Comme l’algorithme construit les ensembles A1, A2,•• , A en choisissant les acti
vités dans l’ordre où elles apparaissent dans la (s) s, alors j appartient forcément
àA1U...UAk.
(a) Sij e A1uA2u. . UA_1 alors j fait partie de l’un des ordres o1, , O(k—1)
et dans ce cas, j précède j dans s.
(b) Si j e Ak les activités j et j font partie de l’ordre 0k qui est, par définition
de Ok, (vp). Ainsi, j précède j dans s0 dans ce cas également.
2. 0 produit le même planning que s
Nous montrons, par récurrence sur k, que les activités dans A1 U A2 U• Ai (k p)
sont planifiées selon s0 aux mêmes dates qu’elles le sont selon s.
(a) Pour k = 1 se référant à l’algorithme, toutes les activités de A1 sont planifiées
selon s à une date Tp(i) = TpR(i). De plus, comme Vo1 e 0, oy est (vp),
toutes les activités i de A1 seront planifiées, selon 0, aux mêmes dates.
(b) Pour k = r l’affirmation est vrai = pour k = (r+1) l’affirmation est vrai, avec
re{1,... ,(p—1)}:
Donc, supposons que les activités de A1 U A2 U .. . A,. sont planifiées selon s
aux même dates qu’elles le sont selon s et montrons que cette affirmation est
vrai pour A1 U A U. .
. A(,.+y). Pour cela, nous considérons la planification des
activités de A1 U A U . . A,. selon 0 et nous voulons maintenant planifier les
activités selon l’ordre O(r+1) Se référant à l’algorithme, nous pouvons consta
ter que dans A(,.+1), il existe une unique activité j0 qui a été planifiée selon s à
la date TpR(io)(> Tp(i0)) car c’est le critère selon lequel un nouvel ensemble
de se est créé. Le reste des activités j e — {i0} sont toutes planifiées
aux dates Tp(i) = TpR(i).
Or, pour n’importe quel ordre °(+1) C 0(r+1), nous considérons les cas sui
vants:
i. Si j0 est la première activité à planifier dans Q(r+1)
Alors, i0 sera planifiée à la même date TpR(io)(> Tp(io)) selon s car j0
a, également, été la première à être planifiée selon s dans A(,.+l) et cela a
été fait à cette date.
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Étant donné la planification de i0, le reste des activités i e — {i0}
peuvent toutes être planifiées à la date Tp(i) = TpR(i) selon 0 puisque
cela a été possible selon s. Ces activités ne peuvent être planifiées plus
tôt, à cause des contraintes de précédence.
ii. Si i0 n’est pas la première activité à planifier dans O(r+1)
Considérons les ensembles
A1) s ensemble des activités de A(r+l) — {i0} positionnées, dans O(r+1),
avant i0.
A1) $ ensemble des activités de A(r+l) — {i0} positionnées, dans O(r+1),
après i0.
— Les activités j de A’J) seront planifiées selon 0 aux dates Tp(i)
TpR(i), car cela a été possible selon s même en présence du reste des
activités de A(r+;). Par ailleurs, elles ne peuvent être planifiées selon 80
plus tôt à cause des contraintes de précédence.
—
En ce qui concerne la planification de j0, elle a été la première a être pla
nifiée selon s dans A(r+i) et cela a été fait à la date TpR(io)(> Tp(i0)).
Donc, j0 ne peut être planifiée plus tôt selon s°. Par ailleurs, j0 ne
sera pas planifiée plus tard, car il a été possible que i0 débute en
TpR(io)(> Tp(io) en présence des activités de A’1) dans la planifi
cation issue de s.
—
Lorsqu’il sera question de planifier les activités i de selon 0, ces
dernières peuvent être planifiées aux dates Tp(i) = TpR(i) car, dans
la planification donnée selon s, il a été possible que ces activités com
mencent à ces dates en présence des activités de A’1) U {io} planifiées
aux mêmes dates données selon 0 pour ces activités. Par ailleurs, les
activités de A’1, ne peuvent être planifiées plus tôt selon 0 à cause
des contraintes de précédence.
Ainsi, les activités de A1UA2u• •UAk, (k <p) sont planifiées selon 0, aux mêmes
dates qu’elles le sont selon s.
Donc, se est bien (PRMT).
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2.3.2 Résultats supplémentaires sur les (SE)
Les résultats suivants établissent des propriétés très pratiques pour exploiter les (se)
dans une approche de résolution.
Théorème 2 Si la (se) construite par l’algorithme C0nStTUiTeSEPRMT comporte un
unique ensemble, alors le planning optimal (solution optimale du problème RCP$P)
correspond au planning obtenu par la méthode CPM2.
Preuve 2 En analysant de près l’algorithme, si la (se) obtenue est composée d’un unique
ensemble, alors toute activité i que l’algorithme a planifiée, vérifie T(j) = TpR(i). Ainsi,
toutes les activités ont pu être planifiées à des dates au plus tôt qui peuvent être obtenues
rien qu’en tenant compte des contraintes de précédence. Ainsi, le planning obtenu est
identique à celui donné par la méthode CPM. De plus, il est forcément optimal car la
méthode CPM construit des solutions optimales. D
Théorème 3 Si le problème RCP$P possède une solution optimale, alors il existe une
(se)(PRMT) permettant d’obtenir une solution optimale.
Preuve 3 Kolisch [861, $precher et al. [130] montrent que si le problème RCPSP
possède une solution optimale, alors il existe toujours une (s)(vp) qui représente une
solution optimale. Il suffit d’appliquer l’algorithme ConstruireSEPRMT à cette (s) (vp)
pour obtenir une (se) (PRMT) donnant la même solution. D
2.3.3 Avantages numériques
Pour mieux illustrer la puissance de notre nouvelle représentation, voici comment il est
possible de l’exploiter dans plusieurs approches qui utilisent la transformation suivante
déplacer une activité de la (s)(vp) courante en l’insérant à une autre position de sorte
que la nouvelle (s) reste (vp). Une nouvelle (s) (vp) est ainsi obtenue et le planning
correspondant est calculé.
Selon nos résultats, dans ce type de transformations certains déplacements sont in
utites car ils engendrent le même planning. Voici un cas de figure qui l’illustre nous
avons considéré la première instance de 30 activités de la bibliothèque P$PLIB [93] (voir
la section 1.7.2) pour laquelle nous avons construit une (s)(vp) grâce à la règle de priorité
2(Critical Path Method), méthode permettant de donner une solution optimale au problème classîque
d’ordonnancement
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MINSLK (Voir la section 1.5.3) puis nous avons déduit, grâce à l’algorithme Construi
reSEPRMT, la (se)(PRMT) qui en découle et qui est illustrée à la Figure 2.4 (pour
connaître la (s) construite avec la règle MINSLK, il suffit d’enlever les symboles 0{I! et
?I}ll et garder l’ordre des activités).
t{1, 4* 10, 16, 2, 9, 11, 21, 26}{5, 15}{6}{3, 13}{18, 20, 25, 7, 8}{27, 28, 31, 19}
{29, 12, 14*}{17, 22, 23, 24, 30, 32}]
FIG. 2.4 — La (se) obtenue avec la première instance de 30 activités de PSPLI3
Dans cet exemple, supposons que l’activité 9 doit être déplacée. Pour compléter cette
opération de sorte que la (s) reste (vp), il suffit de positionner l’activité 9 n’importe où,
après l’activité 4 (premier prédécesseur de , à sa gauche dans ta séquence) et avant
l’activité 14 (premier successeur de 9, à sa droite dans ta séquence). Ceci représente 22
possibilités. Avec la (se) (PRMT) construite, nous savons qu’il est inutite de déplacer
l’activité 9 à l’intérieur de son ensemble, c’est-à-dire, après l’activité 4 et avant l’activité
5. Le nombre de possibilités est maintenant réduit à 16, soit une diminution de 27%
des cas. De plus, chacune de ces 16 possibilités engendre un nouveau planning. Notons
que la majorité des approches de ce type choisissent la nouvelle position de l’activité au
hasard, et cette opération est répétée plusieurs fois. Par ailleurs, la construction d’un
planning à partir d’une (s) est généralement l’opération la plus coûteuse 1161 (en terme
de temps de calcul). Nous avons donc intérêt à maximiser tes chances de tomber sur des
séquences donnant lieu à des plannings différents.
Des tests similaires ont été effectués sur la totalité des instances J30, J60 et J90 de
PSPLIB. Pour chacune de ces instances:
1. 100 (s)(vp) différentes ont été générées aléatoirement selon la règle RAN (voir la
section 1.5.3).
2. Pour chaque (s)(vp) générée, le test effectué plus haut en utilisant une activité
sélectionnée aléatoirement, est répété 100 fois.
3. Pour chaque activité sélectionnée, deux types de pourcentages de déplacements in
utiles sont évalués. Le premier concerne le déplacement de l’activité sélectionnée à
l’intérieur de son ensemble (ce qui induit forcément le même planning). Le second
est dû au déplacement de l’activité sélectionnée à l’extérieur de son ensemble et
induisant te même planning. Ainsi, la somme de ces deux quantités donne le pour-
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centage de tous tes déplacements possibtes de l’activité sélectionnée engendrant te
même planning parmi tous les déplacements permettant à la (s) de rester (vp).
4. Enfin, une moyenne des pourcentages pour ces deux types de déplacements est
calculée pour chacune des instances.
Rappelons que les instances J30, J60 et J90 de PSPLIB ont été générées grâce aux pa
ramètres NO, RF et R$ (voir la section 1.7.2). Pour chaque combinaison des valeurs de
ces paramètres, un groupe de 10 instances a été généré dans PSPLIB. Nous avons, donc,
évalué une moyenne des deux pourcentages de déplacements inutiles sur chacun de ces
groupes. Les résultats de ces calculs sont résumés sur le Tableau 2.2. Les colonnes J30-
int, J60-int et J90-int (respectivement J30-ext, J60-ext et J90-ext) donnent la moyenne
du pourcentage de déplacements inutiles d’une activité à l’intérieur (respectivement à
l’extérieur) de son ensemble pour J30, J60 et J90 respectivement et pour chaque combi
naison des valeurs des paramètres NO, RF et R$. La colonne Moy.-int (respectivement
Moy. -ext) donne la moyenne des valeurs dans les colonnes J3O-int, J60-int et J90-int
(respectivement J30-ext, J60-ext et J90-ext) pour chaque combinaison des paramètres.
Pour simplifier l’analyse, nous avons trié nos résultats suivant les valeurs de Moy. -int.
Le Tableau 2.2 illustre l’efficacité des (se). Le pourcentage des déptacements inutiles
à t’intérieur d’un ensemble varie entTe 14.99% et 86.49%. La moyenne de ce pourcen
tage est de 48.22%, 46.61% et 46.33% pour les ensembles J30, J60 et J90 respectivement.
Ainsi, ni te pourcentage des déplacements inutiles à l’intéTieur d’un ensemble pour chaque
combinaison des paramètres, ni sa moyenne ne varient de façon significative avec ta taille
du problème. Par aillleurs, te pourcentage de déplacements inutiles à l’extérieur d’un en
semble varie entre 0% et 39.45%. La moyenne de ce pourcentage est de 17.60%, 20.02%
et 20.74% pour les ensembles J30, J60 et J90 respectivement. Ici aussi, ni te pourcentage
des déplacements inutiles à l’extérieur d’un ensemble pour chaque combinaison des pa
ramètres, ni sa moyenne ne varient de façon significative avec ta taille du problème. Le
Tableau 2.2 montre bien aussi que le déplacement d’une activité à l’extérieur de son en
semble peut réduire de façon significative le risque d’engendrer te même planning (selon
les colonnes J30-int, J60-int, J90-int et Moy.-int). En effectuant ce type de déplace
ments, ce risque bien que réduit existe toujours et son importance varie dépendamment
de l’instance considérée (selon les colonnes J30-ext, J60-ext, J90-ext et Moy. -ext). Notons
que pour les cas où RS = 1, les ressources sont suffisament disponibles pour que toutes
les activités soient planifiées juste après leurs prédécesseurs, ce qui veut dire que pour
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ces instances, les (se) possèdent un unique ensembte. Ceci explique le pourcentage nul
de déplacements inutiles à l’extérieur d’un ensemble dans les colonnes J30-ext, J60-ext,
J90-ext et Moy.-ext.
Par ailleurs, dans le Tableau 2.2 il est difficile d’identifier un impact clair des para
mètres NC et RF sur les pourcentages de déplacements inutiles. Par contre, l’impact
du paramètre RS sur les deux pourcentages est assez significatif Cela dit, le Tableau 2.3
permet d’évaluer de façon plus précise l’impact des 3 paramètres. Les colonnes Fourc.
int. (respectivement Fourc. ext.) donnent la moyenne sur la colonne Moy.-int. (respec
tivement Moy.-ext.) du Tableau 2.2 pour chaque valeur des paramètres. Le Tableau 2.3
indique que te pourcentage des déplacements inutites à l’intérieur d’un ensembte augmente
avec tes valeurs des paramètres NC et R8 et diminue avec les valeurs du paramètre RF.
Notons que ce pourcentage augmente de façon significative avec la valeur du paramètre
RS. Par ailleurs, le pourcentage des déplacements inutiles à l’extérieur d’un ensemble di
minue avec les valeurs des paramètres NC, RF et R$. Ici aussi, l’impact du paramètre
RS sur ce pourcentage paraît plus important que celui des paramètres NC et RF.
Il semble que l’impact significatif du paramètre R$ puisse s’expliquer par le fait que
ce dernier mesure la relation entre la quantité des ressources nécessaires aux activités par
rapport à leurs disponibilités. Ainsi, plus cette disponibilité augmente par rapport à la
demande des activités, plus la taille des ensembles dans les (se) aura tendance à croître
et plus le nombre de positions auxquels une activité peut être déplacée à l’extérieur de
son ensemble aura tendance à diminuer.
Dans tous ce qui suit, lorsque nous faisons référence aux déplacements inutiles d’une
activité, il sera question de déplacements à l’intérieur de son ensemble.
55















































































































































































































































































































































































































































— Pourcentage des déplacements inutiles
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NC Pourc. hit. Pourc. ext. RF Pourc. int. Pourc. ext. RS Pourc. hit. Poure. ext.
1.5 43.98% 19.97% 0.25 52.05% 21.96% 0.2 22.08% 29.39%
1.8 47.53% 19.32% 0.50 46.73% 21.26% 0.5 38.11% 26.10%
2.1 49.66% 19.09% 0.75 44.78% 18.51% 0.7 47.36% 22.34%
1 44.67% 16.09% 1 80.67% 0%
TAB. 2.3 — Moyennes des pourcentages des déplacements inutiles
2.3.4 Utilisation en mode Backward
Jusqu’à présent, nous avons utilisé Serial SG$ avec le mode forward (voir la section
1.5.3) pour décoder une (s)(vp) en un planning. Par conséquent, la représentation en
(se) a été introduite en considérant ce mode de planification. En fait, une (s)(vp) peut
aussi être décodée avec Serial SGS mais avec le mode backward. Selon ce mode, l’activité
+2 est la première à être planifiée. i_j3 est la jime activité à être planifiée te plus
tard possible se sorte à satisfaire les contraintes de précédence ainsi que celles sur les
ressources.
En se référant à l’exemple de la Figure 2.1, l’application de Serial $GS selon le mode
backward décode la (s) (vp) suivante:
[1,2,5,3,6,8,4,7,9,101
Une extension de la propriété de permutation (PRMT) peut être faite pour le mode
backward. Pour ce faire, la Définition 4 peut être reprise comme suit
pour générer le planning illustré à la Figure 2.5. Ce planning est différent de celui donné
par le mode forward illustré à la Figure 2.6.


















1121314 516 71819 10111112113 14115116
FIG. 2.6 — Planning selon le mode forward
Définition 5 Une (se) : [A1, A2,•• , A] possède la propriété de permutation selon le
mode backward (PRMTb) si elle est (vp) et V(oi, O2,•• , or,) E 01 x 02 X ... X O, les
(s) formées par o2, O2, , o, correspondent toutes à un même planning lorsqu’elles sont
décodées avec te mode backward.
De façon similaire, la procédure Construire$EPRMT peut être facilement modi
fiée pour obtenir la procédure ConstruireSEPRMTb permettant de générer des (se)
(PRMTb) en l’initisant avec n’importe quelle (s)(vp). Globalement, la procédure sélec
tionne les activités de i2 à j1 pour les planifier à leur date au plus tard. Si la date de
planification au plus tard Lp(i) d’une activité sélectionnée i, en ne considérant que les
contraintes de précédence, est égale à la date de planification au plus tard LpR(i), en
considérant et les contraintes de précédence et celles sur les ressources, alors i est insérée
dans l’ensemble en cours. Sinon, si LpR(ij) < Lp(i), un nouvel ensemble est initialisé





donné par ConstruireSEPRMTb est bien (PRMT5).
À titre d’exemple, si la procédure ConstruireSEPRMTb est initiée par la (s) (vp)
[1,2,5,3,6,8,4,7,9,101
la (se) obtenue sera
[{1, 2, 5}{3, 6,8,4,7,9, 10}]
Notons que cette (se)(PRMTb) est différente de la (se)(PRMT)
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[{1,2,5,3,6,8}{4,7,9,1O}j
donnée par ConstruireSfPRMT lorsqu’elle est initiée avec la même (s) (vp). Ainsi, il est
possible de générer des plannings et des (se) différents selon le mode de planification
choisi.
Le Théorème 2 reste valide pour le mode backward. Si une (se)(PRMTb) générée
par ConstruireSEPRMTb comporte un unique ensemble, le planning optimal peut être
obtenu par la méthode CPM.
Chapitre 3
Implémentation de procédures avec les
séquences d’ensembles d’activités
3.1 Introduction
Pour illustrer l’efficacité de la représentation sous forme de séquence d’ensembles
d’activités (se), nous avons implémenté plusieurs variantes de deux des meilleures pro
cédures heuristiques existantes. La première est basée sur le recuit simulé et proposée par
Bouleimen et Lecoq [161. La seconde est basée sur les algorithmes génétiques et proposée
par Hartmann t66].
Plusieurs tests sont faits avec les instances de la bibliothèque PSPLIB [93] (voir la
section 1.7.2). Toutes les procédures sont codées en C++ sous l’environnement Borland
C++Builder 6.0 et implémentées sur un PC ayant un processeur Pentium 1.6 Ghz et
256 Mo de RAM avec le système d’exploitation Microsoft Windows XP.
Il est important de noter que notre objectif ici n’est pas d’obtenir de meilleurs ré
sultats que ceux des plus performantes heuristiques pour le problème, mais plutôt de
montrer comment des heuristiques performantes peuvent être encore améliorées en y in
troduisant tes séquences d’ensembles d’activités.
3.2 Approche basée sur le recuit simulé
Comme dans la procédure de Bouleimen et Lecoq, nous utilisons la représentation
sous forme de séquence d’activités (s) (vp). La recherche est faite sur C chaînes. Chaque
chaîne comporte S étapes et pour chaque étape s e {1,... ,S}, N3 (s)(vp) sont générées
60
à partir de la (s) (vp) en cours. N3 est initialisé avec la valeur N0 au début de chaque
chaîne et sa valeur est progressivement augmentée d’une étape à une autre selon la règle
= N3(1 + (s x h)). Le paramètre h sert à moduler la longueur d’une étape. Après
la fin de la dernière chaîne, le voisinage de la meilleure (s) (vp) trouvée est complètement
exploré.
Dans notre procédure, et contrairement à celle de Bouleimen et Lecoq, au lieu de
déplacer une activité à n’importe quelle position entre le dernier prédécesseur et le pre
mier successeur dans la (s) pour générer un voisin, ce mouvement est restreint à être à
l’eztérieuT de t’ensembte incluant l’activité à déplacer tel que décrit à la section 2.3.3. De
plus, le critère d’arrêt de notre procédure est un nombre maximum NbPlg de plannings
ou de voisins générés. Pour certaines valeurs des paramètres C, S et h, N0 est calculé
comme étant la valeur minimale induisant un nombre de plannings supérieur ou égal
à NbPtg si toutes les chaînes et étapes sont complétées. Si ce nombre est supérieur à
NbPtg, la procédure est interrompue lorsque NbPtg plannings sont générés. La tempé
rature initiale T0 est calculée de sorte que le premier voisin du planning initial puisse
être accepté avec la probabilité 0.01 s’il engendre une dégradation de 20% de la durée
du planning. La procédure de résolution proposée est détaillée sur la Figure 3.1.
3.2.1 Expérimentations
Quatre différentes procédures ont été implémentées et testées
1. RS_SE notre procédure décrite à la Figure 3.1 où le voisinage est généré grâce
aux (se).
2. RS_S s identique à la procédure RS_SE mais où le voisinage de Bouleimen et
Lecoq est utilisé (voisinage généré grâce aux (s) (vp)).
3. RS_$E_B s identique à la procédure RS_$E mais où les plannings sont générés
avec le mode backward.
4. R$_S_B : identique à la procédure RS$ mais où les plannings sont générés avec
le mode backward.
Les quatre procédures utilisent la même approche de base résumée à la Figure 3.1.
Les différences entre ces dernières résident dans la façon avec laquelle le voisinage est
généré (soit avec les (se) ou avec les (s)) et le mode de planification utilisé (soit forward
ou backward).
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1. Générer la solution initiale xo (sous forme de (s)(vp)), selon la règle de priorité $10
(la priorité est donnée aux activités ayant les durées les plus courtes), ainsi que le
planning qui lui correspond et qui sera de durée f(xo). Poser aussi XBt = x0 et
fBst = f (xo); meilleure solution rencontrée dans la procédure ainsi que la durée
du planning qui lui correspond.
2. Soient XEncrs = x0 et fEnCours fo, la solution en cours ainsi que la durée du
planning qui lui correspond.
3. Les paramètres de calcul sont les suivants
— N0 : Le nombre initial de voisins.
— h : Un coefficient utilisé pour augmenter le nombre de voisins à générer d’une
étape à une autre.
— T0 : La température initiale.
— T: La température en cours.
—
: Paramètre (entre O et 1) utilisé pour diminuer la température d’une étape à
une autre.
— C: Le nombre de chaînes.
— S: Le nombre d’étapes à parcourir dans chaque chaîne.
4. Lire les valeurs des paramètres h, c, C, S et NbPtg.
5. Calculer N0 comme étant la valeur minimale induisant un nombre de plannings
supérieur ou égal à NbPtg si toutes les chaînes et les étapes sont complétées.
6. Calculer T0 de sorte que le voisin de xo puisse être accepté avec une probabilité
0.01 s’il engendre une dégradation de 20% de f(xo).
7. Pour C chaînes faire
- T=T0
-N8=N0
— Pour s = 1, ..., $ faire
— N3 = N8(1 + (h x s))
— Pour N8 voisins faire
— Si le nombre de voisins générés depuis le début de la procédure est (NbPtg
- le nombre de voisins de XBest) alors aller à l’étape 8.
— Calculer un voisin x, de XEncrs.
— Calculer f(x), la durée du planning qui correspond à x,,.
— Calculer L = f(x,,) — f(xEflcT3).
— Si z <0 alors
— XEnCrs = x et fEnCrs = f(x).
— Si f(x) < fest alors XBest = x,, et fBest = f(v).
— Si f(x) = durée CPM alors terminer.
— Sinon si e(_/T) > une valeur tirée au hasard entre O et 1 alors
— xC,-3 = x, et fEncrs = f(x).
- Fin pour N3
- T=aT
— Fin pour s
- Fin pour C
8. Explorer le voisinage de de la meilleure solution XBest
FIG. 3.1 — Schéma global des différentes variante de la procédure de résolution
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Les tests suivants permettent d’évaluer l’impact des (se) sur la performance des pro
cédures RS_S et RS_S_B. Au total, quatre tests sont effectués sur la bibliothèque
PSPLIB. Ces tests sont destinés à évaluer l’impact de l’utilisation des (se) sur ta qualité
de ta solution obtenue (les trois premiers tests) et sur le nombre de solutions qu’il a fallu
générer avant d’atteindre ta meilleure solution (le quatrième test). Notons que dans la
littérature sur le sujet, la qualité d’une solution est généralement évaluée par la dévia
tion de sa durée par rapport à celle du planning généré avec la méthode CPM pour les
instances J60, J90 et J120 et par rapport à la durée optimale pour les instances de J30.
—
Test 1 RS_SE, RS_S, R$_SEB, RS_S_B sont testées et comparées avec les
instances J30, J60, J90 et J120 en utilisant toutes les combinaisons des valeurs
suivantes des paramètres C e {1, 2, 5}, h e {0, 1, 2} et S e {5}. Le nombre de
plannings NbPtg générés est fixé à 5000. Ces valeurs ont également été utilisées
dans [16] pour des tests sur J30.
— Test 2 R$_SE et RS_S sont testées et comparées avec les valeurs suivantes
pour les paramètres C = 1, h = 1 et $ = 5. Ce choix des paramètres est motivé
par les bons résultats qu’ils ont permis d’obtenir dans le Test 1. Ici, le nombre de
plannings NbPlg générés est fixé à 1000 fois le nombre d’activités dans le but de
compléter une exploration du domaine des solutions qui soit proportionnelle à la
taille de l’instance.
— Test 3 En considérant les résultats du Test 1, RS_SE et R$_S sont comparées
pour chaque combinaison des valeurs de NC, RF et RS (voir la section 1.7.2) afin
de mesurer l’impact des (se) selon le degré de complexité des instances. Pour cela,
nous procédons comme suit
1. Pour chaque ensemble d’instances J30, J60, J90 et J120, nous considérons le
groupe des 10 instances générées avec les mêmes valeurs de NC, RF et RS.
2. Pour chacun de ces groupes, nous calculons la moyenne du pourcentage de
déviation pour chacune des 9 combinaisons des valeurs C E {1, 2, 5}, h E
{ 0, 1, 2} et $ e {5}. Ainsi, pour chaque instance, 9 moyennes du pourcentage
de déviation sont obtenues pour chaque combinaison des valeurs de NC, RF
et RS.
3. Une moyenne globale du pourcentage de déviation est calculée sur ces 9 moyennes
pour chacune des 48 (respectivement 60) combinaisons des valeurs de NC, RF
et R$ pour les ensembles J30, J60 et J90 (respectivement pour J120).
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4. Enfin, la différence entre les moyennes globales des pourcentages de déviation
obtenus avec RSSE et RS_S (amélioration apportée par RS_SE par rapport
à RS_S) est calculée pour chacune des 48 combinaisons des paramètres.
— Test 4: Ce test est similaire au Test 3 sauf que ta moyenne du nombre de plannings
générés avant d’atteindre ta meilleure solution est calculée au lieu de la moyenne
du pourcentage de déviation.
Dans tous ces tests, a = 0.25 comme suggéré dans [16].
3.2.2 Résultats numériques et analyses
Les résultats du Test 1 sont résumés dans les Tableaux 3.1, 3.2, 3.3 et 3.4. Les 4




Ces valeurs donnent la moyenne du pourcentage de déviation (Moy. Dey.) ou le pour
centage de déviation maximum (Max. Dey.) sur toutes les instances et pour chaque
combinaison des valeurs de C et h (rappelons que S prend uniquement la valeur 5).
Aussi, pour chaque procédure, nous indiquons en caractère gras la meilleure moyenne du
pourcentage de déviation pour chaque ensemble d’instances.
C=1 C=2 C=5
Moy. Dey. Max. Dey. Moy. Dey. Max. Dey. Moy. Dey. Max. Dey.
h=0 0.19 (0.21) 4.76 (5.43) 0.17 (0.21) 4.41 (5.26) 0.19 (0.25) 4.69 (5.17)
0.18 (0.22) 5.17 (5.45) 0.21 (0.20) 7.89 (5.26) 0.17 (0.21) 6.58 (3.95)
h=1 0.16 (0.24) 5.17 (5.45) 0.21 (0.23) 5.17 (5.17) 0.25 (0.26) 5.17 (5.97)
0.19 (0.22) 5.45 (5.26) 0.16 (0.21) 5.17 (5.19) 0.27 (0.28) 7.84 (6.90)
h=2 0.30 (0.37) 5.26 (6.78) 0.30 (0.37) 5.26 (6.78) 0.30 (0.37) 5.26 (6.78)
0.30 (0.35) 5.17 (6.58) 0.30 (0.35) 5.17 (6.58) 0.30 (0.35) 5.17 (6.58)
TAB. 3.1 — Test 1 : Résultats pour J30 avec 5000 plannings générés
Les Tableaux 3.1, 3.2, 3.3 et 3.4 montrent bien la supériorité de la version des pro
cédures qui utilisent les (se) par rapport à celles qui utilisent les (s) en considérant la
moyenne du pourcentage de déviation. En effet, seulement dans un unique cas de figure
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Moy. Dey. Max. Dey. Moy. Dey. Max. Dey. Moy. Dey. Max. Dey.
Czrl C2 C=5
h=0 12.21 (12.33) 107.79 (111.69) 12.24 (12.39) 114.29 (118.18) 12.39 (12.52) 112.99 (111.69)
12.19 (12.40) 114.29 (116.88) 12.20 (12.36) 115.58 (114.29) 12.43 (12.56) 116.88 (115.58)
h=1 12.04 (12.24) 109.09 (112.99) 12.40 (12.40) 112.99 (118.18) 12.61 (12.66) 114.29 (115.58)
12.1T (12.24) 118.18 (118.18) 12.41 (12.43) 118.18 (116.88) 12.71 (12.84) 118.18 (120.78)
h=2 12.74 (12.93) 120.78 (118.18) 12.74 (12.93) 120.78 (118.18) 12.74 (12.93) 120.78 (118.18)
12.74 (12.77) 118.18 (122.08) 12.74 (12.77) 118.18 (122.08) 12.74 (12.77) 118.18 (122.08)
TAB. 3.2 — Test 1 Résultats pour J60 avec 5000 plannings générés
Cr=1 Crr2 C5
Moy. Dey. Max. Dey. Moy. Dey. Max. Dey. Moy. Dey. Max. Dey.
h=0 12.51 (12.77) 116.95 (116.95) 12.63 (12.85) 116.95 (120.34) 12.90 (12.91) 116.95 (120.34)
12.47 (12.64) 116.86 (113.56) 12.68 (12.77) 118.64 (113.56) 12.84 (13.04) 116.95 (118.64)
h=1 12.59 (12.60) 116.95 (113.56) 12.68 (12.75) 116.95 (116.95) 13.24 (13.28) 118.64 (122.03)
12.48 (12.65) 116.95 (113.56) 12.76 (12.85) 116.95 (118.64) 13.36 (13.47) 118.64 (118.64)
h=2 13.23 (13.27) 122.03 (122.03) 13.23 (13.27) 122.03 (122.03) 13.23 (13.27) 122.03 (122.03)
13.06 (13.22) 120.34 (116.95) 13.06 (13.22) 120.34 (116.95) 13.06 (13.22) 120.34 (116.95)
TAB. 3.3 — Test 1 : Résultats pour J90 avec 5000 plannings générés
C=1 C=2 C=5
Moy. Dey. Max. Dey. Moy. Dey. Max. Dey. Moy. Dey. Max. Dey.
h=.0 41.31 (42.10) 225.35 (218.31) 41.03 (41.92) 220.20 (218.18) 41.56 (42.59) 223.23 (218.31)
40.98 (41.53) 222.54 (218.81) 40.44 (41.00) 223.23 (223.23) 41.04 (41.55) 220.79 (223.76)
h=1 41.06 (42.07) 218.18 (221.21) 41.46 (42.15) 223.23 (223.23) 42.15 (42.81) 228.28 (225.25)
40.33 (40.59) 220. 79 (220.20) 40.72 (41.28) 224.75 (222.77) 41.75 (42.05) 229.29 (225.25)
h=2 42.12 (42.88) 224.75 (225.25) 42.12 (42.88) 224.75 (225.25) 42.12 (42.88) 224.75 (225.25)
40.89 (41.20) 222.22 (219.80) 40.89 (41.20) 222.22 (219.80) 40.89 (41.20) 222.22 (219.80)
TAB. 3.4 — Test 1 : Résultats pour J120 avec 5000 plannings générés
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(h = 1, C = 2) dans le Tableau 3.2, RS_SE donne une moyenne du pourcentage de dé
viation égale à celle de R$_$. Aussi, dans un autre cas (h = 0, C 2) dans le Tableau
3.1, RS_S_B donne une meilleure moyenne du pourcentage de déviation par rapport à
RS SE B mais avec une différence de 0.01% seulement. Sur tes 70 autres cas, RS SE
et RS_ SE_B donnent de meitteurs résultats que RS_S et RS_S_B respectivement.
Les résultats du Test 2, comparant RS_SE et RS_S sur les instances J30, J60, J90
et J120 selon différents critères d’arrêt (NbPtg égal à 1000 x 30, 1000 x 60, 1000 x 90,
1000 x 120 pour J30, J60, J90 et J120, respectivement), sont résumés sur le Tableau 3.5.
Déviation Nombre de plannings Temps de calcul (Sec)
Moy Max Moy Amélioration Moy Max
330 0.07 (0.07) 6.67 (2.67) 1149.56 (1485.09) 22.59% 3.34 (3,33) 8 (9)
J60 11.14 (11.19) 106.49 (107.79) 5906.59 (6938.20) 14.87% 8.91 (8.69) 34 (33)
390 10.83 (10.89) 106.78 (106.78) 10898.63 (11356.80) 4.03% 15.91 (15.91) 63 (63)
3120 33.90 (34.01) 204.04 (203.03) 38141.16 (40575.16) 5.99% 59.50 (59.71) 115 (113)
TAB. 3.5 — Test 2 : Comparaison de RS_SE et RS_S
En plus de ta moyenne et te maximum du pourcentage de déviation (deuxième co
lonne), le Tableau 3.5 comporte aussi le nombre moyen de plannings générés par RS_SE
et RS_S (qui est entre parenthèses) avant d’atteindre ta meilleure solution ainsi que le
pourcentage d’amélioration qu’apporte RS_ SE par rapport à RS_ S en tenant compte de
ce nombre (troisième colonne). Finalement, la dernière colonne indique ta moyenne et
te maximum du temps de calcul (en secondes) pour générer NbPtg plannings ou avant
d’atteindre la valeur CPM.
En général, le temps de calcul de RS_SE est légèrement supérieur à celui de RS_S
sauf pour J90 où il y a égalité et pour J120 où RS_SE donne un meilleur résultat sur
la moyenne. Cette différence est dû à l’effort de calcul supplémentaire fait dans RS_$E
pour garantir qu’une activité soit déplacée à l’extérieur de son ensemble. Les résultats
sur le Tableau 3.5 indiquent également la supériorité de RS_ SE par rapport RS_ S au
niveau de la moyenne du pourcentage de déviation (sauf pour J30 ou il y a égatité) et du
nombre de plannings générés avant d’atteindre ta meilleure solution.
Les résultats du Test 3 sont résumés dans les Tableaux 3.6 et 3.7. Les trois premières
colonnes du Tableau 3.6 regroupent les valeurs de NC, RF et R$. Les trois colonnes
suivantes indiquent, respectivement, le pourcentage de la déviation moyenne globale de
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RS_S, celui de R$_SE et la différence entre ces deux valeurs (amélioration) pour les
instances J30. Lorsque cette différence est positive (respectivement négative) RS_$E
donne de meilleurs résultats (respectivement de moins bons résultats) que ceux de RS_S.
Les colonnes restantes indiquent les mêmes résultats pour J60 et J90. Le Tableau 3.7
possède la même structure et regroupe les résultats de J120.
Le Test 3 n’indique aucun impact clair des paramètres NC, RF et RS sur l’amélio
ration apportée par RS_ SE. Cependant, une analyse plus approfondie de ces résultats
permet de construire le Tableau 3.8 qui donne le pourcentage du nombre de combinaisons
des valeurs de NC, RF et RS où RS_ SE donne de meitteurs, tes mêmes ou de moins
bons résultats que RS_ S (les lignes ¾ Meils, ¾ Égales et ¾ Pires, respectivement). Pour
les cas où R$_SE donne de meilleurs résultats, nous calculons la moyenne et le maximum
du pourcentage d’amélioration (Moy. Dey. Meil et Max. Dey. Meit, respectivement). De
façon similaire, nous calculons la moyenne Moy. Dcv. Pire et le maximum Max. Dcv.
Pire lorsque RS_SE donne de moins bons résultats.
Pour l’ensemble des instances J30, J60 et J90, les résultats du Tableau 3.8 indiquent
que ilS_SE et RS_S génèrent des résultats similaires pour presque la moitié des com
binaisons des valeurs de NC, RF et RS. Par ailleurs, te pourcentage du nombre de
combinaisons où R$_ SE donne de meilleurs résultats que RS_ S est significativement
plus important que ce même nombre lorsque le contraire se produit. De plus, te pour
centage d’amélioration lorsque RS_ SE génère de meilleurs résultats est plus important
que ce pourcentage lorsque RS S génère de meilleurs résultats. En ce qui concerne les
instances J120, cette supériorité est même plus significative.
Par ailleurs, nous avons effectué le test de Witcoxon pour échantillons appariés [141]
sur les valeurs des colonnes (s) et (se) des Tableau 3.6 et 3.7 pour chaque ensemble J30,
J60, J90 et J120 afin de constater si l’impact des (se) est statistiquement significatif.
Tous ces tests se sont révélés significatifs avec un niveau de confiance égal à 5%.
Les Tableaux 3.9, 3.10, 3.11, 3.12 indiquent les résultats du Test 4. Ces derniers
donnent les moyennes de l’amélioration sur le nombre de plannings générés avant d’at
teindre la meilleure solution pour chaque valeur des paramètres NC, RF et RS par
rapport à chaque ensemble d’instances J30, J60, J90 et J120.
Les résultats numériques du Test 4 n’indiquent pas non plus un impact clair des para
mètres NC, RF et R$ sur le nombre de plannings générés avant d’atteindre la meilleure
solution. Cependant, nous pouvons voir que la différence entre tes nombres de ptanriings
générés avant d’atteindre ta meilleure solution entre RS_ SE et R$_ S augmente avec ta
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TAB. 3.6 — Test 3 : Déviations par combinaison de paramètres - J30, J60 et J60
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NC RF RS J120
(s) (se) Arnél.
NC RF RS J120
(s) (se) Amél.
1.5 0.25 0.1 37.73% ‘37.41% 0.32%
1.5 0.25 0.2 24.35% 22.84% 1.51%
1.5 0.25 0.3 4.42% 3.61% 0.81%
1.5 0.25 0.4 3.85% 2.12% 1.73%
1.5 0.25 0.5 1.05% 0.20% 0.85%
1.5 0.5 0.1 107.42% 106.56% 0.86%
1.5 0.5 0.2 52.66% 51.59% 1.07%
1.5 0:5 0.3 26.76% 24.52% 2.25%
1.5 0.5 0.4 8.21% 6.90% 1.31%
1.5 0.5 0.5 2.72% 1.58% 1.14%
1.5 0.75 0.1 141.27% 139.71% 1.56%
1.5 0.75 0.2 75.33% 74.32% 1.01%
1.5 0:75 0.3 30.50% 30.01% 0.50%
1.5 0.75 0.4 16.30% 14.96% 1.34%
1.5 0.75 0.5 3.27% 2.18% 1.10%
1.5 1 0.1 177.38% Ï77.18% 0.20%
1.5 1 0.2 79.58% 78.74% 0.84%
1.5 1 0.3 40.35% 39.47% 0.89%
1.5 Ï 0.4 21.21% 19.52% 1.69%
1.5 1 0.5 6.46% 4.54% 1.91%
1.8 Ô.25 0.1 31.64% 31.49% 0.15%
1.8 0.25 0.2 18.29% 17.16% 1.13%
1.8 0.25 0.3 2.84% 1.79% 1.05%
1.8 0.25 0.4 2.17% 1.78% 0.39%
1.8 0.25 0.5 1.62% 1.48% 0.14%
1.8 0.5 0.1 93.72% 92.92% 0.80%
1.8 0.5 0.2 50.33% 49.35% 0.99%
1.8 0.5 0.3 17.19% 16.12% 1.07%
1.8 0.5 0.4 9.11% 7.77% 1.35%





















































































































































































TAB. 3.7 — Test 3 : Déviations par çombinaison de paramètres - J120
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J60
% Meus 39.58% 45.83% 37.50% 96.66%
¾ Pires 8.33% 8.33% 12.50% 3.33%
% Egales 52.08% 45.83% 50% 0%
Moy. Dey. Meil 0.13% 0.31% 0.30% 0.85%
Moy. Dey. Pire -0.03% -0.03% -0.23% -0.08%
Max. Dey. Meil 0.39% 1.34% 0.73% 2.25%
Max. Dey. Pire -0.04% -0.05% -0.68% -0.09%
TAB. 3.8 — Test 3 : Comparaison globale des résultats de R$_$E et RS_$
taille du problème. En effet, les valeurs de la moyenne de cette différence sont de 84.30,
97.67, 102.81 et 176.28 pour J30, J60, J90 et J1?0 respectivement. Ceci indique clai
rement que l’impact de t’utilisation des (se) sur te nombre de plannings générés avant
d’atteindre ta meitteuTe sotution augmente avec ta taitte du probtème.
Pour résumer, les résultats des Tests 3 et 4 ne permettent pas d’établir un lien clair
des valeurs de NC, RF et RS avec l’amélioration de la qualité de la solution ou avec
le nombre de plannings générés avant d’atteindre la meilleure solution lorsque les (se)
sont utilisées. Cependant, ces résultats permettent d’affirmer l’avantage de l’utilisation
des (se) et, qu’en général, leur impact augmente avec la taille du problème.
NC NbPtg RF NPtg RS NbPtg
1.5 90.14 0.25 39.43 0.2 17
1.8 43.05 0.5 64.10 0.5 177.69
2.1 119.72 0.75 98.24 0.7 142.52
.
1 135:43 1 0
TAB. 3.9 — Test 4: Évolution de l’amélioration sur le nombre de plannings pour J30
NC NbPlg RF NLPÏg RS NbPtg
1.5 97.87 0.25 108.79 0.2 168.61
1.8 137.71 0.5 67.54 0.5 114.35
2.1 57.44 0.75 79.01 0.7 107.74
1 13536 1 0
J30 J90 J120
TAB. 3.10 — Test 4: Évolution de 1’amélioraion sur le nombre de plannings pour J60
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NC NbPtg RF NbPtg R$ NbPtg
1.5 73.47 0.25 127.26 0.2 29.85
1.8 44.54 0.5 49.76 0.5 212.75
2.1 190.44 0.75 153.93 0.7 168.68
1 80.31 1 0
TAB. 3.11 — Test 4: Évolution de l’amélioration sur le nombre de plannings pour J90
NC NbPtg RF NbPtg RS NbPtg
1.5 227.47 0.25 103.02 0.1 119.37
1.8 208.08 0.5 190.13 0.2 51.49
2.1 93.29 0.75 282.40 0.3 183.81
1 129.57 0.4 398.19
0.5 128.54
TAn. 3.12 — Test 4: Évolution de l’amélioration sur le nombre de plannings pour J120
3.3 Approche basée sur les algorithmes génétiques
La variante de l’algorithme génétique considérée peut être résumée comme suit. La
procédure est initialisée avec une population d’individus (solutions) de taille POP paire.
Ces individus (parents) sont regroupés en couples, de façon aléatoire, et l’opérateur de
croisement est appliqué à chacun de ces couples pour générer deux individus (enfants).
L’opérateur de mutation est par la suite appliqué à chaque enfant avec une certaine
probabilité. Enfin, une stratégie de sélection est utilisée pour choisir les POP individus,
parmi les POP parents et les POP enfants, pour construire la population de la prochaine
génération. La procédure est ainsi répétée jusqu’à ce qu’un certain nombre de générations
soient parcourues.
Nous commençons par décrire la procédure génétique de Hartmann (66], notée AG_S,
et nous montrons comment tirer avantage de la représentation eu (se) pour obtenir la
procédure AGSE. Hartmann propose plusieurs versions de son algorithme. Pour nos
tests, nous considérons seulement la version la plus performante telle que rapportée dans
[66]. Les étapes communes des procédures AG$E et AG_S sont résumées dans la Figure
3.2.
La différence entre AG_$E et AG_S réside dans la façon avec laquelle tes points de
croisement q1 et q sont choisis (étape 3a en caractère gras dans la Figure 3.2). Dans
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1. Représentation des solutions : elle est faite sous forme de (s)(vp).
2. Population initiale : POP (s)(vp) sont générées. Chacune d’elle est construite
de façon aléatoire activité par activité. Une activité est sélectionnée parmi celles
dont les prédécesseurs ont déjà été sélectionnés. La probabilité de sélectionner une
activité est proportionnelle à sa date de fin au plus tard.
3. Croisement : Toutes les (s) (vp) sont regroupées en couples. L’opérateur de croise
ment est appliqué sur chaque couple de (s)(vp), P et M, pour générer les enfants,
G et F, comme suit:
(a) Deux points de croisement q1 et q sont choisis aléatoirement avec
1 q1 <q2 (N + 2)
(b) Pour générer l’enfant F (respectivement G), les activités aux positions
1,•.
,
q sont les mêmes que dans M (respectivement P). Les positions
q1 + 1,
, q sont occupées par les q2 — q1 premières activités dans P (respec
tivement M), qui n’ont pas été sélectionnées, selon leur ordre dans P (respec
tivement M). Le reste des activités sont placées aux positions q2+1, , N+2
selon leur ordre dans M (respectivement P).
4. Mutation : Toutes les (s)(vp) générées par l’opérateur de croisement subissent
une mutation de la façon suivante
(a) Sélectionner les activités selon leur ordre dans la (s)(vp).
(b) L’activité à la position i est permutée avec l’activité à la position (i + 1) avec
une probabilité Pmut
(c) La permutation est faite seulement si la (s) résultante reste (vp).
5. Sélection : Les (s)(vp) enfants obtenus sont ajoutés aux parents. Les meilleures
POP (s)(vp) (en terme de leur durée) sont sélectionnées pour former la prochaine
génération.
FIG. 3.2 — Les étapes principales des procédures génétiques AG_SE et AG_S
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AG_S, ces points sont choisis de façon aléatoire alors que dans AG_$E ce choix est fait
de sorte à réduire te Tis que d’engendrer un enfant correspondant au même planning que
celui de l’un de ses parents.
Pour illustrer la sélection de q1 et q dans AG_SE, considérons les deux (s) (vp)
suivantes en se référant au problème illustré sur la Figure 2.1.
M1 [1,3,6,2,5,4,7,8,9,10]
P1 = [1,3,2,6,4,5,7,8,9,101
Supposons que les points q; = 2 et q = 3 ont été sélectionnés aléatoirement pour
effectuer un croisement. Ainsi, les enfants générés sont les suivants
F1 = [1,3,2,6,5,4,7,8,9,101
G1 = [1,3,6,2,4,5,7,8,9,10]
Nous pouvons facilement vérifier qu’en fait, G1 peut être déduite de P1 rien qu’en
permutant les positions des activités 2 et 6. À présent, étant donné que la (se) (vp) générée
à partir de P; est
[{1, 3,2,6, 4}{5, 7,8,9, 10}]
G1 et P1 correspondent au même planning puisque tes activités 2 et 6 appartiennent au
même ensemble.
Dans la procédure AGSE, nous tentons d’éviter cette situation de la façon suivante:
1. Nous choisissons d’abord une valeur pour qi puis pour Q2 telle que q2 > q;. À
présent, supposons que les activités aux positions q; + 1,... , N + 2 appartiennent
au dernier ensemble de la (se) qui correspond à un des parents. Ainsi, l’un des
enfants sera similaire à ce parent pour les positions 1,... ,q1. Le reste des positions
de l’enfant seront occupées par les activités de ce parent se trouvant aux positions
q1 + 1,... , N + 2 mais possiblement avec un ordre différent. Comme ces activités
appartiennent à un même ensemble, l’enfant correspondra au même planning que
celui du parent en question.
Pour éviter cette situation, nous allons restreindre le choix de q de sorte que les
activités aux positions q; + 1,... , N + 2 de chacun des parents n’appartiennent
pas toutes au dernier ensemble. Donc, si les nombres d’activités, dans les derniers
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ensembles des (se) correspondant aux deux parents, sont nb; et nb2 alors le choix
de q1 se fera au hasard tel que
q1 <min(N + 2 — nb1, N + 2 — nb2)
Rappelons que si un parent possède un unique ensemble, il correspond à une solu
tion optimale (voir le Théorème 2 à la section 2.3.2).
2. Après le choix de q, nous pouvons également restreindre le choix de q2 pour réduire
encore le risque d’engendrer un même planning. Comme déjà vu dans l’exemple de
croisement précédent, bien que les activités aux positions q1 + 1,... , N + 2 ne soient
pas toutes dans le dernier ensemble pour chacun des parents P1 et Ml, l’enfant G1
engendre le même planning que P1. La restriction du choix de q2 se fera afin d’éviter
la situation suivante. Supposons que nous voulons construire un enfant G à partir
du croisement de P et M. Les q premières positions sont prises de P, ensuite, les
q — q1 premières activités de M non encore choisies dans G, sont sélectionnées. A
ce stade, les q2 premières activités de G sont sélectionnées. Or, si les q2 activités
en question sont dans un ordre pouvant être induit par un ou plusieurs ensembtes
successifs de ta (se) correspondante à P, alors G engendrera forcément le même
planning que P. Dans l’exemple précédent, les qi(= 2) premières positions de P1
sont 1 et 3 respectivement. Ainsi, les q — q (= 3 — 2 = 1) premières activités non
sélectionnées pour G1 dans M1 se réduisent à l’unique activité 6. Ainsi, les q = 3
premières activités de G sont respectivement 1, 3 et 6. Or, cet ordre des activités
peut être induit par le premier ensemble de P1.
Soient n1 et n2 les nombres d’ensembles contenant les activités aux positions
1,... ,q dans P et M respectivement. Alors, q2 devra être choisie de sorte que
tes q2 premières activités de G (respectivement F) ne soient pas toutes dans tes n1
(respectivement n2) premiers ensembles de P (respectivement M). Pour ce faire,
nous commençons par vérifier cette condition pour la valeur q = p = q + 1. Si
cette condition n’est pas vérifiée, nous incrémentons la valeur de p jusqu’à ce que la
condition soit vérifiée. Par la suite, nous choisirons q au hasard parmi les valeurs
p,... ,N + 2. Dans l’exemple précédent, pour q = 2, q doit être choisie parmi les
valeurs 5,•• , 10 (p = 5).
Notons, par ailleurs, que ce choix de q et q n’assure pas qu’aucun des enfants ne
corresponde au même planning de l’un des parents. Le but de cette démarche et de
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réduire le plus possible le risque que cela se produise en évitant les cas de figure où il est
certain que cette situation se présente.
3.3.1 Expérimentations
Afin d’évaluer l’impact de l’utilisation des (se) pour sélectionner les points de croise
ment q et q, nous comparons les méthodes AG_SE et AG_S selon les tests suivants.
Les deux premiers tests servent à l’analyse de l’impact sur la qualité de ta solution éva
luée par la déviation de sa durée par rapport à celle du planning optimal pour J30 et
par rapport à la durée du planning donné par la méthode CPM (lorsque les contraintes
sur les ressources sont relaxées) pour J60, J90 et J120
— Test 5 Les instances J30, J60, .190 et J120 sont résolues avec AG_SE et AG_S en
utilisant les mêmes valeurs des paramètres ayant induit les meilleures performances
dans [661, i.e., Pmut=O.O5 et une population de taille 40. Ces instances sont résolues
deux fois. La première avec une limite de 1000 plannings générés (25 générations)
et la seconde avec une limite de 5000 plannings générés (125 générations).
—
Test 6 : Ce test est similaire au Test 3 (voir la section 3.2.1). Les résultats obtenus
avec AG_$E et AG_S sont comparés pour chaque combinaison des valeurs de NC,
RF et R$ en utilisant une limite de 5000 plannings générés. L’objectif de ce test
est d’évaluer l’impact de l’utilisation des (se) suivant le degré de complexité des ins
tances. Pour chaque ensemble d’instances J30, J60, J90 et J120 nous calculons une
moyenne du pourcentage de déviation pour chaque groupe de 10 instances générées
avec les mêmes valeurs de NC, RF et RS. Ainsi, nous obtenons 48 (respectivement
60) moyennes de pourcentage de déviation pour chaque ensemble d’instances J30,
J60 et J90 (respectivement pour les instances de J120) et pour chacune des procé
dures AG_SE et AG_S. L’amélioration qu’apporte AGSE par rapport à AG_S,
en considérant la moyenne du pourcentage de déviation, est ensuite calculée pour
chaque combinaison des valeurs des paramètres.
Le troisième test est fait pour analyser l’impact sur le nombre de générations parcou
rues avant d’atteindre ta meitteure solution
—
Test 7 Ce test est similaire au Test 6 sauf que c’est le nombre de générations
parcourues avant d’atteindre la meilleure solution qui est considéré. Nous compa
rons AG_SE et AG_S pour chaque combinaison des valeurs des paramètres NC,
RF et RS.
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3.3.2 Résultats numériques et analyses
Les résultats du Test 5 sont résumés dans le Tableau 3.13. Pour chaque ensemble
d’instances J30, J60, J90 et J120, la première ligne correspond aux résultats avec une
limite de 1000 plannings générés et la seconde, avec une limite de 5000 plannings générés.
La première composante de chaque couple de valeurs sur le tableau correspond au résultat
de AG_SE et la seconde composante, qui est entre parenthèses, correspond au résultat
de AGS.
La seconde colonne du tableau (¾ Déviation - Moy.) donne la moyenne du pourcen
tage de déviation. La troisième colonne (¾ Déviation - Amét.) indique la différence entre
la moyenne du pourcentage de déviation de AGSE et AGS afin de mesurer l’amélio
ration apportée par AG_SE. Le maximum de la moyenne du pourcentage de déviation
est donné sur la quatrième colonne (¾ Déviation - Max). La cinquième colonne (Nombre
de générations - Moy.) comporte la moyenne du nombre de générations parcourues avant
d’atteindre la meilleure solution. Le pourcentage de l’amélioration qu’apporte AGSE
par rapport AGS, en considérant ce nombre, est reporté sur la sixième colonne (Nombre
de généTations - Amét%.). Si la valeur est positive (respectivement négative), AG_SE a
une meilleure (respectivement moins bonne) performance que AG_S. Les deux dernières
colonnes (Temps de calcul - Moy. et Temps de catcul - Max) indiquent la moyenne et le
maximum du temps de calcul, respectivement.
¾ Déviation Nombre de générations Temps de calcul (Sec)
Moy. Amél. Max Moy. Amél.% Moy. Max
J30 0.84 (0.86) 0.02 10.29 (13.95) 3.72 (3.97) 6.30 0.3 (0.2) 1 (1)
0.71 (0.77) 0.06 10.29 (13.95) 6.93 (6.72) -3.03 1.53 (1.1) 2 (2)
J60 13.93 (14.04) 0.11 119.48 (122.08) 5.85 (6.44) 9.16 0.55 (0.43) 1 (1)
13.39 (13.39) 0 116.88 (111.69) 16.64 (18.25) 8.82 2.88 (2.09) 3 (3)
J90 14.26 (14.39) 0.13 118.64 (116.95) 7.42 (7.32) -1.35 0.86 (0.65) 1 (1)
13.47 (13.69) 0.22 116.95 (116.95) 19.82 (20.68) 4.16 4.37 (3.19) 5 (4)
J120 43.86 (44.03) 0.17 229.29 (229.70) 16.13 (16.08) -0.31 1.16 (0.88) 2 (1)
41.69 (41.90) 0.21 224.24 (220.20) 49.69 (48.98) -1.43 5.83 (4.41) 7 (6)
TAB. 3.13 — Test 5 Comparaison des résultats de AG_SE et AG_S
Les résultats du Tableau 3.13 indiquent clairement une supériorité de AG_$E en
considérant la moyenne du pourcentage de déviation. Eu effet, mis à part les instances
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J60 où il y a égalité pour une limite de 5000 plannings générés, AG_ SE donne une
moyenne du pourcentage de déviation meilleure que cette de A G_ S. Cette supériorité
devient encore plus importante lorsque te nombre de plannings générés augmente (sauf
pour J60). Par ailleurs, il n’y a pas une dominance claiTe dc l’une des procédures par
rapport au nombre de générations parcourues avant d’atteindre ta meilleure solution.
Enfin, la moyenne du temps de calcul de A G_SE est légèrement plus grande que celle de
AG_S. Dans le pire des cas, (pour J120 avec 5000 plannings générés), cette différence est
de 1.42 secondes. Ceci est dû à l’effort de calcul supplémentaire pour choisir les points
de croisement dans AG_SE. Cela dit, le temps de calcul de AG_SE reste raisonnable
étant donné l’amélioration de la moyenne du pourcentage du déviation.
Comme c’était le cas pour RS_SE (voir la section 3.2), les résultats du Test 6 n’in
diquent aucun impact clair des valeurs des paramètres NC, RF et RS sur l’amélioration
apportée par AG_ SE (les Tableaux 3.14 et 3.15, ayant la même structure que celle des
Tableaux 3.6 et 3.7 (voir la section 3.2.2), résument les résultats du test). Cependant, une
analyse plus approfondie de ces résultats mène aux valeurs qui figurent dans le Tableau
3.16 qui possède la même structure que celle du Tableau 3.8 (voir la section 3.2.2) pour
les procédures RS_SE et R$_S. Les mêmes conclusions faites pour les Tableaux 3.6 et
3.7 peuvent également être faites pour les Tableaux 3.14 et 3.15.
77
Rf RS J30 J60 J90

































































































































































































































































































































































































































































































































































































TAB. 3.14 — Test 6 Dêviatiois par combiaison de paramètres - J30, J60 et J90
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q
NC RF RS J120
(s) (se) Amél.
1.5 0.25 0.1 37.61% 38.17% -0.56%
1.5 0.25 0.2 23.04% 23.99% -0.95%
1.5 0.25 0.3 3.64% 3.84% -0.19%
1.5 0.25 0.4 3.74% 3.75% -0.01%
1.5 0.25 0.5 0.40% 0.25% 0.14%
1.5 0.5 0.1 104.17% 104.49% -0.32%
1.5 0.5 0.2 49.33% 49.65% -0.32%
1.5 0.5 0.3 23.45% 23.43% 0.01%
1.5 0.5 0.4 7.02% 7.86% -0.85%
1.5 0.5 0.5 2.16% 1.66% 0.50%
1.5 0.75 0.1 135.47% 133.47% 2.00%
1.5 0.75 0.2 73.16% 72.94% 0.22%
1.5 0.75 0.3 30.18% 30.12% 0.06%
1.5 0.75 0.4 15.75% 15.56% 0.18%
1.5 0.75 0.5 . 3.00% 2.77% 0.24%
1.5 1 0.1 172.38% 172.18% 0.21%
1.5 1 0.2 76.42% 76.61% -0.19%
1.5 1 0.3 38.07% 37.49% 0.58%
1.5 1 0.4 19.19% 19.69% -0.50%
1.5 1 0.5 5.42% 5.47% -0.04%
1.8 0.25 0.1 34.34% 33.64% 0.70%
1.8 0.25 0.2 19.30% 18.41% 0.89%
1.8 0.25 0.3 2.84% 2.84% 0.00%
1.8 0.25 0.4 2.06% 2.58% -0.52%
1.8 0.25 0.5 1.93% .2.17% -0.23%
1.8 0.5 0.1 91.90% 95.97% -4.07%
1.8 0.5 0.2 49.62% 49.03% 0.59%
1.8 0.5 0.3 18.94% 18.87% 0.06%
1.8 0.5 0.4 9.80%’ 8.57% 1.23%
1.8 0.5 0.5 5.14% 4.88% 0.26%
NC RF RS 3120
(s) (se) Amél.
1.8 0.75 0.1 139.86% 138.78% 1.08%
1.6 0.75 0.2 58.61% 57.41% 1.20%
1.8 0.75 0.3 34.94% 34.96% -0.02%
1.8 0.75 0.4 19.45% 18.11% 1.34%
1.8 0.75 0.5 7.39% 7.62% -0.23%
1.8 1 0.1 156.71% 153.99% 2.73%
1.8 1 0.2 82.99% 82.04% 0.95%
1.8 1 0.3 38.89% 38.21% 0.68%
1.8 1 0.4 20.53% 20.38% 0.15%
1.8 1 0.5 5.77% 5.38% 0.38%
2.1 0.25 0.1 34.70% 32.84% 1.86%
2.1 0.25 0.2 19.04% 19.71% -0.68%
2.1 0.25 0.3 9.70% 8.82% 0.88%
2.1 0.25 0.4 4.62% 3.84% 0.78%
2.1 0.25 0.5 0.47% 0.58% -0.11%
2.1 .0.5 0.1 97.40% 97.48% -0.09%
2.1 0.5 0.2 51.49% 51.48% 0.01%
2.1 0.5 0.3 25.92% 25.46% 0.46%
2.1 0.5 0.4 13.76% 12.72% 1.04%
2.1 0.5 0.5 4.16% 3.86% 0.30%
2.1 0.75 0.1 154.07% 154.77% -0.69%
2.1 0.75 0.2 73.71% 71.49% 2.22%
2.1 0.75 0.3 34.39% 33.56% 0.84%
2.1 0.75 0.4 17.92% 18.91% -0.99%
2.1 0.75 0.5 7.05% 6.74% 0.31%
2.1 1 0.1 181.53% 182.13% -0.60%
2.1 1 0.2 81.85% 81.92% -0.07%
2.1 1 0.3 44.17% 44.82% -0.65%
2.1 1 0.4 22.29% 22.16% 0.14%
2.1 1 0.5 10.89% 10.93% -0.04%
TAB. 3.15 — Test 6 : Déviations par c&nbinaison de paramètres - J120
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J30 J60 J90 J120
¾ Meils 31.25% 29.16% 41.66% 60%
¾ Pires 22.91% 20.83% 14.58% 40%
% Egales 45.83% 0% 43.75% 0%
Moy. Dcv. Meil 0.36% 0.45% 0.60% 0.70%
Moy. Dev Pire -0.25% -0.63% -0.20% -0.54%
Max. Dcv. Mcii 1.27% 1.04% 1.90% 2.73%
Max. Dey. Pire -0.52% -1.88% -0.36% -4.07%
TAB. 3.16 — Test 6: Comparaison globale ds résultats de AG_SE et AG_S
Par ailleurs, nous avons ffectué dans ce cas aussi le test de Wilcoxon pour échantillons
appariés avec un niveau de confiance de 5% s•ur les valeurs des colonnes (s) et (se) des
Tableau 3.14 et 3.15 pou chaque ensemble J3Q J60, J90 et J 120. Contrairement à
RS_SE et RS_S, ces tests ne se sont révélés sigrificatifs que pour tes ensembles J90 et
JL2O. Il semblerait que po:ur les méthodes AQ_E et AG_S, l’impact des (se) sur le
pourcentage de déviation ii’est significatif que pour des instances de tailles relativement
importantes.
Les résultats du Test 7 n’indiquent égatement pa. d’impact ctair des paramètres NC,
RF et RS sur te nombre de générations parcourues avant d’atteindTe ta meitteure sotution
(les Tableaux 3.17, 3.18, 3.19 et 3.20, dont la structure est similaire à celle des Tableaux
3.9, 3.10, 3.11 et 3.12 (voir la section 3.2.2), résume les résultats du test). Cette situation
est similaire à celle observée pour les procédures RS_SE et R$_$ (voir la section 3.2.2).
Aussi, la moyenne de la différence entre les nombres de générations parcourues avant
d’atteindre la meilleure sôlution pour AG_SE, et AG_$ ne semble pas augmenter avec
l’augmentation de la taille du problème puisçu les valeurs obtenus sont —0.21, 1.61,
0.85 et —0.71 pour J30, J60, J90 et J120 respectivement (une différence négative signifie
que AG_S parcourt moins de générations avant d’atteindre la meilleure solution).
NC NbPtg RF NbPtg RS NbPtg
1.5 -1.65 0.25 -0.58 0.2 -3.37
1.8 0.56 0.5 1.f5 0.5 2.12
2.1 0.46 0.75 0.025 0.7 0.41
• 1.0 -1.42 1 0
TAB. 3.17 — Test 7: Évolution de l’amélioration sur le nombre de générations pour 330
80
NC NbPtg RF NbPtg R$ NbPtg
1.5 1.31 0.25 0.89 0.2 0.72
1.8 3.21 0.5 0.82 0.5 4.5
2.1 0.3 0.75 1.45 0.7 1.21
1.0 3.27 1 0
TAB. 3.18 — Test Z: Évolution de l’amélioration sur le nombre de générations pour J60
NC NbPtg RF NbPtg RS NbPtg
1.5 1.03 0.25 1.05 0.2 4
1.8 0.26 0.5 -1.76 0.5 -1.04
2.1 1.27 0.75 0.3 0.7 0.46
1.0 3.83 1 0
TAB. 3.19 — Test 7: Évolution de l’amélioration sur le nombre de générations pour J90
NC NbPtg RF NbPtg R$ NbPtg
1.5 0.065 0.25 2.88 0.1 -0.25
1.8 1.25 0.5 -3.8 0.2 2.3
2.1 -3.44 0.75 -3.29 0.3 -1.15
1 1.38 0.4 -5.95
0.5 1.51
TAB. 3.20 — Test Z: Évolution de l’amélioration sur le nombre de générations pour J120
Chapitre 4
Séquences d’ensembles d’activités pour
la généralisation du problème
4.1 Introduction
Dans les chapitres 2 et 3, nous avons introduit la représentation sous forme de (se)
et nous avons indiqué comment elle peut être exploitée pour améliorer les performances
des méthodes de résolution du RCPSP se basant sur la représentation en (s). Ces deux
représentations restent très liées puisque les méthodes de résolution qui exploitent les
(se) restent tout de même basées sur les (s) pour représenter les solutions. Les (se)
n’interviennent que lors de certaines transformations sur les (s) pour réduire l’espace de
recherche induit par ces dernières.
Nous proposons dans ce chapitre une extension de l’utilisation des (se) à une large
généralisation du problème RGPSP. Pour ce faire, nous abordons d’abord une extension
des (s) pour cette généralisation puisque la notion de (se) ne peut être complètement
définie sans celle de (s).
Notre intérêt envers ces extensions vient, d’une part, de l’efficacité des (s) dans un
très grand nombre de méthodes de résolution proposées pour le RCPSP [1, 16, 58,
66, 73, 1051 ainsi que de l’amélioration importante que la représentation en (se) peut
apporter. Nous espérons ainsi transposer ces résultats et ré-exploiter ces méthodes pour
la généralisation proposée du problème. Notons que la majorité des problèmes réels de
planification comportent généralement beaucoup plus de contraintes que le RCPSP.
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4.2 Généralisation du problème RCP$P
Nous proposons ici une généralisation du problème RCPSP qui est notée (ORD)+(C).
Le bloc (ORD) comporte une fonction objectif à minimiser ainsi que l’ensembte de toutes
tes contraintes de précédence entre tes activités. Cet ensemble peut être vide. Le Bloc (C)
comporte un ensembte de cOntTaintes arbztraires. Cet ensemble peut également être vide.
Selon cette définition, le problème RCPSP est un problème (ORD)+(C) où la fonc
tion objectif de tORD) est la durée totale du projet et où (C) contient les contraintes
sur les ressources. Aussi, le problème d’ordonnancement classique (qui peut être résolu
de façon optimale avec la méthode CPM), est un problème (ORD)+(C) où la fonction
objectif de (ORD) est la durée totale du planning et où (C) est vide.
4.3 Représentation en séquences d’activités
Pour le problème (ORD)+(C), lorsque le bloc tORD) contient des contraintes de pré
cédence, seules ces contraintes sont considérées pour construire une (s). Dans ce cas, une
(s) est dite (vp) torsque toute activité dans la (s] est positionnée après ses pTédécesseuTs.
Pour décoder une (s)(vp), une méthode similaire à Serial SGS (voir la section 2.2)
est utilisée. Les activités sont sélectionnées selon leur ordre dans la (s) puis planifiées
à leur date au plus tôt après leurs prédécesseurs de sorte que toutes les contraintes de
(ORD)+(C) soient satisfaites.
De nouvelles conditions doivent être définies pour que cette méthode de décodage soit
applicable à toute (s) (vp). Pour illustrer cela, considérons l’exemple simple suivant où
deux activités 1 et 2, de durées 2, doivent être planifiées. Comme contraintes, supposons
que ces activités ne peuvent se dérouler en même temps et que l’activité 1 ne peut
commencer après la période 2. Ceci est bien un problème (ORD)+(C) où il n’y a pas de
contraintes de précédence et où le bloc (C) contient les contraintes définies plus haut.
Pour cet exemple, il existe uniquement deux (s)(vp) a1 = [1,21 et a2 = [2, 1]. a1 peut
être décodée en un planning où les activités 1 et 2 commencent aux périodes 1 et 3
respectivement. Par ailleurs, a2 ne peut être décodée. En effet, une fois que l’activité 2
est planifiée pour commencer à la période 1, la première contrainte impose à l’activité 1
de commencer à partir de la période 3, ce qui ne satisfait pas la seconde contrainte.
Dans ce qui suit, nous introduisons une condition simple sur les contraintes (C) pour
éviter ce type de situations.
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4.3.1 Contraintes souples
Définition 6 Soit a une (s)(vp) pour le problème (ORD)+(C). Une contrainte parti
culière c e (C) est souple si, en ne considérant que la contrainte c, toute activité j dans
a peut être planifiée à une période D(c) ou à n’importe quelle période plus tard.
Une telle contrainte est notée c8.
Notons que dans l’exemple précédent, la deuxième contrainte imposant que l’activité
1 ne peut commencer après la période 2 n’est pas soupte.
Définition 7 Le bloc (C) est souple si toutes les contraintes c e (C) sont c8. Un tel
bloc est noté (C8).
Ainsi, dans une (s)(vp) pour (ORD)+(C8), toute activité i peut être planifiée à une
période D = MaxC(c)D(c). Il est facile de vérifier que toute (s)(vp) pour ce problème
peut être décodée avec la variante de la méthode Serial SGS proposée plus haut. Par
ailleurs, notons que tes contraintes sur tes ressources dans RCFSP sont souples, et donc
RCPSP est un cas particulier de problème (ORD)+(C8).
Selon la Définition 7, l’ajout de n’importe quel nombre de contraintes souples à un pro
blème RCPSP engendre également un problème (ORD)+(C8). Voici quelques exemples
de contraintes souptes
1. Une activité ne peut commencer avant une certaine période.
2. Certaines activités doivent être séparées par, au moins, une durée DR.
3. Certaines activités ne peuvent être planifiées dans une certaine fenêtre de temps.
Par contre, les contraintes suivantes ne sont pas souples
1. Une activité ne peut commencer après une certaine période.
2. Certaines activités doivent se dérouler en même temps.
3. Certaines activités doivent être planifiées dans une certaine fenêtre de temps.
Pour mieux illustrer la notion de souplesse, nous considérons l’exemple du problème
(ORD)+(C8) suivant pour lequel des contraintes souples sont ajoutées à un problème
RCPSP. Le problème est illustré à la Figure 4.1. Les activités 1 et 10 sont virtuelles et il
existe une unique ressource renouvelable disponible en quantité 6 durant chaque période
élémentaire.
Les contraintes souples additionnelles sont les suivantes
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(3, 3) Quantité de la ressource
requise par l’activité j
Durée de l’activité iNI
(di, n;)
o
FIG. 4.1 — Exemple d’un problème (ORD)+(C8)
1. Les activités 2, 4 et 8 ne peuvent commencer respectivement avant les périodes 2,
7 et 9.
2. Les activités 7 et 8 ne peuvent se dérouler en même temps.
Le planning associé à la (s)(vp)
s1 = [1,2, 3, 4, 5, 6, 7, 8, 9, 101
Voici quelques détails sur le décodage de s1
— L’activité 2 est planifiée à la période 2 car elle ne peut commencer plus tôt.
— L’activité 4 est planifiée à la période 7 car
—
Elle a l’activité 2 comme prédécesseur (donc, ne peut commencer avant la période
6).
— Elle ne peut commencer avant la période 7.
— L’activité 6 est planifiée à la période 8 car
est illustré à la Figure 4.2.
FIG. 4.2 — Planning associé à s pour le problème (ORD)+(C3)
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— Elle a les activités 2 et 3 comme prédécesseurs (donc, ne peut commencer avant
la période 6).
—
Les ressources sont insuffisantes jusqu’à la période 8.
—
L’activité 8 est planifiée à la période 13 car
— Elle a l’activité 6 comme prédécesseur (donc, ne peut commencer avant la période
11).
—
Elle ne peut commencer avant la période 9.
—
Les ressources sont insuffisantes jusqu’à la période 11.
— Elle ne peut être exécutée en même temps que l’activité 7 (donc, ne peut s’exé
cuter aux périodes 9, 10, 11 et 12).
4.3.2 Le mode Backward
Jusqu’à présent, nous avons généralisé l’utilisation des (s)(vp) pour le problème
(ORD)+(Cs) en tenant compte du mode forward (voir la section 1.5.3) pour lequel
les activités sont planifiées de la première à la dernière dans une (s) (vp) à la date au plus
tôt en veillant à respecter l’ensemble des contraintes du problème.
Plusieurs heuristiques performantes utilisant les deux modes de planification sont
proposées dans la littérature Li, 2, 79]. Dans cette section, nous discutons des condi
tions permettant le décodage des (s)(vp) pour le problème (ORD)+(C5) selon le mode
backward.
Les Définitions 6 et 7 portant sur la souplesse, sont adaptées au mode backward
comme suit
Définition 8 Soit a une (s)(vp) pour le problème (ORD)+(C). Une contrainte par
ticulière c E (C) est souple selon le mode backward si, en ne considérant que la
contrainte c, toute activité j dans a peut être planifiée à une période Df (c) ou à n’im
porte quelle période plus tôt. Une telle contrainte est notée csb.
Définition 9 Le bloc (C) est souple selon le mode backward si toutes les contraintes
C E (C) sont csb. Un tel bloc est noté (C8b).
Le résultat suivant démontre que les notions de souplesse et souplesse selon te mode
backward sont équivalentes.
Théorème 4 Le bloc (C) est souple si et seulement si il est souple selon le mode
backward.
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Preuve 4 Nous montrons, tout d’abord, que si (C) est souple, alors il est souple selon
le mode backward.
Par l’absurde, supposons que (C) est souple et ne l’est pas selon le mode backward.
Ainsi, il existe une (s) (vp) et une première activité i de cette dernière qui ne peut être
planifiée selon le mode backward à partir d’une date D ou plus tôt.
Soient:
—
et : les ensembles des activités positionnées respectivement avant et après
i dans la (s)(vp).
— : le planning partiel des activités A selon le mode backward (ces activités
peuvent être planifiées selon ce mode puisque j est la première qui ne peut l’être).
— pF : le planning associé à la (s)(vp) en mode forward.
— DR : la durée, dans P, qui sépare la date de début d’une activité j e de
la date de début de l’activité dans qui commence te plus tôt dans F.
À présent, nous ajoutons plusieurs contraintes souples () au problème (ORD)+ (C).
Les contraintes () se résument comme suit : Vi e les activités j et j doivent
être séparées par au moins une durée Dmax + DR. Dmax est une durée assez grande
choisie de sorte que toutes les activités soient planifiées après ta fin l’activité i en
mode forward. Notons que le bloc (C) + () est souple puisque (C) et () sont souples
individuellement.
Générons maintenant le planning associé à la (s)(vp), en mode forward, pour le problème
(ORD) + (C) + (e). Dans ce planning, chaque activité j e sera planifiée à une date
la séparant de j d’exactement une durée de Dmax + DRf puisque
1. Les activités de sont planifiées aux dates au plus tôt.
2. Dans le planning pF, les activités de ont pu être planifiées plus tôt. Comme
(C) est souple, ces activités peuvent être retardées jusqu’à ce que les contraintes
dans () soient satisfaites.
3. Les “positions relatives” des activités de entre elles pourraient peut-être entraî
ner une violation des contraintes. Or, ceci n’est pas possible dans ce cas car notre
choix des durées DR, j E induit un positionnement des activités entre elles
qui est identique à celui dans P qui est un planning partiel en mode backward
qui n’induit pas une violation des contraintes entre les activités de
Maintenant, si nous générons le planning de la (s)(vp), selon le mode backward, pour le
problème tORD) + (C) + (t), la planification des activités donne le même planning
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partiel P (obtenu sans (e)) car les contraintes () n’influent en rien leur planification,
puisque i est planifiée après les activités de Comme cela a été souligné plus haut,
la planification selon le mode forward donne des “positions relatives” des activités
entre elles identiques à ceux du planning partiel P, donc identique à celui en mode
backward. Or, puisque j a pu être planifiée, selon le mode forward, avec la planification
partielle P , cela sera possible selon le mode backward aussi. En effet, il suffit de plani
fier, en mode backward, l’activité i à une période la séparant d’une durée Dmax+DR de
chaque activité j e De plus, nous pouvons augmenter encore la valeur de Dmax de
n’importe quelle quantité pour pouvoir affirmer qu’il existe une date à partir de laquelle
t ‘activité j peut être planifiée selon te mode backward pour te problème tORD) + ( C) + (r).
À présent, puisque j peut être ainsi planifiée selon le mode backward à partir d’une cer
taine date avec les contraintes (C) + (e), cela sera forcément possible avec uniquement
les contraintes (C). Ceci contredit notre supposition initiale.
Ainsi, si le bloc (C) est souple, alors il l’est aussi selon le mode backward. Une démarche
similaire peut être suivie pour montrer que si le bloc (C) est souple selon le mode back
ward, alors il est aussi souple. D
Nous pouvons ainsi déduire facilement le résultat suivant
Corollaire 1 Toute (s)(vp) peut être décodée, selon les modes forward et backward,
en un planning réalisable pour le problème (ORD)+(Cs).
Pour illustrer le mode de planification en backward, nous reconsidérons l’exemple de
la Figure 4.1. Le planning associé à la (s)(vp)
s1 = [1,2, 3, 4, 5, 6, 7, 8, 9, 101
selon te mode backward est illustré à la Figure 4.3. Notons que ce planning est différent
de celui de la Figure 4.2 qui correspond aussi à s1 mais qui est construit selon le mode
forward.
Dans ce qui suit, nous utiliserons uniquement la notion de souplesse puisque la sou
plesse selon le mode backward est équivalente.
4.3.3 Conditions d’existence d’une codification optimale
Comme déjà mentionné, si le problème RCPSP possède une solution optimale, alors
il existe toujours une (s) (vp) qui correspond à une solution optimale 186, 130]. Dans cette
section, nous abordons cette question pour le problème (ORD)+(C).
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Tout d’abord, il est nécessaire d’introduire quelques définitions. Certaines d’entre
elles ont été introduites par Backer [71 pour le problème de Job Shop puis étendues et
formalisées par Sprecher et al. [1301 pour le problème RCP$P. À présent, nous allons
les étendre au problème (ORD)+(C).
Définition 10 Un shifi à gauche (left shift) d’une activité j dans un planning réalisable
consiste à planifier plus tôt l’activité j sans modifier les dates de planification des autres
activités pour obtenir un nouveau planning réalisable.
Définition 11 Un shift à gauche d’une pérzode (one-period left shift) d’une activité j
est un shift à gauche de j où j commence une période plus tôt.
Définition 12 Un shifi tocat à gauche (local left shift) d’une activité j est obtenu par
une succession de shifts à gauche d’une période de j.
Définition 13 Un shift gtobat à gauche (global left shift) d’une activité j est un shift
à gauche de j qui ne peut être obtenu par un shift local à gauche.
Définition 14 Une solution est semi-active (semi-active) si elle est réalisable et ne peut
subir aucun shift local à gauche.
Définition 15 Une solution est active (active) si elle est réalisable et ne peut subir ni
un shift local à gauche ni un shift global à gauche.
Il est facile de vérifier que toute (s)(vp) engendre une sotution active pour (ORD]+(C5)
puisque chaque activité est planifiée à sa date au plus tôt et donc elle ne peut être pla
nifiée plus tôt sans changer la date de planification des autres activités.
f TG. 4.3 — Planning associé à s obtenu selon le mode hackward POUf (ORD)±(C8)
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Définition 16 Dans un problème de minimisation, la fonction objectif est dite Tégutière
(regular) si elle est non décroissante en fonction des dates de fin des activités.
Notons que la minimisation de la durée totate d’un projet (une fonction objectif
fréquemment utilisée dans plusieurs problèmes de planification tel que le RCPSP) est
une fonction régutière. Plusieurs autres fonctions régulières sont présentées dans [112, 1241
pour les problèmes de planification.
Définition 17 Soient P un planning réalisable, i une activité et AP l’ensemble des
activités qui commencent à la même date que i ou plus tard. Un planning partiet P de
P est un planning où seulement les activités AP U {i} apparaissent et qui commencent
aux mêmes dates que dans P.
Définition 18 Soient j une activité, P un planning partiel du planning réalisable P et
le planning P duquel les activités AP sont enlevées.
—
CÔN : un sous-ensemble des contraintes du problème (ORD)+(C) tel que toutes
les activités concernées par ces contraintes apparaissent uniquement dans P.
— GON un sous-ensemble des contraintes du problème (ORD)+(C8) qui ne sont
pas dans CÔN.
Définition 19 Soient j une activité et d sa date de début dans le planning partiel P.
P est extensible localement si un shift local à gauche de j dans P, de (d — 1) périodes
est possible en ne considérant que les contraintes CON.
Définition 20 Un planning réalisable P est extensible globalement si, pour toute activité
j, le planning partiel P est extensible localement.
Dans tous ce suit, nous discutons uniquement de l’existence d’une (s)(vp) donnant
un planning optimal au problème (ORD)+(C8) ayant une fonction objectif régulière. Ce
problème sera noté (ORDT)+(Gj.
La condition de souplesse
Selon nos résultats à la section 4.3.1, la souplesse des contraintes suffit pour le déco
dage de n’importe quelle (s)(vp) en un planning réalisable pour le problème (ORD)+(Cs).
Dans cette section, nous vérifions si cette condition reste suffisante pour l’existence d’une
(s) (vp) engendrant une solution optimale pour le problème.
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Considérons l’exemple simple du problème (ORDT)+(Cj suivant. Il est composé d’un
problème RCPSP auquel des contraintes souples sont ajoutées. La Figure 4.4 illustre les
principales données du problème RCPSP pour lequel une unique ressource est disponible
en quantité 4 à chaque période élémentaire.
(2, 3) Quantité de la ressource
nécessaire à l’activité i
Durée de l’activité i
(di, ni)
o
FIG. 4.4 — Exemple d’un problème (ORD’) + (CS)
Les contraintes souples ajoutées sont les suivantes
1. Les activités 1 et 2 ne doivent pas être séparées par 2 périodes.
2. Les activités 2 et 3 ne doivent pas être séparées par 2 périodes.
3. L’activité 3 ne peut commencer avant la période 7.
Pour cet exemple, il existe uniquement 2 (s)(vp) a1 = [1, 2, 3,4] et a2 = [1,2, 4, 3].
a1 et a2 engendrent le même planning lorsqu’elles sont décodées selon le mode forward.





1121314 516 7 819
FIG. 4.5 — Planning donné par a1 et a2 en mode forward
À présent, considérons le planning réalisable de la Figure 4.6. Ce dernier est de durée
8 et il est donc meitteuT que celui donné par a1 et a2.
Cet exemple montre clairement que l’ensemble des plannings engendrés par toutes
tes (s)(vp) ne contient pas te planning optimal. Ainsi, ta condition de souplesse n’est pas
suffisante pour garantir l’existence d’une d’une (s)(vp) engendrant un planning optimal.
2)
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Cet exemple montre aussi que l’ensemble des solutions engendrées par toutes les (s) (vp)













11123 415 617 8191
FIG. 4.6 — Planning meilleur que celui donné par a1 et a2
Par ailleurs, même si nous considérons aussi te mode backward, l’ensemble des plan
nings engendrés peut ne pas contenir aussi te planning optimal. Pour l’exemple précédent,
la Figure 4.7 illustre le planning généré par a1 et a2 selon le mode backward qui est aussi
de durée 9. Il est donc moins bon que celui de la Figure 4.6.
Conditions suffisantes
Dans cette section, nous donnons une nouvelle condition garantissant l’existence d’une
(s)(vp) engendrant un planning optimal pour le problème (ORDT)+(Cs). Pour cela, nous
utilisons les deux principaux résultats suivants:
Théorème 5 Si le problème (ORD) + (C8) possède une solution optimale, alors il
possède une solution optimale active.
FIG. 4.7 — Planning donné par a1 et a2 en mode backward
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Preuve 5 Soit at une solution optimale de (ORU) + (C8). Si ac,,t est active, alors le
résultat est vrai.
Si at n’est pas active, alors il est possible d’appliquer un shift à gauche à at. Comme
at est optimale et la fonction objectif est régulière, sa valeur ne changera pas après cette
opération. Appliquons donc, de façon successive, autant de shifts à gauche que possible.
Le nombre de shifts à gauche à faire est forcément fini car, à chaque fois, une activité est
avancée d’au moins une période et le nombre de périodes est fini. À la fin, nous obtenons
une solution a donnant la même valeur à la fonction objectif que at et pour laquelle
aucun shift à gauche n’est possible. est donc une solution optimale active pour le
problème. E
Notons que pour le Théorème 5, la souplesse de (C8) n’est pas exploitée de façon
explicite dans la démonstration. Cependant, cette condition reste requise pour assurer
que toute (s) (vp) puisse être décodée en un planning réalisable.
Notre second résultat introduit une condition garantissant l’existence d’une (s) (vp)
pour chaque solution active.
Théorème 6 Considérons le problème (ORD’) + (C8). Si tout planning réalisable P est
extensibte globalement, alors il existe une (s)(vp) pour toute solution active.
Preuve 6 Soient P une solution réalisable active et ap une (s)(vp) construite comme
suit : à chaque étape n, la nime activité de ap est sélectionnée. L’ordre des activités dans
ap est l’ordre dans lequel les activités sont sélectionnées. À une étape n, l’ensemble des
activités candidates est créé. Il est composé des activités qui n’ont aucun prédécesseur
non planifié. Pour chaque activité candidate, nous déterminons une date de planification
au plus tôt où l’activité peut être planifiée en considérant uniquement les activités déjà
planifiées. La nime activité choisie pour construire ap, est une activité candidate qui
possède une date de planification au plus tôt égale à sa date de planification dans P.
Il est clair que si toutes les activités sont choisies, la (s)(vp) ap correspondra à P. Ainsi,
par cette méthode constructive, il serait possible d’associer à toute solution active une
(s)(vp).
À présent, supposons que cela ne soit pas possible; c’est-à-dire, qu’à une certaine étape
n0, toutes les activités candidates ont une date de planification au ptus tôt différente de
celte dans P. Dans ce cas, soient j une activité candidate, d sa date de planification au
plus tôt et dÇ sa date de planification dans P. Examinons les deux cas de figure suivants:
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L Si d’ <d
Dans ce cas, l’activité j n’a pas pu être planifiée plus tôt que d dans P et cela en
présence d’une partie seulement des activités planifiées aux mêmes dates que dans
P. Donc, l’activité j ne pourrait être planifiée plus tôt que d dans P également.
Or, la date de planification de l’activité j dans P est d’ < d. Par conséquent,
P ne serait pas Téatisabte. Ceci contredit nos suppositions initiales. Donc, nous ne
pouvons avoir d <di.
2. Si d <d
Selon le cas précédent, chaque activité candidate j doit satisfaire d < d. Dans
ce cas, il est clair que les contraintes qui l’empêcheraient d’être planifiée à la date
d dans P sont celles qui ta tient aux activités non encore planifiées. Ce sont ces
contraintes qui ont retardé la date de planification de l’activité j jusqu’à dÇ.
À présent, soit j l’activité candidate qui commence le plus tôt dans P et P le
planning partiel de P. Ainsi, ce sont les contraintes CON qui empêchent j d’être
planifiée à la date d alors que les contraintes CÔN le permettent. Par ailleurs,
notons que les activités qui figurent dans P sont celles qui n’ont pas encore été
planifiées (j est l’activité candidate qui commence le plus tôt dans P et le reste
sont des successeurs, directs ou indirects, des activités candidates).
Or, comme tout planning réalisable est extensible globalement, cela est particu
lièrement vrai pour P. Ainsi, P est extensible localement. Donc, il sera toujours
possible de planifier plus tôt (par un shift local de (dr — 1)) l’activité j dans P
sous les contraintes CONS. Par conséquent, les contraintes qui tient i aux activités
non encore planifiées ne t’empêchent pas d’être planifiée à ta date d- au lieu de d.
Ainsi, aucune contrainte du problème n’empêche l’activité j d’être planifiée à la
date d dans P. Ceci contredit le fait que P soit une solution active.
Donc, il est toujours possible de construire une (s) (vp) pour chaque solution active.D
Le résultat important suivant est une conséquence directe des Théorèmes 5 et 6.
Corollaire 2 Soit (ORD)+(Cs) un problème ayant une solution optimale. Si tout
planning réalisable est extensible globalement, alors il existe une (s) (vp) donnant la
solution optimale.
Selon le Théorème 5, si le problème possède une solution optimale alors il possède une
solution optimale active. En considérant le Théorème 6, il existe une (s) (vp) représentant
la solution optimale active.
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À présent, considérons deux problèmes tORDT) + (Gj) et (ORIY) + (C) ayant des
plannings optimaux. Supposons aussi que pour chacun de ces problèmes, chaque plan
ning réalisable est globalement extensible. Soit (Cjs2) l’union des contraintes (Cfl et
(C). Il est facile de vérifier que pour le problème (ORD’) + (Cjs2), chaque planning
réatisabte est gtobatement extensibte. En effet, si chaque planning partiel réalisable P
pour (ORDT) + (Cj2) est localement extensible pour les contraintes (Ci) (respective
ment (Ci)), il est aussi localement extensible en considérant les contraintes (C,2). Ceci
signifie que si un ensemble est composé de contraintes possédant individuettement cette
propriété, cet ensemble possède aussi cette pTopriété. Comme la souplesse est aussi pré
servée, le problème résultant possède une (s) (vp) représentant un planning optimal selon
le Théorème 6.
Il est intéressant de noter que pour le cas particulier du problème RCP$P, chaque
planning réalisable est globalement extensible. Puisque les contraintes sur les ressources
sont aussi souples, alors le problème possède une (s) (vp) donnant un planning optimal.
Ce résultat a déjà été démontré dans j87, 130].
Pour l’exemple de la Figure 4.4, les contraintes souples “les activités 1 (respectivement
2) et 2 (respectivement 3) ne doivent pas être séparées par 2 périodes” engendrent au
moins un planning partiel qui n’est pas localement extensible. Par exemple, le planning
partiel P2 de la Figure 4.6 n’est pas localement extensible.
Exemples de problèmes ayant une (s) (vp) engendrant un planning optimal
Comme déjà souligné, l’existence d’une (s)(vp) engendrant un planning optimal pour
le problème (ORDT)+(C8) peut être établi en montrant que:
1. Chaque contrainte c, prise individuellement dans (C8), est souple.
2. Chaque planning réalisable pour le problème est globalement extensible.
Nous donnons ici une liste non exhaustive d’exemples de contraintes vérifiant ces
conditions.
1. Un couple d’activités doit être séparé par, au moins, une durée DR.
2. Un ensemble d’activités ne peuvent être exécutées simultanément.
3. Une activité ne peut commencer avant une certaine période.
4. Une activité ne peut être planifiée dans une certaine fenêtre de temps.
5. Contraintes sur les ressources similaires à celles du RCP$P.
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6. Contraintes sur les ressources similaires à celles du RCPSP mais où tes quantités
disponibtes ne sont pas nécessairement identiques à chaque période étémentaire.
Dans ce cas, la disponibilité des ressources doit permettre à chaque activité d’être
planifiée individuellement à n’importe quelle période.
7. Contraintes sur les ressources similaires à celles du RCP$P mais où tes quantités
des ressources Tequises pour une activité change tout au tong de sa durée d’exécu
tion. Par exemple, une activité de durée 2 peut nécessiter 2 unités d’une ressource
à sa première période d’exécution et 3 unités à sa seconde période d’exécution.
Dans ce cas aussi, la disponibilité des ressources doit permettre à chaque activité
d’être planifiée individuellement à n’importe quelle période.
4.4 Extensions de techniques du RCP$P au problème
généralisé
Plusieurs méthodes de résolution développées pour le problème RCPSP utilisent les
(s)(vp). Par exemple, [1, 66, 731 (algorithmes génétiques), 1161 (recuit simulé) et [105]
(recherche tabou). La majorité de ces procédures peuvent être adaptées à la résolution
du problème (ORDT)+(Cs) en ajustant simplement ta façon avec taquelle une (s)(vp)
est décodée pour tenir compte des contraintes de (ORU)+(C8).
Dans [139], Valls et al. ont introduit l’opération de justification. Globalement, une
justification à droite (right justification) (respectivement à gauche (left justification))
d’un planning P consiste à ordonner les activités par ordre décroissant de leur dates de fin
(respectivement croissant de leur date de début) puis les replanifier, dans cet ordre, le plus
tard (respectivement le plus tôt) possible pour obtenir un nouveau planning réatisabte P’3
(respectivement PG). Après cette opération, P’3 (respectivement PG) sera aussi bon ou
meilleur que P. Généralement, une double justification (double justifying) est appliquée
à un planning réalisable P pour obtenir le planning (P))G. D’autres techniques très
similaires à la justification sont résumées en [90], parmi elles nous pouvons citer aussi la
technique de Tormos et al. [137].
Ces techniques peuvent être facilement étendues au problème (ORDr)+(08) avec,
comme fonction objectif, la durée totale du projet. Pour cela, il suffit de respecter les
contraintes de (ORDT)+(C8) lorsque les activités sont replanifiées.
Klein [791 a introduit la notion de bidirectionnat planning pour le problème RCPSP.
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Elle utilise simultanément les deux modes de planification forward et backward pour
construire un planning. Chaque activité est planifiée selon un des deux modes, ensuite,
les plannings partiels obtenus selon chaque mode sont fusionnés pour construire un plan
ning final réalisable. Puisque les modes de planification forward et backward ont été
définis pour le problème (ORD)+(Cs) (voir les sections 4.3 et 4.3.2), cette méthode peut
également être étendue au problème.
4.5 Représentation en séquences d’ensembles d’activi
tés
Étant donné que la notion de (s) (vp) a été complètement définie pour le problème
(ORD) + (C5), nous avons tous les éléments nécessaires pour généraliser la notion de
séquence d’ensembles d’activités (se) pour (ORD) + (C8).
Dans la section 2.3.1, nous avons introduit l’algorithme ConstruireSEPRMT (voir
la Figure 2.3) pour construire des (se) ayant la propriété (PRMT) pour le problème
RCPSP. Cet algorithme peut être facilement étendu au problème (ORD)+(C8) en re
définissant la quantité TpR(i) comme étant ta date au plus tôt où t’activité i peut être
planifiée en considérant toutes tes contraintes du problème. Pour montrer que l’algorithme
ainsi obtenu construit bien des (se)(PRMT) pour le problème (ORD)+(C), il est pos
sible de suivre les mêmes étapes de la démonstration du Théorème 1 (voir la section
2.3.1).
À titre d’exemple, nous reconsidérons le problème (ORD)+(C8) décrit sur la Figure
4.1. En appliquant l’algorithme à la (s)
= [1,2,3,4,5,6,7,8,9,10]
nous obtenons la (se)(PRMT)
se1 = [{1, 2, 3}{4, 5}{6, 7}{8, 9, 10]-].
Le Tableau 4.1 montre les différents ordres possibles pour chacun des 4 ensembles de se1.
Ainsi, il est possible de construire 2 x 2 x 2 x 1 = 8 différentes (s)(vp) qui correspondent
toutes au même planning de la Figure 4.2.
Ainsi la notion de (se) (PRMT) peut aussi être utilisée pour le problème (ORD)+(C8)
afin de réduire t’espace de recherche induit par tes (s)(vp) en évitant celtes qui en






{8, 9, 10} [8,9, 101
TAB. 4.1 — Ordres correspondant à chaque ensemble de se1
les (se) (PRMTb) peuvent aussi être construites avec le mode backward en généralisant
l’algorithme ConstruireSEPRMTb pour le problème (ORD)+(C).
Le résultat du Théorème 2 (voir la section 2.3.2) peut aussi être généralisé pour le
problème (ORD)+(Cs) ayant comme objecif la minimisation de la durée totale du pro
jet. En effet, si une (se) (PRMT) possède un unique ensemble, alors la solution optimale
du problème (OR]Y)+(C8) peut être obtenue avec la méthode CPM.
Enfin, nous avons montré à travers le Théorème 3 (voir la section 2.3.2), qu’il existe
une (se) (PRMT) engendrant une solution optimale pour un problème RCPSP. Pour un
problème (ORDT)+(C3) ayant une solution optimale, une telle (se)(PRMT) existe sous ta
condition du Corro taire 2 (tout planning réalisable est extensible globalement). En effet,
sous cette condition, il existe une (s)(vp) donnant une solution optimale au problème
(0RD7)+(C8). Il suffit d’appliquer la version modifiée de l’algorithme ConstruireSE




Nous présentons une nouvelle représentation sous forme de séquence d’ensembles d’ac
tivités pour le RCPSP. Les meilleures heuristiques pour le problème utilisent la repré
sentation en séquence d’activités. Nous montrons comment la nouvelle représentation
peut être considérée comme une généralisation des séquences d’activités et comment une
même séquence d’ensembles d’activités peut correspondre à plusieurs séquences d’activi
tés différentes engendrant un même planning. Cette propriété permet de construire une
nouvelle catégorie d’heuristiques utilisant un espace de recherche beaucoup plus réduit
induisant ainsi plus d’efficacité dans la recherche des meilleurs plannings.
Plusieurs résultats numériques, issus de l’utilisation de la nouvelle représentation dans
deux des meilleures approches de résolution pour le problème, montrent l’efficacité des
séquences d’ensembles d’activités. La performance des deux approches en question a été
améliorée par rapport à plusieurs critères.
Nous définissons par la suite une très large généralisation du problème RCP$P pour
laquelle une extension de l’utilisation des séquences d’activités et des séquences d’en
sembles d’activités est faite. Nous montrons comment ces deux représentations peuvent
être décodées en un planning réalisable et nous donnons des conditions suffisantes per
mettant de garantir l’existence d’une séquence d’activités et d’une séquence d’ensembles
d’activités engendrant un planning optimal. Dans ce cas aussi, nous indiquons comment
les séquences d’ensembles d’activités permettent de réduire l’espace de recherche induit
par les séquences d’activités.
Pour cette généralisation, nos résultats démontrent que la majorité des approches
de résolution dédiées au RCP$P et basées sur les séquences d’activités, peuvent être
réutilisées pour résoudre le problème généralisé. Il suffit pour cela d’utiliser la procédure
de décodage généralisée que nous proposons au lieu de la procédure classique dédiée
au RCPSP. De plus, il est tout à fait possible de résoudre, sous certaines conditions,
de petites instances de la généralisation à l’optimum en énumérant toutes les séquences
d’activités possibles. Enfin, la performance de toutes ces approches peut être améliorée
en y introduisant les séquences d’ensembles d’activités qui peuvent considérablement
réduire l’espace de recherche induit par les séquences d’activités.
Nous avons illustré comment les séquences d’ensembles d’activités peuvent être ex
ploitées dans deux types de transformations. Dans une adaptation du recuit simulé, nous
avons exploité la nouvelle représentation pour déterminer les séquences d’activités voi
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sines en modifiant la position des activités dans la séquence de départ, alors que dans une
adaptation des algorithmes génétiques, nous l’avons exploité pour déterminer les points
de croisement de deux séquences d’activités.
Comme pistes de recherche, il serait intéressant d’explorer comment la nouvelle re
présentation peut être utilisée dans d’autres types de transformations sur les séquences
d’activités. En particulier, comment dans un algorithme génétique elle peut permettre
de générer une meilleure population initiale et de définir des croisements plus adaptés au
RCPSP et à sa généralisation. Aussi, il serait également intéressant d’explorer l’exten
sion des séquences d’ensembles d’activités au mode “bidirectional planning” combinant
les modes forward et backward et de voir comment cette représentation pourrait réduire
le nombre de séquences d’activités à énumérer pour retrouver celle induisant une solution
optimale pour de petites instances. Notons que ces voies de recherche peuvent aussi bien
être exploitées pour la résolution du RCPSP que pour sa généralisation.
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