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In this paper, the authors derived exact expressions for the joint marginal 
densities of any few consecutive ordered roots of a class of random matrices 
which includes Wishart matrix, MANOVA matrix, and canonical correlation 
matrix. In addition, the authors obtained an exact expression for the probability 
integral associated with the joint distribution of any two ordered roots as well as 
an expression for the c.d.f. of a single intermediate root. All the above expressions 
are linear combinations of the products of certain double integrals which can be 
evaluated without any difficulty. 
1. INTRODUCTION 
The distribution problems associated with the eigenvalues of random matrices 
are of interest not only to statisticians but also to physicists (e.g., see Wigner 
[7-91). In particular, the distributions of any few consecutive ordered roots or 
single intermediate roots are useful in testing certain statistical hypotheses. 
For example, the distributions of the intermediate roots can be used for reduction 
of dimensionality in pattern recognition problems and principal components 
analysis. In nuclear physics, the distributions of any few consecutive ordered 
roots are useful for finding the distributions of the spacings between the energy 
levels of certain complicated systems. 
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The cumulative distribution function (c.d.f.) of any single intermediate root 
of the central multivariate analysis of variance (MANOVA) matrix was derived 
by Roy [6]. The expressions given in [6] are based on pseudo-determinants and 
certain reduction formulas on them; they are not convenient for computational 
purposes. Recently, Davis [2] showed that the marginal densities of the individual 
ordered roots of the central MANOVA matrix constitute a complete system of 
solutions of an ordinary differential equation; similar result [2] holds for the 
central Wishart matrix also. In this paper, the authors derive exact expressions 
for the joint marginal density of any few consecutive ordered roots, c.d.f.‘s 
of intermediate roots, as well as the joint probability integral associated with any 
two ordered roots, for a class of random matrices. This class includes some 
important (central) random matrices like the Wishart matrix, MANOVA matrix, 
canonical correlation matrix, and also a random matrix which received special 
attention of the n&ear physicists [4, 7, 81. The expressions given here are very 
convenient for computational purposes since they involve, basically, the compu- 
tation of certain double integrals which, in turn, can be evaluated without 
difficulty. 
2. PRELIMINARIES 
The inverse and determinant of a square matrix M = (mij) are denoted by 
M-l and / M 1 = I(mJ, respectively, whereas the transpose of the matrix 
N is denoted by N’. 
If A = (a$$) is a skew-symmetric matrix (that is, A = -A’) and A is of even 
order (say 2m), then 1 A Ill2 is known as a pfaflian. It is also known [l, p. 5211 
that the pfaffian can be expressed as a polynomial as follows: 
(2.1) 
where the summation is over all permutations ir ,..., & of 1, 2,..., 2m subject to 
the restrictions, ii < i, , is < i4 ,..., iznzel < ism and the sign is positive or 
negative according as the permutation is even or odd. We need the following 
notations in the sequel: Let 
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where V is the determinant 
, . . . . 
.+ x2 Xuk” 
and k, ,..., k, is a set of nonnegative integers. Further, let 
Fs”(L, U) = yF,(L, l9) e$qs> de, 
L 
Fs(L 4 = 1; x”$w dx, 
and 
f,t(L, U) = F,t(L, U) - F,*(L, U). 
In addition, let 
4% 2m, {k, ,..., k2,hL, U) = I(f2(L, U))i,j=l,....m~ P2 
(2.3) 
and 
G,(h 2m + 1, {kl ,..., k2nl+lljL, u> = I(f $L, UN. .= l/2 t.3 1,...,t-1.t+1,...,2m+1 
with the understanding that G,(#; 1, k, , L, U) = 1. (In [3], G,(#; 1, Y, L, U) = 1 
and p(#; 1, r, L, U) = F,(U); th is notation was not explicitly stated there.) 
Note that both d and Gt are pfafIians. We need the following lemma in the 
sequel. 
LEMMA 2.1. Let #(x) be a function such that the integraE given in (2.2) exists 
and let L < U be real constants. Then 
P($; q, (4 ,..., k,}, L, U) = A($; 2m, {k, ,..., k2&, L, U) when q = 2m (2.4) 
and 
P($; q, {k, ,..., k,h -L u) 
2m+1 
= z' (-l)i+lF& u> G&; 2m + 1, (4 ,..., k2m+l),L, u) 
when q = 2m + 1 (2.5) 
Mehta [4] proved Eq. (2.4) in the special case when k, = i - 1 (i = I ,..., q) 
and #(x) = exp(--xn)xT. Using the method in [4], Krishnaiah and Chang [3] 
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proved the above lemma for the case when ki = i - 1 (; = l,..., 4). Since the 
proof of the above lemma follows on the same lines as in [3] it is omitted here. 
Remark 2.1. A slightly generalized version of Lemma 2.1 can be proved 
in exactly the same way. For this, replace the i-th row of the determinant 
l(x;9i,m...,a I by a row of functions (gi(xI), gi(+) ,..., gi(xa)) for i = l,,.., q. 
Then the Lemma 2.1 holds if we redefine F,t(L, U) as 
and making other obvious modifications in the notation, etc. 
3. DISTRIBUTION OF A FEW ORDERED ROOTS 
Let Zr < ... < 1, denote the latent roots of a random matrix L and let their 
joint probability density be given by 
h,(Z, ,..., 43) = c fi Wi> fi (4 - w a-Cl,< *** < z, < b, (3.1) 
i=l i>j=l 
where c is a known constant. We are interested in deriving the joint marginal 
densityoftherootsZ,+,<Z,+,<~~~<Z,+,,(O<r<p-1,l <s<p--r). 
The joint density of Z,,, , Z1.+a ,..., Z,,, is given by 
h,V,+l ,..., Zrts) = 1 ;(- f h,(Z, ,..., ZD) dZl .-- dl, dZ,+,+l e-e dl, , (3.2) 
where R : a < Z1 < ..* < Z,. < Z7+r < Zr+s < Z,,,,, < *a. < Z, < band h,(Z, ,..., I,) 
is given by (3.1). Now, expand the Vandermonde determinant ni,j (Ii - Zj) by 
the first r columns using Laplace’s expansion to get 
= C1(-l)*T(T+3)+Z;=lki V(Z, ,..., Z, ; k, ,..,, k,) x V(Z,+, ,..., Z, ; tl ,..., t&, 
(3.3) 
where FE1 < ... < k, is a subset of the set of integers (0, l,..., p - l}, 
t1 -c s.0 < t,-, is the subset complementary to k, < ... < k, and C denotes 
summation over all (F) possible choices of k, < ..m < k, . Next, exband the 
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determinant V(l,+, ,..., lp; t, ,..., tp-,) by its first s columns using Laplace’s 
expansion as 
V(Z,+, )...) z, ; t, )..., t+,) = C&-l)@(s+s)+=lai V(I,+, ,...) IT+,< ; 01i )..., 0i.J 
x vr+s+1 )...> 4l ; Bl 2*.., &-r-s) (3.4) 
where q < *.. < 01~ is a subset of the set of integers t, ,..., t,-, and 
rS, < **. < &,++ is the subset complementary to 01~ < ... < 0~~ . Further C, 
denotes the summation over all (r;‘) possible choices for (or ,..., +. Now, on 
substituting the right side of (3.4) for V(Z,.+, ,..., lP; tl ,..., tavr) in (3.3) and then 
substituting the entire expression for &j (Zi - Zj) in (3.2) and then finally 
using Lemma 2.1, we get 
where y(r, S) = +[r(r + 3) + s(s + 3)] and the p’s are given by (2.4) or (2.5). 
When r = 0 or s = p - r, the expression (3.5) is simplified considerably 
since in this case there is only one summation instead of two and only one 
p function in each term of the summation. 
One can apply the methods discussed above to derive the joint marginal 
densities of any few ordered roots which are not necessarily consecutive, but 
the expressions involved are complicated and so are not given here. For example, 
we can get the joint density of l,,r and I,+ by integrating out I,,, ,..., lr+s-l in 
(3.5); this can be done by expanding V(Z,+, ,..., I,.+,; 0~~ ,..., m,) by first and last 
columns. 
4. THE PROBABILITY INTEGRAL FOR ANY PAIR OF ORDERED ROOTS 
Let II < ... < Z, be the latent roots of a random matrix L and let the joint 
density of these roots be as given in (3.1). In this section, we derive an exact 
expression for the probability integral associated with the joint density of any 
pair 1, , Z, (1 < Y  < s < p), i.e., for P[x~ < 1, < 1, < x2]. We have 
P[Xl < 1, < 1, < XJ = P[l,-, -c x1 < 1, -c 1, < x2 < 4+11 
+ Ph < s-1 < 4 -=c 4 < x2 -=c &+11 
+ P[Z,-, < Xl < 4 -=c 1.3 < Ll < %I 
+ P[xl < I,-, < 1, < 1, < l,,l < xa] 
= PT., + PT-1.9 + P7*8+1 + PT--l.s+1 3 (4.1) 
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where P,,, , Pr-l,, , Pras+l and PT-l.s+l are, respectively, the first, second, 
third and fourth terms on the right side of (4.1). 
It is enough to show how to evaluate one of the four probabilities above, say 
P T.s . Now 
P,., = P[l,-, < x1 < 1, < 1, < x2 < Z,+J 
(4.2) 
where the region of integration is 
R, : (a < Zl < ... < lT-l < x1 < I, < *-* < 1, < x2 < I,,, < *m. < 1, < b). 
Expand the Vandermonde determinant IJIi, j (& - 4) by the first s columns using 
Laplace’s expansion, as 
= &(-l)@(S+a)+C;kr V(Z, ,..., 2, ; k, ,..., k,) x qz,, )..., z, ; t, ,..., &,), 
(4.3) 
where k, < ..* < k, is a subset of the set of integers (0, l,..., p - l), 
t, < *a- < tZ1+ is its complement and 2, denotes summation over all (z) 
possible subsets k, < .e* < k, . Now expand the determinant V(Z, ,..., 1,; 
k i ,..., k,) by its first r - 1 columns using Laplace’s expansion as 
V(l, ,..., Z, ; kI ,..., k,) = C2(-l)ts(r-1”r+2’+C~-1rr~ V(l, ,..., Z,.eI ; aI ,..., q-J 
x VT 9*.*> 4 ; a ,***> A-,,l), (4.4) 
where 01~ < ... < q-r is a subset of the set of integers (kI ,..., k,], 
A < *-- < L+1 is its complement and C, denotes summation over all (,“,) 
possible subsets q < e-1 < OI,.-~ . On substituting the right side of (4.4) in 
(4.3), and then replacing ni,, (Zi - 4) in (4.2) by the resulting expression, and 
finally using Lemma 2.1 to perform the integration, we get 
x P($; s - y + 1, b% >.--, A-r+J> xl, x~)P(+;P - s> k >.--, t,-,I, xz > 4, (4.5) 
where r(s, S) = t[s(s + 3) + (Y - l)(r + 2)] and the p’s are given by either (2.4) 
or (2.5). 
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Remark 4.1. Krishnaiah and Chang [3] ha ve obtained an expression for the 
probability integral associated with the joint distribution of the extreme roots 
Zr and 1, . 
5. C.D.F. OF ANY INTERMEDIATE ROOT 
Let Zr < ... < Z, be the latent roots of a random matrix L and let the joint 
density of these roots be as given in (3.1). In Section 3 we derived the marginal 
joint density of Z,+i , Zr+a ,..., I,+, (0 < Y < p - 1, 1 < s < p - r). If we let 
s = 1, we get the marginal density of an intermediate root Z,+i (0 < Y < p - 1) 
as a special case of (3.5). One can obtain the c.d.f. of Z,,, from this density. 
An alternative expression is derived below for the c.d.f. of 2, (1 < Y < p) and 
it is more convenient for computational purposes. Now consider 
P(h < 2) = P(&+, < x) + P(Z, < *.. < 1, < x < zr+l < ... < Z,), (5.2) 
which gives a recurrence formula for the c.d.f. of intermediate roots. Since the 
c.d.f. of the largest root Z9 is known (see Krishnaiah and Chang [3]), it is enough 
to evaluate the second term in the right side of equation (5.2). Now, 
where the region of integration is 
R 2:a<l,< *.. < 1, < x < & < “- < 1, < b. 
Now, expand the Vandermonde determinant 
n (‘i - ‘j) = I(‘:-l)i,j=l,...,p I h-i 
using Laplace’s expansion by the first r columns as in Eq. (3.3). On substituting 
the right side of (3.3) in the right side of (5.3) and then using Lemma 2.1 to 
evaluate the integral, we get the c.d.f. of Z, as 
P(Z, < x) = P(l,+, < x) 
+ c Cl ~6 P(#; r, (4 ,..., k,), a, x)P(~; P - r, Gl ,..., b-J7 x3 b), 
(5.4) 
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where p(#; Y, (k, ,..., A,.}, u, X) and p(+h,p - Y, {tl ,..., tP+}, x, b) are given by 
either (2.4) or (2.5), C, , /Q’S, ti’s, are as defined in (3.3), and the sign is positive 
or negative according as $r(r + 3) + C ki is even or odd. 
Remark 5.1. We can also obtain the c.d.f. of 1, by deriving a recurrence 
formula involving the c.d.f. of Z,-, as follows: 
P(Z, < x) = P(I,-, < x) - P(Z, < ... < lYeI < x < I, < ..* < I,). (5.5) 
Now, the second term on the right side of (5.5) can be evaluated in the same 
manner as that in (5.2) and since the c.d.f. of the smallest root II is known [3] the 
c.d.f. of I, can be written from (5.5). 
When? = 3, upper 5% and 1 yO points of the median root of the MANOVA 
matrix were tabulated in [5] by using a different method. 
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