In this paper we study n i=1 Z 2 i -Additive Cyclic Codes. These codes are identified as
α i − 1 ; αi and i being relatively prime for each i = 1, 2, . . . , n. We first define a n i=1 Z 2 i -additive cyclic code of a certain length. We then define the distance between two codewords and the minimum distance of such a code. Moreover we relate these to binary codes using the generalized Gray maps. We define the duals of such codes and show that the dual of a n i=1 Z 2 i -additive cyclic code is also cyclic. We then give the polynomial definition of a
Z 2 iadditive cyclic code of a certain length. We then determine the structure of such codes and derive a minimal spanning set for that. We also determine the total number of codewords in this code. We finally give an illustrative example of a n i=1 Z 2 i -additive cyclic code.
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I. INTRODUCTION
Let Z 2 i = {0, 1, 2, . . . , 2 i − 1} denote the ring of integers modulo 2 i ; i = 1, 2, 3, . . . , n. We follow the usual notations throughout this paper. Let F q be a field with q elements. A linear code over F q of length r ∈ N is a subspace of the vector space F r q over F q . Later codes were defined over rings [13] , [14] , [16] because of their similarities with finite fields. It is expected that the theory of linear codes over finite chain rings may resemble the same over finite fields. Here we restrict our study to Z 2 i ; i = 1, 2, . . . , n; n ∈ N. A subset A ⊆ Z α1 2 ; α 1 ∈ N is called a Z 2 -linear code or a binary linear code if it is a Z 2 -subspace of Z α1 2 . For a = (a 1 , a 2 , . . . , a α1 ) ∈ Z α1 2 the Hamming weight of a is defined to be the number of non-zero coordinates in a i.e.
wt H (a) =| {i ∈ {1, 2, . . . , α 1 } : a i = 0} | .
For a = (a 1 , a 2 , . . . , a α1 ) and b = (b 1 , b 2 , . . . , b α1 ) the Hamming distance between a and b is defined to be the number of coordinates where a and b differ, i.e. From the very beginning binary cyclic codes are treated as one of the most important classes of codes [20] . Sloane et al. showed in 1994 that binary codes can be found as images of linear codes over Z 4 under a non linear Gray map [15] . This grew interest in many researchers to study codes over various rings. Since 1990's many papers [2] , [3] , [4] , [15] , [21] studied codes over Z 4 . In [21] authors characterized the ideals in
being a basic irreducible polynomial over Z 4 , and found Z 4 -cyclic codes. In [23] authors generalized these ideas to obtain the ideals in
. They also found Z 2 n [x]-cyclic codes. Recently Z 2 Z 4 -additive cyclic codes have emerged [1] , [8] , [10] , [12] , [22] . A Z 2 Z 4 -additive code can be identified as a
They determined the structure of such codes and also obtained a minimal spanning set for that. In [6] , [7] , [11] , [23] authors generalized these ideas. These codes have shown promising applications to many areas. Such as, the concepts in [10] have been implemented by authors in [9] , perfect Z 2 Z 4 -additive cyclic codes have been used in steganography [22] . Here we study n i=1 Z 2 i -additive cyclic codes. This we do as an extension of [1] and [5] .
We begin with the definition of a n i=1 Z 2 i -additive code and a n i=1 Z 2 i -additive cyclic code. Then we give a notion of distance in it. We also relate these to binary codes by defining generalized Gray maps. We then identify these codes as
. . , n, and give the polynomial definition of such codes. We then determine the generator polynomials, a minimal spanning set and the total number of codewords for a
code. Finally we present an illustrative example.
This set is closed under addition. We make it closed under multiplication by elements of Z 2 n by defining the multiplication v · (u 1 , u 2 , . . . , u n ) = (vu 1 mod 2, vu 2 mod 4, . . . , vu n mod 2 n ),
Z 2 i becomes a Z 2 n -module.
for simplicity we consider that for such a code C, first α 1 coordinates consists of elements from Z 2 , next α 2 coordinates consists of elements from Z 4 and so on until the last α n coordinates consists of elements from Z 2 n . We denote this by
For some well known results, we will assume that gcd(i, α i ) = 1 ∀ i ∈ {1, 2, . . . , n} throughout the paper. Clearly any subgroup of
So taking this into account, we define the following.
We now measure distance between two codewords in a code of above type. We define the Gray map for q ∈ N. Define a map φ : Z 2q −→ Z 
, be the Gray maps defined above. So, we can define a Gray map Φ :
Clearly this map Φ transforms the Lee distance in For a code C, we denote the minimum distance by d(C) and define it as
The binary image Φ(C) of C of the above type is a binary code of length s = n j=1 2 j−1 α j and size
jβ j . It will be called a
Z 2 i -linear code. Now extending the classical definition of a cyclic code naturally, we define a
Z 2 i -additive cyclic code.
To define the dual of such a code we define the following inner product in
Definition 4: Let C be any
Clearly the dual of a code C is also an additive code.
We have the following lemma.
It is enough to show that T (u) ∈ C ⊥ . We have u ∈ C ⊥ . So, if we take any element v from C with
we must have
Furthermore any element u = (u 10 , u 11 , . . . ,
Clearly this is a one to one correspondence between the elements in
Clearly this multiplication is well defined and R α1,...,αn is a Z 2 n [x]-module with respect to this multiplication. Now we give the polynomial definition of a n i=1 Z αi 2 i -additive cyclic code which is obviously equivalent to what we defined earlier.
Definition 5: A subset C ⊆ R α1,α2,...,αn is defined to be a
From the above the following theorem follows easily.
In this section, we find a set of generators for a
As we now treat codewords as polynomials, so for simplicity we write f instead of f (x) for all polynomials f (x). So, Ψ(u 1 , u 2 , . . . , u n ) = u n . It is easy to check that Ψ is a module homomorphism and
and
Obviously I is a
Z 2 i -additive cyclic code. The following theorem gives the idea of the structure of a
Z 2 i -additive cyclic code C is generated by
ji a iji and l iji ; j i = 1, 2, . . . , i − 1; i = 1, 2, . . . , n are polynomials satisfying
where
Proof 2: We prove this by applying the method of induction. For n = 1, the case is similar to linear binary cyclic codes and hence, by well known theorems on binary cyclic codes, is true. For n = 2, we know from [1] that C = (a 10 , 0), (l 21 , a 20 + 2a 21 ) , where a 10 |x α1 − 1 mod 2, a 21 |a 20 |x α2 − 1 mod 4, deg l 21 < deg a 10 and a 10 | x α 2 −1 a21 l 21 mod 2 Hence the statement is true for n = 2. Now let us assume that the given statement holds for n = m − 1. We will prove it to be true for n = m. Let C be a 
Clearly I is an ideal and obviously is a So, any element in C can be represented as (a 1 , 0, . . . , 0), (l 21 , a 2 , 0, . . . , 0) (a 1 , 0, . . . , 0) . Hence C = D. Thus we may assume
So, (b) together with (2) proves the first statement of (ii). Others may also proved similarly. (iii) Clearly
That is ( We now find a minimal spanning set for a n i=1 Z 2 i additive cyclic code C generated by (a 1 , 0, . . . , 0), a 2 , 0, . . . , 0) , . . . , (l n1 , l n2 , . . . , l n(n−1) , a n ) with a i = 
We prove the given theorem by induction on i. From Theorem (2) we have l 21 h 21 = a 1 f 11 where f 11 = d 1 . So the given statement is true for i = 2.
Let us assume that the given statement is true for i = 2, 3, . . . , m − 1. We will prove it to be true for i = m.
Consider j m = m − 1. Clearly from Theorem (2) 
Hence there is a polynomial f (jm−2)m such that
l k1 f km , 0, . . . , 0) ∈ ker Ψ and hence there exists a polynomial
So the given statement is true for i = m. Thus by principle of induction we have our desired result. l 32 , a 3 , 0, . . . , 0) , . . . , (l n1 , l n2 , . . . , l n(n−1) , a n )
S iji ) forms a minimal spanning set for the
codewords. For any codeword c there are polynomials e iji , 0 (a 1 , 0, . . . , 0) ∈ Span(S 10 ). Otherwise by division algorithm, there exist polynomials q 11 (x), r 11 (x) such that d 1 = h 10 a 11 + r 11 where either r 11 = 0 or deg
Otherwise by division algorithm there are polynomials q i2 (x), r i2 (x) such that q i1 = q i2 m i1 +r i2 where
Otherwise there are polyno-
Proceedings similarly as above if we find j i ∈ {1, 2, . . . , i − 2} such that
then we are done. Otherwise we must prove that
). Otherwise by division algorithm there are polynomials q ii (x), r ii (x) such that
). So we need only to prove that
Now we know from the previous Lemma (2) that
S iji )) = Span(S). So, S is a spanning set for C. Moreover S is minimal in the sense that no element in S can be expressed as a linear combination of other elements in S. Thus S is a minimal spanning set for C. Now clearly for i = {1, 2, . . . , n}, S i0 will contribute 2 i deg hi0 codewords and S iji will contribute 2 (i−ji) deg mij i codewords for each j i ∈ {1, 2, . . . , i − 1}. So, the total number of codewords in C is
.
Corollary 1: Let m ∈ {1, 2, . . . , n} and
where 
IV. CONCLUSION
In this paper we have used basic results and techniques from algebra [17] , [19] and coding theory [18] . We have introduced n i=1 Z 2 i -additive cyclic codes. We have defined a n i=1 Z 2 i -additive cyclic code of a certain length and a notion of distance in it has been introduced using the generalised Gray maps. We have showed that the dual of such a code is also cyclic. Then we have identified these codes as Z 2 n [x]-submodules of n i=1 Z 2 i [x]/ x αi − 1 ; α i and i being relatively prime for each i = 1, 2, . . . , n. We gave the polynomial definition of a n i=1 Z 2 i -additive cyclic code. We have studied the structure of these codes and determined a set of generators for the same. We also have determined a minimal spanning set for such a code and the total number of codewords in it. Finally we present an illustrative example. Since this family of codes are new, many things are left to be explored. One can try to obtain self-dual codes of this type. Also perfect codes may be of great interest. This family contains all binary codes and also Z 2 r Z 2 s -additive cyclic codes for r < s ∈ N. Moreover the idea will work same for obtaining n i=1 Z p i -additive cyclic codes; p being a prime. So this family is one of the most generalised family of codes.
