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OverlayFSを用いたコンテナに対する
サービス妨害攻撃の防止
佐藤 寛文1 光来 健一1
概要：近年，Dockerなどのコンテナ型仮想化が広く使われるようになってきている．Dockerコンテナで
は個別のディスクイメージを作成するために，読み込み専用のベースイメージの上に書き込み可能な差分
イメージを重ねることができる．そのために，OverlayFSと呼ばれるファイルシステムがよく用いられて
いるが，ファイルを書き換える際に下層にあるファイル全体が上層にコピーされるため，ファイルサイズ
が大きい場合にはオーバヘッドが大きい．このコピーオンライト機能を悪用されると，コンテナ内で意図
的に巨大なファイルを書き換えることによりサービス妨害攻撃を引き起こされる可能性がある．本稿では，
このような攻撃を防ぐための新しいファイルシステム TranslayFSを提案する．TranslayFSでは，ファイ
ルの書き換え時にスパースファイルと呼ばれる特殊なファイルを作成し，書き換え部分のみを上層に保持
することでファイル全体を一括コピーしないようにする．ファイルの読み込みは，上層にデータが保存さ
れていれば上層から，それ以外のデータについては下層から行う．我々は TranslayFSを Linuxカーネル
に実装し，ファイル書き換え時の遅延を大幅に削減できることを確認した．
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1. はじめに
近年，Docker[1]などのコンテナ型仮想化が広く使われ
るようになってきている．Dockerコンテナのディスクイ
メージは，読み込み専用のベースイメージの上に書き込み
可能な差分イメージを重ねることで作成される．この重ね
合わせを実現するために，Dockerではストレージドライ
バとして OverlayFS[2]と呼ばれるファイルシステムがよ
く利用されている．OverlayFSは，読み込み時には下層の
ベースイメージと上層の差分イメージに存在するそれぞれ
のファイルに対してアクセスを行う一方，ファイルの作成
や書き込みは上層の差分イメージに対してだけ行う．
OverlayFSでは，下層のファイルを書き換える際にはま
ず，下層にあるファイル全体を上層にコピーする．そして，
上層にコピーしたファイルに対して書き込みを行う．こ
れはコピーオンライトと呼ばれる機能である．そのため，
データベースのようにファイルサイズが大きい場合には，
ファイルを初めて書き換える際のオーバヘッドが大きくな
るという問題がある．この機能を悪用して外部から意図的
にコピーオンライトを発生させられると，サービス妨害攻
撃を引き起こされる危険性がある．巨大なファイルを書き
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換えさせることより，コピーが完了するまでコンテナを停
止させることができる．また，下層の巨大なファイルを上
層にコピーすることにより，システム全体のディスク容量
を圧迫させることもできる。
コンテナに対するこのようなサービス妨害攻撃を防ぐた
めに，本稿では OverlayFSをベースとする新しいファイ
ルシステムである TranslayFSを提案する．TranslayFSで
は，下層にあるファイルの書き換え時にファイル全体のコ
ピーを行う代わりに，書き換えた部分のみを上層に保持す
ることでコピーオンライトのオーバヘッドを削減する．こ
のファイルを読み込む際には，上層にデータが保存され
ている領域については上層からデータを読み込み，それ
以外の領域については下層のファイルからデータを読み
込む．上層に保持する書き込みデータを管理するために，
TranslayFSは上層にスパースファイルと呼ばれる特殊な
ファイルを作成する．スパースファイルを用いることによ
り，断片的なデータを効率よく，かつ，容易に扱うことが
できる．
我々は TranslayFS を Linux カーネル 4.4.0 に実装し，
OverlayFSとの間でサイズの大きなファイルの読み書き性
能を比較した．実験の結果，TranslayFSではファイル書き
換え時のオーバヘッドが大幅に削減されることが確認でき
た．一方，読み込み性能はOverlayFSより低下したが，そ
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図 1 Docker コンテナ
の性能低下は 1.3%だけであった．また，Dockerの他のス
トレージドライバとも比較を行い，どのドライバよりも性
能がよいことを確認した．
以下，2章ではOverlayFSを用いるコンテナに対するサー
ビス妨害攻撃について述べる．3章では新たなファイルシス
テムである TranslayFSを提案する．4 章では TranslayFS
の実装について説明する．5 章では TranslayFSと他のス
トレージドライバの性能を比較した実験について述べる．
6 章で関連研究について触れる．最後に 7 章で本稿をまと
める．
2. コンテナに対するサービス妨害攻撃
近年，Dockerなどのコンテナ型仮想化が広く使われるよ
うになっている．従来のハイパーバイザ型の仮想化は OS
を含む計算機全体を仮想化した仮想マシンを提供するの
に対し，コンテナ型の仮想化は OSを含まないアプリケー
ションの仮想実行環境だけを提供する．そのため，コンテ
ナは仮想マシンよりも高速に起動することができ、少ない
リソースしか必要としないためより軽量に動作する．ま
た，ディスクイメージも小さくすることができ，新しいコ
ンテナの作成を高速に行うことができる．
Dockerコンテナのディスクイメージは，図 1のように読
み込み専用のベースイメージの上に書き込み可能な差分イ
メージを重ねることで作成される，ベースイメージは複数
のコンテナで共有されるベースシステムやアプリケーショ
ン，ライブラリを含んでおり，コンテナから書き換えるこ
とはできない．一方，差分イメージはコンテナごとに用意
され，ベースイメージに含まれないアプリケーションやラ
イブラリなどを含む．実行中にインストールされたアプリ
ケーション等や，作成されたログ・ファイルなども差分イ
メージに含まれる．ベースイメージと差分イメージに対し
てさらに差分イメージを重ねていくこともできる．
このようなディスクイメージの重ね合わせを実現するた
めに，Dockerではストレージドライバとして OverlayFS
と呼ばれるファイルシステムを利用することができる．
他にも，AUFS[3]や ZFS[4]，Btrfs[5]，devicemapper[6]な
どがストレージドライバとして利用できる．その中でも，
図 2 OverlayFS の読み込み処理
図 3 OverlayFS の書き込み処理
OverlayFSは性能が優れていること，Linuxに標準搭載さ
れていること，利用が容易であることなどから広く利用さ
れている．OverlayFSは 2つのファイルシステムを重ね合
わせることができ，下層の読み込み専用のファイルシステ
ムにベースイメージを配置し，上層の書き込み可能なファ
イルシステムに差分イメージを配置する．
OverlayFSはファイルが上層と下層のどちらに存在する
かによって，図 2のように読み込み処理を行う．ファイ
ル 1やファイル 2のように，上層と下層の両方または上層
のみに存在するファイルを読み込む時には，上層のファイ
ルを読み込む．ファイル 3のように，下層にしか存在しな
いファイルを読み込む時には，下層のファイルにアクセス
する．一方，書き込み処理は図 3のように行う．ファイル
4やファイル 5のように，上層と下層の両方または上層の
みに存在するファイルに書き込む時には上層のファイルに
書き込む．ファイル 6のように，下層にしかファイルが存
在しない場合は，読み込み専用の下層のファイルシステム
に書き込むことはできないため，まず，下層にあるファイ
ルを上層にコピーする．次に，上層のファイルに対して書
き込みを行う．これはコピーオンライトと呼ばれる機能で
ある．
このように，OverlayFSでは下層にのみ存在するファイ
ルに最初に書き込みを行う時に，コピーオンライトのオー
バヘッドが発生する．ファイルに書き込む量に関わらず，
書き込みを行おうとしたファイル全体がコピーされるた
め，ファイルサイズが大きいほどオーバヘッドも大きくな
る．特に，データベースのように巨大なファイルになると
コピーが完了するまでの間，コンテナの実行が停止する．
このファイルのコピーは OSカーネル内で行われるため，
CPU，メモリ，ディスクに関するシステム性能にも大き
な影響を与える．また，コピーが完了した後は下層と上層
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図 4 オートスケールに対するサービス妨害攻撃
でほとんど同じファイルを重複して持つことになるため，
ディスク容量を圧迫してしまう．
このようなコピーオンライトを外部から意図的に発生さ
せられると，コンテナ上で運用されるサービスに対して
サービス妨害攻撃が行われる危険性がある．コピーオンラ
イトはコンテナのディスクイメージの下層にあるファイル
それぞれに対して 1 回ずつ発生させることができる．ま
た，コンテナがオートスケールする設定になっている場合
には，図 4のように大量のリクエストを送信してコンテナ
をスケールアウトさせることにより，新しいコンテナを作
らせることができる．そのコンテナにもまた，下層にある
ファイルに対してコピーオンライトを発生させることがで
きる．このようにして，次々にコンテナを一定時間，停止
させることができる．また，それぞれのコンテナでファイ
ルのコピーが作成されることになり，システム全体のディ
スク容量を不足させることもできる．
3. TranslayFS
OverlayFSを用いたコンテナに対するサービス妨害攻撃
を防ぐために，OverlayFSを改良した新たなファイルシス
テムである TranslayFSを提案する．TranslayFSは下層に
あるファイルに対して書き込みが行われた時に，そのデー
タを上層に書き込むだけで処理を完了する細粒度のコピー
オンライトを行う．OverlayFSにおける粗粒度のコピーオ
ンライトと違い，最初の書き込み時に下層からファイル全
体を上層にコピーしてからデータを書き込む必要がない．
そのため，サイズが大きいファイルに書き込みを行う際に
生じていたオーバヘッドを削減することができる．これに
より，ファイルへの書き込みによってコンテナを一時的に
停止させるサービス妨害攻撃を防ぐことが可能となる．ま
た，上層にはファイルの変更部分だけを保持することによ
り，ディスク容量を節約することができる．OverlayFSの
ように，下層と上層の両方にほとんど同じファイルを保持
する必要がなくなる．これにより，システム全体のディス
ク容量を不足させることによるサービス妨害攻撃も防ぐこ
とができる．
下層にあるファイルが書き換えられた後，TranslayFSへ
のファイルアクセスは図 5のように処理される．上層には
ファイルの変更部分だけが保持されているため，上層と下
層をきめ細かくマージすることで変更後のファイルを読み
図 5 TranslayFS における下層にファイルの読み書き
図 6 スパースファイル
出す．具体的には，変更部分を読み出す時には上層に保持
されたデータを返し，それ以外の部分の読み出しは下層の
ファイルのデータを返す．これはファイル単位で上層と下
層のファイルシステムをマージする OverlayFSと大きく
異なる点である．それ以外のファイルアクセスについては
OverlayFSと同様である．
下層のファイルの変更部分のみを上層で効率よく管理す
るにはデータベースなどを用いる必要があり，ファイル全
体を上層にコピーしてしまうOverlayFSと比べてはるかに
複雑な構造となる．そこで，TranslayFSでは，スパース
ファイルと呼ばれる特殊なファイルを用いてファイルの変
更部分を効率よく管理する．スパースファイルは図 6のよ
うにファイルの一部だけに実データを持たせることのでき
るファイルである．最初の書き込み時に下層のファイルと
同じサイズのスパースファイルを上層に作成し，変更部分
にだけデータを書き込む．実データが格納されていない部
分はホールと呼ばれ，ディスク上に領域は割り当てられな
い．そのため，ディスク容量を節約しつつ，OverlayFSと
同様にファイルを上層に作成して管理することができる．
巨大なファイルであっても作成時には実データをまったく
持たないため，高速に作成することができる．
4. 実装
我々は TranslayFSを Linuxカーネル 4.4.0に実装した．
本章では，TranslayFSがベースとしたファイルシステムで
あるOverlayFSの実装について説明した後で，それと比較
しながら TranslayFSの実装について述べる．
4.1 OverlayFS
OverlayFSはファイルのオープン時に上層と下層のどち
らのファイルにアクセスするかを決定する．読み込み専用
でアクセスする場合，ファイルが上層に存在すれば上層の
ファイルをオープンする．上層にファイルがなければ下層
のファイルをオープンする．その後は，オープンしたファ
イルから読み込みを行う．書き込み可能でアクセスする場
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図 7 OverlayFS のファイルアクセス
図 8 TranslayFS のオープン処理
合，ファイルが上層に存在すれば，読み込み専用の場合と
同様に上層のファイルをオープンする．一方，上層にファ
イルがなければ下層のファイルを上層にコピーした後で上
層のファイルをオープンする．実際には下層のファイルを
書き換えない場合でも，書き込み可能でオープンするだけ
でファイル全体のコピーが行われる．
図 7に示すように，上層と下層のいずれかのファイル
をオープンした後，アプリケーションは常にそのファイル
に対して読み書きを行う．ファイルの読み書きの際には
OverlayFSはバイパスされ，上層または下層のファイルシ
ステムに直接アクセスが行われる．そのため，OverlayFS
によって 2つのファイルシステムを重ねることによるオー
バヘッドは，ファイルの読み書きに対してはまったく発生
しない．
4.2 TranslayFSのオープン処理
TranslayFSは OverlayFSと違い，上層と下層の両方の
ファイルを扱う必要がある．そのため，図 8のファイル
1のように、上層と下層の両方にファイルが存在する場合
には，2つのファイルをオープンする．ファイル 2やファ
イル 3のように一方にだけファイルが存在する場合には，
OverlayFSと同様に一方のファイルだけをオープンする．
これは読み込み専用でアクセスする場合も書き込み可能で
アクセスする場合も同様である．
このように，TranslayFSでは書き込み可能でファイルに
アクセスする場合も下層のファイルをオープンする必要が
ある．しかし，下層のファイルシステムは読み込み専用で
マウントされているため，書き込み可能でファイルをオープ
ンすることはできない．そのため，下層のファイルをオー
プンする際には書き込みに関するフラグを削除してオープ
ンする．具体的には，書き込み可能を表すO WRONLYと
ファイルサイズを 0にする O TRUNCを削除する．
図 9 TranslayFS の書き込み処理
4.3 TranslayFSの書き込み処理
下層にのみ存在するファイルに書き込みを行った時に
は，TranslayFSは上層にスパースファイルを作成する．そ
の際に，下層のファイルが格納されているディレクトリが
上層にまだなければ作成する．そして，下層のファイルと
サイズを除いて同じ属性を持つファイルを上層に作成す
る．実データをまったく持たないスパースファイルを作成
するために，まず，サイズが 0のファイルを作成した後，
下層のファイルとサイズが一致するように上層のファイル
のサイズを拡張する．そして，作成したスパースファイル
をオープンして，既にオープンしている下層のファイルと
まとめて管理を行う．
スパースファイルは 4KBのブロック単位でのみ実デー
タを持たないホールを作ることができるため，TranslayFS
は図 9のようにブロック単位で更新されたデータを管理
する．そのため，書き込み時にはまず，指定されたバイト
単位のファイルオフセットとサイズから，開始ブロックと
終了ブロックを計算する．次に，その各ブロックに対して
ホールかどうかを確認する．ホールの検出方法について
は 4.5節で説明する．図 9のブロック 1のようにブロック
がホールでない場合には，通常通り，スパースファイルに
データの書き込みを行う．ブロックがホールの場合であっ
ても，ブロック 2 のようにブロック全体にデータを書き
込む際にはホールでない場合と同様に書き込みを行う．一
方，ブロック 3のようにブロックの一部だけにデータを書
き込む場合は，書き込まない部分を下層のファイルからコ
ピーした上でスパースファイルへの書き込みを行う．この
場合にだけ下層から上層へのコピーが発生するが，開始ブ
ロックと終了ブロックの一部のみがコピーの対象となり，
その間のブロックではコピーは発生しない．この下層から
の部分コピーは現在，実装中である．
上層のみにファイルが存在する場合については，通常
通り，バイト単位でデータの書き込みを行う．ただし，
OverlayFSと違い，TranslayFSの書き込み処理を経由して
上層のファイルシステムへの書き込みが行われる．そのた
め，直接，上層のファイルへの書き込みが行えるOverlayFS
に比べて性能が若干低下する可能性がある．
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図 10 TranslayFS の読み込み処理
4.4 TranslayFSの読み込み処理
上層と下層の両方にファイルが存在する場合，書き込み
の場合と同様にブロック単位で読み込み処理を行う．ま
ず，読み込み時に指定されたバイト単位のファイルオフ
セットとサイズから，開始ブロックと終了ブロックを計算
する．次に，その各ブロックに対してホールかどうかを確
認する．図 10のブロック 1～3のようにブロックがホール
でなければ上層のスパースファイルからデータの読み込み
を行い，ブロック 4のようにホールであれば下層のファイ
ルからデータの読み込みを行う．上層にはブロック単位で
完全なデータが格納されているため，書き込みの場合と違
い，上層と下層のどちらかのブロックからのみ読み込めば
よい．
下層または上層にのみ存在するファイルを読み込む場合
には，通常通り，バイト単位でデータの読み込みを行う．
読み込みの場合にも，OverlayFSと違い，TranslayFSの読
み込み処理を経由する必要があるため，オーバヘッドが生
じる可能性がある．
4.5 ホールの検出
Linuxでは，アプリケーションがスパースファイル中の
ホールを探すために３つの方法が提供されている．１つ目
は，FIBMAP ioctlを用いて論理ブロック番号に対応する
物理ブロック番号を取得する方法である．取得した物理ブ
ロック番号が 0の場合，実データが格納されていないとい
うことを意味し，ホールであることが検出できる．２つ目
は，FIEMAP ioctlを用いてファイルのデータが連続して
いる領域を取得する方法である．データが連続していない
領域をホールとして検出できる．３つ目は，lseekシステム
コールで SEEK DATAまたは SEEK HOLEを指定して，
次の実データまたはホールの位置を探す方法である．
TranslayFSでは特定のブロックがホールかどうかを検
出する必要があるため，１つ目の方法をカーネル内で実装
して用いた．TranslayFSは上層のファイルシステムのブ
ロック番号を変換する機能を呼び出して，図 11のように
指定された論理ブロック番号を物理ブロック番号に変換す
る．論理ブロック番号はファイルの先頭ブロックを 0とし
て，4KBごとに順に割り振られている．変換した物理ブ
ロック番号が 0ならホールと判定し，それ以外ならホール
でないと判定する．
図 11 ホールの検出
表 1 実験環境
CPU Intel Core i7-3770 3.40GHz
メモリ 8GB
ハードディスク SATA3 HDD 128GB
OS Linux 4.4.0
Docker Docker 1.13.1
5. 実験
TranslayFSを用いたコンテナがサイズの大きなファイ
ルを読み書きする際の性能を調べる実験を行った．比較と
して，OverlayFSを用いた時の読み書き性能についても測
定した．また，Dockerで用いられる他のストレージバッ
クエンドとの比較も行った．用いたストレージドライバ
はAUFS[3]と ZFS[4]，devicemapper[6]である．AUFSは
OverlayFSに似たファイルシステム，ZFSはコピーオンラ
イト機能を備えたファイルシステムであり，devicemapper
はブロックレベルでイメージ管理を行うストレージドライ
バである．実験環境を表 1に示す．
5.1 OverlayFSとの書き込み性能の比較
まず，10GBのファイルを含んだベースイメージを用意
し，そのベースイメージと差分イメージを用いてコンテナ
を作成した．次に，そのコンテナ内で 10GB のファイル
をオープンして 1 バイトのデータの書き込みを行い，書
き込みの完了にかかる時間を測定した．測定結果を図 12
に示す．OverlayFSは，1バイトのデータを書き込むのに
44秒の時間を要した．これは下層のファイルを上層にコ
ピーするオーバヘッドによるものである．書き込み完了後
には上層に 10GBのファイルがコピーされていた．一方，
TranslayFSでは，1バイトの書き込みにかかる時間は 0.15
ミリ秒となり大幅に高速化することができた．書き込みに
かかる時間は，スパースファイルの作成にかかる時間と 1
バイトの書き込みにかかる時間のみとなり，ファイル全体
のコピーは発生しなかった．実際，上層に 4KBの実デー
タだけを持つスパースファイルが作成されていた．
5.2 OverlayFSとの読み込み性能の比較
5.1節で 1バイトの書き込みを行ったファイルに対して
10GB のデータの読み込みを行い，TranslayFS と Over-
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図 12 書き込み性能
図 13 読み込み性能
layFS を用いた場合の読み込み時間を測定した．測定結
果を図 13 に示す．TranslayFS では OverlayFS に比べて
1.3%の性能低下が見られた．これは，TranslayFSの読み込
み処理を経由することによるオーバヘッドおよび，ブロッ
ク単位でホールの検出を行いながら読み込みを行うオーバ
ヘッドによるものだと考えられる．
5.3 他のストレージドライバとの性能比較
OverlayFS以外のストレージドライバを用いて作成した
コンテナに対して，5.1節と 5.2節と同様にして読み書き
性能の測定を行った．1バイトの書き込みにかかる時間の
測定結果を図 14に示す．TranslayFSに比べ，AUFSは書
き込み時間がさらに長くなった．これは，TranslayFSでは
Linuxの splice機能を用いて下層のファイルを上層のファ
イルに高速にコピーするのに対して，AUFS では下層の
ファイルを読み込んでから上層のファイルに書き込むため
だと考えられる．ZFSは TranslayFSと同様にファイルブ
ロック単位でのコピーオンライトを行うため，書き込み時
間が 1ミリ秒になった．devicemapperはディスクブロッ
ク単位のコピーオンライトを行うが，書き込みに 1.1秒の
時間がかかった．
図 10に 10GBのファイルの読み込みにかかる時間の測
定結果を示す．AUFSは TranslayFSよりも読み込み時に
複雑な処理を行うため，読み込み時間が長くなった．ZFS
はデータブロックを読み出す際にブロックポインタをたど
図 14 ストレージドライバごとの書き込み性能
図 15 ストレージドライバごとの読み込み性能
る回数が多く，同一の処理に対してより多くの I/Oが必要
になるため，読み込み時間がどのストレージドライバより
も長くなった．devicemapperは AUFSと同程度の性能で
あった．
6. 関連研究
2 つのファイルシステムを重ねる OverlayFS は Union
ファイルシステムの一実装である．Unionファイルシステ
ムの他の実装には，SunOSの Translucentファイルシステ
ム [7]，4.4 BSD-Liteの Unionマウントファイルシステム
[8]，UnionFS [9]，AUFS[3]などがある．Unionファイルシ
ステムはファイル単位のコピーオンライト機能を備えてお
り，下層のファイルに対する書き込みを行うと上層にファ
イル全体がコピーされる．OverlayFSではファイルを書き
込み可能でオープンした時点でファイルのコピーが行われ
るが，UnionFSや AUFSではファイルへの最初の書き込
みが行われた時点でファイルのコピーが行われる．AUFS
は Dockerでサポートされているが，Linuxのメインライ
ン・カーネルにマージされていないため，あまり利用され
なくなっている．
ZFSは Sun Microsystems社が Solaris用に開発したファ
イルシステムであり，現在では ZFS on Linuxプロジェク
ト [4]で開発されている．ZFSは高い信頼性を持つ高機能
なファイルシステムである．ZFSでは物理ディスク等から
ストレージプールを作成し，ストレージプールからファイ
ルシステムを作成する．Dockerではファイルシステム上
のベースイメージから読み込み専用のスナップショットを
作成し，スナップショットから読み書き可能なクローンを
作成する．クローンへの書き込み時にはブロック単位でコ
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ピーオンライト処理が行われるが，ブロックサイズは最大
128KBと比較的大きい．また，ZFSのライセンスである
CDDLは GPLと互換性がないため，Ubuntuでしか標準
でサポートされていない．
devicemapper[6]は Red Hat社が Linuxの Device Map-
per 機能を用いて開発したストレージドライバである．
OverlayFS等とは違い，ファイルシステムレベルではなく
ブロックレベルで動作する．devicemapperはデータデバ
イスとメタデータデバイスからなるシンプールを作成し，
シンプールからシンプロビジョニングによりベースデバイ
スを作成する．Dockerではベースデバイス上のベースイ
メージから読み書き可能なスナップショットを作成する．
スナップショットへの書き込み時にはブロック単位でコ
ピーオンライトが行われるが，ブロックサイズは 64KBと
比較的大きい．
Btrfs[5]は Oracle社，Red Hat社などが共同で開発した
ファイルシステムである．ZFS を基に作られており，コ
ピーオンライト機能やスナップショット機能を備え，耐障
害性が高い点が特徴としてあげられる．ZFSと同様にスト
レージプールを作成し，ストレージプールからファイルシ
ステムの一部であるサブボリュームを作成する．Dockerで
はサブボリューム上のベースイメージから読み書き可能な
スナップショットを作成する．スナップショットへの書き
込み時にはブロック単位でコピーオンライトが行われ，ブ
ロックサイズは 16KBと比較的小さい．しかし，Btrfsは
まだ十分に安定しているとは言えず，RHEL8以降ではサ
ポートされないことが決定している．
qcow2はQEMU[10]などで仮想マシンのディスクイメー
ジとして用いられているファイルフォーマットである．コ
ピーオンライト機能を用いて読み込み専用のベースイメー
ジに対する書き込みを差分として別のファイルに保存する
ことができる．また，qcow2はスパースファイルと同様に
書き込まれた分だけディスク領域を確保し，書き込みが行
われるたびにディスクイメージの拡張を行うことでディス
ク容量を節約している．OSが標準的にサポートするフォー
マットではないため，マウントを行うために qemu-nbdな
どのツールが必要となる。
重複除外の技術を用いることで，ディスク上の重複する
データを一つにまとめてディスク容量を節約することが
できる．重複除外にはディスクに書き込む際に処理を行う
インライン方式と，書き込んだ後で処理行うポストプロセ
ス方式がある．ZFS，Btrfs，macOSの APFSなどのファ
イルシステムではこの機能を用いることで，ファイルの
コピー時に実データを複製しないようにすることができ
る．OverlayFSが用いる上層と下層にこれらのファイルシ
ステムを用いることで，下層のファイルを上層にコピーす
るオーバヘッドを削減することができる．TranslayFSは
OverlayFSに重複除外の機能を追加したものと考えること
もできる．
7. まとめ
本稿では，OverlayFSを用いたコンテナに対するサービ
ス妨害攻撃を防ぐために，新たなファイルシステムである
TranslayFSを提案した．TranslayFSでは，下層のファイ
ルへの書き込み時にファイル全体が上層にコピーされるの
を防ぐために，上層にスパースファイルを作成してファイ
ルの変更部分だけを保持する．そのファイルの読み込み時
には，変更部分は上層のスパースファイルから読み込み，
それ以外の部分は下層のファイルから読み込む．これによ
り，サイズの大きなファイルへの書き込みによるコンテナ
の一時停止や，上層にファイル全体のコピーが作られるこ
とによるディスク容量の圧迫を防ぐことができる．我々は
TranslayFSを Linuxカーネルに実装し，他のストレージ
ドライバとの性能比較を行った．その結果，サイズが大き
いファイルに対する書き込み性能はOverlayFSに比べて大
幅に向上し，読み込み性能については 1.3%の性能低下に
抑えることができた．
今後の課題として，ブロックの一部にだけ書き込まれた
際に，下層のブロックの一部を上層のスパースファイルに
コピーする機能を実装する必要がある．また，さまざまな
ファイルの読み書き性能を測定したり，読み書き以外の
性能を測定したりして，TranslayFSの性能を明らかにす
る．TranslayFSではファイルを一括コピーしないことに
よりデータのフラグメントが発生するため，性能が低下す
る可能性がある．また，ファイルサイズが小さい場合など
に OverlayFSのほうが性能がよくなる可能性があるため，
ファイルサイズなどによって TranslayFSと OverlayFSの
実装を使い分ける仕組みを必要に応じて検討する．
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