We study a previously underexplored mechanism that establishes a positive relationship between real exchange rate depreciation and firm growth. Specifically, a real depreciation boosts internal cash flows and spurs corporate investment through increased internal financing. Using a simple model, we show that the positive impact of a real depreciation on profits, investment, and growth is larger for firms that have higher labor shares and face greater financial constraints. We call this the "internal financing channel" and test it in a dataset of more than 30,000 firms from 66 advanced economies and emerging market countries over the 2000-2011 period. The positive effect of this channel is also reflected in sustained gains in firm performance and market valuation.
I. INTRODUCTION
Temporary real exchange rate movements have immediate effects on firm outcomes such as sales and profits, but can also affect the medium and long-run performance of firms by influencing their investment decisions and hence future productivity. The literature identifies three main channels through which the exchange rate can affect firms' investment decisions.
First, there is the competitiveness channel: a real depreciation makes exporting firms more profitable, thus increasing their marginal return to capital. Two other channels operate in the opposite direction, toward curtailing investment: large depreciations are often associated with weaker balance sheets of firms, hindering their ability to borrow (a "firm balance sheet" channel), or weaker balance sheets of banks, impairing their capacity to lend (a "lending channel"). Either or both channels operate particularly during financial crises and recessions. 1 In this paper we test a novel mechanism through which the real exchange rate (RER) affects the investment financing capacity of firms, but one which works in the opposite direction of the balance sheet and lending channels. We call this the "internal financing channel." When firms are financially constrained in the sense that the cost of external finance exceeds that of internal finance, internal funds such as retained earnings play an important role in financing corporate investment.
2 When a depreciation boosts exporting firms' cash flows, it also expands the internal financing capacity of firms that rely on internal funds. This positive effect on available funds for investment financing can offset at least in part the negative balance sheet and lending effects during crises. It can also boost investment over and above the increase in profitability in normal times, as it helps relax firms' financial constraints for a given level of return to capital. Hence, unlike the balance sheet and lending channels, which are quantitatively relevant during crises or periods of large adverse shocks to aggregate demand, our internal financing channel operates in any environment where financially constrained firms exist, 3 allowing us to use a large amount of data across countries and years to empirically assess its contribution.
We develop a simple model of firm investment and hiring decisions in a small open economy subject to financial frictions. Wages are indexed to domestic consumer prices while tradable goods are priced in foreign currencies. The firm faces financial frictions in the sense that borrowing costs are increasing in leverage, so that firm investment is partly determined by the availability of internal funds. In this setting, a real depreciation reduces firms' product wages, frees up savings, and hence enhances firms' internal financing capacity. Higher labor-intensity firms benefit from a larger boost to profits through this channel and are thus able to accumulate more internal funds. Under the assumption that firms with the same labor intensity must rely more on internal financing when they face greater financial frictions, the higher savings of laborintensive firms translate relatively more into investment and growth in countries with less developed financial systems.
To test this channel, we assemble a dataset of more than 30,000 firms from 66 countries and examine their growth, cash flow, and investment decisions during the 2000-2011 period.
We exploit intrinsic variation in industry-level payroll shares coupled with a measure of countrylevel financial development-the private credit to GDP ratio-to differentiate among firms that are better able to translate labor-cost savings into investment and organic growth. Controlling for firm size and profitability, we show that tradable sector firms with a large share of labor costs have higher asset growth for the same real depreciation. The way in which they achieve this is through higher profits and higher fixed capital investment. This differential effect for laborintensive firms is stronger in less financially developed countries. These results are consistent with our model prediction, as internal funds are relatively more important in relaxing borrowing constraints for firms in less developed financial systems.
The magnitude of the identified differential effects across firms is both statistically and economically significant. Our estimates indicate that a real depreciation of 10 percent is associated with a higher growth rate for high labor-share firms compared to low-labor share firms, with this differential being 2 percentage points higher in a country with low versus high financial development.
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A large literature on corporate investment studies firms' behavior during financial crises that entail large currency movements, when tradable sector firms become more competitive but also face higher cost or less availability of external financing. shows how these two counteracting forces can have ambiguous effects on corporate investment in the aftermath of large devaluations. Desai, Foley and Forbes (2008) and Kalemli-Ozcan, Kamil and VillegasSanchez (2015) show that multinational affiliates in emerging market countries experiencing financial crises can overcome such financial constraints by tapping funds from parent companies and thus sustaining investment compared to local firms. Large depreciations are also associated with a deterioration of local firms' balance sheets through increased liability/decreased collateral value when a substantial share of debt is denominated in foreign currency and a large share of overall debt is of short-term maturity. Bleakley and Cowan (2008) and Aguiar (2005) , among others, estimate the effect of this firm balance sheet channel, with mixed results. The maturity mismatch, though potentially destabilizing for firms when the credit market deteriorates during a currency crisis, as argued by Change and Velasco (2000) , has been shown to be empirically not as salient (Bleakley and Cowan, 2010) .
One common theme in this literature is the focus on the effects of a depreciation on the external financing capabilities of firms, i.e., through bank credit, debt, or equity issuances.
However, while external finance plays an important role, a large share of firm investment is in fact financed by internal funds, even in financially developed economies and in large publiclylisted firms. Firms' reliance on internal financing can arise from informational asymmetries, agency conflicts, tax issues, and other factors which drive a wedge between the cost of external and internal finance. It has been shown that exogenous variation in internal financial resources can have a significant effect on corporate investment decisions (Lewellen and Lewellen, forthcoming; Rauh, 2006) , particularly when firms are financially constrained in the sense that the cost they face to obtain external finance is relatively high. For firms operating in the tradable sector, variation in the RER has a strong impact on profits and hence their internal financing capacity for investment. Our paper is the first to focus on this internal financing channel in explaining the link between exchange rate variations on the one hand and corporate investment on the other.
In a related literature, Aghion, Bacchetta, Rancière, and Rogoff (2009) show that exchange rate volatility reduces long-run industry-level growth more in countries with larger financial frictions. Their channel is distinct, yet related to ours: nominal exchange rate volatility generates volatility in profits, which, given the role of profits for financially-constrained firms, reduces the investment of firms exposed to financial shocks. We argue that the exchange rate level, not only its volatility, can have implications for investment behavior, even in the absence of financial shocks, depending on the production structure of the firm and the financial system where the firm is located.
Our identification strategy relies on a difference-in-difference approach on firm-level data which exploits variation in firms' production structure and the degree of aggregate financial constraint. In addition, we control for unobserved effects in many dimensions (such as time, firm, industry-time, and country-time) to reduce the problem of omitted variables. In particular,
any macroeconomic forces such as terms of trade changes and fiscal policy shocks that affect the RER and growth simultaneously are absorbed by country-year fixed effects, which we include in our baseline specifications. Unobserved trends and shocks to particular industries such as industry-specific productivity innovations that may affect the RER are controlled for by industryyear fixed effects. In all specifications we include firm fixed effects and hence examine withinfirm changes in earnings, investment, and growth in response to real depreciations.
The remainder of the paper is organized as follows. In Section II we present a stylized model of firm investment and the RER with financial frictions to formally derive our mechanism. In Section III we discuss our data and empirical strategy. Section IV presents the main results. In Section V we address alternative interpretations of our results and present robustness tests. In Section VI we conclude. 
Profits and investment of tradable goods producing firm:
The firm lives for two periods. In the first period, it is endowed with a fixed level of capital, normalized to 1, and it maximizes profits by choosing labor input, taking prices and wages as given. At the end of the first period, the firm can invest in its capital stock for the second period using its accumulated profits and/or external borrowing. In the second period, the new capital level is attained, the firm re-optimizes labor input, and pays any internal and external user cost of capital.
The firm produces using the Cobb-Douglas technology:
The firm maximizes its net present value of real profits (measured in units of tradable goods) as follows:
where w denotes the product wage W e and profit in the first period is given by 1
Capital adjustment costs are quadratic:
and the cost of external finance increases with the degree of leverage:
Cf  The opportunity cost of investing equity (accumulated profits) is assumed constant, normalized to zero, so that '(.) C effectively measures the wedge between external and internal finance. Note that the financing cost schedule is indexed by f, the degree of financial frictions, so that both '(., ) Cf and ''(., ) 0 Cf  are increasing in f. Since the cost of internal finance is lower than that of external finance, firms will always exhaust their internal funds before borrowing externally. This specification for the cost of external finance and its relation to financial frictions follows a long line of literature (see, e.g., Fazzari, Hubbard, and Petersen, 2000) .
The firm's first-order condition with respect to labor demand in both periods is given by: , we obtain that labor demand and profits increase with a real depreciation (i.e., an increase in the RER), and the elasticities with respect to the RER are given by:
Note that labor demand and profit are more sensitive to changes in the RER the higher is the labor share in production  and the higher is the non-tradable share in consumption   1   .
The former relation holds because a higher labor share implies that the wage bill is a large share of revenues, so that a given change in the product wages triggered by an RER change has a larger impact on the firm's profits. The second relation holds because a larger non-tradable share implies a higher sensitivity of the relative price of tradable goods with respect to the RER.
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The first-order condition with respect to capital level in the second period is:
where the return on capital function is given by:
and the optimal capital level is achieved when the marginal return on capital is equal to the marginal cost: 
due to convexity of external financing costs and diminishing marginal returns on investment.
This is the classic result in Fazzari, Hubbard, and Petersen (2000) . It says that capital investment is more sensitive to internal funds if the cost of external finance increases steeper with leverage, and if the marginal return to investment decreases slower. While the algebraic proof is deferred to Appendix A, the intuition of these results can be sketched out as follows. The larger the labor share in production and hence the payroll share in 9 firms' revenues, the more profits increase with a given real depreciation that reduces the product wage. Higher profits increase investment for any given financing cost schedule. Furthermore, for a given labor share of the firm, the steeper the external borrowing cost the firm faces, the more sensitive is its investment spending with respect to a given change in profit.
We illustrate the main theoretical predictions of the model in the three diagrams below. Figure 1 depicts the optimality condition given by Equation (1)  to '  , and hence increases the capital level from K 1 to K 2 , all else equal. At the same time, a depreciation also shifts the marginal return schedule '(.) F outward (see Equation (2)), further increasing capital from K 2 to K 3 . The magnitudes of these investment shifts depend on the firm's labor intensity. As shown in the proposition above, profits increase more, and marginal return shifts out more the higher is the labor share  . with the same production technology and hence the same '(.) F schedule, will increase its capital level by more given the same increase in profits if it faces larger financial frictions f':
B. Effects for Non-Tradable Sector Firms
The theoretical analysis yields unambiguous predictions for tradable sector firms. These predictions go through in a more complex environment where firms have price-setting power, if there are general equilibrium effects from the demand side, and possible reallocation effects across tradable and non-tradable sectors. By contrast, the predictions for non-tradable goods producing firms are less clear. A real depreciation reduces the relative price of non-tradable output and, all else constant, increases the product wage of non-tradable producers, leading to a contractionary supply effect. However, as non-tradable firms typically have more market power because of less competition, they can pass on some of the increase in product wages to consumers. Moreover, non-tradable outputs are used heavily as intermediate inputs in tradable production (di Giovanni and Levchenko, 2010) , which means that an expansion of the tradable sector may increase demand for non-tradable goods (Chen and Dao, 2011) . In addition, higher income in the tradable sector may increase demand for non-tradable goods. These general equilibrium effects can act toward mitigating the negative supply effect of a real depreciation on non-tradable firms. Overall, we expect the net effect of a real depreciation on non-tradable firm growth to depend on factors such as input-output linkages with the tradable sector, its demand elasticity with respect to tradable sector income, and the degree of market power of non-tradable sector firms.
C. Testable Hypotheses
Our model illustrates the internal financing channel by showing how real depreciation enables tradable sector firms with higher labor shares and facing greater financial frictions to growth faster than other firms. This mechanism operates through the impact of a real depreciation on producer real wages and hence labor costs, profits, and investment. The countries with largest coverage are the US (accounting for 23.2 percent of firms), Japan (12.2 percent), China (7.7 percent), and the UK (6.6 percent). (See Table 1 for geographical composition of the sample). Together these four countries cover half of the sample.
Other emerging markets that contribute at least 2 percent of the sample include South Korea, India, and Malaysia. For each firm we have basic information such as balance sheet size, employment (which we use as a proxy for size), capital stock, capital expenditure, market capitalization and debt (on the basis of which we compute Tobin's Q), and cash flow (used as a proxy for firm profits). Capital expenditure is scaled by lagged fixed assets while cash flow is scaled by lagged total assets.
Intrinsic labor intensity of firms is measured using the average payroll shares of US firms over the 2000-2011 period at the 3-digit level NAICS industry level, computed using data from Elsby, Hobijn and Sahin (2013) . This measure allows us to exploit variation in labor shares across industries that are driven by technology and product characteristics rather than by firms' hiring and investment decisions, which themselves may be driven by profitability shocks or tax regimes. As shown in Figure 4 , this measure is positively correlated with median payroll share across firms and is statistically significant at the 5 percent level. The latter is computed from Worldscope using data on payroll costs (salaries and benefits) scaled by firms' total sales. Since firm-level payroll information is only available for one third of firms and we are interested in measuring intrinsic rather than potentially endogenous current or recent labor shares, we opt for the average US firm payroll share for our analysis.
To compute the RER, we use data on nominal exchange rates (XRAT) and purchasing power parity conversion factors (PPP) from the Penn World Tables Mark 8. 1. The RER is given
and is comparable across countries and years. To measure the extent to which firms face financial frictions, we employ the private credit-to-GDP ratio from the World Development Indicators database. This is a commonly used measure of financial development as it captures the amount of credit channeled through financial intermediation to the private sector. Table 2 reports descriptive statistics for the regression sample.
B. Empirical Specifications
We test our hypotheses in a triple difference-in-difference framework using the following baseline equations for asset growth, investment, and cash flow. For asset growth we estimate:
where ijct AssetGrowth is total asset growth for firm i in industry j in country c in period t.
Industries are identified using a 25-industry classification from Worldscope analogous to a standard two-digit industry classification. The regression includes firm fixed effects ( ijct Z is a vector of firm-level control variables which comprises lagged firm size to capture catching-up effects. We measure size using employment instead of assets to avoid endogeneity problems caused by a lagged dependent variable.
We define the credit-to-GDP ratio as  as firms with a higher wage bill should benefit from real depreciations more than firms with a lower wage bill.
For the investment equation we use a similar specification, given by:
Here, the vector ijct Z includes lagged capital stock (log-fixed assets) to control for size and measures of firm performance. In particular, we use Tobin's Q defined as the sum of total market value plus debt divided by total assets, but since this may be a noisy proxy for investment profitability, we supplement it with the firm's lagged sales growth as another predictor of return to capital (see Gilchrist and Himmelberg, 1995) . We report regressions with and without Tobin's Q. The investment ratio is given by capital expenditure scaled by lagged fixed assets and is log-15 transformed to allow for non-linear effects at higher levels of investment. Our theoretical predictions are that 5  and 6  will be positive.
Finally, for firm profits we use the following specification:
where the dependent variable is cash flow scaled by lagged total assets, and ijct Z refers to firm size (log-employment). We expect 8 0.   All regressions are estimated using Ordinary Least Squares (OLS) and standard errors are clustered at the firm level.
IV. RESULTS

A. Stylized Facts: Firm Growth and the Real Exchange Rate
We start by documenting stylized facts regarding the relationship between the RER and firm growth. In particular, we explore the unconditional correlation between the RER and firm performance, measured by asset, market capitalization, and capital expenditure growth, during periods of real appreciation and depreciation. Figure 5 shows the median values for these firm outcomes in years when the currency is either depreciating or appreciating, separately for tradable sector firms from advanced economies and emerging market countries. This split allows us to indirectly account for the Balassa-Samuelson effect. In Table 3 we also report nonparametric tests of equality of medians for all the variables shown in the figure. Figure 5 and Table 3 confirm our prior that real depreciations are associated with higher investment and growth for tradable sector firms. However, this correlation does not account for confounding factors nor does it pin down the precise mechanism through which it arises. In the next section we exploit firm heterogeneity in labor intensity and financing constraints to provide econometric evidence supporting one channel behind this relationship-the internal financing channel. Importantly, our analysis will not allow us to estimate the economy-wide effect of the RER on firm growth, but rather to identify a causal channel from real depreciation to corporate investment which holds regardless of the sign of the overall effect.
B. Baseline Results
Our main results for tradable goods producing firms are reported in Table 4 . We show two variants of each specification, one in which we control for country-year fixed effects that absorb macroeconomic developments affecting all firms in a given period (including changes in the RER) and firm fixed effects; and another one that also control for industry-year fixed effects.
We find that real depreciation raises balance sheet growth for firms with higher labor shares (columns 1-2). For firms with the same labor share, growth is higher in countries where firms face greater financial frictions, here proxied by lower credit-to-GDP ratios. These differential effects arise above and beyond the direct competitiveness effect of the RER on firms' profitability, as the estimated investment response is conditional on Tobin's Q and sales growth.
Both coefficients of interest are statistically significant at conventional levels and conform to our theoretical predictions. They are also economically significant. The estimates on the double and triple interaction terms (0.413 and 0.293 in column 2) indicate that, in countries with low financial development (10th percentile of the credit-to-GDP distribution corresponding to Turkey), a real depreciation of 10 percent is associated with a growth rate that is 1.8
percentage points higher for high versus low-labor share firms (90th vs. 10th percentile of the labor share distribution, corresponding to the difference between wood products and mining), whereas the same differential is close to zero in countries with high financial development (90th percentile of the credit-to-GDP distribution corresponding to the Netherlands). Alternatively, for high-labor share firms, a real depreciation of 10 percent is associated with an annual growth rate that is 3.7 percentage points higher in a country with low versus high financial development, whereas the same differential is only 1.6 percentage points for low-labor share firms. Given a median asset growth rate of 7.2 percent per year, these magnitudes are economically significant.
Note that the cross-country difference in credit-to-GDP ratios, e.g., between the Netherlands and Turkey, could reflect differences in institutions, culture, or stage of development as deeper causes for financial depth. However, as long as such differences contribute to the wedge between external and internal finance for firms, they too are valid treatment variables for the differencesin-difference approach.
The regressions for fixed capital investment, shown in columns 3-6 of Table 4 , yield similar results to those for total asset growth. Once again we find that a real depreciation increases the capital expenditure of firms with relatively higher wage bill, and even more so that of labor-intensive firms facing larger financial frictions. The coefficient signs are consistent with our theoretical predictions and hold up to controlling in a standard investment specification for Tobin's Q, sales growth, and the firms' capital stock.
In columns 7-8 of Table 4 , we regress cash flow (scaled by lagged total assets) on firm size and the interaction of the RER with labor intensity. We find a positive and statistically significant coefficient, consistent with model prediction. The estimates indicate that, for the same RER depreciation, firms with a higher labor share have higher cash flow than other firms, which is consistent with the notion that depreciations depress real wages and increase the profits of firms that rely relatively more on labor, boosting their internal funds.
We next turn to results for non-tradable sector firms, which are a useful placebo test for our main theoretical predictions. For firms producing non-tradable goods, our conceptual framework predicts negative coefficients as the supply effect of a real depreciation operates symmetrically to tradable sector firms. The results, shown in Table 5 , suggest that the effects on investment and cash flow of a real depreciation for non-tradable sector firms through the same internal financing channel are either negative or statistically insignificant. These findings confirm our prior that the internal financing channel operates in the opposite direction or is not present for non-tradable goods producing firms.
C. Implications for Firm Value and Stock Returns
An interesting and relatively understudied aspect in empirical investment literature is how shifts in firms' internal financial resources which alter their investment behavior affect the market value of the firm. Boosts to cash flows (identified here by differential exposure to exchange rate variations) can either help firms overcome funding shortages and realize productive investment opportunities, or lead to wasteful projects associated with "empire building" and other perks (see detailed discussion in Tirole, 2006) . One way to empirically discriminate between these two stories of under-investment (due to financial frictions) versus over-investment (due to agency conflict) in the context of our paper is to examine the effect of the internal financing channel on market capitalization and stock returns. If the rise in investment we estimated above is indeed driven by our internal financing channel as predicted by the model, then the internal funds should be directed towards productive projects. If so, the internal financing boost triggered by a depreciation should increase the market's assessment of the firm's value relatively more in labor-intensive industries and underdeveloped financial markets.
In Table 6 we present the results of this exercise. First, as shown in columns 1-2, a depreciation provides a stronger boost to sales growth in industries that are more labor intensive, and for a given labor intensity, more so in countries with less developed financial markets. This result suggests that the rise in cash flow is indeed directed toward increasing the productive capacity and performance of the firm. This positive effect on sales is evident in the current as well as subsequent year, suggesting a sustained benefit of higher productive capacity. Consistent with stronger sales, we also see that market capitalization and stock market returns increase relatively more in labor intensive industries and financially underdeveloped countries, both contemporaneously and after one year. These results strengthen the empirical relevance of our mechanism as market data provide an external validation of the baseline investment response.
V. COMPETING EXPLANATIONS AND ROBUSTNESS
We perform a battery of robustness tests to rule out alternative explanations for our results and examine the sensitivity of our primary analysis to methodological choices. The first set of tests aims at alleviating the possibility that our results are confounded by mechanisms other than the internal financing channel. A second set of tests considers specifications with richer controls, variations on our measure of Tobin's Q, alternative measures of financial constraints, and an alternative data frequency.
Controlling for the Aggregate Lending and Savings Channels
Recent studies highlight the "aggregate lending channel" by which a sharp depreciation affects the real economy by reducing firms' access to external finance and hence their investment (Desai, Foley and Forbes, 2008; Kalemli-Ozcan, Kamil and Villegas-Sanchez, 2015) . Although this channel operates in the opposite direction than ours, the differential effect across firms could in principle be correlated to ours if, for example, higher labor share firms are also those less reliant on external finance . A depreciating RER would thus harm those firms less than others for a given level of financial development.
There is also an opposite "aggregate savings channel" that operates during tranquil periods and through which real depreciation boosts economic growth. The idea is that when a country experiences higher aggregate savings and real depreciation, regardless of the underlying causes or direction of causation, higher savings can raise growth by setting in motion a process of capital accumulation. This channel is described in Gluzmann (2013, 2012) , who show that foreign exchange interventions aimed at preventing exchange rate appreciation raise growth by increasing domestic savings and investment.
To control for the aggregate lending and the aggregate saving channels in our empirical framework, we use a measure of firms' intrinsic dependence on external finance (Rajan and Zingales, 1998) and test whether firms that are more reliant on external finance benefit more from real depreciation than other firms. Firms' intrinsic dependence on external finance is measured at the 3-digit industry level using data from Claessens, Tong, and Wei (2012) . The aggregate lending channel implies that the coefficient on an interaction term between RER and our measure of external finance dependence should be negative. By contrast, the aggregate savings channel implies that the same coefficient should be positive.
To check whether our results are driven by these channels, and indirectly to determine Table 7 , we find a weak but negative effect of this additional control for external financial dependence, suggesting the aggregate lending channel somewhat dominates, while the coefficients on our key interaction terms remain positive and statistically significant.
Controlling for Firms' Balance Sheet Channel
Another channel by which the RER can affect corporate investment is the firm balance sheet channel. When fluctuations in the RER affect firms' liabilities and assets differentially, the resulting fluctuations in net worth can alter firms' ability to access external finance. This channel gained particular attention in the wake of emerging market crises in the late 1990s, when private sector reliance on dollar-denominated debt coupled with large depreciations led to a sharp deterioration of firms' net worth, reducing their ability to borrow externally, invest, and grow RER LaborShare FXShare  . This additional regressor should capture the differential effect of a real depreciation on firms in an industry with given labor intensity but located in a country with a higher share of foreign currency debt. Table 8 shows the results. As the additional triple interaction term is highly collinear with our main variable, having two components in common, adding it to the baseline regression using the full sample delivers the right sign (negative for the balance sheet, positive for the internal financing channel), but foregoes statistical significance (columns 1-2). However, the magnitude and empirical relevance of the balance sheet channel is only expected to be discernible in countries with a substantial share of foreign debt, while our sample contains firms predominantly in countries which do not issue and/or borrow in foreign currency: more than one third of firms are located in the US and Japan who on average issue less than 4 and 10 percent of loans and bonds in foreign currency, respectively. In column 5, we limit the sample to countries in which the share of foreign debt is higher than 50 percent, corresponding roughly to the 75th percentile of the distribution across countries during the sample period. As predicted by the balance sheet channel, the investment-enhancing effect of a real depreciation for firms with a given labor share is lower in countries with higher share of foreign debt: the coefficient estimate on the triple interaction term ln ct j c RER LaborShare FXShare  is negative and statistically significant, implying that the effect of a 10 percent real depreciation on the investment rate of a firm with a median labor share is by 20 percent lower in a country with high versus low reliance on foreign currency denominated debt (75th versus 25th percentile of the cross country distribution). 6 Also, as expected, controlling for this balance sheet channel in the sample of high foreign debt countries increases the estimate of our positive internal financing channel relative to baseline.
Lastly, we control for the balance sheet channel directly by adding the firm's lagged net worth as a regressor (columns 6-7 in Table 8 ). As expected, controlling for profitability, higher net worth firms invest more and benefit more from a depreciation than lower net worth firms.
The balance sheet channel is therefore present in the data, but does not affect our estimate of the internal financing channel, which remains unchanged in magnitude and statistical significance.
Robustness during Currency and Banking Crises
As previously argued, the internal financing channel should operate both in normal and crises times. In particular, during currency and twin crises, when sharp depreciations are typically accompanied by widespread credit crunch, the internal financing boost should help to offset the negative effects of the aggregate lending and balance sheet channels. Furthermore, in normal times, it should increase investment beyond and above the impact of increased competitiveness as long as firms are reliant on internal finance. We check whether the internal financing channel indeed operates similarly during normal and crises times by dropping countryyear pairs that fall into episodes of crises and compare the resulting sub-sample estimates with the baseline. Table 9 summarizes the results.
Columns 1-2 of Table 9 both drop the year of currency crises as classified by Laeven and Valencia (2013) for the asset growth and investment rate equations. 7 Estimates of both interaction terms of interest are very close to those in the full sample, indicating that the direction and strength of the internal financing channel is similar in normal and crisis years. Columns 3-4 additionally exclude observations one year after the onset of a currency crisis to account for delayed adjustment to crisis events and results are largely unchanged. Finally, columns 5-6 exclude country-years classified as belonging to a banking crisis according to Reinhart and Rogoff (2014) .
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Banking crises may or may not be accompanied by a currency crisis (i.e., twin crisis) and capture episodes of systemic failure of major financial institutions that end up triggering widespread financial turmoil. As such, these are times when the aggregate lending channel should be most salient, and excluding them sheds light on whether our identification is to any extent capturing this lending channel instead. If it were, then the estimates of the main coefficients capturing the differential effect of a real depreciation would be significantly different when banking crises are left out. Instead, our results remain broadly unaffected when we drop banking crises from our sample, although they are also less precisely estimated due to the removal of a substantial share of variation from our data.
Robustness to Alternative Measures of Tobin's Q
In our baseline specifications, we control for the effect of a depreciation on firm-specific competitiveness and thus investment profitability with the contemporaneous value of Tobin's Q. This is essential to infer the impact of the RER on investment through the internal financing channel for any given level of investment profitability. However, investment also affects the contemporaneous value of the firm, leading to potential reverse causation that can bias upward the Tobin's Q estimate and could affect our estimate of the internal financing channel. In columns 1-2 of Table 10 we replace contemporaneous with lagged Tobin's Q, as is common in the empirical investment literature, and find that the coefficient on Tobin's Q is indeed somewhat smaller (0.05 instead of 0.07), but that the estimate of the internal financing channel is unaffected. This result indicates that our triple differences-in-differences identification strategy is not picking up the differential effect of exchange rate variations on firms' investment profitability. Columns 3-4 use the average of lagged and contemporaneous Tobin's Q value to control for investment opportunities while alleviating the concern for reverse causation from investment to market capitalization. As expected, the estimate on this average Tobin's Q lies between the lagged and the contemporaneous level, while the estimates of the internal financing channel once again are unaffected. Finally, columns 5-6 use an alternative definition of Tobin's Q, namely market capitalization to book ratio, without accounting for debt (Kaplan and Zingales, 1997) , and the estimates of our channel remain unchanged.
Robustness to Alternative Measures of Financial Constraints
The literature on finance and growth has shown that beyond a certain threshold, increased credit expansion and financial sector proliferation can lead to excessive volatility of economic activity and a higher probability of crises, possibly reducing productive corporate investment (Pagano and Pica, 2012; Kaminsky and Schmukler, 2008) . Put differently, a one percentage point increase in the credit to GDP ratio relaxes firms' financial constraints at diminishing rates as a country experiences financial deepening beyond a certain point. We allow for a possible non-linearity in financial development by log-transforming the credit-to-GDP ratio. The results are shown in columns 1-2 of Table 11 . The differential effect of a depreciation on investment remains positive, statistically significant and is, in fact, larger in magnitude when holding the level of financial development fixed and only varying the labor share (the coefficient on the double interaction term ln ct j RER LaborShare  is more than double that in the baseline).
It is well established that, for a given level of current and expected profitability, smaller firms face higher financial constraints as they tend to be younger and hence suffer more from informational asymmetries and other financial market frictions (Gilchrist and Himmelberg, 1995) . In the primary analysis, we measured financial constraints at the country level with the 24 credit-to-GDP ratio. We did so following the literature using similar differences-in-differences strategies to subject firms to exogenous "treatment" effects from financial development (Rajan and Zingales, 1998; Beck, Demirguc-Kunt, Laeven, and Levine, 2008) . This strategy also has direct implication for policy, as it delivers a prediction for the differential in average investment rates resulting from a policy-driven increase in financial deepening. However, the causal mechanism of our model works at the firm level, with the differential impact of depreciation expected to hold across firms within a country-industry pair, as long as such firms vary in the degree of financial constraint. If our results hold up using firm-level proxies for financial constraint, the evidence for our mechanism would be strengthened.
We therefore modify the baseline specification by replacing the credit variable in all interaction terms with two measures of firm size serving as proxies for ex-ante financial constraint: lagged log assets and lagged log employment. Columns 3-6 in Table 11 summarize the results where financial constraint is the negative of firm size. Based on either measure of firm size, the estimates confirm the baseline findings: the impact of a real depreciation for firms with a given labor intensity in production is larger among smaller, more financially constrained firms.
Robustness to Additional Fixed Effects
Our empirical specification encompasses a host of fixed effects aimed at absorbing any firm-specific, country-year specific and industry-year specific factors driving the investment rate across firms. This rich set of controls reduces the risk of omitted variable bias that may arise from unobserved firm-level and macro-level forces. However, since our main variables of interest only vary at the country-industry-year level, we could not control for other unobserved country-industry-year factors which may correlate with our interaction variables of interest. For example, shocks to demand or productivity at the industry level within a country could deviate from those at the aggregate level, possibly correlating with our measure of differential investment sensitivity to exchange rates. That said, since our labor share variable is defined at the 3-digit level (according to the 2002 NAICS), we can approximate such shocks by additionally assigning firms to a slightly coarser industry classification and control for countryindustry-year fixed effects using this coarser industry variable. Table 12 repeats the baseline regressions including such country-industry-year fixed effects, where the industry classification is based on the 25-industry classification system defined by Worldscope, roughly corresponding 25 to a 2-digit industry disaggregation. While these fixed effects can absorb time-varying shocks at the 2-digit industry level in a given country, they do not completely subsume the variation at the more granular 3-digit level that is necessary to measure the impact of the labor share interaction term. 9 The results indicate that the effect of a real depreciation on corporate investment as identified in the baseline analysis is robust to demand and productivity shocks at this reasonably granular level. The estimates in the investment equation are, if anything, stronger than under the baseline and largely unchanged for the asset growth and cash flow equations.
Robustness in Panel of Four-Year Averages
As an additional robustness test, we shift our baseline regressions from annual frequency to non-overlapping four-year averages. Averaging the data allows us to minimize the impact of short-term fluctuations and capture the medium-run variation rather than the transitory components of our main variables. In addition, we expect investment to respond more to exchange rates movements that are sustained over several years than to short-run spikes, as short-lived boosts to profits will likely be saved rather than invested. Table 13 presents results based on the baseline specification using the panel of four-year averages. All pre-determined controls, that is, variables previously defined as lagged by one year, now take the values as of the start of the four-year period. Consistent with our conjecture, a given depreciation that is sustained on average over four years leads to a stronger differential response of cash flows and investment across industries with varying labor share and financial frictions. This exercise further alleviates potential concerns about the confounding effect of the aggregate lending channel operating in non-crisis times, as variations in aggregate availability of credit at the business cycle frequency are largely smoothed in this panel.
Finally, we also carried out a sensitivity analysis to dropping single years or single countries at a time, other measures of the real exchange rate, and explored asymmetry across depreciation versus appreciation episodes. In unreported results, we confirm the robustness of our main findings and find that in fact symmetry applies: appreciations reduce investment and firm growth through the internal financing channel as much as depreciations increase them.
VI. CONCLUSIONS
In this paper we derived and tested an "internal financing channel" through which variations in the real exchange rate affect corporate investment and firm growth through the availability of internal financial resources. In particular, we analyzed the investment decisions and growth of tradable sector firms in response to variations in the real exchange rate. We showed that firms with higher labor shares enjoy higher profits for a given real depreciation. In addition, firms that face greater financial frictions, for instance when located in less financially developed countries, are more inclined to translate these higher profits into fixed capital investment and growth.
We then empirically documented this channel using a triple difference-in-differences methodology in a large sample of firms from advanced economies and emerging market countries. Our results support the presence of a corporate investment channel for tradable sector firms. Moreover, we showed that higher investment stemming from this channel subsequently translates into higher firm sales and stock market returns, further validating our identification strategy. By contrast, and serving as a placebo test, we found no evidence of this mechanism for non-tradable sector firms. Our results are robust to controlling for the standard firm balance sheet and aggregate lending channels, removing financial crisis and large depreciation episodes from the sample, and employing alternative measures of financial constraints.
Our results join a large volume of work on the effect of financial constraints on firm investment decisions for a given level of profitability (see Gilchrist and Himmelberg, 1995; Rauh, 2006) . As such, they add to the evidence that financial market development that can mitigate financial constraints also boosts aggregate investment and overall economic growth, supporting the finance-growth literature along the lines of Rajan and Zingales (1998) . To the extent that relaxing financial constraints to firms makes their investment behavior less dependent on internal financial resources, financial deepening can also reduce the volatility of investment and aggregate demand.
Our findings also speak to a large cross-country empirical literature on the contentious link between the real exchange rate and economic growth (see Rodrik, 2008) . Although this literature is inconclusive on the direction of causality, on balance it supports a positive link from depreciation to growth. Our paper adds to this literature by documenting a particular causal channel underlying this positive correlation, suggesting that the link between the real exchange rate and growth identified elsewhere stems at least in part from our internal financing channel.
However, our empirical design, which exploits differences in production structure and financial frictions across industries and countries, cannot deliver an estimate of the overall effect of real depreciation on growth.
It is important to note that the policy implications of our findings do not call for systematic undervaluation to boost investment and growth. Our results show that for given investment profitability, real depreciation frees up internal funds which may serve as means to realize these opportunities, while they are silent on the potential effect of real depreciation on productivity and investment profitability itself. In the spirit of Rajan and Zingales (1998) , these internal funds, though not a substitute for the motor of the growth machine, serve as important "lubricants," and more essentially so in environments with underdeveloped financial markets and labor-intensive production structure. Similarly, in an environment where capital misallocation is limiting overall total factor productivity (TFP) growth, as in Hsieh and Klenow (2009) , forces that boost internal financing resources of firms can also partly correct the capital misallocation across firms, enhancing aggregate efficiency and TFP growth.
Appendix A. Proof of Proposition
First, note that the optimal capital level in the second period, according to Equation 2 in the text, is a function of the RER and first-period profits:
A change in RER affects K through its direct effect (by shifting the F'(.) schedule), but also indirectly through the effect of RER on 1 .
 That is:
Applying the implicit function theorem to Equation 2, we have: 
, we obtain:
, then we unambiguously obtain:
 In the data, we test for the second prediction by controlling for expected return to investment, or Tobin's q, in the investment equation. Notes: Summary statistics for firm-level variables are for tradable sector firms in our regression sample. All firm-level variables are winsorized at the 1 percent level and growth rates are winsorized at the 5 percent level to minimize the impact of outliers. Data sources: Worldscope, IFS, World Development Indicators (WDI), WEO, Dealogic Loan Analytics and DCM Analytics, Laeven and Valencia (2013) , Reinhart and Rogoff (2014) , Elsby, Hobijn, and Sahin (2013) .
(1) (2) (3) (4) (5) (6) (7) Notes: The dependent variable is total asset growth (cols 1-2), log-investment ratio (cols 3-6), and cash flow (cols 7-8). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
(1) (2) (3) (4) (5) (6) (7)
Log ( Notes: The dependent variable is log-investment ratio (cols 1-4) and cash flow (cols 5-6). The sample contains non-tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
(1) (2) (3) (4) (5)
Log ( Notes: The dependent variable is net sales growth (cols 1-2), total market capitalization growth (cols 3-5), and annual stock market return (cols 6-8). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
(1) (2) (3) (4) (5) (6) (7) Notes: The dependent variable is total asset growth (cols 1-2) and log-investment ratio (cols 3-6). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. "External finance dependence" varies at the 3-digit SIC industry level. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013 Table 8 . Alternative Channels -Controlling for the Firms' Balance Sheet Channel Notes: The dependent variable is total asset growth (cols 1-2) and log-investment ratio (cols 3-7). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. "FX share" is a country-level variable representing the share of foreign exchange (bond and loan) borrowing of firms in a country during 2000-2011. Firm net worth is defined as common equity divided by total assets. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Dealogic Loan Analytics and DCM Analytics, Elsby, Hobijn, and Sahin (2013 Table 9 . Robustness -Excluding Currency and Banking Crises
Notes: The dependent variable is total asset growth (cols 1-2) and log-investment ratio (cols 3-6). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. Currency crisis dates are taken from Laeven and Valencia (2013) . Banking crisis dates are taken from Reinhart and Rogoff (2014) . *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013), Laeven and Valencia (2013) , and Reinhart and Rogoff (2014 The dependent variable is log-investment ratio. The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. Tobin's Q is lagged one year in cols 1-2, it is the average over (t-1,t) in cols 3-4, and it is defined as market/book value in cols 5-6. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013 Notes: The dependent variable is given by log-investment ratio. Our measures of financial constraints are country-level credit/GDP (log-transformed) (cols 1-2) and firm specific size (measured by log-employment in cols 3-4 and log-assets in cols 5-6). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-time fixed effects. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
(1) Notes: Dependent variables are as in the baseline regressions (Table 4 ). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-industry-time fixed effects. *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
(1) Notes: The regressions are run in a panel of four-year averages over 2000-2003, 2004-2007, and 2008-2011 . Dependent variables are as in the baseline regressions (Table 4 ). The sample contains tradable sector firms. The double interaction term "RER*Credit/GDP" and the level variables "RER" and "Credit/GDP" are absorbed by country-period fixed effects. Firm-level variables are measured as of the beginning of the period, other than Tobin's Q which is contemporaneous (i.e., the average over the period). *** indicates statistical significance at the 1 percent level, ** at the 5 percent level, and * at the 10 percent level. Standard errors are clustered at the firm level. Data sources: Worldscope, IFS, WDI, Elsby, Hobijn, and Sahin (2013) .
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