This paper is focused on a double-grid integration with interpolation-projection (DoGIP), which is a novel discretisation approach of variational formulations. The method, introduced for Fourier-Galerkin method by the author, is recognised here as a more general approach. The method is based on treating the trial and test functions in variational formulation together, which leads to a decomposition of the linear system. Its application to FEM on simplices is studied here for two variational formulations: weighted projection and scalar elliptic problem modelling e.g. diffusion or stationary heat transfer. It usually leads to significantly reduced memory demands, especially for higher-order basis functions, but with higher computational requirements. This paper also open a room for further investigations and applications, which is discussed in conclusion.
Introduction
The numerical solution of a non-linear partial differential equations, after discretisation and linearisation, leads to the solution of linear systems. Often, they require excessive memory demands, especially when the system matrices are fully populated and no special structure is incorporated. In this paper, we describe an alternative, matrixdecomposition approach, based on a double-grid integration with interpolation-projection operator (DoGIP). This method, already used for numerical homogenisation with FourierGalerkin method [15, 14] , belongs to more general framework with possible applicability to discretisation of variational problems with various approximation spaces. Here, the focus is aimed at the finite element method (FEM) on simplices (triangles or tetrahedra).
Introduction of the DoGIP idea As a model problem, an abstract variational setting discretised with Galerkin approximation is assumed: find trial function u from some finite dimensional vector space V such that a(u, v) = F (v) ∀v ∈ V.
This problem, which naturally arise in many engineering applications, is defined via a positive definite continuous bilinear form a : V × V → R and linear functional F : V → R representing a source term. The solution, which is expressed as a linear combination of basis functions u(x) = V i=1 u i φ i (x) with V = dim V, is determined by the vector of coefficients u = (u i ) V i=1 that can be calculated from a corresponding linear system
where A = a(φ j , φ i )
∈ R V ×V and b = F (φ i )
The properties of the matrix A are fundamental for the decision about a linear solver and consequently for computational and memory requirements. The FEM builds on the basis functions with a local support which result in a sparse matrix.
The idea in the DoGIP approach, first used for Fourier-Galerkin method [17, 15] , is based on expressing the trial and test function as a product on a double-grid space, the space with doubled order of the polynomial basis functions. It leads to a decomposed linear system
Here, the diagonal (or block-diagonal) matrix A diag expresses the weights obtained by integration of material-like coefficients with respect to a basis of a double-grid space. Despite its bigger size W > V , the number non-zero elements is typically reduced in A diag compared to the original matrix A. Matrices B, C that can equal one another represents interpolation-projection operators from the original to the double-grid space and depend on the approximation spaces only. Those matrices are not stored because the required matrix-vector multiplication can be substituted with an efficient numerical routine. Particularly, the interpolation-projection matrix in Fourier-Galerkin method is evaluated very efficiently with fast Fourier transform in O(N log N ) operations [15, 14] .
Applicability of the DoGIP Since only the matrix A diag is stored, it has applications for problems where memory is a bottleneck in the performance, e.g. for problems with higher order polynomial approximations (p-version of FEM, spectral methods [4, 5] , finite cell method [6] , etc.). Since the interpolation-projection matrices B can be optimised for fast multiplication, the DoGIP approach has an applicability to various discretisations of variational problems, especially when the system has to be evaluated many times such us in numerical homogenisation [16] , multiscale problems [8, 10, 9, 1] , optimization [13] , uncertainty quantification [7, 11, 12] , non-linear problems and time-dependent problems [2] .
Outline of the paper In the section 2, the methodology of DoGIP is described for two problems: a weighted projection and a scalar elliptic problem modelling diffusion, stationary heat transfer, etc. Then in section 3, the numerical results are presented. 
Vector and matrix-valued functions are denoted in bold with lower-case u and upper-case letters A. The vectors and matrices storing the coefficients of the discretised vectors are depicted with an upright font u, A.
For vectors u, v ∈ R d and matrices A, B ∈ R d×d , we define inner product for vectors u · v ∈ R and matrices A : B ∈ R, and outer product of two vectors u ⊗ v ∈ R d×d as
DoGIP within finite element method
The model problem is considered on a FEM mesh M N (Ω) composed of simplices (triangles or tetrahedra) with standard properties (non-overlapping elements, no hanging nodes, regular shapes). The parameter N denotes for a discretisation parameter. The FEM spaces involves polynomials of order k (denoting the highest possible order)
on each element. Depending on the trial and test spaces (e.g.
, the FEM spaces differ in the continuity requirement on the facets of the elements. Here, we consider continuous and discontinuous finite element spaces
Each approximation function v ∈ C N ,k can be expressed as a linear combination
of the standard Lagrange basis functions (shape functions) φ i : Ω → R. The coefficients v i , as the degrees of freedom, are the function values at the nodal points
). Those points are suitable for the interpolation of functions, thanks to the Dirac delta property of basis functions
A technical problem arises in the case of discontinuous approximation space D N ,k because the function values have not a good meaning for nodal points located at the boundary of the elements. Therefore, the function values of v ∈ D N ,k are used in the following sense
v(x) for T i being an interior part of the support of φ i , which means that the continuous prolongation is used from the element supporting the corresponding basis function. In the latter text, the function values at the nodal points will be considered in the above sense. Later, we also use a discretisation operator D : V → R V for V = dim V that assigns to each approximation function from space V a corresponding vector of coefficients, i.e.
. Note that it is a one-to-one mapping between space of functions V and coefficients R V .
Weighted projection
Here, the DoGIP is introduced for a weighted projection.
Definition 1 (Weighted projection). Let V be a finite dimensional approximation space, m : Ω → R be an uniformly positive integrable function representing e.g. material coefficient, and f ∈ L 2 (Ω) be a function representing e.g. a source term. Then we define bilinear form a : V × V → R and linear functional F : V → R as
The weighted projection represents the problem: Find trial function u ∈ V such that
In the standard approach, the solution of weighted projection u = 
Alternative approach relies on DoGIP:
Theorem 2 (DoGIP for weighted projection). Let V be an approximation space and W be a double-grid space such that u ∈ W and uv ∈ W ∀u, v ∈ V.
Then the standard linear system (3) can be decomposed into
where V = dim V, W = dim W, and
Remark 3. In the case of continuous FEM space V = C N ,k , the double-grid space is of the same type but with the doubled polynomial order W = C N ,2k .
Proof. Since both trial u and test function v belongs to the approximation space V, its product uv belongs to W and can be represented with respect to the basis of W as
The substitution of this formula into bilinear form (2) reveals an effective evaluation with respect to the basis of 
we can derive the interpolation-projection matrix B ∈ R W ×V by substituting x = x i W and using the Dirac delta property of basis functions (1)
Thus, the bilinear form can be expressed as
From the equality with right-hand side including the arbitrary vectors u, v ∈ R V , the resulting decomposition of the linear system (4) is derived.
Scalar elliptic equation
Here, the DoGIP is described for a scalar elliptic equation modelling e.g. diffusion or stationary heat transfer.
Definition 4 (Scalar elliptic problem). Let V be a finite dimensional approximation space, f ∈ L 2 (Ω) be a function representing e.g. a source term, and M : Ω → R d×d be an integrable, uniformly positive definite and bounded matrix function, i.e. ∃c, C ∈ R such that 0 < c ≤ M (x)y · y y ≤ C ∀x ∈ Ω and ∀y ∈ R d .
Then we define bilinear form a : V × V → R and linear functional F : V → R as
The Galerkin approximation of the scalar elliptic problem stand for: find trial function u ∈ V such that
Analogically to the case in previous section, the standard approach is based on expression of the approximate solution u =
The DoGIP version of this system is presented in the following theorem:
Theorem 5. Let V be an approximation space and W be a double-grid space such that ∂u ∂x i ∈ W and ∂u ∂x i ∂v ∂x j ∈ W ∀u, v ∈ V and ∀i, j ∈ {1, . . . , d}.
Then the standard linear system (6) can be decomposed using matrices as
where V = dim V, W = dim W, and the matrices A diag ∈ R d×W ×d×W and B ∈ R d×W ×V have the following components
for i ∈ {1, . . . , d}, j ∈ {1, . . . , W }, and k ∈ {1, . . . , V }.
Remark 6. In the case of continuous FEM space V = C N ,k , the double-grid space is of the discontinuous type W = D N ,2(k−1) .
Proof. Now, we present method based on double-grid quadrature and interpolation-projection operator. Albeit both trial u and test function v belongs to the approximation space V, we express them on a double-grid space u ⊗ v ∈ W ⊗ W as
The substitution of this formula into bilinear form already reveals an effective evaluation of bilinear form
∈ R d×W , the integral defines the coefficient of the block-diagonal matrix (7a), and the matrix vector multiplication is understood as 
The derivation of the matrix is based on the expression of a gradient of a function u =
Particularly, the evaluation of the formula at x = x j W and using the Dirac delta property of basis functions φ k W (x j W ) = δ kj provide us the coefficients of the matrix B
. . , d} and j ∈ {1, . . . , W }.
To summarise, the bilinear form can be expressed using different vectors of coefficients
where the transpose is understood as B . Corollary 7. Assume that M (x) = m(x)I is proportional to identity matrix I with some uniformly positive and bounded function m : Ω → R. Then, the coefficients of the blockdiagonal matrix (7a) simplify to
In particular for d = 2, the matrix A diag can be expressed as block-diagonal operator
.
Numerical results
Here the memory and computational requirements are compared for the DoGIP and the standard discretisation approach. The two variational problems presented in sections 2.1 and 2.2 were implemented in an open-source FEM software FEniCS [3] . The self-contained scripts are freely available on https://github.com/vondrejc/DoGIP. Structured meshes M N , with an example depicted in Figure 1 , are considered with the parameter N = (N, N, N ) corresponding to the number of elements in each spatial direction; the inverse value 1 N is then the characteristic mesh size. The author emphasise that the unstructured mesh is also allowed in the DoGIP. Now the memory and computational requirements are discussed. To store sparse matrices obtained from FEM formulations, compressed sparse row (CSR) format is considered; it requires the storage of all the elements, all the indices in each row, and the number of elements in each row, i.e. mem A = 2 nnz A + nrows A, where nnz is a number of non-zero elements and nrows number of rows. The ratio
between non-zero elements in A diag and A determines the memory efficiency. It is also noted that the values that are closed to computational zero (with threshold 10 −14 ) are non considered.
The computational requirements are directed by the number of operations for matrixvector multiplication of the system matrix A or B T A diag B. Here, it is determined by the number of non-zero elements in the system matrix and its ratio
is then called a computational efficiency.
Weighted projection
In the weighted projection, the basis space V is considered to be the space of continuous piecewise-polynomials C N ,p . Then the double-grid space can be considered again as a space of continuous piecewise-polynomials but with the doubled polynomial order, i.e. Here 1/N is the characteristic mesh size, p is a polynomial order, and memory and computational efficiency are defined in (8) and (9) . Table 2 : Comparison of DoGIP and standard approach for weighted projection in 3D. Here 1/N is the characteristic mesh size, p is a polynomial order, and memory and computational efficiency are defined in (8) and (9) . In the numerical test summarised in Tables 1 and 2 , the characteristic mesh size 1/N and polynomial order p have been considered. Those parameters are chosen such that it provides the same dimension of the original space V as well as of the double-grid space W. As a consequence the sizes of A diag remain the same while the memory requirements for A grow with the polynomial order p; the sparsity of the original systems A is reduced. Those observations, which are independent of the dimension d, result in memory efficiency of the DoGIP approach. This reaches the value of 0.024 in 2D for p = 10 and the value of 0.054 in 3D for p = 4. On other side the computational demands are increased for DoGIP approach. The values of computational efficiency, see (9), reach 3.163 for p = 10 in 2D and 3.119 for p = 4 in 3D.
Scalar elliptic equation
In the case of scalar elliptic equation, the initial approximation space is again considered as a space of continuous piece-wise polynomials, however, the double-grid space consists of discontinuous piece-wise polynomials with reduced polynomial order 2(p − 1) because of the gradient, i.e. (8) and (9) . The numerical results are summarised in the Tables 3 and 4 for a special case of isotropic material coefficients, which provides better results compared to the general case. The same parameters of the characteristic mesh size 1/N and polynomial order p are chosen in a way to provide the same dimension of the original space V. Contrary to the weighted projection in previous subsection, the size of the diagonal matrix on double-grid A diag grows but slower that the memory requirements of the original matrix A. It results in the memory effectiveness of the DoGIP approach compared to the original approach. On other side computational demands grow up significantly. Less advantageous situation arise for DoGIP when the non-isotropic situation is considered. The memory requirements for DoGIP rise by a factor of 2 d for d = 2 or d = 3 because all the sub-diagonals of A diag has to be stored. The memory effectiveness is thus reduced by the same factor. It means that the DoGIP is still more memory efficient than the original system in 2D but fails to be in 3D for polynomial order p = 1 and p = 2.
However, the memory requirements are increased only slightly which is determined by the multiplication with off-diagonals in matrix A diag . The interpolation-projection matrix B stays the same for both the isotropic and non-isotropic material coefficients.
Conclusion and discussion
In this paper, the double-grid integration with interpolation-projection (DoGIP) is introduced and compared to the standard Galerkin discretisation of variational formulations. This novel discretisation approach introduced for Fourier-Galerkin method in [17, 15] is here recognised to be more general framework. Here, it is investigated within finite element method (FEM) for weighted projection and scalar elliptic equation.
The main results and observations are summarised:
• The DoGIP method is based on a decomposition of the original system matrix into a (block) diagonal A diag and an interpolation-projection matrices B, which are independent of the material coefficients and are not stored but evaluated by an algorithm.
• The DoGIP approach is typically memory efficient compared to the original system, however the computational demands for FEM on simplices are higher.
The proposed DoGIP approach has a several possibilities for future research, which is discussed here:
• Reducing the complexity of the interpolation-projection operators B by a special choice of the basis functions for a primal as well as a double-grid space.
• Application of the method to different discretisations and approximations such as FEM on quadrilaterals, spectral methods, or wavelets. The investigation of the procedure for regular and irregular grids and meshes is of particular interest.
• Effective evaluation of interpolation-projection operator B using e.g. low-rank approximations or incorporating parallel algorithms with an emphasis on GPU.
• Investigation of special linear solvers such as the multigrid that could fit to the structure of DoGIP systems.
• Investigation of different types of degrees of freedom such as mean or derivatives.
• Investigation of the DoGIP approach for a perturbed FEM mesh, which has an application to adaptivity or shape optimisation.
