Randomized network coding (RNC) has greatly reduced complexity of implementing network coding in large-scale, heterogeneous networks. Two tradeoffs are studied here that further reduce the overhead in applying RNC. The first examines how RNC performance varies with a node's randomizing capabilities. Specifically, a limited randomized network coding (L-RNC) scheme -in which intermediate nodes perform randomized encoding based on only limited number of random coefficients -is proposed and its performance bounds are analyzed. L-RNC is applicable to networks in which nodes have either limited computation/storage capacity or have ambiguity about downstream edge connectivity (e.g., as in ad hoc sensor networks). A second tradeoff studied here examines the relationship between reliability and capacity gains of RNC, i.e., how the outage probability of RNC relates to the transmission rate at source node. This tradeoff reveals that significant reductions in outage probability are possible when the source deliberately transmit at (only slightly) below network capacity. It therefore provides an effective alternative to improve RNC feasibility when the size of finite field is fixed.
I. INTRODUCTION
N ETWORK coding allows intermediate nodes in a communication network to combine multiple data packets from incoming links before transmission on outgoing links. It has been shown [1] [2] that the max-flow min-cut capacity [3] [4] of a multicast network can be achieved via linear network coding. Despite this promising result, the construction and maintenance of a rationally-designed network code that achieves max-flow capacity can be computationally challenging, especially so for large-scale, dynamic networks. In recognition of such difficulties, Ho et al. proposed a randomized network coding (RNC) scheme [5] [6] that uses random coefficients for encoding. Although suboptimal in general, RNC has two attractive features: First, it can be constructed distributively, thereby facilitating application of network coding in largescale networks [7] ; and second, it achieves max-flow capacity with a probability that rapidly approaches 1 as the size of the associated finite field increases [6] .
Although randomized encoding considerably reduces complexity of implementing network coding, efforts continue to further improve its practical applicability and/or to minimize its associated resource costs. For example, Chou et al. introduce a practical protocol to implement RNC in [8] . In [9] , genetic algorithms are used to identify subset of nodes that have to perform encoding to achieve desired network capacity (without requiring all nodes be capable of performing encoding). The authors of [10] study a RNC scheme in which nodes choose non-zero random coefficients with a probability . As decreases, the encoding matrix becomes more "sparse", thereby reducing the encoding/decoding complexity of RNC.
In this paper, we study two important tradeoffs that may arise in applying RNC. The first tradeoff looks at how the performance of RNC varies with a node's randomizing capabilities. To do so, we first propose a limited randomized network coding (L-RNC) scheme, in which random combining is performed based on a limited number of random coefficients. In the conventional RNC scheme, when an intermediate node receives incoming packets (from incoming edges) and (after encoding) has outgoing packets to send (on outgoing edges), the node will generate × random coefficients for each round of encoding. We refer this original RNC scheme [6] with a "full" number of encoding coefficients as exhaustive randomized network coding (E-RNC). The proposed L-RNC, on the other hand, uses considerably fewer (i.e., ) 1 random coefficients for each round of encoding. Particularly, the encoding coefficients are permuted to encode all outgoing packets. One motivation for this L-RNC scheme is to reduce the computation/storage burden for intermediate nodes 2 ; a more subtle motivation is that an intermediate node may not always know the exact value of in networks with dynamic topologies, e.g., in ad hoc networks where the downstream connectivity can be ambiguous and subject to change. Regardless, we use the L-RNC constructed here to quantify how outage probability of RNC is affected by limited encoding capabilities of intermediate nodes. We then compare the performance of L-RNC and E-RNC for -dimensional grid networks; both analytical and numerical results suggest that the upper bound on the outage probability of L-RNC is only slightly higher than that of E-RNC.
Next, we reveal an inherent tradeoff between the capacity gains and the reliability (i.e., the recoverability) of RNC. This tradeoff is achieved when the source intentionally transmits at a rate lower than network-flow capacity, in exchange for lower outage probability at the destination. We note that this 1 Justifications for encoding with random coefficients, instead of any other number of coefficients between [1, × ) will be discussed later in this paper. 2 The exact reduction will depend on whether or not node hardware is optimized to generate random coefficients or to perform algebraic operations over a finite field. 0090-6778/10$25.00 c ⃝ 2010 IEEE idea of transmitting below max-flow capacity was proposed previously in [11] . This earlier study discussed how the size of the finite field impacts the feasibility of a rationally designed network code in non-multicast networks. The results suggested that for certain non-multicast networks, transmitting below capacity may be desirable to avoid an exponentially large finite field. In contrast, our study targets RNC for multicast networks, and the capacity-reliability tradeoff revealed herein represents a fundamentally different line of study from that in [11] . We show through both analytical and simulation results that, ceteris paribus, a small decrease (from max-flow capacity) in the source rate can provide a significant gain in the recoverability of RNC at the destination. This approach provides an effective means to improve the feasibility probability of RNC when the size of the finite field is fixed.
In Section II, we briefly describe the modeling of general randomized network coding and define the limited randomized network coding scheme studied in this paper. The performance of L-RNC is examined in Section III. We then study the tradeoff between capacity and reliability for a general RNC scheme in IV. Our conclusions are presented in Section V.
II. SYSTEM DESCRIPTIONS

A. Encoding and Decoding of RNC
In this paper, we consider an acyclic multicast network represented by a directed graph =( , ℰ), such that is the set of nodes and ℰ is the set of the edges. We denote , ∈ ℰ as a directed edge from node to over which information is sent. Each edge is assumed to be of unit capacity. When confusion can be avoided, a simplified term ∈ ℰ or ℓ ∈ ℰ is used to denote an arbitrary edge. Nodes ( ) and ( ) are called the origin and destination of an edge , respectively. Edges that share a common origin form a set ℰ ( ) ⊆ ℰ, while ℰ ( ) ⊆ ℰ denotes the set of edges that share a common destination . We study here the multicast connection problem, in which every receiver is interested in receiving all source information. We assume that there is only one source node 3 ∈ and that it transmits discrete memoryless information processes from set In linear network coding, , the information process transmitted on edge , is a linear combination of the information processes carried on the incoming edges of node ( ), i.e.,
where ℛ = { ∈ ℰ : ( ) = ( ), ( ) = }, ℒ ℓ = {ℓ ∈ ℰ : (ℓ) = ( ), (ℓ) ∈ ℐ}; , and , are local coding coefficients at node ( ). Here, we index the source edges with the same subscript (⋅) as the source information processes, since each process is mapped onto one outgoing edge from the source. In RNC, these coefficients are randomly chosen from finite field 4 2 . The network code in (1) can be described by the double (A, F), where A = { , } is a × |ℰ| matrix and F = { ℓ, } is a |ℰ| × |ℰ| matrix. Since information carried on each edge is a linear combination of source information, we have for an arbitrary incoming edge ℓ
where
is the global encoding vector (GEV) [8] for edge ℓ with respect to (w.r.t.) source information
At node = (ℓ), this information is updated by (1), and we can substitute (2) into (1) to obtain the GEV for an outgoing edge as g = ∑ ℓ∈ℒ ℓ ℓ, g ℓ + a , i.e., GEV can be updated at each intermediate node.
In the RNC scheme, to enable decoding of source information at the receiver, transmitted packets on each edge will contain the network-encoded information and the GEV g . Assuming that a receiver is able to receive data packets 5 
, ⋅ ⋅ ⋅ , [g , ], a decoding matrix G can then be constructed at this receiver, such that G = [g 1 , g 2 , ⋅ ⋅ ⋅ , g ] T . In the first part of our study, we are interested in the feasibility probability of a network code (A, F) for the multicast connection problem, i.e., the probability that
This feasibility probability can also be given as P = 1 − ℙ , where ℙ is the probability of outage. Outage occurs when any receiver fails to recover any of the source processes 6 . When E-RNC is used in multicast networks, each outgoing edge is encoded individually and an intermediate node generates |ℰ ( )|×|ℰ ( )| random coefficients from the finite field for each round of random combining [5] [6] . Generating these random coefficients, however, can be a computational/storage burden to intermediate nodes. The authors in [10] propose a scheme to reduce this burden by sparse network coding in which non-zero random coefficients are used at a node only with probability . In our study, we lessen this burden on intermediate nodes by employing limited randomized network coding (L-RNC), which uses only = |ℰ ( )| random coefficients for each round of encoding. In addition to reducing computational/storage complexity, L-RNC is also motivated by the ambiguity of downstream connectivity (i.e., uncertainty on the value of |ℰ ( )|) that may exist in certain (e.g., ad hoc) network topologies. In the original RNC scheme [5] [6] and most other studies on RNC, it is implicitly assumed 4 The finite field can be chosen to be of size for any prime number and integer ; we use 2 here for the convenience of subsequent analysis. 5 In practice, the number of symbols that can be transmitted in one packet depends on the edge capacity of the specific network. Each data packet may contain a long sequence of symbols from 2 that are encoded together, and the encoding vector implies only a relatively small overhead. However, for clarity of analysis, we assume here that each edge is of unit capacity. 6 We should note that when a network code is said to be "infeasible" (or that an outage has occurred), it indicates that the max-flow of the network is not achieved at all destinations. Some practical "real-time" decoding processes have been discussed (e.g., in [8] ) which accumulate "degrees of freedom" in the preparation of decoding to speed up final decoding. Yet decoding of any information is still not guaranteed before degrees of freedom have been accumulated. Therefore, an outage in a network coding scheme requires retransmission of all information packets, which could be costly in practice (e.g., in time-sensitive applications). In Section IV, we discuss an alternate approach to reduce such instances of outage when RNC is used. that the quantities |ℰ ( )| and |ℰ ( )| are always known; this is based on the premise that network edges are errorfree (or at least that exact information on edge failures, i.e., erasures, is known beforehand [12] ). However, while the quantity |ℰ ( )| indeed can be readily obtained in most applications, the determination of |ℰ ( )| may be difficult in certain dynamic networks, e.g., due to change in network topologies, instances of downstream edge failures, etc. Even when there is no "physical" change in network topology, if one of the downstream nodes simply refuses to encode the information it received, the effective number of downstream edges (i.e., value of |ℰ ( )|) will be reduced. Other factors, such as the "reachability" of broadcasting edges in some (wireless) networks can also contribute to the ambiguity of downstream connectivity. Overall, uncertainty about |ℰ ( )| complicates the determination of the (necessary) value of |ℰ ( )| × |ℰ ( )| needed in E-RNC. Therefore, in such circumstances, the L-RNC approach is more practical. Overall, L-RNC provides a mechanism to quantify the tradeoff between the performance of RNC and a node's randomizing capabilities. It is for these reasons that L-RNC method is proposed and studied here.
B. Limited Randomized Network Coding (L-RNC)
In the following, we denote the number of random coefficients generated for each round of encoding as . In E-RNC, where downstream connectivity is known and each intermediate node is capable of generating the "full" number of random coefficients in each round, we have = |ℰ ( )|×|ℰ ( )|. As a result, every outgoing link is encoded independently. In L-RNC, we assume that an intermediate node will use only a "limited" number of random coefficients in each round of encoding. One natural question that arises is what should be the appropriate value of in studying L-RNC? To answer this question, we first note that randomized network coding relies on the fact that (despite random combining), the data packets received at the destination become dependent only rarely, i.e., with an outage probability below some tolerable threshold. If we select < |ℰ ( )|, incoming packets at an intermediate node will immediately become correlated upon encoding. Although such correlation at an intermediate node does not necessarily imply that the data that eventually propagates to destination will be dependent (i.e., an outage occurs), the deliberate introduction of correlation contradicts the premise of RNC. For these reasons, proper choice on should satisfy the condition that ≥ |ℰ ( )|. On the other hand, with the ambiguity on downstream connectivity, intermediate nodes in some networks may not be able to determine exact value of |ℰ ( )|, implying that we should choose to be independent of |ℰ ( )|. As a result, in the L-RNC scheme discussed in this paper, we assume = |ℰ ( )|. With this choice of , we derive lower bound on feasibility probability, and (as is shown later in the Proof of Theorem 3.1) we demonstrate that this worst-case L-RNC provides the same theoretical lower bound on the feasibility probability as when ≤ (|ℰ ( )| − 1) × |ℰ ( )|. From the discussions above, we now provide a formal definition of L-RNC: = |ℰ ( )| be the number of incoming information processes received at node and = |ℰ ( )| be the number of (distinct) outgoing edges from ; we assume ≤ ! here. The information processes form an information vector v. In L-RNC scheme, random coefficients from a finite field 2 will be generated to form encoding vector z. Let z ( ) be the ℎ non-repetitive permutation of z. Node will transmit the linear encoded information ( ) = v T z ( ) (packed with the updated GEV) onto the ℎ ( = 1, 2, ⋅ ⋅ ⋅ ) outgoing edge, thus finishing the L-RNC encoding process at node .
In some special cases, the proposed L-RNC is equivalent to E-RNC [5] [6] . For example, when = 1, only one encoding process is performed in each round and no permutation in z is required for L-RNC. When = 1 for all intermediate nodes , the resulting network may look like the one in Fig. 1 (which is similar to the one-dimensional Tandem network studied in [13] ). Another (maybe more interesting) scenario when L-RNC and E-RNC are identical is when intermediate nodes "broadcast" 7 the same information to immediate downstream nodes. Specifically, when an intermediate node has multiple outgoing edges, it can choose to transmit the same encoded messages onto different outgoing edges. In such case, the effective number of outgoing edges from node is reduced to = 1. In the following, we refer to this special case of L-RNC (or E-RNC) as broadcasting-RNC (B-RNC) and study it for specialized networks. Specifically, since E-RNC and general L-RNC (without broadcasting) do not reduce mincut values of a network, their performance can be compared with each other for any given network. Implementing B-RNC, however, impacts max-flow in many networks. For this reason, our consideration of B-RNC as a feasible approach is limited to those networks in which broadcasting does not reduce maxflow. We further clarify this point in the following section.
III. PERFORMANCE ANALYSIS FOR LIMITED RANDOMIZED NETWORK CODING
A. Performance bounds of L-RNC
Consider a multicast network with reliable edges. The network has receivers and its topology allows a min-cut value of . A RNC (A, F) is constructed over the finite field 2 . Let = max {|ℰ ( )|} = max { } and choose such that > log 2 . Parameter is defined to be the maximum number of the edges that 1) constitute an edge-disjoint flow solution for the multicast problem; and 2) carry information generated by random encoding. We now give a lower bound on the feasibility probability of L-RNC in the following theorem:
Theorem 3.1: When L-RNC is performed in the network topology described above, the lower bound on the network feasibility probability can be given as
Proof: See Appendix A. We see that in the special case when = 1, the lower bound on feasibility probability achieved by L-RNC is exactly the same as that of E-RNC, which was given in [5] [6] . In fact, L-RNC and E-RNC achieve the same performance bound only when = 1, which corresponds to a small and special class of networks. When > 1, the feasibility probability of L-RNC will be slightly inferior to that of E-RNC (as shown in the proof of Theorem 3.1 in Appendix A), since P in (4) achieves its maximum at = 1. In most networks, (at least some of) the intermediate nodes have more than 1 distinct outgoing edges. Therefore, the lower bound on feasibility probability of L-RNC is usually lower than that of E-RNC. However, we note that the bound for both schemes approaches 1 exponentially with the length of codeword, and that the gap in feasibility bounds is quite small, especially when the size of finite field is large enough.
As discussed above, full broadcasting effectively reduces (and therefore ) to 1. We now consider the following question: Does L-RNC achieve optimal feasibility when it is used in conjunction with full-broadcasting at intermediate nodes, i.e., when L-RNC is implemented as B-RNC? Before we answer this question, we should note that grouping different edges into (full or partial) broadcasting "hyperedges" usually reduces the achievable max-flow in a network [4] [14] [15] . For example, in Fig. 2 , node has 3 outgoing edges that are grouped into 2 hyperedges, one of cardinality 2 and the other of cardinality 1. The minimum source-destination cut in this case has a value of 2, as opposed to 3, when the information on each edge is individually encoded and statistically different. Furthermore, if node adopts the full broadcasting strategy, the capacity of this network will be 1. This simple example illustrates how broadcasting can reduce the achievable maxflow of the network; it is therefore generally incorrect to assume that full broadcasting produces optimal feasibility in a network using L-RNC. In fact, an approach to translate max-flow of a broadcast wireless network into that of a wired network can be found in [15] , which also shows how broadcasting may impact max-flow. Nevertheless, there do exist some special networks with high enough degree of "edge redundancy", i.e., where broadcasting does not reduce network max-flow, in which L-RNC can achieve maximum feasibility when used with full broadcasting 8 . In the following, we examine one such class of networks called grid networks.
B. Performance of L-RNC in Grid Networks
The 2-dimensional grid network is a rectangular network and was studied as an example in [6] . When = 3, the grid network is a cube-grid shown in Fig. 3 . A generaldimensional ( > 3) grid network takes the shape of a hyper-cube and can be constructed using orthogonal axes 1 , 2 , ⋅ ⋅ ⋅ , . Each off-axis intermediate node is connected to nodes by incoming edges and other nodes by outgoing edges. Further, we assume • Source node sends data packet on axis, ∀ = 1, 2, ⋅ ⋅ ⋅ , ; • All on-axis 9 nodes repetitively relay incoming information to all next hop nodes; • For L-RNC, an off-axis intermediate node generates random coefficients for each round of encoding. The random coefficients are then permuted ( times) to encode the information transmitted on each of the outgoing edges; • For B-RNC, an off-axis node generates random coefficients to linearly encode incoming information. The encoded information is broadcast onto all outgoing edges; and finally, • For E-RNC, 2 random coefficients are generated each round to encode information transmitted onto each of the outgoing edges independently (as per [5] [6]). Corollary 1: For the -dimensional grid network, a source is located at origin and a destination is located offaxis at ( 1 , 2 , ⋅ ⋅ ⋅ ) (such that ∏ ∕ = 0). Let grid LB be the lower bound on the probability that can correctly recover all source information. When L-RNC is used, grid LB =
. Proof: To prove this corollary, we consider a more general case: random coefficients are generated for each round of encoding at each intermediate node. Each intermediate node groups the outgoing edges into hyperedges (1 ≤ < ), such that there are partial broadcasting transmissions (each onto a hyperedge); and the random coefficients are permuted times for encoding the information transmitted on the hyperedges.
For a -dimensional grid network, there are node-disjoint paths from to ; therefore, no matter how the broadcasting 8 In L-RNC without full-broadcasting, it is possible for a set of random coefficients to appear multiple times in the final decoding polynomial. As noted in the proof of Theorem 3.1 in the appendix, such coefficients would bear exponents larger than 1 and lead to a (slightly) lower feasibility probability than E-RNC or B-RNC, where each random coefficient appears only once in the final decoding polynomial. 9 Here, "on-axis" nodes refer to network nodes that have at least one zero coordinate coefficient, i.e., a node located at ( 1 , 2 , ⋅ ⋅ ⋅ ) is an "on-axis" node if its coordinate coefficients satisfy ∏ =1 = 0. Similarly, "off-axis" nodes refer to nodes whose coordinate coefficients are all non-zero. strategy is chosen at each intermediate node, an edge-disjoint network flow of capacity always exists. For the grid network, we can verify that when is located at ( 1 , 2 , ⋅ ⋅ ⋅ ), there can be at most ∑ =1 | | − 2 intermediate nodes that perform random encoding on each source-destination path. Thus, we have = ( ∑ =1 | | − 2). Also, we have = 1 and = max{ } = . Applying Theorem 3.1 (or Lemma A.2 in the Appendix) here, and we can obtain grid
The special cases of = and = 1 correspond to the lower bound on the feasibility probabilities for the L-RNC and B-RNC schemes, respectively. □ Based on Corollary 1, we see that for a grid network, B-RNC scheme achieves identical lower bound on feasibility probability as that of E-RNC (for the special case of = 2, this was reported earlier in [5] [6] ). That is, for a grid network, E-RNC is not required to achieve the theoretical maximum lower bound on feasibility probability 10 . Instead, B-RNC suffices to achieve this lower bound with only random coefficients (as compared to 2 coefficients for E-RNC) and 1 encoding process per round (as compared to ). On the other hand, for L-RNC scheme, which encodes information by permuting random coefficients, the performance bound is slightly worse than that of E-RNC and B-RNC. This slight performance deterioration is due to information dependencies that may be introduced by the re-use of coefficients. The advantage of L-RNC, however, is that it does not reduce achievable max-flow for general network topologies and has a feasibility probability bound only slightly lower than E-RNC. On the other hand, although B-RNC has an identical performance bound as E-RNC in this specific network, broadcasting can reduce network capacity in general topologies, which may not be desirable in many applications. The observations above are confirmed using both numerical and simulation results in Fig. 4 for a 3-dimensional grid network. Specifically, we plot the outage probabilities (i.e., grid O = 1 − grid feasible ) for L-RNC, B-RNC and E-RNC as functions of (symbol length). The upper bounds on such outage probability (derived from the result in Corollary 1) are also shown in Fig. 4 for comparison. The source, located at the origin (see Fig. 3 ), transmits three independent information processes to a destination located at (3, 3, 4) . For E-RNC, each intermediate node encodes each outgoing link individually with 3 × 3 = 9 random coefficients. When L-RNC is applied, in each round, an intermediate node generates 3 random coefficients and permutes them to encode each of 3 outgoing edges differently. We see that in such a 3-dimensional grid network, B-RNC indeed achieves almost identical performance to E-RNC. In comparison, L-RNC exhibits a slightly higher outage probability compared with the other two approaches. However, the performance gap is quite small, and the outage probabilities for all three schemes decrease approximately exponentially with the symbol length.
IV. CAPACITY-RELIABILITY TRADEOFF OF RANDOMIZED NETWORK CODING
When RNC is used, received packets may become unrecoverable at destination even when all network edges are errorfree. This is because the random combination performed at different network nodes can introduce dependencies among multiple packets and prevent full decoding at the destination. In this section, we consider how introducing transmission "redundancy" can be potentially useful in significantly improving data recoverability in RNC. That is, we show how we may be able to trade some of the capacity gains of network coding for additional reception reliability (i.e., improved feasibility) in a randomized setting.
Consider a certain network topology with network capacity (max-flow) of : If the source sends information at full capacity, all destinations will be able to recover all informa-tion processes with a feasibility probability lower bounded 11 by (4) . When a destination fails to accumulate enough degrees of freedom, i.e., when ′ = rank{G } < and an outage occurs, it is generally impossible to decode any of the received information processes. As a result, the source will have to retransmit all information packets. To reduce this (amplified) retransmission cost of outage, we pursue here the possibility of improving information recoverability at the destination by slightly reducing the source transmission rate.
To show that such a tradeoff between capacity and information recoverability can be made in RNC schemes, we first provide a measure of reliability gain when the source transmits below network capacity: Definition 4.1: (Reliability Gain for RNC) With RNC, when information can be reliably transmitted over edges, the reliability gain of RNC w.r.t. outage probability is defined as
where ℙ is the upper bound on outage probability when the source transmits at capacity and ℙ is the upper bound on outage probability when the source transmits at a reduced capacity , such that 12 
The concept of reliability gain here resembles (in a way) the concept of diversity [16] widely used in wireless communications; both describe criteria that measure the "relative" probability of recovering source information at the destination. The difference is that diversity is used to combat link failure due to wireless fading; RNC reliability gain is used here to reduce outage that arises from possible data dependency due to random combining, which can happen even when all network edges are reliable 13 . We now study the reliability gain for a multicast network in the following theorem:
Theorem 4.1: Consider a multicast network with reliable edges and a min-cut value of . The source transmits dependent information processes expanded by (1 < < ) independent information processes. These dependent information processes are formed such that any out of information processes transmitted by the source are independent of each other. obtained by deleting certain edges from , e.g., by deleting − edges in a max-flow cut, till a max-flow of is obtained.
Proof: See Appendix B. Theorem 4.1 provides a capacity-reliability tradeoff when a network of disjoint source-destination paths is used to transmit < independent information processes. Further, 11 Or equivalently, by a probability of outage that is upper bounded by one minus the probability in (4). 12 When = 1, each intermediate node can perform RNC without introducing local dependency; thus ℙ = 0. 13 That being said, it is possible to explore this tradeoff between capacity and reliability as a means to counter the impact of fading (i.e., unreliable edges) on the performance of RNC in wireless networks. We show in [17] that by scaling back the source transmission rate, higher feasibility can be achieved in a wireless network with fading links. it shows that the recoverability of randomly encoded information can be significantly improved by a slight decrease in transmission rate. Although the network outage probability can be reduced by increasing size of finite field 2 as well, arithmetic operations in a larger finite field are more complicated and may not always be desirable. In contrast, Theorem 4.1 provides an alternate way of improving network reliability with a small cost in network capacity. In fact, when either E-RNC or L-RNC is used, a reliability gain close to ( ) is usually achievable, depending on the specific network topology. We show this next for -dimensional grid network.
Corollary 2: When L-RNC is applied to the -dimensional grid-network with full broadcasting (i.e., B-RNC) and assuming the source transmits information processes that are linear combinations of (1 < < ) independent processes (i.e., = and = ), a reliability gain of = ( −1 −1 ) can be achieved.
Proof: For the network topology studied here, it is straightforward to show that = = 1. Also, from the definition of in Theorem 3.1, we have = ( ∑ =1 − 2) and = ( ∑ =1 − 2). Applying Theorem 4.1 yields
For L-RNC and E-RNC schemes, we can derive similar reliability gain from Theorem 4.1. □ As an example, we illustrate the tradeoff between reliability and capacity for a 3-dimensional grid network in Fig. 5 . Both theoretical upperbounds as well as simulation results are provided. In our simulation, we assume the destination is located at (3, 3, 4) . When full capacity is achieved, 3 independent information processes are transmitted by the source; when the network is operating at reduced capacity (of 2), the source transmits 2 independent information processes and 1 dependent process. We see that when the source transmits at reduced capacity, the outage probability exhibits a reliability gain of ( 3−1 2−1 ) = 2 when the size of the finite field is large. Note that the RNC reliability gain in Fig. 5 is seen as the increase (i.e., doubling) of the slope in the outage probability for large finite fields. We can also see from Fig. 5 that the actual outage probabilities for the 3-dimensional grid network are much lower than the corresponding theoretical upper bounds, both for full and reduced capacity transmission. This is to be expected since the theoretical results derived in Theorems 3.1 and 4.1 (and shown in Fig. 5 ) are upper bounds on outage probability (i.e., "worst-case" probability) for arbitrary multicast networks. When we choose a specific network topology (especially, a regular, small-scale configuration such as in our simulations), we can expect actual outage probability to be much lower than the upper bound. However, we see at the same time that the simulation results are asymptotically consistent with the theoretical results: Both exhibit an exponential decay in network outage probability with respect to the size of the finite field which is described by the length of each transmitted symbol.
We see here that a considerable improvement in feasibility probability can be achieved by trading off a small fraction of achievable capacity, which can be very desirable in error/delay sensitive applications. This is particularly so for networks with large max-flow. Nevertheless, we note that network coding was proposed to achieve the max-flow network capacity which may be otherwise unachievable in a general network. A severe reduction in capacity (for improved feasibility) may therefore be undesirable in ceratin scenarios; instead, a careful balanced decision should be made based on specific application.
V. CONCLUDING REMARKS AND FUTURE WORKS
In this paper, we first study randomized network coding based on an encoding scheme that uses a limited number of random coefficients. The tradeoff between the reduction of the number of random coefficients and the feasibility bounds of such L-RNC scheme is analyzed. Next, a distinct capacityreliability tradeoff for general RNC schemes is revealed and quantified. This tradeoff provides an alternate approach for improving recoverability of randomly-encoded information without using an excessively large finite field. In both cases, we illustrate applications of these tradeoffs in context of grid networks.
While the two tradeoffs are motivated by different design considerations in implementing randomized network codes, their outcomes may converge in some special scenarios. For example, in a network where source node is unaware of the exact max-flow capacity, it may adopt L-RNC and transmit at a rate that turns out to be below max-flow rate . If we make a cut much further down the network, i.e., after multiple tiers of relays, the edges across this cut could carry information that satisfy the conditions in Theorem 4.1. In such special cases, the outcome coincidentally mimics the capacityreliability tradeoff. That is, although conservative transmission below max-flow is motivated by unawareness of exact network connectivity, the process of RNC at intermediate nodes may produce reliability gains. It is worth pointing out therefore, that in some special circumstances, the two tradeoffs studied in this work do share a natural connection.
Finally we would like to note that the tradeoffs discussed in this paper carry important implications in wireless networks. For example, the tradeoff between capacity and reliability can be employed to reduce outage due to wireless fading channels. Additionally, the broadcast-RNC approach is a natural fit in the inherently-broadcasting nature of the wireless media. We continue this line of work in [17] and explore applications of these tradeoffs in wireless networks with fading and broadcasting edges. Furthermore, we are exploring [18] distributive network coding schemes which eliminate the need to encode at certain network nodes while maintaining max-flow capacity. APPENDIX
A. Proof of Theorem 3.1
We first present a lemma 14 that studies the upper bound of the probability that a polynomial over a finite field equals 0.
Lemma A.1: For a polynomial ( 1 , 2 , ⋅ ⋅ ⋅ ) over the finite field 2 of total degree , if the maximum exponent in any variable is ( < , < 2 ), the probability of equals zero is upper bounded by
Proof: Let be the largest exponent of in ( 1 , 2 , ⋅ ⋅ ⋅ ). The polynomial can then be written as = 1 1 1 + ℛ 1 , where 1 is a polynomial that does not contain terms of 1 and has degree no higher than − 1 and ℛ 1 is the "residue" polynomial of w.r.t. 1 1 . From the rules of deferred decision and Schwartz-Zippel theorem [19] , we then have Pr( = 0) ≤ Pr( 1 = 0)
(
Applying Schwartz-Zippel theorem [19] recursively, we obtain
1) When mod ( , ) = 0. The upper bound on Pr( ( 1 , 2 , ⋅ ⋅ ⋅ ) = 0) can be found by solving the integer optimization problem:
Problem (8) can be solved by induction. We assume the optimal solution to (8) is m * = { * 1 , * 2 , ⋅ ⋅ ⋅ * }. First, we inspect the case when the first constraint ∑ =1 ≤ is not binding (i.e., the optimal solution is obtained when ∑ =1 * < ). Then we can always find a feasible solution m = m * + , where = { 1 , 2 , ⋅ ⋅ ⋅ } and > 0, such that (m = m * + ) − (m = m * ) > 0. This contradicts the optimality of m * . Therefore, the first constraint must be binding and we have ∑ =1 = . Similarly, we can show that both ends of the second constraint must be binding, i.e. = 0 or = , ∀ . Therefore, the optimal (maximal) value of is achieved when exactly of take on the value of and the remaining take on the value of 0. It is easy to see that this optimal solution yields maximal value of = 1 − (1 − 2 ) .
2) When mod ( , ) ∕ = 0. Consider a polynomial ′ ( 1 , 2 , ⋅ ⋅ ⋅ ) in which is of the same maximum degree and ′ is of maximum degree ′ = ⋅ ⌈ ⌉ > . Again by Schwartz-Zippel Theorem [19] , we can show that
Combination of both cases concludes the proof of this lemma.
□ Now we consider a lemma that, when L-RNC is applied, represents a special (and simplified) case of Theorem 3.1.
Lemma A.2: For a multicast problem considered in Theorem 3.1, if = , ∀ ∈ ℐ, the probability that (A, F) is feasible is lower bounded by (1 − 2 ) ⌈ ⌉ .
Proof: Assume that each intermediate node in the network generates = |ℰ ( )| random coding coefficients for each round of relaying. The network has a max-flow of (if there are broadcasting edges, this max-flow is obtained w.r.t. the hyperedge). By max-flow min-cut theorem, we can show that [4] the flow solution for any destination in such a network contains edge-disjoint paths ℰ 1 , ℰ 2 , ⋅ ⋅ ⋅ , ℰ , ⋅ ⋅ ⋅ , ℰ , each connecting a different source process to . For a randomized network code (A, F) to be feasible (i.e., achieve the network capacity ), (3) must hold. This means that for the information packets received by , we must have 1) ≥ ,∀ ; and 2) the × matrix G can be reduced to a × matrix G ′ such that det(G ′ ) ∕ = 0, ∀ ∈ ℋ .
Let Θ ′ = det(G ′ ) be the determinant polynomial for the decoding matrix at the destination . Using similar arguments as those in [20] , we can show that Θ ′ ∕ = 0 if and only if Θ = ∑ |A |⋅ ∏ =1 (ℰ ) ∕ = 0, where ℰ is an edge-disjoint path from the source to destination ; A is a sub-matrix of A that maps x onto each path ℰ ; and (ℰ ) is the product of random coefficients along path ℰ . From the definition of , we see that Θ is a random polynomial of maximum degree . With L-RNC, each intermediate node will encode the |ℰ ( )| incoming information packets with |ℰ ( )| random coefficients and transmit onto edges (or hyperedges) 15 . Although at most one edge from each broadcasting set will appear in a flow solution, the same random coding coefficients { , , ℓ, } (generated at node ) can appear at most min( , ) times in the edge-disjoint paths. In this lemma, we assume = ≤ , ∀ 16 , therefore the maximum number of times that { , or ℓ, } can appear in Θ is 17 ′ = min( , ) = . Thus, Θ is a polynomial of at most degree , in which the maximum exponent of a random variable is .
With multiple receivers, the condition under which all receivers can decode all source processes is Θ ℋ = 15 We implicitly assume that ≤ ! (factorial of ), such that the encoding coefficients associated with different broadcast sets are obtained using non-repetitive permutations of the random coefficients, as per the definition Definition 2.1. 16 The relaxation of this assumption will give similar results but will involve more special cases to consider. 17 Moreover, in the worst-case scenario (although with low probability), the non-repetitive permutations of = |ℰ ( )|×|ℰ ( )|− can still have the recurrence of a specific random variable (in the final decoding polynomial) a maximum of min( , ) = times. Also, since |ℰ ( )| ≥ , we can conclude that the final decoding polynomial remains a polynomial of maximum order w.r.t. a specific random variable for any ≤ |ℰ ( )|×(|ℰ ( )|−1).
C ∏ ∈ℋ Θ ∕ = 0, where C is a constant number and Θ ℋ is the total determinant polynomial. From the properties of Θ , we see that Θ ℋ is a polynomial over 2 of maximum degree in random variables { , ℓ, } and the largest exponent of the random variables is . Using the result of Lemma A.1, we can derive the lower bound on the feasibility probability, i.e., the lower bound on Pr(Θ ℋ ∕ = 0) to be
This gives the feasibility probability for a multicast network when L-RNC is used. □ With Lemma A.2, we can now complete the proof of Theorem 3.1. Recall that = |ℰ ( )| denotes the number of outgoing links from node . Using the result in Lemma A.2, we can immediately show that Case A: If | , ∀ , let 2 > ≥ 1, we can define a function Ϝ(⋅) to be Ϝ( , , ) ≡ (1− 2 ) . Taking the derivative w.r.t. , we would have ∂Ϝ ∂ = ⋅ Ϝ( , , ) ⋅ ( , ), where
It is straightforward to show that ∂ 1 < 0 and ∂ 2 ∂ > 0; therefore, we have < 0, for any value of { , , } considered in this problem; and that Ϝ( , , ) is a monotonically decreasing function of . This conclusion (derived for a continuous ) also holds for integer problem in which is replaced by . Therefore, the feasibility probability in this case is lower bounded by (1 − 2 ) . Case B: If ∤ , ∃ , we again define Ϝ 2 (⋅) to be Ϝ 2 ( , , ) = (1 − 2 ) ⌈ ⌉ . Unfortunately, Ϝ 2 (⋅) is not strictly monotone 18 w.r.t. , due to the existence of the integer ceiling function. Thus, we can only lower bound the feasibility probability by inf{(1 − 2 ) ⌈ ⌉ : ∈ + , ≤ }.
The combination of both cases concludes the proof.
B. Proof of Theorem 4.1
In the following Lemma, we first consider the how outage probability can be reduced when a network with one single receiver is operating at reduced capacity .
Lemma A.3: Consider a single-receiver network with reliable edges and min-cut value of . Assume that the source transmits at reduced network capacity as stated in Theorem 4.1. When E-RNC is used, the probability that the receiver fails to recover all independent source processes is ℙ = ( 1 − (1 − 1 2 ) ) Γ ; when L-RNC is used and |{ , },
) Γ , where Γ = ( ) .
Proof: First we consider the scenario where L-RNC is applied. By max-flow min-cut theorem, any feasible flowsolution for a network of capacity comprises disjoint source-receiver paths and therefore |ℰ ( )| ≥ at the receiver . Now consider the case when |ℰ ( )|= (if |ℰ ( )| > , we can always reduce the network to an equivalent network such that |ℰ ( )| = ). In this case, the decoding matrix can be written as G = [g 1 , g 2 , ⋅ ⋅ ⋅ , g ]. If we arbitrarily delete − edges from ℰ ( ), the network capacity is immediately reduced to , and (by definition) there must exist disjoint source-receiver paths in this reduced network. The receiver now has a new decoding matrix G ′ = [g ′ 1 , g ′ 2 , ⋅ ⋅ ⋅ , g ′ ] and we have from Theorem 3.1 that the upper bound on the outage probability for the reduced network is =
. Since every nonrepetitive choice of deleting − of the edges from ℰ ( ) will result in a distinct flow-solution of capacity and since all information transmitted across the network is expanded by independent source information, the outage probability that cannot recover all information processes is simply ℙ =
) Γ , where Γ = ( ) . For the scenario when E-RNC is applied, we can similarly prove that ℙ = ( 1 − (1 − 1 2 ) ) Γ . □ We now consider the reliability gain for multicast networks with multiple receivers ∈ ℋ . If the source transmits at a reduced capacity of , an outage occurs when any one of the receivers fails to recover all independent source processes. The RNC reliability gain in this case can be computed from (5) ) log 2
When E-RNC is used, we can similarly show that a reliability gain of = ⋅ ( ) can be achieved.
