We propose different graph-theoretical algorithms to partition a set of digitized lines into parallel groups, i.e., subsets in which each line is parallel to the other lines in the subset. The slope of a digitized line is not a fixed real number, but is represented by an interval. Likewise, the parallel relations of a collection of lines is represented by an interval graph. The extraction of parallel groups is then equivalent to the detection of cliques in the interval graph. We also consider other partitioning methods, for example, methods based on minimum dominating sets, and on simplicial elimination orderings. In addition, we compute the number of ways in which we can divide a set into parallel groups.
Introduction
In this paper we consider the graph-theoretical properties of digital parallelism, that is, parallelism as it has been defined for subsets of the digital plane Z Z 2 . In particular, we consider the problem of partitioning a set of digital straight line segments into parallel groups. This problem is part of the general line grouping problem as it is known in computer vision [14] . Our definition of digital parallelism comes from previous work, in which also definitions were given for digital collinearity and digital concurrency [16] .
By the process of digitization subsets of the Euclidean plane IR . Any digital version of a geometric property must cope with this uncertainty. Among geometric properties in the digital plane, digital parallelism stands out as the most manageable concept, as it involves only the uncertainty of one parameter, i.e. slope, which for digital straight line segments is not determined by a fixed number, but by a real interval. On the other hand, the digital version of parallelism is more involved than its Euclidean counterpart. Digital parallelism is not an equivalence relation, but a Helly-type property [16] . To Any algorithm that extracts geometric structure from a digital image must take into account the uncertainty of the position of the original objects. The main cause of the uncertainty is the digitization process itself. However, the notion of position and parameter uncertainty can be extended to model other aspects of image processing. For example, we may include into our model the localization errors introduced by an edge detection algorithm, and also the possible errors introduced by the algorithms that group edge pixels into straight line segments, e.g., the RANSAC technique, or the Hough Transform [3, 7] . In fact, uncertainty can even be an artificial parameter, e.g., to detect in an image the vanishing points of a perspective projection, a first step is to extract groups of lines that are "almost" parallel. In this view, digital geometry is an example of an uncertain geometry, in which we develop geometric properties for points and lines whose positions and slopes are not known or do not have to be known exactly.
Uncertain geometry is strongly linked to graph theory. In Euclidean geometry grouping lines into parallel classes is rather trivial, as Euclidean parallelism is an equivalence relation. In a digital image uncertainty on pixel positions causes uncertainty on the slopes of lines, and parallelism is no longer an equivalence relation. We must find partitions that "resemble" equivalence classes. In this work we explain how this problem can be reformulated as finding groups of lines that resemble cliques in a graph that represents the parallel relationships. It should be emphasized that this reformulation is only possible because parallelism in the digital plane is a Helly-type property: a collection of lines is digitally parallel if each of its pairs of lines is digitally parallel [16] . That is, the Helly-type property holds for the entire collection as soon as it holds for each of the collection's n-membered subcollections, where n = 2. As a result, digital parallelism is completely determined by binary relations, which can represented in 2-uniform hypergraph, that is, an ordinary graph. To represent digital collinearity and digital concurrency as they are defined in [16] we need a 3-uniform hypergraph, which is a far more complicated structure.
In the approach proposed here, the uncertainty of point positions is modeled by defining for each point a small uncertainty region in which the point can lie, without knowing its exact position. This may be compared to the more general approach as advocated by Durrant-Whyte and others where one defines for each position a probability distribution [1] . These distributions are then used to derive new geometric distributions, e.g., for the parameters of a line passing through two points. By contrast, instead of computing precise distributions, we only calculate in which region a distribution is non-zero. The advantage of this simplification is that we can go much further in the extraction of geometric information, without computing complicated probability measures. By comparison, also Lowe makes simplifying assumptions regarding the distribution of lines in an image and introduces an empirical significance measure for parallelism [10] . Lowe's interesting view is inspired by concepts from perceptual organization, but it remains empirical, without a strict formal introduction of uncertainty, and without the intention of systematically developing a theory of uncertain geometry.
One of the advantages of using uncertainty regions is that we can formulate the grouping of lines into parallel groups as a combinatorial optimization problem. In this work we examine two distinct optimization criteria. Each criterion specifies how much parallelism is required in a group of parallel lines. Thus, we may require that each group consists of lines that are all parallel to each other, or we may impose the weaker requirement that it suffices that each group contains at least one line to which all other lines in the group are parallel. The solution of an optimization problem may not be unique. We will also look at the number of ways lines may be grouped into a minimum number of parallel groups, measuring hereby the uniqueness of the optimal grouping.
In Section 2 we give a brief overview of the concepts of digital straightness, collinearity, parallelism, and concurrency. Section 3 introduces the so-called graph of parallel pairs, which represents all parallel relations between line segments. In Section 4 we propose two algorithms to extract groups of parallel line segments. The first algorithm defines groups as cliques. The second algorithm uses dominating sets to extract groups of parallel lines. We also discuss the geometric meaning of both group extraction approaches. In Section 5 we introduce simplicial elimination orderings to find multiple optimal groupings. Simplicial elimination orderings are also needed in Section 6 when we compute in how many ways a set of lines can be partitioned into k groups of parallel lines. This is equivalent to the computation of the chromatic polynomial of a comparability graph. The basic idea of the algorithm in Section 6 is to triangulate the comparability graph by adapting the boundaries of the slope intervals. We conclude the paper in Section 7.
Geometry in the digital plane
In this section we briefly review results obtained in previous work [16, 15] . Since image pixels lie on a rectangular grid, we assume that all pixels are part of the digital plane, although this is not strictly necessary for what follows. The digital plane Z Z 2 consists of points that have integer coordinates. A digital set S is a subset of the digital plane.
Several issues have influenced the development of mathematical discretization schemes. For computer generated images discretization schemes are used to obtain a digital representation of a Euclidean object. For natural images they provide a simplified model of the complicated discretization process of digital image formation, i.e., a model for a CCD camera. Finally, for natural as well as computer images, the discretization scheme can be used to examine the inverse process, i.e., given a digitized image, how can we reconstruct the original image and the geometric structure contained within it?
In this paper we are mostly interested in the last problem. During discretization the precise knowledge about position of geometric objects is lost. Or in other words, given the digital image we are uncertain about the position of objects in the original image. We shall model this uncertainty by an uncertainty region that we associate with each grid point. The discretization process that coincides naturally with this notion of uncertainty is the discretization by dilation scheme developed by Heijmans and Toet [6] . Let U denote a set in IR
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, let A be a second subset of IR 2 , called the structuring element, and let A p be the translate of A by p. Then the discretization by dilation of U consists of all points p ∈ Z Z 2 for which A p ∩ U is non-empty [6, 12] . Conversely, if p is a point of the discretization of U , then the set A p contains at least one point of the original set U . Thus, the structuring element A p coincides with our notion of an uncertainty region associated with p.
To simplify the exposition, we restrict ourselves to one particular form of discretization by dilation, that is, we use a simple variant of grid-intersect discretization. To model the uncertainty of its position, for each digital point p = (x, y), we introduce as translate of the structuring element the vertical line segment C x p (τ ), which comprises all points (x, b) ∈ R 2 that satisfy y − τ /2 ≤ b < y+τ /2. Here τ is a positive real number, called the acceptable thickness. Up to a certain multiplication factor, this notion of acceptable thickness coincides with Réveillès's notion of arithmetical thickness of a discrete straight line [11] . Fig. 1 shows several digital sets, the vertical uncertainty regions C x p (τ ), and continuous straight lines that cut these segments.
Definition 1 A digital set S is called digitally straight if there is a continuous straight line that cuts all the uncertainty regions C
We call a digital set which is digitally straight also a digital straight line segment. Often one chooses τ = 1, and imposes additional connectivity constraints for digital straight line segments, but these constraints are of no concern here. In what follows the algorithms that we will formulate will first be restricted to digital sets for which there is a continuous line with slope |α| < 1 that cuts all the uncertainty regions. The adaptation of the algorithms so that they can cope with slopes |α| ≥ 1 will be discussed in a separate section.
Definition 2 Let S 1 , . . . , S n be a finite collection of finite digital sets that are digitally straight, and let A i denote a Euclidean straight line. We define the following digital geometric properties, illustrated in Fig. 1 If we have n lines in the Euclidean plane we know that we can determine whether all lines are parallel simply by examining n − 1 distinct pairs. In the digital plane, however, according to Theorem 3 we must examine all possible pairs. Nonetheless, this is a powerful result, since we can derive a property of the entire collection by examining pairs of lines. Similar properties also hold for digital collinearity and digital concurrency [16] .
Although we focus in this paper mainly on graph-theoretical results, we give a brief overview of the geometric algorithms that are needed to determine whether a pair of lines is digitally parallel [15] .
Definition 4 Let S be a finite digital set that contains at least two points with distinct x-coordinates, and let τ be a chosen acceptable thickness with 0 < τ . Then the domain of S, denoted as dom x (S; τ ), is the set of all parameter points (α, β) ∈ IR 2 that satisfy the following system of inequalities:
In other words, the domain contains the parameters of all the Euclidean lines that cut the vertical segments of S. In general, the domain of a large and sufficiently elongated set is small, since the parameters of the lines cutting all these segments can vary only within a small range. Consider for example the collection of digital sets representing lines in Fig. 2 , whose domains are shown in Fig. 3 , for an acceptable thickness τ = 2. The long line segment O has a small domain, while the short segment K has a large domain. In fact, since each point of a set corresponds to two halfplanes in the parameter space, the domain of a large set is the intersection of a large number of halfplanes, and, in general, it will therefore be small. Furthermore, a domain of a digital set with N points is a convex bounded set, and can be computed in O(N log N ) time as an intersection of 2N halfplanes [15] . When we let τ vary, a domain gets larger for increasing values of τ . If the acceptable thickness is too small, however, the domain of a set will be empty. For given set S, let D ⊂ IR be the set of acceptable thicknesses for which the domain of S is non-empty. The thickness of S is defined as the infimum of D [16] . To reformulate the digital geometric concepts of Definition 2 in a form more suited for computation, we need one more notion, i.e., the projection of a domain upon the α-axis in the (α, β) parameter plane. For a subset S of IR 2 , let π α (dom x (S; τ )) denote the interval that results by projecting the domain of S upon the α-axis. This interval has the following geometrical meaning: π α (dom x (S; τ )) is equal to the open interval ]α 1 , α 2 [, where α 1 is the infimum of the slopes of the Euclidean lines that cut the vertical uncertainty regions C x p (τ ) of the points in S, and where α 2 is the supremum. Fig. 4(a) shows the slope intervals that result by projecting the domains in Fig. 3 upon the α-axis. It follows almost immediately that two lines are digitally parallel if and only if their slope intervals have a non-empty intersection [16, 15] . If all points in S have distinct x coordinates, the slope interval ]α 1 , α 2 [ can also be computed in more direct, but less efficient way. If we use the Fourier-Motzkin-Kuhn method (see [8] or [13] ) to eliminate β from the inequalities (1), we find that : 
Graph of parallel pairs
Given a set of digital line segments we represent the parallel relations in a graph of parallel pairs as shown in Fig. 4(b) . In this graph, each vertex represents a digital line segment, and two vertices are connected by an edge if the corresponding lines are digitally parallel. Theorem 3 remains essential here, since it allows us to conclude that any complete subgraph (or clique) is digitally parallel, i.e. the cliques GJKL and GJKM in Fig. 4 (b) correspond to subsets of parallel lines, e.g., we have
Or in other words, due to the Helly-type nature of digital parallelism, we can represent digital parallelism as a collection of binary relations, from which all other parallel relationships can be derived.
Before proceeding we briefly review some graph terminology, for which we follow West [18] . Let G be a simple graph, i.e, a graph that contains no selfloops or double edges. An independent set is a set of vertices that does not contain any pair of adjacent vertices. A dominating set is a set of vertices such that each vertex in G is adjacent to at least one vertex in the dominating set. A vertex cover is a set of vertices such that each edge in G is incident with at least one vertex in the vertex cover. A coloring assigns an index to each vertex so that two adjacent vertices always receive distinct indices. An optimal coloring uses a minimum number of indices, i.e., the chromatic number of the graph. A graph is perfect if each of its induced subgraphs has a chromatic number equal to the size of its largest complete subgraph. A graph is chordal if every cycle of length four or larger has a chord, that is, an edge not belonging to the cycle and connecting two vertices of the cycle.
In the graph of parallel pairs, two vertices are adjacent when the slope intervals of the two lines intersect. Therefore, this graph falls into the category of interval graphs. The complement of an interval graph belongs to the category of comparability graphs. A graph G is a comparability graph if there is a partial ordering for the vertices such that v 1 v 2 is in the edge set of G if and only if the two vertices are comparable. For the complement of an interval graph we can use the following partial ordering relation: two intervals with a common non-empty intersection are incomparable; for two disjoint intervals I 1 and I 2 , we let I 1 < I 2 when the supremum of I 1 is less than or equal to the infimum of I 2 .
Interval graphs are chordal [18] , but the comparability graphs that are their complements may not be chordal. Interval graphs as well as comparability graphs are perfect [18] , which has important consequences from the computational viewpoint. In general, finding an optimal coloring, a minimum dominating set, a minimum vertex covering, minimum clique covering, or maximum independent set are NP-hard problems for graphs in general [5, 18] . For a perfect graph, however, each of these sets and coverings can found in polynomial time [5] . Interval graphs possess even stronger properties, and the above structures can often be found in linear time.
As for the extraction of geometric structure from digital images, computational issues cannot be neglected, as a digital image may contain up to thousands of line segments. In fact, the large time complexity of graph algorithms has often been the major obstacle for applying these algorithms to extract geometric structure from realistic images [2] . For example, the perceptual grouping algorithm proposed by Lowe ( [10, 14] 
Line grouping
In Euclidean geometry a graph of parallel pairs consists of disjoint cliques. Since in the digital plane parallelism is not an equivalence relation we must look at techniques that extract subgraphs that are similar to cliques, and in this way approximate the equivalence relation of Euclidean geometry. Fig. 5 shows an application, where long lines with slope intervals between -1 and 1 have been extracted from the image of a building. Fig. 5(b) shows the graph of parallel pairs for τ = 2. In this particular application we want to detect automatically some of the vanishing points in the image. The idea is to look for three or more lines that meet at a common point and whose slopes are almost equal. To reduce the number of possible combinations, one of the essential steps is to extract good candidate groups of lines that are almost parallel. We shall formulate the extraction of groups of parallel lines from the graph of parallel pairs as a combinatorial optimization problem. In fact, many hard problems in graph theory are problems in combinatorial optimization [5] . For example, we may partition a graph into a minimum number of cliques, color it with a minimum number of colors, or extract an independent set of maximum size. In uncertain geometry each of these graph-theoretical optimization problems corresponds to a geometric optimization problem. For example, if we extract a maximum independent set from the graph of parallel pairs, then this corresponds to a maximum subcollection of digital lines without parallel pairs. Similarly, if we color the graph with a minimum number of colors, then this is equivalent with dividing the collection of lines into a minimum number of subcollections such that each subcollection contains no parallel pairs of lines. Table 1 gives an overview of problems in graph theory and their geometric equivalent.
Since in this paper we focus on parallel line grouping, we propose two combinatorial algorithms that can be used to partition a graph of parallel pairs into subgraphs which are or which resemble cliques. Each algorithm solves some kind of optimization problem. The two optimization algorithms produce different results for the amount of parallelism that remains within each subgraph. The first algorithm looks for a minimal number of groups in which parallelism is maximal, that is, each line in the group must be parallel to each other Table 1 Combinatorial optimization problems and their geometric equivalents group member. This is the strongest form of parallelism that can be required in a group. It corresponds to a minimum clique partitioning. By contrast, we can also look for groups with a small degree of parallelism, by extracting the connected components of the graph. The second algorithm that we propose, however, imposes a more useful requirement. It looks for groups in which there is at least one member to which all other lines are parallel. This corresponds to finding a minimum dominating set.
Line grouping based upon minimum clique partitioning
Covering the graph of parallel pairs by a minimum number of cliques is equivalent to finding an optimal coloring of its complement, which is a comparability graph. The algorithm that we propose here is a modification of an existing coloring algorithm that uses the partial ordering induced by a comparability graph (see [18] , page 201). Here we use the fact, however, that the compa-rability graph considered is the complement of a known interval graph, and that the partial ordering can be derived directly from the intervals. Each line
. . , ]a n , b n [ the intervals be sorted according to their lowest boundary a i and assume that we have reassigned indices such that a i ≤ a j whenever i < j. Note that the ordering of this sequence is not unique. Furthermore, the intervals induce an ordering on the complementary graph. To be precise, we let S i < S j whenever the slope intervals do not intersect and we have b i < a j .
Algorithm 1 Partitioning into parallel subsets (Equivalent to optimal coloring of complement of interval graph).
We start by selecting from the sorted sequence the interval B 1 =]a j , b j [ for which b j takes a minimum value. To this interval and to all the intervals that intersect it we assign the first color, and we remove these colored intervals from the sequence. We then proceed iteratively by assigning the ith color to the interval B i =]a k , b k [ for which b k takes the minimum value in the remaining sequence and to all the intervals that intersect it.
Proposition 5 Algorithm 1 yields a partitioning into a minimum number of cliques.
PROOF. We must show that the algorithm produces a valid coloring for the complement of the interval graph. In fact, we claim that the intervals are only assigned the same color when their common intersection is non-empty. After assigning m colors, let ]a k , b k [ be an interval for which b k takes a minimum value in the remaining sequence. Then the real number b k must lie in or must be a supremum of all those intervals in the remaining sequence that intersect ]a k , b k [, since otherwise b k would not be a minimum. Thus, all intervals that are in the same coloring class have a common non-empty intersection. As a result they are all mutually incomparable, and therefore they form an independent set in the comparability graph. The coloring is also optimal, since if the algorithm uses m colors then there are at least m mutually disjoint intervals, or in other words, there is a clique of size m in the comparability graph.
In addition, after coloring the vertices, if we select one vertex of each color, then it is clear that we obtain a maximal independent set, that is, an independent set that cannot be extended further. That this independent set is also the largest possible follows from the Perfect Graph Theorem, according to which the maximal size of an independent set of a perfect graph is equal to the minimum number of colors needed to color its complement. Fig. 4(a) shows the slope intervals of the lines in Fig. 2 . If we restrict ourselves to the lines of the largest connected component of Fig. 4(b) , we find the following partitioning: {H, F }, {O}, {N, K}, {M, G, J}, {L}. This corresponds to a coloring of the complement of the graph of parallel pairs. Since we have a minimum number of color classes, Algorithm 1 yields a partitioning into a minimum number of classes of parallel lines, or in other words a minimum clique partitioning of the interval graph. The lines {H, O, N, M, L} form a maximum independent set. Example 7 Figure 6 shows a more involved example. From the picture of a building we have extracted the 25 longest lines of slope |α| > 1. The interval graph is shown in Figure 6 (c). When we use Algorithm 1 to partition these lines into a minimum number of cliques, we find the seven parallel groups labeled 1..7 shown in Figure 6 (b).
Example 6
Algorithm 1 also has a geometric interpretation. Consider the following problem: Given a collection of digital straight line segments, find as few Euclidean lines as possible such that each digital line segment has a preimage parallel to at least one of the Euclidean lines. Algorithm 1 finds such Euclidean lines by iteratively selecting from the collection a digital segment S i such that for any other segment there is a preimage that has a slope at least as large as the slopes the preimages of S i can have. The segments digitally parallel to S i then form a parallel group. For this group there is a Euclidean line such that all segments in the group have at least one preimage parallel to the Euclidean line.
Line grouping based on a minimum dominating set
A partitioning into a minimal number of parallel sets may not always yield a result that corresponds well to what humans perceive as natural groups of parallel lines. Consider the example in Fig. 7 . If we apply Algorithm 1, we find the following partitioning: {A, B}, {C, D, E}, {F }. The symmetry apparent in the graph of parallel pairs and the intervals does not occur in the grouping. We now propose a second technique that requests less parallelism in the groups, and often leads to more natural results. It is a covering based on a minimum dominating set of the graph. Recall that a set of vertices is dominating if each vertex is adjacent to at least one vertex in the dominating set. We shall group the line segments such that each group contains one vertex of a dominating set and all its neighbors. Thus, in each group there will be a line to which all other lines in the group are digitally parallel. Note that distinct groups may not be disjoint.
Let S denote the set of intervals, and assume that the intervals ] a 1 , b 1 [, . . ., ]a n , b n [ have been assigned indices according to an ordering on their lower boundaries, i.e., a i ≤ a j whenever i < j. takes a minimum value. We look in the sorted sequence for
Proposition 8 Algorithm 2 yields a minimum dominating set for the interval graph of the intervals in S.
PROOF. Clearly, the resulting set D is a dominating set, since it includes for each interval at least one interval that intersects it. Furthermore, the dominating set has minimum size, which can be seen as follows. Let Fig. 4(a) , then we find {F, K} as a minimum dominating set. This dominating set yields the following grouping: {F, O, N, H} and {K, L, M, J, G, N }. Note that the line N belongs to both groups, as it is parallel to F as well as K. Although this grouping is not a partitioning, it leads to a more natural result than the minimum clique partitioning of Algorithm 1.
One may expect that the dominating set method generally produces fewer groups than a minimum clique partition, which is indeed the case. The following properties hold for any graph: (i) An independent set is a dominating set if and only if it is maximal; thus, the size of a minimum dominating set cannot be larger than the size of a maximum independent set; (ii) Any vertex cover is a dominating set; thus, the size of a minimum dominating set cannot be larger than the size of a minimum vertex cover; (iii) The complement of an independent set is a vertex cover. Hence the following relation follows: #(minimum dominating set) ≤ min (#(maximum independent set), |S| − #(maximum independent set)) .
For example, for the complete graph K n , the size of a maximum independent set is 1, and a minimum vertex cover has size n − 1. For the star shaped graph, defined as the graph with n vertices where there are only edges between one central vertex and each other vertex, the size of the maximum independent set is n − 1, and the size of a minimum vertex cover is 1. In both cases, however, the size of a minimum dominating set is 1.
Grouping lines with slope |α| > 1
According to Definition 2 a collection of digital straight line segments is digitally parallel if there is a collection of parallel Euclidean lines, where each line cuts all the uncertainty regions of the points of a particular segment. Thus digital parallelism is defined independent of the slopes of the line segments. However, to simplify the computation of the domain, we have introduced anisotropic uncertainty regions C x p (τ ), and we have restricted the line grouping algorithms to lines with slope |α| < 1. We now examine how we can group lines of arbitrary slope.
The most simple approach is to have two separate grouping processes, one for slopes |α| < 1, and one for slopes |α| ≥ 1. Suppose that for a given digital straight line segment S we find that |α| > 1, for each α ∈ π α (dom x (S; τ )). We can then interchange the role of the x and y-axis. To be precise, for a given point p = (x, y) we use an uncertainty region C y p , which comprises all points (a, y) satisfying x − τ /2 ≤ a < x + τ /2. The domain dom y (S; τ ) is defined as the set of all parameter points (γ, β) ∈ IR 2 that satisfy the inequalities
Thus we have two separate grouping processes, where one process acts in the αβ-plane and uses domains of the form dom x (S; τ ), while the other process uses domains of the form dom y (S; τ ) in the γβ-plane. However, the grouping produced by the two separate processes may not be optimal, since we have divided the segments into two classes which may not coincide with the partitioning of an optimal grouping. Therefore, we sketch a more general, but also more involved approach. In [16] the generalized domain of a given set S is defined as
The intersection of dom(S; τ ) with the plane γ = −1 corresponds with the domain dom x (S; τ ), which we have used up to now. Likewise, the intersection of dom(S; τ ) with the plane α = −1 corresponds with dom y (S; τ ). Let π γβ (dom x (S; τ )) denote the (non-orthogonal) projection of the set dom x (S; τ ) upon the α = −1 plane, with the origin as the projection center. Likewise, we let π αβ (dom y (S; τ )) denote the projection of the set dom y (S; τ ) upon the γ = −1 plane, also through the origin.
One can show that for almost all digitally straight line segments there is a preferred choice of the kind of uncertainty region that must be used to model the uncertainty of its points. In particular we can show that we either have π αβ (dom y (S; τ )) ⊆ dom x (S; τ ) or π γβ (dom x (S; τ )) ⊆ dom y (S; τ ) [16] . If for example π αβ (dom y (S; τ )) ⊆ dom x (S; τ ) then the obvious choice is to choose the C x p (τ ) as uncertainty regions, and dom x (S; τ ) as the domain. Once the domains have been chosen, we can determine which pairs of segments are digitally parallel. We can show that two segments S 1 and S 2 are digitally parallel if and only if
where we have chosen the most appropriate domain for each segment, i.e., p i can be x as well as y. In fact, we can show that (2) holds if and only
Hence, the grouping process can take place either in the αβ-plane or in the γβ-plane.
Thus, without loss of generality, we can use intervals in the αβ-plane of the form π α (π αβ (dom p 1 (S 1 ; τ ))). With these intervals algorithms 1 and 2 will find optimal solutions, provided we make some small adaptations. First, we must find a slope α sep that does not lie in any of the slope intervals. As will be shown in an example later in this work, even in an image with many straight line segments, such a separating slope α sep exists provided the segments are not too small, and τ is not too large as compared to the segment lengths. Next, instead of starting from the leftmost interval, the algorithms must start grouping the intervals with slopes larger than α sep . Furthermore, the algorithms must be adapted so that they can handle intervals that contain the point at infinity. In fact, for segments that are almost vertical the projection π α (π αβ (dom y (S; τ ))) will consist of two sets of the form ]a, ∞), and (−∞, b[. The algorithm must handle these sets as if they were one interval. Alternatively, we could add the point at infinity and thus replace the real line by its compactification. Grouping the slope intervals then becomes equivalent to grouping intervals on a circle. Finally, if α sep does not exist, then one can still obtain an optimal result provided the algorithm runs several times with different intervals as starting point.
Line grouping from simplicial elimination orderings
Algorithms 1 and 2 use an ordering relation for the intervals. In both algorithms we repeatedly look for the interval that has the smallest upper boundary b i in the remaining sequence of intervals. In Algorithm 1 this ordering is used to find a maximum independent set, as well as a minimum clique covering. In this section we introduce a more general kind of ordering derived from the simplicial elimination ordering of a chordal graph. Our first goal is to find more than one maximum independent set. Since a maximum independent set is the equivalent of a maximum set of non parallel lines, each simplicial elimination ordering will give us another way to select this maximum set. On the other hand, we will use simplicial elimination orderings also to compute the chromatic polynomial of the complement of the graph of parallel pairs. With the chromatic polynomial we can compute the number of ways in which we can divide a collection of digital lines into k parallel groups. The following definition is taken from West [18] . The following result is well-known [18] .
Theorem 11 A graph G is chordal if and only if Algorithm 3 removes all vertices.
With Algorithm 3 a simple elimination ordering can be found in polynomial time.
Let n(G) be the number of vertices of G. Each vertex has at most n(G) neighbors, so that we can verify in O(n(G)
2 ) time whether a vertex is simplicial by checking whether all the edges needed to form a complete subgraph are present. Furthermore, we must examine at most n(G) vertices before we detect a simplicial one, and we must find n(G) simplicial vertices before we have a complete elimination ordering. It follows that Algorithm 3 has polynomial time complexity. However, Algorithm 3 does not provide the most efficient way to determine whether a graph is chordal. A more efficient recognition algorithm exists, i.e., the Maximum Cardinality Search algorithm, which can be found in West [18] .
We now introduce a more general method to find maximum independent sets. We describe a technique proposed by Gavril [4] . Let v 1 , . . . , v n be a simplicial elimination ordering of the graph G, and let Algorithm 4 Maximum independent set and minimum clique covering for chordal graphs. We construct a set S = {y 1 , . . . , y k } as follows. We set y 1 = v 1 , and we delete N (y 1 ) from the sequence v 1 , . . . , v n . Then we proceed iteratively; we add the leftmost vertex y j of the remaining sequence to the set S, and remove all vertices in N (y j ) from the sequence. The algorithm terminates when the sequence is empty.
The following result was proven by Gavril [4] .
Proposition 12 Algorithm 4 produces a maximum independent set S = {y 1 , . . ., y k } for G. Furthermore, the sets y i ∪ Q(y i ) form a minimum clique covering.
Algorithm 4 yields multiple maximum independent sets if we combine it with Algorithm 3. In fact Algorithm 3 can be used not only to find one simplicial elimination ordering, but several such orderings. It suffices to list at each iteration step all the simplicial vertices that can be eliminated at that step. Each simplicial vertex gives rise to a different subsequence. Using Algorithm 4 with the ordering O, H, F , N , M , G, J, K,  L, we find S = {O, H, N, M, L}. In addition, the sets {O, F }, {H, F }, {N, K} , {M, G, J, K}, {L} form a minimum clique covering.
Example 13
Two particular simplicial elimination orderings can easily be derived from the ordering of the intervals. It follows that if we order the intervals according to increasing b i , we have a simplicial elimination ordering. In fact, this is exactly the ordering that is used by Algorithm 1. Similarly, if we order the intervals according to decreasing a i , we have a second simplicial elimination ordering. However, not all maximum independent sets can be found by the use of simplicial elimination orderings. Figure 8(a) shows a counterexample. If we apply Algorithm 4 to the intervals in Figure 8 (a), we find that the intervals D, E, and F form a maximum set. The intervals A,B,C are also mutually disjoint, and therefore also form a maximum independent set. None of the intervals A,B, or C corresponds to a simplicial vertex. Hence, Algorithm 4 will never produce the intervals A,B, and C as an independent set. On the other hand, Figure 8(b) shows a partitioning into a minimum number of cliques, which also cannot be produced by Algorithm 4. 
Geometric interpretation of simplicial vertices
Suppose we want to solve the following geometric problem: Given a set of digital straight line segments, select a segment S such that all the segments that are digitally parallel to S are also parallel to each other. To solve this problem it suffices to determine a simplicial vertex in the graph of parallel pairs. The neighborhood of such a vertex induces a clique in the graph of parallel pairs.
Also a simplicial construction ordering has a straightforward geometric interpretation. We can construct a collection S of digital straight line segments in the following way. Given a partially constructed collection S , we select in this collection a subcollection of lines that are all digitally parallel. Then we extend the collection by adding a digital line segment that is parallel to the selected subcollection, but that is not parallel to any of the lines that are not part of the selected subcollection. We may then proceed iteratively by selecting in the extended set a new subcollection, and adding a new line segment parallel to the lines of the subcollection, but not to the other lines. According to Theorem 11 any set of digital straight line segments can be constructed in this way, that is, by iteratively adding lines to digitally parallel subcollections according to a simplicial construction ordering.
Enumerating parallel partitions
Algorithm 1 yields a partitioning into a minimum number of cliques. In general this partitioning is not unique. By using simplicial elimination orderings we can construct many other minimum clique partitionings. In this section we shall enumerate the number of ways in which we can obtain a minimum clique partitioning. Obviously, since each minimum clique partitioning of an interval graph corresponds to an optimal coloring of its complement, it suffices to enumerate the number of optimal colorings of the complementary graph.
Let χ(G; k) denote the chromatic polynomial of the graph G. That is, χ(G; k) counts the number of ways in which the graph G can be colored with k colors. Not all k colors need to be used, and every permutation of colors produces a different coloring. If G is a simple graph, and if we let e be an arbitrary edge of G, then the chromatic polynomial satisfies the following recurrence relation [18] :
Here, G − e denotes the graph obtained by deleting the edge e from G, and G · e denotes the graph obtained by contracting e and replacing multiple edges by a single edge. Contraction consists of replacing the two vertices incident to e by a single vertex, which then inherits all the edges incident to its two predecessors. In addition, if contraction gives rise to multiple copies of the same edge, then we replace them by a single edge.
If a graph G is chordal, and if we have a simplicial elimination ordering we can easily find the chromatic polynomial χ(G, k) [18] . Let v 1 , . . ., v n a simplicial elimination ordering, and let 
To find the chromatic polynomial of the complement of an interval graph, we introduce some additional notation.
. . , ]a n , b n [} be a finite set of intervals. Let G I (U ) denote the interval graph of S, and let G C (U ) denote the complement of this interval graph, which is a comparability graph. In addition, to cope with degeneracies in a simple way, we assume that the intervals of U are in general position. A set of intervals is in general position if no two interval boundaries coincide, that is, we have a i = a j , b i = b j , and a i = b j , for i = j. In fact, if the intervals of U are not in general position then it is easy to derive a new sequence V from it, with slightly perturbed intervals in general position and such that V has the same interval graph as U .
The basic idea of the algorithm that we propose to compute the chromatic polynomial is to add edges to a comparability graph so that it becomes more and more like a chordal graph. Characteristic for this algorithm is that for each new comparability graph that arises, we maintain a set of intervals that realizes the complementary interval graph. 6) Compute the chromatic polynomials of G C (U ) and G C (U ) by calling Algorithm 5 recursively for the intervals of U and U ;
To illustrate Algorithm 5 Figure 9 (a) shows a set of intervals U and the corresponding comparability graph G C (U ). In step 4, Algorithm 5 constructs a new set U in which A and B have been replaced by two smaller intervals F and G. Figure 9 (b) shows the set U and its comparability graph G C (U ). Because F and G do not overlap, there is now an edge between F and G. Likewise, in step 5 the algorithm replaces A and B by their intersection J. The resulting set U and its comparability graph G C (U ) are shown in 9(c). The graph G C (U ) is a contraction of G C (U ) after adding the edge AB. Since G C (U ) and G C (U )
are not yet complete, more contractions and edge additions are needed before the algorithm is able to return the chromatic polynomial. To prove the correctness we first explain the meaning op steps 4 and 5. In step 4, we derive a set of intervals U such that G C (U ) has an extra edge v i v j . That is, from the set of intervals U we derive a new set U such that the intervals that correspond to v i and v j are disjoint, while all other relations with respect to disjointness must be preserved.
Lemma 15
Let U be a set of intervals in general position, let U be a second set of intervals that we derive from U as described in step 4 of Algorithm 5, and let e = v i v j be the edge of step 3. Then G I (U ) = G I (U ) − e, and
PROOF. Among the pairs of intervals whose intersection is non-empty, we have selected in step 2 a pair of intervals PROOF. From Lemma 15 and 16 it is clear that Algorithm 5 uses contractions and edge additions before applying the recurrence relation. The algorithm therefore produces the correct polynomial provided it terminates. The only peculiarity is that at step 7 we use the recursion formula in the opposite way, i.e., with addition of an edge, not the removal of one. It remains to prove that the algorithm terminates. At step 4 the set U is replaced by an interval set U whose interval graph contains one edge less than G I (U ). At step 5 the set U is replaced by a set U that contains one interval less than U . After a finite number of recursive calls all intervals in U will be disjoint, so that the chromatic polynomial can be computed and returned at step 1. . In particular, we have χ(G, 3) = 12. Therefore, there are 12 ways to color the comparability graph in Figure 10(b) . However, for a giving coloring, the colors can be permuted in 3! = 6 ways. Hence, there are exactly two ways to partition the comparability graph into three independent sets. Or in other words, there are exactly two ways to partition the interval graph into 3 cliques, as shown in Figure 10(a) . Due to the recursive calls Algorithm 5 is not very efficient and only applicable to small problems (less than 10 vertices), but the algorithm gives us more insight in the geometric meaning of enumerating parallel groupings, by showing how the enumeration problem is decomposed into subproblems. In step 2, Algorithm 5 looks for a pair segments that are parallel, but as little as possible. Then, in step 4 a new collection is generated in which the two segments are no longer parallel. In fact, although Algorithm 5 only generates new slope intervals instead of line segments, such collection could be obtained by replacing the two original segments by two longer segments (to decrease the slope uncertainty, i.e., the length of their slope intervals) that are slightly rotated. Likewise, in step 5 a second collection is generated where the two segments are replaced by a single segment, which is longer and whose slope is the average of both original slopes. The number of ways in which we can partition the original collection into parallel groups is the sum of the number of ways in which we can partition each of the two derived collections.
Increasing the efficiency of Algoritm 5 may not be easy. Suppose that, to increase the efficiency of Algorithm 5, at each recursive call we check whether G C (U ) is chordal graph, since in that case we can compute the chromatic polynomial very efficiently. This will be rarely the case, however. The graph G C (U ) only becomes chordal when almost all interval pairs all disjoint, which can be seen as follows. According to Berge's Strong perfect graph conjecture, a perfect graph does not contain chordless m-cycles for m ≥ 5. Since a comparability graph is perfect, all its chordless cycles must have length equal to 4. Although Berge's conjecture remains unproven, we may assume that counterexamples will be rather exotic. One way to find 4-cycles in G C (U ) is to use Algorithm 3 to find a simplicial elimination ordering. In fact, if Algorithm 3 fails to find a simplicial vertex, then there must be a 4-cycle in the remaining graph. It is simpler, however, to find 4-cycles by looking at the intervals. An interval ]a, b[ corresponds to a simplicial vertex in the complement of the interval if and only if all the intervals that are disjoint from it, are also disjoint from each other. For example, when U is a set of disjoint intervals, G C (U ) is a clique in which all vertices are simplicial. Figure 11(c) shows the complement of the interval graph G C (U ) of the intervals of Figure 11 (a). This comparability graph consists of a chordless cycle, which arises because in the set of intervals there are two intervals A and B that intersect each other, but which are disjoint from a second pair of intersecting intervals C and D. According to Berge's conjecture chordless cycles can only arise in this way. Or in other words, each chordless cycle in G C (U ) corresponds to two disjoint pairs of intersecting intervals. This situation occurs very frequently, unless almost intervals are disjoint. Therefore it is not very efficient to check for chordal graphs in Algorithm 5, since they arise only at the final stage of the process. 
Concluding remarks
The primary goal of this paper was to present and compare different techniques for partitioning a set of lines into parallel groups. Digital parallelism has many other aspects, however. In table 1 we list several other combinatorial optimization problems and the geometric problems to which they correspond. One of the conclusions of this paper is that by representing slope uncertainty by intervals, and parallel relations by interval graphs, we can derive efficient algorithms for the geometric problem of parallel line grouping in the digital plane.
Besides investigating the applicability of other combinatorial optimization algorithms with respect to digital parallelism, we must also consider two other aspects of the theory, which have not been discussed in this work. First, to enlarge the applicability of the proposed algorithms, we should also look at the "discretization by dilation" schemes that use structuring elements that are more general than the vertical line segments used here. This extension seems to be rather straightforward, however, the major consequence being that the computation of the domains of the line segments becomes more intricate, while the graph-theoretical results can be equally applied. The extension to other more recent digitization schemes such as the topology preserving scheme proposed by Latecki et al. [9] , and the Hausdorff discretization of Ronse and Tajine is less obvious [12] . Both schemes have been developed to have certain desirable properties such as preservation of topology and reconstructability of the original object (when the grid resolution is increased). To capture the notion of position or line slope uncertainty was not the primary goal of these two schemes.
Second, and from the theoretical viewpoint even more importantly, we must examine how parallel line grouping can be integrated into a larger framework that also involves digital collinearity, concurrency, and the proximity of lines. Whatever the way uncertainty in a digital image is represented, it is rather natural to represent the uncertainty of line slopes by slope intervals, which has led us to interval graphs. Likewise, digital collinearity and digital concurrency lead almost directly to 3-uniform hypergraphs [15, 17] . Since 3-uniform hypergraphs are in a fundamental way more complex than interval graphs, we expect that problems involving digital collinearity and concurrency will not be solved with the same ease as problems on digital parallelism.
