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Online data assimilation in distributionally robust optimization
D. Li and S. Martı´nez
Abstract
This paper considers a class of real-time decision
making problems to minimize the expected value of a
function that depends on a random variable ξ under
an unknown distribution P. In this process, samples of
ξ are collected sequentially in real time, and the deci-
sions are made, using the real-time data, to guarantee
out-of-sample performance. We approach this problem
in a distributionally robust optimization framework and
propose a novel ONLINE DATA ASSIMILATION AL-
GORITHM for this purpose. This algorithm guarantees
the out-of-sample performance in high probability, and
gradually improves the quality of the data-driven de-
cisions by incorporating the streaming data. We show
that the ONLINE DATA ASSIMILATION ALGORITHM
guarantees convergence under the streaming data, and
a criteria for termination of the algorithm after certain
number of data has been collected.
1. Introduction
Online data assimilation is of benefit in many ap-
plications that require real-time decision making under
uncertainty, such as optimal target tracking, sequential
planning problems, and robust quality control. In these
problems, the uncertainty is often represented by a mul-
tivariate random variable that has an unknown distri-
bution. Among available methods, distributionally ro-
bust optimization (DRO) has attracted attention due to
its capability to handle data with unknown distributions
while providing out-of-sample performance guarantees
with limited uncertainty samples. To quantify the un-
certainty and make decisions that guarantee the perfor-
mance reliably, one often needs to gather a large number
of samples in advance. Such requirement, however, is
hard to achieve under scenarios where acquiring sam-
ples is expensive, or when real-time decisions must be
made. Further, when the data is collected over time, it
remains unclear what the best the procedure is to assim-
ilate the data in an ongoing optimization process. Moti-
vated by this, this work studies how incorporate finitely
streaming data into a DRO problem, while guaranteeing
out-of-sample performance via the generation of time-
varying certificates.
Literature Review: Optimization under uncertainty
is a popular research area, and as such available meth-
ods include stochastic optimization [1] and robust opti-
mization [2]. Recently, data-driven distributionally ro-
bust optimization has regained popularity thanks to its
out-of-sample performance guarantees, see e.g. [3, 4]
and [5, 6] for a distributed algorithm counterpart, and
references therein. In this setup, one defines a set of dis-
tributions or ambiguity set, which contains the true dis-
tribution of the data-generating system with high proba-
bility. Then, the out-of-sample performance of the data-
driven solution is obtained as the worst-case optimiza-
tion over the ambiguity set.
An attractive way of designing these sets is to con-
sider a ball in the space of probability distributions
centered at a reference or most-likely distribution con-
structed from the available data. In the space of dis-
tributions, the popular distance metric is the Prokhorov
metric [7], φ -divergence [8] and the Wasserstein dis-
tance [3]. Here, following the paper [5], which proposes
a distributed optimization algorithm for multi-agent set-
tings, we use the Wasserstein distance as it leads to a
tractable reformulation of DRO problems. However,
available algorithms in [3] and in [5] do not consider
the update of the data-driven solution over time, which
serves as the focus of this work. In terms of the algo-
rithm design, our work connects to various convex opti-
mization methods [9] such as the Frank-Wolfe (FW) Al-
gorithm (e.g., conditional gradient algorithm), the Sub-
gradient Algorithm, and their variants, see e.g. [10–12]
and references therein. Our emphasis on the conver-
gence of the data-driven solution obtained through a
sequence of optimization problems contrasts with typi-
cal optimization algorithms developed for single (non-
updated) problems.
Statement of Contributions: Our starting point is
the distributionally robust optimization problem formu-
lation setting of [3, 5], where we further consider that
the limited realizations of the multivariate random vari-
able in the problem are revealed and collected sequen-
tially over time. As the probability distribution of the
random variable is unknown, we aim to find and up-
date a real-time data-driven solution based on streaming
data. To guarantee the performance of the data-driven
solution with certain reliability, we follow a DRO ap-
proach to solve a worst-case optimization problem that
considers all the probability distributions in ambiguity
sets given as a neighborhood of the empirical distribu-
tion under the Wasserstein metric. Our first contribu-
tion is the generation of such performance guarantee for
any real-time data-driven solution. We achieve this by
first finding an equivalent convex optimization problem
over a simplex, and then specializing the algorithm for
efficiently generating a performance certificate of the
data-driven solution with a certain reliability require-
ment. Based on the fact that the performance guarantee
of data-driven solution with high probability, our sec-
ond contribution is the design of a scheme to find an
optimal data-driven solution with the best performance
guarantee under the same reliability. As new data is
revealed and collected sequentially, we specialize the
proposed scheme to assimilate the streaming data. We
show that the resulting ONLINE DATA ASSIMILATION
ALGORITHM is provably correct in the sense that the
reliability of the out-of-sample performance guarantee
for the generated data-driven solution converges to 1 as
the number of data samples grows to infinity, and the
data-driven solution with certain performance guaran-
tee is available any time as soon as the algorithm finish
generating the initial certificate. A convergence anal-
ysis of the proposed algorithm is given, under a user-
defined optimality tolerance. We finally illustrate the
performance of the proposed algorithm in simulation.
Organization: The rest of the paper is organized as
follows. Section 2 introduces the notations and prelimi-
naries used in later sections. In Section 3, we describe in
depth our problem formulation. Given any data-driven
solution, the certificate generation for the performance
guarantee is tackled in Section 4. Section 5 presents the
framework to update the data-driven solution that ap-
proaches the real optimizer of the original problem. We
illustrate the full ONLINE DATA ASSIMILATION AL-
GORITHM in Section 6, along with its convergence anal-
ysis. Section 7 shows the effectiveness of the proposed
algorithm by simulation results. The paper concludes in
Section 8.
2. Preliminaries
This section introduces notions in Probability The-
ory and some numerical methods that we use in the fol-
lowing.
Notations: Let Rm, Rm≥0 and R
m×d denote re-
spectively the m-dimensional Euclidean space, the m-
dimensional nonnegative orthant, and the space ofm×d
matrices, respectively. We use the shorthand notations
0m for the column vector (0, · · · ,0)⊤ ∈ Rm, 1m for the
column vector (1, · · · ,1)⊤ ∈Rm, and Im ∈Rm×m for the
identity matrix. We let x ∈ Rm denote a column vector
with the dimension m and x⊤ represents its transpose.
We say a vector x≥ 0, if all its the entries are nonnega-
tive. We use subscripts to index vectors and superscripts
to indicate the component of vector, i.e., xk ∈ Rm for
k ∈ {1,2, . . . ,n} and xk := (x1k, . . . ,xmk )
⊤
. We use xi: j to
denote the column vector (xi,xi+1, . . . ,x j)
⊤ ∈ R j−i+1
and (x;y) ∈ Rm+d indicates the concatenated column
vector from x ∈ Rm and y ∈ Rd . A p-norm of the vec-
tor x ∈ Rm is denoted by ‖x‖. For matrices A ∈ Rm×d
and B ∈ Rp×q, we let A⊕ B :=
[
A 0m×q
0p×d B
]
de-
note their direct sum. The shorthand notation ⊕mi=1Ai
represents A1 ⊕ ·· · ⊕ Am. Given a set of points I in
Rm, we let conv(I) indicate its convex hull. The gra-
dient of a real-valued function f : Rm → R is written
as ∇x f (x). The i
th component of the gradient vector
is denoted by ∇i f (x). We call the function f proper
on Rm if f (x) < +∞ for at least one point x ∈ Rm
and f (x) > −∞ for all x ∈ Rm. We use dom f to de-
note the effective domain of the proper function f , i.e.,
dom f := {x ∈ Rm | f (x) < +∞}. We say a function
F : X ×Y → R is convex-concave on X ×Y if, for
any point (x˜, y˜) ∈ X ×Y , x 7→ F(x, y˜) is convex and
y 7→ F(x˜,y) is concave. We refer to this property as
F being convex-concave in (x,y). We use the notation
sgn : R→ R, x 7→ {−1,0,1} denote the sign function.
Finally, the projection operator projχ(Φ) : Φ→ χ maps
the set Φ onto the set χ under the Euclidean norm.
Notions from Probability Theory: Here, we present
a few concepts from Probability Theory that help de-
scribe the distributionally robust optimization frame-
work following [3]. Let (Ω,F ,P) be a probabil-
ity space, with Ω the sample space, F a σ -algebra
on Ω, and P the associated probability distribution.
Let ξ be a random variable that maps the probabil-
ity space into (Rm,Bσ (R
m)), where Bσ (R
m) is the
Borel σ -algebra on Rm. We denote by Z ⊆ Rm
the support of the random variable ξ and denote by
M (Z ) the space of all probability distributions sup-
ported on Z with finite first moment. In particular,
P ∈ M (Z ). To measure the distance between distri-
butions in M (Z ), in this paper we use the follow-
ing Wasserstein metric dW : M (Z )×M (Z )→ R≥0,
dW (Q1,Q2) := inf{
∫
Z 2 ‖ξ1− ξ2‖Π(dξ1,dξ2) | Π ∈
H (Q1,Q2)}, where H (Q1,Q2) is the set of all prob-
ability distributions on Z ×Z with marginal distribu-
tions Q1 ∈ M (Z ) and Q2 ∈ M (Z ), respectively. A
closed Wasserstein ball of radius ε centered at a dis-
tribution P ∈ M (Z ) is denoted by Bε (P) := {Q ∈
M (Z ) | dW (P,Q)≤ ε}.
Numerical Optimization Methods: There are
mainly two types of Numerical Optimization methods
that serve as the main ingredients of our ONLINE DATA
ASSIMILATION ALGORITHM. One type is given by
Frank-Wolfe Algorithm (FWA) variants and the other
is the Subgradient Algorithm. We describe the Away-
step Frank-Wolfe (AFW) Algorithm here for the sake of
completeness. We will combine it with another variant,
the Simplicial Algorithm, in Section 4. For the Subgra-
dient Algorithm please refer to [13–16].
The Frank-Wolfe Algorithm over a unit simplex. To
solve convex programs over a unit simplex, here we
introduce the AFW Algorithm following [11, 12]. We
define the m-dimensional unit simplex as ∆m := {λ ∈
Rm | 1m⊤λ = 1, λ ≥ 0}. Let Λm be the set of all ex-
treme points for the simplex ∆m. Consider the min-
imization of a convex function f (x) over ∆m; we re-
fer to this problem by (∗) and denote by x⋆ an opti-
mizer of (∗). We refer to a xε as an ε-optimal solu-
tion for (∗), if xε ∈ ∆m and f (xε )− f (x⋆) ≤ ε . We
define a FW search point s(k) for the current itera-
tion k at the feasible point x(k), if s(k) is an extreme
point such that s(k) ∈ argmin
x∈∆m
∇ f (x(k))
⊤
(x− x(k)). With
this search point we define the FW direction at x(k)
by d
(k)
FW := s
(k)− x(k). Based on the fact that f (x⋆) ≥
f (x(k))+∇ f (x(k))
⊤
(x⋆−x(k)) for all x(k) ∈∆m, we have
f (x⋆)≥ f (x(k))+ min
x∈∆m
∇ f (x(k))
⊤
(x−x(k)) = f (x(k))+
∇ f (x(k))
⊤
d
(k)
FW. The classical Frank-Wolfe Algorithm
solves the problem (∗) to ε-optimality by iteratively
finding a FW direction and then solving a line search
problem over this direction until an ε-optimal solution
x(k) is found, certified by η(k) := −∇ f (x(k))⊤d(k)FW ≤
ε . The detailed FW Algorithm is shown in the Algo-
rithm 1.
Algorithm 1 Classical Frank-Wolfe Algorithm
FW(x0,∆m,ε).
Ensure: ε-optimal solution xε ;
1: Set counter k← 0, optimality gap g(k)FW ←+∞;
2: while g
(k)
FW > ε , do
3: Let s(k) ∈ argmin
x∈Λm
∇ f (x(k))
⊤
(x − x(k)) and
d
(k)
FW := s
(k)− x(k); ⊲ FW direction;
4: if g
(k)
FW :=
〈
−∇ f (x(k)),d(k)FW
〉
≤ ε , then return
x(k); ⊲ Optimality condition
5: else
6: Choose γ(k) ∈ argmin
γ∈[0,1]
f (x(k)+ γd
(k)
FW); ⊲
Line search
7: Update x(k+1) := x(k)+ γkd
(k)
FW and k← k+
1;
8: end if
9: end while
It is known that the classical FWAlgorithm has lin-
ear convergence rate if the cost function f is µ-strongly
convex and the optimum is achieved within the relative
interior of the feasible set ∆m. If the optimal solution
lies on the boundary of ∆m, then this algorithm only has
sublinear convergence rate, due to the zig-zagging phe-
nomenon [12].
In [12], the authors propose the AFW Algorithm
that guarantees the linear convergence rate of the prob-
lem (∗) under some conditions related to the local
strong convexity. The main difference between AFW
Algorithm and the classical FW Algorithm is that the
latter solves the line-search problem after obtaining a
descent direction by considering all extreme points,
while the AFW Algorithm chooses a descend direction
that prevents zig-zagging as described in the following.
The AFW exploits the structure of the level set of f over
∆m by finding an extreme point v
(k) that locally maxi-
mally increases the value of the cost function f , i.e.,
v(k) ∈ argmax
x∈I(k)Act
∇ f (x(k))
⊤
(x− x(k)), where I(k)Act ⊂ Λm an
active set that is dynamically chosen in accordance with
the position of the iteration point x(k). Then an “away”
direction can be constructed by pointing away from v(k)
at x(k), i.e., d
(k)
A := x
(k)− v(k). Comparing the poten-
tial descents that result from d
(k)
FW and d
(k)
A , a potentially
better descent direction can be constructed. The zig-
zagging phenomenon can be prevented by sometimes
choosing d
(k)
A and reducing the size of the I
(k)
Act when
drop steps happen, i.e., when the line search over direc-
tion d
(k)
A hits the boundary of the feasible set ∆m. The
detailed AFW Algorithm is in the Algorithm 2. The
convergence result for AFW is illustrated here and we
refer to [12, page 19] for the complete proof.
Theorem 2.1 (Linear convergence of AFW Algo-
rithm [12, Theorem 8]) Suppose the function f has
curvature constant C f and geometric strong convexity
constant µ f on ∆m, defined in [12, page 17-18]. Then
the suboptimality bound at the iteration point x(k) of the
AFW Algorithm decrease geometrically at a (non-drop)
step , that is, f (x(k+1))− f (x⋆) ≤ (1− µ f
4C f
)( f (x(k))−
f (x⋆)). Moreover, the number of drop steps up to itera-
tion k is bounded by k/2. This yields the global linear
convergence rate for the algorithm.
3. Problem Description
Consider a decision-making problem given by
inf
x∈Rd
EP[ f (x,ξ )], (P)
where the decision variable x on Rd is to be deter-
mined, the random variable ξ : Ω → Rm is induced by
the probability space (Ω,F ,P), and the expectation of
f is taken w.r.t. the unknown distribution P ∈M (Z ).
It is not possible to evaluate the objective of (P) under xˆ
because P is unknown.
This section sets up the framework of an effi-
cient ONLINE DATA ASSIMILATION ALGORITHM that
adapts the decision-making process by using streaming
data, i.e., independent and identically distributed (iid)
realizations of the random variable ξ . To do this, we
adapt the distributionally robust optimization approach
following [3, 5]. Let {xˆ(r)}∞r=1 be a sequence of de-
cisions where for each iteration r the decision xˆ(r) is
feasible for (P). In our ONLINE DATA ASSIMILATION
ALGORITHM we generate {xˆ(r)}∞r=1 while sequentially
collecting iid realizations of the random variable ξ un-
der P, denoted by ξˆn, n = 1,2, . . .. This defines a se-
quence of streaming data sets, Ξˆn ⊆ Ξˆn+1, for each n.
W.l.o.g. we assume that each data set Ξˆn+1 consists of
just one more new data point, i.e., Ξˆn+1 = Ξˆn∪{ξˆn+1}
and Ξˆ1 = {ξˆ1}. The time between updates of Ξˆn and
Ξˆn+1 corresponds to certain time period, which we re-
fer to as the nth time period. The decision sequence ob-
tained during this period is a subsequence of {xˆ(r)}∞r=1,
labeled by {xˆ(r)}rn+1r=rn . The objective of our algorithm is
to make real-time decisions for (P) that have a poten-
tially low objective value, while adapting the informa-
tion from the current data set Ξˆn.
To quantify the quality of the decisions {xˆ(r)}∞r=1,
we introduce the following terms. For each r and the nth
time periodwe call the decision xˆ(r) ∈Rd a proper data-
driven solution of (P), if xˆ(r) is feasible and its out-of-
sample performance, defined byEP[ f (xˆ
(r),ξ )], satisfies
the following performance guarantee:
Pn(EP[ f (xˆ
(r),ξ )]≤ Jˆn(xˆ(r)))≥ 1−βn, (1)
where the certificate Jˆn is a function of xˆ
(r) that indi-
cates the goodness of the performance under the data
set Ξˆn. The reliability (1− βn) ∈ (0,1) ⊂ R governs
the choice of the solution xˆ(r) and the resulting cer-
tificate Jˆn(xˆ
(r)). Finding an approximate certificate is
much easier than finding an exact certificate Jˆn in prac-
tice. Based on this, we call a solution xˆ(r) ε1-proper, if
it satisfies (1) with a approximate certificate, Jˆ
ε1
n , such
that Jˆn(xˆ
(r))− Jˆε1n (xˆ(r)) ≤ ε1. The certificates Jˆn(xˆ(r))
and Jˆ
ε1
n (xˆ(r)), which depend on xˆ(r) and the data set Ξˆn,
provide an upper bound to the optimal value of (P) with
high confidence (1−βn) and are to be constructed care-
fully.
In each time period n, given a reliability level 1−
βn, our goal is to approach to an ε1-proper data-driven
solution with a low certificate. Motivated by this we call
any proper data-driven solution ε2-optimal, labeled as
xˆ
ε2
n , if Jˆn(xˆ
ε2
n )− Jˆn(x)≤ ε2 for all x∈Rd . Then, for any
ε2-optimal and ε1-proper data-driven solution xˆ
ε2
n with
certificate Jˆ
ε1
n (xˆ
ε2
n ) and ε1 ≪ ε2, we have the following
performance guarantee:
Pn(EP[ f (xˆ
ε2
n ,ξ )]≤ Jˆε1n (xˆε2n )+ ε1)≥ 1−βn. (2)
We describe now the procedure of the ONLINE
DATA ASSIMILATION ALGORITHM to solve (P). Given
tolerance parameters ε1 and ε2, a sequence of data
sets {Ξˆn}Nn=1 and strictly decreasing confidence levels
{βn}Nn=1 with N → ∞ such that ∑∞n=1βn < ∞, the al-
gorithm aims to find a sequence of ε2-optimal and ε1-
proper data-driven solutions, {xˆε2n }Nn=1, associated with
the sequence of the certificates {Jˆε1n (xˆε2n )}Nn=1 so that
the performance guarantee (2) holds for all n. Ad-
ditionally, as the data streams to infinity, i.e., n→ ∞
with N = ∞, there exists a large enough n0 such that
the algorithm terminates after processing the data set
Ξˆn0 . The algorithm returns a final data-driven solution
xˆ
ε2
n0 such that the performance holds almost surely, i.e.,
P∞(EP[ f (xˆ
ε2
n0 ,ξ )]≤ Jˆε1n0 (xˆε2n0)+ ε1) = 1, and meanwhile
guarantees the quality of the certificate Jˆ
ε1
n0 (xˆ
ε2
n0) to be
close to the optimal objective value of the Problem (P).
To achieve this, consider that the data set Ξˆn has
been received. We then start by cheaply constructing
a sequence of data-driven solutions xˆ(r) with r ≥ rn,
based on the data set Ξˆn. After a finite number of iter-
ations, if no new data has been received, the algorithm
reaches r = rn+1 such that xˆ
(rn+1) = xˆε2n is ε2-optimal,
i.e., J
ε1
n (xˆ
(rn+1)) is (ε1 + ε2)-close to J
⋆
n := Jˆn(xˆ
⋆
n) with
xˆ⋆n ∈ argminx Jˆn(x). After a new data point is received,
the algorithm finds the next ε2-optimal data-driven so-
lution xˆ
ε2
n+1 and its certificate Jˆ
ε1
n+1(xˆ
ε2
n+1)with higher re-
liability 1− βn+1. This is done starting from the data-
driven solution xˆ
ε2
n , with the certificate Jˆ
ε1
n (xˆ
ε2
n ), and by
generating a new sequence {xˆ(r)}rn+2r=rn+1 . In this way, on-
line data can be assimilated over time while refining the
constructed ε2-optimal data-driven solutions {xˆε2n }∞n=1
with corresponding certificates {Jˆε1n (xˆε2n )}∞n=1 that guar-
antee performance with high confidence {1−βn}∞n=1.
When the algorithm receives new data set Ξˆn+1 be-
fore reaching to r = rn+1, it safely starts by finding the
certificate Jˆ
ε1
n+1(xˆ
(r)). Such certificate guarantees that
the current data-driven solution xˆ(r) is ε1-proper. The
algorithm then proceeds similarly on the data set Ξˆn+1
by updating the subsequence index rn+1 to the current
r.
Next, we focus on how to design the certificates
based on the following assumption for f :
Assumption 3.1 (Convexity-concavity and coerciv-
ity) The known proper function f : Rd × Rm → R,
(x,ξ ) 7→ f (x,ξ ) is continuously differentiable, convex
in x, concave in ξ and f (x, ξ˜ )→+∞ as ‖x‖→+∞ for
all ξ˜ ∈ Rm.
To design Jˆn, we employ ideas from distributionally
robust optimization. The material of the following part
is taken and adapted from [3, 5, 6]. Certificate design:
To design a certificate Jˆn(xˆ) for a given data-driven so-
lution xˆ, one can first use the data set Ξˆn from P to esti-
mate an empirical distribution, Pˆn, and let E
Pˆn
[ f (xˆ,ξ )]
be the candidate certificate for the performance guaran-
tee (1). This is justified by the following considerations.
Assume that P is uniformly distributed on Ξˆn. The dis-
crete empirical probability measure associated with Ξˆn
is the following:
Pˆn :=
1
n
n
∑
k=1
δ{ξˆk}, (3)
where δ{ξˆk} is a Dirac measure at ξˆk. The candidate
certificate is
Jˆδ (xˆ) := EPˆn [ f (xˆ,ξ )] =
1
n
n
∑
k=1
f (xˆ, ξˆk).
The above approximation of P, also known as the
sample-average estimate, makes Jˆδ easy to compute.
However, such certificate only results in an approxima-
tion of the out-of-sample performance if P is unknown
and (1) cannot be guaranteed in probability. Follow-
ing [3, 5], we are to determine an ambiguity set Pˆn
containing all the possible probability distributions sup-
ported on Z ⊆ Rm that can generate Ξˆn with high con-
fidence. Then with the given feasible solution xˆ, it
is plausible to consider the worst-case expectation of
the out-of-sample performance for all distributions con-
tained in Pˆn. Such worst-case distribution offers an up-
per bound for the out-of-sample performance with high
probability.
In order to quantify the certificate for an ε1-proper
data-driven solution, we denote by Mlt(Z ) ⊂M (Z )
the set of light-tailed probability measures in M (Z ),
and introduce the following assumption for P:
Assumption 3.2 (Light tailed unknown distributions)
It is assumed that P ∈Mlt(Z ), i.e., there exists an ex-
ponent a> 1 such that: b := EP[exp(‖ξ‖a)]< ∞.
Assumption 3.2 validates the following modern
measure concentration result, which provides an intu-
ition for considering the Wasserstein ball Bε (Pˆ
n) of ra-
dius ε as the ambiguity set Pˆn.
Theorem 3.1 (Measure concentration [17, Theo-
rem 2]) If P ∈Mlt(Z ), then
Pn{dW (P, Pˆn)≥ ε} ≤
{
c1e
−c2nεmax{2,m} , i f ε ≤ 1,
c1e
−c2nεa , i f ε > 1,
(4)
for all n≥ 1, m 6= 2, and ε > 0, where c1, c2 are positive
constants that only depend on m, a and b.
Then equipped with Wassenstein ball and the pre-
vious measure concentration result on Mlt(Z ), we are
able to provide the certificate that ensures the perfor-
mance guarantee in (1), for any sequence of data-driven
solutions {xˆ(r)}∞r=1.
Lemma 3.1 (Certificate for xˆ in Performance Guar-
antee (1)) Given Ξˆn := {ξˆk}nk=1, βn ∈ (0,1) and
{xˆ(r)}∞r=rn . Let
ε(βn) :=


(
log(c1β
−1
n )
c2n
)1/max{2,m}
, i f n≥ log(c1β−1n )
c2
,(
log(c1β
−1
n )
c2n
)1/a
, i f n< log(c1β
−1
n )
c2
,
(5)
and Pˆn := Bε(βn)(Pˆ
n). Then the following certificate
satisfies the performance guarantee in (1) for all xˆ(r):
Jˆn(xˆ
(r)) := sup
Q∈Pˆn
EQ[ f (xˆ
(r),ξ )]. (6)
From here, the lowest certificate we can achieve is:
Jˆ⋆n := inf
xˆ(r)∈Rd
Jˆn(xˆ
(r)), (7)
and the corresponding proper data-driven solution is:
xˆ⋆n ∈ argmin
xˆ(r)∈Rd
Jˆn(xˆ
(r)). (8)
Proof. The first part of this lemma follows the idea
in [3, 5] and Theorem 3.1 on the measure concentration
result in order to prove that Jˆn(xˆ
(r)) to be a valid
certificate for (1). Knowing that (5) is obtained by
letting the right-hand side of (4) to be equal to a given
βn for each n, we substitute (5) into the right-hand
side of (4), yielding Pn{dW (P, Pˆn) ≥ ε(βn)} ≤ βn for
each n. This means that for each n with the associated
data set Ξˆn, we can construct Pˆ
n from (3) such that
dW (P, Pˆ
n) ≤ ε(βn) with probability at least 1 − βn,
namely, Pn{P ∈ Bε(βn)(Pˆn)} ≥ 1− βn. Therefore, for
each xˆ(r) ∈ Rd , we have Pn{P ∈ Bε(βn)(Pˆn)} =
Pn{EP[ f (xˆ(r),ξ )] ≤ sup
Q∈Pˆn
EQ[ f (xˆ
(r),ξ )]} =
Pn{EP[ f (xˆ(r),ξ )]≤ Jˆn(xˆ(r))} ≥ 1−βn.
Secondly, it is not hard to see that the function
Jˆn(xˆ
(r)) is continuous over the closed domain Rd , and
that the function Jˆn(xˆ
(r)) is closed. Therefore, if
there exists a minimizer xˆ⋆n of (7), then we know that
Pn{EP[ f (xˆ⋆n,ξ )] ≤ Jˆ⋆n = Jˆn(xˆ⋆n)} ≥ 1− βn, which in-
dicates that Jˆ⋆n is an achievable certificate associated
with the data-driven solution xˆ⋆n. Then, we only need
to show the existence of the minimizer of (7). To this
end, it is enough to show that the function Jˆn is coer-
cive. By Assumption 3.1 on the coercivity of f , and
since Jˆn is continuous, we have that lim
‖xˆ(r)‖→+∞
Jˆn(xˆ
(r)) =
sup
Q∈Pˆn
EQ[ lim
‖xˆ(r)‖→+∞
f (xˆ(r),ξ )] =+∞, therefore the func-
tion Jˆn is coercive and the proof is complete. 
Worst-case distribution reformulation: To get the
certificate in (6), one needs to solve an infinite dimen-
sional optimization problem, which is generally hard.
Luckily, with an extended version of the strong duality
results for moment problem [18, Lemma 3.4], we can
reformulate (6) into a finite-dimensional convex pro-
gramming problem that can be solved by convex op-
timization tools.
Theorem 3.2 (Convex reduction of (6)) Under As-
sumptions 3.1 on the convexity-concavity of f and 3.2
on the light tailed distribution of P, for all βn ∈ (0,1)
the value of the certificate in (6) for the data-driven so-
lution xˆ(r) under the data set Ξˆn is equal to the optimal
value of the following optimization problem:
Jˆn(xˆ
(r)) := sup
y1,...,yn∈Rm
1
n
n
∑
k=1
f (xˆ(r), ξˆk− yk),
s. t.
1
n
n
∑
k=1
‖yk‖ ≤ ε(βn),
(P1
(r)
n )
where ε(βn) is the radius of of Bε(βn) calculated
from (5). Moreover, given any feasible point
(y
(l)
1 , . . . ,y
(l)
n ) of (P1
(r)
n ), indexed by l, define a finite
atomic probability measure at xˆ(r) in the Wasserstein
ball Bε(βn) taking the form:
Q
(l)
n (xˆ
(r)) :=
1
n
n
∑
k=1
δ{ξˆk−y(l)k }
. (9)
Now, denote byQ⋆n(xˆ
(r)) the distribution in (9) con-
structed by an optimizer (y⋆1, . . . ,y
⋆
n) of (P1
(r)
n ) and eval-
uated over data-driven solutions xˆ(r). Then, Q⋆n is a
worst-case distribution that can generate the data set
Ξˆn with high probability (no less than (1−βn)).
Proof. It follows directly from [3, Theorem 4.4]. 
4. Certificate Generation
Given the tolerance ε1 and any feasible solution
xˆ(r), we present in this section the certificate generation
algorithm for efficiently obtaining Jˆ
ε1
n (xˆ
(r)) and the ε1
worst-case distribution, Q
ε1
n (xˆ(r)) of an ε1-proper data-
driven solution xˆ(r) over time, under the sequence of
the data sets {Ξˆn}Nn=1. To achieve this, we first refor-
mulate Problem (P1
(r)
n ) to a convex optimization prob-
lem over a simplex, which facilitates data assimilation.
Then, we design the certificate generation algorithm to
solve the customized problem to an ε1-optimal solution
efficiently.
For online implementation we have the following
assumption on the computation of the gradient of the
function f :
Assumption 4.1 (Cheap access of the gradients) For
any x ∈ Rd , the gradient of the function hx : Rm → R
for hx(y) := f (x,y) can be accessed cheaply.
In the nth time period with the data set Ξˆn, we con-
sider the following convex optimization problem over a
simplex ∆2mn:
max
v∈R2mn
1
n
n
∑
k=1
hrk((Anv)
(k−1)m+1:km),
s. t. v ∈ ∆2mn,
(P2
(r)
n )
where for each k ∈ {1, . . . ,n}, ξˆk ∈ Ξˆn and xˆ(r) ∈Rd , we
define hrk :R
m → R as
hrk(y) := f (xˆ
(r), ξˆk− y),
and the matrix An := [⊕ni=1Im,−⊕ni=1 Im] ∈ Rmn×2mn
where the first mn columns of An constitute the natu-
ral basis for the space Rmn. The simplex is defined by
∆2mn := {v ∈ Rmn | 12mn⊤v = nε(βn), v ≥ 0} and we
denote by Λ2mn the set of all the extreme points for the
simplex ∆2mn.
Lemma 4.1 (Equivalence of the problem formula-
tion) Given any feasible solution xˆ(r) in the nth time
period with the data set Ξˆn. If we use 1-norm in the con-
straint set of the Problem (P1
(r)
n ), then solving (P1
(r)
n ) is
equivalent to solving (P2
(r)
n ) in the sense that
1 For any feasible solution v˜ of (P2
(r)
n ),
(y˜1; . . . ; y˜n) := Anv˜ is feasible for (P1
(r)
n ).
2 For any feasible solution (y˜1, . . . , y˜n) of (P1
(r)
n ),
there exists a feasible point v˜ of (P2
(r)
n ).
3 If v˜⋆ is an optimizer of (P2
(r)
n ), then (y˜
⋆
1; . . . ; y˜
⋆
n) :=
Anv˜
⋆ is also an optimizer of (P1
(r)
n ), with the same
optimal value.
Proof. Considering 1, by letting (y˜1; . . . ; y˜n) := Anv˜,
we know y˜
j
k := v˜
(k−1)m+ j − v˜(n+k−1)m+ j for
k ∈ {1, . . . ,n} and j ∈ {1, . . . ,m}. Then
for any feasible solution v˜ of (P2
(r)
n ), we
compute 1
n ∑
n
k=1 ‖y˜k‖ = 1n ∑nk=1 ∑mj=1 |y˜ jk| =
1
n ∑
n
k=1 ∑
m
j=1 |v˜(k−1)m+ j − v˜(n+k−1)m+ j| ≤
1
n ∑
n
k=1 ∑
m
j=1 |v˜(k−1)m+ j|+ |v˜(n+k−1)m+ j| = 1n12mn⊤v˜ =
ε(βn). Therefore (y˜1, . . . , y˜n) is feasible for (P1
(r)
n ).
For 2, we exploit that any feasible solution
(y˜1, . . . , y˜n) of (P1
(r)
n ) is a linear combination of the ex-
treme points of the constraint set in (P1
(r)
n ). By construc-
tion of the Problem (P2
(r)
n ), we see that each column
vector of the matrix nε(βn)An is a concatenated vector
of an extreme point of the Problem (P1
(r)
n ), and all the
extreme points of (P1
(r)
n ) are included. Then, any fea-
sible solution of (P1
(r)
n ) can be written as (y˜1; . . . ; y˜n) =
nε(βn)Anvˆ where vˆ is a vector of the convex combina-
tion coefficients of the extreme points of the constraint
set in (P1
(r)
n ). Clearly, we have nε(βn)vˆ ∈ ∆2mn, i.e.,
nε(βn)vˆ is in the feasible set of the Problem (P2
(r)
n ).
Then by construction v˜ := nε(βn)vˆ is a feasible point
of (P2
(r)
n ).
For 3, since Problem (P1
(r)
n ) and (P2
(r)
n ) are the
same in the sense of (1) and (2), then if v˜⋆ is an op-
timizer of (P2
(r)
n ), by letting (y˜
⋆
1; . . . ; y˜
⋆
n) := Anv˜
⋆ we
know the objective value of the two problems are the
same. We claim that the optimum of the Problem (P1
(r)
n )
is achieved via the optimizer (y˜⋆1, . . . , y˜
⋆
n). If not, then
there exists (yˆ⋆1, . . . , yˆ
⋆
n) 6= (y˜⋆1, . . . , y˜⋆n) such that the op-
timum is achieved with higher value. Then, from
the construction in (2) we can find a feasible solu-
tion vˆ of (P2
(r)
n ) that results in a higher objective value.
This contradicts the assumption that v˜⋆ is an optimizer
of (P2
(r)
n ), and the proof is thus complete. 
By using Lemma 4.1 on problem equivalence, we
can instead solve Problem (P2
(r)
n ) to obtain Jˆ
ε1
n (xˆ
(r)) and
Q
ε1
n (xˆ(r)) for any feasible solution xˆ(r) in the nth time
period with the data set Ξˆn.
The Frank-Wolfe Algorithm variants, such as the
Simplicial Algorithm [11] and the AFW algorithm [12],
are known to be well suited for problems of the
form (P2
(r)
n ). The advantage of these is that they can
handle the constraints of Problem (P2
(r)
n ) via linear pro-
gramming subproblems (LP) that result from the way
in which the FW search point is found in Section 2. In-
tuitively, the following is done. For a number of itera-
tions l, the following problems are solved alternatively:
max
v∈R2mn
1
n
n
∑
k=1
〈
∇hrk(y
(l−1)
k ), · · ·
(Anv)
(k−1)m+1:km− y(l−1)k
〉
,
s. t. v ∈ ∆2mn,
(LP(l))
max
γ∈RT+1
1
n
n
∑
k=1
hrk(
T
∑
i=0
γ iy˜
(i)
k ),
s. t. γ ∈ ∆T .
(CP(l))
Notice that the search points generated for the lin-
ear subproblem (LP(l)) at iteration l are the extreme
points of the feasible set ∆2mn. We denote by I
(l)
n the
set of these points. Considering the convex hull of I
(l)
n ,
parametrized by the convex combination coefficients γ
of the points in I
(l)
n , an implicit feasible set conv(I
(l)
n )
in a lower dimensional space can be constructed. Moti-
vated by this, our certificate generation algorithm itera-
tively solves the linear subproblem (LP(l)), enlarges the
implicit feasible set conv(I
(l)
n ), and then searches a max-
imizer of the objective function of (P2
(r)
n ) over conv(I
(l)
n )
(represented as ∆T in subproblem (CP
(l))). This process
is repeated to the next iteration l+ 1, and follows until
an ε1-optimal solution is found. Later we will see that
the set I
(l)
n plays the role of generating the certificate
when assimilating data, and we call this set the candi-
date vertex set.
The certificate generation algorithm to achieve
Jˆ
ε1
n (xˆ
(r)) and Qε1n (xˆ
(r)) for any data-driven solution xˆ(r)
in the nth time period with the data set Ξˆn, denoted by
the Algorithm 4, works as follows. At iteration l ≥ 1
with the candidate solution (y
(l−1)
1 , . . . ,y
(l−1)
n ) of (P1
(r)
n ),
the Algorithm 4 firstly solves the subproblem (LP(l)),
which returns the optimal objective value, η(l), and the
set of the maximizers, Ω(l). In particular, η(l) quantifies
the gap of the objective value taken between the current
candidate solution and the optimizer of (P1
(r)
n ), while the
set Ω(l)∩Λ2mn contains all the extreme points generated
from (LP(l)). Then, the candidate vertex set is updated
by I
(l)
n := I
(l−1)
n ∪ (Ω(l) ∩Λ2mn). For convenience, we
use (y˜
(k)
1 , . . . , y˜
(k)
n ) := Anv
(k) to denote the kth candidate
vertex, where v(k) ∈ I(l)n for k ∈ {1, . . . ,T} with T :=
|I(l)n |. After obtaining I(l)n , the algorithm solves the Prob-
lem (CP(l)) over the simplex ∆T := {γ ∈ RT | 1T⊤γ =
1, γ ≥ 0}, where each component γk of γ ∈ ∆T rep-
resents the convex combination coefficient of the can-
didate vertex (y˜
(k)
1 , . . . , y˜
(k)
n ). After solving (CP
(l)) to
ε1-optimality via the AFW Algorithm, an ε1-optimal
weighting γε1 with the objective value objε1 is obtained.
A new candidate solution (y
(l)
1 , . . . ,y
(l)
n ) is then calcu-
lated by y
(l)
k = ∑
T
i=0(γ
ε1)iy˜
(i)
k for k ∈ {1, . . . ,n}. The
algorithm increases l by 1 and repeats the process if
the optimality gap is such that η(l−1) > ε1, otherwise
it returns an ε1-optimal certificate Jˆ
ε1
n (xˆ(r)) = obj
ε1 ,
an ε1-optimal solution (yˆ
ε1
1 , . . . , yˆ
ε1
n ) = (y
(l)
1 , . . . ,y
(l)
n )
and an ε1-optimal worst-case distribution Qˆ
ε1
n (xˆ(r)) :=
1
n ∑
n
k=1 δ{ξˆk−yˆε1k }
.
For the above problems, notice that the subprob-
lem (LP(l)) maximizes a linear function over a simplex,
therefore it is computationally cheap and an optimizer
v(l) is equivalently computed by choosing a sparse vec-
tor with only one positive entry, i.e., an extreme point
of the feasible set of (LP(l)), such that the nonzero com-
ponent of v(l) has the largest weight in the linear cost
function of Problem (LP(l)). The computation for v(l)
and η(l) are illustrated in the Algorithm 3.
Remark 4.1 By the sparsity of the vertices v(l), an
alternative to compute {y˜(l)k }nk=1 is to use the gradi-
ent of the objective function of (P2
(r)
n ), by (y˜
(l)
ℓ )
i =
nε(βn)sgn(∇h¯h
r
ℓ(y
(l−1)
ℓ )) for chosen (h¯, ℓ)∈ S(r),(l), and
(y˜
(l)
k )
j = 0 for all ( j,k) 6= (h¯, ℓ).
The finite convergence of the Algorithm 4 to an ε1-
optimal certificate Jˆ
ε1
n (xˆ(r)) for an ε1-proper data-driven
solution xˆ(r) in the nth time period with the data set Ξˆn
is provided as follows.
Lemma 4.2 (Convergence of the certificate genera-
tion algorithm to the ε1-optimal solution given Ξˆn in
the nth time period) The Algorithm 4 on the genera-
tion of the ε1-optimal certificate for a given xˆ
(r), Ξˆn
and ε1 achieves an ε1-optimal worst case distribution
Qˆ
ε1
n (xˆ
(r)) with certificate Jˆε1n (xˆ
(r)) in a finite number of
steps.
Proof. There are only two cases to consider when gen-
erating the optimal candidate vertex vˆ(l) with associated
gap η(l) at (y
(l−1)
1 , . . . ,y
(l−1)
n ), using Algorithm 3:
1. If η(l)≤ ε1, then we solved (P2(r)n ) to ε1-optimality.
2. If η(l) > ε1, then we have vˆ
(l) /∈ conv(I(l−1)n ).
This is because (y
(l−1)
1 , . . . ,y
(l−1)
n ) is solved
to ε1-optimality under conv(I
(l−1)
n ), mean-
ing that for any v ∈ conv(I(l−1)n ), we have
1
n ∑
n
k=1
〈
∇hrk(y
(l−1)
k ),(Anv)
(k−1)m+1:km− y(l−1)k
〉
≤
ε1.
From case 2 we have vˆ(l) /∈ I(l−1)n . Since the Prob-
lem (P2
(r)
n ) has only a finite number of extreme points,
then case 2 will only occur a finite number of times (at
most 2mn) and thus the algorithm will terminate at case
1 eventually.
The convergence property of the Algorithm 4 in-
dicates that we only need to solve finitely many Prob-
lem (CP(l)). Also by Theorem 2.1 on the linear con-
vergence rate of the AFW Algorithm, we can achieve
the ε1-optimal solution of (CP
(l)) in finite iterations,
therefore the algorithm returns an ε1-optimal worst case
distribution Qˆ
ε1
n (xˆ
(r)) with certificate Jˆε1n (xˆ
(r)) in finite
number of steps. 
We have constructed the certificate generation al-
gorithm for each time period n with the data set Ξˆn,
and the convergence of the algorithm is guaranteed from
Lemma 4.2 and Theorem 2.1. The worst-case compu-
tational bound of the certificate generation algorithm at
the iteration l+1, associated with the candidate solution
(y
(l)
1 , . . . ,y
(l)
n ), is
Jˆn(xˆ
(r))− Jˆη(l+1)n (xˆ(r))≤ 2mnκ lρ ,
where κ := 1− µ f
4C f
∈ (0,1) ⊂ R is related to local
strong convexity of f over ∆2mn, and ρ := Jˆn(xˆ
(r))−
Jˆ
η(1)
n (xˆ(r)) ≤ η(1) quantifies the initial distance of the
objective function Jˆn and Jˆ
η(1)
n at xˆ
(r). The above worst-
case bound means that given the tolerance ε1, in the
worst case we need at least l ≥ φ(n) := logκ( ε12mnρ )
computational steps to find Jˆ
ε1
n (xˆ
(r)).
However, how to generate Jˆ
ε1
n (xˆ(r)) and Q
ε1
n (xˆ(r))
online is unclear for each data-driven solution xˆ(r). This
is because that as the time period n moves, we need to
not only obtain Jˆ
ε1
n (xˆ
(r)) and Qε1n (xˆ
(r)) sufficiently fast,
but also finding them by solving the Problem (P2
(r)
n ) un-
der a different data set Ξˆn. As the size of Ξˆn grows,
the dimension of the Problem (P2
(r)
n ) increases. To deal
these challenges, our certificate generation algorithm
exploits the relationships among the Problems (P2
(r)
n )
with different data set Ξˆn by adapting the candidate ver-
tex set I
(l)
n . Specifically, we can initialize the set I
(0)
n+1
for the new Problem (P2
(r)
n ) under the data set Ξˆn+1, by
using the set I
(l)
n that is constructed from the previous
Problem (P2
(r)
n ). Consider that the certificate generation
algorithm receives a new data set Ξˆn+1⊃ Ξˆn at some in-
termediate iteration l with the candidate vertex set I
(l)
n .
At this stage, the subset conv(I
(l)
n )⊂ ∆2mn has been ex-
plored by the previous optimization problem, and the
gradient information of the objective function incorpo-
rated from the data set Ξˆn is partially integrated. Then,
by projecting the set I
(l)
n onto the feasible set ∆2m(n+1) of
the new Problem (P2
(r)
n ), i.e., I
(0)
n+1 := proj∆2m(n+1)(I
(l)
n ),
the subset conv(I
(0)
n+1) of the feasible set ∆2m(n+1) is al-
ready explored. Such integration contributes to the re-
duction of the number of iterations in the certificate gen-
eration algorithm for the new Problem (P2
(r)
n ). As n
grows, the worst-case computation bound for solving
the new Problem (P2
(r)
n ) is much less than φ(n), due to
the consideration of I
(l)
n . This insight gives us the sense
to quantify the worst case efficiency to update a certifi-
cate under the streaming data.
When the average data streaming rate is slower
than the computational bound φ(1), we claim that Al-
gorithm 4 can always find the certificate for each data
set Ξˆn. This is because in each time period n on aver-
age, we only have 2mn extreme points, and 2m(n− 1)
has been explored due to the adaptation of the candidate
vertex set I
(0)
n . This indicates that in the worst-case sit-
uation the average data streaming rate should be lower
than this value, in order to efficiently update the certifi-
cate for the sequence of the data-driven solutions.
5. An ε2-optimal performance guarantee
In this section, we approach the construction
of a sequence of the ε2-optimal data-driven solu-
tions {xˆε2n }∞n=1, associated with ε2-lowest certificates
{Jˆε1n (xˆε2n )}∞n=1 over time, under the sequence of the data
sets {Ξˆn}∞n=1. We achieve this by solving (7) for each
time period n, after an arbitrary ε1-proper data-driven
solution xˆ(r) has been found. Specifically in the nth time
period, we start from xˆ(r) := xˆ(rn) with its associated ε1-
optimal certificate Jˆ
ε1
n (xˆ(r)), and as the iteration r grows,
we are to find a sequence of εˆ1-proper data-driven solu-
tions, {xˆ(r)}rn+1r=rn , which converge to xˆε2n quickly.
In each time period n, we use a Subgradient Algo-
rithm to obtain xˆ
ε2
n , exploiting the following lemma:
Lemma 5.1 (Easy access of the ε-subgradients of (6))
For each n the certificate defined by (6) is convex in
xˆ(r). Given any xˆ(r) ∈Rd in the nth time period, then for
any distribution Qεn(xˆ
(r)) ∈ {Q ∈ M (Z ) | Jˆn(xˆ(r))−
EQ[ f (xˆ
(r),ξ )] ≤ ε} that is constructed by (9) with
(yε1, . . . ,y
ε
n) the ε-optimal solution of (P1
(r)
n ), the follow-
ing claim holds:
gεn(xˆ
(r)) :=
dE
Qεn(xˆ
(r))[ f (x,ξ )]
dx
|
x=xˆ(r)
=
1
n
n
∑
k=1
∂ f (xˆ(r), ξˆk− yεk)
∂x
∈ ∂ε Jˆn(xˆ(r)),
where the right hand side term is the ε-subdifferential
of Jˆn at xˆ
(r): ∂ε Jˆn(xˆ
(r)) :=
⋂
z∈dom Jˆn
{g ∈ Rd | Jˆn(z) ≥
Jˆn(xˆ
(r))+ g⊤(z− xˆ(r))− ε}.
Proof. The convexity of Jˆn(xˆ
(r)) follows fromAssump-
tion 3.1 on the convexity-concavity of f , and the linear-
ity of E. That is, for any x1, x2 ∈ Rd and t ∈ [0,1]⊂ R,
we have a point x¯= tx1+(1− t)x2. Then,
Jˆn(x¯)≤EQ⋆n(x¯)[t f (x1,ξ )+ (1− t) f (x2,ξ )]
=tEQ⋆n(x¯)[ f (x1,ξ )]+ (1− t)EQ⋆n(x¯)[ f (x2,ξ )]
≤tJˆn(x1)+ (1− t)Jˆn(x2).
Next we show that gεn(xˆ
(r)) is an ε-subgradient
of Jˆn at xˆ
(r). By convexity of the function f
in x, we have f (x¯, ξˆk − y(l)k ) ≥ f (xˆ(r), ξˆk − y
(l)
k ) +
(
∂ f (xˆ(r),ξˆk−y(l)k )
∂x
)⊤
(x¯− xˆ(r)) for every k ∈ {1, . . . ,n},
y
(l)
k ∈ Rm and x¯ ∈ Rd . Sum up the above equali-
ties over k and divide it by n we have EQ[ f (x¯,ξ )] ≥
EQ[ f (xˆ
(r),ξ )] +
(
dEQ[ f (x,ξ )]
dx
)⊤
|
x=xˆ(r)(x¯− xˆ(r)) for any
distribution Q constructed by (9) with a feasible
point (y
(l)
1 , . . . ,y
(l)
n ) of (P1
(r)
n ). That is, Q ∈ M (l)n :=
{Q ∈ M (Z ) | Q := 1
n ∑
n
k=1 δ{ξˆk−y(l)k }
, 1
n ∑
n
k=1 ‖y(l)k ‖ ≤
ε(βn)}. Since Qεn(xˆ(r)) ∈ M (l)n , we pick Q to be
Qεn(xˆ
(r)). This results in E
Qεn(xˆ
(r))[ f (x¯,ξ )] ≥ Jˆn(xˆ(r))+(
gεn(xˆ
(r))
)⊤
(x¯ − xˆ(r))− ε . By the definition of the
certificate we have Jˆn(x¯) ≥ EQεn(xˆ(r))[ f (x¯,ξ )] for any
x¯ ∈ Rd , this concludes that gεn(xˆ(r)) ∈ ∂ε Jˆn(xˆ(r)). 
From the previous Lemma, we see that every time
we achieve a ε1-proper data-driven solution in the Algo-
rithm 4, a valid ε1-subgradient of the certificate function
can be computed. Then by using an ε1-Subgradient Al-
gorithm, we can approach to an ε1-proper data-driven
solution with a lower certificate.
However, for every time we generate a new data-
driven solution xˆ(r+1), the ε1-optimal extreme distribu-
tion Qˆ
ε1
n (xˆ
(r)) associated with the last solution xˆ(r) may
not be a valid ε1-optimal extreme distribution for xˆ
(r+1).
To reduce the number of computations needed to obtain
the new certificate for xˆ(r+1), we denote by gε
(r)
n (xˆ
(r))
the ε(r)-subgradient at xˆ(r), where ε(r) may be greater
than ε1 for each r. Then by properly designing a se-
quence {ε(r)}, upper bounded by εˆ1, and estimating
the ε(r)-optimal extreme distributions, we will achieve
a suboptimal proper data-driven solution efficiently.
Here, we employ the εˆ1-Subgradient Algorithm
with εˆ1 ≫ ε1, the divergent but square-summable step
size rule, and scaled direction as follows:
xˆ(r+1) = xˆ(r)−α(r) gˆ
εˆ1
n (xˆ(r))
max{‖gˆεˆ1n (xˆ(r))‖ , 1}
, (10)
where the step size satisfies α(r) > 0 for all r,
∑∞r=1 α
(r) = +∞ and ∑∞r=1 (α
(r))2 < +∞. The esti-
mated εˆ1-subgradient gˆ
εˆ1
n (xˆ
(r)) at each iteration r is
constructed and updated via the following consider-
ations. Every time we generate the ε1-optimal cer-
tificate from the Algorithm 4 at iteration r, the esti-
mated εˆ1-subgradient is constructed by Qˆ
ε1
n (xˆ
(r)) us-
ing Lemma 5.1 (easy access of the subgradients), i.e.,
g
ε1
n (xˆ
(r)) ∈ ∂εˆ1 Jˆn(xˆ(r)). During the execution of the εˆ1-
Subgradient Algorithm, we check for the εˆ1-optimality
of the certificate generated from Qˆ
ε1
n (xˆ(r)) at each sub-
sequent iteration rˆ, using Algorithm 3. If the obtained
suboptimality gap is such that η > εˆ1 at rˆ > r, we gen-
erate a new ε1-optimal distribution Qˆ
ε1
n (xˆ(rˆ)) via Algo-
rithm 4 and estimate the εˆ1-subgradient using Qˆ
ε1
n (xˆ
(rˆ)).
Otherwise, the certificate at xˆ(rˆ) is constructed using
Qˆ
ε1
n (xˆ
(r)).
From the above construction, we see that each ε(r),
associated with a gˆ
εˆ1
n (xˆ(r)), is such that ε(r) ≤ εˆ1. Then,
we have the following lemma for the convergence of the
εˆ1-Subgradient Algorithm in the n
th time period.
Lemma 5.2 (Convergence of the εˆ1-Subgradient Al-
gorithm to the ε2-optimal solution given Ξˆn) In each
time period n with an initial data-driven solution xˆ(rn),
assume the subgradients defined in Lemma 5.1 are uni-
formly bounded, i.e., there exists a constant L> 0 such
that ‖gˆεn(xˆ(r))‖ ≤ L for all r ≥ rn and ε ≤ εˆ1. Let
µ :=max{L, 1}.
Given a predefined ε2 > 0, and let the certificate
tolerance ε1 and the subgradient bound εˆ1 such that 0<
ε1 ≪ εˆ1 < ε2/µ , then there exists a large enough num-
ber r¯ such that the above designed εˆ1-Subgradient Al-
gorithm in (10) has the following performance bounds:
min
k∈{rn,...,r}
{Jˆn(xˆ(k))}− Jˆn(xˆ⋆n)≤ ε2, ∀ r ≥ r¯,
and terminates at the iteration rn+1 := r¯ with an
ε2-optimal solution under the data set Ξˆn by xˆ
ε2
n ∈
argmin
k∈{rn,...,r¯}
{Jˆn(xˆ(k))}.
Proof. For all r of the εˆ1-subgradient iterates in the n
th
time period, we have:
‖xˆ(r+1)− xˆ⋆n‖2 = ‖xˆ(r)−α(r)
gˆ
εˆ1
n (xˆ(r))
max{‖gˆεˆ1n (xˆ(r))‖ , 1}
− xˆ⋆n‖2
= ‖xˆ(r)− xˆ⋆n‖2+(α(r))2min{‖gˆεˆ1n (xˆ(r))‖2,1}
− 2α(r) gˆ
εˆ1
n (xˆ
(r))
⊤
(xˆ(r)− xˆ⋆n)
max{‖gˆεˆ1n (xˆ(r))‖ , 1}
.
From Lemma 5.1, we know that Jˆn(xˆ
⋆
n) ≥ Jˆn(xˆ(r)) +
gˆ
εˆ1
n (xˆ
(r))
⊤
(xˆ⋆n− xˆ(r))− εˆ1 for all xˆ(r). Then, we have
0≤ ‖xˆ(r+1)− xˆ⋆n‖2 ≤ (α(r))2min{‖gˆεˆ1n (xˆ(r))‖2,1}
+ ‖xˆ(r)− xˆ⋆n‖2+
2α(r)(Jˆn(xˆ
⋆
n)− Jˆn(xˆ(r))+ εˆ1)
max{‖gˆεˆ1n (xˆ(r))‖ , 1}
.
Combining the inequalites over iterations from r
back to rn,
0≤ ‖xˆ(rn)− xˆ⋆n‖2+
r
∑
j=rn
(α( j))2min{‖gˆεˆ1n (xˆ( j))‖2 , 1}
+
r
∑
j=rn
2α( j)(Jˆn(xˆ
⋆
n)− Jˆn(xˆ( j))+ εˆ1)
max{‖gˆεˆ1n (xˆ( j))‖ , 1}
≤ ‖xˆ(rn)− xˆ⋆n‖2+ 2εˆ1
r
∑
j=rn
α( j)+
r
∑
j=rn
(α( j))2
+
r
∑
j=rn
2α( j)(Jˆn(xˆ
⋆
n)− Jˆn(xˆ( j)))
max{‖gˆεˆ1n (xˆ( j))‖ , 1}
.
Then, using the fact that
r
∑
j=rn
2α( j)(Jˆn(xˆ
⋆
n)− Jˆn(xˆ( j)))
max{‖gˆεˆ1n (xˆ( j))‖ , 1}
≤
r
∑
j=rn
−2α( j) min
k∈{rn,...,r}
{Jˆn(xˆ(k))− Jˆn(xˆ⋆n)}
max{‖gˆεˆ1n (xˆ( j))‖ , 1}
≤
− 2(
r
∑
j=rn
α( j))
min
k∈{rn,...,r}
{Jˆn(xˆ(k))}− Jˆn(xˆ⋆n)
µ
,
and the previous iteration, we have
min
k∈{rn,...,r}
{Jˆn(xˆ(k))}− Jˆn(xˆ⋆n)≤
µ‖xˆ(rn)− xˆ⋆n‖2+ µ ∑rj=rn (α( j))2
2(∑rj=rn α
( j))
+ µεˆ1.
Since we have ∑∞j=rn α
( j) = ∞, ∑∞j=rn (α
( j))2 < ∞, and
as r increases to ∞ we have the right hand side term goes
to µεˆ1 < ε2, then there exists a large enough but finite
number r¯, such that the right hand side of the above in-
equality no greater than ε2, which concludes the claim.

6. Data Assimilation
A natural way of assimilating data online consists
of taking a current data-driven solution as a starting
point of the iterations of the next problem. Such con-
sideration is achieved by the following feasibility argu-
ment.
The whole ONLINE DATA ASSIMILATION ALGO-
RITHM starts from some random initial data-driven so-
lution. Then, for each given set of data points, we first
generate its certificate via Algorithm 4, after which an
ε-proper data-driven solution is obtained, then we exe-
cute the Subgradient Algorithm to achieve a lower cer-
tificate. During the last set of iterations, the certificate
may be lost and Algorithm 4may have to be rerun again,
and resume the Subgradient Algorithm after obtaining
a valid certificate. If no data points come in, the algo-
rithm terminates as soon as the Subgradient Algorithm
terminates.
When there is streaming data, the algorithm needs
to incorporate new data points every time they become
available. Because of this, the feasible set of the Prob-
lem (P1
(r)
n ) changes. This affects the dimension of Prob-
lem (P1
(r)
n ), which grows by m, and results into an in-
crease of the dimension of (LP(l)) by 2m. Second, the
reliability increase from βn to βn+1 results into a smaller
radius ε(βn+1) of the Wasserstein ball Bε(βn+1).
Depending on the stage the new data point comes
in, different strategies for generating initial point that is
feasible for the new optimization problem are consid-
ered. If it happens during the execution of Algorithm 4
at iteration l, we can extract the intermediate solution
xˆ(r), (y
(l)
1 , . . . ,y
(l)
n ), the vertex set I
(l)
n and {y˜(i)k }i∈I(l)n .
The new feasible solution of (P1
(r)
n ) can be constructed
by projecting (y
(l)
1 , . . . ,y
(l)
n ) onto the feasible set of the
new optimization problem, via


(y
(l)
1 , . . . ,y
(l)
n ,0m), if
1
n+1 ∑
n
k=1 ‖y(l)k ‖ ≤ ε(βn+1)
(n+1)ε(βn+1)
nε(βn)
×·· ·
· · ·× (y(l)1 , . . . ,y(l)n ,0m), otherwise,
(11)
and the set of the generated extreme points of (CP(l))
can be constructed by I
(0)
n+1 := { (n+1)ε(βn+1)(n)ε(βn) vˆ(i)}i∈I(l)n
with vˆ(i) := (vˆ(i);0m) for all i ∈ I(l)n . We can use xˆ(r)
as the initial data-driven solution for the new opti-
mization problem. Further, if the data comes when
solving (CP(l)), we use the intermediate γ to generate
(y
(l)
1 , . . . ,y
(l)
n ).
When data comes in during the execution of the ε-
Subgradient Algorithm at iteration r, we use a current
best εˆ1-proper data-driven solution as the initial data-
driven solution for the ε2-optimal data-driven solution
xˆ
ε2
n+1, i.e., xˆ
(rn+1) := xˆbestn ∈ argmin
k∈{rn,...,r}
{Jˆn(xˆ( j))}. The
other initial data can be constructed following the same
idea as in the last situation.
By such scheme the online data can be assimilated
into sequence of optimization problems, the details of
which are in the Algorithm 5.
The ONLINE DATA ASSIMILATION ALGORITHM
has the anytime property, meaning that the performance
guarantee is provided anytime, as soon as the first ε1-
proper data-driven solution is found. The algorithm
then tries to make decisions that achieve lower certifi-
cates with higher reliability until we achieve the lowest
possible certificate and guarantee the performance al-
most surely.
The transient behavior of the ONLINE DATA AS-
SIMILATION ALGORITHM is naturally affected by the
data streaming rate and the rate of convergence of inter-
mediate algorithms (the assimilation rate). In general,
we assume these two rates are the same, i.e., we as-
similate data into the algorithm as soon as a new data
set is available. In special cases the algorithm can hold
the newly streamed data set to maintain its convergence
properties.
To further describe the effect of the data stream-
ing rate, we call the data set stream {Ξˆn}Nn=1 sufficiently
slow in the nth time period, if we can find an xˆ
ε2
n in
the εˆ1-Subgradient Algorithm during the time period n.
Further, we call the data set stream {Ξˆn}∞n=1 slow in the
nth time period if we can find at least one certificate
during the time period n. We call the data set stream
{Ξˆn}∞n=1 fast in the nth time period if it is not sufficiently
slow in the time period n, and we call it very fast if it is
not slow.
When the data streaming rate and assimilation rate
are the same, the ONLINE DATA ASSIMILATION AL-
GORITHM guarantees to find a certificate for a data-
driven solution xˆ(r); that is, if the data streaming rate
is slow for at least one time period. Else, if the data
streams sufficiently slow for at least one time period, it
guarantees to find a data-driven solution that has a low
certificate. When the data streams are fast or very fast
for a significant amount of time periods, the ONLINE
DATA ASSIMILATION ALGORITHM will hold on the
newly streamed data set, in order to make the assimi-
lation rate sufficiently slow to achieve better data-driven
solution efficiently. As part of our future work we will
aim to quantify how the assimilation of new data affects
the transient performance of the algorithm.
Next, we state the convergence result of the ON-
LINE DATA ASSIMILATION ALGORITHM when the
data sets streams are sufficiently slow for all the time
periods, under both finite and infinite data streaming
sets. As discussed above, we assume that the other data
streaming rates cases are handled by holding onto data
to make the rate sufficiently slow.
Theorem 6.1 (Finite convergence of the ONLINE
DATA ASSIMILATION ALGORITHM) Given any tol-
erance ε1, ε2 > 0 and sufficiently slow data streaming
sets {Ξˆn}Nn=1 with N < ∞. Then, the ONLINE DATA
ASSIMILATION ALGORITHM guarantees to find a se-
quence of ε2-optimal ε1-proper data-driven solutions
{xˆε2n }Nn=1 associated with the sequence of the certifi-
cates {Jˆε1n (xˆε2n )}Nn=1 so that the performance guaran-
tee (2) holds for all n.
In addition, given any tolerance ε3 and sufficiently
slow data streams with N → ∞, there exists a large
enough number n0(ε3) > 0, such that the algorithm
terminates in finite time with a guaranteed ε2-optimal
and ε1-proper data-driven solution xˆ
ε2
n0 and a certificate
Jˆ
ε1
n0 (xˆ
ε2
n0) such that the performance guarantee holds al-
most surely, i.e.,
P∞(EP[ f (xˆ
ε2
n0
,ξ )]≤ Jˆε1n0 (xˆε2n0)+ ε1) = 1, (12)
and meanwhile the quality of the designed certificate
Jˆ
ε1
n0 (xˆ
ε2
n0) is guaranteed, i.e., for all the rest of the data
sets {Ξˆn}∞n=n0 , any element in the desired certificate se-
quence {Jˆε1n (xˆε2n )}∞n=n0 satisfies
sup
n≥n0
Jˆε1n (xˆ
ε2
n )≤ J⋆+ ε1+ ε2+ ε3, (13)
where J⋆ := inf
x∈Rd
EP[ f (x,ξ )] is the optimal objective
value for the original unsolvable problem (P).
Proof. The first part of the proof is an application of
Lemma 4.2 and Lemma 5.2. For any data set Ξˆn and the
initial data-driven solution xˆ(rn), by Lemma 4.2 we can
show xˆ(rn) to be ε1-proper, via finding Jˆ
ε1
n (xˆ
(rn)) such
thatPn(EP[ f (xˆ
(rn),ξ )]≤ Jˆε1n (xˆ(rn))+ε1)≥ 1−βn. Then
using Lemma 5.2, an ε2-optimal ε1-proper data-driven
solution xˆ
ε2
n with certificate Jˆ
ε1
n (xˆ
ε2
n ) can be achieved.
Therefore the performance guarantee (2) holds for xˆ
ε2
n ,
i.e., Pn(EP[ f (xˆ
ε2
n ,ξ )]≤ Jˆε1n (xˆε2n )+ ε1)≥ 1−βn.
Then we show the almost sure performance guar-
antee. For any time period n, the algorithm guarantees
to find xˆ
ε2
n with the performance guarantee (2), which
can be equivalently written as Pn(EP[ f (xˆ
ε2
n ,ξ )] ≥
Jˆ
ε1
n (xˆ
ε2
n )+ε1)≤βn. As∑∞n=1 βn<∞, from the 1st Borel-
Cantelli Lemma we have that P∞{EP[ f (xˆε2n ,ξ )] ≥
Jˆ
ε1
n (xˆ
ε2
n )+ε1 occurs infinitely many often}= 0. That is,
almost surely we have thatEP[ f (xˆ
ε2
n ,ξ )]≥ Jˆε1n (xˆε2n )+ε1
occurs at most for finite number of n. Thus, there exists
a sufficiently large n1, such that for all n≥ n1, we have
EP[ f (xˆ
ε2
n ,ξ )]≤ Jˆε1n (xˆε2n )+ ε1 occurs almost surely, i.e.,
P∞(EP[ f (xˆ
ε2
n ,ξ )] ≤ Jˆε1n (xˆε2n ) + ε1) = 1 for all n ≥ n1.
Later if we pick n0 ≥ n1, then the almost sure perfor-
mance guarantee holds for such xˆ
ε2
n0 and Jˆ
ε1
n0 (xˆ
ε2
n0).
Now, it remains to find an n0, associated with
an ε2-optimal and ε1-proper data-driven solution xˆ
ε2
n0 ,
such that the performance bound (13) of the certificate
Jˆ
ε1
n0 (xˆ
ε2
n0) can be guaranteed for the termination of the
ONLINE DATA ASSIMILATION ALGORITHM.
First, let xδ denote the δ -optimal solution of (P),
i.e., EP[ f (x
δ ,ξ )] ≤ J⋆+ δ . By construction of the cer-
tificate in the algorithm we have Jˆ
ε1
n (xˆ
ε2
n ) ≤ Jˆn(xˆε2n ) ≤
Jˆn(xˆ
⋆
n)+ ε2 ≤ Jˆn(xδ )+ ε2 ≤ Jˆε1n (xδ )+ ε1+ ε2 for all n,
where the first inequality holds because Jˆn is the func-
tion that achieves the supreme of Problem (6) while
Jˆ
ε1
n (xˆ
ε2
n ) is the objective value for a feasible distribu-
tion Q
ε1
n (xˆ
ε2), the second inequality holds because xˆε2n
is ε2-optimal, the third inequality holds because xˆ
⋆
n is
a minimizer of the certificate function Jˆn, the last in-
equality holds because the Algorithm 4 for certificate
generation guarantees the existence of Jˆ
ε1
n (xδ ) such that
Jˆn(x
δ )≤ Jˆε1n (xδ )+ε1, with an distributionQε1n (xδ ) sat-
isfying dW (Pˆ
n,Qε1n (x
δ ))≤ ε(βn).
Next, we exploit the connection between Jˆ
ε1
n (xδ )
and J⋆. By Assumption 3.1 on the concavity of f in
ξ , there exists a constant Lˆ > 0 such that f (x,ξ ) ≤
Lˆ(1+ ‖ξ‖) holds for all x ∈ Rd and ξ ∈ Z . Then by
the dual representation of the Wasserstein metric from
Kantorovich and Rubinstein [3, 19] we have Jˆ
ε1
n (xδ ) :=
E
Q
ε1
n (xδ )
[ f (xδ ,ξ )] ≤ EP[ f (xδ ,ξ )] + LˆdW (P,Qε1n (xδ )).
In order to quantify the last term, we apply the tri-
angle inequality, which gives us dW (P,Q
ε1
n (xδ )) ≤
dW (P, Pˆ
n) + dW (Pˆ
n,Qε1n (x
δ )). Then by the perfor-
mance guarantee we have Pn{dW (P, Pˆn) ≤ ε(βn)} ≥
1− βn, and by the the way of constructing Qε1n (xδ )
we have dW (Pˆ
n,Qε1n (x
δ )) ≤ ε(βn). These inequalities
result in Pn{dW (P,Qε1n (xˆδ )) ≤ 2ε(βn)} ≥ 1− βn, or
equivalently, Pn{dW (P,Qε1n (xˆδ )) ≥ 2ε(βn)} ≤ βn. As
∑∞n=1βn < ∞, then the 1
st Borel-Cantelli Lemma ap-
plies to this situation. Thus we claim that there ex-
ists a sufficiently large n2 such that for all n ≥ n2
we have P∞{dW (P,Qε1n (xˆδ )) ≤ 2ε(βn)} = 1. We use
now this bound to deal with the last term in the upper
bound of Jˆ
ε1
n (x
δ ). In particular, we have P∞{Jˆε1n (xδ )≤
EP[ f (x
δ ,ξ )] + 2Lˆε(βn)} = 1 for all n ≥ n2. As ε(βn)
decreases and goes to 0 as n→ ∞, there exists n3 such
that 2Lˆε(βn) ≤ ε3 holds for all n ≥ n3. Therefore,
we have P∞{Jˆε1n (xδ ) ≤ EP[ f (xδ ,ξ )] + ε3} = 1 for all
n≥max{n2,n3}.
Combining all the inequalities of the above results,
we obtain almost surely Jˆ
ε1
n (xˆ
ε2
n )≤ J⋆+δ +ε1+ε2+ε3,
for all n ≥ max{n2,n3}. Since δ can be arbitrarily
small, then by letting n0 :=max{n1,n2,n3} we have al-
most sure performance guarantee P∞(EP[ f (xˆ
ε2
n0 ,ξ )] ≤
Jˆ
ε1
n (xˆ
ε2
n0)+ ε1) = 1, and almost surely
sup
n≥n0
Jˆε1n (xˆ
ε2
n )≤ J⋆+ ε1+ ε2+ ε3.

7. Simulation results
In this section, we demonstrate the application
of the ONLINE DATA ASSIMILATION ALGORITHM
to find an ε-proper data-driven solution x ∈ R30 for
Problem (P). We consider N = 50 iid sample points
{ξˆk}Nk=1 streaming randomly in between every 1 to 3
seconds with each data point ξˆk ∈ R10 a realization of
the unknown distribution P. Here, we assume that the
unknown distribution is a mixture of the multivariate
uniform distribution on [−2,2]10 and the multivariate
normal distribution N (2.5 · 110,4 · I10). We assume
the cost function f : R30×R10 → R to be f (x,ξ ) :=
x⊤Ax+x⊤Bξ +ξ⊤Cξ with random values for the pos-
itive semi-definite matrix A ∈ R30×30, B ∈ R30×10 and
negative definite matrix C ∈ R10×10. Let the reliability
1−βn := 1− 0.95e1−
√
n and use the parameter c1 = 2,
c1 = 1 to design the radius ε(βn) of the Wasserstein
ball in (5). We sample the initial data-driven solution
xˆ(0) from the uniform distribution [0,10]30. The tol-
erance for the algorithm is ε1 = 10
−5, ε2 = 10−6, and
ε3 = 10
−6.
To evaluate the quality of the obtained ε-proper
data-driven solution with the streaming data, we esti-
mate the optimizer of (P), x⋆, by minimizing the average
value of the cost function f for a validation data set with
Nval = 10
4 data points randomly generated from the dis-
tribution P (in the simulation case P is known). We
take the resulting objective value as the estimated opti-
mal objective value for Problem (P), i.e., J⋆ := Jˆ⋆(x⋆).
We calculate Jˆ⋆(x⋆) using the underline distribution P,
serving as the true but unknown scale to evaluate the
goodness of the certificate obtained throughout the al-
gorithm.
Figure 1 shows the evolution of the certificate se-
quence {Jˆε1n (xˆ(r))}N,∞n=1,r=1 for the decision sequence
{xˆ(r)}∞r=1. The blue line in the Figure 1 shows the rel-
ative goodness of the certificates for the currently used
ε1-proper data-driven solution xˆ
(r) calibrated by the es-
timated optimal value J⋆ over time. The red points
indicate that a new certificate Jˆ
ε1
n+1(xˆ(r)(t)) is process-
ing when the new data set is incorporated, while at
these time intervals the old certificate Jˆ
ε1
n (xˆ
ε2
n ), associ-
ated with the ε2-optimal and ε1-proper data-driven solu-
tion xˆ
ε2
n , is still valid to guarantee the performance under
the old reliability βn. This situation commonly happens
when a new data set Ξˆn+1 is streamed in and a new cer-
tificate Jˆ
ε1
n+1(xˆ(r)(t)) is yet to be obtained. It can be seen
that after a few samples streamed, the obtained certifi-
cate becomes close to the estimated true optimal value
J⋆ within the 10% range.
8. Conclusions
In this paper, we have proposed the ONLINE DATA
ASSIMILATION ALGORITHM to solve the problem in
the form of (P), where the realizations of the unknown
distribution (i.e., the streaming data) are collected over
time in order for the real-time data-driven solution
of (P) to have guaranteed out-of-sample performance.
To incorporate the streaming uncertainty data, we have
firstly formulated a sequence of the convex optimization
problems that are equivalent to the problems for gener-
ating the certificate of the out-of-sample performance
guarantee of (P), then provided a scheme that incorpo-
rates streaming data when finding the certificate for the
data-driven solution and further approaching to the ε2-
optimal and ε1-proper data-driven solution in real time.
0 10 20 30 40 50 60 70 80 90 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Figure 1: Relative goodness of the certificates for the
performance guarantee of the obtained ε1-proper data-
driven solution. The x-axis is the time (second), the ver-
tical gray line indicates the time that one new data set
is streamed into the algorithm with the number of data
points n increased by 1, and the y-axis plots the relative
goodness function R(t) := ‖ Jˆn(xˆ(r)(t))−J⋆
J⋆
‖.
The data-driven solution with the certificate that guaran-
tees out-of-sample performance are available any time
during the execution of the algorithm, and the optimal
data-driven solution are approached with a (sub)linear
convergence rate. The algorithm terminates after col-
lecting sufficient amount of data to make good decision.
We provided a sample problem and showed the actual
performance of the proposed ONLINE DATA ASSIMI-
LATION ALGORITHM over time. Future work will gen-
eralize the results for weaker assumptions of the prob-
lem and potentially extend the algorithm to scenarios
that include system dynamics.
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Algorithm 2 Away-step Frank-Wolfe Algorithm
(xε ,objε )← AFW( f (x),∆m,ε).
Ensure: ε-optimal solution xε and objective value
objε ;
1: Set counter k← 0, optimality gap g(k)FW←+∞;
2: Let x(k) ∈ Λm, I(k)Act := {x(k)}, p= |I(k)Act|, α(k)v = 1/p
for v ∈ I(k)Act and α(k)v = 0 for v ∈ Λm− I(k)Act;
3: while g
(k)
FW > ε , do
4: Let s(k) ∈ argmin
x∈Λm
∇ f (x(k))T (x − x(k)) and
d
(k)
FW := s
(k)− x(k);
5: Let v(k) ∈ argmax
x∈I(k)Act
∇ f (x(k))T (x − x(k)) and
d
(k)
A := x
(k)− v(k); ⊲ Away-step direction
6: if g
(k)
FW :=
〈
−∇ f (x(k)),d(k)FW
〉
≤ ε , then return
x(k);
7: else
8: if
〈
−∇ f (x(k)),d(k)FW
〉
≥
〈
−∇ f (x(k)),d(k)A
〉
,
then ⊲ FW direction has bigger potential descent
9: d(k) := d
(k)
FW, flag:=True, and γmax := 1;
10: else
11: d(k) := d
(k)
A , and γmax := α
(k)
v(k)
/(1 −
α
(k)
v(k)
);
12: end if
13: Choose γ(k) ∈ argmin
γ∈[0,γmax]
f (x(k)+ γd(k));
14: if flag=True, then
15: if γ(k) = 1, then
16: Ik+1Act := {s(k)}; ⊲ Candidate solution
goes to extreme point
17: else
18: Ik+1Act := I
(k)
Act∪{s(k)};
19: end if
20: α
(k+1)
s(k)
= (1 − γ(k))α(k)
s(k)
+ γ(k), and
α
(k+1)
v = (1− γ(k))α(k)v for v ∈ I(k)Act−{s(k)};
21: else
22: if γ(k) = γmax, then
23: Ik+1Act := I
(k)
Act−{v(k)}; ⊲ Candidate
solution hit on the boundary of ∆m
24: else
25: Ik+1Act := I
(k)
Act;
26: end if
27: α
(k+1)
v(k)
= (1 + γ(k))α
(k)
v(k)
− γ(k), and
α
(k+1)
v = (1+ γ(k))α
(k)
v for v ∈ I(k)Act−{v(k)};
28: end if
29: Update xk+1 := x
(k)+γ(k)d(k) and k← k+1;
30: end if
31: end while
32: Update xε := x(k) and objε = f (xε ).
Algorithm 3 Optimal candidate vertex calculation at it-
eration l: (v(l),η(l))← LP(n, xˆ(r),{y(l−1)k }nk=1).
Require: n: the number of sample points streamed;
xˆ(r): feasible decision; {y(l−1)k }nk=1: candidate ver-
tex at iteration l− 1;
Ensure: optimizer v(l) and optimality gap η(l).
1: pick (h¯, ℓ) ∈ S(r),(l) = argmax
i∈{1,...,m},
k∈{1,...,n}
∣∣∣∇ihrk(y(l−1)k )∣∣∣;
2: set v(l) = 0, except for components:
3: (v(l))t = nε(βn)max{0,∇h¯hrℓ(y(l−1)ℓ )}, t = 2m(ℓ−
1)+ h¯, and
4: (v(l))s = nε(βn)max{0,−∇h¯hrℓ(y(l−1)ℓ )},
s= 2m(ℓ− 1)+m+ h¯;
5: set η(l) = 1
n ∑
n
k=1
〈
∇hrk(y
(l−1)
k ),(Anv
(l))(k−1)m+1:km− y(l−1)k
〉
.
Algorithm 4 ε1-optimal certificate generation for solu-
tion xˆ(r) in the nth time period: (Jˆε1n (xˆ(r)),Qˆ
ε1
n (xˆ(r)))←
CG(n, xˆ(r),(y
(0)
1 , . . . ,y
(0)
n ), I
(0)
n ).
Require: the number of sample points streamed n; the
feasible decision xˆ(r); an initial feasible solution
of (P1
(r)
n ) (y
(0)
1 , . . . ,y
(0)
n ) ;
Ensure: An ε1-optimal certificate Jˆ
ε1
n (xˆ(r)) and an ε1-
optimal worst case distribution Qˆ
ε1
n (xˆ
(r)).
1: Set iteration counter l← 1, initial feasible solution
of (P1
(r)
n ) (y
(0)
1 , . . . ,y
(0)
n ), vertex index set I
(0)
n and
cardinality of the set T := |I(0)n |; if n = 1, y(0)1 = 0
and I
(0)
n = {y(0)};
2: repeat
3: generate candidate vertex by (v(l),η(l)) ←
LP(n, xˆ(r),{y(l−1)k }nk=1), and (y˜(l)1 ; . . . ; y˜(l)n ) ←
Anv
(l);
4: update candidate vertex set by I
(l)
n = I
(l−1)
n ∪
{v(l)}, and T = |I(l)n |;
5: solve convex subproblem (P2
(r)
n ) via
(γε1 ,objε1)← AFW( 1
n ∑
n
k=1 h
r
k(∑
T
i=0 γ
iy˜
(i)
k ),∆T ,ε1)
associated with variable γ;
6: generate new candidate solution by y
(l)
k =
∑Ti=0(γ
ε1)iy˜
(i)
k for all k ∈ {1, . . . ,n};
7: l← l+ 1;
8: until (η(l−1) ≤ ε1);
9: set Jˆ
ε1
n (xˆ
(r)) = objε1 , (yˆε11 , . . . , yˆ
ε1
n ) = (y
(l)
1 , . . . ,y
(l)
n )
and Qˆ
ε1
n (xˆ(r)) :=
1
n ∑
n
k=1 δ{ξˆk−yˆε1k }
.
Algorithm 5 ONLINE DATA ASSIMILATION ALGO-
RITHM.
Require: the tolerance for algorithm to terminate, ε;
a set of data points streaming over time, {ξˆk}Nk=1,
where N is some unknown large number up to +∞;
Ensure: When the data starts streaming, the algorithm
efficiently provides an ε1-proper data-driven solu-
tion xˆ(r) with the associated certificate Jˆn(xˆ
(r)) that
are close to (xˆ⋆n,J
⋆
n ).
1: Set the data point counter n ← 1, the Subgradi-
ent Algorithm iteration counter r ← 0, an initial
data-driven solution xˆ(r) ∈Rd ; initial feasible point
y
(0)
1 ; tolerance for optimality of the ε1-proper data-
driven solution ε; threshold for checking certificate
εˆ1 := 10
−2ε; tolerance for optimality of the certifi-
cate ε1 := 10
−2εˆ1;
2: xˆbestn ← xˆ(r); Jind=false;
3: repeat
4: if new data streams in, then
5: n← n+ 1;
6: get the initial data-driven solution xˆ(0) ←
xˆbestn ;
7: get the initial point (y
(0)
1 , . . . ,y
(0)
n ,y
(0)
n+1) and
I
(0)
n from (11);
8: end if
9: repeat
10: (Jˆε1n (xˆ(r)),Qˆ
ε1
n (xˆ(r))) ←
CG(n, xˆ(r),(y
(0)
1 , . . . ,y
(0)
n ), I
(0)
n );
11: if Jind=false, then
12: set r← 0;
13: elseJind=false;
14: end if
15: repeat
16: r← r+ 1;
17: set α(r) ← 1/r;
18: xˆ(r+1) = xˆ(r)−α(r) gˆ
εˆ1
n (xˆ
(r))
max{‖gˆεˆ1n (xˆ(r))‖ , 1}
;
19: if Jˆn(xˆ
(r))< Jˆn(xˆ
best
n ), then
20: Update xˆbestn ← xˆ(r);
21: end if
22: (∼,η)← LP(n, xˆ(r),{yˆε1k }nk=1);
23: if η > εˆ1, then
24: Jind=True;
25: end if
26: until ‖xˆ(r)− xˆ(r−1)‖ < ε or (Jind=True) or
new data streams in;
27: until ( ‖xˆ(r)− xˆ(r−1)‖ < ε and (Jind=false) ) or
new data streams in;
28: until n= N and ‖xˆ(r)− xˆ(r−1)‖< ε;
29: return xˆbestn and Jˆ
ε1
n (xˆ
best
n ).
