Abstract. Let B be a half-integral symmetric matrix of size n defined over Q p . The Gross-Keating invariant of B was defined by Gross and Keating, and has important applications to arithmetic geometry. But the nature of the Gross-Keating invariant was not understood very well for n ≥ 4. In this paper, we establish basic properties of the Gross-Keating invariant of a half-integral symmetric matrix of general size over an arbitrary non-archimedean local field of characteristic zero.
Introduction
Gross and Keating [3] introduced certain invariant for a quadratic form over Z p . This invariant is called the Gross-Keating invariant, and has applications to arithmetic geometry (see ARGOS seminar [1] , Bouw [2] , Gross and Keating [3] , Kudla, Rapoport, and Yang [6] , Wedhorn [11] ). The purpose of this paper is to investigate the basic properties of the Gross-Keating invariants for a quadratic form over the ring of integers of a non-archimedean local field of characteristic zero.
Let us recall the definition of the Gross-Keating invariant. Let F be a non-archimedean local field of characteristic 0, and o = o F its ring of integers. The maximal ideal and the residue field of o is denoted by p and k, respectively. We put q = [o : p]. F is said to be dyadic if q is even. We fix a prime element ̟ of o once and for all. The order of x ∈ F × is given by ord(x) = n for x ∈ ̟ n o × . We understand ord(0) = +∞. Put F ×2 = {x 2 | x ∈ F × }. Similarly, we put o ×2 = {x 2 | x ∈ o × }. When R is a ring, the set of m × n matrices with entry in R is denoted by M mn (R) or M m,n (R). As usual, M n (R) = M n,n (R). The identity matrix of size n is denoted by 1 n . For X 1 ∈ M s (R) and X 2 ∈ M t (R), the matrix X 1 0 0 X 2 ∈ M s+t (R) is denoted by X 1 ⊥ X 2 .
The diagonal matrix whose diagonal entries are b 1 , . . ., b n is denoted by diag(b 1 , . . . , b n ) = (b 1 ) ⊥ · · · ⊥ (b n ). We say that B = t B = (b ij ) ∈ 1 M n (F ) is a half-integral symmetric matrix if
The set of all half-integral symmetric matrices of size n is denoted by H n (o). An element B ∈ H n (o) is non-degenerate if det B = 0. The set of all non-degenerate elements of H n (o) is denoted by H 
S(B[U]).
The Gross-Keating invariant GK(B) of B is the greatest element of S({B}) with respect to the lexicographic order on Z n ≥0 . Here, the lexicographic order is, as usual, defined as follows. For distinct sequences (y 1 , y 2 , . . . , y n ), (z 1 , z 2 , . . . , z n ) ∈ Z n ≥0 , let j be the largest integer such that y i = z i for i < j. Then (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) if y j > z j . We define (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) if (y 1 , y 2 , . . . , y n ) (z 1 , z 2 , . . . , z n ) or (y 1 , y 2 , . . . , y n ) = (z 1 , z 2 , . . . , z n ). A sequence of length 0 is denoted by ∅. When B is the empty matrix, we understand GK(B) = ∅. By definition, the Gross-Keating invariant GK(B) is determined only by the equivalence class of B. Note that GK(B) = (a 1 , . . . , a n ) is also defined by {y 2 }, · · · a n = max (a 1 ,a 2 ,...,a n−1 ,yn)∈S ({B}) {y n }. For a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we write |a| = a 1 + a 2 + · · · + a n . Theorem 0.1. For B ∈ H nd n (o), we have
|GK(B)| = ∆(B).
For a non-decreasing sequence a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we set G a = {g = (g ij ) ∈ GL n (o) | ord(g ij ) ≥ (a j − a i )/2, if a i < a j }.
Theorem 0.2. Suppose that B ∈ H nd n (o) is optimal and GK(B) = a. Let U ∈ GL n (o). Then B[U] is optimal if and only if U ∈ G a .
For a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 , we put a (m) = (a 1 , a 2 , . . . , a m ) for m ≤ n.
Theorem 0.3. Suppose that B ∈ H n (o) is optimal and GK(B) = a. If a k < a k+1 , then B (k) is also optimal and GK(B (k) ) = a (k) .
Definition 0.3. The Clifford invariant (see Scharlau [8] , p. 333) of B ∈ H nd n (o) is the Hasse invariant of the Clifford algebra (resp. the even Clifford algebra) of B if n is even (resp. odd).
We denote the Clifford invariant of B by η B . If B is equivalent to diag(b if n = 2m,
(See Scharlau [8] pp. 80-81.) In particular, if n is odd, then we have
Suppose that B ≃ B 1 and both B and B 1 are optimal. Let a = (a 1 , a 2 , . . . , a n ) = GK(B) = GK(B 1 ). Suppose that a k < a k+1 for 1 ≤ k < n. Then the following assertions (1) and (2) hold.
(
Remark 0.1. If F is a non-dyadic field, then it is well-known that any non-degenerate element B ∈ H n (o) is equivalent to a diagonal matrix of the form
A diagonal matrix of this form is optimal. The Gross-Keating invariant GK(B) = a = (a 1 , a 2 , . . . , a n ) is given by a i = ord(b i ) for i = 1, 2, . . . , n (Bouw [2] Proposition 2.6). In particular, Theorem 0.1 holds for a non-dyadic field.
We now explain the content of this paper. In section 1, we will discuss some elementary properties of the Gross-Keating invariant. In particular, we show that if
(m) (Lemma 1.2). This lemma is useful to calculate Gross-Keating invariant. In section 2, we calculate Gross-Keating invariants of binary forms explicitly. In section 3 and section 4, we introduce reduced forms (see Definition 3.1) and discuss its properties. These sections are technical heart of this paper. We show that any optimal matrix can be transformed to a reduced form by an element of G a . The difficulty of the theory of quadratic forms over a dyadic forms comes from the fact there does not always exist a diagonal Jordan form. Instead, a reduced forms plays the role of a diagonal Jordan form. One can investigate the Gross-Keating invariant of a reduced form directly. Using these results, we show the main theorems.
Our results have an application to the theory of Siegel series. For the theory of Siegel series, one can consult Katsurada [5] and Shimura [9] . The Siegel series arises from the local factor of the Fourier coefficients of Siegel Eisenstein series. For F = Q p , an explicit formula for the Siegel series was given by Katsurada [5] . But the explicit formula was very complicated for p = 2. It was expected that the explicit formula can be formulated in a uniform way by means of Gross-Keating invariants. We will discuss this problem in a forthcoming paper [4] .
This research was partially supported by the JSPS KAKENHI Grant Number 26610005, 24540005.
Elementary properties of the Gross-Keating invariant
Let L be a free module of rank n over o, and Q a o-valued quadratic form on L. The pair (L, Q) is called a quadratic module over o. The symmetric bilinear form (x, y) Q associated to Q is defined by
When there is no fear of confusion, (x, y) Q is simply denoted by (x, y).
If ψ = {ψ 1 , . . . , ψ n } is an ordered basis of L, we call the triple (L, Q, ψ) a framed quadratic o-module. Hereafter, "a basis" means an ordered basis. For a framed quadratic o-module (L, Q, ψ), we define a matrix
The isomorphism class of (L, Q, ψ) (as a framed quadratic o-module) is determined by B. We say that B ∈ H n (o) is associated to the framed quadratic module (L, Q, ψ). If B is non-degenerate, we also say (L, Q) or (L, Q, ψ) is non-degenerate. The set S(B) is also denoted by S(ψ). If B is optimal, then ψ is called an optimal basis. We consider Aut(L) acting on L from the right. When U ∈ Aut(L) is given by
In particular, the equivalence class of B is determined by the isomorphism class of the quadratic modules (L, Q). The norm n(L) of (L, Q) is the fractional ideal generated by {Q(x) | x ∈ L}. It is known (see [10] Lemma B.1) that a 1 = ord(n(L)), where a 1 is the first entry of GK(B).
Let a = (a 1 , . . . , a n ) ∈ Z n ≥0 be a non-decreasing sequence. We define n 1 , n 2 , . . . , n r by a 1 = · · · = a n 1 < a n 1 +1 , a n 1 < a n 1 +1 = · · · = a n 1 +n 2 < a n 1 +n 2 +1 , · · · a n 1 +···+n r−1 < a n 1 +···+n r−1 +1 = · · · = a n 1 +···+nr = n.
For s = 1, 2, . . . , r, we set
We put n * 0 = 0. The s-th block I s is defined by I s = {n * s−1 + 1, n * s−1 + 2, . . . , n * s } for s = 1, 2, . . . , r. We put a * s = a n * s−1 +1 = · · · = a n * s . Let (L, Q, ψ) be the framed quadratic o-module associated to B = (b ij ). For s = 1, . . . , r, we denote by L s the submodule of L generated by {ψ k | n *
be the set of all non-decreasing sequences (a 1 , . . . , a n )
Moreover, if a ∈ S 0 (B), then we have
Proof. Suppose that
Then x ∈ L s and we have
Then x ∈ L s , y ∈ L t and we have
The proof of the last part is similar.
≥0 is a non-decreasing sequence and a ∈ S(B) with B ∈ H
Proof. Let (L, Q, ψ) be the framed quadratic module corresponding to B. 
Choose a basis φ = {φ 1 , . . . , φ m } such that {φ m * u +1 , . . . , φ m } is a basis of M u for u = 1, 2, . . . , r. By Lemma 1.1, we have a (m) ∈ S(φ), since (a 1 , a 2 , . . . , a n ) is a non-decreasing sequence. Lemma 1.1 can be generalized as follows. For x ∈ R, the smallest integer n such that n ≥ x is denote by ⌈x⌉.
If x ∈ L s and y ∈ L t , then we have
we have ord((x, y)) ≥ (a * s + a * t )/2. The proof of the last part is similar.
Let a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a non-decreasing sequence. Recall that we have defined the group G a ⊂ GL n (o) by
The symbols △ and ▽ stands for upper and lower block triangular matrices, respectively. We also define
Here, δ ij is the Kronecker delta. Then we have
In the definition of M(a) or M 0 (a), we do not assume a is nondecreasing. Note that when B ∈ H nd n (o), we have a ∈ S(B) ⇐⇒ a is non-decreasing and B ∈ M(a),
⇐⇒ a is non-decreasing and B ∈ M 0 (a).
0 (a)). The proof of the last part is clear.
The following lemma will be frequently used in this paper. Lemma 1.4. Let a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a non-decreasing sequence and 1 ≤ m < n. Let s be the maximal integer such that
Then the following two assertions (1) and (2) hold. , c + 1, c + 1, . . . , c + 1
Hence the assertion (1) holds. The assertion (2) follows from (1) immediately.
Binary quadratic forms
Let (L, Q) and (L 1 , Q 1 ) be quadratic modules of rank n over o. We say that (L, Q) and (
Similarly, we say that B, B 1 ∈ H n (o) are weakly equivalent if there exists a unimodular matrix U ∈ GL n (o) and a unit
. If B and B 1 are weakly equivalent, then GK(B) = GK(B 1 ).
Recall that a half-integral symmetric matrix
It is well-known that B is primitive if and only if n(L) = 0, where L is the quadratic module associated to B. Let GK(B) = (a 1 , a 2 , . . . , a n ). It is obvious that if B is not primitive, then a 1 > 0. Conversely, if B is primitive, then a 1 = 0 by Lemma 1.2. Thus B is primitive if and only if a 1 = 0.
We define the integer e by |2| −1 = q e , where q = [o : p]. Thus e = 0 if q is odd. If F is dyadic, then e is equal to the ramification index of
Let E/F be a semi-simple quadratic algebra. This means that E is a quadratic extension of F or E = F ⊕F . The non-trivial automorphism of E/F is denoted by x →x. Note that if E = F ⊕ F , we have (x 1 , x 2 ) = (x 2 , x 1 ). Let o E be the maximal order of E. In the case
Any open o-subring of o E is of the form o E,f for some non-negative integer f . We say that E/F is unramified, if E = F ⊕ F or E/F is an unramified quadratic extension.
Then f is an integer and (L, Q) is weakly equivalent to (o E,f , N), where, N is the norm form for E/F .
Proof. Since B is primitive, there exists x 0 ∈ L such that ε = Q(x 0 ) is a unit. By replacing Q by ε −1 Q, we may assume Q(x 0 ) = 1. Let A be the Clifford algebra for (L ⊗ F, Q ⊗ F ). Then the even part A 0 is isomorphic to E. Let R be the o-subring of A generated by the image of L. Then R is an open subring of A. Let y 0 ∈ L be an element such that L = ox 0 + oy 0 . It is easy to see that the even part R 0 of R is generated by the image of
is surjective. It is obvious that this map also injective, and so L is a free R 0 module of rank 1 generated by x 0 . If we identify R 0 and L by this isomorphism, then we have ( 
Proof. Let (a 1 , a 2 ) be the Gross-Keating invariant of (L, Q). Since (L, Q) is primitive, we have a 1 = 0.
Step 1. We first consider the case f = 0. In this case, L = o E .
Assume that E/F is unramified and
Here tr E/F is the trace for E/F . It follows that S({ω 1 , ω 2 }) = {(0, 0)}, and so a 1 = a 2 = 0 in this case.
Next, we assume E/F is ramified. Let ̟ E be a prime element of o E . Then {1, ̟ E } is an o-basis of o E and (0, 1) ∈ S({1, ̟ E }). It follows that a 2 ≥ 1. On the other hand, let {ψ 1 , ψ 2 } be an optimal basis. If a 2 ≥ 2, then the o-module generated by {ψ 1 , ̟ −[a 2 /2] ψ 2 } is also a quadratic module over o. This contradicts to the fact that o E is a maximal quadratic module. It follows that a 2 ≤ 1, and so a 2 = 1.
Step 2. We assume f > 0. Let {ψ 1 , ψ 2 } be an optimal basis of L.
The o-module generated by {ψ 1 
In particular, a 2 = 2f + 1, if E/F is ramified. Assume that a 2 = 2f + 1 and E/F is unramified. If {ψ 1 , ψ 2 } is an optimal basis, then
, this contradicts to GK(o E ) = (0, 0). This proves a 2 = 2f in this case.
Proof. We may assume B is primitive. If B is primitive, then the corollary follows from Proposition 2.2.
Recall that an element B ∈ H n (o) is said to be decomposable if 
by the remark after Proposition 2.1.
is a primitive unramified binary (quadratic) form if the quadratic module associated to K is isomorphic to (o E , N) for an unramified quadratic algebra E.
Clearly, B is a primitive unramified binary form if and only if ∆(B) = 0. By Proposition 2.2, it is also equivalent to GK(B) = (0, 0). Note also that B ∈ H 2 (o) is weakly equivalent to a primitive unramified binary form, then B itself is a primitive unramified binary form, since 
More precisely, a primitive unramified binary form is isomorphic to
where c ∈ o and 1 − 4c / ∈ o ×2 . In the case, F is dyadic, we characterize optimal binary forms as follows. a 2 ) ) and a 1 ≤ a 2 .
Proof. By replacing B by ̟ −a 1 B, we may assume a 1 = 0. We have already seen (1). We prove (2) . Since B is primitive, we have ord( Example. Suppose that F = Q 2 . Then B = 1 0 0 1 is not optimal.
It is equivalent to an optimal form 1 1 1 2 . Note that GK(B) = (0, 1).
Lemma 2.2. Suppose that B and B ′ are primitive unramified binary
Proof. The case 2 ∤ q is easy. We assume F is dyadic. Write 
Reduced forms
In this section, we do not assume a = (a 1 , . . . , a n ) ∈ Z n ≥0 is nondecreasing, unless otherwise is stated. The s-th block I s ⊂ {1, 2, . . . , n} is given by 1 , a 2 , . . . , a n )},
Let S n be the symmetric group of degree n. Recall that a permutation σ ∈ S n is an involution if σ 2 = id. For an involution σ, we set
We shall say that an involution σ ∈ S n is a-admissible if the following two conditions are satisfied.
(i) P 0 has at most two elements. If P 0 has two elements i and j, then a i ≡ a j mod 2. Moreover, if i ∈ P 0 , then
(ii) For each block I s , there is at most one element in I s ∩ P − . If
Similarly, for each block I s , there is at most one element in
It is easy to see that such an a-admissible involution exists for any a ∈ Z n ≥0 . Definition 3.1. Let σ ∈ S n be an a-admissible involution. We say that B = (b ij ) ∈ M(a) is a reduced form of GK type (a, σ) if the following conditions are satisfied.
(1) If i / ∈ P 0 , j = σ(i), and a i ≤ a j , then
Note that if F is dyadic, then this condition is equivalent to the following condition.
We often say B is a reduced form of GK type a without mentioning σ. We formally think of the empty matrix as a reduced form of GK type ∅. Note that if the residual characteristic of F is odd, then a diagonal matrix diag(b 1 , b 2 , . . . , b n ) such that ord(b i ) = a i (i = 1, 2, . . . , n) is a reduced form of GK type a. Proof. We prove this lemma by the induction with respect to n. For n ≤ 2, the lemma is obvious. Assume that n > 2. We may assume σ(1) = 2 by changing the coordinates. Then B is of the form
such that 2X ∈ ̟M 2,n−2 (o) and B 22 is a reduced form of GK type (0, . . . , 0
.
. Hence the lemma. . Then there exists U ∈ G a such that ] are primitive unramified binary forms and B ′ is a reduced form of GK type ∅, (0), (1), or (0, 1).
Proof. First assume s ≥ 2. We may assume σ(1) = 2. Then B is of the form
where K is a primitive unramified binary form. Moreover, 2X ∈ ̟M 2,n−2 (o) and B 22 is a reduced form of GK type (0, . . . , 0
is also a reduced form of GK type (0, . . . , 0 s−2 , 1, . . . , 1 t ). Thus we may assume s ≤ 1. In particular, the proposition is proved if t = 0. The case s = 0 is reduced to the case t = 0 by considering ̟ −1 B. Thus we may assume s = 1 and t ≥ 2. We may assume σ(n) = n − 1. Write B in a block form as follows. 
Then we have 2B 
).
It follows that B Repeating this argument, the lemma is reduced to the case t ≤ 1. Hence the lemma is proved. a 1 , a 2 , . . . , a n ). Then we have |a| = ∆(B).
Proof. Put
Then B ′ is a reduced form of GK type a ′ = (a
it is enough to consider the case a 1 , a 2 , . . . , a n ≤ 1. By changing the coordinate, we may assume a = (0, . . . , 0
). In this case, the proposition follows from Lemma 3.2. Proof. Put
Then B ′ and T ′ are reduced forms of GK type a ′ = (a
Thus we may assume a = (0, . . . , 0 s , 1, . . . , 1 t ). We first prove (a). If both s and t are odd, then ξ B = ξ ′ B ′ = 0. We assume both s and t are even. Suppose that s ≥ 2. We may assume σ(1) = 2. Write B and T in block forms Then we have ξ B = ξ B 11 ξ B ′ . Similarly, put
Then we have ξ T = ξ T 11 ξ T ′ . Note that
It follows that B ′ and T ′ are reduced form of GK type (0, . . . , 0
. Thus the proof is reduced to the case s = 0. The case s = 0 is reduced to the case t = 0, by replacing B and T by ̟ −1 B and ̟ −1 T , respectively. Thus we have proved (a). Next, we show (b). By the same argument as above, the proof is reduced to the case s ≤ 1. If s = 0, then η B = η T = 1. Assume now s = 1. In this case t is even. Since the case t = 0 is trivial, we may assume t ≥ 2. We may assume σ(n) = n − 1. Write B and T in block forms as follows. 
Put
As in the proof of Proposition 3.1, we have
),
By Lemma 2.2, we have ξ B 33 = ξ T 33 . On the other hand, by the induction hypothesis, we have η B ′ = η T ′ , where
. Proof. By Proposition 1.1, any half-integral symmetric matrix equivalent to B is optimal, since G a = GL n (o) for a = (0, . . . , 0). It is well-known that B is isomorphic to a direct sum of matrices of size 1 or 2. By Lemma 1.4, the Gross-Keating invariant of any direct summand is of the form (0, 0, . . . , 0). Thus B is isomorphic to
It follows that η
where u 1 , u 2 , . . . , u r are units and K 1 , K 2 , . . . , K s are primitive unramified binary forms. If the residual characteristic of F is odd, then (u i ) ⊥ (u j ) is a primitive unramified binary forms. Thus in this case, the lemma is proved. Now suppose that the residual characteristic is 2. In this case, GK((u 1 ) ⊥ (u 2 )) = (0, 0), since it is not a primitive unramified binary form. Thus B cannot contain a direct summand of the form (u 1 ) ⊥ (u 2 ). This show that r ≤ 1. 
. In this case, we go back to the case a n > 1. Repeating this argument, we may assume a = (0, . . . , 0 Proof. We may assume a ∈ S(B). We can find U ∈ GL m (o) such that
by Lemma 3.3.
Lemma 3.5. Let a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a sequence such that
) and a k+1 , . . . , a n ≥ 1, s + t = k. Suppose that
is a reduced form of GK type a (k) . Let (L, Q, ψ) be a framed quadratic module associated to B. Assume that x = n i=1 x i ψ i ∈ L ⊗ F satisfies the following conditions (a), (b) and (c).
Then we have x 1 , . . . , x s ∈ p and x s+1 , . . . , x k ∈ o.
Proof. Note that the group G a (k) preserves both k i=1 oψ i and
Here, 2B 12 ∈ ̟M k,n−k (o) and B 22 ∈ ̟H n−k (o) by assumption. By Proposition 3.1, we may assume B (k) is of the form It follows that
We fix x 1 , x 2 , . . . , x s−1 ∈ p and x s+2 , x s+3 , . . . , x n ∈ o. We need to show x s ∈ p and
. Then E is a ramified quadratic extension of F . Moreover, there exists a prime element ̟ E of E such that the framed quadratic module associated to B ′ is weakly isomorphic to (o E , N, {1, ̟}). By multiplying B by some unit, we may
Then the condition (c) implies
where,
where ord E is the order for E. It follows that X ∈ p E , and so x s ∈ p and x s+1 ∈ o.
Lemma 3.6. Let a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a sequence. Put A = max (a 1 , a 2 , . . . , a k ) . We assume that a k+1 , . . . , a n ≥ A. Suppose that B = (b ij ) ∈ M(a) and that B (k) is a reduced form of GK type a (k) . Let (L, Q, ψ) be the framed quadratic module associated to B. Assume that F satisfies the following conditions (a), (b) and (c).
Then we have
Proof. By multiplying B by ̟ if necessary, we may assume A is odd. The condition (b) is equivalent to ord(
Then the conditions (b) and (c) are equivalent to the following conditions (b') and (c'), respectively.
Changing the coordinate, we may assume a (k) is of the form (0, . . . , 0
In this case, the lemma follows from Lemma 3.5.
Suppose that a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 is a non-decreasing sequence. Let B ∈ H n (o) be a reduced form of GK type a and (L, Q, ψ) the framed quadratic module associated to B. We define L s and L s be as in section 1, i.e.,
Lemma 3.7. Let B and (L, Q, ψ) be as above. Suppose that x ∈ L. Then x ∈ L s if and only if the following conditions (1) and (2) are satisfied.
(1) For any y ∈ L t , we have
(2) ord(Q(x)) ≥ a * s . Proof. We denote by M the set of all x ∈ L which satisfies (1) and (2) .
Optimal forms
In this section, we assume that a = (a 1 , . . . , a n ) ∈ Z n ≥0 be a nondecreasing sequence. Recall that we have defined n 1 , n 2 , . . . , n r by a 1 = · · · = a n 1 < a n 1 +1 , a n 1 < a n 1 +1 = · · · = a n 1 +n 2 < a n 1 +n 2 +1 , · · · a n 1 +···+n r−1 < a n 1 +···+n r−1 +1 = · · · = a n 1 +···+nr = n.
We set n * 0 = 0. The s-th block I s is defined by I s = {n * s−1 + 1, n * s−1 + 2, . . . , n * s }. Recall also that for an involution σ ∈ S n , we have put 
(ii) For s = 1, 2, . . . , r,
and for i ∈ P − , we have
If σ is an a-admissible involution, we call (a, σ) a GK type. For
) is a restriction of the GK type (a, σ). We also say (a, σ) is an extension of (a (k) , σ (k) ). The proof of the following lemma is easy and omitted.
Lemma 4.1.
(1) Let (a, σ) be a GK type. If the following condition
) is a restriction of (a, σ). We assume that the following condition
is also a reduced form of GK type (a, σ). Theorem 4.1. Suppose that a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 is a nondecreasing sequence. If B ∈ H n (o) is a reduced form of GK type a, then we have GK(B) = a. In particular, B is optimal.
Proof. Put GK(B) = b = (b 1 , . . . , b n ). Since a ∈ S(B), we have b a. For s = 1, 2, . . . , r, we shall show that (a 1 , . . . , a n *
Assume that (a 1 , . . . , a n *
It follows that
Note that B
(n * s+1 ) is a reduced form. By Proposition 3.2, we have
By applying Lemma 3.4 for
It follows that (a 1 , . . . , a n *
), as desired. 
Assume also that a k − a h is even and ord(2b hk ) = (a k + a h )/2. Put
Then we have U ∈ G Proof. We shall show that U ∈ G △ a . We need to show that
where (X 1 ) i and (X 2 ) i are the i-th entries of X 1 , X 2 , respectively. Note that
where e = ord (2) . Put
Then, we have
Here We assume that B (m) = B 11 is a reduced form of GK type (a (m) , σ m ) for some a (m) -admissible involution σ m ∈ S m . Then there exists U ∈ G △ a satisfying the following conditions.
(1) U is of the form
(2) Put
Proof. One can apply Lemma 4.2 for each pair {h, k} = {i, σ(i)}, i / ∈ P 0 repeatedly.
Lemma 4.4. Suppose that F is dyadic. Suppose that a 1 , a 2 ∈ Z ≥0 and a 2 − a 1 is an even integer. We assume
Then there exists x ∈ F such that
Proof. It is enough to consider the case a 1 = a 2 = 0. We denote the image of b 11 and b 22 in k = o/p byb 11 andb 22 , respectively. Since k is a finite field of characteristic 2, there exists t ∈ k such thatb 22 =b 11 t 2 . Then one can choose x ∈ o such thatx = t. a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a non-decreasing sequence. Suppose that B = (b ij ) ∈ H nd n (o) is optimal and GK(B) = a. We assume that m < n and B (m) is a reduced form of a GK type (a (m) , σ m ) for some a (m) -admissible involution σ m ∈ S m . Then there exists an GK type (a (k) , σ k ) and U ∈ G △ a satisfying the following conditions.
Proof. Put c = a m+1 . Let s be the maximal integer such that c = a m+1 = · · · = a m+s . Write B in a block form as follows. 
By Lemma 4.3, we may assume
Suppose that there exists h ∈ P 0 (σ m ) such that
We claim that
In fact, if h ′ ∈ P 0 (σ m ) and h ′ = h, then a h ≡ a h ′ mod 2. It follows that (a h ′ + c)/2 / ∈ Z, and so ord(2(B 12 ) hj ) > (a h ′ + c)/2 for j = 1, 2, . . . , s. By changing the coordinates, we may assume ord(2(B 12 ) h1 ) = ord(2b h,m+1 ) = a h + c 2 .
In this case, put k = m + 1 and 
, where U is the upper triangular unipotent matrix whose U h,m+1 = x and U ij = 0 for i < j, (i, j) = (h, m + 1). Then U ∈ G △ a and GK(B ′ ) a by Lemma 1.4. This contradicts to the assumption GK(B) = a. Thus we have {h ∈ P 0 (σ k ) | a h ≡ c mod 2} = ∅. In this case, put k = m + 1 and
Theorem 4.2. Let a = (a 1 , a 2 , . . . , a n ) ∈ Z n ≥0 be a non-decreasing sequence. Suppose that B ∈ H nd n (o) is optimal and GK(B) = a. Then there exists U ∈ G △ a such that B[U] is a reduced form of GK type a. Proof. When F is dyadic, the theorem follows from Lemma 4.5. When F is non-dyadic, we proceed as follows. Suppose B ∈ H n (o) and GK(B) = a. Write B in a block form
). We may assume B 11 is a reduced form by Proposition 3.4. Then we have ̟ −a 1 B 11 ∈ GL n 1 (o). Put
Then U ∈ G a and B[U] is of the form
Repeating this argument, one can show that Theorem 4.2 for nondyadic case.
Proof of Theorem 0. Proof of Theorem 0.2. "If part" is Proposition 1.1. We prove "only if part". Suppose that both B and B[U] are optimal with U ∈ GL n (o). By Theorem 4.2, and Theorem 4.1, we may assume B is a reduced form of GK type a. By Lemma 3.7, ψ i U ∈ L s for any i ∈ I s (s = 1, 2, . . . , r). It follows that U ∈ G a , as desired.
Proof of Theorem 0.3. By Theorem 4.2, there exist a reduced form
is a reduced form of GK type a (k) , we see B
is optimal and GK(B
Proof of Theorem 0.4. We may assume that B is a reduced form of GK type a. By Theorem 0.2, For the rest of this paper, we assume that F is dyadic. We say that two a-admissible involutions σ, σ ′ ∈ S n are equivalent if they are conjugate by an element of S n 1 × · · · × S nr . The equivalence class of σ is determined by If n s is odd, then the possibility (3) (resp. the possibility (4)) occurs if and only if k s is odd (resp. even). Suppose that n s is even. If k s is even, only the possibility (1) occurs. If k s is odd, both (1) and (2) are possible. Note also that ♯P 0 s = 1 if and only if k s is even and i = max{j ∈ P 0 ∪ P + | a i ≡ a j mod 2}.
Thus the number of equivalence classes of GK types is equal to 2 K , where K is the number of blocks I s such that n s ≡ 0 mod 2 and k s ≡ 0 mod 2. Note that the such an involution σ can be characterized as the unique element with minimal inversion number in the equivalence class of σ. Theorem 4.3. Let B = (b ij ) ∈ H n (o) and T = (t ij ) ∈ H n (o) be reduced forms with GK types (a, σ 1 ) and (a, σ 2 ), respectively. If σ 1 ∼ σ 2 are not equivalent, then B and T are not equivalent.
Proof. Assume that both B[U] = T for some U ∈ GL n (o). Since both B and T are optimal, we have U ∈ G a . Since G a = N for some s. Let s be the smallest integer with this property. We may assume I s ∩ P + (σ 1 ) = ∅ and I s ∩ P + (σ 2 ) = ∅. By replacing B and T by B (n * s ) and T (n * s ) , we may assume n = n s . Put m = n * s−1 = n − n s . Write B and T in block forms as follows. Since I s ∩ P + (σ 1 ) = ∅, there exists h ∈ P − (σ 1 ) such that σ 1 (h) ∈ I s . Now look at the h-th row of Then B 1 is a reduced form of GK type ((0, 2, 2), 1 2 3 2 1 3 ) and B 2 is a reduced form of GK type ((0, 2, 2), 1 2 3 1 3 2 ). For more examples, see
Bouw [2] and Yang [10] .
