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We report an implementation for employing the algebraic diagrammatic construction
to second order [ADC(2)] ab initio electronic structure level of theory in nonadiabatic
dynamics simulations in the framework of the SHARC (surface hopping including
arbitrary couplings) dynamics method. The implementation is intended to enable
computationally efficient, reliable, and easy-to-use nonadiabatic dynamics simula-
tions of intersystem crossing in organic molecules. The methodology is evaluated
for the 2-thiouracil molecule. It is shown that ADC(2) yields reliable excited-state
energies, wave functions, and spin-orbit coupling terms for this molecule. Dynamics
simulations are compared to previously reported results using high-level multi-state
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I. INTRODUCTION
Intersystem crossing (ISC) is a fundamental photophysical process which can occur after
a molecule is excited by the absorption of light. Specifically, during ISC the excited-state
population is nonradiatively transferred between electronic states of different multiplicity,
i.e., a change of the total spin of the electronic wave function occurs. ISC is usually con-
trasted with internal conversion (IC), which is a population transfer between states of the
same multiplicity.
ISC plays an essential role in photoinduced processes1,2 in different areas of research.
For example, in light harvesting,3,4 OLED design,5 magnetic data storage,6 and molecular
electronics,7,8 ISC is often responsible for improving the efficiency of the application or even
for enabling it in the first place. ISC is also relevant for several biological processes, like
oxygen binding to proteins,9 DNA photodamage,10 or photodynamic therapy.11 While tradi-
tionally, ISC was regarded as much slower than IC—due to the fact that ISC is completely
forbidden in a non-relativistic framework—nowadays it has been shown that ISC also oc-
curs on ultrafast time scales in the pico- to femtosecond range. This is true not only for
diverse transition metal complexes,12–17 but also for small (bio-)organic molecules without
very heavy atoms, like ketones18,19 or modified nucleobases.20–22
The theoretical description of ISC—especially ultrafast ISC—is very challenging. On
the one hand, ISC is a relativistic effect and is mediated by spin-orbit couplings (SOCs).
There are multiple challenges involved when doing accurate relativistic quantum chemistry,
for example due to the (bi-)spinor nature of the wave functions, due to the negative-energy
continuum of the eigenspectrum of the Dirac/Breit equations, or due to the high 1- and
N-particle basis set requirements.23,24 On the other hand, it is often necessary to include
the coupling between electronic and nuclear degrees of freedom. Whereas for slow ISC
processes it is possible to use perturbative approaches, e.g., Fermi’s Golden Rule,25 explicit
dynamics simulations are required to simulate ultrafast ISC. It is possible to simulate ISC dy-
namics by means of grid-based quantum dynamics or multi-configurational time-dependent
Hartree.26–28 However, these methods rely on a careful parameterization of the model used
and are often severely hampered by the fact that they can only include a small number
of nuclear degrees of freedom. Therefore, in the last years several groups have established
nonadiabatic dynamics methods compatible with the on-the-fly computation of the poten-
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tial energy surfaces. The surface hopping method29,30 has been shown to be particularly
viable for this purpose31–34 and also the related ab initio multiple spawning35 has been ap-
plied. Over the last years some of us have devoted considerable effort to the Sharc (surface
hopping including arbitrary couplings)33,36 code, which is a freely available nonadiabatic
dynamics package37 that allows performing IC and ISC dynamics with various electronic
structure methods implemented in different quantum chemistry packages.
Nonadiabatic dynamics simulations for ISC rely on a proper choice of an electronic struc-
ture method, because this choice affects the accuracy of the calculation, possibly more than
any other simulation parameter. The chosen electronic structure method does not only
need to provide accurate energies, but it also has to produce energy gradients, nonadia-
batic coupling terms, and SOCs to be compatible with surface hopping for ISC. At the
same time, it has to be efficient enough to allow for the 104 to 105 single-point calculations
required for a typical ensemble of trajectories. In the past, a number of different elec-
tronic structure methods was employed for such ISC-focused simulations. Semi-empirical
methods offer a computationally efficient possibility31,38,39 although a careful parameteriza-
tion of the Hamiltonian is required. Within ab initio methods, one popular choice is the
complete active space self-consistent field (CASSCF) method.40–43 Unfortunately, CASSCF
lacks dynamical correlation. The application of multi-reference methods with dynamical
correlation, like multi-state complete active space perturbation theory (MS-CASPT2)44–46
or multi-reference configuration interaction (MRCI),47–50 significantly improves the accuracy
of the simulations, but also dramatically increases their computational expense. Among the
single-reference electronic structure methods, so far only time-dependent density functional
theory (TDDFT) has been applied for ISC-focused dynamics simulations.34,51 Although here
computational efficiency and dynamical correlation are in principle given, in TDDFT the
choice of the appropriate exchange-correlation functional can strongly affect the quality of
the results.
In order to expand the range of applicable electronic structure methods for ISC dynamics
simulations, we have extended the nonadiabatic dynamics package Sharc33,36,37 to use the
ab initio algebraic diagrammatic construction at second order (ADC(2)) method from the
Turbomole electronic structure suite.52 Previously, nonadiabatic dynamics simulations
with this method were only possible within one multiplicity, i.e., only for IC but not ISC.53
The present implementation allows for the computation of nonadiabatic coupling terms
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within the singlet and triplet manifolds, as well as SOCs between excited singlet and triplet
states. It is thus possible to model IC within the singlet and triplet manifolds and ISC
between them. Currently, the computation of triplet-triplet SOCs is not supported. Triplet-
triplet SOCs (e.g., routinely available in multi-configurational methods) can be of similar
magnitude as singlet-triplet SOCs; however, their importance for nonadiabatic dynamics
is often minor, as triplet-triplet IC is dominated by nonadiabatic couplings. Only if the
nonadiabatic couplings are very weak (e.g., symmetry forbidden47) or the SOCs very large
(e.g., transition metal complexes27) triplet-triplet SOCs will notably influence the dynamics.
In organic molecules, it can be expected that triplet-triplet SOCs are not of prime relevance.
The idea of computing SOCs with ADC(2) (and CC2) has been initially introduced by
Pabst and Ko¨hn54 in 2011. This methodology, as implemented in Turbomole, is used
here. More recently, Krauter et al.55 and Helmich-Paris et al.56 reported on further imple-
mentations of SOCs for ADC(2) and CC2, respectively. The implementation by Krauter et
al.55 in Q-Chem employs an efficient algorithm for computing exact state-to-state transition
moments57 using the intermediate-state representation.58 In contrast, ADC(2) state-to-state
transition moments in the Turbomole implementation are computed approximately by
restricting the terms to those appearing in the closely related CC2 response theory.59 Fur-
thermore, Turbomole features a powerful resolution-of-the-identity (RI) approximation,60
which allows for extremely efficient excited-state computations. We note here that, in addi-
tion to specific SOC implementations, there also exist general SOC implementations, like the
recent PySOC,61 which could in principle be employed in nonadiabatic dynamics simulations
like the ones targeted here.
The power of the newly implemented method is demonstrated for the case of 2-thiouracil
(2TU, Figure 1), an analogue of uracil where one oxygen atom has been replaced by sulfur.
The excited-state dynamics of 2TU was intensively studied—both experimentally62–64 and
theoretically45,65–67—in the last few years, due to its biological relevance and the fact that it
exhibits ultrafast (<1 ps) ISC with nearly 100% quantum yield. Here, we compare excited-
state dynamics obtained with the new RI-ADC(2) implementation to previously reported
MS-CASPT2-based dynamics simulations.45 The two methods agree in terms of the overall
ISC times, although they differ in some of the mechanistic details. At the same time, RI-
ADC(2) dynamics allows for dramatic computational savings.
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FIG. 1. Structure of the most stable tautomer of 2-thiouracil (2TU) and atom numbering.
II. METHODS
A. Ab initio surface hopping dynamics
The excited-state dynamics simulations with Sharc are performed in a fully diagonalized
state basis, as detailed in Ref. 33 and briefly summarized below. In the case of ISC dynamics,
the total electronic Hamiltonian needs to contain the SOCs. Due to the complexity of full 2-
or 4-component electronic structure methods, Sharc is based on a perturbational ansatz,
where the Hamiltonian is split into the molecular Coulomb Hamiltonian (MCH) and the
spin-orbit Hamiltonian:
Hˆtotal = HˆMCH + HˆSOC. (1)
The electronic structure problem is first solved for HˆMCH, yielding a small set of lowest-energy
states (called the MCH states here) of different multiplicities, e.g., singlets and triplets.
In the space of these states, the matrix representation of Hˆeltotal in the basis of the MCH
states (written as HMCH) is computed and diagonalized to yield the diagonal energies and
eigenvectors:
Hdiag = U†HMCHU, (2)
where U is the transformation matrix between the MCH and diagonal bases.
The diagonal entries of Hdiag are the eigenenergies of the total Hamiltonian, which are
the energies on which the nuclear dynamics is simulated. The nuclear motion is governed
by the classical equation of motion, which is integrated by the velocity-Verlet algorithm.68
The required forces are calculated by transforming the gradients of the MCH states into the
diagonal basis.
As with all surface hopping methods,29,30 the forces are evaluated for the current active
state. In order to find the active state, the total electronic wave function is written as a
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linear combination of the diagonal states:∣∣Ψel〉 (t) = ∑
α
cα(t)
∣∣Ψdiagα (t)〉 , (3)
which is propagated from time t to time t+ ∆t by:
cdiag(t+ ∆t) = U†(t+ ∆t)PMCH(t+ ∆t, t)U(t)cdiag(t). (4)
The propagator matrix PMCH(t+ ∆t, t) can be computed by appropriately integrating over
the Hamiltonian matrix and the nonadiabatic coupling terms from t to t + ∆t. Instead of
using the nonadiabatic couplings, the propagator matrix could also be calculated from the
overlap matrix (SIJ = 〈ΨI(t)|ΨJ(t+ ∆t)〉) using the local diabatization method.69,70 From
the change of the wave function coefficients cdiag, the active state of the next time step is
found stochastically.33
From the above-said, it follows that several properties need to be calculated at each
simulation time step: (i) energies, (ii) gradients, (iii) SOCs, and (iv) nonadiabatic cou-
plings or overlap matrices. For setting up initial conditions (or explicit interactions with a
laser field) also dipole and transition dipole moments are needed. Any quantum chemistry
method/program used together with Sharc needs to provide these quantities, in an efficient
and consistent manner.
B. ADC(2) excitation energies and transition densities
In ADC(2) theory,71,72 excitation energies are obtained from an eigenvalue equation of
the form
ARI = RIωI (5)
where the eigenvectors consist of a single excitation part R1 (associated with single excitation
operators τˆρ1 relative to the Hartree-Fock reference state |Φ0〉) and a double excitation part
R2 (double excitation operators τˆρ2). Here, we use the general indices ρ1, σ1, and ρ2, σ2 to
refer to single and double excitation manifolds, respectively. An explicit representation for
singlet and triplet excitations is given in the Appendix A. The symmetric matrix A can be
written in blocked form as
A =
Aρ1σ1 Aρ1σ2
Aρ2σ1 Aρ2σ2
 (6)
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with
Aρ1σ1 = Sˆρ1σ1 〈Φ0| τˆ †ρ1 [Hˆ + [Hˆ, Tˆ2], τˆσ1 ] |Φ0〉 (7)
Aρ1σ2 = 〈Φ0| τˆ †ρ1 [Hˆ, τˆσ2 ] |Φ0〉 (8)
Aρ2σ1 = 〈Φ0| τˆ †ρ2 [Hˆ, τˆσ1 ] |Φ0〉 (9)
Aρ2σ2 = 〈Φ0| τˆ †ρ2 [Fˆ , τˆσ2 ] |Φ0〉 (10)
Here, Hˆ is the molecular electronic Hamiltonian and Fˆ the Fock operator corresponding
to the reference determinant |Φ0〉. Tˆ2 is the pair correlation cluster operator, determined
from Møller-Plesset second-order perturbation (MP2) theory and Sˆρ1σ1 is a symmetrization
operator: Sˆρ1σ1Aρ1σ1 = 12 (Aρ1σ1 + Aσ1ρ1) . In order to arrive at potential energy surfaces of
excited states, the total energy of a state I is defined as EI = E
MP2
0 +ωI . In the course of this
work, we view ADC(2) as a simplified variant of the CC2 method.73 The transition between
the methods is easily accomplished by replacing the CC2 ground state equations by MP2
(effectively setting the Tˆ1 cluster operator to zero) and symmetrization of the matrix A. For
details of the implementation, we refer to the original works on CC2 using the resolution-of-
the-identity (RI) approximation for fast evaluation of the two-electron repulsion integrals.60
The particular feature of this implementation is a recasting of the eigenvalue problem (Eq.
5) into an effective (energy-dependent) eigenvalue problem for single excitations R1 only.
The double excitation contribution can always be computed from the known R1 amplitudes,
thus O(N4) scaling storage of doubles amplitudes is fully avoided.60
In the course of the present work, we need to define transition matrix elements between
electronic ground or excited singlet states and triplet states. To this end, we again start
from the usual response theory for coupled-cluster theory within the CC2 context and derive
the ADC(2) expressions using the simplifications as explained in the previous paragraph.
We note that this approach deviates from the true ADC(2) philosophy, which would require
parts of the second-order ground state wave function in order to arrive at matrix elements
that are fully correct through second-order perturbation theory.55 For the definition and
the general outline of computing transition densities between the electronic ground state
and excited states and between excited states within the CC2 context, we refer to Refs. 74
and 59. In the spin-orbital formulation, these expressions are easily generalized to triplet
transition densities, i.e., transition densities of the spin-excitation operator Eˆspinpq whose
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Cartesian components are given as75
Eˆxpq =
1
2
(
aˆ†paˆq¯ + aˆ
†
p¯aˆq
)
(11)
Eˆypq =
i
2
(
aˆ†p¯aˆq − aˆ†paˆq¯
)
(12)
Eˆzpq =
1
2
(
aˆ†paˆq − aˆ†p¯aˆq¯
)
(13)
Here, aˆ†p and aˆp are the usual creation and annihilation operators and the bar is used to
indicate the orbitals of β spin. Here and in the following, p and q are the indices of general
(occupied and virtual) spatial orbitals. As the implementation treats only the MS = 0
component of the triplet state explicitly, only transition moments of the Eˆzpq component
can be directly computed. The other components, however, are easily obtained by the
Wigner-Eckart theorem (for details see, e.g., Ref. 55).
A special feature of the present implementation is the use of a spin-adapted basis for
the triplet operators, allowing to use the fast spin-adapted code for the ground state of
closed-shell systems. The corresponding expressions for triplet transition densities are given
in Appendix A.
C. Spin-orbit couplings
The SOC terms are defined here as the matrix elements of the Breit-Pauli spin-orbit
Hamiltonian24
ĤSO,BP =
1
2c2
nel∑
i=1
nnuc∑
K=1
ZK(riK × pi) · si
r3iK
− 1
2c2
nel∑
i,j 6=i
(rij × pi) · si
r3ij
+
1
c2
nel∑
i,j 6=i
(rij × pi) · sj
r3ij
, (14)
which is given with respect to the Cartesian position riK , rij, momentum pi, and spin si
operators of the different electrons. The terms in Eq. (14) are a one-electron term and the
two-electron spin-same-orbit and spin-other-orbit interaction contributions. From a practical
viewpoint it is worth noting that the effort for computing a matrix element of ĤSO,BP exceeds
that of the spin-free Hamiltonian due to the fact that more two-electron integrals have
to be evaluated. However, the computational effort can be reduced by applying a mean
field approach.75,76 For this purpose an effective spin-orbit mean field (SOMF) operator is
constructed, which is of the form
ĤSOMF =
∑
pq
fpq · Eˆspinpq =
∑
ζ∈{x,y,z}
∑
pq
f ζpqEˆ
ζ
pq (15)
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with the spin-excitation operator Eˆspinpq as defined above in Eqs. (11) to (13).
The matrix elements f ζpq are obtained by averaging the two-electron contributions over
the Hartree-Fock one-particle density, in analogy to the definition of the Fock matrix75
f ζpq = h
SOC,ζ
pq +
∑
k
(
2gSOC,ζkkpq − 3gSOC,ζpkkq + 3gSOC,ζqkkp
)
(16)
Here, hSOCpq , g
SOC,ζ
pqrs are the required one- and two-electron SOC integrals. The SOC be-
tween two wave functions ΨI and ΨJ is in turn obtained through contraction with the
spin-transition density matrix75
〈ΨI | ĤSOMF |ΨJ〉 =
∑
ζ
∑
pq
DIJ,ζpq f
ζ
pq (17)
DIJ,ζpq = 〈ΨI | Eˆζpq |ΨJ〉 (18)
D. Nonadiabatic interactions
Nonadiabatic interactions are computed during the dynamics by a formalism initially
proposed by Hammes-Schiffer and Tully,77 and later refined by Persico and coworkers.69 In
this approach, the inner product of the nonadiabatic coupling vector and the velocity, which
determines the nonadiabatic transition probabilities, is not computed explicitly. Instead,
the wave function overlap
SIJ(t) = 〈ΨI(t)|ΨJ(t+ ∆t)〉 (19)
between the electronic wave functions computed at two different time steps is used in the
computation of the propagator matrix in equation (4).
For computational efficiency and ease of implementation, the ADC(2) wave functions are
approximated to be of the form of configuration interaction singles (CIS) wave functions
using
|ΨI〉 =
∑
ia
RIia
||RI1||
|Φia〉 (20)
where RIia is the amplitude of the single excitation going from occupied orbital i to virtual
orbital a and |Φia〉 is the corresponding Slater determinant. The idea of using approximate
CIS wave functions for nonadiabatic dynamics has been previously used very successfully in
the case of TDDFT78–80 and the formalism has been extended to the case of ADC(2) more
recently.53 The evaluation of Eq. (19) can be very costly even for the approximate wave
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functions. To allow for an efficient computation of this term, we adapted the optimized
algorithm described in Ref. 81.
III. COMPUTATIONAL DETAILS
The computations are divided into two main parts. First, we present benchmark cal-
culations, where we compute a few excited states at the Franck-Condon geometry of 2TU
with RI-ADC(2),72,73 ADC(3),82,83 and MS-CASPT2,84 and use the two latter methods to
scrutinize the accuracy of RI-ADC(2) for this molecule. These calculations were performed
at the RI-MP2/def2-SVP optimized ground state minimum (see the supporting information
(SI) for coordinates). In the second part, we perform nonadiabatic dynamics simulations
with Sharc coupled to RI-ADC(2).
The RI-ADC(2)72,73 computations were performed using Turbomole 7.052 and employed
the def2-SVP basis set.85 For comparison, also a computation using the larger aug-cc-
pVTZ basis set86 was performed. The spin-orbit matrix elements were computed using
the spin-orbit mean field (SOMF) formalism as implemented in the REL module of the
Orca 3.0.3 program package.76,87 The code was also tested for Orca version 4.0.1. We
use the seminumerical implementation of the Coulomb-like contributions to the spin-orbit
mean-field integrals, while the exchange-like contributions are approximated by a one-center
approximation.76 We note that future releases of Turbomole will also directly provide
spin-orbit mean-field integrals, computed without further approximations, see Ref. 56.
ADC(3) computations,82,83 also employing the def2-SVP basis, were carried out with the
Q-Chem program package.88 In this case, a canonical implementation without RI approx-
imation was used. Density matrices at the ADC(3) level were obtained by contracting the
third order vectors with the second order intermediate-state representation.58
MS-CASPT284 computations were performed with Molcas 8.089 using an active space
of 14 electron in 10 orbitals (nS, nO, 5 × pi, 3 × pi∗; see SI for orbital plots) considering
6 singlet and 4 triplet states, i.e., MS(6,4)-CASPT2(14,10). The orbitals for the present
computation were obtained by a state-averaged complete active space self-consistent field
(SA-CASSCF)90 computation using the same active space and state-averaging. For these
computations, the SVP basis set of Molcas was used, which is identical to def2-SVP in
the case of 2TU. Following Ref. 91, for this rather small basis set we use an IPEA shift
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of zero,92 which produces energies in good agreement with MS-CASPT2 calculations using
much larger basis sets (up to quadruple-ζ).67 Spin-orbit matrix elements were computed
using the state interaction method combined with an atomic mean-field Hamiltonian.93,94
Note that our previous calculations for 2TU45 were performed with MS(3,3)-CASPT2(12,9).
The produced wave functions were analyzed by visualizing natural transition orbitals.95
To this end, the TheoDORE 1.5 program package96–98 was used for the analysis of the
Turbomole computations, whereas integrated analysis modules were employed for the
results of the the Q-Chem97 and Molcas99 program packages.
Dynamics simulations were performed at the same RI-ADC(2)/def2-SVP level of theory
as the benchmark excited-state calculations. Nonadiabatic interaction terms were computed
by means of wave function overlaps,81 which were used in the local diabatization procedure
to propagate the wave function.69,70 In preparation of the dynamics simulations, 200 initial
geometries were sampled from a Wigner distribution of the ground state harmonic oscillator,
based on a frequency calculation at the MP2/cc-pVDZ level of theory (as in Refs. 45). For
each geometry, a single point calculation at the RI-ADC(2)/def2-SVP level of theory was
performed, and the resulting excitation energies and oscillator strengths were used to simu-
late the absorption spectrum of 2TU (see below). The energies and oscillator strengths were
employed to stochastically select bright initial states100 in the 3.9–4.3 eV energy window,
which yielded 32 initial conditions for trajectories (18 starting in S2 and 14 in S3). The
trajectories were propagated with Sharc,33,36,37 considering 4 singlet and 3 triplet states,
for 1000 fs with a 0.5 fs nuclear time step and a 0.02 fs electronic time step. An energy-based
decoherence scheme was applied to the diagonal states.101 For the analysis, out of 32 trajec-
tories, 3 were neglected because they showed a ring opening of 2TU, and RI-ADC(2) is not
expected to provide reliable results in this situation due to the small S1 − S0 energy gap.
The results of the analysis of the 29 remaining trajectories are presented below.
IV. RESULTS AND DISCUSSION
A. Vertical excitations and SOC terms
The purpose of this section is to evaluate the overall ability of the RI-ADC(2) method
to compute excited state energies and wave functions at the Franck-Condon region, and to
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TABLE I. Vertical excitation energies (∆E, eV), oscillator strengths (f), and dipole moments (µ,
D) at the MP2-optimized ground-state minimum of 2TU computed at the RI-ADC(2)/def2-SVP,
ADC(3)/def2-SVP and MS(6,4)-CASPT2(14,10)/def2-SVP levels of theory.
Statea RI-ADC(2) ADC(3) MS-CASPT2
∆Eb f µ ∆E f µ ∆E f µ
1nSpi
∗
2 3.90 (3.75) 0.000 4.5 4.15 0.000 4.9 3.81 0.000 5.1
1nOpi
∗
6 4.74 (4.58) 0.000 1.5 5.19 0.000 1.7 4.64 0.000 2.2
11piSpi
∗ 4.78 (4.42) 0.377 4.5 4.86 0.253 5.6 4.32 0.421 5.4
21piSpi
∗ 5.28 (4.92) 0.107 4.6 5.33 0.227 4.7 4.99 0.353 4.7
1nSpi
∗
6 5.58 (5.28) 0.000 7.6 5.98 0.000 9.0 5.19 0.001 4.0
3piSpi
∗
2 3.50 (3.42) 3.99 3.37 3.77 3.34 3.80
3nSpi
∗
2 3.75 (3.64) 4.70 4.00 4.93 3.85 4.56
3pipi∗ 4.07 (3.98) 3.42 3.86 3.65 3.85 3.31
3nOpi
∗
6 4.51 (4.40) 1.92 4.95 2.16 4.69 3.03
a The orbital nomenclature is given in supplemental Figure S1.
b RI-ADC(2)/aug-cc-pVTZ results are given in parentheses.
evaluate specifically the SOC terms. In Table I the main results of the RI-ADC(2)/def2-
SVP computations at the ground-state minimum are presented and compared to two higher-
level reference methods: ADC(3)/def2-SVP and MS(6,4)-CASPT2(14,10)/def2-SVP. For RI-
ADC(2) also the results using the larger aug-cc-pVTZ basis set are given (in parentheses).
For the double-ζ calculations, the corresponding natural transition orbitals95,97 are given in
the supplemental material.
With all methods, the S1 state is an excitation from the n orbital on the S atom (denoted
nS, see Ref. 67 for a more detailed discussion of the involved orbitals) to the pi
∗ orbital
located between the S atom and C2 atom (pi∗2). This state is located slightly below 4 eV for
RI-ADC(2) and MS-CASPT2, and slightly above this value for ADC(3). The next singlet
excitation at the RI-ADC(2) level, denoted 1nOpi
∗
6, originates from the n orbital on the O
atom and goes into a pi∗ orbital located on the C4, C5, and C6 atoms (cf. Figure 1). Its
energy is around 4.7 eV at the RI-ADC(2) and MS-CASPT2 levels whereas it is significantly
higher (5.19 eV) at the ADC(3) level. For all three methods, this state is distinguished by
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a particularly small dipole moment, around 2 D. Two bright pipi∗ states follow, where in
both cases, the donor orbital is a pi orbital predominantly located on the S atom (piS) while
the acceptor is a pi∗ orbital delocalized over the whole system, see supplemental Figures
S4 and S5 (hence, we simply write “pi∗” in the table, without orbital index). The two
resulting 1piSpi
∗ states are located at 4.8 eV and 5.3 eV for both the RI-ADC(2) and ADC(3)
methods when using the def2-SVP basis set, while they are significantly lower in energy in
the case of MS-CASPT2 (4.32 and 4.99 eV). Interestingly, when the aug-cc-pVTZ basis
set is employed, the RI-ADC(2) energies are significantly lower and almost coincide with
the MS-CASPT2/def2-SVP energies. The two 1piSpi
∗ states are the only states considered
here with significant oscillator strengths. All methods agree that the lower 1pipi∗ state has
a slightly enhanced oscillator strength compared to the higher energy one. The highest
considered state (1nSpi
∗
6) is an excitation from the S atom to a pi
∗ orbital on the opposite
side of the ring. At the RI-ADC(2) and ADC(3) levels, this last state possesses enhanced
charge-transfer character as indicated by the large dipole moment (above 7.5 D). By contrast,
the MS-CASPT2 result shows some admixture with the 1nOpi
∗
6 state (cf. Figure S6), which
leads to a signficantly decreased total dipole moment. It should also be noted that this state
possesses substantial contributions of two-electron-excitation character. Considering both
MS-CASPT2 and ADC(3), it is found that this state possesses only 72% of single-excitation
character, as measured by the norm of the one-electron transition density matrix.97
In the case of the triplet states the agreement between the three different methods is
better. For the first three triplet states no deviations above 0.25 eV are found among
the three methods. The lowest triplet state, located around 3.4 eV, is of 3piSpi
∗ character
and shows similar orbital contributions as the two bright singlet states. Then, two almost
degenerate states follow slightly below 4 eV: a 3nSpi
∗
2 state of similar character as the S1 state
and a 3pipi∗ state, delocalized over the whole system, that possesses no direct counterpart
among the computed singlet states. In the case of the T4 (
3nOpi
∗
6) the discrepancies are
somewhat bigger, as RI-ADC(2) and MS-CASPT2 place this state at ≈4.6 eV, while it is
at 4.95 eV in the case of ADC(3). This observation is consistent with the energies of the
corresponding singlet state (1nOpi
∗
6).
Table I shows large discrepancies in the electronic excitations already at the Franck-
Condon geometry, even for sophisticated methods as ADC(3) and MS-CASPT2. For the
case of 2TU, it is not a priori clear which of these two methods is more reliable, i.e., whether
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it is more important to move to third order in many-body perturbation theory as in the case
of ADC(3) or to include multireference effects as in MS-CASPT2. Moreover, judging the
basis set effects is not trivial, considering that MS-CASPT2 with a small basis set and an
IPEA shift of zero profits from error compensation,91 and hence yields very similar results as
MS-CASPT2 with a large CAS(16,12) active space, a quadruple-ζ basis, and the standard
IPEA shift.67 Therefore, the results have to be carefully checked, individually. On one hand,
it is important to realize that all methods agree satisfactorily in the nature and energy of the
S1 state as well as the lowest three triplet states. Thus, it can be assumed that the dynamics
among these methods will be similar once the S1 state is reached and, in particular, that
ISC from this state will be described correctly. On the other hand, the energy of the lowest
bright state (11piSpi
∗) differs significantly between the ADC methods and MS-CASPT2. In
this case, two observations can be made. First, the ADC(2) energy moves closer to the
MS-CASPT2 value once a larger basis set is used. Second, the MS-CASPT2 energy is
actually too low when compared to the experimental absorption spectrum102 (see below).
Finally, the possible influence of the 1nOpi
∗
6 state on the dynamics has to be examined. This
state is placed at a similar energy as the bright state for RI-ADC(2) while it is significantly
higher for the other two methods. While this is a potential shortcoming of the RI-ADC(2)
method, we notice that this state quickly increases in energy during the dynamics and, thus,
does not play a role. We thus summarize that RI-ADC(2)/def2-SVP provides a satisfactory
description of all relevant state at the Franck-Condon geometry when compared against the
reference methods and experiment.
As a next step, we compare the SOC values between the different states as computed with
RI-ADC(2) and MS-CASPT2. In this case, it should be remembered that a quantitative
agreement cannot be expected due to the fact that the wave functions produced by the
two methods are not equivalent, as already seen in the f and µ values shown in Table I.
Thus, only a semi-quantitative agreement can be expected. In Table II, the SOC values are
collected for the different pairs of states. Both methods agree that the largest SOC value
(≈ 125 cm−1) is obtained between the S1(1nSpi∗2) and T1(3piSpi∗) states. The second largest
value (≈ 100 cm−1) is obtained for the 11piSpi∗/3nSpi∗2 state pair. Then, the 21piSpi∗/3nSpi∗2 and
1nSpi
∗
2/
3pipi∗ follow, both around 75 cm−1. All these values agree reasonably well between the
two methods and fall in line with qualitative expectations, i.e., couplings are large between
states of different (npi∗, pipi∗) character and if there are strong contributions on the S atom.
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TABLE II. Comparison of the SOC terms (cm−1) between different singlet and triplet excited states
computed at the RI-ADC(2)/def2-SVP and MS(6,4)-CASPT2(14,10)/def2-SVP levels of theory for
the MP2-optimized ground-state minimum.a
3piSpi
∗ 3nSpi∗2 3pipi∗ 3nOpi∗6
1nSpi
∗
2 117/131 0/4 68/77 4/1
1nOpi
∗
6 3/10 4/2 32/55 1/3
11piSpi
∗ 0/10 109/83 0/4 9/9
21piSpi
∗ 0/0 73/76 0/4 30/17
1nSpi
∗
6 19/10 6/4 35/40 15/5
a Results are given in the order RI-ADC(2)/MS-CASPT2. Values above 60 cm−1 are marked
bold.
Recently, Krauter et al.55 have evaluated their ADC/SOC code, implemented inQ-Chem,
against the Turbomole interface used here, finding good agreement for the two molecules
investigated (thiophene and 1,2-dithiin). Considering both the results by these authors and
the ones in Table II, we conclude that the present SOC implementation for RI-ADC(2)
produces accurate results.
B. SHARC dynamics
In this section, we show that the described RI-ADC(2) method, including the calculation
of SOCs and wave function overlaps, can be employed to efficiently carry out accurate Sharc
dynamics simulations. To this end, we simulate the excited-state dynamics of 2TU, after
excitation to the lowest bright singlet state (S2, with piSpi
∗ character in the Franck-Condon
region).
The essential parts of the excited-state PESs of 2TU are presented in Figure 2. In the
upper panel of the figure, we present a chain of linear interpolation in internal coordinates
(LIIC) scans between the most important critical points, which were individually optimized
with each method. These scans can be partitioned into three main relaxation paths. In Path
I, after excitation to the S2 state, the molecule first relaxes to one of its two S2 minima, with
state character piSpi
∗
2 and with a strongly pyramidalized geometry (see the insets). From this
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FIG. 2. Linear interpolation in internal coordinates (LIIC) scan for the excited states of 2TU at
the (a) RI-ADC(2)/def2-SVP and (b) MS-CASPT2(12,9)/cc-pVDZ levels of theory. Panel (b) was
adapted from S. Mai, P. Marquetand, L. Gonza´lez, J. Phys. Chem. A 119, 9524 (2015).
minimum, only a small barrier needs to be overcome to reach a S1/S2 minimum energy
conical intersection (MECI), allowing IC to the S1 (
1nSpi
∗
2 character) and relaxation to the
S1 minimum (pyramidalized geometry). In Path II, from the Franck-Condon geometry, the
molecule relaxes to the second S2 minimum (
1piSpi
∗
6 character and nearly planar geometry),
and from there can reach another S1/S2 MECI, which again allows IC to the S1. Path III,
which begins in the S1 minimum reached by either Path I or II, leads to an easily accessible
S1/T2 minimum energy crossing point (MECP), where sizable SOCs allow for efficient ISC.
Once in the T2 triplet state, the molecule can relax to one of the two T1 minima via a T1/T2
MECI. Finally, a second T1 minimum can be reached by surpassing an energy barrier.
In the lower panel of Figure 2, we also show an analogous scan obtained with MS-
CASPT2(12,9)/cc-pVDZ, which is the level of theory employed previously for the study of
2TU.45,67 The comparison between RI-ADC(2) and MS-CASPT2 reveals that both methods
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FIG. 3. The experimental vacuum absorption spectrum of 2TU102 together with the absorption
spectra simulated with MS-CASPT245 and RI-ADC(2). All spectra are normalized.
yield qualitatively the same three relaxation pathways, as described above. There are some
differences between the methods, most importantly that RI-ADC(2) seems to make pas-
sage through Path I easier and through Path II more difficult, compared to MS-CASPT2.
Also, the barrier between the T1 minima is larger with RI-ADC(2) than with MS-CASPT2.
However, in general the agreement is very good. In particular, both methods predict that
after excitation the molecule can easily relax from the initial S2 state to the S1, from where
efficient ISC to the T2, followed by relaxation in the triplet states, can commence.
Encouraged by the good agreement of the MS-CASPT2 and RI-ADC(2) PESs, we went
on to perform the Sharc dynamics simulations. The absorption spectrum, which was
generated during the initial condition setup, is shown in Figure 3. The good agreement with
the experimental spectrum is another promising indicator of the adequacy of RI-ADC(2) to
describe the excited-state dynamicss of this molecule.
Figure 4 shows an analysis of the population flow from the RI-ADC(2) dynamics sim-
ulations. Since in the dynamics, it is not unambiguously possible to identify the diabatic
state character (e.g., 1nSpi
∗
2, ...), the following paragraphs discuss the dynamics in terms
of the eigenstates of the spin-free Hamiltonian (adiabatic, but spin-diabatic)—note that
there is not a one-to-one correspondence to the diabatic states discussed above. Panel (a)
shows the time-dependent populations of the excited states. Initially, all population is ei-
ther in S2 or S3 (in the figure, their populations is combined as S2,3), but the population is
quickly transferred to the S1 and subsequently to the triplet states. In panel (b), we show
the net surface hops between the excited states. As can be seen, most trajectories take a
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FIG. 4. Excited-state populations, net transfer graph, and fitted time constants for the excited-
state dynamics simulations of 2TU with RI-ADC(2)/def2-SVP. Note that the populations of S2
and S3 as well as T2 and T3 were combined in the figure. The analysis includes 29 trajectories. In
parenthesis, the corresponding values from Ref. 45 are given.
S2,3 → S1 → T2,3 → T1 path, as anticipated from the PESs shown in Figure 2. Hence,
S2,3 → S1 → T2,3 → T1 would be a good kinetic model to fit the populations shown in
Figure 4 (a). However, in order to get time constants consistent with Ref. 45, we use the
same kinetic model as in this reference; the model is shown in panel (c). Using this kinetic
model, we obtain three time constants describing the population transfer in the trajectories:
(i) a time constant of 250 fs for S2,3 → S1 IC, (ii) a constant of 1060 fs for S2,3 → T2,3, and
(iii) a time constant of 325 fs for S1 → T1. The corresponding time constants from Ref. 45
are (i) 59 fs, (ii) 250 fs, and (iii) 540 fs.
There are some differences to the population flow as reported in Ref. 45. First, with MS-
CASPT2, more trajectories hop through the side channels S1 → T1 and S2 → T2,3, while with
RI-ADC(2) most trajectories hop according to the main channel S2,3 → S1 → T2,3 → T1.
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Second, with MS-CASPT2, there was a tiny contribution of ground state relaxation from
the S1; with RI-ADC(2) ground state relaxation did not take place. Third, with MS-
CASPT2, singlet IC is notably faster than with RI-ADC(2) (59 fs versus 250 fs); this might
be due to the different preferences of Paths I and II by the two methods. In particular, RI-
ADC(2) has similar barriers for both paths, whereas Path II at MS-CASPT2 level is nearly
barrierless. Furthermore, with RI-ADC(2), Path I involves pyramidalization in S2, which
takes some time, while with MS-CASPT2, the S1 can be reached quickly before the slow
pyramidalization starts. Fourth, the ISC time constants are different for the two methods.
This is partially because the ISC time constants are coupled to the IC time constant (because
ISC is a follow-up reaction). As can be seen, the ratio between the S2,3 → S1 and S2,3 → T2,3
time constants is about 1:4 for both electronic structure methods. Hence, after 1000 fs, both
methods provide very similar populations of the excited states: 65% T1, 20% T2,3, and 15%
S1 for MS-CASPT2; 70% T1, 20% T2,3, and 10% S1 for RI-ADC(2). Thus, it appears that,
even though the time constants themselves are different, the interplay of the time constants
lead to similar overall results.
In Figure 5, we show an analysis of the molecular motion of 2TU during the simulation,
similar to that in Ref. 45. In panel (a), we plot the distribution of the C=C bond length
over time, which is an indicator mode to distinguish the 1piSpi
∗
6 (S2) state from the other
states (1piSpi
∗
2,
1nSpi
∗
2,
3piSpi
∗
2). The former state has a bond length of about 1.44 A˚, whereas
the other states have about 1.37 A˚. The panel shows clearly that only few trajectories show
the long bond typical for the 1piSpi
∗
6 state, in contrast to the MS-CASPT2 dynamics, where
initially all trajectories exhibit the long bond length.
In panel (b), we plot the pyramidalization angle of the thiocarbonyl group, one of the
most important modes in the excited-state dynamics of 2TU. The plot shows that pyrami-
dalization starts immediately after excitation; in MS-CASPT2, pyramidalization only starts
after about 50 fs, when the trajectories change from the planar 1piSpi
∗
6 state to the pyrami-
dalized 1nSpi
∗
2 state. The plots in panels (a) and (b) unambiguously show that RI-ADC(2)
prefers Path I (see Figure 2) over Path II, in opposition to MS-CASPT2.
Panel (c) shows another pyramidalization angle, which measures how much the sulfur
atom is displaced from the ring plane while ignoring the motion of the thiocarbonyl carbon
atom. This panel is in good agreement with the MS-CASPT2 dynamics, showing that the
long-term motion of the molecule in the S1 and T1 states is correctly captured. The same
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can be said for panel (d), which shows the bond angle which controls ISC by tuning the
energy gap between the 1nSpi
∗
2 and
3piSpi
∗
2 states, which are primarily involved in the ISC
process.
Finally, in panel (e) we plot the temporal evolution of the permanent dipole moment of
2TU. Like panels (a) and (b), this panel also shows that RI-ADC(2) favors Path I, as the
more polar 1piSpi
∗
6 state (at about 6 D) is not strongly populated at early times. Moreover,
the panel shows that RI-ADC(2) provides very similar permanent dipole moments for the
other excited states, which are all around 4.0 D and similar to the ground state dipole
moment of 4.2 D.
As a brief remark, three ADC(2) trajectories followed a ring-opening pathway, with the
bond between N3 and C4 breaking. Additional calculations showed that the relevant barrier
is about 4.0–4.2 eV above the ground state energy (with both ADC(2) and MS-CASPT2),
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and hence much higher than the S1 and T1 minima. Consequently, the three trajectories
all undergo ring opening from the S2 state briefly after excitation. The reason for the more
frequent ring opening with ADC(2) compared to MS-CASPT245 might be that ADC(2)
predicts rather high vertical excitation energies and thus an increased initial energy, enough
to overcome the ring opening barrier. Still, as mentioned above, we neglected the ring-
opening trajectories from the above analysis, as the S0 − S1 energy gap becomes very small
and ADC(2) is not expected to be reliable in this situation.
C. Computational remarks
After the discussion of the dynamics simulations results, here we would like to also
mention the computational effort involved in the present calculations. Each of the RI-
ADC(2)/def2-SVP trajectories calculated was run on 2 cores of an Intel R© Xeon E5-2650-v3
CPU and the 2000 time steps were on average finished after 5 days, which is equivalent to 240
core hours per trajectory. By comparison, the MS-CASPT2 trajectories reported in Ref. 45
were run on 16 cores of an Intel R© Xeon E5-2650-v2 CPU, and completion of 2000 time
steps took about 18000 core hours per trajectory. Considering also that the MS-CASPT2
trajectories included one state less (the S3) and that due to convergence problems a sizable
fraction of the MS-CASPT2 trajectories had to be neglected, it appears that RI-ADC(2)
was over 100 times more CPU-time-efficient than MS-CASPT2 for the chosen molecule.
Due to the scaling behaviors of the two methods, it can be expected that for larger systems
RI-ADC(2) will be even more favorable. Furthermore, RI-ADC(2) offers advantages due to
its conceptual simplicity owing to the fact the no active space has to be selected; this not
only makes the computations more user friendly, but also offers more stable convergence
behavior along a trajectory and allows studying systems where many relevant orbitals are
involved.
V. CONCLUSIONS
In this contribution, a new implementation is reported which allows performing sur-
face hopping simulations of ISC processes in the Sharc dyanmics package in combination
with the ab-initio RI-ADC(2) electronic structure method—a computationally efficient, re-
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liable, and easy-to-use method. We expect that this new implementation will provide a
powerful tool for simulating ISC between one-electron excited states in a large variety of
organic molecules. For completeness, it should be pointed out that RI-ADC(2) is not ex-
pected to work in some special cases involving two-electron excited states,103 transition metal
complexes,104 or strongly distorted geometries. Furthermore, RI-ADC(2) cannot correctly
describe conical intersections between the ground state (S0) and the excited states. In such
cases the user is advised to use multi-reference methods, e.g., as those already available in
Sharc.45,47
The 2-thiouracil molecule was chosen to demonstrate the capabilities of the new imple-
mentation. First, the vertical excitations were compared to the more sophisticated ADC(3)
and MS-CASPT2 methods. While this comparison showed some differences between the
methods, RI-ADC(2) provided an excellent description of all the states relevant for the
dynamics of this molecule. Furthermore, the SOC terms were compared between the RI-
ADC(2) and MS-CASPT2 methods, showing satisfactory agreement. Finally, RI-ADC(2)
dynamics simulations were performed and compared to previously reported MS-CASPT2
results.45 Slightly different mechanistic details were obtained, as S2 → S1 IC is accompanied
at the RI-ADC(2) level by pyramidalization in the S2 state, whereas MS-CASPT2 predicts
that pyramidalization is initiated in the S1 state. Nevertheless, a good agreement between
both methods is found in terms of the main deactivation mechanisms, i.e., that IC to the
S1 state is followed by ISC, which leads to the population of the T1 state in less than 1 ps.
SUPPLEMENTARY MATERIAL
Coordinates of the geometry and active space orbitals used for the results presented in
section IV A. Natural transition orbitals of 2TU for the RI-ADC(2), ADC(3), and MS-
CASPT2 calculations in section IV A.
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Appendix A: Spin-free formulation of triplet transition densities
The implementation in Turbomole allows for the computation of all spin-orbit matrix
elements in both the spin-orbital basis and in a spin-free formulation. As the spin-orbital
formulation does not offer explicit control of the spin state, its use for open-shell ground
states is not recommended. For closed-shell ground states, a more efficient spin-free formu-
lation for both singlet and triplet excited states is available that has been tested against the
spin-orbital code. The spin-free cluster operator is defined as
Tˆ2 =
1
2
∑
ijab
tiajbEˆaiEˆbj (A1)
where
tiajb = − giajb
a + b − i − j (A2)
are the first-order amplitudes from MP2 theory. These are computed from two-electron
repulsion integrals giajb and canonical orbital energies p.
The singlet excited state I is associated with the excitation operator RˆI = RˆI1 + Rˆ
I
2, with
single and double excitations
RˆI1 =
∑
ia
RIiaEˆai (A3)
RˆI2 =
1
2
∑
ijab
RIiajbEˆaiEˆbj . (A4)
For the formulation of triplet excited states, we introduce the triplet excitation operator
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Tˆai = 2Eˆ
z
ai = aˆ
†
aaˆi − aˆ†a¯aˆi¯ and define the single and double excitations as
3RˆI1 =
∑
ia
3RIiaTˆai (A5)
3RˆI2 =
∑
ijab
3RIiajbTˆaiEˆbj (A6)
=
1
4
∑
ijab
(+)RIiajb
(
TˆaiEˆbj + EˆaiTˆbj
)
(A7)
+
1
2
∑
ijab
(−)RIiajb
(
TˆaiEˆbj − EˆaiTˆbj
)
(A8)
The symmetrized formulation has been given for comparison with the triplet basis intro-
duced in Refs.105,106. The ADC(2) equations using the singlet and triplet adapted excitation
operators can be easily derived from the more general CC2 equations given in Refs.60,74,105,106.
We only want to explicitly quote the spin-transition densities from ground to excited
states, D0J,zpq = 〈Ψ0| Eˆzpq |ΨJ〉 and between excited states DIJ,zpq = 〈ΨI | Eˆzpq |ΨJ〉. The ground-
to-excited-state transition density reads
D0J,zij = −
1√
2
∑
cdl
t†cjdl
3RJicld (A9)
D0J,zia =
1√
2
3RJia (A10)
D0J,zai = −
1√
2
∑
ck
t†ciak
3RJkc (A11)
D0J,zab =
1√
2
∑
dkl
t†akdl
3RJkbld (A12)
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and the transition density between excited states is given by
DIJ,zij =
1
2
[
−
∑
c
RI †cj
3RJic −
∑
cdl
RI †cjdl
3RJicld
]
(A13)
DIJ,zia =
1
2
[∑
dl
RI †dl
3RJiald −
∑
cdkl
[
2RI †ckdl −RI †dkcl
]
tkald
3RJic
−
∑
cdkl
[
2RI †ckdl −RI †dkcl
]
ticld
3RJka
]
(A14)
DIJ,zai =
1
2
[
−
∑
dl
RI †dial
3RJld −
∑
cdkl
RI †ci t
†
akdl
3RJkcld
−
∑
cdkl
RI †akt
†
ckdl
3RJicld
]
(A15)
DIJ,zab =
1
2
[∑
k
RI †ak
3RJkb +
∑
dkl
RI †akdl
3RJkbld
]
(A16)
In the actual implementation, all four-index quantities are on-the-fly recomputed from three-
index quantities using the resolution-of-the-identity trick as described in Refs.74,106.
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