ABSTRACT. In 1855 H. J. S. Smith [4] proved Fermat's Two Squares using the notion of palindromic continuants. In this paper we extend Smith's approach to proper binary quadratic form representations in some commutative Euclidean rings, including rings of integers and rings of polynomials over fields of odd characteristic. New deterministic algorithms for finding the corresponding proper representations are presented.
INTRODUCTION
Fermat's Two Square Theorem is with no doubt a remarkable result. Many proofs of the theorem have been provided; see, for instance, [24, 10, 19, 4, 1] . It is also true that most proofs have much in common, for instance, Smith's proof is very similar to Hermite's [10] , Serret's [19] , and Brillhart's [1] .
We first give a definition of continuant, a concept around which our paper revolves.
Definition 1 (Continuants in arbitrary rings, [8, Sec. 6.7] ). Let Q be a sequence of elements q 1 , q 2 , . . . , q n of a ring R. We associate with Q an element [Q] of R via the following recurrence formula Lemma 1 (Lewis Carroll identity, [7] ). Let C be an n × n matrix in a commutative ring. Let A representation of an element m by the form Q(x, y) = αx 2 + γxy + βy 2 is called proper if gcd(x, y) = 1. In this paper we are mostly concerned with proper representations.
For us the quadratic forms f (x, y) = ax 2 + bxy + cy 2 and g(x, y) = Ax 2 + Bxy + Cy 2 are equivalent if there is a 2 × 2 matrix M = (a ij ) with determinant 1 such that g(x, y) = f (a 11 x + a 12 y, a 21 x + a 22 y). For equivalent forms f and g it follows that an element m is (properly) represented by f iff m is (properly) represented by g.
Let p be a prime number of the form 4k + 1. In his proof of Fermat's Two Squares Theorem, Smith [4] first shows the existence of a palindromic sequence Q = (q 1 , . . . , q s , q s , . . . , q 1 ) such that p = [Q] through an elegant parity argument. This sequence then allows him to derive a solution for z 2 + 1 ≡ 0 (mod p) and a representation x 2 + y 2 for p.
With regards to the question of finding square roots modulo a prime p, Schoof presented a deterministic algorithm in [18] and Wagon discussed the topic in [20 1.1. Our work. This paper can be considered as a follow-up to our earlier paper [6] . In [6] we studied the use of continuants in some integer representations (e.g. sums of four squares) and sums of two squares in rings of polynomials over fields of characteristic different from 2. Here we deal with the following problems. We denote a unit in the ring by u. In this paper we introduce the notion of modified continuants, an extension of continuants, and use them to produce proper representations Q(x, y) = x 2 + gxy + hy 2 , up to multiplication by a unit u, of an element m in some Euclidean rings. This extension allows us to present the following new deterministic algorithms. A simple modification of Algorithm 3 produces representations uQ(x, y) for some positive discriminants of class number one, including all the determinants studied by Mathews [13] . This modification is discussed in Section 5.
Recall the class number of a determinant ∆ [2, pp. 7] gives the number of equivalence classes of integral binary quadratic forms with discriminant ∆.
When trying to extend Smith's approach to other Euclidean rings R, one faces the lack of uniqueness of the continuant representation. The uniqueness of the continuant representation boils down to the uniqueness of the quotients and the remainders in the division algorithm. This uniqueness is achieved only when R is a field or R = F[X], polynomial algebra over a field F [12] (considering the degree as the Euclidean function).
The rest of the paper is structured as follows. In Section 2 we modify the notion of continuant and describe some of their properties. Section 3 is devoted to studying proper representations x 2 + gxy + hy 2 in some commutative Euclidean rings, mainly in the ring of polynomials over a field of odd characteristic. In Section 4 we consider proper representations x 2 + gxy + hy 2 in the ring of integers. Some final remarks are presented in Section 5.
MODIFIED CONTINUANTS
With the aim of considering the problem of properly representing an element m as x 2 + gxy + hy 2 , we extend the notion of continuants. 
Definition 2 (Modified Continuants in Arbitrary Rings
The definition of modified continuant carries several consequences, which we will refer to as Modified Continuant Properties.
Divide the products of subsequences of Q = (q 1 , q 2 , . . . , q n ) obtained by removing disjoint pairs of consecutive elements of Q into two groups, depending on whether or not the products remove the pair q s q s+1 (1 ≤ s < n). P-4 If in a ring R we find a unit u commuting with all q i 's, then
. . , q n ; h, s] for odd n P-5 Induction can provide us with the following.
[q 1 , . . .
The next two properties pertain to commutative rings.
See the determinant of the matrix below for a small example.
[
. This can be seen from applying Property P-3 on both sides of the equality, and then using Property P-2.
FROM Q(x, y) TO Q(z, 1) AND BACK
In this section, considering the form Q(x, y) = x 2 + gxy + hy 2 , we deal with the problem of going from a representation Q(x, y) of an element m to a multiple Q(z, 1) of m and back.
From Q(x, y) to Q(z, 1)
. We begin with a general proposition which is valid for every commutative ring.
, where Rm denotes the ideal generated by m.
If R is Euclidean, we can explicitly find z and the quotient Q(z, 1)/Q(x, y) with modified continuants.
Proof. We have u and v such that xu + yv = 1. Then, computation with norms in the ring obtained from R by adjoining formally a root of the polynomial T 2 − gT + h provides the identity
which proves the first assertion. This identity can be interpreted also as a kind of Lewis-Carroll identity.
The determinant of the tridiagonal matrix
, where z = (−1) s+1 c and c is the determinant of the matrix formed by the 2s − 1 first rows and columns of M.
The proof of Proposition 1 can be readily converted into a deterministic algorithm which finds a solution z 0 of Q(z, 1) ≡ 0 (mod m), given a representation uQ(x, y) of an element m in an Euclidean ring R. See Algorithm 1.
From Q(z, 1) to Q(x, y).
We begin the subsection with the following remark. Proof. We introduce the extension G of F by a square root ω of −h. The ring G[X] is principal and z 2 + ht 2 factorises as (z − ωt)(z + ωt), with the two factors being coprime. Introduce x + ωy = gcd(m, z + ωt); then x − ωy is a gcd of m and z − ωt, using the natural automorphism of G. The polynomials x − ωy and x + ωy are coprime and both divide m. Thus, m is divisible by (x − ωy)(x + ωy) = x 2 + hy 2 . On the other hand, m divides (z − ωt)(z + ωt). Consequently, m is an associate of x 2 + hy 2 . Since x − ωy and x + ωy are coprime, x and y are coprime. If m is a multiple of h, then m is an associate of (hy) 2 + hx 2 , with hy and x coprime. This representation of m follows from a representation x 2 + hy 2 of m/h.
We may now assume that h and z are coprime. Then, z 2 + ht 2 factors as (z − Tt)(z + Tt), with the two factors being coprime. Reasoning as in Proposition 2, we let x + Ty be the gcd of m and z + Tt and we obtain that x − Ty is the gcd of m and z − Tt and that m is an associate of x 2 + hy 2 with x, y coprime.
The next remark generalises [6, Rem. 19] . 
Remark 2 (Algorithmic considerations). For the cases covered in Propositions 2 and 3, given an element m and a solution z
Here the first remainder has degree at most deg(m)/2, thus we stop the division process and obtain s = If instead we use the method of Corollary 1, then we obtain the unit u = 9/16 and the sequence (9/16 · 2/3 · (1 + 2X), 16/9 · (−1/2 − X), 9/16 · 1/3 · (−1/2 − X), 16/9 · 3 · 2/3 · (1 + 2X)). From this sequence we know that
Corollary 2 (of Proposition 3: h of degree 1 in F[X]). Let m be a polynomial over F[X] and a divisor of z 2 + h for some z ∈ F[X] with deg(z) < deg(m) and z, h coprime. Then, m = (x 2 + hy 2 )u for some unit u and the values of x and y can be obtained by Remark 2.
Consider the following example, let h = X, m = 1 + X + X 3 + X 4 and z = (X 3 + 2X 2 + 1)/2. Then, the division gives (x, y, u) At this step we should stop the division process as the first remainder has at most half the degree of m. Now we know that s = 2, x = (2 + 2X 2 )/u and y = u −1 [−2 + 2X] for a unit u. It plainly follows that u = 4.
We now may wonder how far can we push this method for polynomials over a field of characteristic different from 2? That is, will the method work for h with deg(h) > 1 over any such field?
We first note that the property
does not hold in general for h reducible. Consider h = X 3 + X 2 + X in polynomials over a field of characteristic = 3. Then, X 2 + X + 1 divides 0 2 + 1 2 h and is certainly not of the form x 2 + y 2 h. Indeed, here we have either y 2 h null or of odd degree ≥ 3. In the former case, it follows that x 2 + y 2 h = x 2 is a square, but X 2 + X + 1 is not a square in a field of characteristic = 3, while in the latter case
What about irreducible h with deg(h) ≥ 2? Already for degree 2 the property does not hold in general. Indeed, consider in Q[X] the polynomials h = X 2 − 2, z = X 2 and m = X − 1. Observe that X − 1 divides X 4 + X 2 − 2 and that X − 1 is not of the form u(x 2 + y 2 (X 2 − 2)). To see this note that the degree of x 2 + y 2 (X 2 − 2) is either 2 deg(x) or 2 + 2 deg(y).
For specific fields we find situations where the property holds. Take, for instance, the field R of reals, h = X 2 + 1 and every real polynomial m taking only positive values over R. It is known that the polynomials m over R that take at every point of R a positive value has the form ∏(a k X 2 + 2b k X + c k ), where a k , b k , c k ∈ R and b 2 k − a k c k < 0. Thus, it suffices to consider the case of m = aX 2 + 2bX + c with a > 0, c > 0 and
, where e = ±1 has the sign of b.
For h = −X 2 − 1 and every real polynomial m over R, we have another situation where the property holds. Observe that the form Q(x, y) = x ′2 + (−X 2 − 1)y ′2 is equivalent to the form Q(x, y) = x 2 + 2Xxy − y 2 (by Remark 1). Any polynomial of degree 1 is an associate of some a 2 − b 2 + 2abX with units a and b. We now take care of polynomials m = k(X 2 + 2vX + w) with no real zeros and k, v, w ∈ R.
This 
Using the automorphisms of R[x], both previous approaches can easily be applied to any real polynomial of degree 2 with no real roots.
FROM Q(z, 1) TO Q(x, y): INTEGRAL QUADRATIC FORMS
In this section, given integers m, z such m|Q(z, 1), we provide an algorithm that proves the existence of representations Q(x, y)u of m for a unit u and certain forms Q. What are those rings of integers for which the following property holds?
The answer is given by the rings whose corresponding forms have class number H(∆) equal to one [2, pp. 6-7,81-84]. Here ∆ denotes the form discriminant. In the case of ∆ < 0, all the principal rings satisfy the property; these ∆'s are the following: −3, −4, −7, −8, −11, −19, −43, −67, −163; see [14] and [2, pp. 81] . In this context, modified continuants provide a constructive proof of the property. For the case of ∆ > 0, while we do not even know whether the list of such determinants is infinite, it is conjectured this is likely the case; see [2, pp. 81-82] and [15] .
Recall the class number H(∆) [2, pp. 7] gives the number of equivalence classes of integral binary quadratic forms with discriminant ∆.
Next we recall the following well-known result by Rabinowitsch.
Theorem 2 ([16]). For a discriminant
Below we present a division algorithm (Algorithm 3) which, for any negative discriminant of class number one, gives a proper representation Q(x, y) of m assuming m divides Q(z, 1).
Since m = 1 trivially admits proper representation (1, 0) of Q(x, y) = x 2 + gxy + hy 2 , Algorithm 3 assumes |m| > 1. As a general approach we show that the sequence |m i | (i = 0, . . . , s − 1) is decreasing, that is, |m i+1 | < |m i | . Once this decreasing character fails, we show that the algorithm anyway stops with the last m i being a unit.
Recall we have |m i | ≥ |z i | + 1 for i = 1, . . . , s − 1. 
Thus, we have m 3 = 1 and (q 3 , q 2 , q 1 ) = (4, 1, 1). From this we recover the continuant representation of m 0 = 251 Below we present some of the forms Q(x, y) for which the proposed modification of Algorithm 3 will give the representation of m 0 associated with the given z 0 .
