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Abstract
The transformation formula of the Berezin integral holds, in the non-compact case,
only up to boundary integrals, which have recently been quantified by Alldridge-
Hilgert-Palzer. We establish divergence theorems in semi-Riemannian supergeom-
etry by means of the flow of vector fields and these boundary integrals, and show
how superharmonic functions are related to conserved quantities. An integration
over the supersphere was introduced by Coulembier-De Bie-Sommen as a generali-
sation of the Pizzetti integral. In this context, a mean value theorem for harmonic
superfunctions was established. We formulate this integration along the lines of the
general theory and give a superior proof of two mean value theorems based on our
divergence theorem.
1 Introduction
The analogon of the classical integral transformation formula in supergeometry holds
for compactly supported quantities only. The nature of the additional boundary terms
occurring in the non-compact case was only recently studied in [AHP12], where it was
observed that a global Berezin integral can be defined by introducing a retraction as an
additional datum.
In the present article, we establish divergence theorems in semi-Riemannian superge-
ometry by means of the flow of vector fields as studied in [MSV93] together with the main
result of [AHP12] concerning the change of retractions. We focus on the non-degenerate
case, but also yield a divergence theorem for a degenerate boundary, thus generalising a
result in [U¨na95]. While the lack of boundary compatibility conditions in general leads
to the aforementioned boundary terms, we show, moreover, that divergence-free vector
fields are conserved quantities in a very natural sense for any boundary supermanifold.
As shown in [Gro13], such vector fields arise from Killing vector fields via superharmonic
maps. We apply that theory to superharmonic functions.
The supersphere occurs naturally in the theory of the supersymmetric quantum hall
effect ([Has08], [HT13]) and underlies certain field theories, see [SW05]. In a series of
papers ([DBS07], [CDS09], [Cou12]), an integration over the supersphere was introduced,
first by an extension of Pizzetti’s formula to super-polynomials, then by a formula for
general superfunctions later expressed in terms of an embedding, while a particular case
of this integral was already studied in [Jar88]. In this context, [CDS10] established a
super analogon of the classical mean value theorem for harmonic functions.
The second purpose of the present article is to formulate this supersphere integration
in terms of a retraction γ along the lines of the general theory and finally to give a new
1
self-contained proof of two mean value theorems for harmonic functions based on our first
divergence theorem, thus avoiding the subtle points left open in the proof of [CDS10].
As a corollary, we yield a simple expression for the boundary term concerning the change
of retractions from γ to the standard retraction.
2 Integration on Semi-Riemannian Supermanifolds
In this section, we will briefly recall elements of the theory of semi-Riemannian super-
manifolds and integration of Berezinian forms, with a detour to the divergence of vector
fields.
Throughout the article, we consider supermanifolds and their morphisms in the sense
of Berezin-Kostant-Leites as in [Lei80]. A supermanifold is thus, in particular, a ringed
space (M,OM ), and a morphism ϕ : (M0,OM ) → (N0,ON ) of supermanifolds consists
of two parts ϕ = (ϕ0, ϕ
♯) with ϕ♯ denoting a generalised pullback of superfunctions
f ∈ ON . Modern monographs on the general theory of supermanifolds include [Var04]
and [CCF11]. Following the conventions of [Gro11] and [Gro13], we denote the (super)
tangent sheaf of M , i.e. the sheaf of superderivations of OM , by SM := Der(OM ). A
vector field X ∈ SM can, in local coordinates x, be expanded as
X =
∂
∂xk
·Xk such that X(xj) = (−1)|xj||Xj|Xj(1)
An even superfunction f ∈ ON is called positive if the underlying function f0 ∈ C∞(M0)
is. In this case, f has a unique positive square root
√
f . Considering X(
√
f · √f) for a
vector field X, we obtain the calculation rule
X(
√
f) =
1
2
√
f
−1
X(f) and analogous for fractional powers of f.(2)
The differential of a morphism ϕ :M → N is the morphism of sheaves dϕ : (ϕ0)∗SM →
Sϕ defined by dϕ(X) := X ◦ ϕ♯, where Sϕ := Der(ON , (ϕ0)∗OM ) denotes the sheaf
of derivations (vector fields) along ϕ. A bilinear form B ∈ HomON (SN ⊗ SN,ON ) is
pulled back under ϕ to a bilinear form on M as follows.
ϕ∗B (X, Y ) := Bϕ (dϕ[X], dϕ[Y ]) , Bϕ
(
ϕ♯ ◦ A, ϕ♯ ◦B
)
:= ϕ♯ ◦B (A, B)(3)
For consistent notation, we also prescribe ϕ∗(f) := ϕ♯(f) for a superfunction f ∈ ON .
A semi-Riemannian supermetric g on M is an even, nondegenerate and supersym-
metric bilinear form. It follows that the odd part of the dimension of a semi-Riemannian
supermanifold (M,g) is an even number which, as in [Cou12], we shall denote by
dimM = m|2n. Moreover, M possesses a unique connection ∇ which is torsion-free
and metric with respect to g, called the Levi-Civita connection [Goe08].
Lemma 2.1. Let x = (x1, . . . , xm+2n) be local coordinates of M and denote by ∂i :=
∂xi the induced local vector fields. Then the Christoffel symbols for the Levi-Civita
connection defined by Γlij∂l = ∇∂i∂j are
Γmij =
1
2
(
∂igjk + (−1)|i||j|∂jgik − (−1)|k|(|i|+|j|)∂kgij
)
gkm
where the matrix element gkm is defined by glkg
km = δml . It satisfies∣∣∣gkm∣∣∣ = |k|+ |m| and gkm = (−1)|k||m|+|k|+|m|gmk
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Proof. The Christoffel symbols are obtained by a standard calculation e.g. as in Prp.
2.12 of [GW12]. Moreover, the parity of gkm as stated follows at once from the evenness
of g−1. Finally, the last equality holds by
glk · (−1)|k||m|+|k|+|m|gmk = (−1)|k||m|+|k|+|m|+(|l|+|k|)(|m|+|k|)+|k||l|gmkgkl
= (−1)|m|+|l||m|gmkgkl = (−1)|m|+|l||m|δml = δml
By an extension of the Gram-Schmidt procedure as detailed e.g. in Sec. 2.8 of
[DeW84], there is an adapted local basis (e1, . . . , et+s+2n) of SM with t+ s = m, such
that g = g0 on the level of matrices, which we shall call an OSp(t,s)|2n-frame, with g0 as
follows.
g0 :=
(
Gt,s 0
0 J2n
)
where(4)
Gt,s :=
(−1t×t 0
0 1s×s
)
, J2n :=
J2 0 00 . . . 0
0 0 J2
 , J2 := (0 −11 0
)
Moreover, we set
Jek :=

−ek k ≤ t
ek t < k ≤ t+ s
ek+1 k = t+ s+ 2l − 1
−ek−1 k = t+ s+ 2l
This is such that g (ek, Jej) = (−1)|ek|δkj and, moreover, every v ∈M has the expansion
v = g (v, ej)Jej = (−1)|ej |g (v, Jej) ej(5)
In the following, we will assume M to be superoriented in the sense that it has an
atlas of coordinate charts Ui ∼= Rm|2n such that, for every coordinate transformation
ϕ = (ϕ0, ϕ
♯) : Rm|2n → Rm|2n, both det(dϕ0) > 0 and sdet(dϕ) > 0 (cf. Sec. 4 of
[Gro13]). In accord with [AHP12], sections of the superdeterminant sheaf sdetM (also
known as Berezinian sheaf, see Chp. 3 of [DM99]) will be referred to as Berezinian
forms. By definition, a Berezinian form ω ∈ sdetM has the local form [dy] · f with
respect to coordinates y and transforms according to
[dy] · f = [dx] · [dϕ
∗(y)]
[dx]
· ϕ∗(f) , [dϕ
∗(y)]
[dx]
:= sdet(dϕ)(6)
where x are different coordinates and ϕ denotes the coordinate transformation. When
the reference to ϕ is clear, we shall also abbreviate (6) as [dy] · f = [dx] · [dy][dx] · f .
Let ϕ : M → N be an isomorphism of supermanifolds and ω ∈ sdetN . In the
following, we will tacitly assume that isomorphisms are orientation preserving. The
pullback of ω under ϕ is defined, locally for ω = [dy] · f , as
ϕ∗ω := [dϕ∗(y)] · ϕ∗(f)(7)
Note that ϕ∗(y) is a coordinate system. By (6), this construction is well-defined.
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We define the integral over a Berezinian form [dx] · f on a coordinate chart M ⊇
U ∼= Rm|2n with coordinates x = (u1, . . . , um, θ1, . . . , θ2n) to be the Berezin integral∫
U
[dx] f :=
∫
Rm|2n
dmud2nθf := (−1)s(m,2n)
∫
Rm
dmu f (1,...,1)(8)
where f (1,...,1) is the coefficient corresponding to the multiindex I = (1, . . . , 1) in the
expansion f = θI · fI and s(m, 2n) is a sign, which is usually set by convention to
s(m, 2n) := n(2n− 1) such that
∫
d2nθ =
∂
∂θ1
. . .
∂
∂θ2n
(9)
By the transformation formula of Berezin integration (Thm. 4.6.1 in [Var04]) and our
assumption of classical orientedness (det(dϕ0) > 0 for coordinate transformations ϕ),
(8) induces a well-defined integral
∫
M ω for ω ∈ sdetM , provided that M is compact.
While the assumption of orientedness may be easily dropped by considering Berezin
densities instead of forms, compactness of M is essential. The non-compact case was
studied in [AHP12], and will be summarised below.
By our second condition (sdet(dϕ) > 0), the metric g induces a canonical Berezinian
form dsvolg, referred to as super volume form, which has the local form
dsvolg = [dx] ·
√
|sdetgx|(10)
in coordinates x where sdet(gx) denotes the super-determinant of the matrix gx :=
g (∂xl , ∂xk). By (7), the pullback of dsvolg under an automorphism ϕ :M →M reads
ϕ∗dsvolg = dsvolg · 1√|sdetg| sdet(dϕ)ϕ∗
(√
|sdetg|
)
(11)
We will also need to consider relative Berezinian forms. Letting S be another super-
manifold, we define the sheaf of S-Berezinian forms by
sdetSM := sdetM ⊗OM OM×S
An S-form ω ∈ sdetSM has the local form ω = [dx] · f with x denoting coordinates
on M and f ∈ OM×S . The integral over ω in (8) is now a function
∫
U ω ∈ OS . This
construction is used in the context of maps and vector fields with flesh where S = R0|L.
The latter terminology was introduced in [He´l09], while the same concept occurs with
several names in the literature, see [DF99] and [Khe07]. Maps with flesh allow for having
”odd component fields” and are deeply related to inner Hom objects in the category of
supermanifolds [SW11]. For details on the derived differential calculus, see [Gro11],
while an application is given in Sec. 3.1 below.
For the Lie derivative to be introduced next, we need the pullback of a form ω ∈
sdetM under a morphism ϕ :M × S →M , which we define locally as
ϕ∗([dy] · f) := [dϕ∗(y)] · ϕ∗(f) := [dx] · sdet (dϕ|SM⊗OM×S) · ϕ∗(f)(12)
where dϕ is identified with a matrix with respect to coordinates x and y onM considered
as domain and range, respectively. This construction yields a well-defined S-form ϕ∗ω ∈
sdetSM , provided that dϕ|SM⊗OM×S is invertible and orientation preserving. In this
case, the analogon of (11) continues to hold.
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2.1 The Divergence of a Vector Field
As shown in [MSV93], every super vector field X ∈ SM possesses a unique flow, that is
a morphism ϕ = (ϕ0, ϕ
♯) : D(X)→M such that
ev|t=t0 ◦D ◦ ϕ♯ = ev|t=t0 ◦ ϕ♯ ◦X , ev|t=0 ◦ ϕ♯ = id(13)
holds, where D(X) is an open subsupermanifold of R1|1×(M,OM ) and D can be chosen
to be the lift to D(X) of the vector field ∂t + ∂τ on R1|1 with global coordinates (t, τ).
The pullback of a Berezinian form ω ∈ sdetM under the flow is defined according to
(12). By the second condition in (13), the necessary condition on dϕ is satisfied at least
for sufficiently small t (depending on x ∈M0), such that the following definition of the
Lie derivative of a Berezinian ω ∈ sdetM makes sense.
LXω := ev|t=0D ◦ ϕ∗ω ∈ sdetM
The Lie derivative of tensors can be defined analogous, see Sec. 3 of [Gro13].
Definition 2.2. Let X ∈ SM be a super vector field on a semi-Riemannian superman-
ifold (M,g). The divergence of X is defined as follows.
dsvolg · divX := LXdsvolg
We will show in the following proposition that, as in the classical case, the divergence
of a vector field can be characterised by a local formula, which can as well be taken as
a definition. In the proof of the divergence Thm. 3.3 it will, however, be helpful to
use Def. 2.2 directly. For the characterisation, we will need the following two Jacobi
lemmas.
Lemma 2.3 (Jacobi’s Formula). Let A be a supercommutative superalgebra with even
part A0. Let X ∈ GLn(A0) and ξ be a super derivation on A. Then
ξ(detX) = det(X) · tr (X−1 · ξ(X))
Proof. The determinant is polynomial in the entries of X such that the chain rule
ξ(detX) = ∂ detX∂Xkl · ξ(Xkl) holds. The statement then follows from the observation that
the first factor is the (lk)-th entry of adj(X).
Lemma 2.4 (Jacobi’s Formula). Let A be a supercommutative superalgebra. Let X ∈
GLm|2n(A) and ξ be an even super derivation on A. Then
ξ(sdetX) = sdetX · str(X−1(ξX))
Proof. First, the statement holds for X of the form(
A 0
0 D
)
,
(
1 B
0 1
)
,
(
1 0
C 1
)
Indeed, the first case follows from applying Lem. 2.3 to the matrices A and D in
ξ(sdetX) = ξ
(
detA · detD−1) = ξ(detA) · detD−1 + detA · ξ(detD−1)
while a short calculation yields the second and third cases.
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For S denoting either side of the proposed equation, one obtains the following mul-
tiplicative structure.
S(XY ) = S(X)sdetY + sdetX · S(Y )
Since any X can be written as a triple product of matrices of the form stated (cf. P.
118 in [Var04]), the statement is proved.
Proposition 2.5. The divergence divX of a super vector field X is characterised by
either of the following formulas in coordinates x or with respect to a local OSp-frame
(ej), respectively.
(i) divX = ∂
∂xk
(Xk) + 1√
|sdetg|
X
(√|sdetg|) = 1√
|sdetg|
∂
∂xk
(√|sdetg|Xk)
(ii) divX = ∂
∂xk
(Xk) + 12 (−1)|m|+|l|(|m|+|k|)gmk · ∂∂xl gkm ·X l
(iii) divX = str
(
Y 7→ (−1)|X||Y |∇YX
)
= (−1)|ej ||X|g (∇ejX, Jej)
Proof. (i): In the following, we shall abbreviate dϕ|SM⊗D(X) by dϕ. Using (11) in the
sense of (12) and (13), we calculate
divX = ev|t=0D
(
1√
|sdetg| sdet(dϕ)ϕ
∗
(√
|sdetg|
))
= ev|t=0D sdet(dϕ) + 1√|sdetg|X
(√
|sdetg|
)
We calculate the first term. Assume X is homogeneous. If X is odd, let η be an
additional Grassmann generator (i.e. replace the supermanifold M by M × R0|1). If X
is even, we let η := 1. In either case, η · D is even such that Lem. 2.4 is applicable.
With evt=0dϕ = id, we thus yield
η · ev|t=0Dsdet(dϕ) = ev|t=0
(
sdetdϕ · str(dϕ−1(ηD)dϕ)) = η · ev|t=0str(D dϕ)
Comparing coefficients and using (1), we further calculate
ev|t=0D sdet(dϕ) = (−1)|xk|ev|t=0D ∂
∂xk
ϕ∗(xk) = (−1)|xk|(1+|X|) ∂
∂xk
ev|t=0Dϕ∗(xk)
With (13), this calculation completes the proof of part (i).
(ii): With part (i) and (2), we find
divX = ∂xk(X
k) +
1
2
1
|sdetg|X(|sdetg|) = ∂xk(X
k) +
1
2
1
sdetg
X(sdetg)
Part (ii) then follows by introducing η as in the proof of part (i) and again using Lem.
2.4.
(iii): It is clear that the OSp-frame expression stated equals the super trace ex-
pression, see [Gro13]. The statement is thus proved by showing that the super trace
expression yields the same local result as gained for divX in part (ii). Abbreviating
∂k := ∂xk , we have
∇∂kX = ∂m ·
(
(−1)|k||m|∂k(Xm) + (−1)|m|(1+|k|+|l|)Γmkl ·X l
)
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and thus
str(Y 7→ (−1)|X||Y |∇YX)
= (−1)|k|(|X|+1)(−1)|X||k|
(
(−1)|k|∂k(Xk) + (−1)|k|(1+|k|+|l|)Γkkl ·X l
)
= ∂k(X
k) + (−1)|k|(1+|l|)Γkkl ·X l
We express the Christoffel symbols as in Lem. 2.1 to rewrite the second term as
1
2
(−1)|k|(1+|l|)
(
∂kglm + (−1)|k||l|∂lgkm − (−1)|m|(|k|+|l|)∂mgkl
)
gmkX l
By a straightforward calculation, using gmk = (−1)|m||k|+|m|+|k|gkm (Lem. 2.1) and
renaming indices, we see that the first and third summands together vanish, from which
part (iii) follows.
As a direct consequence of Prp. 2.5(iii), we find
Lemma 2.6. The divergence satisfies
div(fX) = f · divX + (−1)|f ||X|X(f)
Moreover, we introduce the gradient ∇f and laplacian △f of a function f ∈ OM via
g (∇f, Y ) := df [Y ] = (−1)|Y ||f |Y (f) , △f := −div(∇f)(14)
The gradient has the following local formula.
∇f = (−1)|ej ||f |ej(f)Jej = (−1)|ej |+|ej ||f |Jej(f) · ej(15)
and a straightforward calculation yields
(∇f)(k)− (−1)|f ||k|(∇k)(f) = 0(16)
Inserting (15) into Prp. 2.5(iii), we yield the local formula
△f = (∇ejJej)(f)− ej ◦ Jej(f)(17)
Moreover, Lem. 2.6 and (15) and (16) immediately imply
f△k = −div(f∇k) + (−1)|f ||k|(−1)|ej ||k|ej(k)Jej(f)(18)
f△k − (−1)|f ||k|k△f = −div(f∇k) + (−1)|f ||k|div(k∇f)(19)
We will also need the divergence of a vector field along a supermanifold morphism
ϕ : (M,h)→ (X, g) between semi-Riemannian supermanifolds, which is allowed to be a
map with flesh. Following [Han12] and [Gro13], ϕ is called superharmonic if its tension
field
τ(ϕ) := strh ((X,Y ) 7→ (∇Xdϕ)[Y ]) = (∇ejdϕ)[Jej ](20)
vanishes.
Definition 2.7. Let ξ ∈ Sϕ be a vector field along ϕ. We define its divergence to be
divξ := strh
(
(X,Y ) 7→ (−1)|X||ξ|gϕ (∇Xξ, dϕ[Y ])
)
= (−1)|ei||ξ|gϕ (∇eiξ, dϕ[Jei])
Lemma 2.8 (Lem. 4.7 of [Gro13]). Let ξ ∈ Sϕ. Then
divξ = −gϕ (ξ, τ(ϕ)) + div (gϕ (ξ, dϕ[ej ]) Jej)
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2.2 Integration on Supermanifolds with Boundary
On a non-compact supermanifold, the transformation formula for Berezin integration
holds only up to boundary terms, such that the local integrals (8) no longer glue to a
globally well-defined expression. The nature of those boundary terms has been analysed
in [AHP12] and will now be summarised. It turns out that a global integral can be
defined by introducing a retraction as an additional datum.
Definition 2.9. A morphism γ = (γ0, γ
♯) : M → M0 is called a retraction if γ ◦ jM =
idM0 with jM :M0 →M the canonical embedding.
Let x = (u, θ) be coordinates in U ⊆M and u0 the underlying classical coordinates
on U0. Then there is a unique retraction γ on U defined by γ
∗(u0) = u, with respect to
which every superfunction f ∈ OU possesses a unique decomposition
f =
∑
I
θI · γ∗(fI)
and one can define a global map γ! : sdetM → detM0 = ΩmM0 by the local expression
(γ!([dx] f))|U := (−1)s(m,2n) |du0| f (1,...,1)
with s(m, 2n) as in (8).
Definition 2.10. Let γ be a retraction on M and ω be a Berezin density. ω is called
integrable with respect to γ if γ!(ω) is integrable on M0. In this case, we define∫
(M,γ)
ω :=
∫
M0
γ!ω
The integral over M = Rm|2n with respect to the standard retraction γstd, defined by
γ∗std(x
j) := xj , of a Berezinian form ω = [dx] f with f ∈ OM then becomes the standard
Berezin integral∫
(M,γstd)
[dx] f =
∫
Rm|2n
dmxd2nθ f = (−1)s(m,2n)
∫
Rm
dmx f1,...,1(x)
Only if ω is compactly supported, the integral in Def. 2.10 is independent of the choice
of γ, see Thm. 2.12 below. Let ϕ : N →M be an orientation preserving isomorphism of
supermanifolds and define the pullback of a retraction γ by ϕ∗γ := ϕ−10 ◦γ◦ϕ : N → N0.
Lemma 2.11 (Cor. 2.15 in [AHP12]). Let ω ∈ sdetM be integrable with respect to γ.
Then ϕ∗ω is integrable with respect to ϕ∗γ and∫
(N,ϕ∗γ)
ϕ∗ω =
∫
(M,γ)
ω
We are interested in integration over an open subsupermanifold N ⊆ M of M with
smooth boundary. More specifically, let N be such that N0 is defined as the open subset
of points p ∈ M0 such that ρ(p) < C with C ∈ R a constant for a boundary function
ρ : M0 → R with full rank Jacobian at all its points which map to C. The boundary
∂N0 is then the set of p ∈ M such that ρ(p) = C. Now let τ ∈ OM be an even
superfunction such that the underlying function ρ = τ0 is a boundary function. By Prp.
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3.2.6 in [Lei80], there exists a supermanifold ∂τN of dimension m− 1|2n along with an
immersion ιτ : ∂τN →M such that
(∂τN)0 = ∂N0 , (ιτ )0 = ι0 , ι
∗
τ (τ) = C
where ι0 is the inclusion ι0 : ∂N0 →M0. The pair (∂τN, ιτ ) is uniquely determined up to
equivalence. The local picture is as follows. In a neighbourhood of a point p ∈M0, τ can
be endowed to a coordinate system x = (τ, x˜) ofM . In such coordinates, ∂τN is obtained
by setting the boundary coordinate τ to C, and the remaining coordinate vector fields
locally span its tangent sheaf. More specifically, let ϕ = (ϕ0, ϕ
♯) : Rm|2n → U denote the
(inverse) morphism corresponding to coordinates x = (τ, x˜). Then ∂τN ∩U ∼= Rm−1|2n,
and S∂τN is locally identified with a subsheaf of SM as follows.
S∂τN(∂N0 ∩ U0) ∼= (ϕ♯)−1 ◦ spanO
R
m−1|2n
(
∂
∂x˜1
, . . . ,
∂
∂x˜m+2n−1
)
◦ ϕ♯ ⊆ SM(U0)(21)
Moreover, there is a restriction map ω 7→ ω|∂τN,τ which is defined locally in coordinates
x = (τ, x˜) by setting
([dx] f)|∂τN,τ := [dι∗τ (x˜)] ι∗τ (f)(22)
This yields a well-defined map sdetM → sdet∂τN .
Now let γ be a retraction on M and ρ be a classical boundary function. Denoting
the boundary supermanifold of τ = γ∗(ρ) by ∂γN := ∂τN with immersion ιγ := ιτ , it
was shown in [AHP12] that there exists a unique retraction ∂γ on ∂γN such that
∂γN
	∂γ

ιγ
//M
γ

∂N0 ι0
//M0
(23)
commutes, and such that (22) is compatible with γ! and (∂γ)!. By a direct calculation,
the boundary integral ∫
(∂γN,∂γ)
ω|∂γN,τ(24)
is independent of the representative (∂γN, ιγ) in the aforementioned equivalence class.
As shown in [Che94], there is a natural action of differential operators on Berezinian
forms which, locally for operators of the form (∂xj )
k with respect to coordinates x, takes
the form
([dx] f).(∂xj )
k = [dx] (−1)k(∂xj )k(f)
With this notation established, we can now state one of the main results of [AHP12].
Theorem 2.12 (Cor. 5.19 in [AHP12]). Let N ⊆ M be open with smooth boundary
∂N0, and let γ, γ
′ be retractions on M . Then, for compactly supported ω ∈ sdetM ,∫
(N,γ′)
ω =
∫
(N,γ)
ω + bN,γ′,γ(ω)
with the boundary term given by
bN,γ′,γ(ω) = −S ·
∑n
j=1
1
j!
∫
(∂γN,∂γ)
((((γ′∗(ρ)− γ∗(ρ))jω).∂j−1τ )|∂γN,γ∗(ρ)
where S := (−1)s(m,2n)+s(m−1,2n).
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3 Divergence Theorems in Supergeometry
In this section, we shall establish divergence theorems for semi-Riemannian supermani-
folds by means of the flow (13) of a vector field and Thm. 2.12, concerning the change of
retractions, and finally apply the results obtained to the study of conserved quantities
in the context of superharmonic functions. As in classical semi-Riemannian geometry,
one has to take care about degeneracy of the boundary metric. While our focus is on
the non-degenerate case, we will also yield a generalisation of U¨nal’s divergence theorem
for a degenerate boundary.
As before, let (M,g) be a semi-Riemannian supermanifold. We define the boundary
metric on a subsupermanifold (∂γN, ιγ) as in (23) to be the pullback g˜ := ι
∗
γg in (3). In
general, an even supersymmetric bilinear form g on a supermanifoldM is non-degenerate
if and only if the induced form gp on the super tangent space TpM is non-degenerate
for all p ∈ M0. This is shown e.g. by Lem. 3.38 of [Han12]. For the pullback g˜ on the
boundary supermanifold ∂γN , this implies that non-degeneracy is solely determined by
non-degeneracy of g˜p restricted to the even part of the super vector space Tp∂γN . We
thus yield the following criterion.
Lemma 3.1. g˜ is non-degenerate if and only if g0|∂N0 (the underlying classical metric
g0 on M0 restricted to the boundary ∂N0) is non-degenerate.
Unless stated otherwise, we will assume that g˜ is non-degenerate. This is in particular
the case if g is Riemannian (which, by definition, means that g0 is Riemannian). By
assumption, there is a unit normal vector field near the boundary, i.e. a vector field ν
such that ν ⊥g S∂γN and ε(ν) := g (ν, ν) ≡ ±1. ν is unique up to a sign which we fix
such that ν0 is outward-pointing.
Lemma 3.2. Endow τ to a coordinate system x = (τ, x˜) in a neighbourhood of a point
p ∈ ∂N0 ⊆M0. Then√
|sdetgx| = ε(ν) · g (∂τ , ν) ·
√
|sdetg˜x˜| , dsvolg|∂γN,τ = dsvolg˜ · ι∗γ (ε(ν) · g (∂τ , ν))
where gx denotes the matrix g (∂xi , ∂xj ).
Proof. Consider the local frame (f1, . . . , fm+2n) := (ν, ∂x2 , . . . , ∂xm+2n). The transition
matrix A defined by ∂xi = fl ·Ali and the metric gf in the new basis, respectively, then
have the form
A =
(
ε(ν) · g (∂τ , ν) 0
∗ 1(m−1|2n)2
)
, gf =
(
ε(ν) 0
0 g˜x˜
)
such that
sdetgx = sdet(A
ST gfA) = sdetA
2 · sdetgf = ε(ν) · g (∂τ , ν)2 · sdetg˜x˜
Since ν0 is outward-pointing, the orientation classes of the two local frames coincide such
that ε(ν)g (∂τ , ν) > 0. This yields the first statement, while the second is immediate by
the first together with (10) and (22).
Theorem 3.3 (Divergence Theorem). Let N ⊆M be an open submanifold such that N0
is compact and has a smooth boundary ∂N0 defined by a boundary function ρ. Let γ be
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a retraction on M , and let (∂γN, ιγ) and ∂γ be as in (23). If g˜ = ι
∗
γg is non-degenerate
then, for every vector field X ∈ SM ,∫
(N,γ)
dsvolg divX = S · ε(ν)
∫
(∂γN,∂γ)
dsvolg˜ ι
∗
γ (g (X, ν))
where S := (−1)s(m,2n)+s(m−1,2n). In particular, the right hand side vanishes if X has
compact support in N .
Proof. Both sides are R-linear in X, soX may be assumed to be homogeneous. Consider
the case of even X first, and let ϕ denote its flow. By compactness of N0, there is an
open submanifold V ⊆ R1|1 with 0 ∈ V0 such that V × N ⊆ D(X) and V0 is compact.
We may thus exchange integration with evaluation and differentiation in the following
calculation, after employing Def. 2.2.∫
(N,γ)
dsvolg divX =
∫
(N,γ)
ev|t=0Dϕ∗dsvolg
= ev|t=0D
∫
(N,γ)
ϕ∗dsvolg
= ev|t=0D
∫
(N,ϕ∗γ)
ϕ∗dsvolg − ev|t=0DbN,ϕ∗γ,γ(ϕ∗dsvolg)
The last equation uses Thm. 2.12 in the following sense. By the first equation of (13)
and evenness of X, ϕ is independent of the odd time variable τ and as such can be
considered as a t-dependent morphism ϕt : M → M which, by the second equation in
(13), is (for fixed t) an isomorphism provided that V is chosen sufficiently small. In
this context, ϕ∗γ is a retraction on M which also depends on t. By Lem. 2.11, the
integral in the first term is independent of the flow parameters and thus vanishes upon
differentiation. If X has compact support in N , the second expression vanishes, too. If
not, it remains to calculate the boundary term by use of Lem. 3.2 as follows. We write
ϕ∗dsvolg =: dsvolg · dϕ, where dϕ is the superfunction determined by (11).∫
(N,γ)
dsvolg divX
= S · ev|t=0D
∑
j=1
1
j!
∫
(∂γN,∂γ)
((dsvolg dϕ · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j).∂j−1τ )|∂γN,τ
= S · ev|t=0D
∑
j=1
(−1)j−1
j!
∫
(∂γN,∂γ)
[dι∗γ(x˜)]
ι∗γ
(
∂j−1τ
(√
|sdetg| · dϕ · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j
))
= S · ε(ν) · ev|t=0
∑
j=1
(−1)j−1
j!
∫
(∂γN,∂γ)
dsvolg˜
ι∗γ
(
∂j−1τ
(
g (∂τ , ν) ·D(dϕ · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j)
))
Now the expression
D
(
dϕ · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j
)
= (Ddϕ) · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j + jdϕ · ((ϕ∗γ)∗(ρ)− γ∗(ρ))j−1D(ϕ∗γ)∗(ρ)
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vanishes for j > 1 upon evaluation, and we are left with
ev|t=0D ◦ (ϕ∗γ)∗(ρ) = ev|t=0D ◦ ϕ∗t ◦ γ∗ ◦ (ϕ−10t )∗(ρ)
= ev|s=0ev|t=0D ◦ ϕ∗t ◦ γ∗ ◦ (ϕ−10s )∗(ρ)
= ev|s=0X ◦ γ∗ ◦ (ϕ−10s )∗(ρ)
= X(τ)
using that the expression in the second equation is continuous in (t, s) as well as (13).
We thus obtain∫
(N,γ)
dsvolg divX = S · ε(ν)
∫
(∂γN,∂γ)
dsvolg˜ ι
∗
γ (g (∂τ , ν)X(τ))
Since ν is orthogonal to S∂γN , this proves the theorem for even X.
Finally, consider an odd vector field X. As in the proof of Prp. 2.5, we endow M to
M × R0|1 by introducing an additional odd coordinate η and consider the even vector
field η ·X with its flow ϕ. Analogous to above, we find∫
R0|1
dη
∫
(N,γ)
dsvolg div(ηX)
= ev|t=0D
∫
R0|1
dη
∫
(N,ϕ∗γ)
ϕ∗dsvolg − ev|t=0D
∫
R0|1
dη bN,ϕ∗γ,γ(ϕ
∗dsvolg)
Again, the first term vanishes, and the second is calculated as before, thus yielding
an analogous statement for ηX upon integration over η on both sides. From this, the
statement for X directly follows.
The right hand side integral in Thm. 3.3 depends on the boundary supermanifold
(∂γN, ιγ), but not on the induced retraction ∂γ since ∂N0 is by assumption compact. If
the retraction on M is changed, one obtains an additional boundary term due to Thm.
2.12 as follows.
Corollary 3.4. In the situation of Thm. 3.3, let γ′ : M → M0 be another retraction.
Then∫
(N,γ′)
dsvolg divX = S · ε(ν)
∫
(∂γN,∂γ)
dsvolg˜ ι
∗
γ (g (X, ν)) + bN,γ′,γ(dsvolg divX)
with
bN,γ′,γ(dsvolg divX)
= −S · ε(ν)
∑
j=1
(−1)j−1
j!
∫
(∂γN,∂γ)
dsvolg˜ ι
∗
γ
(
∂j−1τ (g (∂τ , ν) divX(γ
′∗(ρ)− γ∗(ρ))j))
As a second corollary of Thm. 3.3, we state the supergeometric version of Green’s
formula next, which is immediate by (19).
Corollary 3.5 (Green’s Formula). In the situation of Thm. 3.3, let f, k ∈ OM . Then∫
(N,γ)
dsvolg
(
f△k − (−1)|f ||k|k△f
)
= −S · ε(ν)
∫
(∂γN,∂γ)
dsvolg ι
∗
γ
(
f · ν(k)− (−1)|f ||k|k · ν(f)
)
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We next state a divergence theorem for vector fields along a morphism ϕ of semi-
Riemannian supermanifolds. Here, τ(ϕ) denotes the tension field as defined in (20).
Theorem 3.6 (Divergence Theorem). Let ϕ : (M,h) → (X, g) be a supermanifold
morphism between semi-Riemannian supermanifolds and ξ ∈ Sϕ be a vector field along
ϕ. Then, in the situation of Thm. 3.3 (with g˜ replaced by h˜ := ι∗γh),∫
(N,γ)
dsvolg divξ
= −
∫
(N,γ)
dsvolg gϕ (ξ, τ(ϕ)) + S · ε(ν)
∫
(∂γN,∂γ)
dsvolg˜ ι
∗
γ (gϕ (ξ, dϕ[ν]))
In particular, the first term on the right hand side vanishes if ϕ is superharmonic.
Proof. Expressing divξ as in Lem. 2.8, the statement follows from Thm. 3.3 with
(5).
We now come to the case where g˜ is degenerate. Following [U¨na95], we denote
by ∂(N0)+ the subset of the classical boundary where g0|∂N0 is spacelike, similarly by
∂(N0)− that for timelike and by ∂(N0)0 that for lightlike. The first two are open, and
we set ∂γN± := ∂γN |∂(N0)± .
Theorem 3.7 (Divergence Theorem). Assume that g˜ is degenerate and ∂(N0)0 has
measure zero in ∂N0. Then, under the remaining hypotheses of Thm. 3.3,∫
(N,γ)
dsvolg divX = S
∫
(∂γN+,∂γ)
dsvolg˜ ι
∗
γ (g (X, ν))− S
∫
(∂γN−,∂γ)
dsvolg˜ ι
∗
γ (g (X, ν))
Proof. As in the proof of Thm. 3.3, we find that, for even X,∫
(N,γ)
dsvolg divX = −ev|t=0DbN,ϕ∗γ,γ(ϕ∗dsvolg)
with ϕ denoting the flow of X, and analogous for odd X. Since ∂(N0)0 is assumed to
be a nullset, the boundary integral is just the sum of integrals over ∂γN±. By Lem. 3.1,
g˜ restricted to ∂γN± is non-degenerate. Both integrals can thus be calculated as in the
proof of Thm. 3.3, with different signs ε(ν) = ±1 on ∂γN±, respectively.
3.1 Conserved Quantities and Superharmonic Functions and Maps
Given a superharmonic map, it was shown in Thms. 4.10, 4.12 and 4.15 of [Gro13] that
every Killing vector field induces a divergence-free vector field which, by our next result,
is a conserved quantity. In the rest of this section, we will then show that superharmonic
functions, to be studied further in Sec. 4 on the supersphere, are special instances of
superharmonic maps and translate Thm. 4.15 of [Gro13] into this situation.
Proposition 3.8. Let g˜ be non-degenerate. Let X be a vector field such that divX = 0.
Then the integral ∫
∂N
dsvolg˜ ι
∗ (g (X, ν)) = 0
is independent of a retraction and vanishes for any boundary supermanifold ι : ∂N →M
of even codimension. In this sense, X is a conserved quantity.
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Proof. By assumption, the boundary integral in Thm. 3.3 vanishes for every retraction
γ on M . It is independent of the boundary retraction ∂γ by the comment preceding
Cor. 3.4.
Let ϕ : M → R be a map with flesh, that is a supermanifold morphism ϕ : M ×
R
0|L → R. Denoting the global coordinate on R by x, we get a superfunction f :=
ϕ∗(x) ∈ (OM×R0|L)0. Conversely, every superfunction f ∈ (OM×R0|L)0 defines a map
with flesh via ϕ∗(x) := f , such that both notions are equivalent.
Proposition 3.9. Let ϕ :M → R be a map with flesh and f its associated superfunction
as above. Then
τ(ϕ) = −△f · (ϕ♯ ◦ ∂x)
In particular, ϕ is superharmonic if and only if f is superharmonic.
Proof. Let X be a vector field on M . Unwinding the definitions, we find
dϕ[X] = X(f) · (ϕ♯ ◦ ∂x)
For the pullback connection, this implies
∇X(ϕ♯ ◦ ∂x) = X(f) · ϕ♯ ◦ ∇∂x∂x = 0
We calculate the tension field with respect to an ON-frame as follows.
τ(ϕ) = ∇ejdϕ[Jej ]− dϕ(∇ejJej)
= ∇ej
(
Jej(f)(ϕ
♯ ◦ ∂x)
)
− dϕ (g (∇ejJej , ek) Jek)
=
(
ej ◦ Jej(f)− g
(∇ejJej , ek)Jek(f)) (ϕ♯ ◦ ∂x)
The statement is now immediate by (5) and (17).
Remark 3.10. In terms of f , the superharmonic action functional considered in Sec.
4 of [Gro13] reads
A(ϕ) = 1
2
∫
M
dsvolg ej(f)Jej(f)
In the following theorem, we will use the term ”vector field” in the more general
sense of vector field with flesh, cf. [Gro11] for details. This is such that our previous
results, in particular Prp. 3.8, continue to hold.
Theorem 3.11 (Noether). Let f be a superharmonic map △f = 0 and ξ ∈ SM be a
Killing vector field. Then the vector field
Yξ :=
1
2
ej(f)Jej(f)ξ − ξ(f)ej(f)Jej
is divergence-free divYξ = 0 and thus a conserved quantity.
Proof. By Prp. 3.9, the map ϕ corresponding to f is superharmonic. Thm. 4.15 of
[Gro13] thus yields a divergence-free vector field Yξ, which we shall now express in
terms of f . Denoting the standard metric on R by gR, we yield
Yξ =
(
1
2
ϕ∗gR (ej, Jej) g (ξ, ei)− ϕ∗gR (ξ, ei)
)
Jei
=
(
1
2
ej(f)Jej(f)g (ξ, ei)− ξ(f)ei(f)
)
Jei
which proves the statement.
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4 Mean Value Theorems on the Supersphere
Let BmL denote the open ball of radius L > 0 in R
m and Sm−1L = ∂B
m
L its boundary.
Their volumes are well-known to be
vol(Sm−1L ) = 2
πm/2
Γ(m2 )
Lm−1 , vol(BmL ) =
πm/2
Γ(m2 + 1)
Lm(25)
Let f be a harmonic function defined on a domain Ω ⊆ Rm such that BmL ⊆ Ω. The
classical mean value theorem (see Sec. 2.2.2 of [Eva10]) can then be stated as follows.∫
Sm−1
L
dvolg˜ ι
∗
L(f) = vol(S
m−1
L ) · f(0) ,
∫
Bm
L
dvolg f = vol(B
m
L ) · f(0)(26)
where g denotes the standard metric on Rm and g˜ := ι∗Lg its pullback to S
m−1
L under
the inclusion ιL : S
m−1
L → Rm.
The L-supersphere in Rm|2n was introduced by formally setting a certain extension of
the radius to L. Integration over the supersphere was introduced by an extension of the
Pizzetti formula, for super-polynomials in [DBS07] and later for general superfunctions
in [CDS09], and finally expressed in terms of an embedding of the supersphere in [Cou12].
It was found that (25) continues to hold in that context with m replaced by the so called
superdimensionM := m−2n. In [CDS10], a super analogon of the mean value theorem
(26) for harmonic superfunctions was established.
The first purpose of this final section is to formulate the supersphere integration
mentioned in terms of a retraction γ along the lines of the general theory of Sec. 2
and to reproduce the volume formulas. In Sec. 4.2, we will finally give a self-contained
proof of two mean value theorems, which is based on the divergence Thm. 3.3 in a very
natural way, thus avoiding the subtleties left open in the proof of [CDS10].
4.1 Flat Superspace and the Supersphere
On Rm|2n, consider standard global coordinates (x, θ) and, with respect to the induced
coordinate vector fields, the supermetric from [CDS10] as follows.
g :=
(
G0,m 0
0 −12J2n
)
(27)
with G0,m and J2n as in (4). The volume form then reads
dsvolg = [d(x, θ)] 2
n(28)
Moreover,
ek :=

∂
∂xk
k ≤ m
∂
∂θk
k = m+ 2l − 1
−2 ∂
∂θk
k = m+ 2l
(29)
is seen to be an OSp(0,m)|2n-frame. By means of (17), the Laplacian thus becomes
△f = −ek ◦ Jek(f) = −
(∑
k
(∂xk)
2 − 4
∑
j odd
∂θj∂θj+1
)
f(30)
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The superradius as considered in [CDS10] can be understood to be obtained by formally
identifying the tuple of standard coordinates ~x := (x1, . . . , θ1, . . .) as tuple of coefficients
of the vector fields ( ∂∂x1 , . . . ,
∂
∂θ1 , . . .), i.e. as ~x =
∑
i x
i · ∂
∂xi
+
∑
j θ
j · ∂
∂θj
, such that
R2 := g (~x, ~x) =
∑
i
(xi)2 −
∑
j odd
θjθj+1 =: r2 + ϑ2(31)
For the n-th power of ϑ2, we find
ϑ2n =
(
−
∑
j odd
θjθj+1
)n
= (−1)nn!θ1θ2 · θ2n(32)
Let L > 0. The sphere Sm−1L with radius L can be defined by the boundary function
ρ : Rm → R, ρ := r becoming L and is the boundary Sm−1L = ∂BmL of the L-ball.
Similarly, we define the superfunction τ ∈ O
Rm|2n
by τ := R. Consider the retraction
γ : Rm|2n → Rm as follows.
γ∗(xj) := xj
√
1 +
ϑ2
r2
such that τ = γ∗(ρ)(33)
The L-superball B
m|2n
L := R
m|2n|Bm
L
is defined to be the superspace Rm|2n restricted to
the open ball BmL . By (23), there is a unique boundary supermanifold ∂γB
m|2n
L with
immersion and a unique compatible boundary retraction, respectively, as follows.
ιL := ιγ : ∂γB
m|2n
L → Rm|2n such that ι∗γ(τ) = L , γL := ∂γ : ∂γBm|2nL → Sm−1L
Definition 4.1. The supermanifold S
m−1|2n
L := ∂γB
m|2n
L is called the L-supersphere.
When the dimension is understood, we shall also abbreviate SL := S
m−1|2n
L .
The maps involved are best described by means of spherical coordinates
(r, φ0, φ1, . . . , φm−2) : (0,∞) × (0, 2π) × (0, π)m−2 → Rm(34)
of Rm (with a nullset removed). Similarly, the following are two different tuples of
coordinates of Rm|2n (with the same nullset removed).
(r, φ0, . . . , φm−2, θ1, . . . , θ2n) or (R,φ0, . . . , φm−2, θ1, . . . , θ2n)(35)
The second tuple of coordinates has the form x = (τ, x˜) as described in the paragraph
preceding (21) with τ = R. The coordinate transformation ϕ = (id, ϕ♯) between these
coordinates takes the following form.
ϕ∗(r) =
√
R2 − ϑ2 , ϕ∗(φk) = φk , ϕ∗(θj) = θj(36)
such that ϕ∗(r2 + ϑ2) = R2, while γ becomes
γ∗(r) = R , γ∗(φk) = φk , γ∗(θk) = θk such that γ∗L(φ
k) = φk(37)
Let (y, θ) denote coordinates of Rm|2n which depend on the coordinates (R,φ, θ) in the
same way as the standard coordinates (x, θ) depend on the spherical coordinates (r, φ, θ)
of (35). Then the map ϕ becomes
ϕ∗(xj) = yj
√
1− ϑ
2
R2
, ϕ∗(θj) = θj
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which is as considered in Sec. 5.2 of [Cou12] (where yj and R are denoted xj and r,
respectively). It follows that ϕ∗ ◦ γ∗(xj) = yj and, in this sense, the diagram
R
m|2n
γstd
##●
●●
●●
●●
●●
ϕ
//
	
R
m|2n
γ
{{✇✇
✇✇
✇✇
✇✇
✇
R
m
(38)
which is defined up to nullsets, commutes.
Lemma 4.2. The vector field ∂τ and the outer normal vector field ν on S
m−1|2n
L are,
respectively,
∂τ =
R
r
∂r , ν =
r
R
(
∂r +
θi
r
∂θi
)
with respect to the first coordinates in (35) and R =
√
r2 + ϑ2. They satisfy
ε(ν) = 1 , g (∂τ , ν) = 1 , ν(R) = 1
Remark that Rν = E with E in [CDS10].
Proof. With respect to the second coordinates in (35), the tangent sheaf of S
m−1|2n
L
is spanned by the vector fields ∂φk and ∂θk while ∂τ = ∂R. Transferred to extended
spherical coordinates via (36) as in (21) and using the calculation rule (2), these vector
fields become
∂̂R := (ϕ
♯)−1 ◦ ∂R ◦ ϕ♯ = (ϕ♯)−1
(
∂Rϕ
♯(ζ i)(ϕ♯ ◦ ∂ζi)
)
= (ϕ♯)−1
(
R√
R2 − ϑ2
)
∂r =
√
r2 + ϑ2
r
· ∂r
and
∂̂φk := (ϕ
♯)−1 ◦ ∂φk ◦ ϕ♯ = ∂φk , ∂̂θk := (ϕ♯)−1 ◦ ∂θk ◦ ϕ♯ =
{
∂θk +
1
2
θk+1
r ∂r k odd
∂θk − 12 θ
k−1
r ∂r k even
A straightforward calculation using (27) yields that ν as stated satisfies
g
(
ν, ∂̂φk
)
= 0 , g
(
ν, ∂̂θk
)
= 0 , g (ν, ν) = 1 , g (∂τ , ν) = 1
and is thus the outer normal as claimed. The last statement follows from a simple
calculation.
As an immediate corollary of Lem. 3.2, we obtain the following.
Corollary 4.3. The volume form with respect to the pullback metric g˜ = ι∗Lg is the
restriction dsvolg˜ = dsvolg|Sm−1|2n
L
,τ
.
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The change of integral forms that enters the transformation formula for spherical
coordinates reads
[dx]
[d(r, φ)]
= rm−1 · Ω , Ω := (sinφm−2)m−2 · (sinφm−3)m−3 · . . . · (sinφ1)(39)
With this notation, the integral over the sphere Sm−1 becomes∫
dΩ :=
∫ 2π
0
dφ0
∫ π
0
dφ1 . . .
∫ π
0
dφm−2 Ω
Similarly, the change of variables corresponding to (36) induces the transformation (6)
as follows.
[d(r, φ, θ)] = [d(R,φ, θ)]
∂φ∗(r)
∂R
= [d(R,φ, θ)]
R√
R2 − ϑ2(40)
For the integration with respect to γ, we thus obtain the following formula.
Lemma 4.4. Let f ∈ O
Rm|2n
(BmL ) be a function defined on the L-ball, and γ and ϕ be
the retraction and coordinate transformation of (33) and (36), respectively. Then∫
(B
m|2n
L
,γ)
dsvolg f = 2
n
∫
d2nθ
∫ L
0
dR
∫
dΩR
(
R2 − ϑ2)m−22 ϕ∗(f)
Proof. We calculate, using (28), (39) and (40),∫
(B
m|2n
L
,γ)
dsvolg f = 2
n
∫
(B
m|2n
L
,γ)
[d(r, φ, θ)] rm−1Ω · f
= 2n
∫
(B
m|2n
L
,γ)
[d(R,φ, θ)]
R√
R2 − ϑ2ϕ
∗(rm−1Ω · f)
= 2n
∫
(B
m|2n
L
,γ)
[d(R,φ, θ)]R(R2 − ϑ2)m−22 Ωϕ∗(f)
Now by (37), the retraction γ simply renames the coordinate r to R (which corresponds
to commutation of the diagram in (38), from which the statement follows.
Lemma 4.5. Let f ∈ O
Rm|2n
(Ω) be a function defined on an open neighbourhood Ω0 ⊆
R
m of Sm−1L . Then∫
(SL,γL)
dsvolg˜ ι
∗
L(f) = 2
n
∫
d2nθ
∫
dΩL
(
L2 − ϑ2)m−22 ι∗L(f)
Proof. By Cor. 4.3 and (28), we find∫
(SL,γL)
dsvolg˜ ι
∗
L(f) = 2
n
∫
(SL,γL)
[d(x, θ)]|SL,τ ι∗L(f)
= 2n
∫
(SL,γL)
(
[d(R,φ, θ)]
[d(r, φ, θ)]
[d(R,φ, θ)]
[d(x, θ)]
[d(r, φ, θ)]
)
|SL,τ ι∗L(f)
= 2n
∫
(SL,γL)
[dι∗L(φ, θ)] ι
∗
L
(
R√
R2 − ϑ2 r
m−1Ω
)
ι∗L(f)
= 2n
∫
(SL,γL)
[d(φ, θ)]L(L2 − ϑ2)m−22 Ω ι∗L(f)
As in the proof of the previous lemma, the statement now follows from (37).
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Lem. 4.4 and Lem. 4.5 immediately yield the following Cavalieri result.
Corollary 4.6. Integration of f ∈ O
Rm|2n
(BmL ) over the L-superball is related with
supersphere integration as follows.∫
(BL,γ)
dsvolg f =
∫ L
0
dR
∫
(SR,γR)
dsvolg˜ ι
∗
R(f)
Lemma 4.7. The area of the L-supersphere is
vol(S
m−1|2n
L ) :=
∫
(SL,γL)
dsvolg˜ = (−1)s(m,2n) 2
n+1πm/2
Γ(M2 )
LM−1
with M := m− 2n. In case M = −2l with l ∈ N0, where the Gamma function becomes
infinite, this has to be read as vol(Sm−1|2n) = 0.
Comparing this result to the supersphere area in [DBS07], note the different conven-
tion s(m, 2n) = 1 there opposed to (9) and the additional factor of π−n in (8). Moreover,
considering [d(x, θ)] instead of dsvolg removes a factor of 2
n, thus yielding the volume
of the ordinary sphere (25) with m replaced by M .
Proof. By Lem. 4.5, we find
vol(S
m−1|2n
L ) = 2
nLm−1
∫
d2nθ
∫
dΩ
(
1− ϑ
2
L2
)m−2
2
The integrand can be expressed by the following Taylor formula with g(y) := y
m−2
2 .(
1− ϑ
2
L2
)m−2
2
=
∑n
k=0
1
k!
· ∂(k)y g(1) ·
(
−ϑ
2
L2
)k
(41)
where
∂(k)y g(1) =
(m
2
− 1
)(m
2
− 2
)
· . . . ·
(m
2
− k
)
(42)
In the Berezin integral, only the summand with k = n remains.
Case 1: M = m−2n = −2l with l ∈ N0. Thenm is even andm ≤ 2n or, equivalently,
m−2
2 ≤ n− 1 such that ∂
(n)
y g = 0. In this case, we thus find vol(Sm−1|2n) = 0.
Case 2: M = 2 + 2l with l ∈ N0. Then m is even and m− 2n ≥ 2 or, equivalently,
m−2
2 ≥ n. With (32), we find that
vol(S
m−1|2n
L ) = 2
nL
m−1
L2n
(m
2
− 1
)
· . . . ·
(m
2
− n
)∫
d2nθ
∫
dΩ θ1θ2 · θ2n
= (−1)s(m,2n)2nLM−1
(m
2
− 1
)
· . . . ·
(m
2
− n
)
vol(Sm−1)
Now using (25) gives the expression claimed. The calculation is similar in the remaining
two cases, which we state for the sake of completeness.
Case 3: M = 1 + 2l with l ∈ N0. Then m is odd and m − 2n ≥ 1, and (42) with
k = n consists of half-integer factors and is positive.
Case 4: M = −1− 2l with l ∈ N0. Then m is negative and m− 2n ≤ −1. This time,
(42) with k = n consists of positive and negative factors.
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Corollary 4.8. The volume of the L-superball is
vol(B
m|2n
L ) :=
∫
(BL,γ)
dsvolg = (−1)s(m,2n) 2
nπm/2
Γ(M2 + 1)
LM
In case M = −2l with l ∈ N0, both sides vanish.
Proof. This is calculated with Cor. 4.6 and Lem. 4.7 as follows.∫
(BL,γ)
dsvolg =
∫ L
0
dR vol(S
m−1|2n
R ) = (−1)s(m,2n)
2n+1πm/2
Γ(M2 )
∫ L
0
dRRM−1
and the statement follows from M2 Γ
(
M
2
)
= Γ
(
M
2 + 1
)
.
4.2 Mean Value Theorems
Before coming to the first mean value Thm. 4.11 below, we state two auxiliary results. In
the following, γ continues to denote the retraction (33),M := m−2n the superdimension
and R the superradius (31). As usual, logR is defined by means of the Taylor expansion
with respect to the odd coordinates.
Lemma 4.9. Consider a bounded domain Ω ⊆ Rm|2n with Ω0 not containing 0 ∈ Rm.
Restricted to Ω, the following holds.
△R2−M = 0 for M 6= 2 , △ logR = 0 for M = 2
Proof. This follows from a direct calculation using (30) and (2).
Minor modifications of the superfunctions in the preceding lemma may be interpreted
as fundamental solutions of the Laplacian △ as in Sec. 4 of [CDS10]. In fact, the proof
of Thm. 6 in [CDS10] seems to make implicit use of a divergence theorem for super
distributions applied to those fundamental solutions. Our proof (of Thm. 4.11 below)
avoids to make these subtleties rigorous by performing a direct limit argument instead.
Lemma 4.10. Fix L > 0. Let f, k ∈ O
Rm|2n
(Ω) be functions defined on a domain
Ω0 ⊆ Rm with BmL ⊆ Ω0 such that △f ≡ 0 and ι∗L(k) = C ∈ R. Then∫
(B
m|2n
L
,γ)
dsvolg div(k∇f) = 0
Let 0 < ε < L. If, in addition, ι∗ε(k) = C
′ ∈ R, then the statement continues to hold for
BL replaced by BL \Bε. In this case, f and k need not be defined near 0.
Proof. The integral vanishes due to the following calculation, using Thm. 3.3 twice.∫
(B
m|2n
L
,γ)
dsvolg div(k∇f) = S
∫
(SL,γL)
dsvolg˜ ι
∗
L(k)ι
∗
L (g (∇f, ν))
= C
∫
(BL,γ)
dsvolg div(∇f)
= 0
The second part of the statment follows by an analogous calculation over both boundary
parts SL and Sε.
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Theorem 4.11 (Mean Value Theorem). Let f ∈ O
Rm|2n
(Ω) be a function defined on a
domain Ω0 ⊆ Rm with BmL ⊆ Ω0 which is harmonic △f = 0. Then∫
(S
m−1|2n
L
,γL)
dsvolg˜ ι
∗
L(f) = vol(S
m−1|2n
L ) · f(0)
with vol(S
m−1|2n
L ) as in Lem. 4.7.
Proof. We consider the case M 6= 2 first. Using Lem. 4.2, we yield
ι∗Lg
(∇R2−M , ν) = ι∗L (ν(R2−M )) = (2−M)L1−M
and, therefore,
(2−M)L1−M
∫
(SL,γL)
dsvolg˜ ι
∗
L(f)
=
∫
(SL,γL)
dsvolg˜ ι
∗
L
(
g
(
f∇R2−M , ν))
= S
∫
(BL\Bε,γ)
dsvolg div(f∇R2−M) +
∫
(Sε,γε)
dsvolg˜ ι
∗
ε
(
g
(
f∇R2−M , ν))
= Iε + IIε
by using the divergence Thm. 3.3 for 0 < ε < 1. The first term vanishes due to the
following calculation. By (19) together with Lem. 4.9 and the assumption △f = 0, we
find
Iε = S
∫
(BL\Bε,γ)
dsvolg div(R
2−M∇f) = 0
which vanishes according to Lem. 4.10. For the second part, we have by Lem. 4.5
IIε = (2−M)ε1−M
∫
(Sε,γε)
dsvolg˜ ι
∗
ε(f)
= (2−M)ε1−M2n
∫
d2nθ
∫
dΩ εm−1
(
1− ϑ
2
ε2
)m−2
2
ι∗ε(f)
= (2−M)ε2n2n
∫
d2nθ
∫
dΩ
(
1− ϑ
2
ε2
)m−2
2
ι∗ε(f)
Consider the Taylor expansion (41) with L = ε. The only summand that does not
vanish in the limit ε→ 0 is that with k = n, where ε2n in the denominator cancels with
the same term in front of the integral. It follows, moreover, that all higher terms of
the Graßmann expansion of ι∗ε(f) cancel with the term ϑ
2n occuring in the previously
mentioned k = n summand. In the limit, the remaining part of ι∗ε(f) thus goes to f(0),
and we may apply the calculations in the proof of Lem. 4.7 to obtain
lim
ε→0
IIε = (2−M)(−1)s(m,2n) 2
n+1πm/2
Γ(M2 )
· f(0) = (2−M)
LM−1
vol(S
m−1|2n
L ) · f(0)
from which the statement for M 6= 2 follows.
The case M = 2 is shown analogous with R2−M replaced by logR.
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Theorem 4.12 (Mean Value Theorem). Let f ∈ O
Rm|2n
(Ω) be a function defined on a
domain Ω0 ⊆ Rm with BmL ⊆ Ω0 which is harmonic △f = 0. Then∫
(BL,γ)
dsvolg f = vol(B
m|2n
L ) · f(0)∫
(BL,γstd)
dsvolg f = (−1)s(m,2n)2nvol(BmL ) · f (1,...,1)(0)
with vol(B
m|2n
L ) as in Cor. 4.8.
Proof. By Cor. 4.6 and Thm. 4.11, we yield∫
(BL,γ)
dsvolg f =
∫ L
0
dR
∫
(SR,γR)
dsvolg˜ ι
∗
R(f) =
∫ L
0
dR vol(S
m−1|2n
R ) · f(0)
The first statement then follows as in Cor. 4.8. For the second, note that △f = 0
implies that f (1,...,1) is harmonic in the classical sense. We may thus apply the classical
mean value theorem (26) after the following calculation.∫
(BL,γstd)
dsvolg f = 2
n
∫
BL
dmx
∫
d2nθ f = (−1)s(m,2n)2n
∫
BL
dmx f (1,...,1)
As an immediate corollary, we find the following simple expression for the boundary
term of Thm. 2.12, which usually has the complicated form stated there.
Corollary 4.13. In the situation of Thm. 4.12, the boundary term equals
bB,γstd,γ(dsvolg f) = (−1)s(m,2n)2nvol(BmL ) · f (1,...,1)(0)− vol(Bm|2nL ) · f(0)
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