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Abstract
The spin-1/2 Kondo model describes an antiferromagnetic exchange
interaction between an impurity spin and the spin-density of a Fermi gas.
Although the thermodynamics of this system have been resolved, there are
still some unanswered questions regarding its spatial features. The spatial
region of correlation between the impurity spin and the spin-density of
the Fermi gas is referred to as the Kondo screening cloud. For the case of
anisotropic couplings, the cloud consists of four distinct components. In
this dissertation we use the bosonization technique to derive both an exact
numeric and an approximate analytic expression for the forward scattering
longitudinal cloud at the Toulouse point. The expressions are then extended
to incorporate the effects of a time-independent external magnetic field. The
non-magnetic case displays universal scaling behavior, while the addition
of an external magnetic field only slightly spoils the scaling in the vicinity
of the crossover length ξ(B)K , but remarkably not deep inside or outside the
cloud.
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Chapter 1
Introduction
The system studied in this dissertation is the anisotropic spin-1/2 Kondo model. This
model describes a point-like interaction between the spin degrees of freedom of a local
magnetic moment and an electron gas. The Hamiltonian of this model is given by
HAKM =
∑
kσ
kc
†
kσckσ +
J‖
2
[
ψ†↑(0)ψ↑(0)− ψ†↓(0)ψ↓(0)
]
σz
+
[
J⊥ψ
†
↑(0)ψ↓(0)σ
− + J∗⊥ψ
†
↓(0)ψ↑(0)σ
+
]
. (1.1)
Here, c†kσ creates an electron with wave number k and spin σ, while ψ
†
↑(0) creates a spin
up electron at position x = 0, where the impurity is located. The first term describes
the kinetic energy of the electron gas, while the second and third terms model scattering
events off the impurity.
The most famous manifestation of Kondo physics is the so-called resistance minimum
in dilute magnetic alloys. The predominant contribution to the electrical resistivity of
a metal at room temperature is due to phonon-electron interactions. As temperature
decreases, the phonon excitations start to subside and the resistivity drops to some
finite value. However, in certain magnetic alloys, a resistance minimum occurs as the
temperature decreases to a few Kelvin. A further decrease in temperature leads to
an increase in resistivity. This is surprising and requires a scattering mechanism that
increases in strength with a decrease in temperature.
Decades after first being observed, the resistance minimum was conclusively at-
tributed to the scattering of electrons off magnetic impurities embedded within the host
metal. If the impurities in the metal are dilute, we can neglect inter-impurity effects and
study the physics of a single impurity. The ingredients of such a model should include
the conduction band electrons of the host metal, a single localized impurity orbital,
and a Coulomb repulsion between the electrons in the impurity orbital. A reasonable
description is given by the Anderson impurity model
HAnderson =
∑
kσ
kc
†
kσckσ +
∑
σ
dd
†
σdσ + Und↑nd↓ +
∑
kσ
(Vkd
†ckσ + h.c.). (1.2)
7Here, d†σ and dσ are the creation and annihilation operators of the impurity orbital. The
first term describes the energy contribution of the conduction band electrons, whilst the
next two terms describe the energy of the magnetic impurity orbital and the Coulomb
penalty in the case of double occupation. The last term gives the hybridization between
the impurity orbital and the conduction band, with h.c. being the Hermitian conjugate.
The relevant regime is when the impurity level lies far below the Fermi surface, and
when the Coulomb repulsion U is comparatively large with respect to the other energy
scales of the system, i.e., d  F  d + U . This gives rise to impurities that are
mostly singly occupied and hence have magnetic moments. As we will review in the
next chapter, the low energy physics of this model is equivalent to the Kondo model
with isotropic couplings J⊥ = J∗⊥ = J‖.
It was soon realized that perturbation theory in the Kondo coupling J diverges. An
important breakthrough was made by Wilson [1], who introduced a nonperturbative
framework known as the numerical renormalisation group. He used an iterative method
based on numerical diagonalization to eliminate ultraviolet degrees of freedom in a
numerically exact fashion. Wilson was able to show that the Kondo model flows to
a strong coupling fixed point in which the impurity spin and the spin-polarization of
the conduction electrons in the vicinity of the impurity form a spin singlet. Following
Wilson’s work, the Kondo model was also solved exactly by Andrei [2] and by Wiegmann
[3], using the Bethe Ansatz. Both methods identify the temperature at which the
resistance is minimal with the scale at which Kondo correlations set in, and furthermore
show that this emergent scale is exponentially small in the inverse of the coupling
between the impurity and the electron gas.
The ground state of the spin 1/2 Kondo model is often described as an impurity spin
that is perfectly screened by the spin polarization of the electron gas that surrounds it.
This means that there exists a cloud of conduction electrons with net spin 1/2 around
the impurity. The net spin and the impurity form a spin singlet. An interesting question
to ask is how the conduction electron spin-density varies in space for a given impurity
spin-direction. This is what is referred to as the spatial profile of the Kondo screening
cloud. Surprisingly, despite the breakthroughs of Wilson, Andrei and Wiegmann, the
spatial profile of the Kondo screening cloud remained challenging to calculate for a long
time. This is because most of the methods used to investigate the Kondo model focused
specifically on thermodynamic information, often to the detriment of good spatial
resolution. For instance, the logarithmic discretization used in Wilson’s numerical
renormalisation group, although key to extracting the low energy spectrum of the
Kondo model, results in poor resolution in real space. Only in the last decade have
reliable numerical results been obtained [4–7].
In this dissertation we study the spatial profile of the Kondo screening cloud. We
approach the problem by focusing on a special value of J‖, known as the Toulouse
point. For this particular longitudinal coupling, the Kondo model can be mapped to a
non-interacting Hamiltonian that is quadratic in fermion operators. A large portion of
the dissertation focuses on the review of this mapping. In the process we will encounter
a powerful many-body technique known as bosonization, of which we will present a
self-contained derivation.
8After reviewing the mapping, we calculate the spatial profile of the screening cloud
at the Toulouse point. Some of the screening cloud results that we present here have
already appeared in the recent literature [7]. Our contribution is to fill in the steps of
the published derivations, and to highlight interesting features of the known results.
Furthermore, we extend the known results by including an external magnetic field. The
non-magnetic singlet is the natural ground state of the Kondo model. An external
magnetic field frustrates this configuration and attempts to drive the singlet into a
magnetic state with the impurity and conduction electron spin aligned to the direction
of the field. Therefore, a magnetic field has a non-trivial effect on the screening cloud.
Analytical expressions for cloud correlations at non-zero magnetic field at the Toulouse
point have not been derived in the literature. We provide both a numeric and analytic
expression for the cloud. These expressions are then used to address some interesting
questions, such as, does a magnetic field introduce an emergent length at which the
screening cloud’s profile undergoes an exponential decay? And is there a universal
scaling function such that clouds at different magnetic field strengths can be collapsed
onto one another?
It turns out that we cannot quantitatively study the isotropic Kondo model if
we focus on the Toulouse point. The reason for this is that at the Toulouse point,
J‖ = (2−
√
2)pi, is of order 1. If we additionally set J⊥ = J‖, the energy scale of Kondo
correlations are comparable to ultraviolet scales such as the Fermi energy, while resolving
universal features of correlations inside the cloud requires this scale to be far below
ultraviolet. This however does not imply that the topic we study is of academic interest
only. There are several physical realizations of the anisotropic Kondo model. Some
examples include molecular transport devices at large electron-phonon coupling [8], a
triple quantum dot setup with a doubly degenerate ground state [9], and the charge and
spin degrees of freedom of a cooper pair box coupled to a superconducting resonator [10].
The Toulouse point is therefore experimentally relevant in its own right. Furthermore,
the model at the Toulouse point eventually flows to the same strong coupling fixed
point as the isotropic model. As a result, correlations in the two models have many
qualitative features in common, even when they are probed at finite wavelengths.
Chapter descriptions:
• Chapter 2: We discuss a technical tool called the Schriefer Wolf transformation.
This tool allows us to obtain effective low energy models by eliminating ultraviolet
degrees of freedom. We review the calculation that was done by Schrieffer and
Wolff [11], in which the Kondo model emerges as a low energy description of the
Anderson model, after the ultraviolet fluctuations of the charge in the impurity
orbital have been eliminated. We then review a simple renormalisation analysis
of the Kondo Hamiltonian, due to Anderson. Anderson’s poor man’s scaling
demonstrates that the effective degrees of freedom of the Kondo model undergo a
nontrivial rearrangement as the system is probed at lower and lower energy scales,
or equivalently at coarser and coarser spatial resolutions.
9• Chapter 3: We introduce an equivalence between bosonic and fermionic Fock
spaces, known as bosonization. We present a self-contained construction of
bosonization, aimed at readers who are unfamiliar with the topic.
• Chapter 4: We apply the techniques developed in the previous chapter to map the
Kondo model at the Toulouse point to a model of non-interacting fermions via an
intermediate bosonic model. The chapter concludes with the introduction and
mapping of the observable of interest. This observable measures the spatial profile
of the screening cloud. It is a correlation function between the impurity spin, and
the conduction electron spin-density a distance x away from the impurity.
• Chapter 5: We develop an exact numerical and an approximate analytical expres-
sion for the correlation function. The results are then extended to incorporate
the effects of an external time-independent magnetic field. The numeric and
analytic results for both cases are compared, and the asymptotic behavior of the
correlators investigated. For the non-magnetic case, a length scale ξK emerges,
which characterizes the size of the cloud. The behavior of the correlations for
distances inside and outside of the cloud is very different, and the correlator is
shown to be a universal scaling function of x/ξK . The magnetic case introduces
an additional scale. However, surprisingly, at large and small x, the correlator
is still a universal function of x/ξK(B), with the same emergent scale ξK(B) at
small and large distances.
Chapter 2
The Schrieffer-Wolff transformation
and low energy effective models
In this chapter, we derive an effective low energy Hamiltonian of the single impurity
Anderson model. The resulting expression is the famous Kondo Hamiltonian. It will
then be shown that tracing out the high energy degrees of freedom of the Kondo model
results in a non-trivial renormalisation of the infrared degrees of freedom. To achieve
both of these tasks, we will make use of a tool known as the Schrieffer-Wolff transfor-
mation. It is therefore necessary to begin this chapter by developing the formalism of
this tool.
2.1 Formalism of the Schrieffer-Wolff transformation
Consider a vector space V = H⊕L, where the subspaces H and L are spanned by
basis states BH = {|Hα〉} and BL = {|Lβ〉} respectively. The vectors belonging to BH
are eigenstates of the operator HH, with eigenvalues EHα:
HH |Hα〉 = EHα |Hα〉 , (2.1)
while the vectors belonging to BL are eigenstates of the operator HL with eigenvalues
ELβ < EHα for all β and α:
HL |Lβ〉 = ELβ |Lβ〉 . (2.2)
Since ELβ < EHα, we refer to H as the high energy subspace and to L as the low energy
subspace.
Now consider a zero order Hamiltonian H0 = HH +HL. This operator leaves the
low and high energy subspaces invariant. For example, if H0 acts on a vector in L, the
resulting vector will also belong to L.
H0 =
∑
s=H,L
∑
γ
sγ |sγ〉 〈sγ| . (2.3)
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Then consider adding a perturbationH1 that connects the low and high energy subspaces:
H1 = λ
∑
α∈H
∑
β∈L
(
V ∗βα |Hα〉 〈Lβ|+ Vβα |Lβ〉 〈Hα|
)
. (2.4)
We would like to perform a unitary transformation on H = H0 + H1, such that the
operators that couple the high and low energy subspaces are eliminated to leading order
in λ. This will leave us with effective low and high energy Hamiltonians H˜L and H˜H.
A general unitary transform can be written as H˜ = eθHe−θ, with θ† = −θ. We
propose that
θ = λ
(
W −W †) , with W = ∑
α∈H
∑
β∈L
V ∗βα
EHα − EHβ |Hα〉 〈Lβ| , (2.5)
diagonalizes H to leading order in λ. To prove this, we make use of the Baker-Campbell-
Hausdorff (BCH) formula
eBA e−B =
∞∑
n=0
1
n!
[B,A]n = A+ [B,A] +
1
2!
[B, [B,A]] + · · · . (2.6)
This allows us to expand H˜ in a power series of λ:
H˜ = H0 + [θ,H0] +
1
2
[θ, [θ,H0]] +H1 + [θ,H1] +O(λ
3) + · · · . (2.7)
The second term in (2.7) is calculated as follows:
[θ,H0] = λ
[
(W −W †), (HL +HH)
]
,
= λ
{
(W −W †)(HL +HH)− (HL +HH)(W −W †)
}
,
= λ
{
WHL −HHW +HLW † −W †HH
}
,
= λ
{
(WHL −HHW ) + (WHL −HHW )†
}
, (2.8)
with
WHL −HHW =
∑
α∈H
∑
β∈L
(
V ∗βα
EHα − ELβ |Hα〉 〈Lβ|HL −HH |Hα〉 〈Lβ|
V ∗βα
EHα − ELβ
)
,
=
∑
α∈H
∑
β∈L
(
ELβ − EHα
EHα − ELβ
)
V ∗βα |Hα〉 〈Lβ| = −V †. (2.9)
This implies that
[θ,H0] = λ(V
† + V ) = −H1. (2.10)
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Substituting the above result back into (2.7) simplifies the expression for the effective
Hamiltonian to
H˜ = H0 +
1
2
[θ,H1] +O(λ3) · · · . (2.11)
The unitary transformation changes H by an amount δH = 1
2
[θ,H1], which is given by
1
2
[θ,H1] =
λ2
2
[
(W −W †), (V † + V )] ,
=
λ2
2
{
(W −W †)(V † + V )− (V † + V )(W −W †)} ,
=
λ2
2
{
WV −W †V † − VW + V †W †} ,
=
λ2
2
{−(W †V † + VW ) + (V †W † +WV )} , (2.12)
with terms
W †V † + VW =
∑
αγ∈H
∑
βδ∈L
[
Vβα
EHα − ELβ |Lβ〉 〈Hα|Hγ〉 〈Lδ|V
∗
δγ
+ Vβα |Lβ〉 〈Hα|Hγ〉 〈Lδ|
V ∗δγ
EHγ − ELδ
]
,
=2
∑
α∈H
∑
βδ∈L
VβαV
∗
δα
EHα − ELβ |Lβ〉 〈Lδ| . (2.13)
and
V †W † +WV =
∑
αγ∈H
∑
βδ∈L
[
V ∗δγ |Hγ〉 〈Lδ| Lβ〉 〈Hα|
Vβα
EHα − ELβ
+
V ∗δγ
EHγ − ELδ |Hγ〉 〈Lδ| Lβ〉 〈Hα|Vβα
]
,
=2
∑
α∈H
∑
βδ∈L
V ∗βγVβα
EHα − ELβ |Hγ〉 〈Hα| . (2.14)
Substituting the above results back into (2.12) and (2.11) gives us the effective low and
high energy Hamiltonians
H˜L = HL − λ2
∑
α∈H
∑
βδ∈L
VβαV
∗
δα
EHα − ELβ |Lβ〉 〈Lδ| , (2.15)
2.2. Application of the Schrieffer-Wolff transformation to the single
impurity Anderson Hamiltonian 13
and
H˜H = HH + λ2
∑
αγ∈H
∑
β∈L
V ∗βγVβα
EHα − ELβ |Hγ〉 〈Hα| . (2.16)
Often the dependance of the denominator on the indices α and β is weak, and we can
replace EHα − ELβ with a constant Ω. Eq.(2.15) can then be written as
H˜L = HL − λ
2
Ω
V V †, (2.17)
where one can verify that
V V † =
∑
βδ∈L
VβαV
∗
δα |Lβ〉 〈Lδ| . (2.18)
Eq.(2.17) can easily be generalized when the sum in (2.15) extends over several high
energy subspaces associated with different denominators.
2.2 Application of the Schrieffer-Wolff transformation
to the single impurity Anderson Hamiltonian
The formalism above was first applied to the Anderson impurity model in the work
by Schrieffer and Wolff [11] where they successfully derived the Kondo Hamiltonian
from the Anderson model. The regime of interest d  F  d + U allows for the
separation of high and low energy subspaces as follows. The high energy configurations
of the system correspond to double and zero occupancy of the local d-orbital, while the
low energy configuration corresponds to a single occupation of the d-orbital. The low
energy subspace L is then the span of vectors |Lβ〉 = |{nkσ}, σimp〉 where {nkσ} refers
to the set of occupation numbers of the Fermi sea, and σimp refers to the spin of the
single electron in the impurity orbital. On the other hand, the high energy subspace
H = H0
⊕H2 is given by the span of vectors |Hαq〉 = |{nkσ}, q〉, where q ∈ {0, 2}
indicates whether the impurity orbital is unoccupied or doubly occupied. These states
obey the orthogonality conditions
〈Lβ|Hα〉 = 0 and 〈Lγ| Lγ′〉 = 〈Hγ|Hγ′〉 = δγγ′ . (2.19)
In order to apply the Schrieffer-Wolff transformation, we need to write the Anderson
impurity Hamiltonian in the form
H =
∑
s=H,L
∑
γ
sγ |sγ〉 〈sγ|︸ ︷︷ ︸
H0
+
∑
α∈H
∑
β∈L
(
V ∗βα |Hα〉 〈Lβ|+ Vβα |Lβ〉 〈Hα|
)
︸ ︷︷ ︸
H1
. (2.20)
Here H0 only connects states from the same subspace, which means it is composed of
all the operators that leave the occupation of the d-orbital unaltered. This allows us to
identify H0 as
H0 =
∑
kσ
kc
†
kσckσ +
∑
σ
dd
†
σdσ + Und↑nd↓. (2.21)
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On the other hand, H1 must contain the operators of the model that alter the number
of electrons on the d-orbital. This job is performed by the hybridization function
H1 =
∑
kσ
(Vkd
†
σckσ + h.c.). (2.22)
The projection operator that projects onto the low energy subspace is
P = (1− n↑)n↓ + (1− n↓)n↑. (2.23)
We can identify the high and low energy Hamiltonians, as well as V and V † by applying
the projection operator to H0 and H1. Using the fact that I = P + (1−P ) and that H0
commutes with P , we obtain H0 = PH0 + (1− P )H = HL +HH. On the other-hand
H1 = PH1 +H1P , where
PH1 =
∑
kσ
Vk(1− nσ¯)d†σckσ︸ ︷︷ ︸
V (10)
+
∑
kσ
V ∗k nσ¯c
†
kσdσ︸ ︷︷ ︸
V (12)
= V, (2.24)
H1P =
∑
kσ
V ∗k c
†
kσdσ(1− nσ¯)︸ ︷︷ ︸
V (10)†
+
∑
kσ
Vkd
†
σcknσ¯︸ ︷︷ ︸
V (12)†
= V †. (2.25)
Here, σ¯ is opposite in spin to σ. The meaning of the subscript notation V (ij) is as
follows. V (ij) refers to an operator that takes us from a state with a d-orbital occupancy
of j, into a state with a d-orbital occupancy of i, where i and j can take on the values
0, 1 or 2. For example, V (12) is an operator that takes us from a high doubly occupied
state into a low singly occupied state. The eigenvalue equations of the operators HL
and HH are
HL |Lβ〉 =
(∑
kσ
nkσk + d
)
|Lβ〉 , (2.26)
HH |Hα2〉 =
(∑
kσ
nkσk + 2d + U
)
|Hα2〉 , (2.27)
HH |Hα0〉 =
∑
kσ
nkσk |Hα0〉 . (2.28)
It is now possible to calculate the effective low energy Hamiltonian from (2.15):
δHL = −λ2
∑
βδ∈L
∑
α0
V
(10)
βα0
V
(10)∗
δα0
EHα0 − ELβ
|Lβ〉 〈Lδ| − λ2
∑
βδ∈L
∑
α2
V
(12)
βα2
V
(12)∗
δα2
EHα2 − ELβ
|Lβ〉 〈Lδ| .
(2.29)
To make use of (2.17), the many-body energies in the denominator must be replaced
with a constant. This will allow us to remove the denominators from the summation.
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The denominator of a particular term in the first double summation is given by
EHα′0 − ELβ′ =
∑
kσ
nkσk −
(∑
kσ
n′kσk + d
)
. (2.30)
Since the operator V (10)βα0 promotes an electron from the Fermi sea to the unoccupied
d-orbital, the sets {nkσ} and {n′kσ} must be the same except for a single occupation
number, say k0σ0, for which nk0σ0 = 1 and n′k0σ0 = 0. The denominator then reads
EHα′0 − ELβ′ = k0 − d. Assuming that matrix elements Vk0 are non-zero only for
states much closer to the Fermi level than to d, we can make the approximation
k0−d ' kF−d = −d, where we have measured energies from the Fermi energy, i.e., set
kF = 0. Similarly, since the V (12) operators only connect states between subspaces that
differ by a single occupation number, we can approximate the denominators appearing
in the second double summation as EHα′2 −ELβ′ = d +U − k0 ' d +U − kF = d +U .
This allows us to write the effective low energy Hamiltonian as
δHL =
λ2
d
∑
βδ∈L
∑
α0
V
(10)
βα0
V
(10)∗
δα0
|Lβ〉 〈Lδ| − λ
2
d + U
∑
βδ∈L
∑
α2
V
(12)
βα2
V
(12)∗
δα2
|Lβ〉 〈Lδ| .
(2.31)
From (2.18), we have
δHL = −λ2
∑
kk′
∑
σσ′
VkV
∗
k′
[
(1− nσ¯)d†σ′ck′σ′c†kσdσ(1− nσ¯′)
−d +
nσ¯c
†
kσdσd
†
σ′ck′σ′nσ¯′
d + U
]
.
(2.32)
Scaling the dimensionless parameter λ to one, and keeping in mind that the initial and
final states are fixed to single d-orbital states, we can write the effective low energy
Hamiltonian as
H˜L =
∑
kσ
kc
†
kσckσ −
∑
kk′
∑
σσ′
VkV
∗
k′
[
d†σ′ck′σ′c
†
kσdσ
−d +
c†kσdσd
†
σ′ck′
d + U
]
. (2.33)
We can express (2.33) in terms of spin matrices [12] by using the Pauli matrix identity
~σσσ′ · ~σδγ = 2δσ′δδσγ − δσ′σδγδ, (2.34)
from which it follows∑
σσ′
d†σ′ck′σ′c
†
kσdσ = −
1
2
∑
σσ′
c†kσck′σndσ′ −
∑
σσ′
∑
δγ
(c†kσ~σσσ′ck′σ′) · (d†δ
~σδγ
2
dγ), (2.35)
while∑
σσ′
c†kσdσd
†
σ′ck′ =
1
2
∑
σσ′
c†kσck′σndσ′ −
∑
σσ′
∑
δγ
(c†kσ~σσσ′ck′σ′) · (d†δ
~σδγ
2
dγ). (2.36)
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Substituting these expressions into (2.33), we find that the low energy effective Hamil-
tonian is given by
H˜L =
∑
kσ
kc
†
kσckσ +
∑
kk′
∑
σσ′
Jkk′(c
†
kσ~σσσ′ck′σ′) · ~Simp −
∑
kk′
∑
σ
Kkk′c
†
kσck′σ, (2.37)
where ~Simp =
∑
δγ d
†
δ
~σδγ
2
dγ describes the impurity spin, while the coupling constants are
given by
Jkk′ =VkV
∗
k′
(
1
d + U
− 1
d
)
,
Kkk′ =
VkV
∗
k′
2
(
1
d + U
+
1
d
)
.
(2.38)
The potential scattering term in (2.37) vanishes for the particle-hole symmetric case
d = −U/2. Since Kondo physics does not hinge on this term, we can drop it without
jeopardizing any of the interesting strong coupling physics. Additionally, since Jkk′ varies
with k on the scale ∼ 1/a, where a is the lattice constant, the long wavelength physics
is still described accurately if we replace Jkk′ by a constant J , with the understanding
that the k-sums are cut off at an ultraviolet scale less than the Fermi energy. We can
then write
H˜L =
∑
kσ
kc
†
kσckσ + J
∑
kk′
∑
σσ′
∑
j
c†kσ[σj]σσ′ck′σ′S
imp
j . (2.39)
Furthermore, since in position space ψ†σ(0) = L−1/2
∑
k c
†
kσ, we have that
H˜L =
∑
kσ
kc
†
kσckσ + J
∑
σσ′
∑
j
ψ†σ(0)[σj]σσ′ψσ′(0)S
imp
j . (2.40)
Additionally, one can identify the electron spin-density ~Sel =
∑
σσ′
∑
j ψ
†
σ(x)[σj ]σσ′ψσ′(x)
and write the Hamiltonian in the more compact form
H˜L =
∑
kσ
kc
†
kσckσ + J
~Sel(0) · ~Simp. (2.41)
This is the famous isotropic Kondo Hamiltonian. We conclude that the high energy
charge fluctuations of the d-orbital induce an antiferromagnetic interaction between the
electron spin-density and the impurity spin. If we expand the plane wave electron states
k in spherical waves around r = 0, only electrons with angular momentum quantum
numbers l = m = 0 couple to the impurity [13]. In this case, the magnitude of the wave
vector |k| becomes the only relevant characterization of a state, making the Kondo
problem an effective one-dimensional problem.
We will generalize the Kondo Hamiltonian by breaking the isotropy of the coupling
constant to include both a longitudinal J‖ and a transverse component J⊥, where J⊥ is
real and symmetric about the z-axis. Since we are interested in the low energy dynamics
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of the problem, it is acceptable to linearize the spectrum, i.e., k ' vFk. Combining all
of these considerations and defining the spin operators
σ+ = c†↑c↓ , σ
− = c†↓c↑ , σz = (nˆd↑ − nˆd↓), (2.42)
of the impurity, we obtain the anisotropic Kondo Hamiltonian in units vF = 1:
HAKM =
∑
kσ
k c†kσckσ +
J‖
2
[
ψ†↑(0)ψ↑(0)− ψ†↓(0)ψ↓(0)
]
σz
+ J⊥
[
ψ†↑(0)ψ↓(0)σ
− + ψ†↓(0)ψ↑(0)σ
+
]
. (2.43)
2.3 Application of the Schrieffer-Wolff transformation
to the anisotropic Kondo Hamiltonian
The effective low energy Hamiltonian derived in (2.43) was used by Kondo [14] to
calculate scattering probabilities of the conduction electrons to the second Born ap-
proximation. He found that the dynamical character of the localized spin system
gave rise to a logarithmic term in the resistivity, that when combined with the lattice
resistivity managed to account for the experimentally observed resistance minimum.
However, this additional term has the form lnT , and therefore diverges along with other
physical quantities at low temperature. This is in contrast to the experimental results
that indicated a finite resistance at temperature T = 0. Many perturbation theories,
although seemingly plausible due to the small size of the coupling constant J , diverged
below a certain critical temperature TK , known as the Kondo temperature.
Wilson made an important breakthrough when he introduced a non-perturbative
framework known as the numerical renormalisation group. With this framework, he was
able to confirm the suspicions of a singlet ground state. Exact numeric solutions were
later obtained independently by Andrei [2] and Wiegmann [3] using the Bethe ansatz.
These are sophisticated techniques that are non-trivial to implement. However, the
essentials are captured by Anderson’s poor man’s scaling, which is another application
of the Schrieffer-Wolff transformation.
We will now reproduce Anderson’s poor man’s scaling argument [15] by applying the
Schrieffer-Wolff transformation to the anisotropic Kondo Hamiltonian. Essentially, this
involves the absorption of the high energy scattering processes into a renormalisation of
the coupling constants. To do this, we divide the conduction band of width 2Λ into three
different zones, as seen in Fig. 2.1. The first zone contains the states 0 < |k| < Λ−|δΛ|,
and will be referred to as the reduced band. The set of single particle energies in the
reduced band are denoted K, while the set of single particle energies in the upper
and lower band edges |δΛ| are denoted by δk+ and δk− respectively. The low energy
subspace L consists of many-electron states |Lβ〉, for which all orbitals in δk− are
doubly occupied (i.e., no holes in the lower band edge) and all orbitals in δk+ are empty.
On the other hand, the high energy subspace H = H+
⊕H− is spanned by the vectors
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Figure 2.1: States to be eliminated after reducing the bandwidth by an amount |δΛ|.
|Hα+〉 and |Hα−〉, where α+ labels the high energy states that contain at leased one
occupied orbital in δk+ and no holes in the lower band edge, while α− labels the high
energy states where no orbitals in δk+ are occupied but there exists at leased one hole
in the lower band edge. The high energy states are to be eliminate, while the low energy
states will be retained.
The technical details of the procedure are as follows. The full anisotropic Kondo
Hamiltonian can be compactly written as
HL =
∑
k
∑
σ
kc
†
kσckσ +
1
2
∑
kq
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†kσcqσ′ , (2.44)
where τ i and ηi are Pauli spin matrices, with τ iσσ′ being the element of the i’th Pauli
matrix, and k and q run over the entire conduction band δk− ∪ K ∪ δk+. Here,
{Ji} = (J1, J2, J3) ≡ (Jx, Jy, Jz). We will take Jx = Jy ≡ J± at the end of the
calculation. To apply the Schrieffer-Wolff transformation, we once again have to write
this Hamiltonian in the form
H =
∑
s=H,L
∑
γ
sγ |sγ〉 〈sγ|︸ ︷︷ ︸
H0
+
∑
α∈H
∑
β∈L
(
V ∗βα |Hα〉 〈Lβ|+ Vβα |Lβ〉 〈Hα|
)
︸ ︷︷ ︸
H1
. (2.45)
The operator H0 that only connects vector within the same subspace is given by
H0 =
∑
kσ
kc
†
kσckσ +
1
2
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
i
 ∑
kq∈δk+
c†kσcqσ′ +
∑
kq∈δk−
c†kσcqσ′ +
∑
kq∈K
c†kσcqσ′
 .
(2.46)
On the other hand, the operator H1 that connects vectors from different subspaces is
given by
H1 =
1
2
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
i
∑
k∈K
q∈δk+
c†kσcqσ′ +
∑
k∈K
q∈δk−
c†kσcqσ′ +
∑
k∈δk+
q∈δk−
c†kσcqσ′
+ h.c., (2.47)
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where h.c. is the Hermitian conjugate of the first term. To find HL, HH, V and V †, we
use the projection operator that projects onto the low energy subspace. This operator
is given by
P =
∏
p∈δk−
β
npβ
∏
l∈δk+
α
(1− nlα), (2.48)
so that if there exist any particles in the upper or holes in the lower band edges, P will
return zero. Once again, PH0 = HL and H0P = HH, while H1 = PH1 +H1P , with
PH1 =
1
2
P
∑
k∈K
q∈δk+
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†kσcqσ′
︸ ︷︷ ︸
V (+)
+
1
2
P
∑
k∈K
q∈δk−
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†qσckσ′
︸ ︷︷ ︸
V (−)
+
1
2
P
∑
k∈δk+
q∈δk−
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†qσckσ′
︸ ︷︷ ︸
V (2)
+h.c.,
(2.49)
and
H1P =
1
2
∑
k∈K
q∈δk+
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†qσckσ′P
︸ ︷︷ ︸
V (+)†
+
1
2
P
∑
k∈K
q∈δk−
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†kσcqσ′P
︸ ︷︷ ︸
V (−)†
+
1
2
P
∑
k∈δk+
q∈δk−
∑
σσ′
3∑
i=1
Jiτ
i
σσ′η
ic†kσcqσ′P
︸ ︷︷ ︸
V (2)†
+h.c..
(2.50)
Here, V (+) connects states |Hα+〉 and |Lβ〉 by taking electrons out of the upper band
edge and putting them into the reduced band, while V (−) connects the vectors |Lβ〉 and
|Hα−〉 by filling the holes in the lower band edge with electrons from the reduced band.
Finally, V (2) is the operator that connects the vectors |Hα+〉 and |Hα−〉 by filling the
holes in the lower band edge with electrons from the upper band edge. The change in
the low energy Hamiltonian is then given by
δHL =− λ2
∑
βδ∈L
∑
α+
V
(+)
βα+
V
(+)∗
δα+
EHα+ − ELβ
|Lβ〉 〈Lδ| − λ2
∑
βδ∈L
∑
α−
V
(−)
βα+
V
(−)∗
δα−
EHα− − ELβ
|Lβ〉 〈Lδ|
− λ2
∑
βδ∈L
∑
α2
V
(2)
βα+
V
(2)∗
δα2
EHα2 − ELβ
|Lβ〉 〈Lδ| .
(2.51)
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Now E and |Lβ〉 are complicated many-body eigenstates and energies of the Kondo
model restricted to the reduced band. However, to leading order in the couplings
Ji, we can replace E and |Lβ〉 with free electron states and energies. Additionally,
since |δΛ|  Λ, the energy of an electron in the region |δΛ| can be approximated by
Λ. Furthermore, since the couplings Ji are only sizable near the Fermi surface, the
relevant scattering events involve electrons with energies approximately given by the
Fermi energy, which can be taken as zero. This allows us to replace the many-body
energies in the denominators of the first two terms by a constant Λ, while the last
term’s denominator can be replaced with 2Λ. However, the contribution of the last
term to δHL can be omitted. To see why, consider the following matrix element
〈Lβ|V (2)V (2)† |Lδ〉 = 1
4
∑
kq∈δk+
pl∈δk−
∑
σ1σ2
σ3σ4
3∑
i=1
JiJjτ
i
σ1σ2
τ jσ3σ4 〈Lβ| ηiηjc†pσ1ckσ2c†qσ3clσ4 |Lδ〉 .
(2.52)
Since |Lβ〉 contains no particles in the upper band, or holes in the lower band, any
electron that is removed from δk− and added to δk+ must be put back into the same
orbital, otherwise 〈Lβ|V (2)V (2)† |Lδ〉 = 0. Therefore, we can replace the operators
ckσ2c
†
qσ3
and c†pσ1clσ4 with δkqδσ2σ3 and δplδσ1σ4 respectively. Assuming a constant density
of states ρ0, we can write ∑
kq∈δk+
pl∈δk−
δkqδpl = ρ
2
0(δΛ)
2. (2.53)
It follows that the matrix elements of V (2)V (2)† are proportional to (δΛ)2, so that they
can be dropped in the limit where δΛ vanishes with respect to Λ. We can therefore
write
δHL = −λ
2
Λ
∑
βδ∈L
∑
α+
V
(+)
βα+
V
(+)∗
δα+
|Lβ〉 〈Lδ| − λ
2
Λ
∑
βδ∈L
∑
α−
V
(−)
βα+
V
(−)∗
δα− |Lβ〉 〈Lδ| . (2.54)
Using (2.18), and scaling the dimensionless parameter λ to one gives
δHL = − 1
Λ
(
V (+)V (+)† + V (−)V (−)†
)
. (2.55)
The factors P can be dropped if we remember to restrict the operators to the low energy
subspace. The first term inside the bracket of (2.55) is then explicitly given by
V (+)V (+)† =
1
4
∑
kq∈K
pl∈δk+
∑
σβγα
3∑
i,j=1
JiJjτ
i
αστ
j
βγη
iηjc†kαcpσc
†
lβcqγ. (2.56)
In the low energy subspace, the orbitals in δk+ are unoccupied. For calculating matrix
elements between low and high energy states, the operator cpσc†lβ in (2.56) which adds
and removes a particle in the shell δk+, can be replaced by δplδσβ. Once again, for a
constant density of states ρ0, we can write
∑
pσlβ δplδσβ = ρ0|δΛ|. These considerations
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give
V (+)V (+)† =
ρ0|δΛ|
4
∑
kq∈K
∑
βγα
3∑
i,j=1
JiJj[τ
i
αβτ
j
βγ][η
iηj]c†kαcqγ,
=
ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k,l=1
JiJj
(
iijkτ kαγ + δijδαγ
) (
iijlηl + δij
)
c†kαcqγ,
=
ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k,l=1
JiJj
(− ijkijlτ kαγηl + iδαγδijijlηl
(2.57)
+ iδij
ijkτ kαγ + δijδαγ
)
c†kαcqγ,
=− ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k=1
(1− δij)(1− δik)(1− δjk)JiJjτ kαγηkc†kαcqγ
+
ρ0|δΛ|
4
∑
kq∈K
∑
α
3∑
i=1
J2i c
†
kαcqα. (2.58)
A similar calculation can be performed for the hole excitations:
V (−)V (−)† =
1
4
∑
kq∈K
pl∈δk−
∑
σβγα
3∑
i,j=1
JiJjτ
i
σγτ
j
αβη
iηjc†pσcqγc
†
kαcLβ,
=
ρ0|δΛ|
4
∑
kq∈K
∑
σγα
3∑
i,j=1
JiJj[τ
j
αστ
i
σγ][η
iηj]ckγc
†
qα. (2.59)
In the last expression we have commuted τ jασ to the left of τ iσγ. This allows us to
contract the inner indices at the price of a change of sign. In the previous calculation
we had sgn(τ iτ jηiηj) = −1, whereas now we have sgn(τ jτ iηiηj) = +1. Paying special
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attention to the position of the indices i and j we have
V (−)V (−)† =
ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k,l=1
JiJj
(
ijikτ kαγ + δijδαγ
) (
iijlηl + δij
)
cqγc
†
kα,
=
ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k,l=1
JiJj
(− jikijlτ kαγηl + iδαγδijijlηl
+ iδij
jikτ kαγ + δijδαγ
)
cqγc
†
kα,
=− ρ0|δΛ|
4
∑
kq∈K
∑
γα
3∑
i,j,k=1
(1− δij)(1− δik)(1− δjk)JiJjτ kαγηkc†kαcqγ
− ρ0|δΛ|
4
∑
kq∈K
∑
α
3∑
i=1
J2i c
†
kαcqα. (2.60)
The change in H˜L is then given by
δHL =− 1
Λ
(
V (+)V (+)† + V (−)V (−)†
)
,
=
ρ0|δΛ|
2Λ
∑
kq∈K
∑
γα
3∑
i,j,k=1
(1− δij)(1− δik)(1− δjk)JiJjτ kαγηkc†kαcqγ,
=
ρ0|δΛ|
Λ
∑
kq∈K
∑
αγ
[
J±Jz
(
τxαγη
x + τ yαγη
y
)
+ J2±τ
z
αγη
z
]
c†kαcqγ. (2.61)
Thus H˜L = HL + δHL is structurally similar to the original Hamiltonian, except for
a shift in the couplings by an amount δJ± = 2ρ0|δΛ|J±Jz/Λ and δJz = 2ρ0|δΛ|J2±/Λ.
Remembering that δΛ is negative we obtain the relations
dJ±
dlnΛ
= −2ρ0J±Jz, and dJz
dlnΛ
= −2ρ0J2±. (2.62)
These differential equations tell us how the couplings respond to a reduction of the
bandwidth. We will first analyze the isotropic Jz = J± case, for which the differential
equation is given by
dg
dlnΛ
= −2g2. (2.63)
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Figure 2.2: Renormalization flow for the isotropic Kondo model, depicting both
ferromagnetic g0 < 0 and antiferromagnetic g0 > 0 trajectories.
Here, we have set g = ρ0J as our dimensionless coupling. The scaling equation for our
dimensionless coupling is obtained upon integration of (2.63):
−
∫ g′
g0
dg
g2
= 2
∫ Λ′
Λ0
d(lnΛ), (2.64)
which implies
g(Λ′) =
g0
1− 2g0ln
(
Λ0
Λ′
) . (2.65)
This scaling equation is depicted graphically in Fig. 2.2. The ferromagnetic g0 < 0 case
scales to zero, while the antiferromagnetic g0 > 0 case scales to infinity at some critical
value. The value of Λ at which g diverges is called the Kondo temperature TK , and it
serves as the natural energy scale of the Kondo problem. For instance, up to a prefactor
of O(1), it equals the temperature of the resistance minimum.
Let us relate the Kondo temperature to the initial ultraviolet scale Λ0 and the bare
coupling g0. From (2.63) we have
1
g0
− 1
g′
= 2ln
(
Λ0
Λ′
)
. (2.66)
At Λ′ = TK , g′ →∞ so that
TK = Λ0e
−1/2g0 . (2.67)
Since we can write
2g(Λ′) =
1
ln( Λ′
TK
)
, (2.68)
the low energy physics only depends on the ultraviolet physics through Tk. Furthermore,
(2.68) makes it clear that the running coupling g(Λ′) diverges at the scale Λ′ = TK , so
that perturbative results are only valid for quantities that probe the system at energy
scales sufficiently larger than TK .
Returning to the anisotropic case, the scaling trajectories of the dimensionless
couplings can be obtained by combining the two equations in (2.62) to give
dJz
dJ±
=
J±
Jz
, (2.69)
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Figure 2.3: Renormalisation flow for the anisotropic Kondo model.
which implies
J2z − J2± = const. (2.70)
Fig. 2.3 is the renormalisation flow diagram of the anisotropic Kondo model, with
blue and white regions representing the ferromagnetic and antiferromagnetic sectors
respectively, while the black line is the Jz = J± isotropic trajectory. We first notice
that the trajectories flow from left to right, which is a consequence of dJz/dlnΛ always
being negative. Secondly, all curves bellow the isotropic line, and in the ferromagnetic
sector scale into the J± = 0 axis. This is a solvable problem because it represents a
static, Ising model type spin perturbing the free electron gas [16]. However, for the
remainder of the parameter space J± > |Jz|, all models flow to strong coupling and are
beyond the regime of perturbation theory.
Although Anderson’s poor man’s scaling technique is not the final word on the
Kondo problem, it nevertheless offers us some very important insight into the main
difficulties in Kondo physics. Not only does it demonstrate the shortcomings of pertur-
bation theory for the case of J > 0, but it provides an effective energy scale at which
this breakdown occurs. Furthermore, we have learned that no matter how small J is in
the antiferromagnetic case, one can always find a corresponding Kondo temperature TK
for which the problem flows to strong coupling. In short, perturbative techniques are
always bound to fail, making the Kondo problem highly non-trivial.
Chapter 3
The bosonization technique
Bosonization is a mapping between fermionic and bosonic Hilbert spaces. This mapping
was formally developed by Mattis and Lieb in their work on Luttinger liquid theory [17].
This surprising correspondence was based on the earlier observations of Tomonaga [18],
who found that certain elementary excitations of interacting electrons in one-dimension
displayed boson-like behavior. We will make use of this correspondence to map the
anisotropic Kondo Hamiltonian onto a Hamiltonian constructed out of bosonic degrees
of freedom. After a few simplifying manipulations in the bosonic space, the Hamiltonian
will be cast back into the fermionic space using new fermionic degrees of freedom. Per-
forming this mapping back to fermionic degrees of freedom at one particular (non-trivial)
point in the Kondo parameter space results in a noninteracting Hamiltonian which is
quadratic in new fermion operators.
In this chapter we derive the formalism of the bosonization technique, and in
particular the so called bosonization identity, which relates a fermionic field to an
exponential of a bosonic field. Our approach is similar to that of Haldane [19] and von
Delft and Schoeller [20], in that it follows what is known as the constructive approach
to bosonization. For an alternative field theoretic construction, we refer the reader to
the work of Kopietz and Schönhammer [21].
3.1 Fermionic theory and bosonization prerequisites
We consider fermions confined to the interval [−L
2
, L
2
] in one-dimension, with boundary
conditions
ψη(x+ L/2) = e
ipiδbψη(x− L/2). (3.1)
Here, η is a species (e.g. spin) index, and δb = 0 or 1 depending on whether we want the
fields to obey periodic or anti-periodic boundary conditions. In terms of the annihilation
operators ckη of a particle with momentum k (~ = 1) and species η, the fermionic field
is expanded as
ψη(x) ≡ 1√
L
∑
k
eikxckη, (3.2)
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where k runs from −∞ to ∞. We call the ckη’s mode operators. The modes and fields
obey the standard anticommutation relations
{ckη, c†k′η′} = δkk′δηη′ , {ψη(x), ψ†η′(x′)} = δηη′δ(x− x′). (3.3)
The allowed set of momentum values are:
k =
2pi
L
(
nk − 1
2
δb
)
, nk ∈ Z. (3.4)
It is important for the bosonization procedure that the label nk runs from −∞ to ∞.
The above set of mode operators defines the vacuum state |0〉 as
ckη|0〉 = 0, k > 0, (3.5)
c†kη|0〉 = 0, k ≤ 0. (3.6)
It must be mentioned that the vacuum state |0〉 refers to the Fermi sea and not the
state in which there are no particles. The state |0〉 serves as our reference state relative
to which all other states in Fock space are defined. Now that we have our vacuum state,
it is possible to define the operation of Fermi normal ordering denoted by “: :”. Given
a string of fermionic operators A,B,C,...∈ {ckη, c†kη}, the procedure of normal ordering
places all operators ckη with k > 0 and operators c†kη with k ≤ 0 to the right of all other
operators.
Wick’s theorem establishes the relation
: ABC... :=ABC...−
∑
unionsq
: ABC... :︸ ︷︷ ︸
all single contractions
−
∑
unionsqunionsq
: ABC... :︸ ︷︷ ︸
all double contractions
−
∑
unionsqunionsqunionsq
: ABC... :︸ ︷︷ ︸
all triple contractions
− ..., (3.7)
where a contraction is defined by
AB ≡ 〈0|AB |0〉 . (3.8)
Additionally, before performing a contraction, the two operators being contracted must
be moved next to each other, which in the case of fermions results in a change of sign
for odd permutations.
We are now in a position to define the number operator Nˆη which counts the number
of particles of a particular species in a state relative to the Fermi sea. To do this we
must subtract off the infinite contribution from the vacuum. For quadratic operators
this simply amounts to normal ordering the product
Nˆη ≡
∑
k
: c†kηckη :=
∑
k
(
c†kηckη − 〈0| c†kηckη |0〉
)
. (3.9)
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The number operators ~ˆN = (Nˆ1, · · · , NˆM) partition the fermionic Fock space Hc into
subspaces labeled by eigenvalues ~N = (N1, N2, ...NM), where Nη is the eigenvalue of
Nˆη and there are M species. Each subspace is infinite dimensional because the single
particle Hilbert space is infinite dimensional. The space spanned by the set of all eigen-
vectors sharing the same eigenvalues form an ~N -particle Hilbert space is denoted by H ~N .
For future reference we define an effective low energy Hamiltonian for non-interacting
fermions in one dimension
H0η =
∑
k
k : c†kηckη : . (3.10)
For the moment, H0η is just an operator whose eigenvectors provide a useful basis for
Hc. However, very often in applications where bosonization is useful, the operator H0η
serves as a good approximation to the system’s kinetic energy. At this point we will
already start using language associated with Hamiltonian quantum mechanics, such as
ground state or Fermi level. Note however that bosonization is valid whether or not the
systems Hamiltonian is H0η. Using our operator H0η, the ground state can be defined
as the lowest energy configuration of a set of ~N -particles. Each ~N -particle Hilbert space
now has its own unique ground state which consists of the state with no particle-hole
excitations. This state serves as the vacuum state for H ~N . To ensure there is no sign
ambiguity in our labeling, we introduce the following packing convention for the case of
η = (↑, ↓)
| ~N〉 ≡ (c↓)N↓(c↑)N↑|0〉, (3.11)
where,
(c↑) ≡

c†N↑↑c
†
(N↑−1)↑...c
†
1↑ if N↑ > 0,
1 if N↑ = 0,
c(N↑+1)↑c(N↑+2)↑...c0↑ if N↑ < 0.
(3.12)
According to (3.11), we first pack the spin up particles. The order in which we pack
these particles is dictated by (3.12), where if we have particles in excess of the Fermi
sea, the packing is in ascending order of N . However if the particle number is less than
that of the Fermi number, then the systematic removal of modes is carried out from
the Fermi level down. Finally in the case where there are no spin up particles (N↑ = 0),
we have that (c↑)N↑ = 1 and consequently the vacuum state is unaffected. We then
proceed to pack the spin down particles in a similar fashion.
3.2 Creating a bosonic operator algebra
This section deals with the development of a bosonic operator algebra using fermionic
operators as building blocks. We will show that up to a proportionality constant, the
Fourier transform of the density operator is bosonic in nature. Furthermore, we shall
prove that the bosonic Fock space Hb, on which these bosonic operators are defined, is
equivalent to the fermionic Fock space Hc.
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3.2.1 Bosonic particle-hole operators
We begin by considering the Fourier transform of the density operator
ρq =
∫ L/2
−L/2
dx e−iqxρ(x), (3.13)
with the density operator given by ρ(x) =: ψ†(x)ψ(x) :. In conjunction with (3.2), it
follows that
ρq =
1
L
∫ L/2
−L/2
dx e−i(q+p−k)x
∑
pk
: c†p ck :,
=
∑
pk
δp+q,k : c
†
p ck :,
=
∑
k
: c†k−qck :,
=

∑
k c
†
k−qck , if q 6= 0,∑
k : c
†
kck : , if q = 0,
(3.14)
where for the case q 6= 0 we have dropped the normal ordering notation, since for q > 0
or q < 0 the operators are either both creation operator or both annihilation operators
and therefore are automatically normal ordered. However for the case q = 0, the normal
ordering notation must be maintained and simply results in the number operator. The
operators ρq are associated with charge-density fluctuations. As we now show, there
are bosonic quanta associated with these fluctuations. We start by considering the
commutator [ρqη, ρ−qη′ ]. This commutator is nontrivial as first demonstrated in the
work of Mattis and Lieb [17]:
[ρqη, ρ−q′η′ ] =
∑
kk′
[
c†k−qηckη, c
†
k′+q′η′ck′η′
]
,
= δηη′
∑
kk′
(
c†k−qηck′η′δk,k′+q′ − c†k′+q′η′ckηδk−q,k′
)
,
= δηη′
∑
k
(
c†k−qηck−q′η − c†k−q+q′ηckη
)
. (3.15)
At this point we would like to sum the two terms in (4.6) separately. In that case we
could for instance shift k → k − q′ in the second term, i.e.,∑
k
c†k−q+q′ck =
∑
k
c†k−qck−q′ , (3.16)
after which it cancels with the first term. However, we can only split an infinite sum
if the sum of the individual terms converge. To ensure that we work with convergent
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quantities, we add and subtract the vacuum expectation values:
δηη′
∑
k
(
c†k−qηck−q′η − c†k−q+q′ηckη
)
= δηη′
∑
k
(
c†k−qηck−q′η − 〈0| c†k−qηck−q′η |0〉
− c†k−q+q′ηckη + 〈0| c†k−q+q′ηckη |0〉+ 〈0| c†k−qηck−q′η |0〉 − 〈0| c†k−q+q′ηckη |0〉
)
,
= δηη′
∑
k
(
: c†k−qηck−q′η : − : c†k−q+q′ηckη :
+ 〈0| c†k−qηck−q′η |0〉 − 〈0| c†k−q+q′ηckη |0〉
)
. (3.17)
Assuming that
∑
: c†c : converges (which we do not prove here), we can now split
the sum and shift the indices in the second normal ordered term to k → k − q′. The
only non-vanishing contribution is given by two terms which simply count the particle
occupations of the Nη-particle ground state. We therefore have
[ρqη, ρ−q′η′ ] = δηη′
∑
k
(
: c†k−qηck−q′η : − : c†k−qηck−q′η : + δqq′ [θ(q − k)− θ(−k)]
)
= δηη′δqq′
∑
k
θ(q − k)− θ(−k),
= δηη′δqq′nq, (3.18)
where nq = Lq/2pi. This result confirms the bosonic nature of the density operator
ρq. If it were not for the nq appearing on the right hand side of (3.18), the density
operators ρq would satisfy the bosonic commutation relations exactly. We therefore
introduce normalized operators
b†qη ≡
1√
nq
∑
k
c†k+qηckη, bqη ≡
1√
nq
∑
k
c†k−qηckη, (3.19)
with q > 0. We refer to these operators as particle-hole operators. They obey the usual
commutation relations
[bqη, bq′η′ ] = [b
†
qη, b
†
q′η′ ] = 0, [bqη, b
†
q′η′ ] = δqq′δηη′ . (3.20)
We now define the bosonic Fock space Hb as a subspace of Hc that is spanned by the
vectors | ~N, {nqη}b〉, where linear combinations run over all ~N and {nqη}. These bosonic
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states are constructed by acting on each ~N -particle ground state with particle-hole
operators b†qη:
| ~N, {nqη}b〉 =
∏
q>0
(b†qη)
nqη
√
nqη!
| ~N, {0}〉 , (3.21)
with nqη ≥ 0, Nη ∈ Z, q = 2piL nq > 0 and nq being a positive integer. The numbers
Nη in (3.21) refer to the number of particles of species η in the system, while {nqη}
refers to the set of particle-hole excitations created on top of that particular ~N -particle
ground state. The b index will always be used to represent the excitations induced by
bosonic operators. We note that
bqη | ~N, {0}〉 = 0, for all η and ~N. (3.22)
Therefore, the vacuum state for the particle-hole operator is simply the state in the
~N -particle Hilbert space with no particle-hole excitations.
We will now show that Hb is in fact the full space Hc. For simplicity our analysis
will be confined to a single species. The arguments can be trivially extended to deal
with more than one species.
Consider the Hamiltonian operator
H0 =
∑
k
k : c†k ck : . (3.23)
Remember that it does not have to be the actual Hamiltonian of the system. What
we call the Hamiltonian here is simply an operator that is useful for the proof. The
full Fock space is the span of the orthonormal basis Bc = {|{nk}〉}, where the basis
elements are the eigenstates of H0:
H0 |{nk}〉 =
∑
k
k nk |{nk}〉 . (3.24)
We now prove that the set of bosonic Fock states defined in (3.21) are also eigenstates
of H0. Considering the commutation relation between the Hamiltonian operator and
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particle-hole operator b†q, we find that
[H0, b
†
q] =
[∑
k
k c†kck,
∑
l
c†l+qcl
]
,
=
∑
kl
k[c†kck, c
†
l+qcl],
=
∑
kl
k(δk,k+lc
†
kcl − δk,lc†l+q ck),
=
∑
kl
(l + q)c†kck−q − l c†k+qck,
= q
∑
k
c†k+qck,
= q b†q, (3.25)
so that in the subspace Hb, the Hamiltonian operator takes the form
H0 =
∑
q>0
q b†qbq, (3.26)
and consequentially leaves the subspace Hb invariant. It follows that an orthonormal
basis for Hc exists of the form Bc = Bb ∪ B⊥b , where Bb are the bosonic Fock states,
or eigenvectors of (3.26), and the elements of B⊥b are orthogonal to those of Bb, and
represent the possible missing vectors of the full space. Each set of vectors define their
own particular space, i.e., Hb = span(Bb), H⊥b = span(B⊥b ) and Hc = Hb ⊕H⊥b .
An elegant way to demonstrate the equivalence of Hc and Hb is to calculate the
grand-canonical partition function
Zc(β) = TrHc
[
e−β(H0−µNˆ)
]
,
=
∑
|α〉∈Bc
〈α| e−β(H0−µNˆ) |α〉 ,
=
∑
|α〉∈Bb
〈α| e−β(H0−µNˆ) |α〉
︸ ︷︷ ︸
Zb(β)
+
∑
|α〉∈B⊥b
〈α| e−β(H0−µNˆ) |α〉 . (3.27)
The partition function is a sum over positive quantities. Therefore, proving the
equivalence of the partition functions Zc(β) and Zb(β) shows that B⊥b is in fact the
empty set. This immediately implies that the set of bosonic states Bb are the entire
set of fermionic states Bc. The equivalence of Zc(β) and Zb(β) was first established by
Haldane [19]. The proof requires anti-periodic boundary conditions on the fermions, i.e.,
δb = 1 in (3.4). However, in the thermodynamic limit L→∞, results are independent
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of boundary conditions. The anti-periodic boundary conditions lead to the quantization
k = 2pi(nk − 1/2)/L, nk ∈ Z. The Hamiltonian then reads
H0 =
2pi
L
∑
k
(
nk − 1
2
)
: c†kck : . (3.28)
The partition function Zc(β) can be expressed as the product of single fermionic mode
partition functions, where we have summed over the possible occupations of that mode
Zc(β) =
∞∏
nk=1
(
1 + e−β2pi/L(nk−1/2)eβµnk
) −1∏
nk=−∞
(
1 + e−β2pi/L|nk−1/2|eβµnk
)
,
=
∞∏
n=1
(
1 + w2n−1vn
) (
1 + w2n−1v−1
)
, (3.29)
with w ≡ e−βpi/L and v ≡ eβµ. Our task is to show that Zb(β) has the same form as
(3.29). As already mentioned, the bosonic states are eigenstates of both the number
operator Nˆ and Hamiltonian H0, with eigenvalues
Nˆ |N, {mq}b〉 = N |N, {mq}b〉 , (3.30)
H0 |N, {mq}b〉 =
(
2pi
L
N2
2
+
∑
q>0
qmq
)
|N, {mq}b〉 . (3.31)
As such, the grand partition function is given by
Zb(β) =
∞∑
N=−∞
∑
{mq}
〈N ; {mq}b| e−β(H0−µNˆ) |N ; {mq}b〉 ,
=
∞∑
N=−∞
∑
{mq}
e−β2pi/L(N
2/2+
∑
q>0 nqmq)eµβN ,
=
( ∞∑
N=−∞
wN
2
vN
)( ∞∑
M=0
P (M)w2M
)
. (3.32)
Here P (M) represents the number of states satisfying the restriction
∑∞
nq=1
nqmq = M
for some {mq}, and P (M) is the number of partitions of M and thus also occurs in the
power series expansion of the function
1∏∞
n=1(1− yn)
=
∞∏
n=1
[ ∞∑
m=0
(yn)m
]
=
∞∑
M=0
P (M)yM . (3.33)
Substituting this into (3.32) gives
Zb =
∑∞
N=−∞w
N2vN∏∞
n=1(1− w2n)
. (3.34)
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The proof is completed by rewriting the numerator using the Jacobi triple product
identity
∞∑
N=−∞
wN
2
vN =
∞∏
n=1
(1 + w2n−1v)(1 + w2n−1v−1)(1− w2n). (3.35)
For a proof of this identity, see the appendix at the end of the chapter. Substituting
this result into (3.34) gives us back the same form as Zc(β) in (3.29). Therefore, we can
conclude that B⊥b is the empty set, and that the bosonic Fock states defined in (3.21)
span the entire space.
3.2.2 Klein factors
Although we have constructed operators which allow us to span each subspace H ~N
separately, we still do not have the means to connect the separate ~N -particle Hilbert
spaces. This requires the construction of a ladder operator called a Klein factor. These
Klein factors, denoted by F †η and Fη, serve a two-fold purpose. Firstly, they connect the
different ~N -particle subspaces by creating or destroying a fermion of type η. Secondly,
they allow us to construct fermionic operators with the correct anti-commutation rela-
tions using as building blocks Fη, F †η and bqη, b†qη.
As already demonstrated, the states
| ~N, {nqη}b〉 =
∏
q>0
(b†qη)
nqη√
nqη!
| ~N, {0}〉 , (3.36)
form a basis for ~N -particle Fock space. The ladder operator Fη is defined by its action
on this basis as follows
Fη | ~N, {nqη}b〉 ≡
∏
q>0
(b†qη)
nqη√
nqη!
cNη |N1, ..., Nη, ...NM , {0}〉 ,
=
∏
q>0
(b†qη)
nqη√
nqη!
Tˆη |N1, ..., Nη − 1, ...NM , {0}〉 , (3.37)
F †η | ~N, {nqη}b〉 ≡
∏
q>0
(b†qη)
nqη√
nqη!
c†Nη+1 |N1, ..., Nη, ...NM , {0}〉 ,
=
∏
q>0
(b†qη)
nqη√
nqη!
Tˆη |N1, ..., Nη + 1, ...NM , {0}〉 , (3.38)
with the Tˆη operator keeping track of the signs picked up due to the permutation of ckη
to the location of its action
Tˆ ≡ (−)
∑η−1
η¯=1 Nˆηˆ . (3.39)
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The Klein factors commute with the particle-hole operators. For example we consider
the commutation [bq, F ], where for simplicity we will work with one species. From (3.37)
it follows that
[bp, F ] |N, {nq}b〉 =bp
∏
q>0
(b†q)
nq√
nq!
cN |N, {0}〉 − Fbp
∏
q>0
(b†q)
nq√
nq!
|N, {0}〉 ,
=bp
∏
q>0
(b†q)
nq√
nq!
|N − 1, {0}〉 − Fbp
∏
q>0
(b†q)
nq√
nq!
|N, {0}〉 ,
=
[
bp,
∏
q>0
(b†q)
nq√
nq!
]
|N − 1, {0}〉 − F
[
bp
∏
q>0
(b†q)
nq√
nq!
]
|N, {0}〉 , (3.40)
where in the last line we have substituted the commutator, since the action of any
particle-hole annihilation operator on an N -particle ground state returns zero. With
the help of the identity [bi, (b†j)n] = n(b
†
i )
n−1, we find[
bp,
∏
q>0
(b†q)
nq√
nq!
]
=
∏
q 6=p
(b†q)
nq√
nq!
(b†p)
np−1√
(np − 1)!
. (3.41)
It follows that
[bp, F ] |N, {nq}b〉 = |N − 1, {n1, ..., np − 1, ...}b〉 − F |N, {n1, ..., np, ...}b〉 = 0. (3.42)
Therefore [bqη, Fη′ ] = 0, since the states we are operating on form a complete basis.
Similarly we can prove the commutation relations
[b†qη, F
†
η′ ] = [b
†
qη, Fη′ ] = [bqη, F
†
η′ ] = 0. (3.43)
These relations imply that the Klein factors do not affect the particle-hole structure.
Furthermore
〈M, {mq}b|F †F |N, {nq}b〉 = 〈M − 1, {mq}b|N − 1, {nq}b〉,
= δMNδ{mq}{nq},
= 〈M, {mq}b|N, {nq}b〉. (3.44)
Thus F , preserves the orthonormality of the basis Bb of Hc and is therefore unitary.
The algebra of the Klein factors can be obtained by acting with them in different
combinations on an arbitrary state. Firstly we note that
F †ηF
†
η′ | ~N, {nqη}b〉 = ± |N1, ..., Nη′ + 1, ..., Nη + 1, ..., {nqη}b〉 , (3.45)
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whereas
F †η′F
†
η | ~N, {nqη}b〉 = ∓ |N1, ..., Nη′ + 1, ..., Nη + 1, ..., {nqη}b〉 . (3.46)
The change of sign arises from the fact that in the second case, the c†Nη′+1 operator in
(3.38) has to commute past either one more or one less fermion. This change in sign
must also occur for the Fη and Fη′ operators and leads to the following anticomutation
relations
{F †η , F †η′} = {Fη, Fη′} = 0, for η 6= η′. (3.47)
However, if η = η′, then since Fη is unitary
F †ηFη = FηF
†
η = 1→ {F †η , Fη′} = 2δηη′ . (3.48)
The ladder properties of the Klein factors can be seen when considering their action on
an arbitrary state in combination with the number operator Nˆ . For brevity the bosonic
Fock states will be defined as |Nη, Nη′〉, since neither the Klein factor, nor the number
operator affect the particle-hole excitations. We then have that
[Nˆη, F
†
η ] |Nη, Nη′〉 =(Nη + 1)F †η |Nη, Nη′〉 −NηF †η |Nη, Nη′〉 ,
=F †η |Nη, Nη′〉 , (3.49)
[Nˆη, F
†
η′ ] |Nη, Nη′〉 =(Nη + 1)F †η′ |Nη, Nη′〉 −NηF †η′ |Nη, Nη′〉 ,
=F †η′ |Nη, Nη′〉 ,
=[Nˆη, Fη′ ] |Nη, Nη′〉 = 0, (3.50)
[Nˆη, Fη] |Nη, Nη′〉 =(Nη − 1)Fη |Nη, Nη′〉 −NηFη |Nη, Nη′〉 ,
=− Fη |Nη, Nη′〉 . (3.51)
In conclusion
[Nˆη, F
†
η′ ] = δηη′F
†
η , [Nˆη, Fη′ ] = −δηη′Fη. (3.52)
Now that we have formulated all the fundamental operators of the bosonization proce-
dure, it is instructive to analyze their action graphically.
We first analyze the effect of the particle-hole operator b†2 on the vacuum state. Fig.
3.1 shows how b†2 searches for particles that can be shifted two levels above their current
position. If a particle already exists at that level, nothing happens. However, if the
level is empty, the particle is promoted to it. The behavior of the operator remains
the same when the state being acted on already has particle-hole excitations. Take for
example the state c†1c−1 |0〉 in Fig. 3.2. In general, b†q consists of all possible ways to
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n = 0
 2
 1
1
2
|0, {0}i F † | 1, {0}i = |0, {0}i Fb†2 |0, {0}i = b†2 | 1, {0}i
b†2 =
1p
2
+ +
b†2 =
1p
2
+
1
Figure 3.1: Action of the particle-hole operator b†2 on the N = 0 ground state.
n = 0
 2
 1
1
2
F † = =F †
b†2 =
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2
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b2 =
1p
2
+ +
1
Figure 3.2: Action of the particle-hole operator b†2 on the state c
†
1c−1 |0〉.
n = 0
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2
+ +
1
Figure 3.3: Action of the Klein factor F † on the N = 0 ground state (left), and the
c†1c−1 |0〉 excited state (right).
create particle-hole excitations that increase the total energy by q. Similarly, bq consists
of linear combinations of all possible ways to annihilate particle-hole excitations with
energy q. Turning our attention to the Klein factors, the first panel of Fig. 3.3 shows
how F † acting on the Fermi sea |0〉 simply adds a particle to the first unoccupied level.
If there are already particle-hole excitations, their structure is left unaltered and each
particle is simply promoted by one level. For instance consider F †(c†1c−1 |0〉) in Fig. 3.3.
3.2.3 Boson fields
Bosonic modes bq carry momentum indices. It is useful to introduce bosonic fields
labeled by positions x, namely
ϕη(x) ≡ −
∑
q>0
i√
nq
eiqxbqηe
−aq/2, ϕ†η(x) ≡
∑
q>0
i√
nq
e−iqxb†qηe
−aq/2, (3.53)
and
φη(x) = ϕ
†
η(x) + ϕη(x) =
∑
q>0
i√
nq
(
e−iqxb†qη − eiqxbqη
)
e−aq/2. (3.54)
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Here, a is a positive infinitesimal regularization parameter which is of the order of the
lattice spacing. It can be thought of as the maximum momentum transfer of the system,
where 1/a plays the role of an effective band width. It has been manually inserted
into the definition of the bosonic fields in order to govern ultraviolet q →∞ divergent
momentum sums. The Hermitian field φη(x) has been introduced for notational brevity.
The boson fields commute as follows
[ϕ†η(x), ϕ
†
η′(x
′)] = [ϕη(x), ϕη′(x′)] = 0, (3.55)
[ϕη(x), ∂x′ϕ
†
η′(x
′)] = δηη′2pii
[
a/pi
(x− x′)2 + a2 −
1
L
]
,
= 2pii
[
δ(x− x′)− 1
L
]
. (3.56)
[ϕη(x), ϕ
†
η′(x
′)] = δηη′
∑
q>0
1
nq
e−iq(x−x
′−ia),
= −δηη′ ln
[
1− e−i2pi/L(x−x′−ia)
]
,
= −δηη′ ln
[
i
2pi
L
(x− x′ − ia)
]
. (3.57)
To arrive at (3.56) we have first taken the limit L → ∞ and then the limit a → 0+.
The last commutation will be very important in what follows. Eq.(3.57) was obtained
by expanding the exponential and retaining terms up to order 1/L. Note in particular
that it requires both an infrared and ultraviolet regulator. The utility of φη(x) becomes
immediately obvious as it manages to capture the normal ordered electron density in a
very compact way:
ρη(x) = : ψ
†
η(x)ψη(x) :,
=
1
L
∑
k′k
e−i(k
′−k)x : c†k′ηckη :,
=
1
L
∑
q
e−iqx
∑
k
: c†k+qηckη :,
=
1
L
∑
q>0
[
e−iqx
∑
k
: c†k+qηckη : + e
iqx
∑
k
: c†k−qηckη :
]
+
1
L
∑
k
: c†kηckη :,
=
1
L
∑
q>0
√
nq
(
e−iqxb†qη + e
iqxbqη
)
+
1
L
Nˆη. (3.58)
Here, we have implemented a shift of indices q → k′ − k, singled out the q = 0
component and used the definitions of the particle-hole operators (3.19). On the other
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hand, considering the x-derivative of φη(x), we find
∂xφη(x) = ∂x
[∑
q>0
i√
nq
(
e−iqxb†qη − eiqxbqη
)
e−aq/2
]
,
=
∑
q>0
q√
nq
(
e−iqxb†qη + e
iqxbqη
)
e−aq/2. (3.59)
Therefore, in the limit a → 0+ the electron density can be expressed simply as the
position derivative of the bosonic field φη(x) and the number operator:
ρη(x) =: ψ
†
η(x)ψη(x) :=
1
2pi
∂xφη(x) +
1
L
Nˆη. (3.60)
Not only does the definition of φη(x) provide a compact description of a very important
quantity, but already in this early stage we get a feeling for the simplifying nature
of the bosonization technique. Where the electron density was formerly quadratic in
fermionic fields, it now becomes linear in a bosonic field.
3.2.4 Bosonization identity
We now derive an expression which is the inverse of (3.19). The expression obtained is
called the bosonization identity and tells us how to write fermions in terms of bosons.
As a first step, we develop some technology on the boson side, known as coherent
states. For simplicity we consider a single bosonic mode. Later we generalize to an
arbitrary number of modes. Coherent states are defined as the eigenvectors of the boson
annihilation operator:
b |α〉 = α |α〉 . (3.61)
An arbitrary state can be written as a power series in b† acting on the vacuum state.
We can therefore write
|α〉 =
∞∑
n=0
an
(b†)n
n!
|0〉 . (3.62)
The eigenvalue condition of (3.61) places a restriction on the coefficients an. By
considering the left and right hand sides of (3.61) separately, we find
b |α〉 =
∞∑
n=0
ann
(b†)n−1
n!
|0〉 ,
=
∞∑
n=0
an+1
n!
(b†)n |0〉 , (3.63)
whereas
α |α〉 = α
∞∑
n=0
an(b
†)n
n!
|0〉 . (3.64)
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This implies the recursion relation an+1 = αan and hence an = αna0. If the vacuum
is unique, b |α〉 = α |α〉 defines |α〉 up to a normalization constant. It further implies
that a solution exists for every α ∈ C. It is worth keeping in mind that later we will be
working with many vacua. We can set the coefficient of the vacuum equal to one, and
write |α〉 in coherent state form
|α〉 =
∞∑
n=0
(
αb†
)n
n!
|0〉 = eαb† |0〉 . (3.65)
The generalization to many bosonic modes is trivial.
Now we construct coherent states using the bosonic particle-hole operators of (3.19).
We need to include a label ~N to specify the vacuum state | ~N, {0}〉 on top of which the
coherent state is built. Thus we define
| ~N, {αq}〉coherent = c e
∑
q αqb
†
q | ~N, {0}〉 , (3.66)
where c is some complex number. We now show that ψη(x) | ~N, {0}〉 is a coherent state
of bqη. In other words we prove that
bqψη(x) | ~N, {0}〉 = αq(x)ψη(x) | ~N, {0}〉 , (3.67)
and determine αq(x). To this end, it is necessary to first calculate the following two
commutators using the definitions given in (3.2) and (3.19):
[bqη′ , ψη(x)] =
1√
nq
1√
L
∑
kk′
[
c†k−qη′ckη′ , ck′η
]
eik
′x,
=
1√
nq
1√
L
∑
kk′
(−ckη′δηη′δk−q,k′) eik′x,
=− δηη′
(
1√
nq
e−iqx
)
1√
L
∑
k
eikxckη,
=δηη′αq(x)ψη(x), (3.68)
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where we have shifted indices k′ → k− q and defined αq(x) ≡ (−1/√nq)e−iqx. Similarly,
[ψη′(x), b
†
qη] =
1√
nq
1√
L
∑
kk′
[
ck′η′ , c
†
k+qη, ckη
]
eik
′x,
=
1√
nq
1√
L
∑
kk′
(δηη′δk′,k+qckη) e
ik′x,
=δηη′
(
1√
nq
eiqx
)
1√
L
∑
k
eikxckη,
=− δηη′α∗q(x)ψη(x). (3.69)
It follows that
bqη′ψη(x) | ~N, {0}〉 − ψη(x)bqη′ | ~N, {0}〉︸ ︷︷ ︸
=0
=[bqη′ , ψη(x)] | ~N, {0}〉 ,
=δηη′αq(x)ψη(x) | ~N, {0}〉 , (3.70)
bqη′ψη(x) | ~N, {0}〉 =δηη′αq(x)ψη(x) | ~N, {0}〉 . (3.71)
We identify ψη(x) | ~N, {0}〉 as a coherent state of bqη. This means it can be written as
ψη(x) | ~N, {0}〉 = λN(x) exp
[∑
q>0
αq(x)b
†
qη
]
Fη | ~N, {0}〉 ,
= λN(x) exp
[
−
∑
q>0
1√
nq
e−iqxb†qη
]
Fη | ~N, {0}〉 ,
= λN(x)e
iϕ†η(x)Fη | ~N, {0}〉 , (3.72)
where λN(x) is a complex number. In the last step we used definition (3.53) of ϕ†η(x).
The inclusion of the Klein factor Fη is necessary as the fermion field ψη(x) destroys an
electron of type η. We still need to fix the complex number λN(x). This can be done
by evaluating the expectation value of F †ηψη(x) in the ~N -particle ground-state | ~N, {0}〉
as follows
〈 ~N, {0}|F †ηψη(x) | ~N, {0}〉 = λN(x) 〈 ~N, {0}|F †η eiϕ
†
η(x)Fη | ~N, {0}〉 ,
= λN(x) 〈 ~N, {0}| eiϕ
†
η(x)FηF
†
η | ~N, {0}〉 ,
= λN(x) 〈 ~N, {0}| ~N, {0}〉,
= λN(x). (3.73)
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To obtain the second line we have used the fact that bosonic operators such as ϕ†η(x)
commute with the Klein factors. The third line is obtained by invoking the unitarity of
the Klein factors, and the fact that ϕ†η(x) is a linear combination of creation operators,
while | ~N, {0}〉 is a bosonic vacuum. Performing the same calculation in the fermionic
representation we find
〈 ~N, {0}|F †ηψη(x) | ~N, {0}〉 =
1√
L
∑
k
eikx 〈 ~N, {0}| c†Nηcnkη | ~N, {0}〉 ,
=
1√
L
ei
2pi
L
(Nη− 12 δb)x. (3.74)
Comparing the two results gives
λˆN(x) =
1√
L
ei
2pi
L
(Nˆη− 12 δb)x. (3.75)
Having established that ψη(x) | ~N, {0}〉 is a coherent state, we now consider the
action of ψη(x) on basis elements of Hc in the bosonic representation. The quantity
under investigation is
ψη(x)
∏
q>0
(b†qη′)
nqη′√
nqη′ !
| ~N, {0}〉 . (3.76)
The aim is to commute ψη(x) past
∏
q>0
(b†qη)nqη√
nqη !
in order to make use of (3.72). To this
end we develop two useful results. The first result is a consequence of the BCH formula
e−BA eB =
∞∑
n=0
1
n!
[A,B]n = A+ [A,B] +
1
2!
[[A,B], B] + .... (3.77)
Setting operators A = b†qη′ and B = −iϕη(x), we find that
[b†qη′ ,−iϕη(x)] = −
1√
nq
∑
q>0
[b†qη′ , bqη]e
iqx =
δηη′√
nq
eiqx = −δηη′α∗q(x), (3.78)
and consequently
eiϕη(x)b†qη′e
−iϕη(x) = b†qη′ − δηη′α∗q(x). (3.79)
The second useful result follows from the commutator calculated in (3.69), and gives
[ψη(x), b
†
qη′ ] = −δηη′α∗q(x)→ ψη(x)b†qη′ = (b†qη′ − δηη′α∗q(x))ψη(x). (3.80)
Together these two results give
ψη(x)b
†
qη′ = e
iϕη(x)b†qη′e
−iϕη(x)ψη(x). (3.81)
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This allows us to make use of the fact that ψη(x) | ~N, {0}〉 is a coherent state:
ψη(x)
∏
q>0
(b†qη′)
nqη′√
nqη′ !
| ~N, {0}〉 =eiϕη(x)
∏
q>0
(b†qη′)
nqη′√
nqη′ !
e−iϕη(x)ψη(x) | ~N, {0}〉 ,
=λN(x)Fηe
iϕη(x)
∏
q>0
(b†qη′)
nqη′√
nqη′ !
e−iϕη(x)eiϕ
†
η(x) | ~N, {0}〉 .
(3.82)
At this point it would be nice to commute eiϕ
†
η(x) past e−iϕη(x) since as already mentioned,
ϕη(x) consists of linear combinations of the bosonic annihilation operator, meaning
that when it is exponentiated, the only term in the expansion that does not return
zero when acting on the vacuums is unity. Furthermore, we can avoid picking up an
extra factor from the commutation so long as we also commute eiϕ
†
η(x) past eiϕη(x). To
demonstrate that this statement is true, we develop a commutation rule for exponential
operators.
Setting A→ eA in the BCH formula gives
e−BeAeB =
∞∑
n=0
1
n!
[eA, B]n = e
A +
1
2!
[eA, B] +
1
3!
[[eA, B], B] + · · · . (3.83)
Note that
[eA, B] =
∞∑
n=0
1
n!
[An, B] =
∞∑
n=1
n
n!
An−1[A,B] = eA[A,B]. (3.84)
The second last step in (3.84) is only true if the operators satisfy the restriction
[[A,B], B] = [[A,B], B] = 0. Substituting the result found for [eA, B] into (3.83) and
acting on the left of both sides of the equation with eB, gives us the identity
eAeB = eBeAe[A,B]. (3.85)
We now recall the commutation relation [ϕη(x), ϕ†η′(x
′)] which was calculated in (3.57).
Setting x = x′, we find that
[−iϕη(x), iϕ†η(x)] = [ϕη(x), ϕ†η(x)] = −ln
(
2pia
L
)
, (3.86)
and
[iϕη(x), iϕ
†
η(x)] = −[ϕη(x), ϕ†η(x)] = ln
(
2pia
L
)
. (3.87)
Both commutations come to a number, therefore it is safe to make use of the identity
eAeB = eBeAe[A,B]. Commuting eiϕ
†
η(x) past e−iϕη(x) results in
e−iϕη(x)eiϕ
†
η(x) = eiϕ
†
η(x)e−iϕη(x)e−ln(
2pia
L ),
=
(
L
2pia
)
eiϕ
†
η(x)e−iϕη(x), (3.88)
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while a reciprocal factor is generated when commuting eiϕ
†
η(x) past eiϕη(x):
eiϕη(x)eiϕ
†
η(x) = eiϕ
†
η(x)eiϕη(x)eln(
2pia
L ),
=
(
2pia
L
)
eiϕ
†
η(x)eiϕη(x). (3.89)
Returning to the main line of the calculation, we can now write
ψη(x) | ~N, {nqη′}b〉 = λN(x)Fηeiϕ
†
η(x)eiϕη(x)
∏
q>0
(b†qη′)
nqη′√
nqη′ !
| ~N, {0}〉 ,
= λN(x)Fηe
iϕ†η(x)eiϕη(x) | ~N, {nqη}b〉 ,
= L−
1
2 ei
2pi
L
(Nη− 12 δb)xFηeiϕ
†
η(x)eiϕη(x) | ~N, {nqη}b〉 . (3.90)
This expression can be written as an operator identity, since | ~N, {nqη}b〉 is a basis for
Hc:
ψη(x) = FηL
− 1
2 ei
2pi
L
(Nˆη− 12 δb)xeiϕ
†
η(x)eiϕη(x). (3.91)
Note that in going from (3.90) to (3.91) we have replaced Nη with the number operator
Nˆη. In order to bring the bosonization identity into the compact form used in this
dissertation, we make use of one more identity from the BCH formula. When [A,B]
commutes to a C number, then eAeB = eA+Be[A,B]/2. Using this identity and the
commutator calculated in (3.86), we get
eiϕ
†
η(x)eiϕη(x) =
(
L
2pia
)1/2
eiφη(x). (3.92)
Finally, substituting the above result into (3.91) and taking the limit L→∞, which
allows us to drop the Nˆηx/L factor, we obtain
lim
L→∞
ψη(x) =
Fη√
2pia
eiφη(x). (3.93)
Eq.(3.91) allows us to express the Klein factors in terms of fermions
Fη = L
1
2ψη(x)e
−iϕη(x)e−iϕ
†
η(x)e−i
2pi
L
(Nˆη− 12 δb)x. (3.94)
There is something peculiar about this relation. The left hand side is independent of x,
while it is not obvious that the right hand side is x-independent. Let us prove it:
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Denote the right hand side of the above equation by F˜η(x). We will first show that
F˜η(x) commutes with the bosons. Since the fields ϕη(x) and ϕ†η(x) satisfy
[b†qη′ , ϕη(x)] = −iδηη′α∗q(x), (3.95)
[b†qη′ , ψη(x)] = −δηη′α∗q(x). (3.96)
Using the result [A, eB] = [A,B]eB found in (3.84), we see that the factor picked up
by commuting b†qη′ to the right of ψη(x) is exactly canceled by the factor picked up by
commuting b†qη to the right of e−iϕη(x):
[b†qη′ , F˜η(x)] =L
1
2ψη(x)e
−iϕη(x) [−δηη′α∗q(x) + δηη′α∗q(x)] e−iϕ†η(x)e−i 2piL (Nˆη−δb)x = 0.
(3.97)
Similar calculations can be used to prove [b†qη′ , F˜
†
η (x)] = 0. Now we consider the matrix
elements of F˜ (x) between arbitrary basis elements. Working with a single species for
simplicity, we have
〈M, {mq}b| F˜ (x) |N, {nq}b〉 = 〈M, {0}|
∏
q>0
(bq)
mq√
mq!
F˜ (x)
∏
q>0
(b†q)
nq√
nq!
|N, {0}〉 . (3.98)
It has already been shown that F˜ (x) commutes with the bosons, so that if any mq′ > nq′
then ∏
q>0
q 6=q′
(bq)
mq√
mq!
F˜ (x)
∏
q>0
q 6=q′
(b†q)
nq√
nq!
[
(bq′)
mq′
√
mq′ !
(b†q′)
nq′
√
nq′ !
]
|N, {0}〉 = 0, (3.99)
while if any mq′ < nq′
〈M, {0}|
[
(bq′)
mq′
√
mq′ !
(b†q′)
nq′
√
nq′ !
]∏
q>0
q 6=q′
(bq)
mq√
mq!
F˜ (x)
∏
q>0
q 6=q′
(b†q)
nq√
nq!
= 0. (3.100)
This implies that the only non-vanishing matrix elements of F˜ (x) are between states
with {mq} = {nq}, i.e.,
〈M, {nq}b| F˜ (x) |N, {nq}b〉 = 〈M, {0}| F˜ (x) |N, {0}〉 . (3.101)
Now we have to show that the last expression is independent of x. Let us consider the
explicit form of the expectation values of F˜ †(x):
〈M, {0}| F˜ †(x) |N, {0}〉 = 〈M, {0}|L 12 ei 2piL (Nˆ− 12 δb)xeiϕ(x)eiϕ†(x)ψ†(x) |N, {0}〉 . (3.102)
We would like to commute the exponential field eiϕ†(x) to the left, and eiϕ(x) to the right,
so that they can act on the vacuum states 〈M, {0}| and |N, {0}〉 respectively. To avoid
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computing unnecessary commutation relations, we simply make use of the fact that
F˜ †(x) commutes with the bosons. It follows that
F˜ †(x) = e−iϕ(x)F˜ †(x)eiϕ(x), (3.103)
and the calculation proceeds simply:
〈M, {0}| F˜ †(x) |N, {0}〉 = 〈M, {0}| eiϕ†(x)L 12 ei 2piL (Nˆ− 12 δb)xψ†(x)eiϕ(x) |N, {0}〉
= 〈M, {0}|L 12 ei 2piL (Nˆ− 12 δb)xψ†(x) |N, {0}〉 ,
= 〈M, {0}|L 12 ei 2piL (Nˆ− 12 δb)x
(
L−
1
2
∑
k
e−ikxc†k
)
|N, {0}〉 ,
=δM,N+1 〈N + 1, {0}| ei 2piL (Nˆ− 12 δb)xe−ikN+1xc†kN+1 |N, {0}〉 .
(3.104)
In the last line, the exponential operator ei
2pi
L
(Nˆ− 1
2
δb)x disappears since both 〈N + 1, {0}|
and |N, {0}〉 contain no particle-hole excitations. As such, the overlap is only non-
vanishing if c†k adds this particle to the lowest available empty state of |N, {0}〉. This
fixes the momentum at k = 2pi/L(N+1− 1
2
δb) and leads to the cancelation of ei
2pi
L
(Nˆ− 1
2
δb)x.
Thus we have explicitly verified that the right hand side of (3.94) is independent of x,
and we can freely set x = 0:
Fη = L
1
2ψη(0)e
−iϕη(0)e−iϕ
†
η(0). (3.105)
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3.3 Appendix: The Jacobi triple product
We offer a simple algebraic proof of the Jacobi triple product identity that we used in
Section 3.2.1 [22].
Define the following function
F (v) ≡
∞∏
n=1
(1 + w2n−1v)(1 + w2n−1v−1),
=(1 + wv)(1 + wv−1)(1 + w3v)(1 + w3v−1)
× (1 + w5v)(1 + w5v−1)(1 + w7v)(1 + w7w−1) · · · , (3.106)
for complex numbers w and v, with |w| < 1 and v 6= 0. Now consider this function with
the argument (w2v):
F (w2v) ≡
∞∏
n=1
(1 + w2n+1v)(1 + w2n−3v−1),
=(1 + w3v)
(
1 +
1
wv
)
(1 + w5v)(1 + wv−1)(1 + w7v)(1 + w3v−1) · · · .
(3.107)
If we divide (3.107) by (3.106) we find
F (w2v)
F (v)
=
(
1 +
1
wv
)(
1
1 + wv
)
=
1
wv
. (3.108)
This implies the relation
wvF (w2v) = F (v). (3.109)
In the same spirit we define two more functions
G(v) ≡ F (v)
∞∏
n=1
(1− w2n), (3.110)
and
G(w2v) ≡ F (w2v)
∞∏
n=1
(1− w2n). (3.111)
By way of (3.109), (3.111) reads
G(w2v) =
F (v)
wv
∞∏
n=1
(1− w2n) = G(v)
wv
, (3.112)
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and we establish the relation
wvG(w2v) = G(v). (3.113)
The Laurent series of G(v) is given by
G(v) =
∞∑
m=−∞
amv
m. (3.114)
The Jacobi triple product identity’s beauty is due to the seemingly unlikely equivalence
between a sum of sparse squared terms and a triple infinite product. We already have
a sum from (3.114). All that remains is to figure out the coefficients am. We can use
(3.113) to generate a recursion relation for the set of coefficients am:
G(v) =
∞∑
m=−∞
amv
m = wv
∞∑
m=−∞
am(w
2v)m =
∞∑
m=−∞
amw
2m+1vm+1. (3.115)
We can shift m′ = m− 1 on the left hand side of (3.115) since the sum is unbound from
above and below. We therefore find
∞∑
n=−∞
amv
m =
∞∑
m=−∞
am−1w2m−1vm, (3.116)
which implies the recursion relation
am = am−1w2m−1. (3.117)
Let us see how the coefficients evolve:
a1 = a0w,
a2 = a1w
3 = a0w
4 = a0w
22 ,
a3 = a2w
5 = a1w
8 = a0w
9 = a0w
32 .
... (3.118)
So we can write every coefficient in terms of a0 as
am = a0w
m2 . (3.119)
With this discovery, (3.114) can be written as
G(v) = a0
∞∑
m=−∞
wm
2
vm. (3.120)
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To find the value of a0 we simply compare the above equation to that of (3.110) at
v = 1:
G(1) = a0
∞∑
m=−∞
wm
2
,
= · · ·+ a0w4 + a0w + a0 + a0w + a0w4 + · · · , (3.121)
while on the other-hand
G(1) = F (1)
∞∏
n=1
(1− w2n) =
∞∏
n=1
(1 + w2n−1)2(1− w2n),
=
∞∏
n=1
(1− w6n−2 − 2w4n−1 + w4n−2 − w2n + 2w2n−1). (3.122)
Clearly a0 = 1, since these are the only two terms which dont contain a power of w.
Substituting this result into (3.120) gives us the Jacobi triple product identity:
∞∑
m=−∞
wm
2
vm =
∞∏
n=1
(1 + w2n−1v)(1 + w2n−1v−1)(1− w2n). (3.123)
Chapter 4
Bosonization of the anisotropic Kondo
model
The aim of this chapter is to show that there is a point in parameter space where
the anisotropic Kondo model maps onto a non-interacting resonant level model. This
model consists of a single orbital situated at the Fermi energy, hybridized to a sea of
fermions. To do this, we will bosonize the anisotropic Kondo Hamiltonian using the
identities derived in the previous chapter. We will then perform some simplifications
in the bosonic sector before refermionizing the theory at the Toulouse point. We will
conclude this chapter by introducing the observable studied in the final chapter of this
dissertation, namely the longitudinal forward scattering component of the spin-spin
correlation function between the impurity spin and the conduction electron spin-density.
This correlation function is then mapped into the resonant level setting.
Our starting point is the Kondo Hamiltonian (2.41), with anisotropic couplings
and modes far from the Fermi energy integrated out so that the dispersion relation is
approximately linear:
H0 =
∑
kσ
k : c†kσckσ :,
H‖ =
J‖
2
(
: ψ†↑(0)ψ↑(0) : −ψ†↓(0)ψ↓(0) :
)
σz,
H⊥ =J⊥
(
ψ†↑(0)ψ↓(0)σ
− + ψ†↓(0)ψ↑(0)σ
+
)
.
(4.1)
Here, we have defined the slow modes
ckσ =
1√
2
(c˜kF+k,σ + c˜−kF−k,σ),
ψ†σ(x) =
1√
2
∑
k
e−ikxe−a|k|/2c†kσ,
(4.2)
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where c˜kσ annihilates an electron with wave number k and spin σ, while c†kσ creates a
particle in the state
√
2/Lcos[(kF +k)x]. Here, 1/a is the ultraviolet cut-off energy, and
the factor e−a|k|/2 suppresses modes that have been integrated out. To understand what
ψ†σ(x) does, consider the action of ψ†σ(x) on the vacuum in the position representation:
〈y|ψ†σ(x) |0〉 =
1√
2L
∑
k
e−ikxe−a|k|/2
[
ei(kF+k)y + e−i(kF+k)y
]
,
=
1√
2L
∑
k
[
eikF xe−i(x−y)k + e−ikF xe−i(x+y)k
]
e−a|k|/2. (4.3)
If we take the limit L→∞, we can replace momentum sums 2pi/L∑k with integrals∫∞
−∞ dk, so that
〈y|ψ†σ(x) |0〉 =
√
L
2pi
√
2
∫ ∞
−∞
dk
[
eikF xe−i(x−y)k + e−ikF xe−i(x+y)k
]
e−a|k|/2,
=
√
L
2
1
pi
[
eikF y
(x− y)2 + a2 +
e−ikF y
(x+ y)2 + a2
]
. (4.4)
Therefore, ψ†σ(x) creates an electron in an even-parity state consisting of wave packets
localized at x and −x. For x < 0, the wave packets propagate in opposite directions
towards the impurity, while for x > 0, the wave packets propagate in opposite directions
away from the impurity.
Our first job is to bosonize (4.1). We already know from the previous chapter
that the kinetic term can be written in terms of bosons as
∑
q>0
∑
σ qb
†
qσbqσ. The
longitudinal ‖ and transverse ⊥ components of (4.1) can be bosonized using the
identities : ψ†σ(x)ψσ(x) := ∂xφσ(x)/2pi and ψ†σ(x) = F †σexp(−iφσ(x))/
√
2pia respectively,
where φσ(x) is defined in (3.54). This gives
H0 =
∑
q>0
∑
σ
qb†qσbqσ,
H‖ =
J‖
4pi
∂x (φ↑(x)− φ↓(x))σz
∣∣∣
x=0
,
H⊥ =
J⊥
2pia
(
F †↑F↓σ
−e−iφ↑(0)eiφ↓(0) + h.c.
)
.
(4.5)
The kinetic and transverse terms can be written as
H0 =
∑
q>0
[q
2
(b†q↑ + b
†
q↓)(bq↑ + bq↓) +
q
2
(b†q↑ − b†q↓)(bq↑ − bq↓)
]
,
H⊥ =
J⊥
2pia
(
F †↑F↓σ
−e−(iφ↑(0)−φ↓(0)) + h.c.
)
,
(4.6)
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which suggests the introduction of new charge and spin degrees of freedom
bqs =
1√
2
(bq↑ − bq↓), φs(x) = 1√
2
(φ↑(x)− φ↓(x)),
bqc =
1√
2
(bq↑ + bq↓), φc(x) =
1√
2
(φ↑(x) + φ↓(x)).
(4.7)
With these definitions, (4.6) along with the longitudinal component reads
H0 =
∑
q>0
b†qsbqs +
∑
q>0
b†qcbqc,
H‖ =
J‖
2pi
√
2
∂xφs(x)σz
∣∣∣
x=0
,
H⊥ =
J⊥
2pia
(
F †↑F↓σ
−e−i
√
2φs(0) + h.c.
)
.
(4.8)
Note that the charge and spin degrees of freedom separate. This is a hallmark of
one-dimensional Fermi systems. Furthermore, the charge sector completely decouples
from the impurity, and only contributes to the kinetic energy in a trivial way as a
collection of uncoupled harmonic oscillators. Since this term does not affect any of our
future calculations,we will drop it from this point on.
The quantity
ρs(0) =
∂xφs(x)
2pi
√
2
∣∣∣
x=0
, (4.9)
appearing in the longitudinal component of (4.8) represents the spin polarization of the
electron gas at the position of the impurity. We will call ρs(x) the magnetization.
4.1 Mappings
In this section we apply a unitary transformation that simplifies (4.8). In general, a
unitary transformation is given by A′ = e−θAeθ, with θ† = −θ. It will be shown that
for θ = iJ‖φs(0)σz/2pi
√
2, the longitudinal component of (4.8) is absorbed into the
transverse component. However, for the moment we will set θ = iγφs(0)σz and leave γ
as an adjustable parameter. This will allow us to explore other interesting maps.
In order to perform the unitary transformation we will once again make use of the
BCH formula
e−θAeθ =
∞∑
n=0
1
n!
[A, θ]n = A+ [A, θ] +
1
2
[[A, θ], θ] + · · · . (4.10)
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The only operators in (4.8) that do not commute to zero under this transformation are
the particle-hole operators b†qs and bqs, as well as the impurity spin-flip operators σ+
and σ−. Applying the BCH formula to the particle-hole operators gives
e−θbqseθ = bqs + [bqs, φs(0)](iγσz) +
1
2!
[[bqs, φs(0)], φs(0)](iγσz)
2 + · · · . (4.11)
Since the commutation relation [bqs, φs(0)] is given by
[bqs, φs(0)] =− γ
∑
q>0
1√
nq
e−aq/2σz[bqs, b†qs − bqs],
=− γ 1√
nq
e−aq/2σz, (4.12)
it follows that the expansion in (4.11) terminates after the second term. Therefore the
particle-hole operators transform as
bqs → bqs − γ 1√
nq
e−aq/2σz, (4.13)
and
b†qs → bqs − γ
1√
nq
e−aq/2σz. (4.14)
Unlike the particle-hole operators, the expansions for the spin-flip operators σ− and
σ+ do not terminate after the second term, but results in a Taylor series. Using the
commutation relations [σ−, σz] = 2σ− and [σ+, σz] = −2σ+, it follows that
e−θσ+eθ =σ+ + [σ+, σz][iγφs(0)] +
1
2!
[[σ+, σz], σz][iγφs(0)]
2 + · · · ,
=σ+ + [−2iγφs(0)]σ+ + 1
2!
[−2iγφs(0)]2 + · · · , (4.15)
so that the spin-flip operators transform as
σ+ → e−2iγφs(0)σ+, (4.16)
and
σ− → e2iγφs(0)σ−. (4.17)
It is also useful to calculate the action of the unitary transformation on the magnetization
ρs(x). The BCH formula gives
e−θ∂xφs(x)eθ =∂xφs(x) + [∂xφs(x), φs(0)](iγσz)
+
1
2!
[[∂xφs(x), φs(0)], φs(0)](iγσz)
2 + · · · , (4.18)
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where
[∂xφs(x), φs(0)] =i
∑
q>0
∑
q′>0
q√
nqnq′
(
eiqx[bqs, b
†
sq′ ]− e−iqx[b†qs, bsq′ ]
)
e−a(q+q
′)/2,
=iδqq′
∑
q>0
2pi
L
(
e−iqx(x−ia) + eiq(x+ia)
)
. (4.19)
Taking the limit L→∞ allows us to replace momentum sums 2pi/L∑q>0 with integrals∫∞
0
dq, giving
[∂xφs(x), φs(0)] =i
∫ ∞
0
dq
(
e−iqx(x−ia) + eiq(x+ia)
)
,
=
2ia
x2 + a2
= 2piiδa(x), (4.20)
where the broadened Dirac delta function δa(x− x′) is defined as
δa(x− x′) = 1
pi
a
(x− x′)2 + a2 . (4.21)
The magnetization ρs(x) therefore maps onto
ρs(x)→ ρs(x)− γ σz√
2
δa(x). (4.22)
We are now in a position to transform (4.8). Starting with the kinetic term we have
e−θH0eθ =
∑
q>0
(e−θb†qse
θ)(e−θbqseθ),
=
∑
q>0
q
(
b†qs −
γ√
nq
e−aq/2σz
)(
bqs − γ√
nq
e−aq/2σz
)
,
=
∑
q>0
qb†qsbqs − γ
∑
q>0
q
1√
nq
(b†qs + bqs)e
−aq/2σz + γ2
∑
q>0
q
nq
e−aq,
=
∑
q>0
qb†qsbqs − γ∂xφs(x)σz
∣∣∣
x=0
+
γ2
a
. (4.23)
On the other hand, the unitary transformation simply shifts the longitudinal component
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of (4.8) by a real number as follows
e−θH‖eθ =
J‖
2pi
√
2
[
e−θ∂xφs(x)
∣∣∣
x=0
eθ
]
σz,
=
J‖
2pi
√
2
[∑
q>0
q√
nq
(b†qs + bqs)e
−aq/2
]
σz − J‖γ√
2pi
∑
q>0
2pi
L
e−aq,
=
J‖
2pi
√
2
∂xφs(x)σz
∣∣∣
x=0
− J‖γ√
2pia
. (4.24)
Lastly, the transverse component transforms as
e−θH⊥eθ =
J⊥
2pia
(
F †↑F↓[e
−θσ−eθ]e−i
√
2φs(0) + h.c.
)
,
=
J⊥
2pia
(
F †↑F↓σ
−e−i(
√
2−2γ)φs(0) + h.c.
)
. (4.25)
After dropping the constant terms, the transformed Hamiltonian reads
H ′B =
∑
q>0
qb†qsbqs +
(
J‖
2pi
√
2
− γ
)
∂xφs(x)σz
∣∣∣
x=0
+
J⊥
2pia
(
F †↑F↓σ
−e−i(
√
2−2γ)φs(0) + h.c.
)
.
(4.26)
The notation H ′B indicates a bosonized Hamiltonian that has undergone a single unitary
transformation. Later on we will encounter a Hamiltonian H ′′B that has undergone an
additional unitary transformation as well as a Hamiltonian HF that has been written
in terms of new fermions. As advertised, setting γ = J‖/2pi
√
2 absorbs the longitudinal
term into the transverse component. However, before we do this, we take a short detour
and explore an alternative map.
4.1.1 Mapping to a spin-boson model
If we set γ = 1/
√
2, we obtain
HSB =
∑
q>0
qb†qsbqs +
(
J‖
2pi
√
2
− 1√
2
)
∂xφ(0)σz +
J⊥
2pia
(
F †↑F↓σ
− + F †↓F↑σ
+
)
,
=
∑
q>0
qb†qsbqs −
(
1− J‖
2pi
)∑
q>0
√
piq
L
(
b†qs + bqs
)
e−aq/2σz +
J⊥
2pia
σx,
=
∑
q>0
qb†qsbqs −
∑
q>0
gq
2
(
b†qs + bqs
)
σz +
∆
2
σx. (4.27)
where
gq ≡ 2
√
αpiq
L
e−aq/2 , α ≡
(
1− J‖
2pi
)2
, ∆ ≡ J⊥
pia
. (4.28)
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The Hamiltonian (4.27) is referred to as the ohmic spin-boson model and describes
a two-state spin system coupled to a dissipative environment. The environment is
represented by an infinite set of harmonic oscillators. Each oscillator couples to the
coordinate σz with strength gq. The effect of the environment on the two-state system is
encapsulated by the the spectral function J(ω), which for the case of ohmic dissipation
has the form J(ω) ∼ αω. The spectral function along with the bare tunneling matrix
element ∆ between the states |↑〉 and |↓〉, completely defines the system. In this
circumstance, it can be shown that α plays the role of a classical friction coefficient [23].
The spin-boson system is known to undergo a dissipation driven quantum phase
transition at the point α = 1 [24]. For a dissipation strength of α > 1, a spin that is
initialized in one of the σz eigenstates |↑〉 or |↓〉, never tunnels into the other state,
despite the presence of the tunneling term. On the other hand, for 0 < α < 1, the
spin eventually reaches a state in which the probability to find |↑〉 and |↓〉 are both 0.5.
This is referred to as the localization-delocalization transition. Our knowledge of the
behavior of the Kondo model, that is equivalent to the spin boson model, allows us to
form a simple picture of this transition. The point α = 1 at which this quantum phase
transition occurs, corresponds precisely to the critical point J‖ = 0 in the Kondo model.
This point marks the boundary between the ferromagnetic and antiferromagnetic regions
of the Kondo model. Additionally, the localized region of the spin-boson parameter
space α > 1 corresponds to the ferromagnetic region with longitudinal coupling J‖ < 0.
We know that in this region, the transverse coupling J⊥ responsible for the systems
spin-flip dynamics scales to zero. The correspondence in (4.28) equates this behavior
to the vanishing of the effective tunneling amplitude ∆. Furthermore, the delocalized
region 0 < α < 1 corresponds to the antiferromagnetic J‖ > 0 sector of the Kondo
model, for which the coupling J⊥ increases indefinitely, resulting in a unique singlet
ground state. For a comprehensive overview of dissipative two-state systems, see [13].
4.1.2 The non-interacting resonant level model
We now return to the main line of argument which is the mapping of the anisotropic
Kondo model onto a non-interacting resonant level model. Setting γ = J‖/2pi
√
2
eliminates the second term in (4.26) to give
H ′B =
∑
q>0
qb†qsbqs +
J⊥
2pia
(
F †↑F↓σ
−e−i(
√
2−J‖/
√
2pi)φs(0) + h.c.
)
. (4.29)
It is not immediately clear that this is a simplification. However, at the point J‖ =
(2−√2)pi we get
H ′B =
∑
q>0
qb†qsbqs +
J⊥
2pia
(
F †↑F↓σ
−e−iφs(0) + h.c.
)
, (4.30)
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which allows us to identify a new fermionic degree of freedom
ψ¯†(x) =
F †s√
2pia
e−iφs(x),
=
1√
L
∑
k
e−ikxe−a|k|/2c¯†k, (4.31)
with new Klein factors F †s ≡ F †↑F↓ which obey the usual anticommutation relation
{F †s , Fs} = 2. Instead of altering the number of fermions by one, the new Klein factors
alter the spin polarity of the electron gas in integer steps. The operator that preserves
the commutation relations [Nˆ , F †s ] = F †s and [Nˆ , Fs] = −Fs is given by
Nˆ− =
1
2
(Nˆ↑ − Nˆ↓), (4.32)
which measures the z-component of the total spin of the electron gas. In this setting, one
can think of the impurity spin-flip operators σ+ and σ− as pseudo fermion creation and
annihilation operators. We can construct fermionic representations of these operators
and ensure that they obey the proper anticommutation relations by performing one
last unitary transformation with θ = ipiσzNˆ−. This transformation acts on the Klein
factors and spin-flip operators to give
e−θF †s e
θ =F †s + [F
†
s , Nˆ−](ipiσz) +
1
2!
[[F †s , Nˆ−], Nˆ−](ipiσz)
2 + · · · ,
=F †s − ipiσzF †s −
1
2!
(piσz)
2F †s − · · · ,
=e−ipiσzF †s (4.33)
and
e−θσ−eθ =σ− + [σ−, σz](ipiNˆ−) +
1
2!
[[σ−, σz], σz](ipiNˆ−)2 + · · · ,
=σ− + 2ipiNˆ−σ− +
1
2!
(2piiNˆ−)2σ− + · · · ,
=e2piiNˆ−σ−. (4.34)
Under this transformation, (4.30) becomes
H ′′B =
∑
q>0
qb†qsbqs +
J⊥
2pia
(
F †s e
−iφs(0)e−i(σz−2Nˆ−)piσ− + h.c.
)
, (4.35)
4.2. The Kondo screening cloud 57
allowing us to identify additional fermionic degrees of freedom
d† = σ+ei(σz−2Nˆ−)pi, d = e−i(σz−2Nˆ−)piσ−. (4.36)
The new fermionic degrees of freedom obey the standard commutation relations
{c¯k, c¯†k′} = δkk′ , {d, d†} = 1,
{d, c¯†k} ={d, c¯k} = 0,
[d, Nˆ−] = d,
(4.37)
and imply a simple representation of the impurity spin operator
Sz = d
†d− 1
2
I. (4.38)
Expressing (4.35) in terms of the new fermionic degrees of freedom gives
HF =
∑
k
k : c¯†kc¯k : +
∑
k
Vk
(
c¯†kd+ d
†c¯k
)
, (4.39)
where
Vk ≡ J⊥√
2pia
e−a|k|/2. (4.40)
This is the non-interacting resonant level model with a single d-orbital situated at the
Fermi energy kF = 0, hybridized to a gas of new fermions through the hybridization
elements Vk. The non-interacting resonant level model has a magnetization
ρs(x)→ ρs(x)−
(
1− 1√
2
)
σz
2
δa(x). (4.41)
4.2 The Kondo screening cloud
We will study the spin alignment between the impurity spin and the spin of conduction
electrons located a distance x away from the impurity. For the isotropic case, it does not
matter which direction we choose to measure. However, for the anisotropic model with
cylindrical symmetry about z, the choice of direction becomes important. We could
either measure the correlation between the z-components of the impurity and conduction
electron spins, or the qualitatively similar but not identical transverse components
lying in the xy-plane. We will focus on the z-component for which we were able to
find an analytical solution. We were not able to do the same for the transverse correlator.
The correlation function between the z-components of the impurity and the con-
duction electron spin-density is given by
X‖(x) =4
〈
Simpz S
el
z (x)
〉
K
,
=2
〈
Sz
[
ψ˜†↑(x)ψ˜↑(x)− ψ˜†↓(x)ψ˜↓(x)
]〉
K
, (4.42)
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and will be referred to as the longitudinal cloud. The subscript K indicates that the
expectation value is taken with respect to the Kondo ground state. The impurity spin
is characterized by σz/2, where σz is a Pauli spin matrix. Here, ψ˜σ(x) is an annihilation
operator for a particle in a standing wave packet around x. This operator is defined as
ψ˜σ(x) =
1√
L
∑
k
eikxe−a||k|−kF |/2c˜kσ, (4.43)
with 1/a kF . Since the ground state is an eigenstate of the parity operator, we can
write (4.42) as
X‖(x) =
〈
Sz
[
ψ˜†↑(x)ψ˜↑(x) + ψ˜
†
↑(−x)ψ˜↑(−x)
]〉
K
−
〈
Sz
[
ψ˜†↓(x)ψ˜↓(x) + ψ˜
†
↓(−x)ψ˜↓(−x)
]〉
K
. (4.44)
This expression can be manipulated into
X‖(x) =
〈
Sz
[
ψ˜†↑(x) + ψ˜
†
↑(−x)
] [
ψ˜↑(x) + ψ˜↑(−x)
]〉
K
+
〈
Sz
[
ψ˜†↑(x)− ψ˜†↑(−x)
] [
ψ˜↑(x)− ψ˜↑(−x)
]〉
K︸ ︷︷ ︸
=0
−
〈
Sz
[
ψ˜†↓(x) + ψ˜
†
↓(−x)
] [
ψ˜↓(x) + ψ˜↓(−x)
]〉
K
−
〈
Sz
[
ψ˜†↓(x)− ψ˜†↓(−x)
] [
ψ˜↓(x)− ψ˜↓(−x)
]〉
K︸ ︷︷ ︸
=0
. (4.45)
The under-braced terms are zero because ψ˜†σ(x)− ψ˜†σ(−x) and ψ˜σ(x)− ψ˜σ(−x) create
an electron or hole in an odd-parity single particle orbital which does not couple to
the impurity. As a consequence, Sz becomes uncorrelated and the expectation value
factorizes〈
Sz
[
ψ˜†σ(x)− ψ˜†σ(−x)
] [
ψ˜σ(x)− ψ˜σ(−x)
]〉
K
= 〈Sz〉
〈 [
ψ˜†σ(x)− ψ˜†σ(−x)
]
[
ψ˜σ(x)− ψ˜σ(−x)
] 〉
K
. (4.46)
Since the antiferromagnetic Kondo ground state is a singlet, it follows that 〈Sz〉 = 0.
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Thus
X‖(x) =
〈
Sz
[
ψ˜†↑(x) + ψ˜
†
↑(−x)
] [
ψ˜↑(x) + ψ˜↑(−x)
]〉
K
−
〈
Sz
[
ψ˜†↓(x) + ψ˜
†
↓(−x)
] [
ψ˜↓(x) + ψ˜↓(−x)
]〉
K
, (4.47)
=
∑
σ
sgn(σ)
〈
Sz
[
ψ˜†σ(x) + ψ˜
†
σ(−x)
] [
ψ˜σ(x) + ψ˜σ(−x)
]〉
K
. (4.48)
We have introduced the sgn(σ) function for the sake of compactness, with sgn(↑) = +
and sgn(↓) = −. We can derive an identity which allows us to express the correlation
function in terms of the slow modes defined in (4.2). From the definition of ψ˜σ(x), it
follows that
1√
2
[
ψ˜σ(x) + ψ˜σ(−x)
]
=
1√
2L
∑
|q|<Λ
[
ei(kF+q)xc˜kF+q,σ + e
−i(kF+q)xc˜−kF−q,σ
]
e−a|q|/2
+
1√
2L
∑
|q|<Λ
[
e−i(kF+q)xc˜kF+q,σ + e
i(kF+q)xc˜−kF−q,σ
]
e−a|q|/2,
=
1√
2L
eikF x
∑
|q|<Λ
eiqx (c˜kF+q,σ + c˜−kF−q,σ) e
−a|q|/2
+
1√
2L
e−ikF x
∑
|q|<Λ
e−iqx (c˜−kF−q,σ + c˜kF+q,σ) e
−a|q|/2. (4.49)
The momentum sums are restricted by the cut-off Λ 1/a. However, the cut-off can be
taken to infinity since the exp(−a|k|/2) regularization prevents the cq, q > 0 unphysical
modes from participating in the physics. It follows that
1√
2
[
ψ˜σ(x) + ψ˜σ(−x)
]
=
1√
L
eikF x
∑
q
eiqxe−a|q|/2cqσ
+
1√
L
e−ikF x
∑
q
e−iqxe−a|q|/2cqσ.
(4.50)
Using the definition of the slow modes in (4.2), we find the useful relationship
1√
2
[
ψ˜σ(x) + ψ˜σ(−x)
]
= eikF xψσ(x) + e
−ikF xψσ(−x). (4.51)
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Substituting (4.51) into (4.47) gives
X‖(x) =
1
2
∑
σ
sgn(σ)
〈
σz
[
ψ†σ(x)ψσ(x) + ψ
†
σ(−x)ψσ(−x)
]〉
+
1
2
∑
σ
sgn(σ)
〈
σz
[
e−i2kF xψσ(x)ψσ(−x) + ei2kF xψ†σ(−x)ψσ(x)
]〉
K
.
(4.52)
Note that (4.52) is divided into terms whose exponential arguments are 0 and 2kF . The
first represents forward scattering in which the momentum change is much less that kF ,
whilst the latter represents backscattering processes in which the change in momentum
is of the order 2kF . This allows us to define the forward scattering longitudinal cloud as
X
‖
0 (x) =
1
2
∑
σ
sgn(σ)
〈
σz
[
ψ†σ(x)ψσ(x) + ψ
†
σ(−x)ψσ(−x)
]〉
K
. (4.53)
4.3 Resonant level representation of the forward scat-
tering longitudinal cloud
Now that we have an expression for the forward scattering longitudinal cloud in terms
of slow modes, our next task is to perform the same mapping procedure used to map
the anisotropic Kondo model onto the non-interacting resonate level model. This entails
bosonizing (4.53), applying the unitary transformation with θ = iJ‖φs(0)σz/2pi
√
2,
taking the thermodynamic limit L→∞, and finally refermionizing the expression at
the Toulouse point J = (2 − √2)pi in term of the new fermionic degrees of freedom
defined in (4.31) and (4.36).
The forward scattering longitudinal cloud can be written in terms of bosonic degrees
of freedom as
X
‖
0 (x) =
∂x
2pi
〈Sz [φs(x)− φs(−x)]〉K ,
=
∂x
2pi
〈
Sz
[
%†(x) + %(x)
]〉
K
, (4.54)
where for simplicity we have regrouped the terms and defined the bosonic fields
%†(x) = 2
∑
q>0
√
pi
Lq
e−aq/2sin(qx)b†qs. (4.55)
Of the two unitary transformations used on the anisotropic model, only the one with
θ = iJ‖φs(0)σz/2pi
√
2 has an effect on the longitudinal component:
X
‖
0 (x) =
∂x
2pi
〈
Sz
[
%†(x) + %(x)
]〉
+ i
J‖
pi
∑
q>0
2pi
L
e−aqcos(qx). (4.56)
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Taking the thermodynamic limit gives
X
‖
0 (x) =
∂x
2pi
〈
Sz
[
%†(x) + %(x)
]〉
+ i
J‖
2pi
∫ ∞
0
dq
(
e−iq(x−ia) + eiq(x+ia)
)
,
=
∂x
2pi
〈
Sz
[
%†(x) + %(x)
]〉− J‖ a
pi(x2 + a2)
. (4.57)
Finally, setting J‖ = (2−
√
2)pi and using the identity ∂xφs(x)/2pi
√
2 = ψ¯†(x)ψ¯(x), we
find that the longitudinal forward scattering cloud in the resonant level representation
is given by
X
‖
0 (x) =
√
2
〈(
d†d− 1
2
)[
ψ¯†(x)ψ¯(x) + ψ¯†(−x)ψ¯(−x)]〉− (2−√2) a
x2 + a2
. (4.58)
Chapter 5
Calculation of the forward scattering
longitudinal cloud
In the previous chapter we introduced the correlation function between the z-components
of the impurity spin and the electron spin-density 4〈Simpz Selz (x)〉. We saw that this
correlation function consists of a back scattering component that oscillates with a wave
vector 2kF and a forward scattering component that varies slowly on the scale of the
Fermi wavelength. Expressed in terms of the degrees of freedom of the noninteracting
resonant level model, the forward scattering longitudinal cloud reads
X
‖
0 (x) =
√
2
〈(
d†d− 1
2
)[
ψ¯†(x)ψ¯(x) + ψ¯†(−x)ψ¯(−x)]〉− (2−√2) a
x2 + a2
, (5.1)
where the expectation value is taken with respect to the ground state of the noninter-
acting resonant level model at half-filling. In this final chapter we will derive both an
exact numerical expression and an approximate analytical expression for the forward
scattering longitudinal cloud with and without the presence of an external magnetic
field. The expressions for the non-magnetic case appear in the literature [4]. The
magnetic case however has not been addressed in the literature and is unique to this
dissertation.
5.1 Wick’s theorem and Green’s functions
Because the noninteracting resonant level model is quadratic in fermion creation and
annihilation operators, Wick’s theorem allows us to reduce the expectation value in
(5.1) to a sum of expectation values of pairs of fermion operators:
X
‖
0 (x) =2
√
2
〈(
d†d− 1
2
)〉〈
ψ¯†(x)ψ¯(x)
〉
+ 2
√
2
〈
d†ψ¯(x)
〉 〈
d ψ¯†(x)
〉− (2−√2) a
x2 + a2
. (5.2)
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Since the Kondo ground state is a singlet, and Sz maps to d†d− 1/2, the probability of
the resonant level being occupied is one half. The first term in (5.2) therefore vanishes
and the forward scattering longitudinal cloud reduces to
X
‖
0 (x) = −2
√
2
∣∣〈d†ψ¯(x)〉∣∣2 − (2−√2) a
x2 + a2
. (5.3)
The expectation value in (5.3) can be evaluated by exploiting some analytical properties
of single particle Green’s functions. We will be working with the retarded and advanced
Green’s functions given by
RBA†(t) = −iθ(t)
〈{B(t), A†}〉 , (5.4)
and
ABA†(t) = iθ(−t)
〈{B(t), A†}〉 . (5.5)
Here, the expectation value is taken with respect to the resonant level ground state, and
B,A ∈ {c¯k, d}. We will now develop a simple relationship between the above Green’s
functions and the expectation values of two fermionic operators in the noninteracting
resonant level model.
By definition, the retarded Green’s function reads
RBA†(t) = −iθ(t)
[〈
B(t)A†
〉
+
〈
A†B(t)
〉]
. (5.6)
Since the resonant level Hamiltonian HF is time-independent, the time evolution
operator in natural units ~ = 1 is given by U(t) = e−iHF t. The explicit time dependance
of the retarded Green’s function is then
RBA†(t) =− iθ(t)
∑
n
[〈0| eiHF tBe−iHF t |n〉 〈n|A† |0〉+ 〈0|A† |n〉 〈n| eiHF tBe−iHF t |0〉] ,
= −iθ(t)
∑
n
[
e−i(En−E0)t 〈0|B |n〉 〈n|A† |0〉+ ei(En−E0)t 〈0|A† |n〉 〈n|B |0〉] ,
(5.7)
where En and |n〉 are the many-body energies and eigenstates of the noninteracting
resonant level model. This expression can be transformed into the frequency domain
using the Fourier transform
R(ω+) =
∫ ∞
−∞
dt eiω
+tR(t), (5.8)
where ω+ = ω + iη. The inclusion of the infinitesimal positive imaginary iη is to ensure
5.1. Wick’s theorem and Green’s functions 64
that the Fourier transform converges. Eq.(5.7) then reads
RBA†(ω
+) =− i
∑
n
∫ ∞
0
dteiω
+te−i(En−E0)t 〈0|B |n〉 〈n|A† |0〉
− i
∑
n
∫ ∞
0
dteiω
+tei(En−E0)t 〈0|A† |n〉 〈n|B |0〉 ,
=
∑
n
[ 〈0|B |n〉 〈n|A† |0〉
ω + iη − (En − E0) +
〈0|A† |n〉 〈n|B |0〉
ω + iη + (En − E0)
]
. (5.9)
Similarly, the advanced Green’s function in (5.5) evaluates to
ABA†(ω
−) =
∑
n
[ 〈0|B |n〉 〈n|A† |0〉
ω − iη − (En − E0) +
〈0|A† |n〉 〈n|B |0〉
ω − iη + (En − E0)
]
, (5.10)
with the Fourier transform given by
A(ω−) =
∫ ∞
−∞
dt eiω
−tG(t), (5.11)
where ω− = ω − iη. We will integrate (5.9) and (5.10) with respect to ω over the
interval (−∞, 0]. If we did this without including the factor iη in the denominator, at
some point we would be dividing by zero in the second terms of (5.9) and (5.10) since
En − E0 > 0. The integrals of interest have the following general form
f(ω) =
∫ 0
−∞
dω
ω + (ω′ ± iη) , (5.12)
where the distribution can be split into a real and imaginary part as follows
1
ω + (ω′ ± iη) =
ω + ω′
(ω + ω′)2 + η2
∓ iη
(ω + ω′)2 + η2
,
= P
(
1
ω + ω′
)
∓ ipiδ(ω + ω′). (5.13)
The first term is referred to as the principle part of the integral [25], denoted by P , and
is an instruction to delete an infinitesimal segment of the ω integral lying symmetrically
about the singular point ω = −ω′. Integrating (5.9) and (5.10) with respect to ω gives∫ 0
−∞
dω RBA†(ω
+) =
∑
n
∫ 0
−∞
dω
[〈0|B |n〉 〈n|A† |0〉
ω − (En − E0)
+ P
(
1
w + (En − E0)
)
〈0|A† |n〉 〈n|B |0〉
]
− ipi 〈A†B〉 , (5.14)
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and∫ 0
−∞
dω ABA†(ω
+) =
∑
n
∫ 0
−∞
dω
[〈0|B |n〉 〈n|A† |0〉
ω − (En − E0)
+ P
(
1
w + (En − E0)
)
〈0|A† |n〉 〈n|B |0〉
]
+ ipi
〈
A†B
〉
. (5.15)
Subtracting the advanced Green’s function from the retarded, and multiplying by i/2pi
returns
〈
A†B
〉
. We conclude that
〈
A†B
〉
=
i
2pi
∫ 0
−∞
dw
[
RBA†(ω
+)− ABA†(ω−)
]
. (5.16)
Furthermore, since ABA†(ω−) = RBA†(ω+)∗, we can write the expectation value com-
pletely in terms of the retarded Green’s function:
〈
A†B
〉
=
i
2pi
∫ 0
−∞
dw
[
RBA†(ω
+)−RBA†(ω+)∗
]
. (5.17)
5.2 Calculating the Green’s functions
To calculate the retarded Green’s functions of the resonant level model, we will make use
of the equations of motion method [26–29]. This method relates the time derivatives of
the Green’s functions to the Heisenberg equations of motion of our creation/annihilation
operators, and results in a set of solvable coupled differential equations.
The time derivatives of the retarded Green’s functions are given by
dRii′
dt
= −δii′δ(t) + θ(t)
〈
{[HF , c¯i], c¯†i′}
〉
, (5.18)
where
HF =
∑
k
k : c¯†kck : +
∑
k
Vk
[
d†c¯k + c¯
†
kd
]
, (5.19)
and i, i′ ∈ {c¯†k, c¯k, d†, d}. It follows that
[HF , c¯k] =− kc¯k − Vkd, (5.20)
and
[HF , d] = −
∑
k
Vkc¯k. (5.21)
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It is now a simple matter to calculate all the time derivatives of the relevant retarded
Green’s functions:
dRkk′(t)
dt
=
d
dt
[
−iθ(t)
〈
{c¯k(t), c¯†k′}
〉]
,
=− iδkk′δ(t) + θ(t)
〈
{[HF , c¯k], c¯†k′}
〉
,
=− iδkk′δ(t)− kθ(t)
〈
{c¯k, c¯†k′}
〉
− Vkθ(t)
〈
{d, c¯†k′}
〉
,
=− iδkk′δ(t)− ikRkk′(t)− iVkRdk′(t), (5.22)
dRkd(t)
dt
=
d
dt
[−iθ(t) 〈{c¯k(t), d†}〉] ,
=θ(t)
〈{[HF , c¯k], d†}〉 ,
=− kθ(t) 〈{c¯k, d†}〉− Vkθ(t) 〈{d, d†}〉 ,
=− ikRkd(t)− iVkRdd(t), (5.23)
dRdk(t)
dt
=
d
dt
[
−iθ(t)
〈
{d(t), c¯†k′}
〉]
,
=θ(t)
〈
{[HF , d], c¯†k′}
〉
,
=−
∑
k
θ(t)Vk
〈
{c¯k, c¯†k′}
〉
,
=− i
∑
k′
Vk′Rk′k(t), (5.24)
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dRdd(t)
dt
=
d
dt
[−iθ(t) 〈{d(t), d†}〉] ,
=− iδ(t) + θ(t) 〈{[HF , d], d†}〉 ,
=− iδ(t)−
∑
k
Vkθ(t)
〈{c¯k, d†}〉 ,
=− iδ(t)− i
∑
k
VkRkd(t). (5.25)
To summarize, we have generated the following set of coupled differential equations:
dRkk′(t)
dt
= −iδkk′δ(t)− ikRkk′(t)− iVkRdk′(t),
dRkd(t)
dt
= −ikRkd(t)− iVkRdd(t),
dRdk(t)
dt
= −i
∑
k′
Vk′Rk′k(t),
dRdd(t)
dt
= −iδ(t)− i
∑
k
VkRkd(t). (5.26)
This set of differential equations simplifies to a set of algebraic equations in the frequency
domain
Rkk′(ω
+) = δkk′R
0
k(ω
+) + VkR
0
kRdk′(ω
+),
Rkd(ω
+) = VkR
0
kRdd(ω
+),
Rdk(ω
+) =
1
ω+
∑
k′
Vk′Rk′k(ω
+),
Rdd(ω
+) =
1
ω+
+
1
ω+
∑
k
VkRkd(ω
+).
(5.27)
(5.28)
(5.29)
(5.30)
Here, we have defined the unperturbed Green’s functions associated with the free
electrons as
R0k(ω
+) ≡ 1
ω+ − k . (5.31)
This system of equations can easily be solved by substituting (5.29) into (5.27) with
a change of primes. Similarly, one can solve the remaining Green’s functions by
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substituting (5.28) into (5.30). Defining the resonant level self-energy∑
(ω+) =
∑
k
V 2k
ω+ − k , (5.32)
it follows that
Rdd(ω
+) =
1
ω+ −∑(ω+) ,
Rkk′(ω
+) = δkk′R
0
k(ω
+) + VkR
0
k(ω
+)Rdd(ω
+)Vk′R
0
k′(ω
+),
Rkd(ω
+) = VkR
0
k(ω
+)Rdd(ω
+),
Rdk(ω
+) = VkR
0
k(ω
+)Rdd(ω
+).
(5.33)
(5.34)
(5.35)
(5.36)
5.3 Numerical expression of the forward scattering
longitudinal cloud
Using (5.17), and the expression for the single particle Green’s function Rkd(ω+) in
(5.35), we have that
〈
d†c¯k
〉
=
i
2pi
∫ 0
−∞
dω
[
Rkd(ω
+)−Rkd(ω+)∗
]
,
=
i
2pi
∫ 0
−∞
dω
[
Vk
(ω+ − k)
1
[ω+ −∑(ω)] − c.c
]
, (5.37)
where c.c stands for the complex conjugate of the first term. Fourier transforming to
ψ¯(x) gives
〈
d†ψ¯(x)
〉
=
i
2pi
∫ 0
−∞
dω
J⊥√
2pia
1
2pi
[∫ ∞
−∞
dk
eikxe−a|k|/2
ω+ − k
1
ω+ −∑(ω+) − c.c
]
. (5.38)
We will now write this expression in terms of the incomplete Gamma functions of order
zero, defined as
Γ(0, z) =
∫ ∞
z
dt
e−t
t
. (5.39)
The integration contour in the definition starts from a complex number z and terminates
at an endpoint with a real part that goes to infinity, without intersecting the non-positive
real line [30]. The Gamma function Γ(0, z) has a branch-cut along (−∞, 0]. The behavior
of Γ(0, z) about the branch-cut is characterized by Γ(0,−(x+iη))−Γ(0,−(x−iη)) = 2pii
for x > 0.
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Figure 5.1: The real and imaginary parts of σ(ω).
Starting with the full self-energy in the denominator, we have∑
(ω) =
∑
k
V 2k
ω+ − k ,
L→∞
=
J2⊥
4pi2a
∫ ∞
−∞
dk
e−a|k|
ω+ − k ,
=
J2⊥
4pi2a
∫ ∞
0
dk e−ak
[
1
ω+ − k +
1
ω+ + k
]
. (5.40)
Setting t = ak ± aω+ and using definition (5.39) gives∫ ∞
0
dk
e−ak
ω+ ± k =±
∫ ∞
±aω+
dt
e−(t∓aω
+)
t
,
=± e±aω+
∫ ∞
±aω+
dt
e−t
t
,
=± e±aω+Γ(0,±aω+), (5.41)
so that in terms of the incomplete Gamma functions, the self-energy in (5.40) reads
∑
(ω) =
J2⊥
4pi2a
σ(ω) =
J2⊥
4pi2a
[
eaωΓ(0, aω+)− e−aωΓ(0,−aω+)] . (5.42)
The behavior of the real and imaginary parts of σ(ω) in (5.42) can be seen in Fig.
5.1, where σ(ω) has been plotted in units of a = 1. Substituting (5.42) back into (5.38)
gives
〈
d†ψ¯(x)
〉
=
i
2pi
∫ 0
−∞
dω
J⊥√
2pia
1
2pi
[∫ ∞
−∞
dk
eikxe−a|k|/2
ω+ − k
1
ω+ −∑ J2⊥
4pi2a
σ(ω)
− c.c
]
.
(5.43)
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Figure 5.2: Contour used to resolve integral (5.44).
We must now evaluate the integral
I =
∫ ∞
−∞
dk
eikxe−a|k|
ω+ − k ,
=
∫ ∞
0
dk
e−(a−ix)k
ω+ − k +
∫ ∞
0
dk
e−(a+ix)k
ω+ + k
. (5.44)
These two integrals can be resolved by promoting k to a complex number and integrating
around the pie-shaped contour shown in Fig. 5.2, where z = a ± ix = ρe−iθ. Since
z = a± ix, and a is strictly positive, the pie-shaped contour is restricted to lie in the
first and fourth quadrant. The first integral∫ ∞
0
dk
e−zk
ω+ − k , (5.45)
with z = a − ix, has a pole situated in the second quadrant at k = ω+ = ω + iη.
Regardless of whether x is positive or negative, the contour will not enclose the pole. It
follows from Cauchy’s formula that∫ ∞
0
dk
e−zk
ω+ − k + iρ
∫ θ′
0
dθ eiθ
e−rρe
i(φ+θ)
ω+ − ρeiθ − e
iθ
∫ ∞
0
dρ
e−rρe
i(φ+θ)
ω+ − ρeiθ = 0. (5.46)
Furthermore, since θ = −arg(z), the exponential argument −rρe(φ+θ) simplifies to a
negative real number −|z|ρ, and we get∫ ∞
0
dk
e−zk
ω+ − k + iρ
∫ θ′
0
dθ eiθ
e−|z|ρ
ω+ − ρeiθ − e
iθ
∫ ∞
0
dρ
e−|z|ρ
ω+ − ρeiθ = 0. (5.47)
The integral along the arc goes to zero for ρ→∞, so that (5.51) reads∫ ∞
0
dk
e−zk
ω+ − k = e
iθ
∫ ∞
0
dρ
e−|z|ρ
ω+ − ρeiθ =
∫ ∞
0
dρ
e−|z|ρ
ω+e−iθ − ρ. (5.48)
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Finally, setting t = |z|(ρ− ω+e−iθ) in (5.48), we find that∫ ∞
0
dk
e−zk
ω+ − k =− e
−zω+Γ(0,−zω+),
=− e−aωeiωxΓ(0, ω(ix− a)). (5.49)
The second integral in (5.41) ∫ ∞
0
dk
e−(a+ix)k
ω+ + k
, (5.50)
can also be expressed in terms of the incomplete Gamma functions. However, if x > 0 the
contour will enclose a simple pole in the forth quadrant located at k = −ω+ = −ω− iη.
In this case, the pie-shaped contour appears in the fourth quadrant with the contour
integral running clockwise instead of anti-clockwise. By way of the residue theorem∫ ∞
0
dk
e−zk
ω+ + k
=eiθ
∫ ∞
0
dρ
e−|z|ρ
ω+ + ρeiθ
− iρ
∫ θ′
0
dθ eiθ
e−|z|ρ
ω+ + ρeiθ
+ 2piiθ(x)Res
[
e−zk
ω+ + k
,−ω+
]
. (5.51)
Evaluating the θ integral along an arc at infinity, and setting t = |z|(ρ+ zω+), we find∫ ∞
0
dk
e−zk
ω+ + k
=
∫ ∞
0
dρ
e−|z|ρ
ω+e−iθ + ρ
− 2piiθ(x)ezω,
=ezω [Γ(0, ω(ix+ a))− 2piiθ(x)] ,
=eaωeiωx [Γ(0, ω(ix+ a))− 2piiθ(x)] . (5.52)
Finally, substituting (5.49) and (5.52) into (5.44) gives the integral I as∫ ∞
−∞
dk
eikxe−a|k|
ω+ − k =
[−2piiθ(x)eaω + eaωΓ(0, ω(ix+ a))− e−aωΓ(0, ω(ix− a))] eiωx.
(5.53)
Substituting this result into (5.43) gives
〈
d†ψ¯(x)
〉
=
J⊥√
2pia
∫ 0
−∞
dω
2pi
eiωx
[
ΘR(x)
ω −∑(ω) − ΘR(−x)ω −∑(ω)∗
]
, (5.54)
where ΘR(x) is defined as
ΘR(x) = e
ωa
[
θ(x) +
iΓ(0, ω(ix+ a))
2pi
]
− e−ωa iΓ(0, ω(ix− a))
2pi
, (5.55)
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Figure 5.3: The real and imaginary part of the regularized step function ΘR(x)
evaluated for three values of ω.
and becomes a step function for − 1
a
 ω 6 0. For this reason we will refer to ΘR(x)
as a regularized step function. We have plotted the behavior of both the real and
imaginary parts of ΘR(x) in Fig. 5.3 as a function of ω in units of a = 1. An exact
numerical expression for the forward scattering longitudinal cloud is obtained after
substituting (5.54) into (5.3):
X
‖
0 (x) = −2
√
2
∣∣∣∣ J⊥√2pia
∫ 0
−∞
dω
2pi
eiωx
[
ΘR(x)
ω −∑(ω) − ΘR(−x)ω −∑(ω)∗
]∣∣∣∣2 − (2−√2) ax2 + a2 .
(5.56)
We will delay the analysis of this result until all our calculations are complete.
Eq.(5.56) is as far as we can go without making any approximations. In the next
section we will develop a closed analytical expression for X‖0 (x) valid in the regime
x a.
5.4 Analytical expression of the forward scattering
longitudinal cloud
For small x, the ultraviolet regulator is important. However, in the regime of physical
significance, x a, we can drop the regulator and replace the regularized step function
with a sharp step function. In this regime, the self-energy (5.42) can also be evaluated
at its ω = 0 value. To see why, consider Figs. 5.1, 5.3 and 5.4.
In the limit x a, the regularized step function ΘR(x) is indistinguishable from
the normal step function so long as −ω < 1/a. It is acceptable to cut off the ω integral
in (5.54) at this value, since the regularized step function is suppressed as eωa, which
results in a strong suppression of (5.54) for −ω & 1/a. The integral is further cut off
at ω ∼ 1/x 1/a by the highly oscillating factor eiωx. However, since the self-energy
only varies on the scale of 1/a, we can safely evaluate it at ω = 0.
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Figure 5.4: Schematic to help visualize the argument for taking
∑
(ω+ → 0) in the
regime x  a. The red region represents the values of ω for which the integral is
suppressed, with region C being due to the regularized step function and region B due
to the highly oscillating factor. Region A (blue), represents that part of the ω domain
that gives a sizable contribution, while σ(ω) is represented as a slowly varying function
on the scale of 1/a.
The self-energy is explicitly given by
∑
(ω+) =
J2⊥
2pia
∑
k
e−a|k|
ω+ − k , (5.57)
which in the thermodynamic limit L→∞, reads
∑
(ω+) =
J2⊥
4pi2a
∫ ∞
−∞
dk
e−a|k|
ω+ − k ,
=
J2⊥
4pi2a
∫ ∞
−∞
dk
[
e−a|k|P
(
1
ω − k
)
− ea|k|ipiδ(ω − k)
]
,
=
J2⊥
4pi2a
∫ ∞
−∞
dk e−a|k|P
(
1
ω − k
)
− i J
2
⊥
4pia
e−a|ω|. (5.58)
Substituting ω = 0 gives the self-energy as
∑
(0) = −i J
2
⊥
4pia
. (5.59)
If we now take (5.59) as the self-energy and drop the ultraviolet regulator, (5.38)
becomes〈
d†ψ¯(x)
〉 ' i J⊥
4pi2
√
2pia
∫ 0
−∞
dω
[∫ ∞
−∞
dk
eikx
(ω+ − k)
1
(ω+ + i∆)
− e
ikx
(ω+∗ − k)
1
(ω∗ − i∆)
]
,
(5.60)
where ∆ ≡ J2⊥/4pia. We will calculate (5.60) one integral at a time and then put
everything together at the end.
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The first integral to evaluated is∫ ∞
−∞
dk
eikx
ω+ − k . (5.61)
Once again we can resolve this integral by promoting k to a complex number and
integrating along a closed contour. For x > 0, we will choose the contour to be a
semi-circle in the upper half of the plane, so that the additional arc goes to zero in the
limit |k| → ∞. This contour encloses a pole at k = ω+ = ω + iη, allowing us to use the
residue theorem. However, for x < 0 we must close the contour in the lower half plane.
Since there are no poles with negative imaginary parts, Cauchy’s formula gives zero
and we have ∫ ∞
−∞
dk
eikx
ω+ − k =2piiRes
[
eikx
ω+ − k , ω
+
]
θ(x),
=2pii lim
k→ω+
[
(k − ω+) e
ikx
ω+ − k
]
θ(x),
=− 2piieiωxθ(x). (5.62)
The integral ∫ ∞
−∞
dk
eikx
ω+∗ − k , (5.63)
is evaluated in the same way, except since the simple pole is situated in the lower half
of the plane at k = ω+∗ = ω − iη, the only non-zero contribution is when x < 0. This
coupled with a change in sense gives∫ ∞
−∞
dk
eikx
ω+∗ − k =− 2piiRes
[
eikx
ω+∗ − k , ω
+∗
]
θ(−x),
=− 2pii lim
k→ω+∗
[
(k − ω+∗) e
ikx
ω+∗ − k
]
θ(−x),
=2piieiωxθ(−x). (5.64)
Substituting these two results into (5.60) we find
〈
d†ψ¯(x)
〉 ' J⊥
2pi
√
2pia
∫ 0
−∞
dω eiωx
[
θ(x)
ω + i∆
+
θ(−x)
ω − i∆
]
. (5.65)
Comparing this equation with (5.54), we see that neglecting the ultraviolet regulator
e−a|k| has resulted in the replacement of the regularized step function ΘR(x) with a
sharp step function θ(x). This result is not surprising since taking the limit a→ 0 in
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(5.55) immediately returns an ordinary step function.
We now turn our attention to the remaining two ω integrals in (5.65), starting with∫ 0
−∞
dω
eiωx
ω + i∆
θ(x). (5.66)
This integral is resolved by performing a Wick rotation, where the path of integration
along the negative arm of the real axis is replaced with an equivalent integration along
the positive imaginary axis. The rotation is performed by substituting ω = ik into
(5.66) which gives ∫ 0
−∞
dω
eiωx
ω + i∆
θ(x) = −
∫ ∞
0
dk
e−kx
k + ∆
θ(x). (5.67)
This integral has the same form as those in (5.41), and can therefore be written in
terms of the incomplete Gamma functions as∫ 0
−∞
dω
eiωx
ω + i∆
θ(x) = −e∆xΓ(0,∆x)θ(x). (5.68)
Similarly ∫ 0
−∞
dω
eiωx
ω − i∆θ(−x) = −e
−∆xΓ(0,−∆x)θ(−x). (5.69)
Substituting (5.68) and (5.69) into (5.65) gives
〈
d†ψ¯(x)
〉
=− J⊥
2pi
√
2pia
[
e∆xΓ(0,∆x)θ(x) + e−∆xΓ(0,−∆x)θ(−x)] ,
=− J⊥
2pi
√
2pia
e∆|x|Γ (0,∆|x|) . (5.70)
Defining the function F (z) = e−zΓ(0,−z) and remembering that ∆ = J2⊥/4pia, the
expectation value reads
〈
d†ψ¯(x)
〉
= − J⊥
2pi
√
2pia
F
(
− J
2
⊥
4pia
|x|
)
. (5.71)
We obtain an analytical expression for the forward scattering longitudinal cloud correla-
tor in the regime x a after substituting this result back into (5.3) and dropping the
broadened Dirac delta function:
X˜
‖
0 (x) = −
√
2
pi2
J2⊥
4pia
F
(
−J
2
⊥|x|
4pia
)2
. (5.72)
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Figure 5.5: Comparison of the numeric X‖0 (x) and analytical X˜
‖
0 (x) forward scattering
longitudinal clouds. The vertical axis is plotted in units of 1/ξK , where ξK = 4pia/J2⊥,
while the horizontal axis is in units of a. The Kondo lengths ξK of all three curves are
marked on the horizontal axis.
In Fig. 5.5, we have compared the numeric X‖0 (x) and analytic X˜
‖
0 (x) forward
scattering longitudinal clouds for three different perpendicular couplings J⊥. The clouds
associated with the numerical expression (5.56) are represented by solid lines, while
those associated with the analytical expression (5.72) are represented by broken lines.
It is clear form Fig. 5.5 that the approximate analytic solution describes the cloud
almost perfectly for distances sufficiently larger than the ultraviolet length a.
A surprising feature of the cloud can be deduced from (5.72). Despite having
inserted a single ultraviolet length a into the problem, an additional length scale
ξK = 4pia/J
2
⊥ = 1/∆ emerges, called the Kondo length. This length describes the size
of the cloud, and is infrared for small perpendicular couplings J⊥. The Kondo length
for each of the three clouds is shown in Fig. 5.5. Notice that smaller perpendicular
couplings correspond to larger clouds.
Any cloud can be divided into three regions. The first region x < a is the non-
universal sector. The cloud in this region depends strongly on the details of the ultraviolet
regularization. These details are system specific and our choice of regularization does
not quantitatively model any particular ”real” system. The majority of the correlations
occur inside of the cloud in the universal region a < x < ξK , while correlations outside
of the cloud for x > ξK experience a strong decay. To understand the specifics of this
decay, as well as the significance of the Kondo length, we will analyze the asymptotic
behavior of the cloud for small and large x. This behavior can be deduced through the
following two expressions
Γ(0, x) = −γ − ln|x| −
∞∑
n=1
(−x)n
n(n!)
, (5.73)
and
Γ(0, x) =
e−x
x
[
1− 1
x
+
2
x2
− · · ·
]
, (5.74)
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Figure 5.6: Universal scaling curve for X˜‖0 (x) in units 1/ξK on the vertical axis and
ξK on the horizontal axis. The exact logarithmic behavior for small x is depicted by
the grey curve, while the power law behavior for large x is plotted in black.
where γ is Euler’s constant and is approximately 0.577 [30]. The first expression for
Γ(0, x) gives
X˜
‖
0 (x) =−
√
2∆
pi2
∣∣e∆|x|Γ(0,∆|x|)∣∣2 ,
=−
√
2∆
pi2
e2|∆x|
∣∣∣∣∣γ + ln|∆x|+
∞∑
n=1
(−∆x)n
n(n!)
∣∣∣∣∣
2
. (5.75)
For small x, the leading divergence is logarithmic and we have X˜‖0 (x) = −
√
2∆ln(∆x)2/pi2.
On the other hand, using (5.74) we find that
X˜
‖
0 (x) =−
√
2∆
pi2
∣∣e∆|x|Γ(0,∆|x|)∣∣2 ,
=−
√
2∆
pi2
∣∣∣∣e∆xe−∆x|∆x|
(
1− 1|∆x| +
2
(∆x)2
− · · ·
)∣∣∣∣2 , (5.76)
so that for large x the correlator is given by X˜‖0 (x) = −
√
2/∆(pix)2. As x approaches
the Kondo length, the sub-leading terms in (5.75) become important, and the cloud
crosses over to a 1/x2 decay.
One of the interesting things about the Toulouse point is the scaling behaviour of the
clouds. The correlator in (5.72) depends on J⊥ only through J2⊥/4pia ≡ ∆. Therefore,
curves at different J⊥ can be collapsed onto each other by rescaling the x- and y-axes.
Fig. 5.6 shows the universal scaling curve for the longitudinal forward scattering cloud,
as well as the exact asymptotic behavior for small and large x. This scaling behavior
suggests that curves at the Toulouse point J‖ = (2−
√
2)pi but at different J⊥ lie on
the same renormalisation trajectory. In other words, the renormalisation trajectory at
J‖ = (2−
√
2)pi and small J⊥ runs parallel to the J⊥-axis.
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5.5 Magnetic cloud
So far we have derived both an analytic and an exact numeric expression for the forward
scattering longitudinal cloud. In this final section,we will extend formulas (5.56) and
(5.72) to include the effects of an external time-independent magnetic field on the cloud.
The non-magnetic singlet ground state minimizes the interaction energy between
the impurity and electron gas of the Kondo system. However, an external magnetic
field frustrates the system and attempts to drive it into a magnetic state with the spin
of the impurity and conduction electrons aligned to the direction of the field. It is
interesting to see what compromises the system makes to accommodate the magnetic
field. Analytical expressions for cloud correlations for B 6= 0 at the Toulouse point have
not yet been derived in the literature.
It is known that for finite temperatures an additional length scale ξT emerges, called
the thermal length scale [6]. For distances in excess of this scale, the correlations are
cut off exponentially, and only short range correlations persist [7, 31]. However, the
question as to whether a magnetic field induces similar exponential decay is yet to be
answered. It would also be interesting to see whether the magnetic field spoils the
scaling behavior of the clouds.
In the presence of a time-independent magnetic field fixed along the z-axis, the
Kondo model at the Toulouse point maps onto
HFB =
∑
k
k : c¯†kc¯k : +
∑
k
Vk
(
c¯†kd+ d
†c¯k
)
− µB
(
d†d− 1
2
)
. (5.77)
The additional term µB
(
d†d− 1
2
)
changes the Green’s functions Rdd(ω+), Rdk(ω+) and
Rkk′(ω
+) to
Rdd(ω
+) =
1
(ω+ − µB)−∑(ω+) , (5.78)
Rdk(ω
+) =
Vk
(ω+ − k)[(ω+ − µB)−∑(ω+)] , (5.79)
and
Rkk′ =
δkk′
ω+ − k +
VkVk′
(ω+ − k)[(ω+ − µB)−∑(ω+)](ω+ − k′) . (5.80)
Despite the above alteration to the Green’s functions, the cloud correlator defined as
X
‖
0B(x) = 2
√
2〈Szψ¯†(x)ψ¯(x)〉 − 2
√
2〈Sz〉〈ψ¯†(x)ψ¯(x)〉, (5.81)
still reduces to
X
‖
0B(x) = −2
√
2
∣∣〈d†ψ¯(x)〉∣∣2 − (2−√2) a
x2 + a2
. (5.82)
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Once again the quantities 〈Sz〉 and 〈ψ¯†(x)ψ¯(x)〉 do not appear in the expression for
X
‖
0B(x). Nevertheless these are now interesting quantities to calculate.
In terms of the new Green’s function Rdd(ω+), the impurity spin expectation value
is given by〈
d†d− 1
2
〉
=
i
2pi
∫ 0
−∞
dw
[
Rdd(ω
+)−Rdd(ω+)∗
]− 1
2
,
=
i
2pi
∫ 0
−∞
dω
[
1
(ω − µB)−∑(ω) − 1(ω − µB)−∑(ω)∗
]
− 1
2
. (5.83)
A simple closed formula emerges if we take the ω = 0 value of the self-energy:
〈Sz〉 = − 1
pi
tan−1
(
4piaµB
J2⊥
)
. (5.84)
The magnetic field therefore breaks the singlet and drives the expectation value into
either a spin up or a spin down state.
The calculation of the spin-density expectation value 〈ψ¯†(x)ψ¯(x)〉 is more subtle. In
order to avoid divergences we must calculate the normal ordered expectation value by
subtracting off the expectation of the spin-density with respect to the clean Fermi sea
with no impurity. In the regime x a we can once again drop the ultraviolet regulator
e−a|k|/2 and take the ω = 0 value of the self-energy. In this case the normal ordered
spin-density reads
〈: ψ¯†(x)ψ¯(x) :〉 ' iJ
2
⊥
4pi2a
∫ 0
−∞
dω
2pi
[∫ ∞
−∞
dk
e−ikx
(ω+ − k)
∫ ∞
−∞
dk′
eik
′x
(ω+ − k′)
1
(ω+ − µB) + i∆
−
∫ ∞
−∞
dk
e−ikx
(ω+∗ − k)
∫ ∞
−∞
dk′
eik
′x
(ω+∗ − k′)
1
(ω+∗ − µB)− i∆
]
, (5.85)
where ∆ ≡ J2⊥/4pia. From (5.62) and (5.64) it follows that
〈: ψ¯†(x)ψ¯(x) :〉 ' − iJ2⊥
∫ 0
−∞
dω
2pia
[
θ(x)θ(−x)
(ω+ − µB) + i∆ −
θ(−x)θ(x)
(ω+∗ − µB)− i∆
]
= 0. (5.86)
For distances x a, the normal ordered spin-density is therefore equal to zero, meaning
that for x  a, the average spin-density (which is non-zero) is unaffected by the
impurity. However, a full numeric treatment of 〈: ψ¯†(x)ψ¯(x) :〉 given by
〈: ψ¯†(x)ψ¯(x) :〉 = i
2pi
J2⊥
2pia
∫ 0
−∞
dω
2pi
[
ΘB(x)
(ω − µB)−∑(ω+) − c.c
]
, (5.87)
where
ΘB(x) =[−2piiθ(x)eaω + eaωΓ(0, ω(ix+ a))− e−aωΓ(0, ω(ix− a))] × (5.88)
[−2piiθ(−x)eaω + eaωΓ(0, ω(a− ix))− e−aωΓ(0,−ω(ix+ a))],
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reveals a finite spin-density for distances x ∼ a.
The numerical expression for the magnetic cloud X‖0B(x) is similar to that of (5.56)
except for a shift in ω to ω − µB:
X
‖
0B(x) = −2
√
2
∣∣∣∣ J⊥√2pia
∫ 0
−∞
dω
2pi
eiωx
[
ΘR(x)
(ω − µB)−∑(ω+) − ΘR(−x)(ω − µB)−∑(ω+)∗
]∣∣∣∣2 .
(5.89)
To calculate the analytic expression of the magnetic cloud X˜‖0B(x), we note that
〈d†ψ¯(x)〉 ' iJ
2
⊥
4pi2
√
2pia
∫ 0
−∞
dω
[∫ ∞
−∞
dk
eikx
(ω+ − k)[(ω+ − µB) + i∆]
−
∫ ∞
−∞
dk
eikx
(ω+∗ − k)[(ω+∗ − µB)− i∆]
]
. (5.90)
From (5.62) and (5.64) it follows that
〈d†ψ¯(x)〉 = J⊥
2pi
√
2pia
∫ 0
−∞
dωeiωx
[
θ(x)
(ω − µB) + i∆ +
θ(−x)
(ω − µB)− i∆
]
. (5.91)
The above integrals can be expressed in terms of the incomplete Gamma functions
defined in (5.39) by setting ω − µB = ik and t = kx±∆x. The first integral of (5.91)
comes to ∫ 0
−∞
dω
eiωx
(ω − µB) + i∆ = −e
(∆+iµB)xΓ (0, (∆− iµB)x) , (5.92)
while the second reads∫ 0
−∞
dω
eiωx
(ω − µB)− i∆ = −e
−(∆−iµB)xΓ (0,−(∆ + iµB)x) . (5.93)
The magnetic cloud X˜‖0B(x) is then given by
X˜
‖
0B(x) =− 2
√
2|〈d†ψ¯(x)〉|2,
=−
√
2
pi2
J2⊥
4pia
∣∣∣e(∆+iµB)xΓ(0, (∆− iµB)x)θ(x)
+ e−(∆−iµB)xΓ(0,−(∆ + iµB)x)θ(−x)
∣∣∣2,
=−
√
2
pi2
J2⊥
4pia
∣∣e(∆+iµB)|x|Γ(0, (∆ + iµB)|x|)∣∣2 . (5.94)
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Figure 5.7: Comparison of the numeric X‖0B(x) and analytical X˜
‖
0B(x) forward scat-
tering longitudinal clouds in the presence of a magnetic field. The cloud profiles have
been plotted at fixed perpendicular coupling J⊥ = 0.035pi for three different values of
magnetic field. The vertical axis is plotted in units of 1/δ, where δ = 4pi3a/
√
2J2⊥, while
the horizontal is in units of a.
Defining the function F (z) = e−zΓ(0,−z), we find that
X˜
‖
0B(x) = −
√
2
pi2
J2⊥
4pia
F
[
−
(
J2⊥
4pia
+ iµB
)
|x|
]2
. (5.95)
Fig. 5.7 shows the comparison between the numeric and analytic forward scattering
longitudinal clouds for three different magnetic field strengths at fixed perpendicular
coupling J⊥ = 0.035pi. The exact results have been depicted with solid lines while the
approximate results corresponding to (5.95) have been represented with broken lines.
Once again, the analytic results agree perfectly for distances sufficiently larger than
the ultraviolet length a. The emergent Kondo length for the magnetic case modifies to
ξ
(B)
K = 1/
√
∆2 + (µB)2, and has been indicated on the horizontal axis for each of the
above three curves. This length undergoes a dramatic change when the magnetic field
is turned on. As can be seen in Fig. 5.7, slightly increasing the magnetic field from its
zero value results in a strong suppression of the cloud.
The asymptotic behavior of the correlator can be deduced by analytically continuing
(5.73) and (5.74). The first expression gives
X˜
‖
0B(x) =−
√
2∆e2
√
∆2+(µB)2cos(tan−1µB/∆)|x|
×
[(
γ + ln(
√
∆2 + (µB)2x) + ∆x+O(x2) + · · ·
)2
+
(
tan−1
µB
∆
+ µBx+O(x2) + · · ·
)2 ]
/pi2, (5.96)
so that for small x the correlator is given by X˜‖0B(x) = −
√
2∆ln(
√
∆2 + (µB)2x)2/pi2.
On the other hand, using (5.74), the asymptotic behavior of the correlator for large x is
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Figure 5.8: Line profiles of correlators for µB/∆→ 0 and µB/∆→∞ in units 1/ξK
on the vertical axis and ξ(B)K on the horizontal axis. The exact logarithmic behavior for
small x is shown in gray, while the power law decay for large x is depicted in black.
given by X˜‖0B(x) = −
√
2∆/(
√
∆2 + (µB)2x)2pi2. Unlike the case of finite temperature,
there is no critical crossover to exponential decay. This means that the long range
correlations remain unspoiled in the presence of a magnetic field.
In contrast to the non-magnetic case (5.72), correlators given by (5.95) cannot be
collapsed onto a single universal curve. When x ∼ ξ(B)K , the sub-leading terms in (5.96)
become important and two distinct scales emerge, namely 1/∆ and 1/µB. Because of
this, we cannot collapse the clouds for regions near the crossover. However, for distances
x ξ(B)K and x ξ(B)K , there remarkably exists a single scale 1/
√
∆2 + (µB)2, so that
the asymptotic regions of the clouds for large and small x can be collapse onto one
another. This scaling behavior is demonstrated in Fig. 5.8, where we have plotted the
correlator for µB/∆→ 0 and µB/∆→∞ in rescaled units 1/ξK on the vertical axis
and ξ(B)K on the horizontal axis.
We were able to find a tractable expression for both the magnetic and non-magnetic
clouds at the Toulouse point. This makes the Toulouse point unique from a calculational
perspective. The question as to whether the physics found at this point persists to
other points in the parameter space is open ended. However, we would suggest that
the physics at the Toulouse point is not qualitatively different from any other point in
the Kondo parameter space. The reason for this is two-fold. Firstly, the profile of the
screening cloud at the Toulouse point shares the same decay features common amongst
the other points. In particular, the emergent length scale ξK acts as a crossover length
to 1/x2 decay, with the majority of the correlations existing within the universal region.
Secondly, it is possible to calculate the cloud profiles at points near the Toulouse point
by using the Toulouse ground state as the zeroth order approximation in perturbation
theory. This makes the Toulouse point a good representative for points in its proximity,
as well as a good candidate for exploring the physics of the rest of the parameter space
at a qualitative level.
Conclusion
In this dissertation we have studied the forward scattering longitudinal cloud of the
anisotropic spin-1/2 Kondo model. In chapter 2 we derived Anderson’s poor man’s
scaling equations in our own way using a Schrieffer-Wolff transformation. The results
showed that both the isotropic and anisotropic model flow to the same strong coupling
fixed point. Any information obtained for the anisotropic model therefore remains
relevant to Kondo physics in general. The motivation for studying the anisotropic
model became clear in chapter 3, where at a particular nontrivial point in parameter
space we were able to map the problem to a simple non-interacting resonant level
model written in terms of new fermionic degrees of freedom. This model provided the
ideal platform for studying the spin-spin correlation function between the impurity
spin and the electron spin-density. We discarded the back scattering fast oscillating
2kF contributions of the correlation function and restricted ourselves to the analysis
of the forward scattering longitudinal cloud X‖0 (x), for which we were able to find a
simple analytic expression. This expression accurately represents the cloud for distances
x  a, and remains accurate for distances comparable to the crossover length ξK ,
provided that ξK  a. Clouds for different perpendicular coupling strengths fixed at
the Toulouse point can be collapsed onto one another by rescaling the x- and y-axis.
This suggests that for this region of the Kondo parameter space, the renormalisation
trajectory runs parallel to the J⊥-axis. The results were then generalized for an external
time-independent magnetic field. The normal ordered spin-density vanishes on the scale
of x ∼ a, and the correlations are suppressed for increasing magnetic field strengths.
Nevertheless, the cloud still exhibits long range correlations with no critical crossover
to exponential decay. The extent of the cloud is characterized by the emergent length
ξ
(B)
K = 1/
√
∆2 + (µB)2. Unlike the non-magnetic case, the cloud exhibits imperfect
scaling near the crossover due to the existence of two distinct scales 1/∆ and 1/µB.
Remarkably, the asymptotic regions of the cloud for small and large x share the same
scale and can be collapsed onto one another. We expect that this is not unique to the
Toulouse point, and persist to other points of the parameter space.
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