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a b s t r a c t
Recursion can be conveniently modeled with left-linear positive/
negative-conditional term rewriting systems, provided that non-
termination, non-trivial critical overlaps, non-right-stability, non-
normality, and extra variables are admitted. For such systems
we present novel sufficient criteria for shallow confluence and
arrive at the first decidable confluence criterion admitting non-
trivial critical overlaps. To this end, we restrict the introduction
of extra variables of right-hand sides to binding equations and
require the critical pairs to have somehow complementary literals
in their conditions. Shallow confluence implies [level] confluence,
has applications in functional logic programming, and guarantees
the object-level consistency of the underlying data types in the
inductive theorem prover QuodLibet.
© 2008 Elsevier Ltd. All rights reserved.
1. Motivation and introduction
1.1. Recursive rewriting vs. recursion theorems
Recursion is a form of programming or definition where a newly defined notion may even occur
in its definientia. Contrary to explicit definitions, where we can always get rid of the new notions by
reduction, i.e. by rewriting the definienda (left-hand sides of the defining equations) to the definientia
(right-hand sides), reduction with recursive definitions, reduction may run forever.
By formalizing recursive definitionswith left-linear term rewriting systems (TRSs)we can stay very
close to the original intuition.
• From a theoretical point of view, recursion can be modeled with unconditional TRSs. Indeed, each
Turing machine (including a universal one) can easily be programmed as a monadic, left-linear,
unconditional TRS whose critical overlaps are trivial self-overlays; cf. Huet and Lankford (1978).
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• From a practical point of view, however, left-linear positive/negative-conditional TRSs with non-
trivial critical overlaps are more convenient and in great demand; cf. Kaplan (1988), Bachmair
and Ganzinger (1991), Becker (1993), Wirth and Lunde (1994), Wirth and Gramlich (1994a), and
Section4 of Wirth (1997).
The problems in finding a meaningful semantics for recursion modeled in the framework of TRSs
may seem just as difficult as for untyped λ-calculus, cf. Barendregt (1984). To state our case clearly,
let us name these problems for the instance of first-order arithmetic of natural numbers, assuming
the consistency of arithmetic on the meta-level in the sense of Gentzen (1938). The consistency of
arithmetic might be destroyed on the object-level by the following two dangers:
Non-termination: Even if we require that each new term is reducible, some non-terminating
recursions (such as a= a+1) may introduce error objects which cannot be consistently
identified with any natural number.
Inconsistent identification: A function-call may evaluate non-confluently to two different natural
numbers, resulting in their equality, such as for a= 0 and a= 1.
On the one hand, programming languages – such as Haskell (cf. e.g. Hudlak et al. (1999)) or Curry
(cf. e.g. Hanus (2006)) – circumvent these dangers by tailored semantics, such as priority rewriting
and ‘‘non-deterministic functions’’. Theoreticians, on the other hand, tend to avoid these dangers by
proving some recursion theorems, saying that certain restricted forms of recursive equations have
unique solutions in terms of total functions for the recursive operators. These unique solutions can
then be thought to define these operators explicitly, and dangers cannot occur. For instance, Slind
(1996) presents the idea that recursive functions must not be specified without a well-founded
ordering, and that the non-decreasing calls in the function definition’s right-hand sides are to be
immediately evaluated to⊥ and not rewritten recursively.
• From a conceptual point of view, recursion theorems are counterintuitive because rewriting with
the defining equations is not modeled at all. We believe that the recursive process of rewriting
definienda to definientia is the conceptual basis for both recursive specification and computation.
Indeed, for studying what could go wrong with recursive definitions, we have to model this
recursive rewriting explicitly.
• From a practical point of view, recursion theorems such as the one of Slind (1996) are infeasible
because many recursive programs (such as interpreters) – by their very nature – do not terminate
on all input and have undecidable termination problems; and even if they do terminate, neither
the termination nor the well-founded ordering to show it may be known at definition time.
Note that the recursion theorem of Slind (1996) is not a poor instance of a recursion theorem, but – to
the best of our knowledge – one of the strongest and practically most adequate approaches to admit
recursive definitions via recursion theorems. It is implemented e.g. in Isabelle/HOL, cf. e.g. Nipkow
et al. (2000, 2002).
1.2. Sufficient criteria for shallow confluence
In this paper we are interested in a conceptually and practically adequate treatment of recursion
via rewriting.
Our answer to the danger of non-termination is simple: Don’t worry, be happy! Indeed, an arbi-
trary number of error objects is beneficial to the semantics of so-called data models. Kühler andWirth
(1996) describe this semantics under a practical aspect. Under a more theoretical and general aspect,
Wirth and Gramlich (1994b) study this and other possible semantics for partially specified functions.
These studies are extended in Section10 of Wirth (1997). Validity in all data models, however, still ap-
pears as the most natural semantical answer to the danger of non-termination. We have got nothing
to add to that answer here.
This paper, however, is about controlling the danger of inconsistent identification by guaranteeing
confluence. More precisely, it is about shallow confluence as the practitioner’s tool for consistency of
recursive specifications.
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As shallow confluence is the stronger one of the two standard notions for confluence based on the
condition-recursion depth of conditional TRSs (CTRSs), our sufficient criteria for shallow confluence are
also sufficient criteria for level confluence.
Level confluence can ensure the desirable completeness of some of those narrowing strategies
which are the basis of the evaluationmechanisms of programming languages that combine functional
and logic programming. For an introduction to that subject cf. Hanus (1994), Middeldorp and Hamoen
(1994), and Suzuki et al. (1995). That subject, however, is not our focus in this paper.
Moreover, in the absence of well-founded orderings to induce upon (but the one given by the
condition-recursion depth), shallow and level confluence will always be useful properties.
The effective confluence test that results from Theorem 66 is the basis for the admissibility check
of recursive function definitions in our inductive theorem prover QuodLibet, the motivation behind
our work; cf. Avenhaus et al. (2003), Kühler (2000), and Schmidt-Samoa (2006b,c).
Contrary to arbitrary assumptions that may be made available to the prover in the form of
open lemmas, the positive/negative-conditional equations that have passed the admissibility check
come with a guarantee on object-level consistency and receive a special focus in the recursion
analysis. This recursion analysis is the starting point for the heuristic guidance in the automation
support of all sophisticated inductive theorem proving systems, from Nqthm over Inka and Acl2 to
QuodLibet. Contrary to QuodLibet, however, in the systems Nqthm, Inka, and Acl2 (cf. Note 1) a
new recursive function symbol may be added to the term language only if it receives a complete and
provably terminating recursive definition immediately. In practice, this requirement leads either to
lack of heuristic guidance for partially defined functions or to overspecification; cf. Löchner (2006).
QuodLibet has shown that the extension to partially defined functions does not mean that we have
to sacrifice any of the elaborate heuristic achievements in the area of computer-assisted inductive
theorem proving. For the discussion of further possible progress in that area cf. Wirth (2006).
1.3. Overview
Contrary to the standard approaches for non-terminating CTRSs of Bergstra and Klop (1986) and
Suzuki et al. (1995), which consider only CTRSs that are both normal and free from non-trivial
critical overlaps (besides self-overlays), in Theorem 35 we admit non-trivial critical overlaps and
weaken the normality requirement to weak-quasi-normality (cf. Definition 23). This is a considerable
improvement for specifications with constructors. Theorem 35 is a theoretician’s criterion for shallow
confluence with undecidable sophisticated joinability conditions and a hard induction proof. We
show that the admission of complementary critical pairs plays a crucial rôle in practice-relevant and
decidable confluence criteria, such as Theorem 66, which can be used in implementations.
Kühler andWirth (1996) have already described aweak formof one of our new shallow-confluence
criteria for CTRSs with complementary critical pairs within the framework of specification with
positive/negative-conditional TRSs for inductive theorem proving of Wirth and Gramlich (1994a)
and Wirth (1997). Since then, the semantic-length ordering of Walther (1988) and built-in linear
arithmetic were added to this framework by Kühler (2000) and Schmidt-Samoa (2006a), respectively.
This resulted in the logic of the inductive theorem prover QuodLibet; cf. Avenhaus et al. (2003),
Kühler (2000), and Schmidt-Samoa (2006b,c). QuodLibet applies descente infinie instead of the more
restrictive explicit induction, cf. Note 1. Descente infinie is the historic form of implicit induction,
rediscovered and named by Pierre Fermat, cf. Fritz (1945) and Wirth (2004, 2005).
Recently, the question arose whether the built-in semantic-length ordering can be used in recur-
sive definitionswith critical-pairs that are complementary in built-in predicates. Otherwise, specifica-
tions would need in addition to the semantic-length ordering many sub-orderings of it for recursive
specification, e.g. an extra predicate for the ordering of the natural numbers, and similarly for any
inductive data type. This multiplication of predicates would confuse human beings interacting with
the theorem prover and deprive the automatic proof search of its built-in power. Moreover, leading
scientists from functional logic programming and automated theorem proving have asked for a more
readable presentation of the confluence result of Kühler and Wirth (1996) with a complete proof.
This paper satisfies these demands and shows how a positive answer can be given to the
question on the admissibility of critical pairs that are complementary in arbitrary built-in predicates
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on constructors. In addition, we show for specifications with constructors that extra variables in
conditional equations can be treated within the same framework in a more natural and – regarding
the intended application – also more general way than it is usually done, e.g. according to Avenhaus
and Loría-Sáenz (1994a), Hanus (1994), Padawitz (1993), and Suzuki et al. (1995).
The main contributions of this paper are: To the best of our knowledge, the only critical-pair
theorems stating (shallow) confluence of CTRSs that may be non-terminating and have non-trivial
critical overlaps with feasible conditions (Section 4), the novel notion of binding of extra variables
for specifications with constructors (Section 7), and an effectively testable criterion for infeasibility of
critical pairs (Section 8), resulting in an effectively testable admissibility condition which guarantees
the consistency of non-terminating recursive specifications with CTRSs in the QuodLibet system.
The paper is organized as follows:We introduce shallow confluence (Section 2.3); critical overlaps,
pairs, and peaks (Section 2.4); and constructors and fulfilledness of conditions (Section 3).We present
a critical-pair criterion in Section 4, which requires the critical pairs to satisfy some undecidable
joinability conditions, and prove it to be sufficient for shallow confluence in Section 5. After specifying
the requirements of the area of intended application (Section 6),we treat extra variables and infeasible
conditions of critical pairsmodularly bydesigningnovel but very natural notions of binding (Section 7)
and complementarity (Section 8). In Section 9 we show how to get an effectively decidable criterion
that serves as admissibility condition for recursive function definitions in our inductive theorem
prover QuodLibet. In Section 10 we compare our results with the outstanding ones in the literature
on confluence of non-terminating CTRSs. Finally, we conclude in Section 11 and list open problems in
Section 12.
2. Basic notions and notation
We follow standard mathematical writing style, cf. Gillman (1987).
We try to be self-contained in this paper. In case we should omit some required information,
we refer the reader to the extensive surveys on term rewriting of Avenhaus and Madlener (1990),
Dershowitz and Jouannaud (1990), Klop (1992), and Plaisted (1993). Moreover, the introduction to
positive/negative-conditional TRSs of Wirth and Gramlich (1994a) may be helpful.
‘N’ denotes the set of natural numbers and ‘<’ the ordering on N. The reflexive, symmetric,
transitive, and reflexive & transitive closure of a (binary) relation−→will be denoted by =−→,←→,
+−→, and ∗−→, respectively. v andw are called joinable w.r.t.−→ if v↓w, i.e. if v ∗−→ ◦ ∗←−w.
The domain of−→ is dom(−→) := { s | ∃t. s−→t }
The image of a class A under−→ is 〈A〉−→ := {b | ∃a∈ A. a−→b}
The notation for relations is precisely reused for functions, which are considered to be right-unique
binary relations. We use ‘unionmulti’ for the union of disjoint classes.
2.1. Terms and substitutions
The set of positions of a term t is denoted by POS(t). For p ∈ POS(t), the subterm at position p
is denoted by t/p, and if s is a term of the same type as t/p, then t[ p← s ] is again a term of
the same type as t with t[ p← s ]/p = s. Let us be complete and concrete: Positions are
lists of positive natural numbers. The root or top position is the empty list ∅, i.e. t/∅= t and
t[ ∅ ← s ] = s. Moreover, for i ∈ {1, . . . , n}, f (t1, . . . , tn)/ip= ti/p and f (t1, . . . , tn)[ ip← s ] =
f (t1, . . . , ti−1, ti[ p← s ], ti+1, . . . , tn). A set Π of positions is parallel if for all p0 ∈ Π and
p1 ∈ Π\{p0} we have that p0 is not a prefix of p1, i.e. p0q 6= p1 for all q. For a parallel set of positions
Π ⊆ POS(t) we define t[ p← sp | p∈Π ] to be t[ q1 ← sq1 ] · · · [ q |Π | ← sq |Π | ] for an arbitrary
bijection q : {1, . . . , |Π | } → Π .
Let V be an infinite set of variables, which must not be used for binding, such as in λ- or ε-
terms, which are not subject of the current version of this paper; cf. Barendregt (1984), Hilbert and
Bernays (1968/70), and Wirth (2008). We use T (X) to denote the set of terms over the signature Σ
whose variables are from X ⊆ V. We assume that each type (also called sort for first-order
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TRSs) has a single subtype, called its constructor subtype. The set of variables of these constructor
subtypes is the set VC ⊆ V of constructor variables. The set of signature symbols from constructor
subtypes to constructor subtypes is the set ΣC ⊆ Σ of constructor (function) symbols. The set of
constructor terms TC(X)⊆ T (X) is the set of terms with signature symbols from ΣC and variables
from VC ∩ X. For Γ being a term, formula, sequent, etc., we use V(Γ ) to denote the set of variables
occurring in Γ , and VC(Γ ) for VC ∩ V(Γ ).
Let σ be a substitution, i.e. a function from variables to terms. We say that σ is a substitution on Y
if dom(σ ) ⊆ Y . Note that for σ := {x7→x}, we have dom(σ )={x} instead of dom(σ )=∅. If
we declare a substitution as σ : Y → T (X), this means that dom(σ )= Y and that T (X) is the co-
domain of σ . With ‘Γ σ ’ we denote the result of replacing each occurrence of a variable x ∈ dom(σ )
in Γ with σ(x).
Requirement 1 (VC). Any substitution σ respects types and subtypes, especially 〈VC〉σ ⊆ TC(V). 
Corollary 2. For u ∈ TC(V) and σ : V(u)→ T (X), we have uσ ∈ TC(X). 
A substitution σ is a most general unifier of two terms u0, u1 on Y if u0σ = u1σ and, for all
µ : V→ T (V) with u0µ= u1µ, there is a ν : V→ T (V) such that (xσ)ν= xµ for all x ∈ Y . Note
that a most general unifier always exists for unifiable terms, although each of our types has a single
constructor subtype. Indeed, in the subsuming framework of order-sorted signatures, our signatures
are ‘‘downward unique’’ and thus admit unitary unification according to Theorem9.5 of Waldmann
(1989b).
Let us describe our term syntaxwithin the order-sorted framework of Gogolla (1983, 1984), Smolka
et al. (1989), and Waldmann (1989a): Each general sort s ∈ S has a constructor sub-sort sC 6∈ S. No
other sub-sort relations are given but sC ≺ s for s∈ S. Each function symbol f ∈ Σ must receive a
single declaration of the form f : s0→ · · · → sn with n∈N and, for i ∈ {0, . . . , n}, si ∈ S. Each
constructor function symbol f ∈ ΣC declared that way comes implicitly with the second declaration
f : s0,C→ · · · → sn,C . The sets of variables Vs and Vs′C must all be infinite and mutually disjoint
for s, s′ ∈ S, with Vs ⊆ V\VC and Vs′C ⊆ VC . A general variable Y ∈ Vs is declared as Y : s.
And a constructor variable x ∈ Vs′C is declared as x : s′C . As a consequence, TC(X) is just the set of
terms t ∈ T (X)with t : sC for some s∈ S.
Cf. Note 8 for a general way to satisfy Requirement 1 in many-sorted specifications without
constructor variables, which results in less readable terms, however. Cf. e.g. Kühler andWirth (1996)
for more on signatures. Cf. Section 3 for further substantial information on constructors.
The length of a term is |x| = 1 for x ∈ V, and |f (t1, . . . , tm)| = 1+ |t1| + · · · + |tm| . A term is
ground if no variable occurs in it. A term is linear if each variable occurs at most once in it.
2.2. TRSs
A (conditional) equation is a triple l= r←−C consisting of two terms of the same type, namely the
left-hand side l and the right-hand side r , and the condition C . It is to be interpreted as: ‘‘For all variables
from V(l= r←−C), the left-hand side l is equal to the right-hand side r if the condition C holds’’. But
semantics is not really our subject here; cf. Kühler and Wirth (1996), Wirth (1997), and Wirth and
Gramlich (1994b) for semantics. If the condition is empty, i.e. if C =∅, the equation is unconditional
and we simply write l=r instead of l= r←−C . An (unconditional) TRS is a set of unconditional
equations. A CTRS is a set of (conditional) equations.
A CTRS is ground if all its terms are ground. A CTRS is left-linear if all its left-hand sides are linear
terms.
We are going to define a term rewrite or reduction relation for a CTRS R and a set of variables X ⊆ V.
As we will not instantiate the variables from X in the reduction relation (as would be required
for considering stability under substitution), the elements of X are to be considered as unknowns,
parameters, or free generators. For instance, in QuodLibet, the set X is set to V\VC for semantical
reasons described by Kühler and Wirth (1996) (
∗←→R,X becomes equality in all data models), and
TC(X) becomes the set of constructor ground terms.
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Definition 3 (Reduction Relation,−→R,X,i,p ). Let us define our reduction relation −→R,X top-down,
inductively over the condition-recursion depth i, and modulo the property of fulfilledness of
Definition 22.
−→R,X :=
⋃
i∈N
−→R,X,i .
For s, t ∈ T (X) and i ∈ N, we define s−→R,X,i t if s−→R,X,i,p t for some p ∈ POS(s).−→R,X,0,p := ∅.
s−→R,X,i+1,p t if there are (l= r←−C) ∈ R and a substitution µ : V(l= r←−C)→ T (X), such that
s/p = lµ and t = s[ p← rµ ] and Cµ is fulfilledw.r.t.−→R,X,i and TC(X). 
The notion of fulfilledness may remain abstract up to Section 3. The only thing we need right
now is that the operator that maps a relation −→ to the conditions fulfilled w.r.t. −→ and TC(X)
is monotonic, i.e. that a bigger −→ results in more conditions being fulfilled w.r.t. −→ and TC(X).
Then a trivial induction shows:
Corollary 4. For i, j ∈ N with i≤ j we have −→R,X,i ⊆ −→R,X,j ⊆ −→R,X . 
Corollary 5 (Destructing Derivations). If s−→R,X,n,pq t, then s/p−→R,X,n,q t/p and t = s[ p← t/p ]. 
Corollary 6 (Constructing Derivations). (1) If t/p−→R,X,n,qu, then we have t−→R,X,n,pq t[ p← u ].
(2) LetΠ ⊆ POS(t) be a parallel set of positions.
If t/p
∗−→R,X,nup for each p ∈ Π , then we have t ∗−→R,X,n t[ p← up | p∈Π ]. 
A variable in V(r, C) \ V(l) is called an extra variable of the equation l= r←−C . According to
the occurrences of extra variables in their equations, the following taxonomy of CTRSs (restricting all
their equations) is not mnemonic but folklore, cf. e.g. Hanus (1994) and Suzuki et al. (1995):
1-CTRS No extra variables: V(r, C) ⊆ V(l).
2-CTRS Extra variables only in the conditions: V(r) ⊆ V(l).
3-CTRS Extra variables must occur in the condition of their equation: V(r) ⊆ V(l, C).
4-CTRS No restriction on extra variables.
We will use n-CTRS both as a noun and as an adjective.
Definition 7 (Normality; Bergstra and Klop (1986)). A CTRS R is normal if the right-hand sides u2 of
the equations (u1= u2) listed in the conditions C of the conditional equations (l= r←−C) ∈ R are
ground terms which are irreducible w.r.t. R. (For decidability reasons, this irreducibility requirement
is typically strengthened to irreducibility w.r.t. the associated unconditional TRS, which has all
conditions removed, assuming them to be always fulfilled.) 
The following two examples constitute our running example of a non-normal 3-CTRS which our
criteria will finally recognize as shallow confluent.
Example 8 (A Shallow Confluent CTRS). For the examples of the whole paper, we declare the types of
the following constructor variables (from VC , cf. above Requirement 1) to be given as follows:
x, y, z1, z2, z3, z ′1, z
′
2, r, r
′, q, q′ : natC ; p1, p2 : termC ; k1, k2 : list(term)C .
The general variables (from V\VC), however, range over arbitrary terms of their sorts:
X, Y : nat; B1, B2 : bool; T : term; L : list(term).
Let R8 denote the CTRS consisting of the following (conditional) equations:
(plus1) x+ 0 = x
(plus2) x+ s(y) = s(x+y)
(minus1) x− 0 = x
(minus2) s(x)− s(y) = x−y
(divrest1) divrest(x, y) = (0, x) ←− x< y
(divrest2) divrest(x, y) = (s(q), r) ←− y≤ x, y 6= 0, divrest(x−y, y)= (q, r)
(div21) div2(x, y, false) = div2tail(x, y, 0, 0, 0, false)←− y 6= 0
(div22) div2(x, y, true) = div2tail(x, y, 0, 0, 0, false)←−
y 6= 0, div2tail(x, y, 0, 0, X, true)= z1
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(div2tail1) div2tail(x, y, z1, z2, z3, B1) = z1 ←− x= z2
(div2tail2) div2tail(x, y, z1, z2, z3, false) = div2tail(x, y, s(z1), z2+y, z3, false) ←− x 6= z2
(div2tail3) div2tail(x, y, z1, z2, s(z3), true) = div2tail(x, y, s(z1), z2+y, z3, true) ←− x 6= z2
(well1) well(var(x)) = true
(well2) well(app(x, L)) = false ←− arity(x)=z1, length(L)=z2, z1 6=z2
(well3) well(app(x, L)) = welltail(L) ←− arity(x)=z1, length(L)=z2, z1=z2
(welltail1) welltail(nil) = true
(welltail2) welltail(cons(T , L)) = false ←− well(T )=false
(welltail3) welltail(cons(T , L)) = welltail(L) ←− well(T )=true
(length1) length(nil) = 0
(length2) length(cons(T , L)) = s(length(L)) (mbp1) mbp(T , nil) = false
(or1) or(false, B2) = B2
(or2) or(B1, false) = B1
(or3) or(true, B2) = true
(or4) or(B1, true) = true
(and1) and(false, B2) = false
(and2) and(B1, false) = false
(and3) and(true, B2) = B2
(and4) and(B1, true) = B1.
We have ΣC 3 true, false, 0, s, (_, _), nil, cons, var, app, and Σ\ΣC 3 _+_, _−_, divrest, div2,
div2tail,well,welltail, length,mbp, or, and, arity.
The domains are the Boolean values bool given by the constructors true, false : bool, the
natural numbers nat given by the constructors zero 0 : nat and successor s : nat→ nat, pairs
over natural numbers (nat, nat) given by the constructor (_, _) : nat→ nat→ (nat, nat), lists of
terms list(term) given by the constructors nil : list(term) and cons : term→ list(term)→ list(term),
and terms term given by the constructors var : nat→ term (mapping a natural number to a variable)
and app : nat→ list(term)→ term, constructing a term from a natural number encoding a function
symbol and a list of terms.
There are addition _+_, minus _−_, and two division functions divrest(_, _) and div2(_, _, _).
The function divrest computes a pair consisting of the quotient and the remainder. The function
div2 computes only the quotient. Notice that div2(x, y, false) terminates only if the remainder is 0.
Although div2(x, y, true) has the same domain, it terminates, however, because it guesses a number
of steps in X and then limits the number of computation steps by X .
Moreover, there is a well-formedness predicate well(_) that checks whether the number of
arguments of each function symbol in a term is equal to its arity according to the partial function
arity(_). Furthermore, there is an incomplete definition of the member predicate mbp(_, _) on lists
of terms list(term), which will be extended in what follows in different ways. Finally, there are
definitions of Boolean disjunction or(_, _) and conjunction and(_, _), which are non-strict, i.e. which
may return defined values (i.e. constructor terms) even when some arguments are undefined.
Notice that minus, divrest, div2, well, and mbp are partial due to the specifying case analysis
(minus andmbp syntactically, the others by their conditions), whereas div2 is also partial due to non-
termination. Note that we could give examples of necessary non-termination (such as the universal
Turing machine of the proof of Lemmas 7.1 and 7.2 of Wirth and Gramlich (1994a)), but div2 suffices
for our purposes here. Partial and lazy incremental specification is important for inductive theorem
proving in practice; cf. Löchner (2006) and Wirth (2006).
Furthermore, in the equation (divrest2) we have an example of a binding equation, namely
divrest(x−y, y)= (q, r), which introduces the extra variables q, r , which do not occur in the function-
call divrest(x, y) of the left-hand side, but are then used to describe the return-value (s(q), r) of the
right-hand side. In the equations (well2) and (well3)we find the binding equations arity(x)= z1 and
length(L)= z2, binding the extra variables z1 and z2 for later use in the same condition list. 
Example 9. Let the CTRS R9 consist of R8 of Example 8 plus:
(mbp2) mbp(p1, cons(p2, L)) = true ←− p1=p2
(mbp3) mbp(p1, cons(p2, L)) = mbp(p1, L) ←− p1 6=p2.
Notice that the equations (mbp3) and (mbp2) have a negative condition and are not normal
(cf. Definition 7), respectively. Together with (mbp1) from Example 8 they provide us with a most
natural definition of membership in lists. It is also one with the minimal number of defined function
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symbols. We consider it to be obvious that the exclusion of this specification of membership in lists
by admissibility conditions (such as normality or the ones of Suzuki et al. (1995); cf. Section 10.2 of
this paper) would constrict CTRSs to be a more or less theoretical enterprise. Cf. Section 6 for further
discussion on this. 
2.3. Confluence
Definition 10 (Commutation and Confluence).
◦
1
∗ /
0 ∗

t1
0 ∗

◦
1
/
0

t1
0 ∗

◦
1
/
0

t1
0 ∗

t0
1
∗ /
commutation
◦ t0
1
∗ /
local commutation
◦ t0
1
= /
strong commutation
of−→1 over−→0
◦
−→0 and−→1 are commuting if ∀t0, t1. (t0 ∗←−0 ◦ ∗−→1 t1 ⇒ t0 ∗−→1 ◦ ∗←−0 t1).
−→0 and−→1 are locally commuting if ∀t0, t1. (t0←−0 ◦ −→1 t1 ⇒ t0 ∗−→1 ◦ ∗←−0 t1).
−→1 strongly commutes over −→0 if ∀t0, t1. (t0←−0 ◦ −→1 t1 ⇒ t0 =−→1 ◦ ∗←−0 t1).
A single relation−→ is [locally] confluent if −→ and−→ are [locally] commuting.
It is strongly confluent if −→ strongly commutes over−→. 
Corollary 11. The following three properties are logically equivalent:
(1) −→1 strongly commutes over−→0 .
(2) −→1 strongly commutes over +−→0 .
(3) −→1 strongly commutes over ∗−→0 .
Moreover, each of them implies that−→0 and−→1 are commuting. 
State-of-the-art for showing the compatibility of CTRSs with well-founded orderings are the
termination pairs of Geser (1994), Wirth and Gramlich (1994a), and Wirth (1997), described first in
Wirth et al. (1993). Even if a reduction relation is defined by a CTRS which is not known to satisfy
any such compatibility, however, a confluence proof can still proceed by induction over the depth of
the recursion into the fulfilledness of the conditions. The main notions of confluence resulting from
such proofs are level and shallow confluence. Level confluence, however, is too weak to be helpful in
the variable-overlap cases of confluence proofs, unless the variables in the conditions of equations are
restricted to be constructor variables only.
Definition 12 (Level Confluence). Letm ∈ N. R,X is level confluent up to m if
∀n∈N. ∀v,w.
((
n ≤ m
∧ v ∗←−R,X,n ◦ ∗−→R,X,nw
)
⇒ v↓R,X,nw
)
.
R,X is level confluent if R,X is level confluent up tom for allm∈N. 
Definition 13 (Shallow Confluence). Letm ∈ N. R,X is shallow confluent up to m if
∀n0, n1 ∈N. ∀v,w.
((
n0+n1 ≤ m
∧ v ∗←−R,X,n0 ◦
∗−→R,X,n1w
)
⇒ v ∗−→R,X,n1 ◦
∗←−R,X,n0w
)
.
R,X is shallow confluent if R,X is shallow confluent up tom for allm∈N. 
Corollary 14. If R,X is shallow confluent [up to 2m], then R,X is level confluent [up to m].
If R,X is level confluent, then−→R,X is confluent. 
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Lemma 15. Let n0, n1 ∈ N. Assume that R,X is shallow confluent up to n0+n1.
(1) If n0≤ n1 and s′0 ∗←−R,X,n0 s0
∗−→R,X,n1 t0, then s′0↓R,X,n1 t0.
(2) If n0≤ n1 and s′0 ∗←−R,X,n0 s0
∗−→R,X,n1 t0
∗←−R,X,n1 s1
∗−→R,X,n0 s′1, then s′0↓R,X,n1 s′1.
(3) If s′0
∗←−R,X,n0 s0
∗−→R,X,n1 t2 6∈ dom(−→R,X), then s′0
∗−→R,X,n1 t2.
(4) If s′0
∗←−R,X,n0 s0
∗−→R,X,n1 t0
∗←−R,X,n1 s1
∗−→R,X,n0 s′1 and s1
∗−→R,X,n1 t1 6∈ dom(−→R,X),
then s′0↓R,X,n1 s′1. 
Proof.
(1): Consider the peak s′0
∗←−R,X,n0 s0
∗−→R,X,n1 t0. By shallow confluence up to n0+n1, we get
s′0
∗−→R,X,n1 ◦
∗←−R,X,n0 t0 and then due to n0≤ n1 and Corollary 4 s′0↓R,X,n1 t0.
(2): By (1) we get s′0
∗−→R,X,n1 t1
∗←−R,X,n1 t0 for some t1. Consider the peak t1
∗←−R,X,n1 s1
∗−→R,X,n0 s′1. By
(1) again we get s′0
∗−→R,X,n1 t1↓R,X,n1 s′1 as desired.
(3): Consider the peak s′0
∗←−R,X,n0 s0
∗−→R,X,n1 t2. By shallow confluence up to n0+n1, we get
s′0
∗−→R,X,n1 t3
∗←−R,X,n0 t2 for some t3. By t2 6∈ dom(−→R,X) and Corollary 4, we have t3 = t2.
(4): In the case of n0≤ n1 the proof is finished due to (2). Thus, we may assume n1+n1 < n0+n1
and shallow confluence of R,X up to n1+n1.
s′0
∗
n1
'
s0∗
n0o ∗
n1
/ t0
∗n1

s1
∗
n1
   
  
  
  
∗
n0
/∗
n1o s′1
∗
n1
wt1
Consider the peak t0
∗←−R,X,n1 s1
∗−→R,X,n1 t1. By (3), we get t0
∗−→R,X,n1 t1.
Consider the peak s′0
∗←−R,X,n0 s0
∗−→R,X,n1 t1. By (3), we get s′0
∗−→R,X,n1 t1.
Consider the peak t1
∗←−R,X,n1 s1
∗−→R,X,n0 s′1. By (3), we get s′1
∗−→R,X,n1 t1. 
2.4. Critical peaks
Critical pairs and peaks (generated by critical overlaps) are means to localize the possible sources
for the destruction of local confluence.
Definition 16 (Critical Overlaps, Critical Peaks, Overlay Systems, CP(R)). For finite sets of variables
X, Y ⊆ V, let ξX,Y be a fixed bijection ξX,Y : V→ V, such that both ξX,Y and ξ−1X,Y are substitutions
(cf. Requirement 1), and such that ξX,Y maps X away from Y , i.e. 〈X〉ξX,Y ∩ Y = ∅.
A critical overlap is a quadruple(
l0= r0←−C0, l1= r1←−C1, p, σ
)
where, for every i ∈ {0, 1}, li= ri←−Ci is an (conditional) equation, p is a non-variable position of l1
(i.e. p∈POS(l1) and l1/p 6∈V), and σ is a most general unifier of the renamed left-hand side l0ξX0,X1
and the subterm l1/p on 〈X0〉ξX0,X1 unionmulti X1 for Xi := V(li= ri←−Ci).
This critical overlap is trivial if l1[ p← r0ξX0,X1 ]σ = r1σ . Otherwise, it is non-trivial.
It is an overlay if p=∅. It is a non-overlay if p 6= ∅.
It is a self-overlay if p=∅ and (l0= r0←−C0) = (l1= r1←−C1).
In case of p=∅ for the above overlap, the symmetric overlay of the overlay
(l0= r0←−C0, l1= r1←−C1, ∅, σ )
is the overlay (l1= r1←−C1, l0= r0←−C0, ∅, σ ′),
where σ ′ is a most general unifier of l1ξX1,X0 and l0 on 〈X1〉ξX1,X0 unionmulti X0.
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A CTRS R is an [self-] overlay system if all critical overlaps of the (conditional) equations in R are [self-]
overlays.
If the above critical overlap is non-trivial, it generates the critical peak((
l1[ p← r0ξX0,X1 ]σ , C0ξX0,X1σ
)
,
(
r1σ , C1σ
)
, l1σ , p
)
.
The pair of the first two components of a critical peak is a critical pair. A critical peak augments a
critical pair with a peak term l1σ , and an overlap position p.
We depict it as follows:
l1σ
C1σ /
C0ξX0,X1σp

r1σ
l1[ p← r0ξX0,X1 ]σ
The set of all critical peaks of the (conditional) equations of R is denoted by CP(R). 
We call a critical peak an [self-] overlay if its generating critical overlap is an [self-] overlay,
although this is formally incorrect for self-overlays because the critical peak itself does not provide
the data for defining this property. The symmetric overlay of an overlay critical peak is the critical peak
of the symmetric overlay of its generating critical overlap. This is again formally incorrect for the same
reason.
Note that the critical pair of a critical peak is ordered: For non-overlay critical peaks, the first
component results from the inner redex and the second from the outer. For self-overlay critical peaks,
the first component is the one with the renamed extra variables.
Furthermore, any overlay critical peak which is not a self-overlay has a twin in its symmetric
overlay, where, roughly speaking, the two components of the critical pair are interchanged. More
precisely, in the presence of extra variables, the symmetry of the critical peaks of a symmetric overlay
may only be given modulo a renaming; cf. the last two critical peaks in Example 17 below.
Finally, no matter whether we refer to critical overlaps or peaks, the symmetric overlay of a self-
overlay is the self-overlay itself; cf. the 1st critical peak in Example 17.
Example 17 (Critical Peaks). The CTRS R9 of Example 9 is an overlay system. This is typical for
recursive function definitions. The 1st overlay in CP(R9) is a self-overlay of (divrest2), the 2nd and
3rd are the pair of symmetric overlays of (divrest1) and (divrest2):
divrest(x, y)
y≤ x, y 6= 0, divrest(x−y, y)= (q, r) /
y≤ x, y 6= 0, divrest(x−y, y)= (q′, r ′)∅

(s(q), r)
(s(q′), r ′)
divrest(x, y)
y≤ x, y 6= 0, divrest(x−y, y)= (q, r) /
x< y∅

(s(q), r)
(0, x)
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divrest(x, y)
x< y /
y≤ x, y 6= 0, divrest(x−y, y)= (q, r)∅

(0, x)
(s(q), r)
Moreover, the equation (div2tail1) produces two pairs of symmetric overlays with (div2tail2) and
(div2tail3). So do (welltail2) and (welltail3) as well as (mbp2) and (mbp3). The 12th and 13th critical
peaks are the pair of symmetric overlays of (well2) and (well3):
well(app(x, L))
arity(x)=z1, length(L)=z2, z1=z2 /
arity(x)=z ′1, length(L)=z ′2, z ′1 6=z ′2∅

welltail(L)
false
well(app(x, L))
arity(x)=z1, length(L)=z2, z1 6=z2 /
arity(x)=z ′1, length(L)=z ′2, z ′1=z ′2∅

false
welltail(L)
This completes the critical peaks in CP(R9). In Example 67wewill show that all the critical peaks of R9
are harmless to confluence. 
Remark 18 (Trivial Overlaps do Not Result in Critical Peaks). In Definition 16, we do not admit trivial
critical overlaps to result in critical peaks because in those contexts where trivial overlaps have to be
considered, non-trivial overlaps typically have to be excluded anyway, so that we do not need critical
peaks in addition to critical overlaps in those contexts at all. Cf., however, Remark 19. 
Remark 19 (Non-Trivial Self-Overlays Do result in Critical Peaks). According to Definition 16, the self-
overlay of an equation with extra variables in the right-hand side is non-trivial and results in a critical
peak, such as the first one in Example 17. This has three reasons:
Conceptual: A critical peak from a non-trivial (cf. Remark 18) self-overlay describes the localization
of a possible source for the destruction of local confluence. And this is exactly the conceptual
essence of critical pairs and peaks.
Practical: The critical peaks from self-overlays play an important rôle in this paper.
Traditional: The standard handbook articles of Dershowitz and Jouannaud (1990) and Klop (1992)
include self-overlays in the definition of critical pairs for conditional TRSs.
For unconditional TRSs, however, a self-overlay is defined not to result in a critical pair according to
Klop (1992). That non-trivial self-overlays cannot destroy confluence in the frameworks of Suzuki
et al. (1995) and Hanus (1994) (discussed in detail in Section 10) is an interesting result, but does not
deprive self-overlays of their conceptual importance. 
3. Special settings for this paper: Constructors and fulfilledness
Let us describe the special settings of this paper which are presupposed in the following; namely
the irreducibility of constructor terms and the possible conditions of conditional equations and their
fulfilledness.
Operationally, the set TC(X) of constructor terms guarantees irreducibility also in future consistent
extensions of the specification. Semantically, TC(X) is intended to denote the defined terms, data
objects, or really existing objects. For the involved motivations behind this cf. Hobbs (1996), Kühler
and Wirth (1996), Section6 of Padawitz (1988), and Padawitz (2000).
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Requirement 20 (ΣC). For any CTRS R and each (l= r←−C) ∈ R, we require that any left-hand
side lmust contain a non-constructor function symbol from Σ \ΣC . 
By Requirement 20, no left-hand side can match a term from TC(V). Thus we have:
Corollary 21. dom(−→R,X) ⊆ T (X) \ TC(X). 
We assume that our conditions are conjunctive lists of literals of the following five forms: (u1=u2),
(u1 6=u2), (Def u), P(u1, . . . , un), ¬P(u1, . . . , un), where P is an n-ary predicate on the fixed setTC(X).
As these predicates are not specified by the CTRSs butmust be given by additionalmeans,we call them
built-in predicates.
Actually, by abuse of notation, each P has a syntactical and a semantical aspect, which can
easily be distinguished in our context even without a different notation: the symbol P : s1, . . . , sn
in our formal language (forming the literal P(u1, . . . , un) for any terms ui ∈ T (X)si ); and the
relation P ⊆ TC(X)s1 × · · · × TC(X)sn in theΣC+VC-reduct of the (sorted) free term algebra over X.
We may have arbitrarily many such predicates P on TC(X) of arbitrary arity, cf. Note 2.
Definition 22 (Fulfilledness). (1) A condition is fulfilled w.r.t. −→ and TC(X) if all its literals are
fulfilled w.r.t.−→ and TC(X).
(2) (u1=u2) is fulfilled w.r.t.−→ and TC(X) if u1↓u2.
(3) (u1 6=u2) is fulfilled w.r.t.−→ and TC(X) if u0 ∗−→uˆ0 6= uˆ1 ∗←−u1 for some uˆ0, uˆ1 ∈ TC(X). Note
that 6= can be seen as the built-in inequality predicate on TC(X).
(4) (Def u) is fulfilled w.r.t. −→ and TC(X) if there is a uˆ ∈ TC(X) such that u ∗−→uˆ. Note that Def
(‘‘definedness’’) can be seen as the built-in universal predicate on TC(X). As its negation cannot be
fulfilled, ¬(Def u) is not admitted as a condition literal.
(5) P(u1, . . . , un) is fulfilled w.r.t. −→ and TC(X) if there is an index set I ⊆ {1, . . . , n} such that,
setting J := {1, . . . , n}\I , there are uˆi ∈ TC(X) with ui ∗−→uˆi for each i ∈ I , such that, for all
(uˆj)j∈J with ∀j∈ J. (uˆj ∈ TC(X)), it is the case that P(uˆ1, . . . , uˆn) is effectively known to hold.
(6) ¬P(u1, . . . , un) is fulfilled w.r.t.−→ and TC(X) if there is an index set I ⊆ {1, . . . , n} such that,
setting J := {1, . . . , n}\I , there are uˆi ∈ TC(X)with ui ∗−→uˆi for each i ∈ I , such that, for all (uˆj)j∈J
with ∀j∈ J. (uˆj ∈ TC(X)), it is the case that P(uˆ1, . . . , uˆn) is effectively known not to hold. 
The reason why we admit I to be a proper subset of {1, . . . , n} is that, e.g. for
P(u1, u2, u3, u4)
being a lexicographic ordering such as
(u1, u2) < (u3, u4),
it should be sufficient that u1 reduces to a shorter term in TC(X) than u3, even if u2 does not reduce to
any term of TC(X) at all. Choose I := {1, 3}. Then
(0, 0− s(0)) < (s(0), 0− s(s(0)))
is fulfilled, disregarding the undefined terms in the second elements of the pairs, simply because we
have
(0, uˆ2) < (s(0), uˆ4)
for all (uˆj)j∈{2,4} with ∀j∈ {2, 4}. (uˆj ∈ TC(X)).
Let us assume that−→ is confluent. Then u1↓u2 iff u1 ∗←→u2. Thus, equality literals are tested
for equality in the quotient modulo
∗←→. Moreover, P(u1, . . . , un) and ¬P(u1, . . . , un) cannot both
be fulfilled w.r.t. a confluent−→ and a set TC(X) of irreducible terms, because an argument with an
index in the intersection of the two index sets would have to have two different normal forms; cf. the
proof of Lemma 62 for more details. But fulfilledness of P(u1, . . . , un) and ¬P(u1, . . . , un) does not
have to satisfy tertium non datur, cf. Note 3.
As the reference to the reduction relation −→ will vary a lot, whereas TC(X) will be constant or
clear from the context, in what follows we will often speak of ‘‘fulfilledness w.r.t. −→’’ where we
would actually have to speak of ‘‘fulfilledness w.r.t.−→ and TC(X)’’.
Finally, note that fulfilledness is monotonic, indeed, as presupposed for the validity of Corollary 4.
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4. Main theoretical result
The reader interested in practical applications may skip the details of Sections 4 and 5, but should
read Definitions 23 and 30 and Corollary 36 of Section 4 before he continue with Section 6.
4.1. Weak-quasi-normality and the Variable-Overlap Lemma
While the requirement of normality (cf. Definition 7) is a strong restriction on the form of CTRSs
(cf. the discussions in Sections 6 and 7.3), its weak form of quasi-normality only disallows that both
the left-hand side and the right-hand side of an equation in a condition are undefined objects in the
sense of Definition 22. Quasi-normality can easily be achieved for constructor-based specifications in
practice. Indeed, all confluent example specifications in this paper are quasi-normal.
Definition 23 ([Weak-] Quasi-Normality). Let R be a CTRS and X ⊆ V.
A condition C is [weak-] quasi-normal w.r.t. R,X if for all (u0=u1) listed in C:
• [V(u0, u1) ⊆ VC or]
• for all µ : V(C)→ T (X) for which Cµ is fulfilled w.r.t. −→R,X and TC(X), there is an i ∈ {0, 1}
such that (Def uiµ) occurs in Cµ or that uiµ∈ TC(X).
R,X is [weak-] quasi-normal if C is [weak-] quasi-normal w.r.t. R,X for all (l= r←−C) ∈ R. 
Lemma 24 (Variable-Overlap Lemma). Let n0, n1 ∈ N. Let (l= r←−C) ∈ R. Let µ, ν : V(l= r←−C)
→ T (X). If R,X is shallow confluent up to n0+n1, C is weak-quasi-normal w.r.t. R,X, Cµ is fulfilled
w.r.t. −→R,X,n1 and TC(X), and ∀x∈V(C). (xµ
∗−→R,X,n0 xν); then lν−→R,X,n1+1 rν and Cν is fulfilled
w.r.t.−→R,X,n1 and TC(X). 
Proof. It suffices to show, for each literal L in C , that Lν is fulfilledw.r.t.−→R,X,n1 under the assumption
that Cµ is fulfilled w.r.t.−→R,X,n1 ; cf. Definition 22.
L = (u0=u1): By ∀x∈V(C). xµ ∗−→R,X,n0 xν and Corollary 6, we get
u0ν
∗←−R,X,n0 u0µ↓R,X,n1 u1µ
∗−→R,X,n0 u1ν.
As C is assumed to be weak-quasi-normal w.r.t. R,X, we have to distinguish the following cases:
Firstly, in the case of V(u0, u1) ⊆ VC , by Corollary 2 we have for all x ∈ V(u0, u1): xµ∈ TC(X).
Then, by Corollaries 4 and 21, we have u0ν= u0µ↓R,X,n1 u1µ= u1ν.
Secondly, if there is is an i ∈ {0, 1} such that (Def uiµ) occurs in Cµ or that uiµ∈ TC(X), then
there is a vˆ ∈ TC(X) with uiµ ∗−→R,X,n1 vˆ. By Corollary 21 and Lemma 15(4), we get the desired
u0ν↓R,X,n1 u1ν again.
L = (u0 6=u1): For i ∈ {0, 1}, there are uˆi ∈ TC(X) with uiν ∗←−R,X,n0 uiµ
∗−→R,X,n1 uˆi and uˆ0 6= uˆ1. By
Corollary 21 and Lemma 15(3), we get uiν
∗−→R,X,n1 uˆi.
L = (Def u): Then there is a vˆ ∈ TC(X) with uν ∗←−R,X,n0 uµ
∗−→R,X,n1 vˆ. By Corollary 21 and
Lemma 15(3), we get uν
∗−→R,X,n1 vˆ.
L = [¬]P(u1, . . . , uk): For i ∈ I , there are uˆi ∈ TC(X) with uiν ∗←−R,X,n0 uiµ
∗−→R,X,n1 uˆi and
P(uˆ1, . . . , uˆk) [not] holding for all (uˆj)j∈J with ∀j∈ J.
(uˆj ∈ TC(X)). By Corollary 21 and Lemma 15(3), we get uiν ∗−→R,X,n1 uˆi for all i ∈ I . 
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4.2. Shallow parallel joinabilities
Definition 25 (Parallel Reduction,−→q R,X,n,Π ; Huet (1980, p. 814)). We define the parallel reduction
relation−→q R,X on T (X) top-down as follows: −→q R,X := ⋃
i∈N
−→q R,X,i.
For n ∈ N: s−→q R,X,nt if there is someΠ such that s−→q R,X,n,Π t .
By recursion over the cardinality ofΠ in the ordering of the natural numbers:
s−→q R,X,n,Π t if
Π =∅ and s= t , or
Π 6= ∅, Π ⊆ POS(s) is a parallel set of positions, and, for each p ∈ Π , there is an s′p such that
s−→R,X,n,ps′p−→q R,X,n,(Π\{p}) t . 
Note that the idea of parallel reduction simplifies to order-independent sequential reduction in
Definition 25. The order-independencemay be removed from the definition and stated as a corollary:
Indeed, the ‘‘for each p ∈ Π ’’ could be replaced with ‘‘for some p ∈ Π ’’ in Definition 25 without
any change in the parallel reduction relation defined. While ‘‘for some p ∈ Π ’’ may be easier to
comprehend, ‘‘for each p ∈ Π ’’ is is conceptually superior, regarding intended application and
generalization.
By induction over the cardinality of the sets of positions, using Corollaries 5 and 6, we get the
following corollaries. Note that pΠ ′p denotes { pp′ | p′ ∈Π ′p }.
Corollary 26. For n∈N we have −→R,X,n ⊆ =−→R,X,n ⊆ −→q R,X,n ⊆ ∗−→R,X,n . 
Corollary 27. LetΠ ⊆ POS(s) be a finite parallel set of positions.
(1) (Destructing Parallel Derivations)
If s−→q R,X,Π ′′ t and for each p′′ ∈ Π ′′ there is a p ∈ Π being a prefix of p′′,
then t = s[ p← t/p | p∈Π ] and, for each p ∈ Π , s/p−→q R,X,Π ′p t/p forΠ ′p := { p′ | pp′ ∈Π ′′ }.
(2) (Constructing Parallel Derivations)
If s/p−→q R,X,Π ′p up for each p ∈ Π , then we have s−→q R,X,Π ′′ s[ p← up | p∈Π ] for Π ′′ :=⋃
p∈Π (pΠ ′p). 
As Counterexamples 33 and 34 will show, joinability of critical peaks is not sufficient for confluence
of non-terminating TRSs, even when they are ground and unconditional. By restrictions on the fine
structure of the joinability of critical peaks, however, several criteria sufficient for confluence of non-
terminating TRSs have been developed, for unconditional as well as conditional TRSs:
• Criteria for unconditional TRSs are found in: Rosen (1973), Huet (1980), Toyama (1998, 1990),
Oostrom (1994), Oostrom and Raamsdonk (1994), Gramlich (1995), Oyamaguchi and Ohta (1997),
Mayr and Nipkow (1998), and Raamsdonk (1999).
• Criteria for CTRSs are found in: Bergstra and Klop (1986), Dershowitz et al. (1988a), Hanus (1994),
Kühler and Wirth (1996), Suzuki et al. (1995), and Wirth (1995).
For the unconditional setting, the practically most relevant criterion for confluence of left-linear
TRSs is still Yoshihito Toyama’s criterion of Toyama (1998, 1990), requiring the non-overlays to be
parallel closed and the overlays to be parallel joinable.
An unconditional critical pair (t0, t1) is
parallel closed if t0−→q R,Xt1,
and parallel joinable if t0−→q R,X ◦ ∗←−R,X t1.
The notion of ‘‘parallel closedness’’ and its name are due to Huet (1980). The notion of ‘‘parallel
joinability’’ is due to Toyama (1998, 1990) and – due to its outstanding importance – we chose this
quite unspecific name for it, cf. Wirth (1995).
For the conditional setting, we have to include the depths of the reduction relation into the parallel
joinability notions. There are many different meaningful ways to do this. For an ample variety of such
notions cf. Wirth (1995).
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Note that the notions of the following definition are conservative extensions of Toyama’s in
the sense that they are identical to Toyama’s for the unconditional case (where only the case of
n0= n1= 0 is non-trivial). (To be precise, there is a technical exception (irrelevant to the criteria):
Overlays are shallow parallel closed by definition here, due to the inclusion of ‘‘p 6= ∅’’ into the
condition list.)
Definition 28 (Shallow Parallel Joinability and Closedness). A critical peak ((t0,D0), (t1,D1), tˆ, p) is
shallow parallel joinable w.r.t. R,X if ∀ϕ : V→ T (X). ∀n0, n1 ∈N.
 n0≤ n1∧ ∀i∈ {0, 1}. (Diϕ fulfilled w.r.t.−→R,X,ni and TC(X))
∧ R,X is shallow confluent up to n0+n1+1

⇒ t0ϕ−→q R,X,n1+1 ◦
∗−→R,X,n1 ◦
∗←−R,X,n0+1 t1ϕ
.
It is shallow parallel closed w.r.t. R,X if ∀ϕ : V→ T (X). ∀n0, n1 ∈N.

n1≤ n0
∧ ∀i∈ {0, 1}.
(
Diϕ fulfilled w.r.t.−→R,X,ni and TC(X)
)
∧ R,X is shallow confluent up to n0+n1+1
∧ p 6= ∅

⇒ t0ϕ−→q R,X,n1+1◦
∗−→R,X,n1 t1ϕ
. 
Having defined shallow parallel closedness to be trivially satisfied for overlays, we will state our main
theoretical criterion sufficient for shallow confluence in Theorem 35 roughly as follows (omitting
some requirements on the occurrence of variables here): All critical peaks have to be shallow parallel
joinable and shallow parallel closed.
From the proof of Theorem 35 we get the restrictions of n0≤ n1 for shallow parallel joinability
and of n1≤ n0 for shallow parallel closedness without relevant extra costs. As a minor technical
consequence, contrary to the situation for unconditional TRS, shallow parallel closedness does not
imply shallow parallel joinability. Thus, a non-overlay has to be required to be both shallow parallel
closed and shallow parallel joinable. Moreover, even for an overlay (where only shallow parallel
joinability is non-trivial), both cases of n0≤ n1 and n1≤ n0 are implicitly given by the fact that
its symmetric overlay has to be considered as well.
Finally, note that we have relaxed both joinability notions by adding some lower-depth rewriting
(or ‘‘noise’’) by replacing −→q R,X,n1+1 with −→q R,X,n1+1◦
∗−→R,X,n1 .
Remark 29 (Parallel Critical Peaks). Recursive function definitions typically result in overlay systems,
cf. Definition 16 and Example 17. In this case, their critical peaks are shallow parallel closed anyway,
due to the requirement of p 6= ∅, which we included into the condition list in Definition 28. When
non-overlays become prominent, however, the following partial weakening of the notion of shallow
parallel closedness could be useful: Following Gramlich (1995) in considering parallel critical peaks in
addition to the simple ones (only for shallow parallel closedness, not for shallow parallel joinability),
as described in Note 4, we can weaken the requirement of
t0ϕ−→q R,X,n1+1◦
∗−→R,X,n1 t1ϕ
in the last line of Definition 28 to
t0ϕ
∗−→R,X,n1+1◦
∗←−R,X,n0 t1ϕ. 
The chances of establishing sufficient evidence for the undecidable preconditions of Definition 28
and Theorem 35 automatically in practice seem to be very low at a first glance. Nevertheless,
we will develop an effectively testable sufficient criterion of practical relevance on this basis. The
following definition describes a proper weakening and simplification of the joinability requirements
of Definition 28 and constitutes our first step toward our effectively testable criterion:
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Definition 30 (Shallow Triviality).
A critical peak ((t0,D0), (t1,D1), tˆ, p) is shallow trivial w.r.t. R,X if
∀ϕ : V→ T (X). ∀n0, n1 ∈N.
(
∀i∈ {0, 1}.
(
Diϕ fulfilled w.r.t.−→R,X,ni and TC(X)
)
∧ R,X is shallow confluent up to n0+n1
)
⇒ t0ϕ = t1ϕ
. 
4.3. Standard counterexamples for confluence of non-terminating CTRSs
To show that the preconditions of our confluence theorems cannot be omitted, let us list
standard counterexamples for confluence of non-terminating TRSs here. Counterexample 31 shows
the importance of left-linearity. Counterexample 32 shows the importance of normality, even in
its weakest form, namely weak-quasi-normality, cf. Definition 23. Finally, we show that simple
joinability of critical peaks is not sufficient and that we need complicated joinability requirements
such as parallel joinability (Counterexample 33) and parallel closedness (Counterexample 34),
cf. Definition 28.
Counterexample 31 (Huet, 1980, Section 3.3, p. 813).
No Critical Peaks
Not Left-Linear
Unconditional
ΣC 3 s, true, false
Σ\ΣC 3 b, eq
V\VC 3 X
R 31 3 b= s(b)
eq(X, X)= true
eq(X, s(X))= false
true eq(b, b)
2
/∅o eq(b, s(b)) ∅
/ false
Counterexample 32 (Example 3.6 of Bergstra and Klop (1986)).
No Critical Peaks
Left- & Right-Linear
Not [Weak-Quasi-] Normal
ΣC 3 d | Σ\ΣC 3 b, g | V\VC 3 X
R 32 3 b= g(b)
g(X)= d ←− g(X)= X
b
∅

g(b)
1

∅
/ d
g(d) g(g(b)) ∅
/1o d
Counterexample 33 (Example 1 of Hindley (1974, Section 10)).
Not [Shallow] Parallel Joinable
[Shallow] Parallel Closed
Ground | Unconditional
ΣC 3 c1, c2 | Σ\ΣC 3 a1, a2
R 33 3 a1=c1 | a2=c2 | a1=a2 | a2=a1
c1 a1
∅o
∅
/ a2
∅o
∅
/ c2
There are four critical peaks. Namely, for each i ∈ {1, 2}, two symmetric overlays, which can be closed
as follows:
ai
∅ /
∅ ∅

a3−i
∅

ai
∅ /
∅ ∅

ci
ci ai
∅o a3−i ∅
/ ai
∅
O
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Counterexample 34 (Example 52 of Wirth (1995)).
[Shallow] Parallel Joinable
Not [Shallow] Parallel Closed
Ground | Unconditional
ΣC 3 c1, c2 | Σ\ΣC 3 a1, a2, f
R 34 3 a1=c1 | a2=c2 | f(a1)=f(a2) | f(a2)=f(a1)
f(c1) f(a1)
1o
∅
/ f(a2)
∅o
1
/ f(c2)
There are two critical peaks. Namely, for each i ∈ {1, 2}, one non-overlay, which can be closed as
follows:
f(ai)
∅ /
∅1

f(a3−i)
∅

f(ci) f(ai)
1o
4.4. The main theorem and its corollary
For the unconditional case, the following theorem is equivalent to the criterion of Toyama (1998,
1990) discussed in Section 4.2. For the conditional case, the theorem is a simplified and extended
version of Theorem68(I) in Section13 of Wirth (1995). The proof of the theorem will be given in
Section 5.
Theorem 35 (Sophisticated Criterion for Shallow Confluence). Let R be a left-linear CTRS and X ⊆ V. If
R,X is weak-quasi-normal and if each critical peak from CP(R) is shallow parallel joinable and shallow
parallel closed w.r.t. R,X; then, for n0, n1 ∈ N with n0≤ n1, −→q R,X,n1+1◦
∗−→R,X,n1 strongly commutes
over−→R,X,n0+1 , and – a fortiori –R,X is shallow confluent. 
As shallow triviality implies shallow parallel joinability and shallow parallel closedness, we get from
Theorem 35:
Corollary 36 (Simplified Criterion for Shallow Confluence). Let R be a left-linear CTRS and X ⊆ V. If R,X
is weak-quasi-normal and if each critical peak from CP(R) is shallow trivial w.r.t. R,X; then R,X is shallow
confluent. 
5. Proof of Theorem 35
Weomit the subscript R,X in this proof,which follows the basic schemeof the proof of Theorem3.1
of Toyama (1998, 1990). It is non-trivially augmented, however, with the techniques to admit
conditional instead of unconditional TRSs, and a prologue that strengthens the induction hypothesis
to admit some noise, i.e. to admit −→q n1+1◦
∗−→n1 instead of −→q n1+1. Having these ingredients
well-prepared, the actual proof is an example of skilled proof engineering but not of mathematical
creativity.
Toyama (1998, 1990) treats both variable-overlap cases with a single lemma, namely Lemma3.2 of
Toyama (1998), which is Lemma3.3.2 of Toyama (1990). We, however, treat the two cases explicitly
and individually because they are not really symmetric here, unless we hide the precise joinability
structure, which we consider an essential part of the proof.
Claim1: If −→q n1+1◦
∗−→n1 strongly commutes over −→n0+1 , then −→n1+1 and −→n0+1 are
commuting.
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Fig. 1. Proof of Claim2.
Proof of Claim1: −→q n1+1◦
∗−→n1 and−→n0+1 are commuting by Corollary 11. Since by Corollary 26
and Corollary 4 we have −→n1+1 ⊆ −→q n1+1◦
∗−→n1 ⊆
∗−→n1+1 , now −→n1+1 and −→n0+1 are
commuting, too. Q.e.d. (Claim1)
Claim2: Letm ∈ N. If
∀n0, n1 ∈N.

(
n0≤ n1
∧ n0+n1+2≤m
)
⇒ ∀w0, w1.
(
w0←−q n0+1◦−→q n1+1w1
⇒ w0−→q n1+1◦
∗−→n1 ◦
∗←−n0+1w1
)
, (A)
then
∀n0, n1 ∈N.

(
n0≤ n1
∧ n0+n1+2≤m
)
⇒ −→q n1+1◦
∗−→n1 strongly commutes over−→n0+1
, (B)
and R,X is shallow confluent up tom.
Proof of Claim2: By induction onm in < .
We assume (A). First we show (B). Assume n0≤ n1 and n0+n1+2≤m. Assume
w0←−n0+1u−→q n1+1w1
∗−→n1w2.
Cf. the diagram of Fig. 1 above. Then, by (A) and Corollary 26, there is aw′1 with
w0−→q n1+1◦
∗−→n1w′1
∗←−n0+1w1.
We can close the peak w′1
∗←−n0+1w1
∗−→n1w2 according to w′1
∗−→n1w′2
∗←−n0+1w2 for some w′2 due
to n0+n1+1< n0+n1+2≤m and due to our induction hypothesis, which by (A) implies that R,X is
shallow confluent up to all j < m.
Finally we show shallow confluence up to m. W.l.o.g. assume w0
∗←−n0+1u
∗−→n1+1w1 and
n0+n1+2≤m. Due to symmetry in n0 and n1 wemay assume n0≤ n1. By (B) and Claim1 we finally
get w0
∗−→n1+1 ◦
∗←−n0+1w1 as desired. Q.e.d. (Claim2)
As indicated in Fig. 2, for n0, n1 ∈Nwith n0≤ n1 by induction on n0+n1 in<, we are going to show
the following property, which, by Claim2, implies the statement of our theorem:
w0←−q n0+1,Π0u−→q n1+1,Π1w1
implies
w0−→q n1+1◦
∗−→n1 ◦
∗←−n0+1w1.
In this proof, six of the eight applications of the induction hypothesis actually use the following
two consequences of the induction hypothesis, namely five times that (by Claim2, setting its meta-
variablem to n0+n1+1)
R,X is shallow confluent up to n0+n1+1,
and once that (by Claim2 and Corollary 11 (for replacing−→n0 with
∗−→n0 ))
−→q n1+1◦
∗−→n1 strongly commutes over
∗−→n0 .
Indeed, for n0= 0, the latter is trivial. Otherwise, for 0< n0, it follows by instantiation of the
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Fig. 2. Global induction scheme.
induction hypothesis according to { n0 7→ n0−1, n1 7→ n1 }, due to (n0−1)+n1 < n0+n1
and n0−1 ≤ n1, cf. Note 5.
Define the set of inner overlapping positions by
Ω(Π0,Π1) :=
⋃
i∈{0,1}
{ p∈Π1−i | ∃q∈Πi. ∃q′. p= qq′ }.
We start a second level of induction on the sum∑
p′∈Ω(Π0,Π1)
|u/p′|
of some term lengths in<.
Define the set of top positions (or minimal positions in the prefix ordering) by
Θ := { p∈Π0∪Π1 | ¬∃q∈Π0∪Π1. ∃q′ 6= ∅. p= qq′ }.
AsΠ0 andΠ1 are both parallel, we have ∀p∈Πi. ∃q∈Θ. ∃q′. p= qq′ for i ∈ {0, 1}.
(This follows independently from the well-foundedness of the prefix ordering.)
By Corollary 27(27), we have wi= u[ q← wi/q | q∈Θ ] and, for each q ∈ Θ ,
w0/q←−q n0+1,Π ′0,qu/q−→q n1+1,Π ′1,q w1/q
for Π ′i,q := { p′ | qp′ ∈Πi }. It now suffices to show for all q ∈ Θ
w0/q−→q n1+1◦
∗−→n1 ◦
∗←−n0+1w1/q
because then by Corollaries 6 and 27, we have
w0= u[ q← w0/q | q∈Θ ]−→q n1+1◦
∗−→n1 ◦
∗←−n0+1u[ q← w1/q | q∈Θ ] =w1.
Therefore we are left with the following two cases for q ∈ Θ:
5.1. The case of q 6∈Π1:
Then q∈Π0. There are (l0= r0←−C0) ∈ R and µ0 : V→ T (X) with u/q= l0µ0 and w0/q=
r0µ0 and C0µ0 being fulfilled w.r.t.−→n0 .
We have w0/q= r0µ0←−n0+1 l0µ0−→q n1+1,Π ′1,q w1/q. Again, two cases:
5.1.1. ‘‘The first variable-overlap (if any) case’’: ∀p∈Π ′1,q∩POS(l0). l0/p∈V:
(Note that there may also be positions in Π ′1,q that are not in l0, or no positions in Π
′
1,q, but all
positions inΠ ′1,q∩POS(l0)must be variable positions in l0.)
l0µ0 ‖
n1+1,Π ′1,q
/
n0+1,∅

w1/q
l0ν
n0+1

w0/q r0µ0 ‖n1+1
/ r0ν
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Define the substitution ν : V→ T (X) by xν = xµ0 for x ∈ V \ V(l0), and xν = w1/qp′x for
x ∈ V(l0) where p′x is uniquely defined by l0/p′x= x as l0 is linear due to the left-linearity of R.
By Corollary 27(27) we now have xµ0= l0µ0/p′x−→q n1+1w1/qp′x= xν for x∈V(l0), and w1/q=
l0µ0[ p′x ← xν | x∈V(l0) ] = l0ν. As we have xµ0−→q n1+1xν, we get xµ0
∗−→n1+1xν for all x ∈ V by
Corollary 26, and w0/q= r0µ0−→q n1+1r0ν by Corollary 27(27). It now suffices to show l0ν−→n0+1 r0ν,
which follows from Lemma 24, because R,X is shallow confluent up to (n1+1)+n0 by induction
hypothesis, C0µ0 is fulfilled w.r.t. −→n0 , and xµ0
∗−→n1+1xν for all x ∈ V, and R,X is weak-quasi-
normal. Q.e.d. (‘‘The first variable-overlap (if any) case’’)
5.1.2. ‘‘The first critical-peak case’’: There is some p ∈ Π ′1,q∩POS(l0) with l0/p 6∈V:
Fig. 3. The first critical peak case.
By Definition 25, for some u′ we get l0µ0−→n1+1,pu′−→q n1+1,(Π ′1,q\{p})w1/q. Then there are
(l1= r1←−C1) ∈ R and µ1 : V→ T (X) with l0µ0/p= l1µ1 and u′= l0µ0[ p← r1µ1 ] and
C1µ1 being fulfilled w.r.t. −→n1 . Set Xi := V(li= ri←−Ci) for i ∈ {0, 1}. Let ξX1,X0 be given as in
Definition 16.
Let % : V→ T (X) be given by x% =
{
xµ0 if x ∈ X0
xξ−1X1,X0µ1 else
}
(x∈V).
Due to the unifiability by l1ξX1,X0%= l1ξX1,X0ξ−1X1,X0µ1= l0µ0/p= l0%/p= (l0/p)%, let σ be a most
general unifier of l1ξX1,X0 and l0/p on 〈X1〉ξX1,X0 unionmulti X0 and ϕ : V→ T (X) be given such that (yσ)ϕ=
y% for all y ∈ 〈X1〉ξX1,X0 unionmulti X0.
If l0[ p← r1ξX1,X0 ]σ = r0σ , the proof is finished due to
w0/q= r0µ0= r0%= (r0σ)ϕ= (l0[ p← r1ξX1,X0 ]σ)ϕ= u′−→q n1+1w1/q.
Otherwise we have
( (l0[ p← r1ξX1,X0 ]σ , C1ξX1,X0σ), (r0σ , C0σ), l0σ , p ) ∈ CP(R);
(C1ξX1,X0σ)ϕ= C1ξX1,X0%= C1µ1 is fulfilled w.r.t. −→n1 ; (C0σ)ϕ= C0%= C0µ0 is fulfilled w.r.t.−→n0 . Moreover, we have p 6= ∅. Indeed, if p=∅, then ∅∈Π ′1,q, then q∈Π1, which contradicts
our global case assumption. Since R,X is shallow confluent up to n0+n1+1 (by induction hypothesis),
due to the theorem’s assumption of shallow parallel closedness (cf. Definition 28) we have
u′= (l0[ p← r1ξX1,X0 ]σ)ϕ−→q n0+1,Υ v1
∗−→n0 (r0σ)ϕ= r0µ0=w0/q
for some v1 and some Υ .
By ∑
p′′∈Ω(Υ ,Π ′1,q\{p})
|u′/p′′| ≤
∑
p′′∈Π ′1,q\{p}
|u′/p′′| =
∑
p′′∈Π ′1,q\{p}
|u/qp′′|
<
∑
p′′∈Π ′1,q
|u/qp′′| =
∑
p′∈qΠ ′1,q
|u/p′|
=
∑
p′∈Ω({q},Π1)
|u/p′| ≤
∑
p′∈Ω(Π0,Π1)
|u/p′| ,
80 C.-P. Wirth / Journal of Symbolic Computation 44 (2009) 60–98
due to our second induction levelweget somev′1with v1−→q n1+1◦
∗−→n1 v′1
∗←−n0+1w1/q. By induction
hypothesis −→q n1+1◦
∗−→n1 strongly commutes over
∗−→n0 . Thus, the peak at v1 can be closed
according to w0/q−→q n1+1◦
∗−→n1 ◦
∗←−n0 v′1. Thus, w0/q−→q n1+1◦
∗−→n1 ◦
∗←−n0+1w1/q byCorollary 4,
as was to be shown. Q.e.d. (‘‘The first critical-peak case’’)
Q.e.d. (‘‘q 6∈Π1’’)
5.2. The case of q∈Π1:
There are (l1= r1←−C1) ∈ R and µ1 : V→ T (X) with u/q= l1µ1 and w1/q= r1µ1 and C1µ1
being fulfilled w.r.t.−→n1 .
We have w0/q←−q n0+1,Π ′0,q l1µ1−→n1+1 r1µ1=w1/q. Again, two cases:
5.2.1. ‘‘The second variable-overlap (if any) case’’: ∀p∈Π ′0,q∩POS(l1). l1/p∈V:
l1µ1 n1+1,∅
/
=n0+1

w1/q
r1µ1
∗n0+1

w0/q l1ν n1+1
/ r1ν
Define the substitution ν : V→ T (X) by xν = xµ1 for x ∈ V \ V(l1), and xν = w0/qp′x for
x ∈ V(l1) where p′x is uniquely defined by l1/p′x= x, as l1 is linear due to the left-linearity of R.
By Corollary 27(27) we now have xµ1= l1µ1/p′x−→q n0+1w0/qp′x= xν for x∈V(l1), and w0/q=
l1µ1[ p′x ← xν | x∈V(l1) ] = l1ν. As we have xµ1−→q n0+1xν, we get xµ1
∗−→n0+1xν for all x ∈ V by
Corollary 26, and then w1/q= r1µ1 ∗−→n0+1 r1ν by Corollary 6. By Corollary 26, it now suffices to show
l1ν−→n1+1 r1ν, which follows from Lemma 24, because R,X is shallow confluent up to (n0+1)+n1
by induction hypothesis, C1µ1 is fulfilled w.r.t. −→n1 , and xµ1
∗−→n0+1xν for all x ∈ V, and R,X is
weak-quasi-normal. Q.e.d. (‘‘The second variable-overlap (if any) case’’)
5.2.2. ‘‘The second critical-peak case’’: There is some p ∈ Π ′0,q∩POS(l1) with l1/p 6∈V:
l1µ1 n1+1,∅
/
n0+1, p

w1/q
∗n0+1

u′ ‖n1+1, Υ
/
=n0+1, (Π ′0,q\{p})

v1
∗
n1
/
∗n0+1

v2
∗n0+1

w0/q ‖n1+1
/ ◦ ∗
n1
/ v′1
∗
n1
/ ◦
By Definition 25, for some u′ we get l0µ0−→n0+1,pu′−→q n0+1,(Π ′0,q\{p})w0/q. Then there are
(l0= r0←−C0) ∈ R and µ0 : V→ T (X) with l1µ1/p= l0µ0 and u′= l1µ1[ p← r0µ0 ] and
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C0µ0 being fulfilled w.r.t. −→n0 . Set Xi := V(li= ri←−Ci) for i ∈ {0, 1}. Let ξX0,X1 be given as in
Definition 16.
Let % : V→ T (X) be given by x% =
{
xµ1 if x ∈ X1
xξ−1X0,X1µ0 else
}
(x∈V).
Due to the unifiability by l0ξX0,X1%= l0ξX0,X1ξ−1X0,X1µ0= l1µ1/p= l1%/p= (l1/p)%, let σ be a most
general unifier of l0ξX0,X1 and l1/p on 〈X0〉ξX0,X1 unionmulti X1 and ϕ : V→ T (X) be given such that (yσ)ϕ=
y% for all y ∈ 〈X0〉ξX0,X1 unionmulti X1.
If l1[ p← r0ξX0,X1 ]σ = r1σ , the proof is finished due to (by Corollary 26)
w0/q−→q n1+1◦
∗−→n1w0/q
∗←−n0+1u′= (l1[ p← r0ξX0,X1 ]σ)ϕ= (r1σ)ϕ= r1µ1=w1/q.
Otherwise we have
( (l1[ p← r0ξX0,X1 ]σ , C0ξX0,X1σ), (r1σ , C1σ), l1σ , p ) ∈ CP(R);
(C0ξX0,X1σ)ϕ= C0ξX0,X1%= C0µ0 is fulfilled w.r.t. −→n0 ; (C1σ)ϕ= C1%= C1µ1 is fulfilled w.r.t.−→n1 . Since R,X is shallow confluent up to n0+n1+1 (by induction hypothesis), due to our assumed
shallow parallel joinability (cf. Definition 28) we have
u′= (l1[ p← r0ξX0,X1 ]σ)ϕ−→q n1+1,Υ v1
∗−→n1 v2
∗←−n0+1(r1σ)ϕ= r1µ1=w1/q
for some v1, v2, and Υ . By
∑
p′′∈Ω(Π ′0,q\{p},Υ )
|u′/p′′| ≤
∑
p′′∈Π ′0,q\{p}
|u′/p′′| =
∑
p′′∈Π ′0,q\{p}
|u/qp′′|
<
∑
p′′∈Π ′0,q
|u/qp′′| =
∑
p′∈qΠ ′0,q
|u/p′|
=
∑
p′∈Ω(Π0,{q})
|u/p′| ≤
∑
p′∈Ω(Π0,Π1)
|u/p′| ,
due to our second induction level we get some v′1 with w0/q−→q n1+1◦
∗−→n1 v′1
∗←−n0+1v1. Finally the
peak at v1 can be closed according to v′1
∗−→n1 ◦
∗←−n0+1v2 as R,X is shallow confluent up to n0+n1+1
by induction hypothesis.
Q.e.d. (‘‘The second critical-peak case’’) Q.e.d. (‘‘q∈Π1’’)
Q.e.d. (Theorem 35)
6. Positive/negative CTRS vs. positive normal CTRS
Let us explain why non-normal and negative-conditional equations are required for practical
adequacy and human-orientedness of CTRSs in interactive theorem proving with strong automation
support.
Let us consider the following normal specifications of Examples 38 and 39 as alternatives to
the non-normal specification of Example 9. These alternative specifications have to include the
specification of additional equality predicates for the sorts of Example 8 as given in Example 37
below. These additional equality predicates are needed for achieving normality and for removing
the negative equations from the conditions by writing eqterm(p1, p2)=true instead of p1=p2 and
eqterm(p1, p2)=false instead of p1 6=p2. In Section4 ofWirth (1997),wehave alreadydiscussedwhywe
consider the addition of equality predicates for each type to be inappropriate in equational specifications
for interactive computer-assisted theorem proving. For example, the 3 partly negative and non-normal
positive-conditional equations (mbp1) to (mbp3) of Example 9 can be replaced with the 17 normal,
merely positive-conditional equations of Example 38 or the 11 (+ 8 for ‘and’ and ‘or’) unconditional
equations of Example 39.
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Example 37. Let the CTRS R37 consist of the equations (minus1), (minus2), (mbp1), (or1), . . . , (or4),
and (and1), . . . , (and4) of R8 of Example 8 plus:
(eqnat1) eqnat(0, 0) = true
(eqnat2) eqnat(0, s(z2)) = false
(eqnat3) eqnat(s(z1), 0) = false
(eqlist(term)1) eqlist(term)(nil, nil) = true
(eqlist(term)2) eqlist(term)(nil, cons(p2, k2)) = false
(eqlist(term)3) eqlist(term)(cons(p1, k1), nil) = false.
Note that the specifications of eqnat and eqlist(term) are still incomplete and will be completed in
Example 38 in a purely predicative, normal, positive-conditional style, and again in Example 39 in
a purely equational unconditional style. 
Example 38. Let the CTRS R38 consist of the equations of R37 plus:
(mbp2′) mbp(p1, cons(p2, L)) = true ←− eqterm(p1, p2)=true
(mbp3′) mbp(p1, cons(p2, L)) = mbp(p1, L) ←− eqterm(p1, p2)=false
(eqnat4) eqnat(s(z1), s(z2)) = false ←− eqnat(z1, z2)=false
(eqnat5) eqnat(s(z1), s(z2)) = true ←− eqnat(z1, z2)=true
(eqlist(term)4) eqlist(term)(cons(p1, k1), cons(p2, k2)) = false ←− eqterm(p1, p2)=false
(eqlist(term)5) eqlist(term)(cons(p1, k1), cons(p2, k2)) = false ←− eqlist(term)(k1, k2)=false
(eqlist(term)6) eqlist(term)(cons(p1, k1), cons(p2, k2)) = true ←−
eqterm(p1, p2)=true, eqlist(term)(k1, k2)=true
(eqterm1) eqterm(app(z1, k1), app(z2, k2)) = false ←− eqnat(z1, z2)=false
(eqterm2) eqterm(app(z1, k1), app(z2, k2)) = false ←− eqlist(term)(k1, k2)=false
(eqterm3) eqterm(app(z1, k1), app(z2, k2)) = true ←−
eqnat(z1, z2)=true, eqlist(term)(k1, k2)=true. 
Example 39. Let the CTRS R39 consist of the equations of R37 plus:
(mbp2′′) mbp(p1, cons(p2, L)) = or(eqterm(p1, p2),mbp(p1, L))
(eqnat4′) eqnat(s(z1), s(z2)) = eqnat(z1, z2)
(eqlist(term)4′) eqlist(term)(cons(p1, k1), cons(p2, k2)) = and(eqterm(p1, p2), eqlist(term)(k1, k2))
(eqterm1′) eqterm(app(z1, k1), app(z2, k2)) = and(eqnat(z1, z2), eqlist(term)(k1, k2)). 
If we have equality predicates in addition to equality itself, a theorem prover needs the information
that they are equivalent. This can be expressed by (disjunctive) clausal lemmas such as
eqnat(z1, z2)=true, z1 6=z2
and eqnat(z1, z2)=false, z1=z2.
Clauses of this kind can be generated and proved automatically also for any other sort s instead of nat.
Nevertheless, the users of our inductive theorem prover QuodLibet would get confused and finally
lost if we presented all these equality predicates to them.
The automatic generation of a non-trivial proof for a given input conjecture is typically not
possible today and probably will never be. Thus, besides some rare exceptions, the only chance for
automatic theorem proving to become useful for mathematicians is a synergetic interplay between
themathematician and themachine. For this interplay – to give the human user a chance to interact –
the calculus itself must be human-oriented, simply because the automation of proof searchwill always
fail on the lowest logic level from time to time. Indeed, it does not suffice to compute human-oriented
representations; not in the end, and – as the syntactical problems have to be presented accurately –
also not intermediately in a user interface.
Thus, the only way to hide the additional equality predicates from the user is not to have them.
Moreover, besides the practical infeasibility of the additional equality predicates, froma conceptual
point of view we should realize that they do not even specify a logical notion of equality in the sense
of Tarski (1986). Indeed, given the specification R38 of Example 38 or R39 of Example 39, we get
s(0)− s(s(0)) = 0− s(0)
by (minus2), but not eqnat(s(0)− s(s(0)), 0− s(0)) = true.
Indeed, the former but not the latter equation is valid in the logic of QuodLibet. This is necessarily so,
because validity of equations is monotonic in QuodLibet and
(eqnat6) eqnat(0− s(0), 0− s(0)) = false
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is a consistent extension of both the specifications R38 and R39, cf. Wirth (1997), and Wirth and
Gramlich (1994b).
Equality predicates in interactive theorem proving, however, should specify equality indeed.
Otherwise the user will hardly be able to use his semantical domain knowledge to understand and
to solve the problems posed to him by the system. Therefore, for each data model S satisfying the
specification, the predicate ‘=’ ofQuodLibetdenotes the equality in the domain (or universe) ofS. This
is important for human-orientedness and not harmed by the fact that we may have to include some
Def-predicate (Def v) to any condition with an equation (u=v) for confluence reasons. Moreover, in
QuodLibet the inequality predicate ‘ 6=’ is the classical negation of the equality predicate ‘=’. We have
defined ‘6=’ in Definition 22 as built-in inequality on TC(X) only to simplify the discussion in this paper,
cf. Note 3.
Remark 40 ((u=v), (Def v) vs. eqnat(u, v)= true and (u≡v)). A condition list (u=v), (Def v) is
operationally different from eqnat(u, v)= true, which is not essentially different from (u≡v), for
the built-in equality ‘≡’ on TC(X), which can be simulated by (u=x), (x=v) for a fresh constructor
variable x ∈ VC . Indeed, fulfilledness of the former w.r.t.−→ is implied by fulfilledness of any of the
latter two, but not vice versa, unless−→ is known to be confluent. 
Finally, if we preferred technical simplicity to conceptual adequacy and user-friendliness, we would
not stop with Example 38 but always normalize up to unconditional TRS as in Example 39. Note,
however, that – considering only normal, left-linear 1-CTRSs – the standard transformation to
unconditional TRSs of Bergstra and Klop (1986), Section2.5 works nicely for self-overlay systems, but
destroys confluence already for the positive-conditional TRS with complementary critical peaks of
Example 38. Roughly speaking, complementary equations
l=r←−p=true
l=r ′←−p=false
are transformed into
l = IfThentrue(p, r)
l = IfThenfalse(p, r ′)
IfThentrue(true, X) = X
IfThenfalse(false, X ′) = X ′
causing non-confluence immediately (unless false
∗←−p ∗−→true and r↓ r ′, and then also false↓ true;
a condition which cannot be met in practice).
All in all, instead of normalizing positive/negative-conditional equations into normal positive-
conditional equations, we prefer to improve our theory and comfort our users by overcoming the
restrictions to positive and normal conditions, which are actually not required for guaranteeing
confluence of specifications in practice. Wirth and Gramlich (1994a), Kühler and Wirth (1996), and
Wirth (1997) have given evidence for this already, and we will give further evidence in this paper.
7. Binding extra variables
In general, this whole paper benefits from the presence of constructor variables ranging over
irreducible terms only. This section, however, really depends on them. Nevertheless, there is no silent
assumption that all variables are constructor variables. Moreover, we may well have arbitrary extra
variables in the conditions and in the right-hand side. Thus, our CTRSs are 4-CTRSs. And tattvamasi=X
is accepted as a defining equation of a CTRS if tattvamasi ∈ Σ\ΣC . Our practical confluence criteria
of Section 9, however, are designed for 3-CTRSs and will not be useful for 4-CTRSs in practice.
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7.1. Extra variables in the literature
Suzuki et al. (1995) restrict the occurrence of variables in conditional equations by the properties of
‘‘proper orientation’’ and ‘‘right-stability’’. Themotivation for these restrictions is to admit a condition
equation (such as divrest(x−y, y)= (q, r) in Example 8) to introduce extra variables (such as q and r)
to be used in the remainder of the condition and the right-hand side of the equation. These binding
equations bind the variables in their right-hand side in the style of a let-construct or a constructor-
matching case distinction in programming languages such as Common Lisp or ml. For Common Lisp
we refer to the sequential ‘‘let∗’’ here, not to the parallel ‘‘let’’; cf. Steele (1990). Formlwe refer to
the ‘‘let val . . . in . . . end’’ and to the ‘‘case . . . of . . . ’’; cf. Paulson (1996).
‘‘Proper orientation’’ slightly weakens the notion of ‘‘determinism’’ of Bertling and Ganzinger
(1989) and Avenhaus and Loría-Sáenz (1994a) by restricting only equations that do not fall under
the 2-CTRS taxonomy:
Definition 41 (Proper Orientation; Suzuki et al. (1995)). A CTRS R is properly oriented if each equation
(l=r←−D0, (t=u),D1) ∈ R satisfies V(r) ⊆ V(l) or V(t) ⊆ V(l,D0). 
‘‘Right-stability’’ strengthens thenotion of ‘‘strongdeterminism’’ of Avenhaus and Loría-Sáenz (1994a)
by linearity and a severe restriction on the occurrence of variables (2):
Definition 42 (Right-Stability; Suzuki et al. (1995)). A CTRS R is right-stable if for each equation
(l=r←−D0, (t=u),D1) ∈ R:
(1) u is either a ground term that is not matched by any left-hand side of any equation in R or a linear
term whose function symbols are all constructor symbols, and
(2) we have V(u) ∩ V(l,D0, t) = ∅. 
7.2. The novel notion of binding
Requirement 43 (ΣNT ). For the set ΣNT ⊆ Σ of non-top (function) symbols we require: For any
CTRS R and each (l= r←−C) ∈ R, for the function symbol f at root position of the left-hand side l
(given by Requirement 20), we have f 6∈ΣNT . 
In our examples we will assume ΣNT =ΣC . Theoretically, however, we may well have
ΣNT * ΣC ∧ ΣNT + ΣC . Moreover, in general, Requirement 20 on ΣC is weaker than
Requirement 43 on ΣNT . Furthermore, for any CTRS R, there is a maximal set ΣNT satisfying
Requirement 43, but in general no maximal setΣC satisfying Requirement 20.
Definition 44 (Binding). A condition C binds a variable x if there is a binding equation for x in C .
A condition literal L is a binding equation for x in C if L is of the form (t=u) and C is of the form
D0, L, D1 such that x ∈ VC(u) \ V(D0, t) and all function symbols in u are non-top symbols
fromΣNT . 
Example 45 (Binding). In Example 8, the condition of the equation (divrest2) binds the variables q
and r by the equation divrest(x−y, y)= (q, r); and the condition of (div22) binds the variable z1 by
the equation div2tail(x, y, 0, 0, X, true)= z1. 
7.3. Binding vs. right-stability
As binding does not depend on the whole equation but only on its condition and does not require
u to be a linear term, it is more local than the notion of ‘‘right-stability’’ of Definition 42.
Notice that our requirement on the bound variable x in Definition 44, namely to be a fresh
constructor variable, x ∈ VC(u)\V(D0, t), applies only to the variables bound in the right-hand side u
of the binding equation, but neither to the variables of equations that do not bind extra variables (such
as (p1= p2) of (mbp2) in Example 9), nor to other variables of u. For example, if a condition starts
with (t1= z1), (t2= ((z1, z2), z2)), then, in the case of z1 ∈ VC\V(t1) and z2 ∈ VC\V((t1= z1), t2),
the first is a binding equation for z1 and the second for z2.
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While the requirement of right-stability is reasonable for binding equations in practice, it forbids
standard non-binding and non-predicative equations which need overall access to the variables of
the left-hand side of the equation. Condition (2) of Definition 42 is not a typo: V(u) ∩ V(l) = ∅ is
really required by Suzuki et al. (1995). Roughly speaking, right-stability implies that meaningful non-
predicative and non-binding equations in conditions are not possible, but only predicates and binding
equations. Already our basic motivational example for CTRSs from Wirth and Gramlich (1994a)
consisting of the equations (mbp1) to (mbp3) of Example 9 does not satisfy this! Cf. Section 6 for
more discussion on this. Cf. Section 10.2 for more on right-stability and its function in Suzuki et al.
(1995).
The reason for strengthening the easily satisfiable notion of ‘‘strong determinism’’ of Avenhaus and
Loría-Sáenz (1994a) to the severe notion of ‘‘right-stability’’ in Suzuki et al. (1995) was the relaxation
of the termination requirement of Avenhaus and Loría-Sáenz (1994a). This deprived the notions and
the proofs of the tool of ‘‘irreducible substitutions’’. While irreducible substitutions fail to cover
the whole domain in our case either, constructor variables and terms still work well even without
termination, and our notion of binding of Section 7.2 admits us to be practically less restrictive than
all previous approaches, unlesswewant to bind undefined objects, such as in lazy programming. This,
however, does not mean that we cannot have non-terminating lazy programming:
Example 46 (Binding and Non-Terminating Lazy Programming). Let us extend Example 8 with a non-
constructor function symbol gensym ∈ Σ\ΣC and
(gensym1) gensym(x) = cons(app(x, nil), gensym(s(x))).
This is admissible in QuodLibet. But binding of non-terminating terms is not possible:
gensym(x)= cons(p1, cons(p2, L)) (46.1)
works well as a binding equation for the constructor variables p1, p2 ∈ VC , but it is not a binding
equation for L ∈ V\VC , because general variables cannot be bound, cf. Definition 44. To the contrary
gensym(x)= cons(p1, cons(p2, k1)) (46.2)
is a binding equation for the constructor variable k1 ∈VC . It does not make sense, however, simply
because this condition literal cannot be fulfilled due to Requirement 1.
It should be noted, however, that non-normalizing lazy evaluation is typically used for
specifications which may well be done co-inductively instead, with advantages in co-inductive
theorem proving, cf. e.g. Padawitz (2000).
For instance, let us redeclare the non-constructor function symbol gensym from above as a
constructor symbol gensym ∈ ΣC and withdraw the non-terminating equation (gensym1), so that
we can represent the infinite list gensym(x) by specifying it with the help of the destructors hd, tl ∈
Σ\ΣC by the equations
(hd : gensym) hd(gensym(x)) = app(x, nil)
(tl : gensym) tl(gensym(x)) = gensym(s(x)).
Then the binding equations
hd(gensym(x))= p1, tl(gensym(x))= k2, hd(k2)= p2, tl(k2)= k1
have the effect intended by (46.2) above. Indeed, the substitution
{k1 7→gensym(s(s(x))), k2 7→gensym(s(x)), p1 7→app(x, nil), p2 7→app(s(x), nil)}
now satisfies Requirement 1, and the instantiated binding equations are fulfilled. 
7.4. The effect of binding
Lemma 47. If C contains binding equations for the variables x1, . . . , xm whose left-hand sides do not
contain variables from the set Z, and if, for every i ∈ {0, 1}, we have ψi : V→ T (X) and ni ∈ N such
that:
(1) yψ0= yψ1 for each y ∈ V(C) \ ({x1, . . . , xm} ∪ Z),
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(2) Cψi is fulfilled w.r.t.−→R,X,ni and TC(X), and
(3) R,X is shallow confluent up to n0+n1,
then xjψ0= xjψ1 for all j ∈ {1, . . . ,m}. 
Proof. Let the variables xj be partially ordered by the occurrence of their binding equations in C from
left to right. We proceed by induction on this well-founded ordering.
Let j ∈ {1, . . . ,m}. Let (t = u) be the binding equation for xj in C . Then C has the form
D0, (t = u), D1 with xj ∈ VC(u) \ V(D0, t) and all function symbols in u are non-top symbols
fromΣNT .
If j′ ∈ {1, . . . , j−1, j+1, . . . ,m} and xj′ ∈V(t), then no binding equation for xj′ can occur in
(t = u), D1. Thus, we have xj′ψ0= xj′ψ1 by induction hypothesis. Due to Z ∩ V(t) = ∅ and (1),
we get tψ0= tψ1. As (t = u)ψi is fulfilled w.r.t.−→R,X,ni due to (2), we have
uψ0
∗−→R,X,n0 v0
∗←−R,X,n0 tψ0= tψ1
∗−→R,X,n1 v1
∗←−R,X,n1 uψ1
for some vi. By (3): v0
∗−→R,X,n1 t ′
∗←−R,X,n0 v1 for some t ′. By Corollary 4: uψ0
∗−→R,X t ′ ∗←−R,Xuψ1.
As xj ∈V(u), there is some p ∈ POS(u) with u/p= xj. As xj ∈VC , we have xjψi ∈ TC(V)
by Requirement 1, and thus xjψi 6∈ dom(−→R,X) by Corollary 21. As all function symbols in u are
from ΣNT , by Requirement 43 we have uψi /∈ dom(−→R,X,k,p′ ) for all k ∈ N and all p′ with
∃p′′. (p′p′′= p ∨ p′= pp′′).
Thus, due to uψ0
∗−→R,X t ′ ∗←−R,X uψ1,
we have xjψ0 = uψ0/p = t ′/p = uψ1/p = xjψ1. 
7.5. Binding-triviality
Let us show that the typical self-overlays resulting from binding equations are not harmful to
confluence.
Definition 48 (Binding-Triviality). A critical peak ((t0,D0), (t1,D1), tˆ, p) is binding-trivial if there
are: a set Z ⊆ V, a term t ′ ∈ T (V)with Z ∩V(t ′)= ∅, a condition C that contains binding equations
for the variables x1, . . . , xm whose left-hand sides do not contain variables from the set Z , and, for
each i ∈ {0, 1}, a substitution ξi : ({x1, . . . , xm}∪Z)→ T (X), such that Cξi is a subsequence of Di, and
t ′ξi= ti. 
Example 49 (Binding-Triviality, Positive). The 1st critical peak of Example 17
divrest(x, y)
y≤ x, y 6= 0, divrest(x−y, y)= (q, r) /
y≤ x, y 6= 0, divrest(x−y, y)= (q′, r ′)∅

(s(q), r)
(s(q′), r ′)
i.e. the self-overlay of the equation (divrest2) of Example 8, is binding-trivial. This can
be seen by matching the meta-variables of Definition 48 as follows: Z = ∅, t ′ = (s(q′), r ′),
C = (divrest(x−y, y)= (q′, r ′)), ξ0 = {q′ 7→q′, r ′ 7→r ′}, and ξ1 = {q′ 7→q, r ′ 7→r}. 
The intention of the set Z in Definition 48 is to contain general variables of the right-hand side of
binding equations, such as the variable L in Eq. (46.1) of Example 46.
Lemma 50. Each binding-trivial critical peak is shallow trivial. 
Proof. Assume the situation and notation of Definition 48. To show shallow triviality, assume that the
condition of Definition 30 is satisfied for some ϕ : V→ T (X) and some n0, n1 ∈ N. Then (Cξi)ϕ is
fulfilled w.r.t.−→R,X,ni and TC(X), and R,X is shallow confluent up to n0+n1. Define ψi : V→ T (X)
by yψi := yξiϕ for y ∈ {x1, . . . , xm}∪Z , and yψi := yϕ for y ∈ V \ ({x1, . . . , xm}∪Z). Then Cψi is
fulfilledw.r.t.−→R,X,ni and TC(X), andwe have yψ0= yψ1 for y ∈ V\({x1, . . . , xm}∪Z). As C contains
binding equations for the variables x1, . . . , xmwhose left-hand sides do not contain variables from the
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set Z , by Lemma 47 we get xjψ0= xjψ1 for all j ∈ {1, . . . ,m}. Due to Z ∩ V(t ′)= ∅, we thus have
t ′ψ0= t ′ψ1. Thus, we get
t0ϕ= (t ′ξ0)ϕ= t ′ψ0= t ′ψ1= (t ′ξ1)ϕ= t1ϕ,
as was to be shown for shallow triviality. 
Example 51 (Binding-Triviality, Negative). It would result in a more efficient computation if we
replaced equation (div22) of Example 8 with the following:
(div22′) div2(x, y, true) = z1←− y 6= 0, div2tail(x, y, 0, 0, X, true)= z1.
Although the resulting reduction relation is a sub-relation of the one of Example 8, there is an
additional critical peak, namely the following self-overlay of equation (div22′):
div2(x, y, true)
y 6= 0, div2tail(x, y, 0, 0, X, true)= z1 /
y 6= 0, div2tail(x, y, 0, 0, Y , true)= z ′1∅

z1
z ′1
This cannot be shown to be binding-trivial by matching the meta-variables of Definition 48 as
follows: Z = {Y }, t ′ = z ′1, C =
(
div2tail(x, y, 0, 0, Y , true)= z ′1
)
, ξ0 = {z ′1 7→z ′1, Y 7→Y }, and
ξ1 = {z ′1 7→z1, Y 7→X}. This matching violates the requirement of Definition 48 on the variables of Z
not to occur in the left-hand sides of the binding equations!
As can be seen from the following non-confluent single-equation CTRS, there is no simple
syntactical way of weakening our notion of binding-triviality to include the equation (div22′).
(div22′′) div2(x, y, true) = z1←− y 6= 0, X = z1. 
8. Complementarity of critical peaks
Let us show that critical peaks with complementary literals in the conditions are not harmful to
confluence. This means that we are going to develop a practical criterion for the infeasibility of critical
peaks.
Definition 52 (Complementarity of Condition Lists). Two condition lists D0 and D1 are complementary
if for a permutation k of {0, 1}, for each i ∈ {0, 1}, Dki lists a literal Li, such that at least one of the
following cases holds:
(1) L0 has the form P(u1, . . . , um) and L1 has the form ¬P(u1, . . . , um) for some built-in predicate P
on TC(X).
(2) L0 has the form (u1=u2) and L1 has the form (u1 6=u2); and there is an l ∈ {1, 2} such that
ul ∈ TC(V) or Dk0 lists (Def ul).
(3) Li has the form (p=ci)with ci ∈ TC(V) for each i ∈ {0, 1}, such that
c0ϕ 6= c1ϕ for all ϕ : V→ T (X).
(4) Li has the form Pi(yi,1, . . . , yi,m′i )σ for distinct variables yi,1, . . . , yi,m′i ∈ V for each i ∈ {0, 1} and
some σ : V→ T (V) such that
¬∃y0,1, . . . , y0,m′0 , y1,1, . . . , y1,m′1 ∈ TC(X).
(
P0(y0,1, . . . , y0,m′0)∧ P1(y1,1, . . . , y1,m′1)
)
is an element of a fixed decidable set of theorems of the built-in predicates P0 and P1 on TC(X).
(5) L0 has the form (y0,1=y0,2)σ and L1 has the form P(y1,1, . . . , y1,m′1)σ
for variables yi,j ∈ V and σ : V→ T (V) such that y1,1, . . . , y1,m′1 are distinct and
¬∃y0,1, y0,2, y1,1, . . . , y1,m′1 ∈ TC(X).
(
(y0,1=y0,2)
∧ P(y1,1, . . . , y1,m′1)
)
is an element of a fixed decidable set of theorems of the built-in predicate P on TC(X); and there
is an l ∈ {1, 2} such that
y0,lσ ∈ TC(V) or Dk0 lists (Def y0,lσ). 
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Remark 53. Note that Cases 4 and 5 are generalizations of Cases 1 and 2, respectively, and that Case 3
is similar to a confluence criterion discussed in a Japanese paper of Takahashi et al. (1996). Finally,
note that Case 5 is not a subcase of Case 4 when we set P0 to the built-in equality ‘≡’ on TC(X), due to
the operational difference explained in Remark 40 and Note 6. 
Definition 54 (Complementarity of Critical Peaks). A critical peak ((t0,D0), (t1,D1), tˆ, p) is comple-
mentary if D0 and D1 are complementary. 
Example 55 (Complementarity, Case 2). The 11th critical peak of Example 17
mbp(p1, cons(p2, L))
p1=p2 /
p1 6=p2∅

true
mbp(p1, L)
i.e. the overlay of the equations (mbp3) and (mbp2) of Example 9, is complementary. This can be seen
by matching the meta-variables of Case 2 of Definition 52 as follows:
k= {07→1, 17→0}, L0 = (p1=p2), L1 = (p1 6=p2), j = 2. As p2 is declared as a constructor variable
in Example 8, i.e. p2 ∈VC , we indeed have p2 ∈ TC(V). 
Example 56 (Complementarity, Case 3). The 9th critical peak of Example 17
welltail(cons(T , L))
well(T )=false /
well(T )=true∅

false
welltail(L)
i.e. the overlay of the equations (welltail3) and (welltail2) of Example 8, is complementary. This can
be seen by matching the meta-variables of Case 3 of Definition 52 as follows: L0 = (well(T )=true),
L1 = (well(T )=false). 
Example 57 (Complementarity, Case 4). The 2nd critical peak of Example 17
divrest(x, y)
y≤ x, y 6= 0, divrest(x−y, y)= (q, r) /
x< y∅

(s(q), r)
(0, x)
i.e. the overlay of the equations (divrest1) and (divrest2) of Example 8, is complementary. This can
be seen by matching the meta-variables of Case 4 of Definition 52 as follows: σ =∅, L0 = (x< y),
L1 = (y≤ x). The decidable set of theorems of the built-in predicates on TC(X) is{ ¬∃x, y, y, x ∈ TC(X). ((x< y) ∧ (y≤ x)) },
i.e. { ¬∃y, x ∈ TC(X). ((x< y) ∧ (y≤ x)) }. 
The 12th critical peak in Example 17 is neither binding-trivial nor complementary. After unifying these
two notions into the notion of binding-complementarity in Definition 58, however, we will show it to
be binding-complementary in Example 60.
Definition 58 (Binding-Complementarity). A critical peak ((t0,D0), (t1,D1), tˆ, p) is binding–
complementary if there are: a set Z ⊆ V, a condition C that contains binding equations for the vari-
ables x1, . . . , xmwhose left-hand sides do not contain variables from the set Z , and, for each i ∈ {0, 1},
a condition D′i with Z ∩ V(D′i)= ∅, and a substitution ξi : ({x1, . . . , xm}∪Z)→ T (X), such that Cξi
and D′iξi are subsequences of Di, and D
′
0 and D
′
1 are complementary. 
Choosing D′i =Di, m= 0, Z =∅, C =∅, and ξi=∅ for the meta-variables of Definition 58, we get:
Corollary 59. If a critical peak is complementary, then it is binding-complementary, too. 
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Example 60 (Binding-Complementarity, Case 2). The 12th critical peak of Example 17
well(app(x, L))
arity(x)=z1, length(L)=z2, z1=z2 /
arity(x)=z ′1, length(L)=z ′2, z ′1 6=z ′2∅

welltail(L)
false
i.e. the overlay of the equations (well2) and (well3) of Example 8, is binding-complementary,
according to the following matching of the meta-variables of Definitions 52(2) and 58: Z = ∅,
C = (arity(x)=z ′1, length(L)=z ′2), D′1 = L0 = (z ′1=z ′2), D′0 = L1 = (z ′1 6=z ′2), m = 2, ξ0 ={z ′1 7→z ′1, z ′2 7→z ′2}, ξ1={z ′1 7→z1, z ′2 7→z2}, k = {07→1, 17→0}. 
We can halve our efforts for checking complementarity of pairs of symmetric overlays:
Corollary 61. If an overlay critical peak is [binding-] complementary, but not a self-overlay, then its
symmetric overlay is [binding-] complementary, too. 
Lemma 62. Each binding-complementary critical peak is shallow trivial. 
Proof.We omit the subscript R,X in this proof. Assume the situation and notation of Definitions 52
and 58. To show shallow triviality, we assume that the condition of Definition 30 is satisfied
for some ϕ : V→ T (X) and some n0, n1 ∈ N, and will derive a contradiction. Under this
assumption, (Cξi)ϕ, (D′iξi)ϕ is fulfilled w.r.t.−→ni , and R,X is shallow confluent up to n0+n1. Define
ψi : V→ T (X) by yψi := yξiϕ for y ∈ {x1, . . . , xm}∪Z , and yψi := yϕ for y ∈ V \ ({x1, . . . , xm}∪Z).
Then Cψi,D′iψi is fulfilled w.r.t.−→R,X,ni , and yψ0= yψ1 for y ∈ V \ ({x1, . . . , xm}∪Z). As C contains
binding equations for the variables x1, . . . , xmwhose left-hand sides do not contain variables from the
set Z , by Lemma 47 we get xjψ0= xjψ1 for all j ∈ {1, . . . ,m}. Thus, due to Z ∩ V(D′i)= ∅, D′iψ1 is
fulfilled w.r.t.−→R,X,ni . By the assumed complementarity there must be complementary literals in D′0
and D′1. Thus, assume k to be any permutation of {0, 1} as described in Definition 52. We distinguish
the cases of Definition 52:
Case 1: Whenwe consider¬P as the name of the built-in predicate on TC(X) complementary to P , by
Definition 22 this is a subcase of Case 4 for y0,j= y1,j and y0,jσ = uj.
Case 2: When we consider 6= to be the built-in inequality predicate on TC(X) as indicated in
Definition 22, this case is a subcase of Case 5 for y0,j= y1,j and y0,jσ = uj.
Case 3: In this case we have (p=ci) in D′ki and c0ψ1, c1ψ1 ∈ TC(X) (by Corollary 2) with
c0ψ1 6= c1ψ1. By Corollaries 4 and 21, we have c0ψ1 ∗←−nk0 pψ1
∗−→nk1 c1ψ1. By Lemma 15(3)
and Corollaries 4 and 21, we get the contradictory c0ψ1= c1ψ1.
Case 4: In this case we have Pi(yi,1, . . . , yi,m′i )σ in D
′
ki
. Then, for i ∈ {0, 1}, there are Ii ⊆ {1, . . . ,m′i}
and vˆi,j with yi,jσψ1
∗−→nki vˆi,j ∈ TC(X) for all j ∈ Ii, such that Pi(vˆi,1, . . . , vˆi,m′i ) is known to
hold for all vˆi,j ∈ TC(X) (j ∈ {1, . . . ,m′i}\Ii).
Thus, by the known theorem on P0 and P1, namely
¬∃y0,1, . . . , y0,m′0 , y1,1, . . . , y1,m′1 ∈ TC(X).
(
P0(y0,1, . . . , y0,m′0)∧ P1(y1,1, . . . , y1,m′1)
)
,
as the variables yi,1, . . . , yi,m′i are distinct, there must be n
′
0 ∈ I0 and n′1 ∈ I1 with
y0,n′0 = y1,n′1 , but vˆ0,n′0 6= vˆ1,n′1 . Thus, we have
TC(X) 3 vˆ0,n′0
∗←−nk0 y0,n′0σψ1= y1,n′1σψ1
∗−→nk1 vˆ1,n′1 ∈ TC(X).
By Lemma 15(3) and Corollaries 4 and 21, we get the contradictory vˆ0,n′0 = vˆ1,n′1 .
Case 5: In this case we have (y0,1=y0,2)σ in D′k0 and P(y1,1, . . . , y1,m′1)σ in D′k1 and there is an l ∈{1, 2} such that (Def y0,lσ) is in D′k0 unless y0,lσ ∈ TC(V). By Corollaries 2 and 21, we get
y0,lσψ1
∗−→nk0 uˆ /∈ dom(−→) for some uˆ.
There are I ⊆ {1, . . . ,m′1} and vˆj with y1,jσψ1 ∗−→nk1 vˆj ∈ TC(X) for all j∈ I , such that P(vˆ1, . . . , vˆm′1)
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is known to hold for all vˆj ∈ TC(X) (j ∈ {1, . . . ,m′1}\I).
Thus, by the known theorem on P , namely
¬∃y0,1, y0,2, y1,1, . . . , y1,m′1 ∈ TC(X).
(
(y0,1=y0,2)
∧ P(y1,1, . . . , y1,m′1)
)
,
as the variables y1,1, . . . , y1,m′1 are distinct, there must be n
′
0, n
′
1 ∈ I with y0,1= y1,n′0 and y0,2= y1,n′1 ,
but vˆn′0 6= vˆn′1 . Thus, we have
vˆn′0
∗←−nk1 y0,1σψ1
∗−→nk0 ◦
∗←−nk0 y0,2σψ1
∗−→nk1 vˆn′1 .
By Lemma 15(4) and Corollaries 4 and 21, we get the contradictory vˆn′0 = vˆn′1 . 
9. Practical criteria for [shallow] confluence
Theorem 63 (More Practical Criterion for Shallow Confluence). Let R be a left-linear CTRS. Let X ⊆ V.
If R,X is weak-quasi-normal and if each critical peak from CP(R) is binding-trivial or binding-
complementary, then R,X is shallow confluent. 
Theorem 63 follows trivially from Corollary 36 and Lemmas 50 and 62. Compared to the undecidable
joinability requirements of Theorem 35, for Theorem 63 the critical peaks can now be effectively
checked for being binding-trivial or -complementary. Indeed, the possible bindings are finite and
Cases 1 to 3 of Definition 52 can be effectively tested. The latter is also the case for Cases 4 and 5
because there is only a finite number of variables to be identified and because their sets of theorems
on the built-in predicates are required to be fixed and decidable, and will typically be represented as
finite lists.
The [weak-] quasi-normality required in Theorem 63, however, is still undecidable. Thus, we will
define a decidable notion of ‘‘effective quasi-normality’’.
Definition 64 (Effective [Weak-] Quasi-Normality). A CTRS R is effectively [weak-]quasi-normal if R is
finite and all equations in R are effectively [weak-]quasi-normal. An equation l= r←−C is effectively
[weak-] quasi-normal if for all (u0=u1) listed in C , [we have V(u0, u1)⊆VC or] there is an i ∈ {0, 1}
such that ui ∈ TC(V) or C lists (Def ui). 
Note that the assumption of effective quasi-normality simplifies Cases 2 and 5 of Definition 52 because
the part after the semicolon is always satisfied. From Corollary 2 we get:
Corollary 65. Let R be a CTRS. Let X ⊆ V.
If R is effectively [weak-] quasi-normal, then R,X is [weak-] quasi-normal. 
The following practically important result of this paper is a corollary of Theorem 63 and Corollaries 14
and 65. For X := V\VC and without the optional brackets, it also describes QuodLibet’s implemented
confluence test.
Theorem 66 (Effective Confluence Test). Let R be a left-linear and effectively [weak-] quasi-normal CTRS.
Let X ⊆ V. If each critical peak in CP(R) is binding-trivial or binding-complementary, then −→R,X is
confluent. 
Example 67 (Example 9 is Covered by Theorem 66). The 13 critical peaks of the left-linear and
effectively quasi-normal CTRS R9 of Example 9 were described in Example 17. The 1st critical peak
was shown to be binding-trivial in Example 49. The 9th and 2nd critical peaks were shown to be
complementary in Examples 56 and 57, respectively. The 11th was shown to be complementary
in Example 55, and the 5th and 7th are complementary by an analogous argumentation. The
8th, 3rd, 10th, 4th, and 6th are their symmetric overlays, resp., and thus complementary, too, by
Corollary 61. The 12th critical peak was shown to be binding-complementary in Example 60. The
13th is its symmetric overlay and thus binding-complementary, too, by Corollary 61. Thus,−→R9,V\VC
is confluent according to Theorem 66 and passes QuodLibet’s effective admissibility test. Stepping
back to Theorem 63, we see that R9,V\VC is also shallow confluent by Corollary 65. 
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10. Shallow-confluence criteria in the literature
Let us compare our criteria with confluence criteria for non-terminating CTRSs occurring in the
literature.
10.1. The criterion of Bergstra and Klop (1986)
Theorem 35 of this paper implies the seminal Theorem3.5 of Bergstra and Klop (1986) insofar as
the latter says that normal, 2-CTRS, left-linear self-overlay systems are confluent.
(We, however, did not show the strong confluence of−→q (‘‘diamond property’’, ‘‘parallel-moves
lemma’’), althoughwe could have done this by strengthening the notions of shallowparallel joinability
and closedness appropriately for the proof of Theorem35. Note that Example 4.4 of Suzuki et al. (1995)
fails to be a counterexample for the parallel-moves lemma in our case, because its variable y is required
to be a constructor variable in our framework and this enforces a partially innermost evaluation.)
10.2. The criterion of Suzuki et al. (1995)
The seminal Corollary 5.3 of Suzuki et al. (1995) says that properly oriented (cf. Definition 41),
right-stable (cf. Definition 42), 3-CTRS, left-linear self-overlay systems are level confluent. The proof
actually shows shallow confluence in addition.
The proof of Corollary 5.3 of Suzuki et al. (1995) shows original mathematical creativity and takes a
deviation over oriented CTRSs, where an equation (u0=u1) in a condition is tested for fulfilledness via
rewriting of the left-hand side to the right-hand side (u0
∗−→u1), instead of the standard joinability
test (u0↓u1) used in ordinary (join) CTRSs. For a discussion of different ways to treat equations in
conditions of CTRSs cf. Dershowitz et al. (1988b) and Yamada et al. (2000).
Starting the comparison with a minor point, note that the hooked parallel reduction relation of
level n1+1 of Suzuki et al. (1995) (named ‘‘extended parallel rewriting’’) is a proper sub-relation of
our −→q R,X,n1+1◦
∗−→R,X,n1 used in Theorem 35, for which the proof of Theorem4.6 of Suzuki et al.
(1995) works out just as well as for the hooked parallel reduction relation. Moreover, for our proof
of Theorem 35, it suffices to show a weaker commutation property than the one of Theorem4.6 of
Suzuki et al. (1995).
A major practical contribution of this paper as compared to Suzuki et al. (1995) is that with our
notion of [binding-] complementarity we offer an effective test of infeasibility of critical pairs. By this
we can show the confluence of the motivating example of a division function of Suzuki et al. (1995),
which cannot be shown with the confluence criteria of Suzuki et al. (1995). As remarked in Section7
of Suzuki et al. (1995) (without any hints on how to gain effectiveness), the approach of Suzuki et al.
(1995) may, however, be extended to admit critical pairs with infeasible conditions. I do not see
any possibility, however, to extend it to admit any critical pairs with feasible conditions, with the
exception of self-overlays.
Note that even without the intention to consider joinable non-self-overlay critical peaks with
feasible conditions actually in practice, it is advantageous to consider them in the confluence proof.
Indeed, by the admission of critical peaks we were able to modularize the major inductive confluence
proof of Theorem 35 by disregarding the special considerations on how to use extra variables, which
we were then able to discuss in the following sections, namely Sections 7 and 8. This modularization
does not seem to be possible in the approach of Suzuki et al. (1995).
From a practical point of view, however, we consider it to be the main weakness of Suzuki
et al. (1995) that no concern is paid to the fact that – besides binding equations – standard non-
predicative andnon-binding equational conditionsmay be required in specifications in practice. These
standard equational conditions are ruled out by the requirement of right-stability, cf. Definition 42.
We have already explained in Sections 6 and 7.3 why this restriction inhibits specifications which are
indispensable for human-oriented theorem proving based on recursive specifications with CTRSs in
practice.
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Right-stability is actually a central tool of the proof of Suzuki et al. (1995). Indeed, right-stability is
crucially used both in the proof of shallow joinability of oriented CTRSs and in the proof that shallow
confluence of an ordinary (join) CTRS follows from the shallow confluence of the associated oriented
CTRS.
The motivational counterexamples of Suzuki et al. (1995) (suggesting that right-stability is
indispensable) fail to be counterexamples for shallow confluence in our framework: Indeed, the CTRSs
of Counterexamples 3.3 and 3.4 of Suzuki et al. (1995) are all shallow confluent by our confluence
criteria, provided that – according to the requirement of weak-quasi-normality we have to impose –
the variable y in these CTRSs is a constructor variable from VC . Changing y into a constructor variable
results in a smaller reduction relation where the non-confluences are cut off, cf. Note 7.
The restriction toweak-quasi-normality seems to be the only pricewehave to pay for removing the
severe restriction of right-stability of Suzuki et al. (1995). Our confluence criteria (properly) subsume
the shallow-confluence criteria for (join) CTRSs of Suzuki et al. (1995) only under the assumption of
weak-quasi-normality.
Semantically, quasi-normality means that – in condition lists – equations between undefined
objects cannot be fulfilled. Weak-quasi-normality removes this restriction for the case that all
variables of the equation are constructor variables, cf. Definition 23.
Regarding specification and programming in practice, the only price we have to pay for the
restriction to constructor variables seems to be the loss of the ability to bind non-terminating lazy
evaluation terms in conditional equations of the form (t = u), where u is a linear term consisting of
constructor function symbols and general variables, which do not enforce evaluation. While this
price may be considerable for lazy programming such as in Haskell (cf. e.g. Hudlak et al. (1999)) and
Curry (cf. e.g. Hanus (2006)), it is negligible for [co-] inductive specification and theorem proving;
cf. Example 46 of Section 7.3.
Moreover, it is actually an intended feature of binding equations or let-constructs in programming
languages with eager evaluation – such as Common Lisp (cf. e.g. Steele (1990)) or ml (cf. e.g. Paulson
(1996)) – that the object a variable is bound to is forced to be evaluated exactly once. Finally, instead
of writing (t=X) in a condition, we can simply replace all occurrences of the general variable X with t
without changing the evaluation; and similar transformations apply to binding equations whose
right-hand sides consist of constructors with associated destructors. A binding equation (t=x)with a
constructor variable x, however, enforces a more efficient single and successful evaluation of t .
Finally, against our solutions using constructor variables, one could try to argue that constructor
variables (which are our major tool for relaxing the conditions on extra variables) do not exist in the
traditional standard framework of term rewriting, and thatwithout a chance to satisfy Requirements 1
and 20 we could not offer any improvement on the practical treatment of extra variables of Suzuki
et al. (1995). In order-sorted specification, however, we can add, for each sort, a constructor sub-sort
consisting only of the irreducible constructor terms, so that Requirements 1 and 20 can indeed be
satisfied, cf. Section 2.1. And, also in many-sorted specification we can simulate this by replacing the
sub-sort with a new sort and an embedding function, cf. Note 8. It does not count that this simulation
makes the specifications harder to read, because specifications with extra equality predicates (and
these are unavoidable for the approach of Suzuki et al. (1995) in practice) are not suitable for humans
anyway, cf. Section 6.
All in all, both the proof techniques and the criteria of both Suzuki et al. (1995) and this paper
represent the state-of-the-art in their up to now disparate areas of applicability, and it will be
beneficial to have all of them available for future generalization.
10.3. The criterion of Hanus (1994)
Hanus’ criterion of Proposition 3.27 of Hanus (1994) (Proposition 3.17 in short version) is
somewhat vague for the case ofmore thanone literal per condition list. Thus,we restrict our discussion
to the case of at most one equation per condition.
Hanus’ conditional equality test uses the built-in equality ‘≡’ on TC(X), which means joinability to
a constructor ground term and is called ‘‘strict equality’’ by Suzuki et al. (1995).
Hanus’ criterion then says that a left-linear 3-CTRS is confluent if each of its non-self-overlays is
trivial and the properly conditional equations are of the form l=r←−(t≡u) with V(t) ⊆ V(l) and all
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function symbols in u being constructor symbols. Binding can take place via general extra variables
in the term u.
As u is not required to be linear, the conditional equation does not have to be right-stable,
cf. Definition 42.
If we encode the strict equality via the operationally and semantically equivalent eq(t, u)=true
for eq being defined in the style of Example 39, then the conditional equation is not properly oriented
anymore, cf. Definition 41.
Thus, Hanus’ criterion is not implied by the results of Suzuki et al. (1995) (cf. Section 10.2 of this
paper), even if trivial (non-self-) overlays were admitted in the results of Suzuki et al. (1995).
Suzuki et al. (1995) claims that the proof of the criterion of Hanus (1994) is flawed but could be
repaired with techniques from Suzuki et al. (1995), but this is not explained. I neither understand the
proof of Hanus (1994), nor why it could be repaired with techniques from Suzuki et al. (1995).
If we require the extra variables of u to be constructor variables and encode a condition such
as (t≡u) in an operationally and semantically equivalent way via (t=x), (x=u) for a fresh
constructor variable x, then (t=x) and (x=u) become binding equations for x and the extra variables
of u (according toDefinition 44), respectively, and the self-overlay of l=r←−(t≡u) becomes binding-
trivial, cf. Definition 48. Thus, for the special case of the extra variables ofubeing constructor variables,
Hanus’ criterion is implied by Theorem 66 of this paper.
10.4. The criterion of Wirth (1995)
The criterion of Theorem22of Kühler andWirth (1996),which is basically Theorems 65 and 68(I) of
Wirth (1995), admits non-free constructors, whereas we have restricted ourselves to free constructors
in this paper, for simplicity of presentation and because today we are convinced that non-free
constructors are notworth thepain and the semantic domains that call for themhadbetter bemodeled
with co-inductive specifications (cf. e.g. Padawitz (2000)) or built-in congruences (cf. e.g. Avenhaus
and Becker (1999)). Besides the restriction to free constructors, however, Theorem 66 of this paper
implies Theorem22 of Kühler andWirth (1996) properly: Indeed, Theorem 66 can deal with 3-CTRSs
via binding equations and with complementarity in built-in predicates on constructor terms.
11. Conclusion
Wehaveprovednewcritical-pair criteriawhich are sufficient for the important property of shallow
confluence.
We have done this in a liberal framework that does not presuppose any of the properties that
are usually required to reduce the difficulty of this task: We admit both non-termination and non-
trivial, non-self-overlay (and even non-overlay) critical peaks. We have also replaced the standard
assumption of normality with weak-quasi-normality, which is a significant step for specifications
with constructors. We admit extra variables of all kinds and non-trivial critical pairs with feasible
conditions. Besides equality, we admit several other predicates in the conditions.
We have been preaching to include constructor variables into the standard framework of term
rewriting for more than a dozen years. This paper provides one more evidence for their usefulness:
Constructor variables are our major tool for relaxing the conditions on extra variables.
The binding of non-normalizable terms of lazy programming, however, cannot be achieved with
constructor variables, cf. Section 7.3. Thus, in applications where this is to be admitted, our practical
confluence criteria are less useful than the ones of Suzuki et al. (1995), cf. Section 10.2. But this is not
the case for [co-] inductive specification and theorem proving, cf. Section 7.3.
Undefined terms may well appear in [instantiated] conditions of our conditional equations. For
instance, the unbound extra variable X in the condition of the equation (div22) of Example 8 may
be instantiated to non-normalizable terms. In specifications (such as Example 8) satisfying the most
restrictive one of our confluence criteria (namely the effective confluence test of Theorem 66),
however, one term of each equation in a condition must be defined for the condition to be fulfilled,
but only for the rare case that this equation contains general variables from V\VC ; cf. Definition 64. In
any case, the requirement that fulfilledness of 6=-literals implies the definedness of their arguments
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seems to be necessary for the monotonicity of the reduction relation w.r.t. recursion depth and
w.r.t. consistent extension of the specification, cf. Theorem17 of Wirth and Gramlich (1994b) and
Section10.6 of Wirth (1997). For the built-in condition predicates, however, fulfilledness does not
require definedness of all arguments, although at least one of the arguments must be defined for a
non-trivial predicate to be fulfilled.
Practically important is that our framework can model recursive function definitions with
reasonable flexibility and convenience. For instance, our criteria are the first to gain confluence
for non-terminating CTRSs of standard specifications such as Example 9. Our first-order CTRSs
with conjunctive condition-lists consisting of positive and negative literals of equality and built-
in predicates on constructor terms are well-suited for recursive specification. They have the
straightforward well-defined semantics of Kühler and Wirth (1996) and cannot endanger object-
level consistency of arithmetic (or any other data type), provided that they pass the effective test
of Theorem 66.
Indeed, the motivation for the development of our criteria was the object-level consistency of
admissible specifications in our inductive theoremproving software systemQuodLibet, cf. Section 1.3.
As there are still no other criteria available that would guarantee this, the practical relevance of our
criteria is evident.
We consider the effectivity of testing infeasibility of critical pairs via binding and complementarity
in our liberal framework to be the major practical contribution of this paper.
12. Further development of the subject
Besides this paper, to the best of our knowledge, no progress was made on shallow confluence in
the dozen years that have passed since the year 1995, in which both the papers of Suzuki et al. (1995)
and Wirth (1995) were published. The examples of Section 4.3 indicate that there is not much space
for improvement anyway. Nevertheless, further improvements are suggested by the following open
problems:
(1) Are there interesting applications of Theorem 35 that cannot also be achieved with Corollary 36?
(2) It is obvious that our application-driven techniques of Sections 7 and 8 can be extended in various
directions. But how can we actually make effective use of infeasible conditions of critical pairs in
additional practical applications?
(3) How should higher-order conditional TRSs to which our results could be generalized look like? Cf.
Note 9.
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Notes
Note 1 to Section 1.2 (Literature on Explicit Induction)
For the inductive theorem proving software system Nqthm cf. Boyer and Moore (1979, 1988). For Inka cf. e.g. Autexier et al.
(1999). For Acl2 cf. e.g. Kaufmann et al. (2000). And for the school of explicit induction, to which these systems belong, cf. the
handbook articles of Bundy (1999) and Walther (1994).
Note 2 to Definition 22(5) (Fulfilledness of Condition Literals in QuodLibet)
The condition literals inQuodLibet (cf. Section1.3) are the ones ofDefinition 22, but there is currently only onebuilt-in predicate
admitted in the specification of the reduction relation, namely the ordering by the term length and its lexicographic combination
(up to a maximum tuple length, to preserve well-foundedness). Together with the reduction relation, this built-in predicate
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provides the semantic-length ordering of Walther (1988) and Kühler (2000). Note that the system can tell the truth value of an
ordering literal (u0<u1) to be ‘‘true’’ for all instantiations if u0 and u1 contain only constructor function symbols and constructor
variable symbols, |u0| < |u1| , and no variable occurs more often in u0 than in u1 .
Note 3 to Section 3 (Tertium Non Datur of Condition Literals)
If one of the arguments does not reduce to a constructor term, thenneither P(u1, . . . , un)nor¬P(u1, . . . , un)have to be fulfilled.
Similarly, if u1 and u2 are not joinable and one of them does not reduce to a constructor term, neither (u1=u2) nor (u1 6=u2)
is fulfilled. As it is not possible to overcome this nasty situation on the computation side, we should overcome it from the
specification side. Therefore, QuodLibet’s specifications are required to be ‘‘Def-moderate’’:
Definition 68 (Def-Moderation, Wirth and Gramlich (1994a)). A CTRS R is Def-moderate if the condition list C of each equation
(l= r←−C) ∈ R is Def-moderate. A condition list C is Def-moderate if for each negative literal ¬P(u1, . . . , un) (or else
(u1 6=u2)) listed in C and for each i ∈ {1, . . . , n} (or else i ∈ {1, 2}), we have ui ∈ TC(V) or C also lists the literal (Def ui). 
Notice that the CTRS R9 of Example 9 is Def-moderate because all the terms in negative literals are constructor terms and thus
do not require the addition of the respective Def-predicates.
The advantage of Def-moderate CTRSs is that the operationalization via fulfilledness w.r.t. −→R,X and TC(X) is sound for a
semantics that considers (u1 6=u2) as the classical negation of (u1=u2) (i.e. as inequality in the quotient modulo ∗←→R,X ), and¬P(u1, . . . , un) as the classical negation of P(u1, . . . , un); cf. Kühler and Wirth (1996) and Wirth and Gramlich (1994a).
Note 4 to Remark 29 (Weakening Shallow Parallel Closedness for Parallel Critical Peaks)
The only thingwehave to change in our proof of Theorem35 is ‘‘The first critical-peak case’’ (cf. Fig. 3),which nowhas to proceed
as follows, just according the ideas of Case (4) of the proof of Theorem4.11 inGramlich (1995): Let Ξ := { p′ ∈Π ′1,q ∩ POS(l0) |
l0/p′ 6∈V } and Ξ ′ := Π ′1,q\Ξ . The weakened shallow parallel closedness of parallel critical peaks can close the second half
of the following diagram, whereas Lemma 24 can close the first similarly to the ‘‘The first variable-overlap (if any) case’’.
l0µ0 ‖
n1+1,Ξ ′
/
n0+1,∅

l0ν ‖
n1+1,Ξ
/
n0+1,∅

w1/q
∗n0+1

r0µ0 ‖
n1+1
/ r0ν ∗n1
/ ◦
Note 5 to Section 5 (Ordering Conditions in the Induction Hypothesis of Theorem 35)
Note that for the availability of our second consequence of the induction hypothesis (namely that −→q n1+1◦
∗−→n1 strongly
commutes over
∗−→n0 ) it is important that we have imposed the restriction ‘‘n0 ≤ n1 ’’ in opposition to the restriction ‘‘n0 ≥ n1 ’’.
In the latter case the availability of our first consequence of the induction hypothesis would require n0 ≥ n1 ⇒ n0−1≥ n1
which is not true for n0= n1. The additional hypothesis of the opposite restriction (namely that −→q n1◦
∗−→n1−1 strongly
commutes over
∗−→n0+1 ) would be useless for our proof.
Note 6 to Remark 53
Actually, not only in the general context of Remark 40, but also in the special context of Case 5 of the proof of Lemma 62,
(y0,1=y0,2)σ , Def y0,lσ is not operationally equivalent to (y0,1≡y0,2)σ because R,X is not necessarily shallow confluent up
to 2nk0 .
Note 7 to Section 10.2
To be precise, the CTRSs of the Counterexamples 3.3 and 3.4 of Suzuki et al. (1995) become shallow confluent by our confluence
criteria if their variable y is taken to be a constructor variable from VC for the following reasons: Counterexample 3.3: The
condition of the first equation is never fulfilled. Counterexample 3.4: f (h(a)) has the reducts f (h(b))with depth2 and g(b)with
depth3, but not the reduct g(a), and the first reduct reduces to the second with depth3.
Note 8 to Section 10.2 (How to Simulate Constructor Variables in Many-Sorted Term Rewriting)
To give an example on how to gain an equivalent for constructor variables and terms in many-sorted (instead of order-sorted)
specification without constructor variables, let us consider a part of the specification of Example 8. With an embedding
function e and an additional constructor sort for each sort, this part would then look as follows.
Constructors: 0 : natC , s : natC → natC , (_, _) : natC , natC → (nat, nat)C .
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As before: −,+ : nat, nat→ nat and divrest : nat, nat→ (nat, nat) and, x, y, q, r : natC .
Embedding: e : natC → nat and e : (nat, nat)C → (nat, nat).
We need overloaded s : nat→ nat and (_, _) : nat, nat→ (nat, nat), cf. (plus2′) below to see why.
(s1) s(e(x)) = e(s(x)) ((_, _)1) (e(x), e(y)) = e((x, y))
(plus1′) e(x)+ e(0) = e(x)
(plus2′) e(x)+ e(s(y)) = s(e(x)+ e(y))
(minus1′) e(x)− e(0) = e(x)
(minus2′) e(s(x))− e(s(y)) = e(x)− e(y)
(divrest1′) divrest(e(x), e(y)) = e((0, x)) ←− x< y
(divrest2′) divrest(e(x), e(y)) = e((s(q), r)) ←− y≤ x, y 6= 0, divrest(e(x)− e(y), e(y))= e((q, r)).
The crucial invariant is that all terms of the form e(t) are irreducible and, setting TC(X) := { t ′ ∈ T (X) |
∃t.(t ′ = e(t)) ∨ ∃s. (t ′ : sC) } and VC := { x∈V | ∃s. (x : sC) }, Requirements 1 and 20 are satisfied. Moreover, the
binding equations of Example 8 remain binding equations according to Definition 44. Indeed, we do not need the overloaded
constructors s and (_, _) (which cannot be in ΣNT according to Requirement 43) for simulating the right-hand sides of the
binding-equations of Example 8. This is because these right-hand sides are actually constructor terms from TC(V), so that a
single outermost e suffices. For the general case, we would have to weaken Requirement 43 to admit equations such as (s1)
and ((_, _)1)with the overloaded symbols s, (_, _) ∈ ΣNT .
Note 9 to Section 12 (Conditional Higher-Order Rewrite Systems)
For an introduction to higher-order TRS cf. Raamsdonk (1999). In this paper we have restricted ourselves to first-order CTRSs.
We think that our ideas are sufficiently novel and complicated to benefit from the easier comprehension that is possible with
the technically simpler first-order CTRSs. Moreover, TRSs that are both higher-order and conditional are still very rare and
seem to lack a generally accepted standard form. To the best of our knowledge, the only involved occurrences of higher-order
conditional TRSs in the literature are in the interesting work of Carlos A. Loría-Sáenz which does not seem to be well-known,
however; cf. Avenhaus and Loría-Sáenz (1994b) and Loría-Sáenz (1994). For instance, it seems to be completely neglected in
the survey on higher-order rewriting (Raamsdonk, 1999).
According to Raamsdonk (1999), it is standard for higher-order TRSs to replace a matched first-order equation l=r with an
equation λx1, . . . , xn. l = λx1, . . . , xn. r where x1, . . . , xn are exactly the variables of l. Instead of replacing the instantiated
left-hand side lµ with the instantiated right-hand side rµ in a term t at position p (i.e. t[ p← lµ ] −→ t[ p← rµ ]), a
higher-order rewrite step proceeds by λβ-expansion, replacement by the non-instantiated λ-closed version of the equation,
and λβ-normalization:
t[ p← lµ ] ∗←−
β
t[ p← (λx1, . . . , xn. l)(x1µ) · · · (xnµ) ]
−→ t[ p← (λx1, . . . , xn. r)(x1µ) · · · (xnµ) ] ∗−→β t[ p← rµ ].
First question: How can we instantiate extra variables of the right-hand side?
Second question: Howdowe get the variables in the condition of a conditional equation instantiated? Note that the left-hand
side and the right-hand side share the same context t[ p← y(x1µ) · · · (xnµ) ] and extract their substitutions from
it by λβ-normalization, which does not seem to be possible for the condition terms.
In spite of the insight and technical elegance that Oostrom and Raamsdonk (1994) and Raamsdonk (1999) brought to higher
order TRSs, it might be a conceptual flaw to bind the variables for left-hand side and right-hand side individually. This does
not really matter for unconditional TRSs, where extra variables in right-hand sides do not play an important rôle. With CTRSs,
however, it becomes obvious that theremust be a single binding (of each variable) scoping over thewhole conditional equation,
such as found in earlier papers, such as the ones of Avenhaus and Loría-Sáenz (1994b) and Loría-Sáenz (1994).
We conclude that TRSs that are both higher-order and conditional are still very rare and seem to lack a generally accepted
standard form.
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