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ABSTRACT
Context. The stellar density profile a galaxy is typically summarised with two numbers: total stellar mass and half-light radius. The
total mass of a galaxy, however, is not a well-defined quantity, due to the finite depth of photometric observations and the arbitrariness
of the distinction between galaxy and diffuse intra-group light. This limits our ability to make accurate comparisons between models
and observations.
Aims. I wish to provide a more robust two-parameter description of the stellar density distribution of elliptical galaxies, in terms of
quantities that can be measured unambiguously.
Methods. I propose to use the stellar mass enclosed within 10 kpc in projection, M∗,10, and the mass-weighted stellar density slope
within the same aperture, Γ∗,10, for this purpose. I measured the distribution in M∗,10 and Γ∗,10 of a sample of elliptical galaxies from
the Sloan Digital Sky Survey and the Galaxy And Mass Assembly survey, using photometry from the Hyper Suprime-Cam survey. I
measured, at fixed (M∗,10,Γ∗,10), what is the spread in galaxy surface brightness profile and central stellar velocity dispersion within the
sample. As a first application, I then compared the observed M∗,10 − Γ∗,10 relation of elliptical galaxies with that of similarly selected
galaxies in the EAGLE Reference simulation.
Results. The pair of values of (M∗,10,Γ∗,10) can be used to predict the stellar density profile in the inner 10 kpc of a galaxy with better
than 20% accuracy. Similarly, M∗,10 and Γ∗,10 can be combined to obtain a proxy for stellar velocity dispersion at least as good as the
stellar mass fundamental plane. The average stellar density slope of EAGLE elliptical galaxies matches well that of observed ones at
M∗,10 = 1011M, but the EAGLE M∗,10 − Γ∗,10 relation is shallower and has a larger intrinsic scatter compared to observations.
Conclusions. This new parameterisation of the stellar density profile of massive elliptical galaxies provides a more robust way of
comparing results from different photometric surveys and from hydrodynamical simulations, with respect to a description based on
total stellar mass and half-light radius.
Key words. Galaxies: elliptical and lenticular, cD – Galaxies: fundamental parameters – Galaxies: structure
1. Introduction
Elliptical galaxies have, by definition, a smooth surface bright-
ness distribution, the shape of which is determined by their as-
sembly history (Naab et al. 2009; Hopkins et al. 2010; Hilz et al.
2013). For this reason, there have been numerous studies aimed
at understanding the evolution of elliptical galaxies by means of
their surface brightness distribution and its variation across the
galaxy population (e.g. van Dokkum et al. 2010; Bernardi et al.
2011; Newman et al. 2012; Nipoti et al. 2012; Huertas-Company
et al. 2013; Shankar et al. 2014; Fagioli et al. 2016; Yoon et al.
2017; Sonnenfeld et al. 2019b; Huang et al. 2019). Tradition-
ally, the surface brightness profile of a galaxy is summarised by
two numbers: the total integrated light (or mass, if an estimate of
the stellar mass-to-light ratio is available) and the half-light ra-
dius. However, both of these quantities suffer from extrapolation
problems: the finite depth of photometric observations limits our
ability to measure the light of a galaxy to a region where its sur-
face brightness is above the background noise level. As a result,
the total luminosity needs to be defined either by extrapolating
the surface brightness profile to regions not constrained by the
data, or by imposing an arbitrary truncation radius. Ultimately,
the total luminosity of a galaxy, and consequently the half-light
radius, is not a well-defined quantity because of the arbitrary
? Marie Skłodowska-Curie Fellow
distinction between stars belonging to it and those associated
with the intra-group medium. This ambiguity in the definition
of the stellar mass is a problem, because it limits our ability to
make meaningful comparisons between theoretical models and
observations. One such example is the recent investigation of
the correlation between the surface brightness profiles of mas-
sive galaxies and the mass of their dark matter halo, at fixed stel-
lar mass: Sonnenfeld et al. (2019b) and Huang et al. (2019) used
essentially the same data but different definitions of the stellar
mass of a galaxy, reaching different conclusions.
In this work, I propose an alternative approach to the prob-
lem of characterising the stellar distribution of massive elliptical
galaxies and related properties, in which I give up attempting to
capture the total mass of a galaxy, and instead focus on a re-
gion well constrained by the data. This new description is based
on two parameters: the projected stellar mass enclosed within
a circularised aperture of radius 10 kpc, M∗,10, and the stellar
mass-weighted projected slope measured within the same aper-
ture, Γ∗,10. The latter is defined as
Γ∗,10 ≡ −
2pi
∫ 10
0 R
d log Σ∗
d logR
Σ∗(R)dR
2pi
∫ 10
0 RΣ∗(R)dR
= 2 − 2pi(10)
2Σ∗(10)
M∗,10
, (1)
where Σ∗(R) is the stellar surface mass density profile and radii
are expressed in units of kpc. The choice of 10 kpc as the refer-
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ence scale is a compromise between the will to select an aperture
that is large enough to enclose a significant fraction of the total
stellar mass of a galaxy (however this is defined) but not too large
that its surface brightness is below the background noise level at
that radius.
I measure the values of (M∗,10,Γ∗,10) space of a sample of
massive quiescent galaxies with elliptical morphology, selected
from the Sloan Digital Sky Survey (York et al. 2000, SDSS)
spectroscopic sample and the Gama And Mass Assembly sur-
vey (GAMA Driver et al. 2009; Baldry et al. 2010; Robotham
et al. 2010), using photometric data from the Hyper Suprime-
Cam (Miyazaki et al. 2018; Komiyama et al. 2018; Kawanomoto
et al. 2018, HSC) Subaru Strategic Program (Aihara et al. 2018a,
HSC survey from here on). I focus on two questions: when fixing
M∗,10 and Γ∗,10, how much residual variation is there in the sur-
face brightness profile of massive elliptical galaxies? How well
do M∗,10 and Γ∗,10 predict the stellar velocity dispersion of these
galaxies, compared to the total stellar mass and the half-light ra-
dius (i.e. the stellar mass fundamental plane)? I then show, as
an example of an application of this new parameterisation of
the stellar density profile, a comparison between the observed
M∗,10 − Γ∗,10 distribution with that of simulated galaxies.
The structure of this paper is the following. In Section 2 I
describe the data used for this study, including sample selection
criteria, and present measurements of the stellar density profile
of the galaxies in the sample. In Section 3, I measure values of
M∗,10 and Γ∗,10 and investigate how well they can predict the
surface brightness profile of massive galaxies, and out to what
scales. In Section 4, I infer the distribution of stellar velocity dis-
persion of the galaxy in the sample as a function of stellar mass
and size on the one hand, and M∗,10 and Γ∗,10 on the other hand.
In Section 5, I select a volume-limited subsample of galaxies and
compare their M∗,10−Γ∗,10 relation with that of galaxies from the
EAGLE hydrodynamical simulation (Schaye et al. 2015). I dis-
cuss the results in Section 6 and summarise in Section 7.
I assume a flat ΛCDM cosmology with ΩM = 0.3 and H0 =
70 km s−1 Mpc−1. Magnitudes are in AB units, stellar masses are
in solar units and velocity dispersions are in km s−1.
2. Data
2.1. Sample selection
For this study, I focus on quiescent galaxies with elliptical mor-
phology. I consider two samples of galaxies: the first one drawn
from the SDSS spectroscopic sample and the second one from
the GAMA survey. After showing measurements of M∗,10 and
Γ∗,10 carried out on both samples, I will use the SDSS sample to
measure the distribution in stellar velocity dispersion as a func-
tion of M∗,10 and Γ∗,10, and the GAMA sample to infer the dis-
tribution of Γ∗,10 as a function of M∗,10 on a complete subset of
objects.
2.1.1. The SDSS sample
I selected galaxies with spectra from the SDSS Legacy Survey1,
using the spectroscopic catalog from the twelfth data release of
the SDSS (DR12 Alam et al. 2015). The SDSS Legacy Survey
includes galaxies from the Main Galaxy Sample (Strauss et al.
2002) and then the Luminous Red Galaxy sample (Eisenstein
et al. 2001) and covers the redshift range 0 < z < 0.5. I applied a
cut on Hα equivalent width, EWHα > −3Å (negative equivalent
1 sdss2.org/legacy/
width corresponding to emission), to remove highly star-forming
galaxies. I then focused on ∼ 3, 800 objects with photometric
data from the Wide component of the first public data release
of the HSC survey (Aihara et al. 2018b). From these, I removed
783 objects flagged as saturated in at least one filter of HSC. I
then visually inspected the remaining sample and selected only
galaxies with elliptical morphology and undisturbed photometry.
In particular, I removed any objects with signs of spiral arms or
disks, as well as objects with close neighbours or with significant
contamination from a nearby bright star. This visual inspection
step reduced the sample size to 2, 125. Color-composite images
of a randomly selected subset of ten SDSS galaxies are shown in
the top half of Figure 1.
2.1.2. The GAMA sample
I selected galaxies from the second data release of the GAMA
survey (GAMA DR2, Liske et al. 2015), located in the G15 field
of GAMA, with a spectroscopic redshift in the range 0.15 < z <
0.2, an Hα equivalent width larger than −3Å and with available
photometric data from the second public data release of the HSC
survey (HSC PDR2 Aihara et al. 2019). The lower redshift limit
is applied to minimize the number of objects with saturated im-
ages (less than 5% above this redshift), while the upper limit will
be needed to define a volume-limited sample of galaxies. Among
the 1, 378 objects that satisfy the requirements listed above, I se-
lected 776 object visually classified as ellipticals using the same
criteria adopted for the SDSS sample. Color-composite images
of a randomly selected subset of ten GAMA galaxies are shown
in the bottom half of Figure 1.
The main difference between the two samples is the avail-
ability of stellar velocity dispersion measurements, limited to the
SDSS sample, and the depth of the parent surveys from which
they are drawn. The GAMA DR2 is complete down to an r−band
magnitude of 19.4 in the G15 field, while the SDSS Legacy Sur-
vey is shallower. Although the third data release of GAMA ex-
tends the G15 sample down to r < 19.8 (Baldry et al. 2018), I
only considered objects included in DR2 because they have al-
ready been cross-matched to the HSC catalog as part of the HSC
PDR2. A subset of 44 galaxies is common to both the SDSS and
GAMA samples.
2.2. HSC photometry
In order to measure the surface brightness and stellar mass pro-
file of the galaxies in the two samples, I used photometric data
from the HSC PDR2. For each galaxy, I obtained 201 × 201
pixel (33.77′′ × 33.77′′) cutouts in g, r, i, z, y bands. Each cutout
consisted of coadded sky-subtracted science, variance and mask
maps, produced by the HSC data reduction pipeline (HSCpipe,
Bosch et al. 2018).
2.3. Surface brightness profile measurements
I modeled the surface brightness distribution of each galaxy with
an elliptical Sérsic profile,
I(x, y) = I0 exp
−b(n)
(
R
Re
)1/n, (2)
where x and y are Cartesian coordinates with origin at the galaxy
centre and aligned with the galaxy major and minor axes, R is the
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Fig. 1. Color-composite images, made with HSC g−, r− and i−band images, of twenty randomly selected elliptical galaxies from the SDSS and
GAMA samples.
circularised radius
R2 ≡ qx2 + y
2
q
, (3)
q is the axis ratio, n is the Sérsic index, and b(n) is a numerical
constant defined in such a way that the isophote of radius R = Re
encloses half of the total light (see Ciotti & Bertin 1999).
I fitted seeing-convolved Sérsic models to sky-subtracted and
coadded images in g, r, i, z, y bands, following the same proce-
dure adopted by Sonnenfeld et al. (2019b) for the analysis of
data from the 17A internal data release of the HSC survey. The
structural parameters of the Sérsic model were assumed to be
the same in all bands, thereby asserting spatially constant colors.
Neighbouring galaxies were identified and masked out by run-
ning the software SExtractor (Bertin & Arnouts 1996) on the
i−band image with a 2σ object detection threshold. Saturated
pixels were masked out using the masks provided by the HSC
PDR2.
As I argued in the Introduction, when fitting an analytical
profile to the surface brightness distribution of a galaxy, part
of the inferred total brightness is due to an extrapolation of the
model to large radii not constrained by the data. In order to gauge
the importance of this effect for the galaxies in the two samples, I
measured for each object the radius Rsky at which the model sur-
face brightness equals the sky background surface brightness 1σ
fluctuation on a single pixel. I then computed the fraction fdet of
the total brightness inferred from the Sérsic profile fit accounted
for by the region R < Rsky: in other words, fdet is the fraction of
the total brightness that is directly constrained by the data. Both
Rsky and fdet are functions of the i−band magnitude, half-light
radius, Sérsic index and the depth of the data.
The distribution of these five quantities is plotted in Figure 2.
We can see clear anti-correlations between fdet and both Sérsic
index n and half-light radius Re, which can be understood as fol-
lows: a larger Sérsic index corresponds to a shallower surface
brightness profile as R → ∞, which means that regions at large
radii contribute to a larger fraction of the total light. This results
in larger half-light radii (hence the positive correlation between
n and Re) and lower values of fdet. Most importantly, for roughly
a third of the SDSS sample, fdet is smaller than 0.8, meaning
that 20% of the measured total flux or more is a result of an
extrapolation of the best-fit Sérsic profile to regions not directly
constrained by the data. While this might not seem like a big sys-
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tematic uncertainty, it is worth pointing out that this is a sample
of relatively bright objects, with data from the currently deepest
wide field photometric survey (HSC). The typical value of fdet
is lower for galaxies at a higher redshift or with shallower pho-
tometric data, compared to the distribution shown in Figure 2.
This is one of the main motivations for replacing M∗ and Re with
M∗,10 and Γ∗,10 in the description of the stellar density profile of
massive elliptical galaxies. In Figure 3, we show the distribution
of Rsky in physical units. As we can see from the top panel, all
but a handful of objects from both the SDSS and GAMA sam-
ples have values of Rsky smaller than 10 kpc. This means that
the measurements of M∗,10 and Γ∗,10 are well constrained by the
data, for the galaxies in the two samples.
2.4. Goodness of fit
In the previous subsection I assumed that the surface brightness
distribution of the elliptical galaxies in the two samples can be
described by a Sérsic profile with uniform colours. In the rest
of this work I will rely on this assumption to calculate the stel-
lar mass distribution and compute M∗,10 and Γ∗,10. Therefore, it is
important to check how well does a Sérsic model fit the observed
surface brightness data. Figure 4 compares the observed i−band
surface brightness profile with the best-fit Sérsic model, for the
same twenty galaxies previously shown in Figure 1. The Sér-
sic profile follows the data remarkably well: residuals between
the binned data and the model (bottom panels) are almost ev-
erywhere smaller than 20% of the model flux, with the largest
deviations observed only at large radii.
2.5. Stellar mass profile measurements
The stellar mass profiles of the galaxies in the sample were
obtained by fitting stellar population synthesis models to the
observed multi-band surface brightness profiles, following the
same procedure adopted by Sonnenfeld et al. (2019b). In sum-
mary, I assumed that the stellar component of each galaxy can
be described by a composite stellar population (CSP) model
with an exponentially declining star formation history, a sin-
gle value for the metallicity Z and a single value for the dust
attenuation τV , constant throughout the galaxy. I then used the
software Galaxev (Bruzual & Charlot 2003) to predict, for each
galaxy, broad-band magnitudes for each set of values of the stel-
lar population parameters, including the stellar mass M∗, us-
ing semi-empirical stellar spectra from the BaSeL 3.1 library
(Westera et al. 2002), Padova 1994 evolutionary tracks (Fagotto
et al. 1994b,c,a) and a Chabrier stellar initial mass function (IMF
Chabrier 2003). These synthetic magnitudes were then fitted
to the observed magnitudes in g, r, i, z, y bands with a Markov
Chain Monte Carlo (MCMC), using the python implementa-
tion emcee (Foreman-Mackey et al. 2013) of the affine-invariant
sampling method introduced by Goodman & Weare (2010). I
assumed flat priors on log M∗, on the stellar age (i.e. the time
since the initial burst) and the star formation rate decay time, on
log τV , and a Gaussian prior on log Z with a mean that scales with
log M∗, following the mass-metallicity relation of Gallazzi et al.
(2005). Following Sonnenfeld et al. (2019b), I added in quadra-
ture a 0.05 uncertainty to the observed magnitudes, to mimic
the effect of systematic errors in the synthetic stellar population
models: the latter are typically unable to fit observed magnitudes
down to the (very small) photometric noise level. If not corrected
for, this would result in the uncertainties on the stellar mass be-
ing underestimated (see also Figure 3 of Sonnenfeld et al. 2019a,
and related discussion).
The nominal output of the fitting procedure described above
is the observed stellar mass M(obs)∗ and related uncertainty,
∗, obtained by approximating the marginal posterior probabil-
ity distribution function in log M∗ as a Gaussian. Then, self-
consistently with the assumption of spatially constant colours
and stellar population parameters, I assumed that the stellar mass
density profile of a galaxy is described by a Sérsic profile with
the same structural parameters inferred in the photometry fitting
procedure and constant stellar mass-to-light ratio.
3. The distribution in M∗,10-Γ∗,10 space
Before calculating the values of M∗,10 and Γ∗,10 for the galaxies
in the sample, I first computed them for some example cases,
in order to develop intuition on how this new parameterisation
relates to quantities we are more used to, such as M∗ and Re. I
first point out that, under the assumption of a spatially constant
mass-to-light ratio M∗/L, the mass-weighted slope is purely a
function of the surface brightness profile I(R): this can be seen
by writing Σ∗(R) = M∗/LI(R) in Equation 1, where the mass-to-
light ratio cancels out. Secondly, the maximum allowed value of
the mass-weighted slope is Γ∗,10 = 2, which is obtained when the
projected stellar mass density at 10 kpc is zero. Independently of
the stellar mass of a galaxy, we can then ask how Γ∗,10 varies as
a function of Re and n, for a Sérsic surface brightness profile.
This is shown in Figure 5 for a few values of n. The general
trend is that of a decreasing slope for increasing Re: if the half-
light radius is large, the average surface brightness profile within
10 kpc is shallower.
I then calculated the distribution in (M∗,10,Γ∗,10) space of
galaxies following a reference mass-size relation from the lit-
erature. For this purpose, I used the measurement of Hyde &
Bernardi (2009, BH09 from now on), who fitted a quadratic
relation to values of Re and M∗ of SDSS early-type galaxies,
obtained by modeling the stellar profile with a de Vaucouleurs
model (a Sérsic profile with n = 4). The assumption of a de Vau-
couleurs profile means that the stellar profile of galaxies in the
HB09 sample constitute a 2-parameter family of objects, which
can be easily mapped to the (M∗,10,Γ∗,10) space. In Figure 6, I
show the M∗,10 − Γ∗,10 relation of galaxies lying on the average
mass-size relation from HB09 (thick line). I also show lines of
constant stellar mass and varying radius, as well as lines off-
set from the average mass-size relation by a fixed amount in
logRe. The mass enclosed within 10 kpc increases with total
stellar mass, while the projected slope decreases. This matches
the expectation suggested by the plot in Figure 5: since more
massive galaxies have a larger value of Re, their stellar profile
within 10 kpc is shallower. Lines of varying Re at fixed M∗ are
also shown in Figure 6: galaxies that appear to be more compact
(i.e. that lie below the mass-size relation), have higher values of
M∗,10 and a steeper stellar slope. I point out, however, that this
is a consequence of the assumption of a de Vaucouleurs profile
and is not true in general: for instance, if one adopts the more
general Sérsic profile and if Sérsic index correlates with stellar
mass, a qualitatively different behaviour could emerge.
In Figure 7, I plot the distribution in M∗,10 and Γ∗,10 of the
galaxies in the two samples. Since these are observed values,
subject to errors, I indicate them as M(obs)∗,10 and Γ
(obs)
∗,10 respectively,
in order to keep a clear distinction between true and observed
quantities. The data points cover a similar region as that spanned
by the HB09 mass-size relation. This is an important consistency
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Fig. 2. Distribution in half-light radius, i−band magnitude, Sérsic index, radius Rsky at which the i−band surface brightness of a galaxy falls below
the sky fluctuation level and fraction fdet of the total i−band flux from Sérsic profile fitting enclosed within the isophote of radius Rsky. Points
circled in black correspond to the twenty galaxies shown in Figure 1.
check, as there is substantial overlap between the HB09 sample
and the SDSS galaxies considered in this work.
The main motivation for introducing this new pair of vari-
ables (M∗,10,Γ∗,10) is to use them to characterise the stellar den-
sity profile of elliptical galaxies in place of the more traditional
(M∗,Re) parameterisation. This new parameterisation will be
more useful the smaller the spread in stellar profiles of observed
galaxies at fixed (M∗,10,Γ∗,10). In order to verify to what extent
(M∗,10,Γ∗,10) is a good predictor of the stellar density profile
Σ∗(R), I made three narrow bins in (M∗,10,Γ∗,10) space, shown
in Figure 7, then plotted Σ∗(R) of the galaxies in each bin in Fig-
ure 8 (grey curves). Additionally, I considered as a reference the
stellar density profile of a Sérsic model with index n equal to the
median value among the galaxies in the bin, and same values of
M∗,10 and Γ∗,10 of the bin center (red dashed line). The galaxies
in each bin span broad ranges of half-light radius and Sérsic in-
dex, as shown in the insets of Figure 8, yet they appear to share
similar stellar profiles, particularly in the region R < 10 kpc. The
stellar profiles start diverging at large radii, but those are also
the regions poorly constrained by the data and where the Sérsic
profile approximation is less accurate (see Figure 4). The bottom
panels of Figure 8, which show the relative differences in Σ∗ with
respect to the reference profile, offer a more quantitative view: in
the inner 10 kpc the spread in stellar density is smaller than 20%,
with part of this spread being due to the finite width of each bin.
This means that, given the value of M∗,10 and Γ∗,10 of an ellipti-
cal galaxy, we can guess its inner stellar density profile with an
accuracy of 20% or better, by simply considering a Sérsic profile
with the same values of M∗,10 and Γ∗,10.
4. Velocity dispersion as a function of M∗,10 and
Γ∗,10
The stellar profile of an elliptical galaxy is known to corre-
late with its dynamical state: elliptical galaxies are distributed
around a thin surface in the three-dimensional space defined by
central surface brightness (or central stellar mass density), half-
light radius and central velocity dispersion, known as the fun-
damental plane (Dressler et al. 1987; Djorgovski & Davis 1987;
Hyde & Bernardi 2009). Another way of assessing how well the
M∗,10 − Γ∗,10 parameterisation can summarise the properties of
an elliptical galaxy is then by measuring how well it can pre-
dict its stellar velocity dispersion. In this section I investigate the
fundamental plane in the context of my new parameterisation
of the stellar density profile: I measure how the central velocity
dispersion is distributed as a function of M∗,10 and Γ∗,10, with a
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ical units. Bottom: Cumulative distribution.
particular focus on the amplitude of the intrinsic scatter in ve-
locity dispersion at fixed (M∗,10,Γ∗,10) (i.e. the tightness of the
relation).
For each galaxy in the SDSS sample, its line-of-sight stellar
velocity dispersion measured within a circular fiber of the SDSS
spectrograph,σap, is available. In fundamental plane studies, this
is usually converted into a central velocity dispersion, measured
within a circular aperture with size equal to a fixed fraction of
the half-light radius. Since M∗,10 and σ are calculated within a
fixed physical aperture of radius 10 kpc, it is more appropriate
to consider the velocity dispersion within this aperture instead,
labeled as σ10. I obtained σ10 by assuming the following radial
scaling of the stellar velocity dispersion with aperture size, from
Cappellari et al. (2006):
σ10 = σap ×
(
10kpc
Rap
)−0.066
, (4)
where Rap is the radius of the spectroscopic aperture, 1.5′′, in
physical units at the redshift of the galaxy. The distribution of
SDSS galaxies in M∗,10 − Γ∗,10 space is shown again in Figure 9,
now colour-coded by the values of σ10.
I fitted for the distribution of the galaxies in the SDSS sam-
ple in (M∗,10,Γ∗,10, σ10) space with a Bayesian hierarchical ap-
proach (see e.g. Sonnenfeld & Leauthaud 2018). Each galaxy is
described by its true values of (M∗,10,Γ∗,10, σ): these are quanti-
ties at the bottom level of a hierarchy of parameters, drawn from
a distribution describing the sample population, in turn described
by parameters (usually referred to as hyper-parameters) that we
wish to infer. The main ingredient of the model in this case is the
distribution of σ10 as a function of M∗,10 and Γ∗,10. I considered
the following Gaussian distribution in logσ10:
logσ10 ∼ N(µσ(M∗,10,Γ∗,10), s2σ), (5)
with a mean that allows for a linear scaling with log M∗,10 and
Γ∗,10,
µσ(M∗,10,Γ∗,10) = µσ,0 + β(log M∗,10 − 11) + ξ(Γ∗,10 − 1.6), (6)
and dispersion sσ. The hyper-parameters of this model are{
µσ,0, βσ, ξσ, sσ
}
. (7)
I sampled the posterior probability distribution of these hyper-
parameters given the data, while marginalising over the parame-
ters describing the individual (true) values of M∗,10,Γ∗,10, σ10 of
each galaxy, using an MCMC. Table 1 lists the inferred median
and 68% credible intervals of the marginal posterior distribution
of each hyper-parameter. The velocity dispersion correlates with
the stellar mass enclosed within 10 kpc, βσ = 0.478 ± 0.010, as
well as on the stellar density slope, ξσ = 0.17 ± 0.02. Bands of
constant average velocity dispersion in M∗,10 − Γ∗,10 space are
shown in Figure 9.
The M∗,10 − Γ∗,10 fundamental plane is shown in the bot-
tom panel of Figure 10. The intrinsic scatter in logσ10 is sσ =
0.045± 0.002. This is ∼ 30% smaller than the scatter around the
velocity dispersion-stellar mass relation, measured to be 0.066
by Cannarozzo et al. (2019) on a similarly selected sample of
SDSS galaxies as those considered here. It is interesting to com-
pare the value of the intrinsic scatter to that measured around
the stellar mass fundamental plane, which I constrained as fol-
lows. I first obtained for each galaxy the stellar velocity disper-
sion within an aperture equal to half of its half-light radius, σe2,
using the same aperture correction expression of Equation 4,
then fitted for the distribution of logσe2 as a function of M∗ and
Re. Similarly to the model of Equation 5, I assumed a Gaus-
sian distribution in logσe2. Using the same inference method
described above, I found the following constraint for the mean
of this Gaussian,
µσ = 2.375 + 0.441(log M∗ − 11.5) − 0.268(logRe − 1), (8)
with errors on the coefficients similar in value to those of the pre-
vious model, and a dispersion of sσ = 0.047±0.002. This stellar
mass fundamental plane is shown in the top panel of Figure 10.
The intrinsic scatter around the M∗,10 − Γ∗,10 fundamental plane
is the same in value as that around the stellar mass fundamental
plane. This means that (M∗,10,Γ∗,10) is as good a predictor of the
stellar velocity dispersion as the combination of stellar mass and
half-light radius, with the advantage that M∗,10 and Γ∗,10 can be
measured more robustly.
5. Application: comparison with hydrodynamical
simulations
As an example of a possible use of this new description of the
stellar surface mass density of elliptical galaxies, I show in this
section a comparison between the M∗,10 − Γ∗,10 relation of ob-
served galaxies with that of simulated galaxies from the EAGLE
hydrodynamical simulations. The stellar density profile cannot
be considered a pure prediction of EAGLE, because those sim-
ulations were partially tuned to avoid the creation of overly-
compact galaxies. Nevertheless, checking the stellar distribution
of simulated galaxies against observed ones can provide useful
insight on the accuracy of some of the recipes adopted by EA-
GLE, for instance the subgrid modeling of feedback from star
formation and from active galactic nuclei. Schaye et al. (2015)
compared the stellar mass-half-mass radius of EAGLE galaxies
with Sérsic index n < 2.5 against the stellar mass-half-light ra-
dius of observed galaxies from different studies (see their Figure
9). They found that the simulations and the data agree to within
0.1 dex, but were unable to draw stronger conclusions, partly
because of inconsistencies in the definition of size between the
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Fig. 4. Surface brightness profiles in i−band of the twenty galaxies shown in Figure 1. Top: observed surface brightness, azimuthally averaged in
radial bins (blue diamonds) and best-fit Sérsic model (black solid curve), as a function of circularised radius. Bottom: residuals between observed
and model flux, divided by the model flux. The two different colours correspond to SDSS and GAMA galaxies, as in Figure 2.
Table 1. Inference on the hyper-parameters describing the distribution of the stellar velocity dispersion σ10 in (M∗,10,Γ∗,10) space. For each
parameter, the median and 68% credible interval of its marginal posterior PDF is reported.
Parameter Med.±1σ Description
µσ,0 2.277 ± 0.002 Mean logσ10 at M∗,10 = 11.2 and Γ∗,10 = 1.5.
βσ 0.478 ± 0.010 Dependence of logσ10 on M∗,10.
ξσ 0.17 ± 0.02 Dependence of logσ10 on Γ∗,10.
sσ 0.045 ± 0.002 Scatter in logσ10 around the mean.
different samples. The adoption of a more robust definition of the
stellar profile, based on (M∗,10,Γ∗,10), should alleviate this issue.
In order to measure the M∗,10 − Γ∗,10 relation, it is necessary
to work with a sample of galaxies for which the completeness
in M∗,10 is independent of the slope Γ∗,10 (or to apply a Γ∗,10-
dependent incompleteness correction). A volume limited sam-
ple, complete down to a minimum stellar mass, satisfies this con-
dition (though is not strictly necessary). I obtained such a sample
by considering only galaxies from the GAMA sample, and by
applying the following cut to the observed stellar masses within
10 kpc: log M(obs)∗,10 > 10.80. As shown in Appendix A, the result-
ing sample is more than 95% complete in M(obs)∗,10 . The distribution
in M∗,10 − Γ∗,10 space of this sample is shown in Figure 11.
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I then selected elliptical galaxies from the z = 0.1 snapshot of
the EAGLE simulation RefL0100N1504, which corresponds to
the EAGLE Reference model and the largest box size (100 cMpc
on the side). I first considered all subhalos with a total stellar
mass larger than 1010.8M, then measured M∗,10 and Γ∗,10 from
the particle data. This was done by projecting particle positions
along the third axis, estimating the axis ratio and position angle
of the projected stellar mass distribution from its second mo-
ments, defining circularised coordinates using Equation 3, cal-
culating Σ∗(10) on a thin elliptical annulus around a circularised
radius of 10 kpc, obtaining M∗,10 by summing the stellar mass
within the same radius and calculating Γ∗,10 using Equation 1.
Another advantage of using (M∗,10,Γ∗,10), is the fact that both
quantities are defined at a sufficiently large radius to be immune
from finite resolution effects in the simulation (the gravitational
softening length in the large EAGLE box is 2.66 comoving kpc).
This is not the case when trying to estimate the half light radius
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Fig. 7. Distribution in observed values of the stellar mass enclosed
within 10 kpc, M∗,10, and the mass-weighted stellar density slope within
the same aperture, Γ∗,10, for the galaxies in the SDSS and GAMA sam-
ples. The three boxes are bins in (M∗,10,Γ∗,10) space: the stellar density
profile of the galaxies in each bin are shown in Figure 8.
of a simulated galaxy by fitting a Sérsic surface brightness pro-
file to it: since the inner regions are artificially smoothed out, the
inferred stellar density profile will be biased.
I applied a cut to select only galaxies with log M∗,10 > 10.80,
as done with the observed GAMA sample, which reduced the
sample size to 316, and then visually inspected SDSS-like RGB
images, produced by Trayford et al. (2017), of the remaining
objects, to select only galaxies with elliptical morphology. With
this visual selection step, 111 spiral or irregular galaxies were
removed, bringing the final size of the EAGLE sample to 205
objects. I also explored an alternative selection, based on a cut in
the fraction of the kinetic energy in ordered corotation, κco < 0.4,
as suggested by Correa et al. (2019), with negligible changes in
the outcome of the analysis presented in the rest of this section.
I fitted for the distribution in Γ∗,10 as a function of M∗,10 of
both the GAMA and the EAGLE samples. I modeled this as a
Gaussian in Γ∗,10
Γ∗,10 ∼ N(µΓ(M∗,10), s2Γ), (9)
with a mean that scales linearly with log M∗,10,
µΓ(M∗,10) = µΓ,0 + βΓ(log M∗,10 − 11), (10)
and dispersion sΓ. I fitted for the model parameters µΓ,0, βΓ, sΓ
with a Bayesian hierarchical inference method. In the case of the
fit to the observed data, this was done by marginalising over the
parameters describing the individual values of the stellar mass of
each galaxy, M∗,10, given its observed value, M(obs)∗,10 , and correct-
ing for the Eddington bias introduced by the cut in M(obs)∗,10 , fol-
lowing Sonnenfeld & Leauthaud (2018). The median and 68%
credible interval of the marginal posterior probability distribu-
tion of each parameter is given in Table 2, and the 68% and 95%
credible regions for the average value of the stellar slope, µΓ, is
plotted in Figure 11 as a function of M∗,10.
The M∗,10 − Γ∗,10 relation of the EAGLE sample agrees very
well with the observed one at the pivot point of Equation 10,
log M∗,10 = 11.0. However, the distribution of EAGLE galaxies
has a shallower slope and a larger intrinsic scatter compared to
that of the GAMA sample. At the low mass end, log M∗,10 =
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Table 2. Inference on the hyper-parameters describing the distribution of the stellar density slope Γ∗,10 as a function of the stellar mass enclosed
within 10 kpc, M∗,10, for the GAMA and EAGLE samples. For each parameter, the median and 68% credible interval of its marginal posterior PDF
is reported.
Parameter GAMA EAGLE Description
µΓ,0 1.606 ± 0.005 1.597 ± 0.009 Mean Γ∗,10 at M∗,10 = 11.0.
βΓ −0.46 ± 0.04 −0.20 ± 0.06 Dependence of Γ∗,10 on M∗,10.
sΓ 0.075 ± 0.004 0.127 ± 0.006 Scatter in Γ∗,10 around the mean.
10.80, the maximum a posteriori value of the mean of the Γ∗,10
distribution of EAGLE is ∼ 0.06 lower than the corresponding
value of the observed sample. Since the observed intrinsic scatter
in Γ∗,10 is sΓ = 0.075±0.004, the mean Γ∗,10 of EAGLE galaxies,
µ(EAGLE)
Γ
, is then roughly as shallow as that of the 20%-ile of the
observed distribution of GAMA galaxies. Vice versa, towards
the high mass end, log M∗,10 = 11.3, the mean Γ∗,10 of EAGLE
galaxies is as steep as the 80%-ile of the observed distribution.
Figure 12 shows a statistically more robust assessment of the
difference between the two distributions, based on posterior pre-
diction. For each set of values of the posterior probability dis-
tributions from the two inferences, and at three reference val-
ues of M∗,10, I first calculated the mean slope of the EAGLE
sample, µ(EAGLE)
Γ
, and then found the percentile of the distribu-
tion of the observed sample at Γ∗,10 = µ(EAGLE)Γ . The three his-
tograms in Figure 12 show the distributions in percentiles ob-
tained by marginalising over the posterior probability distribu-
tions, i.e. propagating the uncertainties.
The fact that the histogram relative to the log M∗,10 = 10.80
point lies completely to the left of the 50%-ile line means that,
even when accounting for uncertainties, the stellar slope of the
average EAGLE galaxy is still shallower compared to observa-
tions at the same value of M∗,10. Conversely, the log M∗,10 =
11.30 histogram lies to the right of the 50%-ile line, indicating
that at the high mass end EAGLE galaxies have too steep of a
stellar density slope. This finding could be used to improve the
physical prescriptions of the simulation, though that is beyond
the goals of this work.
6. Discussion
6.1. What is (M∗,10,Γ∗,10) useful for?
There are many definitions of the size of a galaxy in the scien-
tific literature. In addition to the already discussed half-light ra-
dius, there are the Petrosian radius (Petrosian 1976) and the Kron
radius (Kron 1980) (see Graham & Driver 2005, for a discus-
sion on how these relate to a Sérsic surface brightness profile).
Then there are definitions based on the radius at which the sur-
face brightness of a galaxy reaches a threshold value, such as the
Holmberg radius (Holmberg 1958), or the more recent approach
of Trujillo et al. (2020) based on a limiting stellar surface mass
density. All of these definitions are designed to capture most of
the light of a galaxy, or a fixed fraction of it. The approach of this
work is radically different: by using (M∗,10,Γ∗,10) to characterise
the stellar density profile of a galaxy, one gives up quantifying
the total stellar mass of a galaxy and focuses instead on a region
well constrained by the data.
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each panel shows the amplitude of the inferred intrinsic scatter around
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The rationale for the introduction of (M∗,10,Γ∗,10) is to pro-
vide as observationally robust a way as possible to characterise
the stellar profile of a galaxy with only two parameters. Ro-
bustness is important when comparing observations with sim-
ulations, but also when doing comparisons between different ob-
servational datasets. With most other definitions, the parameters
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Fig. 11. Relation between M∗,10 and Γ∗,10 of a volume limited subsample
of GAMA galaxies, and of similarly selected galaxies from the EAGLE
simulation. The bands show the 68% and 95% credible regions of the
M∗,10 −Γ∗,10 relation obtained by fitting the model of Equation 9 to each
sample.
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Fig. 12. Posterior predictive distributions of the percentile of the distri-
bution in the stellar density slope of GAMA galaxies at Γ∗,10 = µ
(EAGLE)
Γ
,
i.e. at the value of Γ∗,10 equal to the average of the EAGLE sample, at
three values of M∗,10. The vertical dashed line marks the 50%-ile, which
is the expectation value in case of perfect agreement between the distri-
bution of GAMA and EAGLE galaxies.
used to describe the stellar profile of a galaxy will in general de-
pend on the wavelength covered by the data, the depth of the data
and, if the measurement involves fitting a model surface bright-
ness profile, the adopted model family. Even when the same
data for the same galaxy is fitted with the same family of sur-
face brightness models, for example a Sérsic profile, results can
still vary depending on the adopted priors on the model param-
eters: many authors choose to limit the Sérsic index n below a
maximum allowed value (typically between 6 and 8), leading to
different measurements of the total flux and half-light radius on
galaxies for which the data favors larger values.
One caveat of the (M∗,10,Γ∗,10) parameterisation is that, given
the tilt of the distribution of galaxies in M∗,10 − Γ∗,10 space, nei-
ther M∗,10 nor Γ∗,10 can be used in isolation to provide an insight-
ful description of the stellar profile of a galaxy: both parameters
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are needed. Conversely, the more traditional (M∗,Re) approach
might seem more appealing, because the total stellar mass is,
with good reasons, generally regarded as a fundamental property
of a galaxy. That allows one to rank galaxies according to M∗ and
gain intuition on how the more massive objects differ from the
least massive ones in terms of their assembly history and related
properties. At the same time, however, it is highly unlikely that
a description based on a single parameter, the stellar mass, can
be sufficient to capture all the complexities of galaxy evolution.
Even objects as apparently simple as elliptical galaxies exhibit
nontrivial variations with half-light radius at fixed stellar mass,
for example in their stellar population properties (Díaz-García
et al. 2019) or in the mass of their central supermassive black
hole (van den Bosch 2016). A description based on at least two
parameters should therefore be preferable: although increasing
the dimensionality of a problem introduces challenges in terms
of data visualization and analysis, modeling choices should ulti-
mately be dictated by the complexity of the physical system one
wishes to describe.
The pair of values (M∗,10,Γ∗,10) can replace M∗ in all appli-
cations for which the latter is used merely as a label. Galaxies
can still be ranked by identifying curves in M∗ − Γ∗,10 space that
correspond to constant values of a variable of interest. For ex-
ample, by moving perpendicularly with respect to the bands on
Figure 9 one finds galaxies with progressively different values of
the velocity dispersion.
The stellar mass of a galaxy is often used in cosmology as a
noisy proxy for the mass of its dark matter halo: this is for ex-
ample the basic assumption of abundance matching approaches.
Abundance matching can still be done with (M∗,10,Γ∗,10): it is
sufficient to combine the two parameters in a new scalar variable
(for example, a line in log M∗,10 − Γ∗,10 space) and rank galaxies
according to it. In fact, just like a certain combination of M∗,10
and Γ∗,10 can predict velocity dispersion with a smaller intrin-
sic scatter compared to stellar mass alone, it is plausible that
another combination of the two parameters can provide a bet-
ter proxy for halo mass, compared to the traditional abundance
matching ansatz. Such combination could be determined with
direct probes of halo mass, for example by measuring the weak
gravitational lensing signal of a sample of galaxies as a function
of M∗,10 and Γ∗,10.
Cases in which a measurement of the stellar profile at large
radii is critical, however, will not benefit much from switching to
a (M∗,10,Γ∗,10) parameterisation, given the substantial spread in
stellar profiles at R > 30 kpc at fixed M∗,10 and Γ∗,10 observed in
Figure 8. One such example is the determination of the fraction
of total baryonic matter locked in stars: in this case, it is prefer-
able to explicitly model the distribution of stellar mass out to the
largest possible radii.
6.2. Limitations and possible extensions
The choice of 10 kpc as the reference scale within which to
measure the enclosed stellar mass and the stellar density slope
is clearly arbitrary. It is a sensible choice for the type of ob-
jects studied in this work, elliptical galaxies, because they are
typically massive and have sizes (in the half-light radius sense)
on the same order of magnitude: in other words, an aperture
of 10 kpc encloses a fraction of their total stellar mass that is
substantial, yet smaller than unity. The M∗,10,Γ∗,10 definition,
however, becomes increasingly less useful at the low mass end:
galaxies with a very small size have a correspondingly small
value of the stellar surface mass density at 10 kpc and conse-
quently a mass-weighted stellar slope Γ∗,10 ≈ 2. Dwarf galaxies
then occupy a narrow horizontal band in M∗,10−Γ∗,10 space close
to the maximum allowed value of Γ∗,10 = 2, meaning that what
was originally intended as a two-parameter description of galax-
ies reduces effectively to a single parameter one, at low masses.
This limitation could be overcome by measuring the enclosed
stellar mass and the mass-weighted slope at more than one ra-
dius, but that would lead to a much more cumbersome descrip-
tion compared to the single aperture case advocated in this work.
Although this work was focused entirely on elliptical galax-
ies, it is possible to measure M∗,10,Γ∗,10 of a galaxy of any mor-
phology, provided that accurate measurements of its stellar pro-
file out to at least 10 kpc is available. This is not a trivial re-
quirement, especially for objects with multiple component such
as disks, rings, spiral arms or bars. Additionally, while the value
of (M∗,10,Γ∗,10) of an elliptical galaxy gives us a precise idea of
its stellar profile, at least in the region R < 10 kpc, the same is
not true for galaxies with a more complex morphology. As an ex-
treme case, we can consider the example of a galaxy consisting
of a bulge and a star-forming ring at exactly R = 10 kpc. Such
an object would have a shallow stellar slope (i.e. a small value
of Γ∗,10) in virtue of the high stellar mass density at 10 kpc, but
if we were to consider a Sérsic profile with the same values of
M∗,10 and Γ∗,10, as done in Figure 8, the resulting stellar profile
would be radically different from the true one, as it would be
extending out to much larger radii. That, however, is a general
problem that arises when models with a small number of param-
eters are used to describe galaxies that are too complex: fitting a
ring galaxy with a Sérsic profile, or even with a model consisting
of the sum of a de Vaucouleurs profile and an exponential one,
typically used to separate bulge and disks components, results
usually in a poor fit and an overestimate of its stellar mass.
6.3. Residual systematic uncertainties
The main source of systematic uncertainty affecting measure-
ments of (M∗,10,Γ∗,10) as carried out in this work, is in the accu-
racy of the stellar population synthesis models used to convert
measurements of the surface brightness in stellar surface mass
density. The estimate of the stellar mass-to-light ratio of a galaxy
from spectral energy distribution fitting is subject to uncertain-
ties on the stellar evolution models, stellar templates, choice of
the stellar IMF, dust attenuation model, and parameterisation of
the star formation history, to name a few. Especially when broad
band photometric observations are used to constrain the stellar
population parameters of a galaxy, one is usually forced to make
a series of simplifying assumptions, as the data typically only
offers a limited number of constraints.
In this work, I assumed spatially constant stellar population
parameters. However, galaxies are known to have gradients in
age and metallicity, which correspond in general to gradients in
the stellar mass-to-light ratio. This can be a problem when com-
paring values of (M∗,10,Γ∗,10) between observations and simu-
lations, unless measurements are carried out self-consistently in
both realms. This problem is not an exclusive of the (M∗,10,Γ∗,10)
approach, though, but applies more generally to any attempt at
describing the stellar profile of a galaxy with a model that is
too simple. It could be solved by allowing for spatial variations
in stellar population parameters in the model, provided that the
data is sufficiently constraining. Alternatively, one could more
conservatively settle for measuring enclosed light and surface
brightness density slope in place of (M∗,10,Γ∗,10), leaving to the
simulation side the burden of predicting the observed light dis-
tribution.
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7. Summary
I introduced a new parameterisation for the stellar mass den-
sity profile of elliptical galaxies, based on the projected stellar
mass enclosed within an aperture of 10 kpc, M∗,10, and the mass-
weighted stellar density slope within 10 kpc, Γ∗,10. These two
parameters can be measured more robustly than the total stellar
mass and half light radius of a galaxy, because they do not rely
on the detection of light at large radii and do not suffer from
ambiguities related to the definition of the boundary of a galaxy.
I measured the distribution of M∗,10 and Γ∗,10 of two samples
of elliptical galaxies at z < 0.5 using photometric data from the
HSC survey. I found that, by specifying the values of M∗,10 and
Γ∗,10 of an elliptical galaxy, it is possible to guess its stellar den-
sity profile in the inner 10 kpc with better than 20% accuracy. I
then investigated the distribution in stellar velocity dispersion as
a function of (M∗,10,Γ∗,10), dubbed the M∗,10 −Γ∗,10 fundamental
plane. At fixed (M∗,10,Γ∗,10), the intrinsic scatter in stellar ve-
locity dispersion is equal to that around the stellar mass funda-
mental plane. This implies that no information on the dynamical
mass of a galaxy is lost when adopting a parameterisation based
on measurements carried out at a fixed aperture in place of M∗
and Re.
I then compared the distribution of Γ∗,10 as a function of
M∗,10 of elliptical galaxies from the EAGLE Reference simu-
lation with that of observed galaxies. The two parameters can
be measured easily in simulated galaxies and are more immune
to finite resolution effects compared to measurements based on
the fit of a stellar density profile. At M∗,10 = 1011M, EAGLE
galaxies have the same average Γ∗,10 as measured in the obser-
vations. However, the EAGLE M∗,10 − Γ∗,10 relation is shallower
and has a larger intrinsic scatter compared to observations. This
result can be used as a clue to improve the accuracy of some of
the physical prescriptions used in the simulation.
In conclusion, although neither M∗,10 nor Γ∗,10 is designed
to represent any fundamental property of a galaxy, this new de-
scription provides a robust way of differentiating among ellip-
tical galaxies with different stellar profiles, and can be used to
make accurate comparisons between stellar profiles of observed
and simulated galaxies. Combinations of M∗,10 and Γ∗,10 can sub-
stitute M∗ in all applications for which a census of the total stel-
lar mass of a galaxy is not a crucial requirement, such as cases in
which the stellar mass is used as a proxy for a secondary quan-
tity.
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Fig. A.1. Difference between the HSC-based r−band magnitude within
an aperture of 10 kpc and the r−band Petrosian magnitude from SDSS
DR12, as a function of the stellar density slope. The horizontal line at
m(HSC)r,10 − m(SDSS)r,p = −0.25 marks the assumed lower limit on the differ-
ence between the two magnitude measurements.
Appendix A: A nearly complete sample in M∗,10
To obtain a subset of galaxies approximately complete in M(obs)∗,10 ,
I first considered only objects from the GAMA sample. These
were preselected to be in the redshift range 0.15 < z < 0.20. I
then determined the minimum value of the observed stellar mass
within 10 kpc, Mmin, for which the GAMA sample is at least
95% complete at z = 0.20, and restricted the analysis to galaxies
with M(obs)∗,10 > Mmin.
The GAMA DR2 is complete down to an apparent r−band
Petrosian magnitude m(SDSS)r,p < 19.4 in the field G15 (from
which the galaxies used in this study are drawn), where m(SDSS)r,p
was obtained from the SDSS (see Blanton et al. 2001; Yasuda
et al. 2001, for the definition of Petrosian quantities used by the
SDSS). SDSS Petrosian magnitudes, however, map nontrivially
to HSC magnitudes in the context of this work. Figure A.1 shows
the difference between the HSC r−band magnitude calculated
within an aperture of 10 kpc, m(HSC)r,10 , and the SDSS r−band Pet-
rosian magnitude from the SDSS DR12, m(SDSS)r,p , as a function
of the stellar slope parameter Γ∗,10, of the galaxies in the SDSS
sample. Galaxies with a shallow slope (i.e. a low value of Γ∗,10)
tend to have m(HSC)r,10 > m
(SDSS)
r,p : these are extended galaxies, for
which their Petrosian radius (which is intended to capture most
of the light of a galaxy) is larger than 10 kpc, therefore the light
enclosed within 10 kpc is only a fraction of the total. On the
opposite end, the distribution in m(HSC)r,10 − m(SDSS)r,p reaches neg-
ative values for very steep slopes, which is a result of the Pet-
rosian radius (within which the Petrosian magnitude is defined)
being smaller than 10 kpc. Most importantly, we can see that
m(HSC)r,10 −m(SDSS)r,p > −0.25 for the vast majority of data points, with
the exception of a few outliers (presumably catastrophic failures
in photometric measurements in either SDSS or this work). The
m(SDSS)r,p < 19.4 completeness limit of GAMA DR2 can then be
translated into a corresponding limit of m(HSC)r,10 < 19.15. This is
a conservative estimate, because for most galaxies the difference
between m(HSC)r,10 and m
(SDSS)
r,p is larger than −0.25.
Finally, I derived the corresponding completeness limit on
M(obs)∗,10 by generating, at the upper bound in the redshift distri-
bution of the sample z = 0.20, posterior predicted samples of
r−band mass-to-light ratios from the same CSP models used for
the stellar mass analysis of subsection 2.5, and then computing
the value Mmin for which 95% of the samples are brighter than
m(HSC)r,10 = 19.15. The underlying assumption in this procedure
is that the distribution in stellar population parameters does not
vary significantly across the sample. Using this procedure, I de-
rived a value of log Mmin = 10.79: 95% of elliptical galaxies
of this mass at z = 0.20, and an increasing fraction at lower red-
shifts, have an aperture r−band magnitude within 10 kpc smaller
than 19.15, and are therefore included in the GAMA sample.
Cutting the sample at M(obs)∗,10 > Mmin then produces a nearly com-
plete sample in M∗,10.
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