Coastal Protection, Environmental Change, and the Heterogeneity of Preferences: A Case Study of the Eastern Shore of Virginia by Yue, Ian T
University of Connecticut
OpenCommons@UConn
Master's Theses University of Connecticut Graduate School
5-4-2017
Coastal Protection, Environmental Change, and the
Heterogeneity of Preferences: A Case Study of the
Eastern Shore of Virginia
Ian T. Yue
University of Connecticut, ian.t.yue@gmail.com
This work is brought to you for free and open access by the University of Connecticut Graduate School at OpenCommons@UConn. It has been
accepted for inclusion in Master's Theses by an authorized administrator of OpenCommons@UConn. For more information, please contact
opencommons@uconn.edu.
Recommended Citation
Yue, Ian T., "Coastal Protection, Environmental Change, and the Heterogeneity of Preferences: A Case Study of the Eastern Shore of
Virginia" (2017). Master's Theses. 1066.
https://opencommons.uconn.edu/gs_theses/1066
  
Coastal Protection, Environmental Change, and the Heterogeneity of 
Preferences: A Case Study of the Eastern Shore of Virginia 
 
 
 
 
Ian Tsu-Long Paul Yue 
 
 
B.S., Wheaton College (IL), 2011 
B.A., Wheaton College (IL), 2011 
 
 
 
 
 
 
 
A Thesis 
Submitted in Partial Fulfillment of the 
Requirements for the Degree of 
Master of Science 
At the 
University of Connecticut 
2017 
 ii
 
Copyright by 
Ian Tsu-Long Paul Yue 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2017 
 iii
 
APPROVAL PAGE 
Approval Page 
Master of Science Thesis 
 
Coastal Protection, Environmental Change, and the Heterogeneity of 
Preferences: A Case Study of the Eastern Shore of Virginia 
 
Presented by 
Ian Tsu-Long Paul Yue, B.S., B.A. 
 
 
 
Major Advisor ________________________________________________________________ 
 Stephen K. Swallow, University of Connecticut 
 
Associate Advisor _____________________________________________________________ 
 Juliana P. Barrett, University of Connecticut 
 
Associate Advisor _____________________________________________________________ 
 Yizao Liu, Pennsylvania State University 
 
Associate Advisor _____________________________________________________________ 
 Robert M. Ricard, University of Connecticut 
 
University of Connecticut 
2017 
 iv
 
Acknowledgements 
 
I am, first and foremost, grateful to my major advisor, Dr. Stephen K. Swallow, for his 
patience, guidance, and mentorship. I would not have been able to complete this work without 
his steadfast backing from start to finish. I am furthermore indebted to my committee members, 
Dr. Juliana P. Barrett, Dr. Yizao Liu, and Dr. Robert M. Ricard, for their insight and wisdom. It is 
because of them that this research was better able to address and speak to the perspectives of 
multiple disciplines. 
I am also grateful to Dr. John H. Porter of the University of Virginia, Department of 
Environmental Sciences, for producing the GIS sea level rise flood model that informed the 
research survey on which this thesis is based, and to Dr. Donald A. Anderson of StatDesign, 
LLC, for creating the survey’s fractional factorial main effects design. The assistance I received 
from Dr. Craig K. Enders of the University of California, Los Angeles, Department of 
Psychology, was crucial in helping me analyze my survey data when I thought I was “backed 
into a corner” with missing data issues. Moreover, I wish to thank Gwynn Crichton of The Nature 
Conservancy, Curtis Smith of the Accomack-Northampton Planning District Commission, and 
Dr. Karen J. McGlathery of the University of Virginia, Department of Environmental Sciences, for 
their suggestions on the survey content.  
Carrying out a six-part, mail survey is not a light undertaking and certainly not one that 
can be accomplished alone. As such, I would be remiss if I did not thank my fellow graduate 
students for all their contributions: everything from stuffing envelopes to teaching me how to 
analyze survey responses in statistical software packages; I would specially like to thank Kristin 
B. Raub, Nicholas R. Wright, Dr. Achyut Kafle, Dr. Pengfei Liu, and Anwesha Chakrabarti, each 
of whom went above and beyond to devote extra effort to this work. 
Finally, I would like to thank the citizens of the Eastern Shore of Virginia who provided 
input to this project, whether through focus groups or the survey itself. Their astute observations 
 v
 
and responses helped me grasp just how much they value both the heritage and the future of 
the Eastern Shore. So to them I’d like to convey my deepest appreciation for believing that they 
have a voice in shaping the future of their home and for trusting me to express their voices 
through this work. I hope I have done justice to all they have shared with me. 
This material is based upon work that is partially supported by the National Science 
Foundation, under Grant Numbers DEB-0621014 and DEB-1237733, and partially supported by 
the U.S. Department of Agriculture, National Institute of Food and Agriculture, Storrs Agricultural 
Experiment Station Hatch project under Accession Number 0226797. My graduate work was 
also supported by the U.S. Department of Agriculture, National Institute of Food and Agriculture, 
Food and Agricultural Sciences National Needs Graduate Fellowship Grants Program under 
Grant Number 2010-38420-20324. 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
 vi
 
Table of Contents  
 
 Table of Cont ents 
Approval Page ........................................................................................................................... iii 
Acknowledgements .................................................................................................................... iv 
Table of Contents ....................................................................................................................... vi 
Abstract.................................................................................................................................... viii 
Introduction ................................................................................................................................ 1 
What Ecosystem Services Are Valuable? ............................................................................... 3 
Ecosystem Services and Climate Change .............................................................................. 6 
Research Focus ..................................................................................................................... 7 
Methodology .............................................................................................................................14 
Focus Groups ........................................................................................................................14 
Survey ...................................................................................................................................16 
Theoretical Framework: Factor Analysis ................................................................................25 
Theoretical Framework: Latent Class Logit Analysis ..............................................................35 
Results ......................................................................................................................................44 
Survey Response Data ..........................................................................................................44 
Rank Set Response Data ......................................................................................................45 
Maximum Likelihood Confirmatory Factor Analysis ................................................................49 
Preliminary Latent Class Logit Analysis and Non-Participant Respondents ...........................53 
Latent Class Logit Analysis ....................................................................................................56 
Willingness-to-Pay Scenarios ................................................................................................72 
Discussion and Conclusions .....................................................................................................78 
Data Patterns: Both Counties, Both Models ...........................................................................78 
Data Patterns: Both Counties, Land Type Model ...................................................................79 
Data Patterns: Both Counties, Ecosystem Services Model ....................................................80 
 vii
 
Data Patterns: Northampton County ......................................................................................82 
Data Patterns: Accomack County ..........................................................................................83 
Further Research ...................................................................................................................86 
Research Questions Revisited ...............................................................................................88 
Literature Cited .........................................................................................................................91 
Appendix A: Complete Survey Example .................................................................................. 102 
Appendix B: Fractional Factorial Main Effects Design for the Land Type and Ecosystem 
Services Choice Questions ..................................................................................................... 113 
Appendix C: Survey Draw Methodology and Six-Part Survey Mailing Sequence ..................... 120 
Appendix D: Survey Response Data and Respondent Demographics .................................... 128 
Appendix E: Additional Model Outputs and Unrestricted Model Results for the Maximum 
Likelihood Confirmatory Factor Analysis ................................................................................. 130 
Appendix F: Analysis of Non-Participant Respondents ............................................................ 144 
Appendix G: Unrestricted Model Results for the Latent Class Logit Analysis of the Land Type 
and Ecosystem Services Choice Questions for Northampton and Accomack Counties ........... 148 
 
 
 
 
 
 
 
 
 
 
 
 viii
 
Abstract 
 
There is growing interest amongst the environmental management community to understand 
the feedback links between human and environmental systems, particularly the way humans 
value the natural environment and how such valuation affects behavior, choice, and actions. 
One prominent method for examining these linkages has been to consider the framework of 
ecosystem services: the naturally-occurring processes, functions, or outputs that are utilized 
(actively or passively) to produce human well-being. Especially in the context of climate change, 
ecosystem services can be used to gauge the value humans place on their surrounding 
environment, given that the supply of ecosystem services is expected to change with climate 
and because human actions have the potential to exacerbate, mitigate, or enhance the extent of 
that change. 
 
This study explores the influence ecosystem services and environmental motivations have on 
how coastal communities on the Eastern Shore of Virginia value climate change adaptation 
plans. Specifically, this study addresses three research questions: (1) Why do Eastern Shore 
residents care about the environment? (2) What ecosystem services do Eastern Shore 
residents value? and (3) To what extent does the answer to either of the above questions 
influence residents’ preferences for climate change adaptation actions (specifically coastal 
protection measures)?  
 
To assess residents’ preferences, we carried out five focus groups and a 595-household 
discrete choice, stated preference mail survey. We used a maximum likelihood confirmatory 
factor analysis to draw out survey respondents’ environmental motivations and a latent class 
logit model to test for the heterogeneity of preferences and to determine respondents’ marginal 
utility for attributes of coastal protection plans, including the amount and type of land protected 
 ix
 
and ecosystem services affected. Our results show that at least two “classes” (or groups) of 
people with similar preferences live on the Eastern Shore: those that are more inclined towards 
“alternative coastline protection” (which utilizes a combination of nature-based elements to 
protect the coastline) and those that are more open to choosing between “alternative” and 
“conventional coastline protection” (traditional rock or concrete structures built to protect the 
coastline) depending on the attributes of the coastal protection plan. Moreover, our analysis 
reveals that our sample is indeed heterogeneous in preferences, with demographic indicators 
(including environmental motivations and associations with certain organizations), class 
membership, land type, ecosystem services, and coastline protection type all impacting 
preferences for climate change adaptation plans. 
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Introduction 
 
Human actions have a considerable influence on environmental change by generating 
disturbances that alter ecosystem structure and function (Chapin et al. 2000, DeFries et al. 
2004). Interest in the role behavior and choice play in framing such actions has only grown 
within the scientific community in recent years, prompting many researchers to place a greater 
emphasis on understanding the feedback links between human and environmental systems. In 
the U.S., for instance, the National Science Foundation-funded Long Term Ecological Research 
network has centered its latest Decadal Plan on understanding the factors that link ecosystem 
structure to human institutions, values, and decisions (US LTER 2007). 
 
While there are many ways to examine these linkages, one prominent method has been to 
consider the framework of ecosystem services. Drawing on terminology used by Fisher et al. 
(2009), this thesis defines ecosystem services as naturally-occurring processes, functions, or 
outputs that are utilized (actively or passively) to produce human well-being. In other words, 
ecosystem services are elements of nature that are drawn-upon to produce value to humans. 
While this definition may seem abstract, ecosystem services themselves, when understood in 
context, are frequently quite tangible.  
 
For example, in temperate and sub-tropical estuarine coastal environments, sea grasses 
provide the ecosystem service of sediment stabilization; other examples of services include 
shellfish that provide nutrient filtration in coastal waters and migrating coastal song birds that 
provide aesthetically pleasing sights and sounds (Barbier et al. 2011, Grabowski and Peterson 
2007). By their very nature, ecosystem services are capable of providing multiple benefits. For 
instance, the aforementioned ecosystem service of nutrient filtration in coastal waters can be 
valued as both a cultural amenity (i.e., enhancing water quality for recreation like swimming and 
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boating) as well as an economic value-added asset (i.e., providing a clean environment to 
maintain real estate property values). Moreover, as Krutilla (1967) pointed out, ecosystem 
services can be valued for their non-use, existence qualities, as well: using again the example 
of nutrient filtration in coastal waters, this service can be valued for its support of healthy wildlife 
habitat and biodiversity. Given these characteristics, it is not difficult to imagine the capacity for 
ecosystem services to simultaneously benefit a variety of human sectors; in the coastal realm, 
such sectors could range from seafood production to ecotourism to environmental management 
(Ruckelshaus et al. 2013). 
 
Ecosystem services can also be leveraged as a way to illustrate the environment’s immediate 
relevance to the general public in a relatable way. For example, researchers have used 
ecosystem services to frame environmental protection as a way to sustain the “natural capital” 
that contributes to economic growth (Daily et al. 2009, Liu et al. 2010). Environmental managers 
have also been known to characterize ecosystem services as the link between conservation and 
development issues “that policy-makers and the majority of the general public care about” 
(Watson 2005). 
 
From an environmental economics perspective, ecosystem services provide a foundation from 
which researchers can more fully examine the attitudes people hold towards the environment. 
Specifically, by understanding about which ecosystem services people care, it is possible to 
parse out: (a) a person’s motivations for valuing the environment and (b) how these motivations 
influence his or her preferences towards alternative environmental management options. 
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What Ecosystem Services Are Valuable? 
 
While the theoretical concept of ecosystem services can enhance discussions about natural 
resource protection, how to apply these services to a practical management plan is less 
straightforward. This is because different approaches to environmental management may 
emphasize one ecosystem service over another. As a result, how environmental managers 
should prioritize ecosystem services can be unclear: Should the focus be on protecting the 
maximum number of ecosystem services possible, those services deemed most relevant to 
ecological preservation, those services of greatest benefit to vulnerable human populations, or 
another criterion altogether (Ruckelshaus et al. 2013)? 
 
The basis of this question lies in how one values an ecosystem service. The existing scientific 
literature is rich in its collection of studies valuing ecosystem services, Constanza et al. (1997) 
perhaps being the most visible example.1 These studies all hold to the assumption that — as 
stated in our definition of ecosystem services — a naturally-occurring process, function, or 
output can only be considered an ecosystem service if such a process, function, or output 
provides a benefit to humans.2 However, one variable researchers often neglect to consider is 
whether an ecosystem service is actually perceived as beneficial by the presumed beneficiaries 
of the service. It is one thing for technical experts to claim that an ecological output provides a 
benefit to people living in a certain area, but it is another thing for a person living in that area to 
claim he or she perceives that output as a benefit. So, to what extent should a beneficiary’s 
perspective be incorporated into ecosystem service valuation?  
                                               
1 It should be noted that while Costanza et al. (1997) is widely cited and recognized, its approach to 
ecosystem service valuation remains controversial amongst environmental and resource economists. 
Toman (1998) and Bockstael et al. (2000) provide insight into such controversy. 
2 This assumption is also held by Millennium Ecosystem Assessment (2005), a seminal publication in the 
ecosystem service theory literature, widely considered to have popularized the concept of ecosystem 
services itself. 
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According to the environmental economics literature, the beneficiary’s perspective matters quite 
a bit. Johnston and Russell (2011, pg. 2245) contend, among other things, that a naturally-
occurring process, function, or output should only be considered an ecosystem service if at least 
one “fully-informed, rational” human being has a non-zero willingness-to-pay value for a greater 
quantity or quality of that process, function, or output, all else constant. Other parts of the social 
science literature have also argued that ecosystem service valuation requires a beneficiary 
perspective, emphasizing that doing so incorporates necessary sociocultural elements into a 
utility maximization framework.3 For instance, Kumar and Kumar (2008, pg. 813), building off the 
work of Ritov and Kahnman (1997), contend that when people calculate the utility they gain from 
ecosystem services, they engage personal and collective (i.e., shared) “values, attitudes, [and] 
modes of behavior” in order to “[voice] their concern and dependence on ecosystem services”. 
In other words, the authors argue, when looking to account for ecosystem service values, one 
needs to understand the inherent “psycho-cultural” identity imbedded into such values Kumar 
and Kumar (2008, pg. 813). Furthermore, Sheil and Wunder (2002) argue that it would be 
inappropriate to espouse the value of a scientifically-authenticated ecological output to a local 
population if that population does not actually perceive that output as a benefit. This is because, 
the authors say, social attitudes influence how value-based decisions are made, particularly 
when such choices are made with community or societal well-being in mind. As such, the 
authors conclude, ecosystem valuation studies developed by technical experts apart from social 
considerations may not only lead to very different results than what would have been produced  
 
                                               
3 It behooves me to note that I maintain a perspective of utility maximization as the value system humans 
use to make choices based on individual preferences. I do contend, however, that psycho-socio-cultural 
factors — such as ethics, norms, experiences, and expectations — all help to form (i.e., contribute to) an 
individual’s comprehensive preference or utility function. In other words, I allow that individuals develop 
preferences in response to individual characteristics, beliefs surrounding personal and group identity, and 
other sociocultural elements. As such, I consider the non-economic literature to better incorporate 
psycho-socio-cultural elements into this economic analysis, so as to enrich the utility estimations.  
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with such considerations taken into account but may also not be as relevant to the local 
population as technical experts claim. 
 
The literature has also spoken to how different stakeholders can perceive different benefits from 
the same ecosystem processes — sometimes complementary, sometimes competitive. These 
differences can be attributable to individual differences, such as perceptions, as well as 
sociocultural differences, such as the categorization of resources, property rights, and 
institutional arrangements (Dasgupta et al. 2000, Turner and Daily 2008). Subtleties in how 
institutions allocate power to different stakeholders can greatly affect how favorably certain 
stakeholder groups regard collective environmental management and certain natural resources 
(Ostrom 1999, Sheil and Wunder 2002). 
 
Differences in perceived value can also be attributed to differences in the spatial or temporal 
scale at which ecosystem services are perceived. Hein et al. (2006) argue that stakeholder 
interests in ecosystem services differ greatly based on spatial scales, and thus the scales of 
ecosystem services need to be accounted for in the design of ecosystem management plans. 
Therefore, from a social and policy decision-making perspective, ecosystem service valuation 
studies must also make considerable use of information about the scale of ecosystem service 
benefits to ensure a useful and accurate assessment of the distribution of benefits (Toman 
1998). 
 
All in all, these studies point to the importance of considering the context of those on the 
receiving end of ecosystem services when measuring the perceived value of such services.  
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Ecosystem Services and Climate Change 
 
As previously mentioned, by understanding which ecosystem services people value, it is 
possible to parse out how relative values impact a person’s preferences for environmental 
management alternatives that could be carried out. Environmental management today often 
focuses on addressing the local impacts of global climate change. Such an approach is 
appropriate for an ecosystem services framework, both because the supply of ecosystem 
services is expected to change with climate and because human actions have the potential to 
exacerbate, mitigate, or enhance the extent of that change (Schröter et al. 2005). 
 
To illustrate these points, consider the temperate or sub-tropical estuarine habitat discussed 
earlier. Two major consequences of climate change on these environments include sea-level 
rise (SLR) and potential increases in the frequency, intensity, and in-land reach of coastal 
storms. Saltmarsh is often found in these estuarine environments, providing protection from 
erosion and storm surge inundation (Ruckelshaus et al. 2013). While saltmarsh is known to 
respond to SLR through the process of accretion — marsh elevation building and in-land 
migration — the rate of accretion is highly dependent on the rate of organic accumulation or 
sediment deposition because saltmarsh utilizes both organic and inorganic materials as a 
building foundation and a nutrient supply (Day et al. 2008, FitzGerald et al. 2008, Morris et al. 
2016, Najjar et al. 2000, Neubauer 2008, Poff et al. 2002, Turner et al. 2000, Wolanski et al. 
2004). If the rate of SLR exceeds that of accretion, saltmarsh function and viability is threatened 
(Kirwan et al. 2010). Enhanced severity of coastal storms could also threaten saltmarsh viability 
due to an increased likelihood of saltmarsh damage or destruction (Day et al. 2008). 
Furthermore, human development along the coastline could prevent in-land migration of 
saltmarsh, which could ultimately result in saltmarsh loss (Burkett and Kusler 2000, Day et al. 
2008, Kennedy et al. 2002, Michener et al. 1997). Thus, human-induced impacts to the 
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nearshore coastal environment could exacerbate ecosystem transitions and, possibly, injury. 
The end result could be a loss of ecosystem services and thus a potential economic loss in 
recreation, tourism, fishing, and property values (Ruckelshaus et al. 2013).  
  
Research Focus 
 
Based on the above context, one can imagine that the ecosystem services people consider to 
be important could affect their preferences towards different environmental management 
options, particularly when it comes to climate change, because management decisions can 
affect ecosystem outputs or the availability of ecosystem services. As such, we were motivated 
to explore which ecosystem services coastal community residents care about and the degree to 
which their affinity for certain services influenced their preferences for certain types of climate 
change adaptation measures that could, in turn, impact the future availability of different bundles 
(or sets) of services.4  
 
To gain this knowledge, we posed this scenario directly to coastal residents through a discrete 
choice, stated preference survey. Assessing ecosystem services values by surveying the 
presumed beneficiaries of such services — and specifically asking these presumed 
beneficiaries to directly consider and ascribe economic value to ecosystem services — provides 
an approach to understanding ecosystem service values that is different from many previous 
valuation studies in the natural science literature. Moreover, we believe this approach to be 
useful and practicable, for it has been argued that coastal ecosystem valuation studies that  
 
                                               
4 The research informing this thesis was carried out by both my Major Advisor, Dr. Stephen K. Swallow, 
and myself, the author. As such, I use the pronouns “we” and “us” throughout this thesis to acknowledge 
the joint efforts of both Dr. Swallow and I to bring this research project to fruition. 
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identify links between ecosystems, ecosystem services, and resource users can more 
effectively contribute to policy, legislation, and investment (Kushner et al. 2012). 
 
Our study site is the Eastern Shore of Virginia, USA, a 70-mile-long, 5-to-10-mile-wide region 
consisting of Accomack and Northampton Counties on the southernmost tip of the Delmarva 
Peninsula (Titus et al. 2010). Figure 1 depicts the Eastern Shore of Virginia in its geographic 
context. The Eastern Shore is also home to the Virginia Coast Reserve (VCR) LTER site. 
 
 
 
 
FIGURE 1. The Eastern Shore of Virginia and Its Counties (USGS 2017a) 
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The Eastern Shore provides a unique ecological environment to consider in terms of ecosystem 
services and climate change. The Shore encompasses about two-thirds of Virginia’s tidal 
wetlands; a National Wildlife Refuge considered to be among the most crucial avian migration 
funnels in North America; and the site of an ecologically-significant, restored sea grass habitat 
that was once locally extinct (USFWS 2013, VCR 2012). These resources, among others, could 
be threatened under conditions of SLR and frequent storm damage. In fact, over a quarter of 
Virginia’s dry land within two feet of tidal land is on the Eastern Shore, putting the Shore at great 
risk under conditions of SLR and frequent coastal storms (Titus et al. 2010, Titus and Wang 
2008). Furthermore, because the Eastern Shore’s sole fresh water source is groundwater, SLR 
could threaten large-scale freshwater resources due to the potential for underground saltwater 
intrusion (Chang et al. 2011, Sanford et al. 2009). Titus et al. (2010) notes that SLR has already 
started converting farmlands to tidal wetlands in Accomack County, and anecdotal evidence 
from focus groups of Eastern Shore residents (addressed later in this thesis) brought to light 
that many residents of the Eastern Shore — particularly those living along the coastline — have 
already perceived natural phenomena that could be related to climate change, such as an 
increased frequency and intensity of coastal storms and changes in climatic conditions affecting 
agricultural practices. 
 
The Eastern Shore is also an interesting cultural site to study. Historically, the Eastern Shore 
was largely inhabited by “watermen” (traditional fishermen who trawl for crabs and oysters) and 
crop farmers — both of whom relied on the natural environment for their livelihoods. While 
watermen and farmers still make up a notable portion of the workforce today, the population has 
also, over the last few decades, come to rely on the aquaculture and natural resource-based 
recreation industries; additionally, a real estate market is starting to emerge for retirees or 
buyers of second homes (Titus et al. 2010). Despite the fact that traditional occupations have 
come to define the historic Eastern Shore populace, local residents today are more prone to 
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distinguish themselves between the categories of “born-heres” — those who consider 
themselves “native” to the Eastern Shore — and “come-heres” — transplants or immigrants to 
the Shore, largely retirees from northeastern and mid-Atlantic states.  
 
There are also interesting geographic differences on the Eastern Shore. North-south distinctions 
are usually viewed on a county basis: Accomack, the northern county, has more than twice the 
land area and more than double the population of Northampton (449.5 square miles of land 
mass and population size of 33,164 for Accomack compared to 211.6 square miles of land 
mass and a population of size of 12,389 for Northampton), according to the 2010 U.S. Census 
(US 2010a, US 2010b). Demographically, Accomack has a higher median household income 
and a higher proportion of the population self-identifying as white than Northampton (US 2010a, 
US 2012, also see Appendix D). Accomack is also more highly developed than Northampton. 
Less than 3 percent of Northampton’s land consists of residential, commercial, or industrial 
development, and county planners generally view future development prospects to be limited 
due to a lack of drinking water and the relative remoteness of location (Titus et al. 2010). 
Accomack, on the other hand, is connected to more developed areas, via its border with 
Maryland, and has notably more infrastructure, including the Eastern Shore’s primary post-
secondary educational institution (Eastern Shore Community College), the National Aeronautics 
and Space Administration’s Wallops Flight Facility, and the only Walmart Supercenter in the 
two-county region. Moreover, Accomack’s economy supports a large poultry farming industry, 
while Northampton does not allow poultry farming within its county limits. Potential threats due 
to SLR differ between the counties, as well. While Accomack’s vulnerability to SLR mainly rests 
with its infrastructure and other development on its low-lying mainland, Northampton’s biggest 
vulnerability to SLR is its undeveloped but nonetheless low-lying barrier islands; thus, 
Northampton’s vulnerability is primarily ecosystem-based, while Accomack’s vulnerability is 
community-based (Titus et al. 2010). 
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Questions of vulnerability are also relevant to the Eastern Shore’s east-west distinctions. The 
Eastern Shore’s east-west geography is largely thought of in terms of its “bay-side” (i.e., the 
western side, bordering the Chesapeake Bay) and its “sea-side” (i.e., the eastern side, 
bordering the Atlantic Ocean). The dividing line is generally considered to be U.S. Highway 13, 
the Eastern Shore’s major transportation artery that roughly follows a ridge of high land (the 
highway crests at an elevation of 50 feet above sea level) separating the Chesapeake Bay and 
Atlantic Ocean drainage basins (ACPC 2016, NCPC 2013, Sanford et al. 2009, USGS 2017b). 
 
The sea-side is less developed than the bay-side. This is primarily because the majority of the 
sea-side is an integrated tidal wetland-lagoon-barrier island system, with land components 
almost entirely owned by The Nature Conservancy and federal and state government, all of 
whom have committed to preserving the sea-side’s natural shoreline processes (Titus et al. 
2010). Furthermore, development landward of the barrier islands is light, and planners expect it 
to stay that way for the foreseeable future; where development is present on the sea-side, it is 
largely limited to the northern end of Accomack County, resulting from a combination of county 
policies, environmental factors, and economic trends (Titus et al. 2010). On the bay-side, 
development is more likely to occur on the southern end of Accomack County and in 
Northampton County, due to the southern end of the region having higher elevations and being 
more suitable for septic tanks. In fact, the low-lying northern land of bay-side Accomack County 
is already gradually converting to marsh, given SLR (Titus et al. 2010).  
 
While low-lying areas across the Eastern Shore, both bay-side and sea-side, are susceptible to 
SLR, the sea-side provides a particularly interesting case study, as it houses a rich ecological 
system yet it remains under threat, due to both SLR and other environmental changes (VCR 
2012). Furthermore, because the sea-side’s tidal wetland-lagoon-barrier island system is a 
major protective barrier for coastal communities, particularly on the Eastern Shore’s sea-side, 
 12
 
continued disruptions to the sea-side’s ecological system could increasingly threaten the very 
communities that rely on the surrounding environment for their way of life. 
 
As such, given the geographical, environmental, and cultural context of the Eastern Shore, we 
felt the region, particularly the sea-side, provided a unique environment to test our research 
questions. These research questions include: 
 
1. Why do Eastern Shore residents care about the environment? 
2. What ecosystem services do Eastern Shore residents value?5 
3. To what extent does the answer to either of the above questions influence residents’ 
preferences for climate change adaptation actions (specifically coastal protection 
measures)?6 
 
As briefly mentioned before, we addressed these questions through a discrete choice 
experiment (DCE) survey presented to residents of Accomack and Northampton counties. To 
our knowledge, we are among the first few researchers to address these research questions. A 
similar study by Freeman et al. (2012), carried out in Bay, Gulf, and Franklin Counties, Florida, 
examined the trade-offs that natural resource stakeholders and the general public were willing 
to make to reduce the risk of losing particular ecosystem services to SLR. Our study builds on 
                                               
5 Based on the standards set forth by Johnston and Russell (2011), this question is asking: For which 
ecosystem services does Willingness-to-Pay (WTP) not equal zero (WTP ≠ 0) for an increase in the 
quantity or quality of that service? 
6 With respect to ecosystem services, this question is asking what relative role a specific ecosystem 
service plays in increasing or decreasing an individual’s support for a climate change adaptation plan — 
each plan being represented as a bundle (or set) of attributes, including ecosystem services — when 
weighed against a default option. As noted later in this thesis, our default option is the maintenance of the 
“status quo” (i.e., taking “No Action” to tax-fund a new climate change adaptation plan). With respect to 
why people care about the environment (which we further refer to as “environmental motivations”), this 
question is asking which environmental motivation(s) has (or have) a statistically significant impact on 
how individuals are grouped into certain “classes” of people (each class of people having a different 
preference function with regards to climate change adaptation plans). 
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Freeman et al. (2012) by framing our research question in the context of a DCE so that we may 
determine marginal utility values of (and preferred tradeoffs between) attributes affected by 
management plans within the choice set. Our analysis also accounts for population 
heterogeneity (specifically heterogeneity of preferences) through the use of a latent class logit 
analysis. Further details of our methodological analysis are described in the following section. 
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Methodology 
 
Here, we describe the use of focus groups to design our survey and then the process of survey 
implementation, leading to data collection and analysis. We also outline the statistical 
methodologies we used to analyze our collected survey data. 
 
Focus Groups 
 
The content and themes addressed in our survey were informed by five focus groups we 
facilitated with Eastern Shore residents from October 2012 through May 2013. Focus group 
participants represented a diverse range of people from the Eastern Shore population in terms 
of geographic residence, occupation, and ethnicity, accounting for 48 participants overall (8-10 
participants per focus group). Recruitment for focus groups was carried out through outreach to 
local organizations and from the recommendations of past focus group participants. These 
focus groups were an opportunity for us to learn about the cultural and environmental values of 
the region, while also being cognizant of the fact that certain focus group participants may be 
more engaged with environmental issues than the average resident. We also used these focus 
groups to test draft versions of the survey for understandability and sociopolitical relevance. 
 
The methodology by which we facilitated the focus groups closely aligned with guidelines set 
forth by Johnston et al. (1995), using principles adapted from ethnographic studies to avoid 
leading questions that might prompt moderator-induced bias. Following these guidelines also 
increased the odds that the language we used in the surveys was understood by the survey 
respondents as we intended and that, in turn, the responses we received were interpreted as 
the survey respondents intended. 
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There were three major conclusions drawn from our focus groups. First, it was confirmed, at 
least qualitatively, that the values and preferences held by those living on the Eastern Shore are 
heterogeneous. There were a number of topics raised by the focus group participants that 
illustrated heterogeneous preferences, but three topics in particular uncovered notable 
differences in values and preferences between residents: (1) how to maintain the Eastern 
Shore’s rural character while also spurring economic development, particularly with regards to 
real estate and business development; (2) how local, regional, and state government should 
address the Eastern Shore’s diminishing population of young people and growing population of 
retirees, particularly with regards to tax revenue and public services rendered; and (3) how 
Eastern Shore communities and governmental institutions should address coastal storms, 
flooding, and environmental change, which some believe may already be increasing in 
frequency or intensity. Based on this information, we aimed to integrate these topics, at least 
indirectly, into our survey’s thematic design so that we could gain a clearer picture of differences 
in preferences amongst the Eastern Shore population. 
 
A second takeaway from our focus groups was that a portion of the Eastern Shore population 
may view governmental institutions, especially those with jurisdiction over the Eastern Shore, as 
untrustworthy. According to our focus group participants, such distrust of government primarily 
stems from two beliefs: (1) governmental institutions do not use tax revenues effectively to 
implement public programs (e.g., job training was brought up in one focus group) and (2) when 
governmental institutions claim certain tax revenue will go towards specific programs or 
initiatives, such earmarks are not guaranteed, particularly in the long run. While we anticipated 
that views of governmental distrust could come across in our survey results, it likely affected our 
survey data more than we originally anticipated (as will be discussed later in this thesis).  
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Finally, in evaluating draft versions of our survey, many focus group participants expressed that 
it was cognitively challenging to evaluate ecosystem services directly in the way that we had 
initially presented them. In particular, some participants felt they could not make judgements on 
the “most” and “least” important ecosystem services when presented with a list of services. 
Others claimed difficulty evaluating environmental management plans in which some ecosystem 
services were emphasized over others, stating that such plans did not seem realistic. Because a 
major focus of our research was to have survey respondents evaluate ecosystem services 
directly, we chose to keep the content of our survey drafts largely the same as previous 
versions, instead focusing on making revisions to the wording and structure of the survey 
questions; our edits were aimed at helping facilitate a process by which survey participants 
could more easily assess ecosystem service values and tradeoffs. After making these revisions, 
we found that, while some focus group participants still expressed difficulty evaluating 
ecosystem services directly, they, by and large, were eventually able to do so when prompted 
by the survey, as evidenced by comments made in our focus groups and the completed draft 
surveys we received from our participants. The way we reformatted the survey is touched upon 
in the below section on survey design. 
 
Survey 
 
To ensure our survey included workable and relatable attributes, in addition to the feedback we 
received from our focus groups, we consulted “experts” in the region — including county 
planning officials, administrators from the local community college, and scientific researchers 
working for (or in collaboration with) the VCR LTER — for survey content input and assessment. 
Survey design and development took place throughout our focus group facilitation period and 
into the late fall of 2013. 
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Our final survey consisted of four major sections, the purposes of each section summarized in 
Figure 2 below. 
 
 
FIGURE 2. The Four Survey Sections and the Intended Purpose of Each Section 
 
Section One provided survey respondents with a series of 17 statements that related the 
Eastern Shore environment to the local economy, wildlife, natural resources, recreation, 
tourism, property and regional culture (see Appendix A [Survey Pages 1-2]).7 Respondents were 
asked to rank how much they agreed with each statement on a Likert scale of 1 to 7 (strongly 
disagree to strongly agree). The intent of these questions was to determine, through correlation 
among statements, what environmental attitudes survey respondents held. 
                                               
7 Data from only 13 of the 17 questions asked in Section One were eventually used in further analysis. 
Details on the analysis will be touched upon later in this thesis. 
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Section Two presented survey respondents with two lists of statements. For each list, we asked 
respondents to rank the statements they felt were most and least important. The first list, which 
we refer to as the Environmental Motivations Rank Set, consisted of reasons why an Eastern 
Shore resident may want to protect the Shore’s coastal environment (Appendix A [Survey Page 
3]). The second list, which we refer to as the Ecosystem Services Rank Set, consisted of 
ecosystem services an Eastern Shore resident may identify as being present on the Shore, 
particularly for the sea-side region’s tidal wetland-lagoon-barrier island system (Appendix A 
[Survey Page 4]). The intent of these questions was to determine the environmental protection 
motivations that resonated with our respondents as well as the ecosystem services they 
deemed most valuable. Moreover, it should be noted that we aligned the categories of the 
Environmental Motivations Rank Set, subject-wise, with the Likert scale questions in Section 
One; we did this to allow for making quantitative correlations between the Likert scale questions 
and the statements in this Rank Set. 
 
The method by which we asked respondents to rank each list of statements did not follow a 
“top-to-bottom” full ranking procedure, in which respondents are asked to rank all the 
statements in a complete list from most to least important. Rather, we asked respondents to 
pick, from the list, the statements they felt were most and least important (or, the “best” and 
“worst” picks). For each list, we had the respondents go through this “best-worst” pick three 
successive times, with each subsequent selection only accounting for statements that were not 
chosen in the previous selections.  
 
Louviere and Woodworth (1990) and Finn and Louviere (1992) introduced the concept of best-
worst ranking to, among other things, address problems in top-to-bottom ranking analyses. 
Such problems include increased unexplained variance and decreased stability of ranking 
information with decreasing rank (particularly for rankings of five or more alternatives) and “the 
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potential for significant biases in simple pooling of ranking data” (Ben-Akiva et al. 1992, pg. 149; 
Bradley and Daly 1994). Since the introduction of best-worst ranking, numerous studies have 
implemented this ranking style, citing various benefits, including the greater amount of 
information revealed in just one best-worst choice, the procedure’s ability to capitalize on the 
human tendency to more consistently respond to extreme options, and the relative ease with 
which people find answering best-worst questions compared to the more cognitively challenging 
top-to-bottom ranking method (Chrzan and Golovashkina 2006, Jaeger et al. 2008, Louviere et 
al. 2008, Marley 2009, Marley and Pihlens 2012). While the scope of our study does not employ 
the full suite of best-worst ranking analyses, we chose to utilize the best-worst procedure in our 
ranking questions, given its many advantages.  
 
Section Three of the survey consisted of our DCE questions, which prompted respondents to 
make a choice in each of eight choice scenarios (described below and further referred to as 
“choice questions”). We presented the eight choice questions in two sets of four. The set-up for 
all eight questions, however, was the same: that in 50 years, a certain number of sea-side acres 
of land in the respondent’s county (4500 acres for Northampton, 9500 acres in Accomack) 
would likely flood as a result of climate change. Each question gave survey respondents the 
choice of voting to either pay new taxes to help their county fund one of two coastal protection 
plans (referred to generically as Plan A and Plan B), which would reduce the amount of land 
that would flood, or vote that the county take “No Action” to mitigate the flooding. Both coastal 
protection plans (Plan A and Plan B) consisted of environmental and non-environmental 
attributes that characterized the Plans. The exact attributes that characterized the Plans differed 
for each set of choice questions, as described below. 
 
The first set of choice questions (further referred to as the Land Type Choice Questions) 
focused on the types of land that would flood in 50 years (Appendix A [Survey Pages 6-9]). The 
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three land types we examined were village, business, and residential land (which made up 100 
of the 4500 acres in Northampton and 1000 of the 9500 acres in Accomack that would flood in 
50 years); crop land and pasture (which made up 400 of the 4500 acres in Northampton and 
1500 of the 9500 acres in Accomack that would flood in 50 years); and forest and un-farmed 
fields (which made up 4000 of the 4500 acres in Northampton and 7000 of the 9500 acres in 
Accomack that would flood in 50 years). We estimated these flooded acreage values using a 
simple “bathtub” GIS flood model.8 The “bathtub” model made the following assumptions: (1) a 
present-day mean high tide of 0.68725 m above mean sea level for the entire Eastern Shore, 
based on data observed in June 2013 at the Wachapreague Tide Station (Wachapreague, VA); 
(2) a SLR value of 6.5 mm/year, the the Intergovernmental Panel on Climate Change value 
used by VCR LTER; and (3) an additional 1.5 m storm surge, on top of flooding, caused by 
SLR. We generated spatial data for where sea-side land would be flooded in 50 years (using the 
“bathtub” model assumptions) and overlaid this data onto the 2006 National Oceanic and 
Atmospheric Administration’s Coastal Change Analysis Program land cover map of the Eastern 
Shore to estimate acreages of flooded land by land type. 
 
The attributes in each Plan included: (1) the total amount of land protected against flooding (with 
attribute levels of either 1500 or 3000 acres for Northampton and either 3000 or 6000 acres for 
Accomack); (2) the protection method (with attribute levels of conventional or alternative 
coastline protection for both Northampton and Accomack);9 (3) the portion (acres) of land, out of 
                                               
8 Our “bathtub model” was produced by Dr. John H. Porter of the University of Virginia, Department of 
Environmental Sciences. 
9 We included a preface to Section Three of the survey (see Appendix A [Survey Page 5]) in order to 
define certain terminology and to ensure all survey participants had a base set of knowledge going into 
the choice questions. In this preface, we defined “conventional coastline protection” as “rock or concrete 
structures built along the coast, like seawalls, that block waves and redirect water currents”. We also used 
the preface to associate “alternative coastline protection” with “living shorelines”, which we defined as 
“strategic combination[s] of saltmarsh, sea grass beds, oyster reefs, and rock walls placed along the 
coast”. The preface also noted three additional details about coastline protection: (1) according to many 
scientific models, “conventional coastline protection” erodes coastal habitat and diminishes nature’s ability 
to fight against destructive waves and salt spray; (2) “alternative coastline protection” is being seriously 
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the total land protected, made up of (a) village, business, and residential land (with attribute 
levels of 25, 50, 75, or 100 acres for Northampton and 250, 500, 750, or 1000 acres for 
Accomack), (b) cropland and pasture (with attribute levels of 0, 100, 250, or 375 acres for 
Northampton and 0, 500, 1000, or 1400 acres for Accomack), and (c) forest and unfarmed fields 
(with attribute levels being the difference between the total land protected and the sum of 
village, business, and residential land and cropland and pasture in each Plan); and (4) the cost 
of the plan in household taxes paid per year for five years (with attribute levels of $15, $30, $45, 
$60, or $75 for both Northampton and Accomack). The No Action alternative stated that the 
respondent’s county would not undertake any coastal protection plan, and thus the total acres 
protected (along with the acres protected by land type) would always equal 0, neither coastline 
protection method would be implemented, and the cost of the plan would always be equal $0. 
Moreover, the No Action alternative indicated that all the acres expected to flood could 
potentially turn into saltmarsh, which, in turn, could provide any of the ecosystem services noted 
in the Ecosystem Services Rank Set.  
 
The second set of choice questions (further referred to as the Ecosystem Services Choice 
Questions) focused on the ecosystem services that could be considered as part of a coastline 
protection plan (Appendix A [Survey Pages 11-14]). We focused on seven ecosystem services, 
in particular — chosen from among the 11 services in the Ecosystem Services Rank Set — 
based on feedback from our focus groups as to which slate of ecosystem services would best 
                                               
considered by local, state, and federal policymakers as a substitute for seawalls; and (3) regardless of 
whether “conventional” or “alternative” coastline protection is used on the Eastern Shore, the protection 
provided would not be permanent and would have to be updated every 20-50 years. Finally, participants 
were told that an acre of land is approximately the size of a football field and were given a rough estimate 
of the number of acres of land in their county (both in terms of total acres and the number of acres 
making up each of the categories of village, business, and residential land; cropland and pasture; and 
unfarmed fields and forest land). 
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encompass the most important services for Eastern Shore residents. The seven ecosystem 
services we selected included: 
 
1. Habitat and wildlife for future generations 
2. Removal of excess nutrients from coastal waters 
3. Stabilization of sediments that cloud coastal waters 
4. Nature’s protection against destructive waves and salt spray 
5. Saltmarsh buildup to combat coastal flooding (i.e., saltmarsh accretion) 
6. Undeveloped landscape views for local quality of life 
7. Maintenance of the historic Eastern Shore culture 
 
The attributes in each Plan for the Ecosystem Services Choice Questions included: (1) the total 
amount of land protected against flooding (with attribute levels being 1500 or 3000 acres for 
Northampton and 3000 or 6000 acres for Accomack); (2) the protection method (with attribute 
levels being conventional or alternative coastline protection for both Northampton and 
Accomack); (3) three ecosystem services that would be impacted by the coastal protection plan 
(with attribute levels being a combination of three of the seven ecosystem services); and (4) the 
cost of the plan in household taxes paid per year for five years (with attribute levels being $15, 
$30, $45, $60, or $75 for both Northampton and Accomack). Each choice alternative included 
exactly three ecosystem services because many of our focus group respondents noted that they 
found it implausible for plans to not address at least some baseline set of services.  
The way the three ecosystem services were considered as part of a Plan was contingent on the 
protection method. When conventional coastline protection was the protection method, the Plan 
stated that the respondent’s county would select locations of coastal land to manage specifically 
to “minimize the negative impacts on” the three ecosystem services included in the Plan. When 
alternative coastline protection was the protection method, the Plan stated that the respondent’s 
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county would select locations of coastal land to manage specifically to “enhance or strengthen” 
the three ecosystem services included in the Plan. The No Action alternative stated that the 
respondent’s county would not undertake a coastal protection plan, and thus the total acres 
protected would always equal 0, neither coastline protection method would be implemented, no 
ecosystem services would be specifically considered, and the cost of the plan would be always 
equal $0. Moreover, the No Action alternative indicated that all the acres expected to flood could 
potentially turn into saltmarsh, which, in turn, could provide any of the ecosystem services noted 
in the Ecosystem Services Rank Set. 
 
The overall intent of choice questions such as these is to enable researchers to identify the 
marginal utility for each attribute present in either of the Plans and, in turn, quantify tradeoffs 
between attributes that would increase an individual’s overall level of utility or preference for an 
alternative. 
 
Using a fractional factorial main effects design,10 we were able to create 8 different surveys for 
each county (16 different surveys in total) based on four sets of four Land Type Choice 
Questions and eight sets of four Ecosystem Service Choice Questions for each county. Details 
on the fractional factorial main effects design for each Choice Question set are noted in 
Appendix B. 
 
We carried out our survey sampling via U.S. Mail. We adopted a six-part survey mailing 
sequence, based on the Dillman Total Design Survey Method (Dillman 1978), sending out 
surveys (and additional mailings, as appropriate) to 1000 households in each of Northampton 
and Accomack Counties (see Appendix C for details on the six-part survey mailing sequence). 
                                               
10 Constructed and provided by Dr. Donald A. Anderson of StatDesign, LLC (Evergreen, CO). See 
Appendix B for details on the fractional factorial main effects design. 
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The Dillman Method has been used extensively in survey studies to ensure a good survey 
response rate. 
 
Another decision we made to ensure a reasonable survey rate was to draw names and 
addresses from multiple lists. Based on information we received from both our focus groups and 
VCR contacts, we learned that there were groups on the Shore whose members were known to 
be active in (or passionate about) public discourse, civic involvement, or recreational activities 
related to the Eastern Shore. These groups’ members, we believed, might respond to a survey 
at a higher rate than the average citizen in the general population might. Given the poor survey 
response rates associated with past survey studies carried out by the Eastern Shore’s two-
county planning commission (< 10 percent), we wanted to ensure a response rate that would 
allow us to carry out statistically meaningful analysis. As such, we decided to draw names and 
addresses not only from a generalized list of registered voters in both Accomack and 
Northampton Counties (both voter registration lists were generated in August 2013) but also 
from the membership lists of two community groups (further referred to as Community Group #1 
and Community Group #2), an advocacy group, and an outdoor recreation group (further 
referred to as Outdoors Group). Due to the advocacy group’s member list being relatively small 
compared to the other lists, the advocacy group’s address list was merged into the Community 
Group #1 list. Drawing from these groups also allowed us to test whether preferences among 
members of specific groups on the Eastern Shore differed from those in the general voting 
population. 
 
We launched the mailing sequence in the fall of 2013. For the 1000 surveys sent to 
Northampton County, 759 addresses (out of a list of 3,922) were randomly drawn from the 
county’s voter registration list only, 151 addresses (out of a list of 448) were randomly selected 
from a combined membership list of Community Group #1 and Outdoors Group, and 90 
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addresses (out of a list of 90) were taken from the membership list of Community Group #2. Of 
the 1000 surveys sent to Accomack County, 700 addresses (out of a list of 13,792) were 
randomly selected from county’s voter registration list only, 150 addresses (out of a list of 218) 
were randomly selected from the membership list of Community Group #1, and 150 addresses 
(out of a list of 186) were randomly selected from the membership list of Outdoors Group. 
Further information about the methodology for how names and addresses were drawn can be 
found in Appendix C.  
 
Theoretical Framework: Factor Analysis 
 
Likert scale question sets similar to ours are often analyzed using an exploratory factor analysis 
(EFA). The intent of any factor analysis is to describe variability among correlated, observed (or 
“manifest”) variables in terms of a smaller number of unobserved (or “latent”) variables called 
“factor variables”. An EFA is typically recommended when researchers have no hypothesis 
about the nature of the underlying structural relationship between the manifest and factor 
variables (Newsom 2005). As such, the EFA involves a three-step process: (1) the number of 
factors used in the analysis is determined by eigenvalues, which themselves represent the 
variance in the manifest variables accounted for by each theoretically-possible factor; (2) the 
loadings for each factor is generated; and (3) the loadings are “rotated” (i.e., high loadings are 
maximized and low loadings are minimized so that the simplest possible factor structure is 
achieved) (Newsom 2005). 
 
For our study, running an EFA on the manifest variable data (i.e., the Likert scale question data) 
would generate factor variables that identify general patterns in Likert scale response variability, 
which itself may identify dimensions of attitudes that people hold with regard to the environment 
(e.g., having a pro-conservation attitude, having a pro-public access attitude). Purdy and Decker 
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(1989) performed a similar analysis on their Likert scale data to determine a “Wildlife Attitudes 
and Values Scale”, and McGonagle and Swallow (2005) did the same to determine their 
“Coastal Attitudes and Values Scale”. Such scales assist in enriching the set of individual-
specific variables (e.g., age, income, gender) that an analyst can use to identify groups of 
respondents whose attitudes or preferences might be more similar to each other than to 
individuals in another group. An EFA accomplishes this “identification task” by calculating “factor 
scores” (i.e., values) for each generated factor variable, based on the variability found among 
the manifest variables. So, in our analysis, because a factor variable would represent an attitude 
a respondent holds with regards to the environment (e.g., having a pro-conservation attitude), 
the value and direction of a calculated factor score would represent the magnitude and direction 
to which a respondent can be associated with holding that environmental attitude. For example, 
a large, positive factor score would mean the respondent holds a stronger pro-conservation 
attitude compared to the average respondent. 
 
An EFA is considered a relatively easy statistical analysis to carry out: the test is built into many 
statistical software packages and does not require the researcher to specify the factor variables 
he or she is testing for, nor the model setup of the relationship between the manifest and factor 
variables. However, the EFA does have its limitations. For Likert scale survey data, in particular, 
should a respondent have even one missing value in his or her manifest variable dataset, an 
EFA will not calculate factor scores for that individual. Furthermore, should the researcher want 
to use the resulting factor variables as independent variables in later analysis, the EFA would 
essentially eliminate any respondent whose item-non-response resulted in factor scores not 
being generated for his or her dataset. This very issue posed a problem for our dataset: had we 
carried out an EFA on our data, and used the resulting factor variables and scores in later 
analysis, we would have lost 36 respondent datasets, or about 6 percent of our initial set of 595 
surveys (see Appendix D for more survey response statistics). 
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To avoid losing this data upfront, we used a maximum likelihood confirmatory factor analysis 
(ML CFA) with missing data analysis instead of an EFA. This methodology, detailed by Enders 
(2010), is able to utilize information from both complete and incomplete manifest variable 
datasets to create a factor variable model amenable to generating factor scores for all 
individuals, even those with missing data. Unlike an EFA, an ML CFA (or any CFA, for that 
matter) requires the researcher to specify both the factor variables and a model setup that 
details the relationship between the manifest variables and the factor variables. In other words, 
while the intent of an EFA is to generate factor variables that best describe variability among the 
manifest variables, the intent of a CFA is to “confirm” the researcher’s hypothesis that variability 
among the manifest variables is well-described by his or her specified factor variables based on 
his or her specified model setup. Thus, the desired result of a CFA is a good model fit between 
the manifest and factor variables. 
 
As previously mentioned, we intentionally constructed our Likert scale questions to align with 
the categories in the Environmental Motivations Rank Set. As such, we had a framework from 
which we could easily identify factor variables to use. We chose five factor variables — each 
variable a category from the Environmental Motivations Rank Set — representing different 
reasons why Eastern Shore residents may want to protect the Eastern Shore Environment: 
 
1. Cultural Heritage, the environment’s contribution to the sustenance of Eastern Shore 
culture (e.g., the region’s rural nature and character, maintenance of historic activities 
associated with watermen and farmers); 
2. Wildlife Conservation, the environment’s benefits to wildlife (e.g., habitat protection, 
species preservation); 
3. Economic Development, the environment’s contribution to the local economy (e.g., 
through ecotourism opportunities, aquaculture, crop agriculture); 
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4. Resource Protection, the environment’s protection of both property (e.g., buildings, 
infrastructure) and groundwater; and 
5. Recreation, the environment’s contribution to recreational opportunities (e.g., public 
access to the shoreline, outdoor activities). 
 
We chose these five factors because they were the smallest collection of categories applicable 
to all the Likert scale questions used in our analysis. The relationship between the factor 
variables and the Likert scale questions we used in our analysis is noted in Table 1.11  
 
Beyond discussions about the manifest and factor variables, it is important to elaborate on the 
setup and structure of the ML CFA procedure. The ML CFA utilizes maximum likelihood 
estimation, which is considered a cutting-edge missing data technique because it yields 
unbiased parameter estimates when missing data is missing at random (MAR). When data is 
MAR, it means that the probability of missing data on a variable X relates to some other 
observed variable(s) but not on the values of X itself (Enders 2010, Schafer and Graham 2002).  
 
Because MAR is only dictated by variables in the analysis model itself, an ML CFA can satisfy 
MAR via an “inclusive analysis strategy”, which incorporates “auxiliary variables” into the 
missing data handling procedure (Collins et al. 2001, Enders 2010, Graham 2003, Rubin 1996, 
Schafer and Graham 2002). Auxiliary variables are variables that, while not central to the core 
research question, are nonetheless a potential cause (or a correlate) of “missingness” or a 
correlate of the incomplete variables in the analysis model (Collins et al. 2001, Schafer 1997).  
                                               
11 In total, we used 13 of our 17 Likert scale questions in the final ML CFA model. We eliminated the data 
from one Likert scale question due to validity concerns, as a number of respondents noted on their 
surveys that they felt question was confusing. We further eliminated the data from three additional Likert 
scale questions between the unrestricted and restricted ML CFA model runs to ensure a better model fit. 
We discuss the ML CFA model results later in this thesis and in Appendix E. 
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a The “Q” variables refer to the question numbers associated with each Likert scale statement in our survey. Q17, the Likert scale question 
eliminated due to validity concerns (see Footnote 11 for details) was not incorporated into any ML CFA run and is thus not included on this table.  
b These Likert scale statements were not included in the final, restricted ML CFA model. Therefore, the direction of relationship between these 
Likert scale statements and the Factor Variables were not taken into account to calculate respondent factor scores.
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Including auxiliary variables into the missing data handling procedure reduces bias and 
improves power by recapturing some of the information lost from data being missing; as such, it 
is believed to nearly always be advantageous to follow an inclusive analysis strategy with 
maximum likelihood missing data estimation (Collins et al. 2001, Enders 2010). 
 
To implement an inclusive analysis strategy, we relied on “saturated correlates modeling”, a 
procedure that uses a structural equation model (SEM) to incorporate auxiliary variables into the 
analysis model as correlates of the analysis variables and their residual terms. The SEM 
framework relies on four model elements: 
 
1. Manifest variables, the observed variables in question (in our case, the Likert scale 
questions); 
2. Factor variables, the latent (unobserved) variables that the researcher believes 
describes variability among the correlated manifest variables (in our case, the five 
categories from the Environmental Motivations Rank Set, noted earlier); 
3. Auxiliary variables, the potential causes (or correlates) of “missingness” or the correlates 
of incomplete variables in the analysis model (the auxiliary variables we used are noted 
in Table 2); and 
4. Residual terms of the manifest variables. 
 
For a latent variable regression model, the saturated correlates model requires that all auxiliary 
variables correlate with one another, the manifest variables, and the residual terms of the 
manifest variables. Such a requirement ensures that the auxiliary variables are able to transmit 
information to the analysis model without affecting the interpretation of the estimated model 
parameters themselves (Enders 2010, Graham 2003). Moreover, in our model, we constrained
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a The “Q” variables represent the survey responses to each of the Likert scale statements noted in Table 1. 
b Collins et al. (2001) has shown that there is no harm in using auxiliary variables with weak (or even zero) correlations, though the advantages of 
an inclusive analysis strategy are more apparent with stronger correlations. Moreover, Enders (2010), through some data simulations, found that 
auxiliary variables are most beneficial in improving the power of maximum likelihood significance tests when correlations with missingness are 
strong (e.g., r > 0.40); conversely, omitting auxiliary variables with low correlation (e.g., r < 0.40) appears to have minimal impact on the power of 
maximum likelihood significance tests. Based on these evaluations, and because of the large number of variables available to us in our survey 
dataset, we aimed to only use those variables with strong correlations. We ran a Spearman Rank-Order correlation in STATA to test the strength 
of correlations between the manifest variables (and “missingness” in the manifest variables) against all the demographic variables in our dataset, 
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respondent rankings for each category in the Environmental Motivations Rank Set, and dummy variables for whether a respondent ranked a Rank 
Set category among their top three or bottom three for the Ecosystem Services Motivation Rank Set. To be conservative, we used all variables 
with at least one, statistically significant (p < 0.10, non-Bonferroni correction) correlation of r > 0.250 with an auxiliary variable. In addition, we 
included two other auxiliary variables: emrank_econ and emrank_rec. Although neither emrank_econ nor emrank_rec had correlation values of r > 
0.250 for any manifest variable (or for “missingness” in any manifest variable), we decided to include them both as auxiliary variables because 
their associated categories in the Environmental Motivations Rank Set aligned with Factor Variables in our ML CFA. Moreover, both emrank_econ 
and emrank_rec had correlation values of r > 0.245 for one manifest variable, so we did not feel it was a stretch to include them among the other 
auxiliary variables. 
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the factor variances to a value of one so that the factor loadings would reflect the expected 
change in our manifest variables for a one-standard-deviation increase in an associated latent 
factor.  
 
Another distinctive characteristic of the ML CFA is the way it corrects for non-normal data, which 
is relevant for ordinal Likert scale data like ours. While the literature suggests non-normal data 
has minimal impact on parameter estimates generated using maximum likelihood estimation, 
non-normal data can bias standard errors and distort the likelihood ratio test (Enders 2010, 
Finney and DiStefano 2006, West et al. 1995, Yuan et al. 2005). To correct for the standard 
error bias, we used robust standard errors, also known as the “sandwich estimator” (so called 
because it uses a “sandwich” of terms involving the first and second derivatives), as outlined by 
Enders (2010). These robust standard errors work for missing data by using the observed 
information matrix to produce standard errors that are valid with MAR data (Enders 2001, 
Enders 2010, Kenward and Molenberghs 1998). With regards to the likelihood ratio test, non-
normal data distorts the likelihood ratio test because its sampling distribution no longer follows 
the theoretical central chi-square distribution; non-normal data can therefore cause large type I 
or type II errors to appear in the likelihood ratio test, depending on the population kurtosis 
(Enders 2010, Yuan et al. 2005). One solution to this problem (and the solution we pursued) is 
to rescale the likelihood ratio test to more closely approximate the chi-square distribution, as 
outlined by Enders (2010), Satorra and Bentler (1988), and Satorra and Bentler (1994). 
Although the literature on applying a rescaled likelihood ratio test to missing data is limited, the 
existing research suggests that the rescaling process is an effective way to control likelihood 
ratio test error rates (Enders 2001, Enders 2010, Savalei and Bentler 2005, Satorra and Bentler 
1988, Satora and Bentler 1994, Yuan and Bentler 2000). The generated rescaled test statistic, 
per Enders (2010), will be further referred to as the Satorra-Bentler chi-square. 
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We ran the ML CFA using the statistical software Mplus. Due to Mplus’s limitations on working 
with categorical manifest variables in the maximum likelihood estimation framework, we treated 
our manifest variables as continuous. Doing this is a common practice in psychology and other 
disciplines, and the methodological literature suggests that treating ordinal variables as though 
they are continuous in a maximum likelihood estimation framework is a reasonable assumption 
to make, particularly for variables with more than 5 categories (Rhemtulla et al. 2012).12 Given 
that our manifest variables had 7 categories each (the sliding Likert scale), we concluded that 
treating our Likert scale data as continuous in Mplus would be reasonable. 
 
Finally, it should be noted how Mplus estimated scores for our factor variables, which we used 
in our later analysis. For continuous manifest variables (under which our Likert scale data was 
coded), Mplus estimates factor scores as the maximum of the posterior distribution of the factor 
(Muthén 2013). This process is often called the “Regression Method” for factor score estimation, 
as detailed in Skrondal and Laake (2001). The benefit of this estimation procedure is that using 
factor scores as predictors gives unbiased regression slopes (Muthén 2013). This worked well 
for us, given our intent to use factor scores as predictors in later analysis. 
 
Another assessment of whether factor scores can be trusted is based on the nature of 
estimated factor scores themselves. Muthén (2013) notes that estimated factor scores — the 
types of scores produced in Mplus — while not sharing the same properties as true factors, 
more accurate approximate true factors the more highly correlated the two are. The author 
continues, stating that factor scores generated with continuous variables (under which our Likert 
scale data was coded), correlation is measured by “factor determinancy”, which is high “when 
there are many highly reliable items measuring the factor”. While our survey has not been run 
                                               
12 Also, personal communication with Dr. Craig K. Enders on November 12, 2016. 
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multiple times on the Eastern Shore, we believe our data to be fairly reliable, given the 
standardized survey design, our focus group survey-testing, our adherence to the Dillman Total 
Design Survey Method, and a fairly large sample size (N = 590) for the factor analysis (Dillman 
1978, OAGC 1998).  
 
Theoretical Framework: Latent Class Logit Analysis  
 
The analysis of DCEs is grounded in the Random Utility Model (RUM), as developed by 
McFadden (1974) and described in further detail by Hanemann (1984) and Hensher et al. 
(2005). At its core, RUM assumes that when an individual is presented with a discrete choice, 
he or she will choose the alternative that gives him or her the highest utility. The RUM 
furthermore assumes that while an individual fully knows his or her own utility, the researcher 
can only estimate utility partially; thus, from the researcher’s perspective, utility consists of both 
a systematic component (i.e., the part of utility that the researcher can “explain” or “measure”) 
and a random component (i.e., the part of utility that the researcher cannot “explain” or 
“measure”). The systematic component is measured using both the characteristics of the 
individual and the attributes of the choice alternative. Therefore, conceptually, utility 𝑈 can be 
represented by: 
𝑈𝑖𝑚 = 𝑉(𝑍𝑖 , 𝑋𝑚) + 𝜀 
where 𝑉(∙) is the systematic component of utility, 𝑍𝑖 the characteristics of individual 𝑖, 𝑋𝑚 the 
attributes of choice alternative 𝑚, and 𝜀 the unmeasurable (i.e., random) component of 
individual 𝑖’s utility.13 Based on this setup, researchers are able to observe the choices made by 
                                               
13 In case it merits further clarification, an individual’s utility itself is not random. However, the researcher 
models 𝜀 as a random error term to “make up” for the fact that he or she can only partially measure utility 
through 𝑉(∙). 
[1] 
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respondents, decompose the factors that drive respondent decision-making, and estimate 
marginal utility values for the attributes that make up the choice alternatives.  
 
Based on this understanding of utility, we can predict that when an individual 𝑖 is presented with 
a discrete choice, individual 𝑖 will choose alternative 𝑚 (over any other alternative 𝑛) using the 
following model setup: 
ℙ𝕣𝑖(𝑚) = ℙ𝕣[(𝑉𝑖𝑚 + 𝜀𝑚) > 𝑀𝑎𝑥(𝑉𝑖𝑛 + 𝜀𝑛),  ∀ 𝑛 ∈ {𝐴, 𝐵, 𝑁};  𝑚 ≠ 𝑛] 
This states that the probability an individual 𝑖 chooses alternative 𝑚 is equal to the probability 
that the utility individual 𝑖 gains by choosing alternative 𝑚 is greater than the maximum utility 
individual 𝑖 would gain by choosing any other alternative 𝑛 (where alternative 𝑚 and any other 
alternative 𝑛 are elements of the available alternatives in the choice set — in our case, Plan A 
[𝐴], Plan B [𝐵], and No Action [𝑁] — that is, 𝑚, 𝑛 ∈ {𝐴, 𝐵, 𝑁} for all 𝑖).  
 
This probabilistic setup works well for a logit regression framework, in which the dependent 
variable is categorical. More specifically, when the dependent variable is binary, the logit can be 
used to calculate the probability of a binary response based on the predictor variables included 
in the regression analysis. In the context of DCE, the dependent variable in a logit regression 
can represent whether or not an individual chooses a certain alternative when presented with a 
discrete choice. So, for our survey, the choice is whether or not an individual selects a particular 
climate change adaptation plan. Assuming 𝜀𝑛 is independently and identically distributed 
according to a Gumbel distribution, the probability that an individual 𝑖 chooses plan alternative 
𝑚 is represented by the logit specification: 
ℙ𝕣𝑖(𝑚) =
exp (𝑉𝑖𝑚)
∑ exp (𝑉𝑖𝑚′)𝑚′
 
where 𝑚′ is the index of summation across all available alternatives (i.e., the total number of 
alternatives available, three [𝐴, 𝐵, 𝑁] in this case) in the choice question.  
[2] 
[3] 
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Because we wanted to account for heterogeneity of preferences in our analysis, we decided to 
utilize a latent class logit model, a semi-parametric variant of the multinomial logit, to analyze 
our choice question responses. Greene and Hensher (2003), Scarpa and Thiene (2005), and 
Kafle et al. (2015) describe this methodology in more detail, but in short, the underlying theory 
of latent class modeling is that choice behavior depends on observable attributes and 
unobserved variables that cause latent heterogeneity (Phillips 2011). The latent class logit 
includes a “class probability equation” as part of its analysis. This equation consists of observed, 
individual-specific variables (e.g., demographics, factor variables) and is used to sort individuals 
into “classes” (or groups) of people with similar preferences. It does so by predicting the 
probability that an individual will be a “member” of a certain “class” (i.e., fall into a certain class) 
based on their individual-specific variables; because each class represents a group of people 
with similar preferences, the latent class logit will generate a unique utility equation for each 
class.  
 
The latent class probability equation — the probability of an individual 𝑖 being attributed to class 
𝑔 — also follows a logit specification, as noted below:  
ℙ𝕣𝑖(𝑔) =
exp (𝜃𝑔𝑍𝑖)
∑ exp (𝜃𝑔′𝑍𝑖)𝑔′
 
In this specification, 𝑔′ is the index of summation across all classes and 𝜃𝑔 is a vector of 
parameters determining the class membership probability for class 𝑔 (i.e., parameters 
generated for the aforementioned individual-specific variables). 
 
The conditional probability that an individual 𝑖, who belongs to class 𝑔, chooses alternative 𝑚 
also follows a logit specification:  
[4] 
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ℙ𝕣𝑖(𝑚|𝑔) =
exp [𝜇𝑔(𝑉𝑖𝑚𝑔)]
∑ exp [𝜇𝑔𝑉𝑖𝑚′𝑔)]𝑚′
 
where 𝜇𝑔 is a scale parameter for a class 𝑔 (and is normalized to 1 for one class) and 𝑉𝑖𝑚𝑔 
represents the class-specific, systematic component of utility for class 𝑔 (Kafle et al. 2015). 
Therefore, we can specify the joint probability that an individual 𝑖 both belongs to class 𝑔 and 
chooses alternative 𝑚 as a product of probabilities ℙ𝕣𝑖(𝑔) and ℙ𝕣𝑖(𝑚|𝑔):  
ℙ𝕣𝑖(𝑚) = ℙ𝕣𝑖(𝑔) ∙ ℙ𝕣𝑛(𝑚|𝑔) 
ℙ𝕣𝑖(𝑚) =
exp (𝜃𝑔𝑍𝑖)
∑ exp (𝜃𝑔′𝑍𝑖)𝑔′
∙
exp [𝜇𝑔(𝑉𝑖𝑚𝑔)]
∑ exp [𝜇𝑔𝑉𝑖𝑚′𝑔)]𝑚′
 
Using this setup to determine the likelihood function, we are able to estimate the class-specific 
utility and class probability parameters using maximum likelihood. 
 
We generated four latent class logit models (a Land Type and Ecosystem Services Choice 
Question model for both Northampton and Accomack Counties). For each class 𝑔 within each 
model, we estimated 𝑉(∙) (as noted in [1]) using a linear-in-parameters functional form.  
 
For the Land Type (LT) Choice Questions in both Northampton and Accomack Counties, 𝑉(∙) 
for each class 𝑔 was modeled as:14  
                                               
14 For both the Land Type and Ecosystem Services model specifications ([7] and [8]), there is no 
alternative-specific constant. Rather, the baseline utility is represented by the No Action alternative, in 
which all utility variables (with the exception of incappx and noinccf) are equal to zero. Therefore, each 
marginal utility parameter generated for a choice attribute represents the marginal effect that the attribute 
has on an individual’s utility when that individual selected either Plan A or Plan B, relative to the utility that 
that individual would have received had he or she selected the No Action alternative. The major reason 
we decided to structure our model in this way is because incorporating alternative-specific constants into 
our model, while mathematically possible, would not make sense conceptually in the context of the choice 
scenario. Specifically, if either 𝑆𝑊 or 𝐿𝑆 were included in either model as an alternative-specific constant, 
it would be difficult to interpret the estimated parameter because our choice scenario does not allow for 
conventional or alternative coastline protection to “exist” apart from acres of land being protected; that is, 
a conventional or alternative coastline protection option cannot be implemented into a coastal protection 
plan with zero total acres of land protected from flooding. As such, while a model with a 𝑆𝑊 or 𝐿𝑆 
alternative-specific constant can be estimated, it would be difficult to interpret conceptually. Another 
reason for not including an alternative-specific constant into our model specifications is because in [8], the 
interpretation of a specific ecosystem service differs based on whether that ecosystem service is 
[5] 
[6] 
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𝑉𝑖𝑚𝑔,𝐿𝑇 =  𝜷𝑷𝒍𝒂𝒏,𝑺𝑾([𝑙𝑜𝑔𝑡𝑜𝑡𝑎𝑙, 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑑, 𝑐𝑟𝑜𝑝𝑝𝑎𝑠𝑡𝑢𝑟𝑒, 𝑓𝑜𝑟𝑒𝑠𝑡𝑓𝑖𝑒𝑙𝑑] × 𝑆𝑊) 
+ 𝜷𝑷𝒍𝒂𝒏,𝑳𝑺([𝑙𝑜𝑔𝑡𝑜𝑡𝑎𝑙, 𝑑𝑒𝑣𝑒𝑙𝑜𝑝𝑒𝑑, 𝑐𝑟𝑜𝑝𝑝𝑎𝑠𝑡𝑢𝑟𝑒, 𝑓𝑜𝑟𝑒𝑠𝑡𝑓𝑖𝑒𝑙𝑑] × 𝐿𝑆) 
+ 𝜷𝑰𝒏𝒄,𝑺𝑾([𝑖𝑛𝑐𝑎𝑝𝑝𝑥, 𝑛𝑜𝑖𝑛𝑐𝑐𝑓] × 𝑆𝑊) 
+ 𝜷𝑰𝒏𝒄,𝑳𝑺([𝑖𝑛𝑐𝑎𝑝𝑝𝑥, 𝑛𝑜𝑖𝑛𝑐𝑐𝑓] × 𝐿𝑆) 
+ 𝜷𝑪(𝑐𝑜𝑠𝑡) 
where the 𝜷s are vectors of parameters conforming to the vectors of independent variables 
identified in parenthesis (and defined in Table 3), with interactions indicated by the multiplication 
sign (×).15  
 
For the Ecosystem Services (ES) Choice Questions in both Northampton and Accomack 
Counties, 𝑉(∙) for each class 𝑔 was modeled as:16  
 
                                               
interacted with 𝑆𝑊 or 𝐿𝑆. As such, ecosystem service variable interactions with 𝑆𝑊 or 𝐿𝑆 must be built 
into the model setup. Yet, because we constrained each of our Plan A and Plan B choice alternatives to 
always include three ecosystem services, the only way to specify the model without multi-collinearity 
issues is to either include an alternative-specific constant and exclude one ecosystem service variable 
from the model setup or include all the ecosystem service variables and exclude alternative-specific 
constants altogether. The latter option made model interpretation much easier. Thus, for the above two 
reasons, and for consistency’s sake between the two model specifications, we decided to model both [7] 
and [8] without an alternative-specific constant. 
15 𝜷𝑰𝒏𝒄,𝑺𝑾 and 𝜷𝑰𝒏𝒄,𝑳𝑺 (found in both [7] and [8]) are the vectors of parameters for the respondent income 
variables, incappx and noinccf, the only utility equation variables that do not represent choice attributes. 
As noted in Table 3, incappx is a proxy measure for a respondent's annual household income, ranging 
from 12.5 to 175. In our survey, respondent income was solicited using a categorical variable of income 
ranges (see Appendix A [Survey Page 18]). To more easily integrate the income data into our latent class 
logit models, we converted the categorical income variable into a "continuous" variable, incappx, by 
assigning each respondent the midpoint of his or her income range, divided by 1000. So, those falling in 
the annual income range < $25,000 were assigned an incappx value of 12.5, $25,000 - $49,999 a value 
of 37.5, $50,000 - $74,999 a value of 62.5, $75,000 to $99,999 a value of 87.5, $100,000 - $150,000 a 
value of 125, and > $150,000 a value of 175. Those who did not provide an income value (or responded 
"Prefer not to say" to the income survey question) were assigned the mean of the incappx values, which 
rounded to 80.2. Moreover, those respondents who did not provide an income value (or responded 
"Prefer not to say") also took on a value of 80.2 for the correction factor noinccf; those with a non-80.2 
incappx value took on a value of 0 for noinccf. Out of the 432 surveys (203 for Northampton, 229 for 
Accomack) used in the latent class logit model analyses later in this thesis, 87 surveys (47 for 
Northampton, 40 for Accomack) were assigned incappx and noinccf values of 80.2. 
16 This model specification does not include an alternative-specific constant. See Footnote 14 for details. 
[7] 
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𝑉𝑖𝑚𝑔,𝐸𝑆 =  𝜷𝑷𝒍𝒂𝒏,𝑺𝑾 ([
𝑙𝑜𝑔𝑡𝑜𝑡𝑎𝑙, 𝑤𝑑𝑙𝑓𝑝𝑟𝑒𝑠𝑣, 𝑛𝑢𝑡𝑟𝑖𝑟𝑒𝑚𝑣, 𝑠𝑒𝑑𝑠𝑡𝑎𝑏, 𝑠ℎ𝑜𝑟𝑒𝑝𝑟𝑜𝑡,
𝑠𝑎𝑙𝑡𝑚𝑏𝑙𝑑𝑢𝑝, 𝑙𝑎𝑛𝑑𝑠𝑐𝑣𝑖𝑒𝑤, 𝑐𝑙𝑡𝑟𝑝𝑟𝑒𝑠𝑣
] × 𝑆𝑊) 
+ 𝜷𝑷𝒍𝒂𝒏,𝑳𝑺 ([
𝑙𝑜𝑔𝑡𝑜𝑡𝑎𝑙, 𝑤𝑑𝑙𝑓𝑝𝑟𝑒𝑠𝑣, 𝑛𝑢𝑡𝑟𝑖𝑟𝑒𝑚𝑣, 𝑠𝑒𝑑𝑠𝑡𝑎𝑏, 𝑠ℎ𝑜𝑟𝑒𝑝𝑟𝑜𝑡,
𝑠𝑎𝑙𝑡𝑚𝑏𝑙𝑑𝑢𝑝, 𝑙𝑎𝑛𝑑𝑠𝑐𝑣𝑖𝑒𝑤, 𝑐𝑙𝑡𝑟𝑝𝑟𝑒𝑠𝑣
] × 𝐿𝑆) 
+ 𝜷𝑰𝒏𝒄,𝑺𝑾([𝑖𝑛𝑐𝑎𝑝𝑝𝑥, 𝑛𝑜𝑖𝑛𝑐𝑐𝑓] × 𝑆𝑊) 
+ 𝜷𝑰𝒏𝒄,𝑳𝑺([𝑖𝑛𝑐𝑎𝑝𝑝𝑥, 𝑛𝑜𝑖𝑛𝑐𝑐𝑓] × 𝐿𝑆) 
+ 𝜷𝑪(𝑐𝑜𝑠𝑡) 
where, likewise, the 𝜷s are vectors of parameters conforming to the vectors of independent 
variables identified in parenthesis (and defined in Table 3), with interactions indicated by the 
multiplication sign (×).  
 
The variables used in the class probability equations for both the LT and ES Choice Questions 
are described in Table 4. These variables were incorporated into the latent class logit analysis 
as part of the vector 𝜃𝑔, as noted in [4] and [6]. Not all the variables in Table 4 were 
incorporated into each of the four models; details on the models in which each variable was 
included are also noted in Table 4.17 
                                               
17 There are three reasons for why some of the variables in Table 4 are not incorporated into one or more 
of the four models: (1) Not all the variables in Table 4 are relevant to all four models (e.g., at the time the 
survey was sent out, poultry farming was only allowed in Accomack County, so mbr_poultry was not a 
useful variable to include in the Northampton County models); (2) Some models did not converge (or did 
not provide useful model estimates) when incorporating certain Table 4 variables into the class probability 
equation; and (3) The software with which we estimated our latent class logit models, LIMDEP/NLOGIT 5, 
restricted the number of class probability equation variables that could be included in each model 
estimation run. 
[8] 
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a When this variable is interacted with SW, the Plan indicates that land managers choose the locations of 
coastal land to manage specifically to minimize the negative impacts on that ecosystem service. When 
this variable is interacted with LS, the Plan indicates that land managers choose the locations of coastal 
land to manage specifically to enhance or strengthen that ecosystem service.  
b The provided numerical ranges and dummy variable values represent the possible values for these 
variables under a Plan A or Plan B alternative. No Action alternatives always equal zero for all utility 
equation variables except for incappx and noinccf. 
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a All variables are dummy variables (1 = Yes, 0 = No) except for logage, which is a continuous variable 
with a theoretical range of [ln(18),∞] and a unit of ln(Age). 
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Results 
 
Here, we provide a brief overview of our survey response data, followed by the results of our 
Rank Set analyses from Survey Section Two, our ML CFA, and our latent class logit models. 
We also use the parameters from the latent class logit models to examine management plan 
scenarios and analyze individual Hicksian willingness-to-pay values for those plans. 
 
Survey Response Data 
 
Summary statistics for all our survey response data can be found in Appendix D. Overall, we 
had a 91 percent survey mail delivery rate for Northampton and a 90 percent survey mail 
delivery rate for Accomack. Our delivery rate for surveys sent out to Community Group #1 and 
Outdoors Group (combined) was 98 percent for both counties, while the delivery rate to 
Community Group #2 was 97 percent (Community Group #2 is specific to Northampton County). 
In terms of surveys sent to addresses only on the voter registration lists, the delivery rate was 
89 percent in Northampton and 87 percent in Accomack. Our total useful response rate, which 
takes into account all returned surveys useable in at least one of our data analyses, was 32 
percent in Northampton and 34 percent in Accomack. Our highest useful response rate came 
from Community Group #1 and Outdoors Group (combined, 60 percent for Northampton, 53 
percent for Accomack); this was followed by Community Group #2 (33 percent useful response 
rate for Northampton) and the voter registration list-only group (26 percent useful response rate 
for Northampton, 24 percent useful response rate for Accomack). In total, there were 293 
useable surveys for Northampton and 302 useable surveys for Accomack, resulting in a total of 
595 surveys over both counties. 
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From a demographics perspective, our survey sample represents a population different from the 
Eastern Shore of Virginia’s general population (see Appendix D). Our sample is older, more 
male, more self-identified white, more highly educated, and wealthier than the region’s general 
populace (US 2010a, US 2012). Moreover, our sample had a higher percentage of home 
ownership than the region’s general populace (US 2010a). 
 
In terms of demographic information not able to be compared to U.S. Census data, 38 percent 
of our Northampton sample population and 36 percent of our Accomack sample population 
consider themselves born-heres, and 70 percent of our Northampton sample population and 52 
percent of our Accomack sample population are bay-side residents.18 Moreover, across all 
respondents, the average length of time a respondent has live on the Eastern Shore is 25 years, 
and 21 percent of our respondents have stated that there is a 50 percent or greater chance that 
their property will be affected by flooding or coastal storm damage in any given year; these 
percentage values are similar when broken down by county. 
 
Rank Set Response Data 
 
As previously noted, survey respondents were asked to complete the Environmental Motivations 
Rank Set and the Ecosystem Services Rank Set in Section Two of the survey. Below are the 
results from this Section. 
 
For the Environmental Motivations Rank Set (see Appendix A [Survey Page 3]), out of the 595 
useable surveys, only 567 of them had rank data for at least one statement in the Rank Set (277 
surveys for Northampton, 290 surveys for Accomack). The survey results for this Rank Set are 
                                               
18 This may be due to the larger portion of buildable land on the bay-side compared to the sea-side, along 
with the historic importance of sheltering from storms on the bay-side. 
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noted in Table 5. In both counties, respondents ranked groundwater protection most often 
amongst their top two (i.e., most important) reasons for why the Eastern Shore environment 
should be protected. Furthermore, in both counties, respondents ranked sustaining the Eastern 
Shore culture and property protection most often amongst their bottom two (i.e., least important) 
reasons for why the Eastern Shore environment should be protected. Respondents in 
Northampton also often ranked economic contributions amongst their top two environmental 
motivations, while respondents in Accomack often ranked wildlife conservation amongst their 
top two.  
 
 
 
 
a Category percentages are based on the total number of respondents who ranked that category; thus, 
percentage points are not equal in value across statements and county. 
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If a statement ranked amongst the top two a lower percentage of the time for respondents, it did 
not necessarily mean it ranked amongst the bottom two a higher percentage of the time (and 
vice versa), though that was sometimes the case. Overall, this data indicates the likelihood of 
heterogeneous views among our survey sample, at least in terms of reasons for protecting the 
Eastern Shore environment. 
 
For the Ecosystem Services Rank Set (see Appendix A [Survey Page 4]), out of the 595 
useable surveys, only 559 of them had rank data for at least one statement in the Rank Set (271 
surveys for Northampton, 288 surveys for Accomack). The survey results for this Rank Set are 
noted in Table 6. In both counties, respondents ranked sustaining wildlife and habitat most often 
amongst their top three (i.e., most important) ecosystem services that could be provided by a 
restoration project on the sea-side’s integrated tidal wetland-lagoon-barrier island system. 
Respondents in both counties also often ranked water nutrient removal, shoreline protection, 
and saltmarsh accretion amongst their top three ecosystem services provided by a sea-side 
restoration project. Furthermore, in both counties, respondents ranked undeveloped landscape 
views that may attract real estate development and personal satisfaction in knowing that an 
environmental habitat has been restored (i.e., non-use value) most often amongst their bottom 
three (i.e., least important) ecosystem services provided by a sea-side restoration project. 
Respondents in both counties also often ranked sustaining the Eastern Shore culture and 
undeveloped landscape views for local quality amongst their bottom three ecosystem services 
provided by a sea-side restoration project.  
 
Similar to the Environmental Motivations Rank Set, if a statement in the Ecosystem Services 
Rank Set ranked amongst the top three a lower percentage of the time for respondents, it did 
not necessarily mean it ranked amongst the bottom three a higher percentage of the time (and 
vice versa), though that was sometimes the case. Overall, this data further indicates the 
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likelihood of heterogeneous views amongst our survey sample, at least in terms of the most 
important ecosystem services provided by a sea-side restoration project. 
 
 
 
 
 
a Category percentages are based on the total number of respondents who ranked that category; thus, 
percentage points are not equal in value across statements and county. 
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Maximum Likelihood Confirmatory Factor Analysis 
 
Of the 595 useable surveys (293 for Northampton, 302 for Accomack), 590 of them (291 for 
Northampton, 299 for Accomack) were useable for the ML CFA. The five surveys we eliminated 
from the analysis (two from Northampton and three from Accomack) each had missing data for 
six or more Likert scale questions (out of the 16 Likert scale questions included in the 
unrestricted run of the ML CFA).19 There is no standard methodology for determining the 
threshold of missing data at which one should drop a survey from the dataset. As such, we 
made the qualitative judgment that since six questions represented more than one-third of the 
16 Likert scale questions to be analyzed in the ML CFA, it may not be appropriate to generate 
factor scores for these variables, even when using missing data analysis. Moreover, dropping 
the five surveys that each had missing data for six or more Likert scale questions did not cause 
a significant loss of data, as these surveys represented < 1 percent of our total sample, both 
overall and for each county. 
 
It should be noted, however, that we did make the intentional decision to keep 14 surveys in the 
dataset, all of which had missing data from exactly five Likert scale questions, with all five Likert 
scale questions falling on Survey Page 2 (the second of two pages comprising Section One of 
the survey; see Appendix A [Survey Page 2]). In other words, the respondents who completed 
these 14 surveys answered all the Likert scale questions except for those on the second page.20 
                                               
19 We ended up keeping the survey data for one respondent that missed six Likert scale questions, as 
only one of the respondent’s missing Likert scale questions fell on Survey Page One while the remaining 
five questions fell on Survey Page Two (see Appendix A [Survey Pages 1-2]). As noted on the following 
page, missing the five Likert scale questions on Survey Page 2 with no (or, in this case, only one) other 
missing Likert scale data point was considered a special case that merited keeping the survey in the 
dataset. 
20 There are technically six questions on Survey Page 2. However, we did not include one of these six 
questions (Q17) in our unrestricted ML CFA run due to validity concerns (see Footnote 11). Even so, it 
remains true that the abovementioned 14 respondents answered all the Likert scale questions with the 
exception of those on Survey Page 2. 
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After examining these surveys, we had reason to believe that these 14 respondents (and one 
additional respondent who missed six questions, five of which fell on Survey Page 2; see 
Footnote 20) may have accidentally skipped the second page of the survey. If this was the case, 
there could be a source of randomness attributable to data “missingness” in these surveys, thus 
justifying their inclusion in the ML CFA. Moreover, dropping an 15 additional surveys would 
cause a larger loss of data than we wanted.  
 
Therefore, we ultimately decided to keep 590 surveys for the ML CFA. As the ML CFA would 
generate factor variables and scores for each of the 590 surveys — and the factor variables 
were later used in the latent class logit analysis — the five surveys we eliminated at the ML CFA 
stage were also eliminated at the latent class logit analysis stage. 
 
Table 7 gives the factor loadings of our ML CFA. As previously mentioned, similar to the method 
outlined in Enders (2010), we constrained the factor variances to 1 so that we could identify the 
model (i.e., so that a factor loading reflected the expected change in a manifest variable for a 
one standard deviation increase in a corresponding factor variable). 
 
To ensure that we would generate reasonable and valid factor scores to be used in later 
analysis, we had to verify the model fit of the ML CFA. We included five fit indices in Table 7: 
four absolute fit indices (Satorra-Bentler chi-square, Wheaton relative/normed chi-square [χ2/df], 
root mean square error of approximation [RMSEA], and standardized root mean square residual 
[SRMR]) and one relative (or incremental) fit index (comparative fit index [CFI]).  
 
Absolute fit indices determine how well an a priori model fits the sample data (i.e., not 
comparing the given model to a baseline model but rather determining model fit by comparing 
the given model to no model at all) (Hooper et al. 2008, Jöreskog and Sörbom 1993, McDonald 
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a This value is not a true log-likelihood ratio statistic but rather the Satorra-Bentler chi-square test statistic, 
calculated using a rescaling procedure that transforms the likelihood test to more closely approximate the 
theoretical chi-square distribution. This procedure is described in detail in Chapter 5 of Enders (2010) and 
in Satorra and Bentler (1988) and Satorra and Bentler (1994). 
b Because incorporating auxiliary variables into a SEM inappropriately affects the fit of the independence 
model, all relative/incremental fit indices, such as the comparative fit index (CFI), must be adjusted. This 
value represents the corrected CFI value, determined using the special independence model detailed in 
Chapter 5 of Enders (2010). 
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and Ho 2002). Looking at our model, the factor loadings and the Satorra-Bentler (i.e., rescaled) 
chi-square test statistic show strong statistical significance. However, the chi-square statistic 
alone is not recommended for SEM fit testing, particularly due to the model chi-square’s 
sensitivity to sample size (Bentler and Bonnet 1980, Hooper et al. 2008, Jöreskog and Sörbom 
1993, Kenny and McCoach 2003). As such, we included the Wheaton et al. (1977) 
relative/normed chi-square statistic [χ2/df], which aims to minimize the impact of sample size. 
While there is no consensus regarding an acceptable ratio, Wheaton et al. (1977) recommend 
an upper limit of 5.0 (Hooper et al. 2008). Our test statistic value of 4.734 is, therefore, within an 
acceptable range. 
 
RMSEA measures model fit by measuring the “error of approximation” — that is, the lack of fit of 
the model to the population data (specifically, the population’s covariance matrix), when 
parameters are optimally chosen (Byrne 1998, Hooper et al. 2008). RMSEA is also helpful when 
considering parameter parsimony, as its optimal model selection means it will choose the model 
with the lesser number of parameters (Diamantopoulos and Siguaw 2000, Hooper et al. 2008). 
Reported as a value of 0 to 1, there is no stringent cutoff RMSEA value, though the literature 
has recently favored values below 0.07 (Hooper et al. 2008, Steiger 2007). This value 
represents the lower range of our 90% RMSEA confidence interval, so our model could be 
considered a moderate fit by this metric. 
 
SRMR measures the square root of the difference between the residuals of the sample 
covariance matrix and the hypothesized covariance model. Ranging from 0 to 1, values as high 
as 0.08 are reasonable, though the best fitting models have values below 0.05 (Byrne 1998, 
Diamantopoulos and Siguaw 2000, Hooper et al. 2008). Our model value of 0.063, therefore, 
indicates a relatively good fit. 
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The CFI, as a relative (or incremental) fit index, compares the model’s chi-square value to a 
baseline model. The CFI tests the null hypothesis that all latent variables are uncorrelated by 
comparing the sample covariance matrix with the null model (Hooper et al. 2008). Values range 
from 0 to 1, with values closer to 1 indicating a good fit. The literature notes that CFI values 
should be > 0.90, with values ≥ 0.95 generally recognized as a good fit (Hooper et al. 2008, Hu 
and Bentler 1999). Our corrected CFI value (see Table 7 Footnote b for details on the 
correction) of 0.906 indicates a moderate fit. 
 
Overall, we concluded that our ML CFA represents a moderately good model fit, based on the 
above fit indices and the fact that the available literature on the ML CFA process suggests that 
significance tests based on robust standard errors may be conservative (i.e., standard errors 
may be too large) (Enders 2010). Thus, we felt we could reasonably utilize the ML CFA factor 
loadings to generate factor scores for further analysis. As mentioned previously, we generated 
factor scores for each of the five factors for all 590 surveys included in the ML CFA. Further ML 
CFA model outputs and analysis can be found in Appendix E. 
 
Preliminary Latent Class Logit Analysis and Non-Participant Respondents 
 
After completing the ML CFA, we looked into how many surveys we could reasonable analyze 
for latent class logit modeling. Of the 590 surveys used in the ML CFA stage (291 for 
Northampton, 299 for Accomack), only 578 of them (284 for Northampton, 294 for Accomack) 
had data for at least one of the eight choice questions (i.e., answered at least one choice 
question in either set of four choice questions). 
 
Based on insights from our focus group participants (and comments written on some of the 
completed paper surveys), we came to believe that there were likely three groups of individuals 
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living on the Eastern Shore of Virginia that could represent three classes in our latent class logit 
analysis. One group, we believed, would be more reliably environmentally-inclined (or, perhaps, 
opposed to conventional coastline protection) and thus would usually prefer an alternative 
coastline protection plan in a choice set. Another group, we believed, would be open to either 
conventional or alternative coastline protection, depending on the other attributes in the choice 
set. The third group is what we refer to as “non-participant respondents”. This group of people, 
we believed, would either be consistently opposed to new government taxes, as a result of 
government distrust or dissatisfaction, or may believe that it is right to “let nature take its course” 
when it comes to coastal flooding and climate change (i.e., not take any action to prevent the 
potential flooding of county land). This third group, as noted in the survey research literature, 
commonly chooses to “not participate” in the choice set by either consistently choosing the 
choice set’s status quo alternative (i.e., No Action), or, in some cases, consistently choosing the 
same choice alternative (i.e., Plan A or Plan B), regardless of changes in the choice set 
attributes (Burton and Rigsby 2009, Rolfe and Bennett 2009). Looking through our 578 surveys, 
about 70 respondents in each county could feasibly fall into this third group alone, simply based 
on their pattern of choice question responses.  
 
Burton and Rigsby (2009) outlined a method for using latent class logit analysis to group non-
participant respondents into a class of their own. Attempting to use their methodology in our 
preliminary latent class logit model runs (using the LIMDEP/NLOGIT 5 software) was not 
successful, as we could not get a three-class model to converge for our data in either the Land 
Type or Ecosystem Services models for either Northampton or Accomack Counties. Based on 
an a priori belief that there were indeed non-participant respondents in our survey sample — 
and the desire to use latent class logit modeling to analyze the survey data, exclusive of these 
non-participant respondents — we decided to pursue a straightforward measure for separating 
the non-participant respondents from the remaining portion of our sample population. 
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Specifically, we classified anyone with seven or eight identical choice question responses (i.e., 
seven or eight choice question responses that were either all Plan A, Plan B, or No Action) as a 
non-participant respondent. This group made up 146 of the 578 surveys chosen for the latent 
class logit modeling stage (81 for Northampton, 65 for Accomack), in which 113 had eight 
identical choice question responses (67 for Northampton, 47 for Accomack) and 33 had seven 
identical choice question responses (14 for Northampton, 19 for Accomack). 
 
The reason we included those surveys with seven identical choice question responses among 
our non-participant respondent group was because 18 of the 33 surveys (7 for Northampton, 11 
for Accomack) were such that the one non-identical choice question response was either a non-
answer (i.e., the respondent did not answer the question) or occurred on the first or eighth 
choice question. This seemed to indicate a possible pattern of non-participation: that is, if the 
non-identical answer was a non-answer, it seemed possible that the respondent would have 
answered that question the same had he or she actually chosen to answer it; if the non-identical 
answer occurred on the first question, it seemed possible that the respondent chose not to 
participate in the remaining choice sets after answering the first choice set; if the non-identical 
answer occurred on the eighth question, it seemed possible that the respondent may not have 
wanted to return the survey with all the choice question answers the same, so the participant 
made a different choice (real or not) on the last question. Of course, such logic is speculative, 
but given the basic nature of our non-participant respondent grouping strategy, we felt it was 
reasonable to consider all 146 surveys as holding to the non-participant characteristic. 
 
To test for predictors of falling into the non-participant respondent group, we ran a logistic 
regression on the surveys initially chosen for the latent class logit analysis stage. The results of 
this regression and the analysis of the results can be found in Appendix F. 
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Latent Class Logit Analysis 
 
After removing the non-participant respondent surveys from our data set, we were left with 432 
surveys (203 for Northampton, 229 for Accomack) to use for latent class logit modeling. Based 
on our aforementioned a priori belief that there were two classes of people among our sample 
population, excluding non-participant respondents, we ran a two-class latent class logit analysis 
for all four of our models (Land Type and Ecosystem Services models for Northampton and 
Accomack Counties) using LIMDEP/NLOGIT 5. The decision to pursue two-class models was 
supported by the Akaike information criteria (AIC) values from our four models, whose AIC/N 
values were always lower in the two-class model than in the one-class (i.e., conditional logit) 
model. No latent class logit models with three or more classes converged or provided useable 
results. 
 
Our results are noted in Tables 8 through 15 below (results from the unrestricted latent class 
logit model runs can be found in Appendix G).21 While we analyze each individual table and 
model below, it is helpful to note that we did, indeed, find in each model one class of 
respondents that was generally inclined more towards alternative coastline protection outright 
and another class of respondents that was more open to either conventional or alternative 
coastline protection, depending on the other attributes in the choice set. We refer to these 
classes as the “Alternative Protection Inclined” and the “Consistent Protectors”, respectively.22 
                                               
21 For Tables 8, 10, 12, and 14, the em dash (“—”) in the Average Class Probability row signifies that 
average class probability values do not have a standard error. The em dash in any utility equation 
variable row means that the parameter on that variable was restricted to zero for that class because the 
unrestricted model indicated that the parameter was not, statistically-speaking, significantly different from 
zero. See Appendix G for more details. 
22 There is a general, mathematical criterion for labeling one class as the “Alternative Protection Inclined” 
and the other as the “Consistent Protectors”. Given the functional form of the utility equations for both the 
Land Type and Ecosystem Services models (see [7] and [8]), the value of 𝑉(∙) is equal to the sum of the 
products between the utility variables (i.e., the choice attributes and the two income variables, each 
interacted with 𝑆𝑊 and 𝐿𝑆) and their corresponding parameter estimates. Because baseline (i.e., zero) 
utility is assumed to be the No Action alternative, it is relatively straightforward, using basic algebra, to 
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For the Northampton County Land Type model, the utility equations for the two classes indicate 
that Class 1 represents the Alternative Protection Inclined while Class 2 represents the 
Consistent Protectors (Table 8). Based on the Average Class Probability values, there was a 
higher probability of a respondent being an Alternative Protection Inclined respondent than a 
Consistent Protector.  
 
The Alternative Protection Inclined have a significant positive marginal utility value for the 
natural log of total acres protected using alternative protection (see Table 8). While this class 
has a significant negative marginal utility value for village, business, or residential acres 
protected, because the maximum feasible village, business, or residential acres protected in 
Northampton County is 100 acres (100*-0.00986 = -0.986), the marginal utility a respondent in 
this class would receive from an alternative protection plan would always result in a net positive 
when considering the natural log of total acres (ln(1500) = 7.31*0.23763 = 1.73, ln(3000) = 
8.01*0.23763 = 1.90) and the village, business, or residential acres, keeping all else constant.  
 
The Consistent Protectors have a significant positive marginal utility for the natural log of total 
acres protected using conventional protection, as well as significant positive marginal utility 
values for village, business, or residential acres protected for conventional and alternative 
                                               
determine the direction and relative magnitude of 𝑉(∙) for a conventional coastline protection plan (𝑆𝑊 =
1) and for an alternative coastline protection plan (𝐿𝑆 = 1), using the parameter estimates, the range of 
possible levels for each of the choice attributes, and the range of possible values for the income 
variables. That is, categorizing a class as either “Alternative Protection Inclined” or “Consistent 
Protectors” is based on the range of possible 𝑉(∙) values (i.e., the range of the sum of the marginal utility 
values for a given coastal protection plan). Those classes that we designate as the “Alternative Protection 
Inclined” have a range of 𝑉(∙) values that are generally larger for plans with alternative coastline 
protection (𝐿𝑆 = 1) than those with conventional coastline protection (𝑆𝑊 = 1). For the “Consistent 
Protectors” classes, the range of 𝑉(∙) values for conventional coastline protection plans (𝑆𝑊 = 1) 
generally exceeded or largely overlapped with the range of 𝑉(∙) values for alternative coastline protection 
plans (𝐿𝑆 = 1); if the range of 𝑉(∙) values largely overlapped between conventional and alternative 
coastal protection plans, the plan type that had larger 𝑉(∙) values mostly varied based on the attribute 
levels used in a given scenario. While this criterion may seem complex, for all eight latent class logit 
models that we ran, categorizing a class as either “Alternative Protection Inclined” or “Consistent 
Protectors” was a fairly clear-cut process. 
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protection (see Table 8). While this class has a significant negative marginal utility for forest and 
unfarmed acres protected, because the maximum feasible forest and unfarmed acres protected  
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in Northampton County is 2975 acres (2975*-0.0005 = -1.488), the marginal utility a respondent 
in this class would receive from a conventional protection plan would always result in a net 
positive when considering both the natural log of total acres (log(1500) = 7.31*0.24251 = 1.77, 
log(3000) = 8.01*0.24251 = 1.94) and the forest and unfarmed field acres, keeping all else 
constant. Higher income respondents among the Consistent Protectors had a higher marginal 
utility for both conventional and alternative shoreline plans (based on the positive, significant 
parameter estimates for incappx x SW and incappx x LS); however, Consistent Protectors that 
did not provide income data had a lower marginal utility for both conventional and alternative 
shoreline plans compared to those who provided income data (based on the negative, 
significant, combined effect of incappx x SW with noinccf x SW and incappx x LS with noinccf x 
LS; e.g., the parameter estimates on both incappx x SW and noinccf x SW are significant and 
the sum of the parameter estimates is negative: 0.01176 + -0.01943 = -0.00767). 
 
Looking at the Northampton County Land Type model’s class probability equation (see Table 9), 
we see that self-identifying as white and as an Eastern Shore native increased the likelihood of 
a respondent being an Alternative Protection Inclined respondent (due to the parameter on 
bornhere being positive and significant). This was also the case for respondents that had a 
positive Wildlife Conservation factor score, claimed an association with an environmental group, 
or was on the membership list of either Community Group #1 or Outdoors Group. On the other 
hand, those with a higher education, a positive Recreation factor score, a belief that either the 
bay-side or sea-side influenced their quality of life (with respect to outdoor activities or 
environmental concerns) more than the other, or claimed association with either an agricultural 
or tourism organization were more likely to be a Consistent Protector (due to the parameters on 
those variables being negative and significant). 
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For the Northampton County Ecosystem Services model, the utility equations for the two 
classes indicate that Class 1 represents the Alternative Protection Inclined while Class 2 
represents the Consistent Protectors (see Table 10). Based on the Average Class Probability 
values, there was a higher probability of a respondent being an Alternative Protection Inclined 
respondent than a Consistent Protector.  
 61 
 
 
 62 
 
The Alternative Protection Inclined have significant positive marginal utilities for the natural log 
of total acres protected using both conventional and alternative protection plans (see Table 10). 
However, the marginal utility for the ecosystem services associated with a conventional 
protection plan are either non-significant or negative; the one significant ecosystem service 
parameter — that for undeveloped landscape views — is negative. Moreover, there is a 
significant negative marginal utility on income for conventional protection plans, with an even 
greater negative marginal utility impact for those who did not provide income data, due to the 
combined effect of incappx × SW and noinccf × SW. As such, the combined marginal utility 
effect of a conventional protection plan with three ecosystem services, especially for 
respondents with higher incomes, may very well be negative, keeping cost constant. Compared 
to a conventional protection plan, an alternative protection plan has a greater magnitude in the 
natural log of total acres marginal utility value, a better mix of positive and negative ecosystem 
service marginal utility values — that for saltmarsh accretion is significantly positive while that 
for undeveloped landscape views is significantly negative — and a smaller negative or non-
significant impact of income; as such, it is more likely, compared to a conventional protection 
plan, that the combined marginal utility effect of an alternative protection plan with three 
ecosystem services will be positive, keeping cost constant. 
 
The Consistent Protectors have significant negative marginal utilities for the natural log of total 
acres protected using both conventional and alternative protection plans (see Table 10). 
However, these marginal utility values could be small in impact in the larger picture, especially 
when considering the combined marginal utility effect of the natural log of total acres and three 
ecosystem services, keeping all else constant. This is because, for this class, all ecosystem 
service marginal utilities are either not significantly different from zero or positive; the significant 
ecosystem services are saltmarsh accretion for both conventional and alternative protection 
plans. Moreover, the marginal utility for income is positive and significant for both conventional 
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and alternative protection plans. As such, it is very possible that, keeping cost constant, the net 
utility effect on respondents in this class is positive. 
 
Looking at the Northampton County Ecosystem Services model’s class probability equation (see 
Table 11), we see that self-identifying as white and as an Eastern Shore native increased the 
likelihood of a respondent being an Alternative Protection Inclined respondent. This was also 
the case for respondents who had a positive Wildlife Conservation factor score, claimed an 
association with an environmental group, or were on the membership list of either Community 
Group #1 or Outdoors Group. (These exact same class probability variables increased the 
likelihood of a respondent being an Alternative Protection Inclined respondent for the 
Northampton County Land Type model.) On the other hand, those who are bay-side residents, 
have a positive Economic Development or Cultural Heritage factor score, have a belief that 
either the sea-side influenced their quality of life (with respect to outdoor activities or 
environmental concerns) more than the bay-side, have a greater than zero likelihood of having 
property be affected by a coastal storm or flooding in any given year, or claim association with 
either an agricultural or chamber of commerce organization were more likely to be a Consistent 
Protector. 
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For the Accomack County Land Type model, the utility equations for the two classes indicate 
that Class 1 represents the Consistent Protectors while Class 2 represents the Alternative 
Protection Inclined (see Table 12). Based on the Average Class Probability values, there was a 
higher probability of a respondent being a Consistent Protector than an Alternative Protection 
Inclined respondent.  
 
The Consistent Protectors do not have significant marginal utility values for total acres (see 
Table 12). However, they do have significant marginal utility values for different land types: 
positive values for village, business, or residential land with either conventional or alternative 
protection and a slightly negative value for forests and unfarmed fields with conventional 
protection. Moreover, this class displays positive marginal utility for income for both 
conventional and alternative protection plans. For respondents with no income data, the 
combined marginal utility effect of incappx × SW and noinccf × SW is significant and negative, 
while the combined marginal utility effect of incappx × LS and noinccf × LS is significant and 
positive. As such, in most cases it is likely for a management plan’s collective attributes to 
increase the marginal utility for a Consistent Protector, whether using conventional or alternative 
protection, holding cost constant. 
 
The Alternative Protection Inclined have a significant negative marginal utility value for the 
natural log of total acres protected using conventional protection, as well as a significant positive 
marginal utility value for village, business, or residential acres protected using alternative 
protection (see Table 12). This class, however, does have significant positive marginal utility 
values for respondents with no income data. As such, with the exception of respondents with no 
income data, it is likely that a management plan’s collective attributes will increase the utility for 
respondents in this class with alternative protection plans but not for conventional protection 
plans, holding cost constant. 
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Looking at the Accomack County Land Type model’s class probability equation (see Table 13), 
we see that self-identifying as white increased the likelihood of a respondent being a Consistent 
Protector. This was also the case for respondents who had a positive Recreation factor score; 
claimed an association with a civic, watermen, or tourism group (or did not answer the group 
membership question); or believed that the sea-side influenced their quality of life (with respect  
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to outdoor activities or environmental concerns) more than the bay-side. On the other hand, 
those who were female, older, had a positive Economic Development or Cultural Heritage factor 
score, claimed association with an environmental or governmental organization, or were on the 
membership list of Outdoors Group were more likely to be Alternative Protection Inclined 
respondents. 
 
For the Accomack County Ecosystem Services model, the utility equations for the two classes 
indicate that Class 1 represents the Consistent Protectors while Class 2 represents the 
Alternative Protection Inclined (see Table 14). Based on the Average Class Probability values, 
there was a higher probability of a respondent being a Consistent Protector than an Alternative 
Protection Inclined respondent. 
 
The Consistent Protectors have a significant positive marginal utility for the natural log of total 
acres protected using an alternative protection plan (see Table 14). However, the significant 
marginal utility values for the ecosystem services associated with both conventional and 
alternative protection plans are a mix of both positive and negative. For conventional protection, 
there is a significant positive marginal utility for wildlife preservation and saltmarsh accretion 
while there is significant negative marginal utility for cultural preservation. For alternative 
protection, there is a significant positive marginal utility for shoreline protection against waves 
and salt spray while there is significant negative marginal utility for undeveloped landscape 
views and cultural preservation. Moreover, there is significant positive marginal utility on income 
for both conventional and alternative protection plans, while the net marginal utility for those with 
no income data is significant and negative for both conventional and alternative shoreline 
protection (due to the combined marginal utility effect of incappx × SW and noinccf × SW and of 
incappx × LS and noinccf × LS). As such, it is feasible for a management plan’s collective  
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attributes to either increase or decrease the marginal utility for a Consistent Protector for both 
conventional and alternative protection plans, holding cost constant. 
 
The Alternative Protection Inclined have a significant negative marginal utility value for the 
natural log of total acres protected using conventional protection but a significant positive 
marginal utility value for the natural log of total acres protected using alternative protection (see 
Table 14). In terms of ecosystem services, for conventional protection plans, the marginal 
utilities are either non-significant or positive — the significant positive values being attributed to 
sediment stabilization in coastal waters and shoreline protection from waves and salt spray. For 
alternative protection plans, the ecosystem services marginal utilities are non-significant or 
mostly positive — the significant positive values being attributed to wildlife preservation and 
saltmarsh buildup and the lone significant negative value being attributed to undeveloped 
landscape views. There is no significance on the marginal utility for income, but there is a 
significant positive marginal utility value for those who do not have income data for both 
conventional and alternative protection plans. Based on these results, it is likely for a 
management plan’s collective attributes to increase the marginal utility for a respondent in this 
class, given an alternative protection plans and holding cost constant. It is possible for a 
conventional protection plan to cause a net marginal utility gain for a respondent in this class, 
but it will likely rely on the three ecosystem services in the plan (or the lack of income data for 
the respondent) to overcome the significant negative marginal utility of the natural log of total 
acres protected. 
 
Looking at the Accomack County Ecosystem Services model’s class probability equation (see 
Table 15), we see that self-identifying as white increased the likelihood of a respondent being a 
Consistent Protector. This was also the case for respondents who had a positive Recreation 
factor score, claimed an association with a civic or watermen group (or did not answer the group  
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membership question), or believed that the sea-side influenced their quality of life (with respect 
to outdoor activities or environmental concerns) more than the bay-side. On the other hand, 
those who are female, are older, have a positive Cultural Heritage factor score, claim 
association with either an environmental or government organization, or were on the 
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membership list of Outdoors Group were more likely to be an Alternative Protection Inclined 
respondent. 
 
Willingness-to-Pay Scenarios 
 
One way to carry out further welfare analyses on our respondents is to use the Hicksian 
expenditure function as a monotonic transportation of the conditional indirect utility function 
(Hanemann 1984, McGonagle and Swallow 2005). Such a process can be used to calculate a 
respondent’s Hicksian willingness-to-pay (WTP) — that is, a respondent’s WTP for a choice 
alternative, which itself is a collection of attributes. 
 
Drawing on the symbology used by McGonagle and Swallow (2005), as well as the symbology 
used in [1], [5], [7], and [8], we can represent a respondent’s WTP for either a Plan A or Plan B 
alternative, 𝑚, as:  
𝑊𝑇𝑃𝑖(𝑚, $0|𝑔) =
𝑉𝑖𝑔(𝑚, $0) − 𝑉𝑖𝑔(𝑁𝑜 𝐴𝑐𝑡𝑖𝑜𝑛, $0)
−𝛽𝐶𝑔
 
𝑊𝑇𝑃𝑖(𝑚, $0|𝑔) =
𝑉𝑖𝑔(𝑚, $0)
−𝛽𝐶𝑔
  
where the $0 signifies that we are examining the plan alternative at a zero cost and 𝛽𝐶𝑔 is the 
marginal utility parameter of the cost attribute for class 𝑔. Note that 𝑉𝑖𝑔(𝑁𝑜 𝐴𝑐𝑡𝑖𝑜𝑛, $0) = 0, as 
our latent class logit model is set up in such a way that the utility the respondent gains from the  
No Action alternative is the baseline (i.e., zero) utility from which all our marginal utility values 
are measured. 
 
Using the framework set up in [9], we were able to generate WTP scenarios for both classes in 
each of our four models. The significance of the WTP values was determined using the Wald 
[9] 
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test of equality in LIMDEP/NLOGIT 5.23 We generated two scenarios for each model, in which 
each scenario featured a different attribute make-up for the alternative 𝑚 in consideration. All 
our scenarios are noted in Tables 16 through 19 below. 
 
For the Northampton County Land Type model, we noted that Class 1 appeared to be made up 
of Alternative Protection Inclined respondents while Class 2 appeared to be made up of  
 
 
 
                                               
23 The Wald test of equality is testing, for each WTP estimate generated, H0: 𝑊𝑇𝑃𝑖(𝑚, $0|𝑔) −
 𝑊𝑇𝑃𝑖(𝑁𝑜 𝐴𝑐𝑡𝑖𝑜𝑛, $0|𝑔) = 0. Standard errors were computed using the Delta method (Oehlert 1992). 
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Consistent Protectors. Running two WTP scenarios on this model — one scenario with 
conventional protection and a second scenario with alternative protection — we found that, just 
as we anticipated may be usual, the average participant in Class 2 had significant positive WTP 
values for both the conventional and alternative plans, while the average participant in Class 1 
only had a significant positive WTP value for the alternative protection plan (see Table 16). The 
negative WTP for Class 1 under the conventional protection plan was only just outside of the 
significant range at the p < 0.10 level. 
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For the Northampton County Ecosystem Services model, we noted that Class 1 appeared to be 
made up of Alternative Protection Inclined respondents while Class 2 appeared to be made up 
of Consistent Protectors. Running two WTP scenarios on this model — one scenario with 
conventional protection and a second scenario with alternative protection — we found that, just 
as we anticipated may be usual, the average participant in Class 2 had significant positive WTP 
values for both the conventional and alternative plans, while the average participant in Class 1 
had a significant positive WTP value for the alternative protection plan and a significant negative 
WTP value for the conventional protection plan (see Table 17). 
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For the Accomack County Land Type model, we noted that Class 1 appeared to be made up of 
Consistent Protectors while Class 2 appeared to be made up of Alternative Protection Inclined 
respondents. Running two WTP scenarios on this model — one scenario with conventional 
protection and a second scenario with alternative protection — we found that, just as we 
anticipated may be usual, the average participant in Class 1 had significant positive WTP values 
for both the conventional and alternative plans (see Table 18). Neither of the Class 2 WTP 
estimates were statistically significant. This was not too surprising, though, as the Accomack 
County Land Type model did not have a significant cost parameter in Class 2. Both Wald test 
scenarios, however, had significant Wald statistic values, so we felt these Wald test outputs 
could be trusted overall. 
 
Finally, for the Accomack County Ecosystem Services model, we noted that Class 1 appeared 
to be made up of Consistent Protectors while Class 2 appeared to be made up of Alternative 
Protection Inclined respondents. Running two WTP scenarios on this model — one scenario 
with conventional protection and a second scenario with alternative protection — we found that, 
just as we anticipated may be usual, the average participant in Class 1 had significant positive 
WTP values for both the conventional and alternative plans (see Table 19). Both of the Class 2 
WTP estimates were highly non-significant. This was not too surprising, though, as the 
Accomack County Land Type model did not have a significant cost parameter in Class 2. Both 
Wald test scenarios, however, had significant Wald statistic values, so we felt these Wald test 
outputs could be trusted overall. 
 
We understand, of course, that the above WTP scenarios are simply exercises in “what-if” and 
are thus not decisive in defining the characteristics of each class in each model. Moreover, we 
can expect the exact outcomes of each WTP scenario to change depending on the plan  
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attributes used. However, based on our earlier analysis of each model, we do believe our WTP 
scenario outputs are representative of a typical respondent in each class. 
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Discussion and Conclusions 
 
In this section, we discuss the patterns found in our results, both across and between models 
and taking into account county and model type. We will also explore some possible 
explanations for these patterns. We conclude by providing ways to build upon our models in 
future research and by answering our major research questions. 
 
Data Patterns: Both Counties, Both Models 
 
As previously mentioned, we found in all four models that there seems to be one class of 
respondents more outright inclined towards alternative protection (the Alternative Protection 
Inclined) and another class more open to both conventional or alternative protection, depending 
on the plan attributes (the Consistent Protectors). 
 
We also took note of certain class probability predictors that seemed to be consistent across 
three or four models (the four models being the Land Type and Ecosystem Service models for 
both Northampton and Accomack). For instance, across all four of our models, if a respondent 
was associated with an environmental organization, it was a significant predictor of being more 
likely to fall into the Alternative Protection Inclined class. This makes sense, based on what we 
learned in our focus groups, as those associated with environmental organizations on the 
Eastern Shore tended to be more proactive in promoting more “environmentally-friendly” 
solutions for managing environmental change, including coastal management.  
 
Moreover, across all four models, if a respondent noted that the sea-side more directly affected 
his or her quality of life (with respect to outdoor activities and environmental concerns) than the 
bay-side (i.e., the variable qol_seaside took a value of 1 in the class probability equation), it was 
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a significant predictor of being more likely to fall into the Consistent Protectors class. We 
anticipate respondents with this characteristic may view the sea-side with considerable concern 
when it comes to protecting the sea-side land under threat from climate change; as such, these 
respondents may see it as important to being more open to all options for protecting the sea-
side land rather than being more outright in preferring alternative shoreline protection (or being 
against conventional coastline protection). The fact that the sea-side has considerably less land 
area than the bay-side may also be a reason these respondents see it as more crucial to being 
more open to all options for protecting the sea-side land. Finally, given that the qol_seaside 
variable has a recreation component to it, it is possible that these respondents may believe that 
all options for protecting the sea-side land may be reasonable, especially when it comes to 
maintaining the environment’s contribution towards recreational opportunities. This argument 
can be strengthened by the fact that, in three of our four models, a respondent with a positive 
Recreation factor score (factor_rec) was also a significant predictor of being more likely to fall 
into the Consistent Protector class. 
 
Data Patterns: Both Counties, Land Type Model 
 
Overall, in both counties’ Land Type models, we found that respondents valued protecting 
acreage that was designated as village, business, or residential land. The Consistent Protectors 
class in each county had significant positive marginal utility for acres of village, business, or 
residential land protected using both conventional and alternative protection, and the Alternative 
Protection Inclined, at least in Accomack County, had a significant positive marginal utility for 
acres of village, business, or residential land protected using alternative protection. A notable 
exception seems to be from the Alternative Protection Inclined class from Northampton County, 
which had a significant negative marginal utility for acres of village, business, or residential land 
protected using alternative protection. It is unclear why this is the case; however, it should be 
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restated that this class had significant positive marginal utility for the natural log of total acres 
protected using alternative protection, with no significance on the marginal utility values on 
either cropland and pasture acres protected or forest and unfarmed field acres protected under 
alternative protection. 
 
Another pattern found in both Land Type models is the fact that the Consistent Protector class 
in both counties had a significant negative marginal utility for forest and unfarmed field acres 
protected under conventional protection. It is possible that Consistent Protectors, on average, 
believed that investment in conventional protection could best be applied to other types land — 
such as village, business, or residential land — or that conventional protection was not an 
effective protection method for forest and unfarmed field acres. 
 
Finally, in both Land Type models, we noted that a respondent’s association with a tourism 
organization was a significant predictor of being more likely to fall into the Consistent Protector 
class. A potential explanation for this could be similar to that attributed to the qol_seaside and 
factor_rec predictors in the last section: notably, that respondents with this characteristic may 
believe that all options for protecting the sea-side land may be reasonable, especially when it 
comes to maintaining the current level of tourism opportunities, which may be a driver of 
tourism-dependent business. 
 
Data Patterns: Both Counties, Ecosystem Services Model 
 
Overall, we found that, as expected, the inclusion of ecosystem services in climate change 
adaptation plan alternatives had both a positive and negative effect on marginal utility in both 
conventional and alternative protection plans. This only strengthened our belief that there may 
be heterogeneous preferences across the Eastern Shore of Virginia, particularly in relation to 
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different ecosystem services. At the same time, however, we did note some consistent patterns 
regarding certain ecosystem services across both Ecosystem Services models. 
 
For instance, saltmarsh accretion was generally considered a valuable ecosystem service 
overall, particularly when included as part of an alternative protection plan (i.e., as an 
ecosystem service that would be enhanced by the plan). The marginal utility of saltmarsh 
accretion, when included as part of an alternative protection plan, was significant and positive 
for both classes in the Northampton County model and in the Alternative Protection Inclined 
class in the Accomack County model. Less notable, but still worth mentioning is the fact that in 
the Accomack County Consistent Protectors class, saltmarsh accretion had a significant positive 
marginal utility for respondents when included as part of a conventional protection plan; such a 
result may demonstrate that these respondents value placing conventional protection in areas 
that minimize impacts to saltmarsh accretion — an understandable value to hold, if the 
respondents recognized, as stated earlier in this thesis, that development along the shoreline 
(including conventional protection) could prevent in-land migration of saltmarsh, potentially 
resulting in saltmarsh loss. 
 
Undeveloped landscape views for local quality of life was also an ecosystem service that 
displayed a pattern in both Ecosystem Services models. For both classes in the Accomack 
County model and in the Alternative Protection Inclined class in the Northampton County model, 
undeveloped landscape views had a significant negative marginal utility value for respondents 
when included in an alternative protection plan (i.e., as an ecosystem service that would be 
enhanced by the plan). Moreover, in the Northampton County Alternative Protection Inclined 
class, undeveloped landscape views also had a significant negative marginal utility value for 
respondents when included in a conventional protection plan. 
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Sustaining habitat and wildlife for future generations was an ecosystem service that also 
featured positively, though less prominently. In the Northampton County Alternative Protection 
Inclined class and the Accomack County Consistent Protectors class, sustaining habitat and 
wildlife had a significant positive marginal utility value when included in a conventional 
protection plan. Also, in the Accomack County Alternative Protection Inclined class, sustaining 
habitat and wildlife had a significant positive marginal utility value when included in an 
alternative protection plan.  
 
Finally, though not very prominent, there were two ecosystem services that displayed patterns 
only within the Accomack County model: Maintenance of the historic culture of the Eastern 
Shore had a significant negative marginal utility value when included in either conventional or 
alternative protection plans for the Consistent Protectors class, and shoreline protection against 
waves and salt spray had a significant positive marginal utility value for Consistent Protectors 
when included in an alternative protection plan and for the Alternative Protection Inclined when 
included in a conventional protection plan. 
 
Data Patterns: Northampton County 
 
In both Northampton County models, there was, on average, a greater likelihood of a 
respondent falling into the Alternative Protection Inclined class than the Consistent Protectors 
class (based on the Average Class Probability values in Tables 8 and 10). One possible 
explanation for this is that because Northampton County is, by and large, undeveloped, it is 
possible that many respondents may want to keep the county more or less undeveloped, since 
that is part of the county’s charm and history (such sentiment was expressed in our focus 
groups). Alternative coastline protection may be a way to accomplish both protecting the 
shoreline and maintaining the undeveloped nature of the county. 
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Moreover, as previously mentioned, there were significant class probability predictors across 
both of the County’s models for those falling into the Alternative Protection Inclined class: self-
identifying as white and as an Eastern Shore native, having a (more) positive Wildlife 
Conservation factor score, having an association with an environmental organization, and being 
on the membership list of Community Group #1 or Outdoors Group. 
 
While it is difficult to hypothesize why those who self-identify as white or as an Eastern Shore 
native are more likely to fall into the Alternative Protection Inclined class in Northampton 
County, the other predictors are not as surprising.24 Having a positive Wildlife Conservation 
factor score is expected to correlate with the Alternative Protection Inclined, as alternative 
coastline protection is often seen as the more “environmentally-friendly” protection option. As 
explained earlier, having an association with an environmental organization follows the same 
logic as that for having a positive Wildlife Conservation score. Furthermore, based on input from 
locals living on the Eastern Shore of Virginia, members of Community Group #1 and Outdoors 
Group tend to be a more environmentally-inclined group of people. 
 
Data Patterns: Accomack County 
 
In both Accomack County models, there was, on average, a greater likelihood of a respondent 
falling into the Consistent Protectors class than the Alternative Protection Inclined class (based 
                                               
24 One reason it is difficult to hypothesize why those who self-identify as Eastern Shore natives are more 
likely to fall into the Alternative Protection Inclined class in Northampton County is because, in Appendix 
F, we note that born-heres have a higher likelihood of being classified as non-participant respondents, 
perhaps due to higher levels of government distrust or dissatisfaction. One possible way to reconcile 
these two judgments is to assume that some segment of born-heres would be in favor of publicly-funded 
alternative coastline protection plans, even if they fit the profile of someone who is more likely to be a 
non-participant respondent. This may be a reasonable conclusion to hold, especially if one assumes that 
a born-here may have grown up valuing the less-developed nature of Northampton County, and, 
assuming a willingness to consider a publicly-funded coastal protection plan, the respondent would more 
likely favor a protection type that keeps the undeveloped nature of the country more intact (i.e., alternative 
coastline protection). 
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on the Average Class Probability values in Tables 12 and 14). This is the opposite of what found 
for Northampton County. One possible explanation for this is that because Accomack County is, 
by and large, more developed than Northampton County — with some significant developments 
right along the more low-elevation coastline, including residential housing and the Wallops 
NASA facility — land protection from coastal storms and flooding is already a relevant topic of 
discussion for those living in the county (Titus et al. 2010, McNeill et al. 2014). As such, many 
respondents may be willing to consider a wider range of options to protect ocean-fronting land, 
rather than be outright more inclined towards alternative protection (or outright opposed to 
conventional protection). 
 
Moreover, there were significant class probability predictors across both of the County’s models 
for those falling into a specific class. For instance, it was overall more likely for an average 
Accomack respondent to fall into the Consistent Protectors class if they self-identified as white; 
had a positive Recreation factor score; or were associated with a civic, watermen, or tourism 
group (or did not answer the group association survey question). On the other hand, it was 
overall more likely for an average Accomack respondent to fall into the Alternative Protection 
Inclined class if they were female, older, had a positive Cultural Heritage factor score, were 
associated with an environmental or governmental organization, or were on the membership list 
for Outdoors Group. 
 
It would be difficult to hypothesize why those who self-identify as white or those did not answer 
the group association survey question are more likely to fall into the Consistent Protectors class 
in Accomack County; it would also be difficult to predict why females and older-aged 
respondents are more likely to fall into the Alternative Protection Inclined class in Accomack 
County. There may be some reasonable explanations for the other predictors, however. Civic 
organizations, for instance, are often intentionally inclusive of members with diverse thoughts 
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towards public policy. As such, members of these organizations may potentially be more open 
to a diverse set of coastal management solutions, regardless of whether they incorporate 
conventional or alternative coastline protection solutions. Those in watermen organizations may 
be in favor of a variety of protection solutions to help them sustain their livelihoods; moreover, 
watermen are no strangers to utilizing conventional coastal infrastructure as part of their work 
and life, so conventional coastal protection may be seen as a valuable resource.  
 
As for the predictors for the Alternative Protection Inclined classes, those in governmental 
organizations are often more privy to information about coastal protection solutions that have or 
have not worked in the past in the region; with conventional protection not stopping flooding in 
areas of Accomack County — and, in some places, actually exacerbating coastal erosion of 
natural resources that could naturally combat coastal flooding — respondents associated with 
governmental organizations may be more inclined to try alternative coastline protection 
measures (McNeill et al. 2014). Moreover, respondents associated with governmental 
organizations may see alternative coastal protection as a potentially more affordable, 
sustainable solution in the long-term, which may be attractive to those familiar with the often 
cash-strapped budgets of county government. Those with positive Cultural Heritage scores may 
value the rural nature and character of the Eastern Shore. As noted earlier, alternative coastline 
protection could be seen as a way to accomplish both protecting the shoreline and maintaining 
the undeveloped nature of the Eastern Shore. As such, respondents with positive Cultural 
Heritage scores could be understandably Alternative Protection Inclined. Finally, and also noted 
earlier, those associated with environmental organizations may be proponents of alternative 
coastline protection, which they may see as the more “environmentally-friendly” protection 
option, and members of Outdoors Group tend to be a more environmentally-inclined collection 
of people. 
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Further Research 
 
There are a number of ways to build upon the structure and set-up of our survey. First, it may be 
helpful for future surveys to have choice sets where conventional and alternative coastline 
protection measures are not mutually exclusive. While our model setup was structured to 
simplify analysis, particularly in comparing conventional and alternative protection, in practice, 
there are numerous coastal management scenarios in which a combination of conventional and 
alternative protection measures is most appropriate. As such, creating choice sets in which 
conventional and alternative coastline protection measures are not mutually exclusive may 
better reflect real coastal management solutions. 
 
Along those same lines, it may also be helpful for future surveys to more accurately reflect 
which coastline protection solutions may be most appropriate for which land types and acreage 
extent. Our survey assumed (again, to simplify analysis) that conventional and alternative 
coastline protection measures could be appropriate for all the management scenarios presented 
in our choice questions. This is not necessarily true in practice for coastal management, so 
aligning the protection type (conventional or alternative) with the appropriate land types and 
acreage protection estimates may also better reflect real coastal management solutions. 
 
We also recommend that future survey researchers who incorporate ecosystem services into 
their choice question designs not restrict the number of ecosystem services in each choice 
alternative to a set number. As mentioned in the Methodology section, we restricted the number 
of ecosystem services in each choice alternative to exactly three, as our focus group 
participants found it most reasonable to consider a baseline set of ecosystem services for each 
plan alternative. In spite of this reasoning, restricting the number of ecosystem services in each 
choice alternative to three made the statistical analysis of the latent class logit more difficult to 
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carry out because it imposed a multi-collinear relationship between the ecosystem services 
variables and any alternative-specific constant we may have wanted to include in the model 
structure. If future researchers can find a way to incorporate ecosystem services into a choice 
question design and vary the number of ecosystem services attributes across choice 
alternatives — while maintaining enough cognitive ease for survey respondents to reliably 
assess ecosystem service values and ensuring that respondents find it reasonable to believe 
that one choice alternative can affect, impact, or focus on more ecosystem services than 
another — we would be in support of such a survey design improvement. 
 
There are also two topics that we wish could have been examined in more depth. The first topic 
is groundwater resource protection. We did not anticipate groundwater resource protection to be 
as important to Eastern Shore residents as it ended up being: Looking at the Environmental 
Motivations Rank Set for both Northampton and Accomack Counties, protecting groundwater 
resources was the environmental motivation most often ranked among the top two (i.e., most 
important) reasons for protecting the Eastern Shore environment. As such, it may behoove 
future survey researchers on the Eastern Shore to examine this topic more closely than we did. 
Secondly, we wish we could have more deeply considered the sentiments of governmental 
distrust and its effect on environmental valuation and decision-making. We have reason to 
believe (from focus groups and other anecdotal evidence) that government distrust was a 
notable contributor towards non-participant respondents making up more than one-fourth of the 
578 surveys that were originally designated for latent class logit analysis. As such, examining 
this topic more deeply may be crucial to gaining a nuanced understanding of environmental 
preferences on the Eastern Shore. 
 
Finally, due to constraints on time and resources, we could not carry out a rigorous 
methodological assessment on non-participant respondents, both in terms of identifying “true” 
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non-participant respondents and analyzing the characteristics of such respondents. This may be 
important, as we have reason to believe (from focus groups and comments written on returned 
paper surveys) that there may be a few groups of people who make up the non-participant 
respondents: those with a general distrust of (or dissatisfaction with) government, those 
opposed to new taxes (whether due to government distrust or dissatisfaction or otherwise), and 
those who believe that nature should “take its course” when it comes to flooded coastal land 
(and thus believe coastal land should not be actively managed to prevent flooding). We did not 
have sufficient data or capacity to analyze these nuances or carry out a detailed non-participant 
assessment, such as a hurdle model approach, as outlined by Burton and Rigsby (2009). As 
such, future research that more rigorously analyzes non-participant respondents, particularly 
with more informational nuance, would greatly add to this study. 
 
Research Questions Revisited 
 
As a final summary of our study, we revisit our major research questions: 
 
1. Why do Eastern Shore residents care about the environment? 
2. What ecosystem services do Eastern Shore residents value? 
3. To what extent does the answer to either of the above questions influence residents’ 
preferences for climate change adaptation actions (specifically coastal protection 
measures)? 
 
In answering the first question, we found that Eastern Shore residents have heterogeneous 
preferences, and thus the reasons Eastern Shore residents care about the environment are 
varied. This was demonstrated in the Environmental Motivations Rank Set results and in the 
ability to generate a Maximum Likelihood Confirmatory Factor Analysis with five factors, each 
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representing a reason for valuing the environment’s contribution to a sector of Eastern Shore 
life: Cultural Heritage, Wildlife Conservation, Economic Development, Resource Protection, and 
Recreation.  
 
In answering the second question, we again found that Eastern Shore residents have 
heterogeneous preferences, and thus the ecosystem services Eastern Shore residents care 
about are varied. This was demonstrated in the Ecosystem Services Rank Set results and in the 
fact that several ecosystem services had significant positive marginal utility values for 
respondents in the latent class logit analysis. 
 
Finally, in answering the third question, there were numerous cases in which environmental 
motivations and ecosystems services affected preferences for climate change adaptation 
actions, specifically coastal protection measures. This was demonstrated by our latent class 
logit results, particularly the fact that several ecosystem services had significant marginal utility 
values for respondents (both positive and negative) and the fact that several factor variables 
had a significant effect on predicting a respondent’s class membership through the class 
probability equation. In fact, six of the seven ecosystem services and four of the five factor 
variables had a significant predictor in at least one class in one of our four latent class logit 
models. 
 
In closing, it should be noted that our study was specifically set up to examine whether 
environmental motivations or ecosystem services affected preferences for climate change 
adaptation, specifically coastal protection. What our study does not claim to do is empirically 
explain why certain predictors — be they environmental motivations, ecosystem services, or 
demographic variables — affect climate change adaptation preferences. While we have 
speculated on some of these “whys”, we leave it to future studies to explore the reasons certain 
 90 
 
variables affect the climate change adaptation preferences they do. Such studies could be of 
particular policy relevance to a U.S. coastline under active environmental change. 
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Appendix A: Complete Survey Example 
 
The below graphics make up a complete version of a survey that we mailed out. Altogether, we 
had 16 versions of the survey (see Appendix B for information about the survey versions). This 
specific survey version is for recipients in Accomack County.  
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Appendix B: Fractional Factorial Main Effects Design for the Land Type and Ecosystem 
Services Choice Questions 
 
Using the below fractional factorial main effects design, we were able to create 8 different 
surveys for each county (16 different surveys in total) based on a four sets of four Land Type 
Choice Questions and eight sets of four Ecosystem Service Choice Questions for each county. 
Each survey version had identical Survey Sections One, Two, and Four. Survey Section Three 
differed for each survey version, as noted in Table B1. 
 
 
TABLE B1 
 
The Land Type and Ecosystem Services Choice Question Versions 
Assigned to Each of the Sixteen Survey Versions 
 
Survey Version 
Land Type (LT) Choice 
Question Version 
Ecosystem Services (ES) 
Choice Question Version 
Northampton Survey 1 Northampton LT 1 Northampton ES 1 
Northampton Survey 2 Northampton LT 2 Northampton ES 2 
Northampton Survey 3 Northampton LT 3 Northampton ES 3 
Northampton Survey 4 Northampton LT 4 Northampton ES 4 
Northampton Survey 5 Northampton LT 1 Northampton ES 5 
Northampton Survey 6 Northampton LT 2 Northampton ES 6 
Northampton Survey 7 Northampton LT 3 Northampton ES 7 
Northampton Survey 8 Northampton LT 4 Northampton ES 8 
Accomack Survey 1 Accomack LT 1 Accomack ES 1 
Accomack Survey 2 Accomack LT 2 Accomack ES 2 
Accomack Survey 3 Accomack LT 3 Accomack ES 3 
Accomack Survey 4 Accomack LT 4 Accomack ES 4 
Accomack Survey 5 Accomack LT 1 Accomack ES 5 
Accomack Survey 6 Accomack LT 2 Accomack ES 6 
Accomack Survey 7 Accomack LT 3 Accomack ES 7 
Accomack Survey 8 Accomack LT 4 Accomack ES 8 
 
 
The design of the Land Type and Ecosystem Services Choice Question versions is noted in 
Tables B2-B7 below.
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TABLE B2 
 
Land Type Choice Question Version Structure for Both Northampton and Accomack Counties 
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Land Type Choice Question Attributes and Levels for Northampton County 
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Land Type Choice Question Attributes and Levels for Accomack County 
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TABLE B5 
 
Ecosystem Services Choice Question Version Structure for Both Northampton and Accomack Counties 
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TABLE B6 
 
Ecosystem Services Choice Question Attributes and Levels for Northampton County 
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TABLE B7 
 
Ecosystem Services Choice Question Attributes and Levels for Accomack County 
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Appendix C: Survey Draw Methodology and Six-Part Survey Mailing Sequence 
 
The below process details how we determined the 2000 names and addresses of Eastern 
Shore residents who received our mail survey. 
 
1. We first merged the original Community Group #1 list with the advocacy group list. This 
combined list will be further referred to as simply the Community Group #1 list. 
2. We first merged all lists (voter registration, Community Group #1, advocacy group, 
Community Group #2, and Outdoors Group) together into a single Master List. 
3. We then removed all exact duplicate entries (same name, same address). For any entry 
that had a duplicate, we indicated on which two (or more) lists that entry was found. 
4. We manually filled in easily identifiable missing information on the Master List. 
5. For all possible duplicates entries (same name and different address or similar name 
and same address), we cross-checked names and addresses with WhitePages.com and 
each county’s real estate list (i.e., each county’s version of a “Value of Tracts of Land 
Assessed Thereon” for tax year 2013). If we had any reason to believe that a name 
attached to an entry could be legitimately linked to more than one address, we kept that 
resident’s primary address on the Master List and placed the resident’s other 
address(es) on an Alternate Address List. A resident’s primary address was one that 
could be cross-checked and verified with either WhitePages.com or a county real estate 
list (we furthermore indicated on which two [or more] lists that entry was found). If, for a 
specific resident, more than one (or neither) address could be cross-checked and 
verified with either WhitePages.com or a county real estate list, a non-P.O. Box address 
was considered the primary address. 
a. If all the addresses for that resident were P.O. Box addresses, the address that 
was most up-to-date (based on the information at hand) was considered the 
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primary address; if the most up-to-date address could not be determined, the 
address with the smaller P.O. Box number was considered the primary address 
(as a random selection measure). We indicated on which two (or more) lists that 
entry was found. 
b. If more than one address was a non-P.O. Box address, and the entry was found 
on the Community Group #2 list, the address found on the Community Group #2 
list was considered the primary address. We indicated on which two (or more) 
lists that entry was found. 
c. If more than one address was a non-P.O. Box address, and the entry was not 
found on the Community Group #2 list, the physical home address was 
considered the primary address; if it was not clear which physical address was 
the home address, the address that was most up-to-date (based on the 
information at hand) was considered the primary address; if the most up-to-date 
address could not be determined, the address with the smaller house number 
was considered the primary address (as a random selection measure). We 
indicated on which two (or more) lists that entry was found. 
6. We separated out the Master List into a master list for each county (i.e., the 
Northampton County Master List and the Accomack County Master List) by the county in 
which each address fell. 
7. We drew 1000 names and addresses for Northampton County using the following 
methodology: 
a. We created a subset of the Northampton County Master List consisting of any 
entry found on the Community Group #2. We drew 90 names and addresses 
from this list using the procedure explained in Step 7d. 
b. We created a subset of the Northampton County Master List consisting of any 
entry found on the Community Group #1 list (excluding any that may have been 
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drawn in Step 7a). We drew 150 names and addresses from this list using the 
procedure explained in Step 7d. 
c. We created a subset of the Northampton County Master List consisting of entries 
only found on the voter registration list or only found on both the voter registration 
list and the Outdoor Group list. We drew 760 names and addresses from this list 
using the procedure explained in Step 7d. 
d. The draw procedure worked as such: We generated a random number for each 
entry on the subset list using a random number generator. We then sorted the list 
by random number assignment from smallest to largest. The first number of 
entries to meet the draw threshold were taken. In the event that two entries 
chosen shared the same address, the first entry was chosen and the subsequent 
entry (or entries) was (were) removed. We continued this process until the draw 
threshold was met and there were no repeat addresses.  
e. The drawn entries from Steps 7a, 7b, and 7c were compiled to run a final check 
to ensure no two entries shared the same address. In the event that two or more 
entries shared the same address, the entry from Step 7a was given preference 
over the entry from Step 7b which was given preference over the entry from Step 
7c (“given preference” meaning that the preferred entry was kept on its 
respective list and the non-preferred entry [or entries] was [were] removed from 
its [their] respective list[s]). After completing this step, if there was any drawn list 
from Step 7b or 7c that did not meet its draw threshold after the elimination of 
duplicate addresses, we further drew from its respective subset list until the draw 
threshold was met and there were no duplicate addresses across the any of the 
three final drawn lists. 
f. It should be noted that each entry on the Northampton County Master List fell 
into at least one of the subset lists mentioned in Steps 7a, 7b, or 7c. 
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8. We drew 1000 names and addresses for Accomack County using the following 
methodology: 
a. We created a subset of the Accomack County Master List consisting of any entry 
found on the Outdoor Group list. We drew 150 names and addresses from this 
list using the procedure explained in Step 8d. 
b. We created a subset of the Accomack County Master List consisting of any entry 
found on the Community Group #1 list (excluding any that may have been drawn 
in Step 8a). We drew 150 names and addresses from this list using the 
procedure explained in Step 8d. 
c. We created a subset of the Accomack County Master List consisting of entries 
only found on the voter registration list. We drew 700 names and addresses from 
this list using the procedure explained in Step 8d. 
d. The draw procedure worked as such: We generated a random number for each 
entry on the subset list using a random number generator. We then sorted the list 
by random number assignment from smallest to largest. The first number of 
entries to meet the draw threshold were taken. In the event that two entries 
chosen shared the same address, the first entry was chosen and the subsequent 
entry (or entries) was (were) removed. We continued this process until the draw 
threshold was met and there were no repeat addresses.  
e. The drawn entries from Steps 8a, 8b, and 8c were compiled to run a final check 
to ensure no two entries shared the same address. In the event that two or more 
entries shared the same address, the entry from Step 8a was given preference 
over the entry from Step 8b which was given preference over the entry from Step 
8c (“given preference” meaning that the preferred entry was kept on its 
respective list and the non-preferred entry [or entries] was [were] removed from 
its [their] respective list[s]). After completing this step, if there was any drawn list 
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from Step 8b or 8c that did not meet its draw threshold after the elimination of 
duplicate addresses, we further drew from its respective subset list until the draw 
threshold was met and there were no duplicate addresses across the any of the 
three final drawn lists. 
f. It should be noted that each entry on the Accomack County Master List fell into at 
least one of the subset lists mentioned in Steps 8a, 8b, or 8c. 
9. We sent our 2000-entry list to the University of Connecticut Inserting & Addressing 
Department for address verification and correction (as appropriate) using United States 
Postal Service data. 
a. Any entry that had a corrected address outside of either Accomack or 
Northampton County was eliminated, unless that entry came from the 
Community Group #1 or Community Group #2 list.  
i. If an entry that came from the Community Group #1 or Community Group 
#2 list had one address on the Alternate Address List, that address was 
deemed the correct address; if that entry had more than one address on 
the Alternate Address List, the address-to-use was chosen using the 
procedure outlined in Step 5.  
ii. If an entry that came from the Community Group #1 or Community Group 
#2 list did not have an address on the Alternate Address List, an address 
found on the real estate list was used (as long as it wasn’t the original 
address used for that entry); if that entry did not have an address on the 
real estate list (or the address on the real estate list was the original 
address used for that entry), the entry was eliminated. 
b. Any entry that was deemed to have an invalid address, but without a corrected 
address, was eliminated, unless that entry came from the Community Group #1 
or Community Group #2 list.  
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i. If an entry that came from the Community Group #1 or Community Group 
#2 list had one address on the Alternate Address List, that address was 
deemed the correct address; if that entry had more than one address on 
the Alternate Address List, the address-to-use was chosen using the 
procedure outlined in Step 5.  
ii. If an entry that came from the Community Group #1 or Community Group 
#2 list did not have an address on the Alternate Address List, an address 
found on the real estate list was used (as long as it wasn’t the invalid 
address); if that entry did not have an address on the real estate list (or 
the address on the real estate list was the invalid address), we attempted 
to attach a valid address to that entry using WhitePages.com; if this could 
not be done, the entry was eliminated. 
c. If any entry that was originally assigned to one county had a corrected address 
that was located in the other county, the entry switched to the correct county’s list 
(and under the correct subset list). 
10. Any subset list that did not meet its threshold went through the draw and verification 
process again, as noted in Steps 7 and 8. Step 9 was then repeated. 
11. Step 10 was repeated, as necessary, until the University of Connecticut Inserting & 
Addressing Department approved the final list of 2000 addresses. 
12. During the five-step mailing process, in the event that any mailings came back as “return 
to sender”, we used an alternate address for that entry from the Alternate Address List 
for all future mailing; if that entry had more than one address on the Alternate Address 
List, the address-to-use was chosen using the procedure outlined in Step 5. If that entry 
did not have an address on the Alternate Address List, we attempted to attach a valid 
address to that entry using, first, the real estate lists, and, if unsuccessful, 
WhitePages.com; if this could not be done, the entry was eliminated. If any alternate 
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address for an entry fell in the other county from which that entry was originally drawn, 
all further mailings sent to that alternate address were specific to that new county. For 
record-keeping purposes, that entry was considered to still have been drawn in the 
original county until a survey specific to that new county was completed or refused. 
13. In the event that any mailings came back as “return to sender” with the revised address, 
no further attempts were made to match an address to that entry. 
 
Details on the six-party survey mailing sequence are detailed in Table C1 below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 127 
 
 
TABLE C1 
 
Description of the Six-Part Survey Mailing Sequence 
 
Mail 
Order 
Description of Mailing Mailing Send Date 
Time After 
Previous 
Mailing 
1 
Introductory Letter: One-page letter 
introducing the purpose of the survey 
study; indicated a survey would arrive 
in the mail soon 
Late October 2013 — 
2 
Initial Survey Mailing: Complete 
version of a paper survey; also 
enclosed: cover letter restating 
information from the Introductory Letter 
and a US$1 coin that served as an 
incentive for completing the survey 
Early November 2013 ~2 weeks 
3 
First Reminder Postcard: Postcard 
serving as a reminder to complete and 
return the paper survey that was sent 
Mid-November 2013 ~2 weeks 
4 
Second Reminder Postcard: Postcard 
serving as a reminder to complete and 
return the paper survey that was sent  
Mid-December 2013 ~4 weeks 
5 
Second Survey Mailing: Complete 
version of a paper survey; also 
enclosed: cover letter restating 
information from the Introductory Letter 
and the two Reminder Postcards 
Late January 2014 ~4 weeks 
6 
Third Reminder Postcard: Postcard 
serving as the final reminder the 
recipient to complete and return either 
of the paper surveys that were sent 
Late February 2014 ~4 weeks 
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Appendix D: Survey Response Data and Respondent Demographics 
 
Various survey response and survey respondent demographic statistics are noted in Tables D1 
and D2 below. 
 
  
  
 
a Three respondents belonged to both groups 
b Two respondents belonged to both groups 
c One respondent’s group affiliation was not verifiable 
d Includes surveys that were considered in at least one data analysis 
 
 
 
 
 129 
 
 
 
a Respondent median age values do not account for missing data and include estimated values. 
b Data adjusted to only consider adults ages 18 and over, a requirement for participation in our survey. 
The Census-reported median ages for the entire county population are 47.8 and 44.7 for Northampton 
and Accomack, respectively (US 2010a). 
c Data is from the 2008-2012 American Community Survey (ACS) 5-Year Estimates (US 2012) in lieu of 
the 2010 Census data, which was not available at the county level. Income data is in 2012 inflation-
adjusted numbers and based on household units. ACS education data does not differentiate between 
bachelor’s and advanced degrees for those between the ages of 18-24. Estimates for this category were 
reported as bachelor’s degrees on this table, so actual bachelor’s degree percentages may be higher 
than the ACS estimates and actual advanced degree percentages lower than ACS estimates. 
d Percentage of owner-occupied housing units among all occupied housing units (US 2010a). 
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Appendix E: Additional Model Outputs and Unrestricted Model Results for the Maximum 
Likelihood Confirmatory Factor Analysis 
 
Below are extended model results for the Maximum Likelihood Confirmatory Factor Analysis 
(ML CFA) and the post-estimation factor score generation. Model outputs are from Mplus. 
 
 
 
TABLE E1 
 
Additional Model Results for the Maximum Likelihood Confirmatory Factor Analysis and  
Factor Score Generation Post-Estimation Procedure 
 
    
MODEL RESULTS     
       
 
 
Estimate S.E. Est./S.E. 
Two-
Tailed P-
Value 
 
CONS by      
 Q1 0.954 0.088 10.811 0.000  
 Q3 0.601 0.092 6.525 0.000  
 Q10 -2.279 0.400 -5.695 0.000  
 Q11 -2.984 0.501 -5.953 0.000  
 
      
ECON by      
 Q5 1.023 0.108 9.433 0.000  
 Q6 1.132 0.090 12.604 0.000  
 Q11 2.638 0.552 4.780 0.000  
 
      
CLTR by      
 Q15 1.305 0.073 17.989 0.000  
 Q16 1.431 0.075 19.045 0.000  
 
      
PROT by      
 Q2 1.443 0.067 21.450 0.000  
 Q3 0.416 0.073 5.681 0.000  
 Q4 1.380 0.064 21.531 0.000  
 Q14 0.816 0.084 9.660 0.000  
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REC by      
 Q9 0.889 0.081 10.951 0.000  
 Q10 2.288 0.433 5.282 0.000  
 Q12 0.790 0.085 9.307 0.000  
 
      
       
ECON with      
 CONS 0.771 0.071 10.826 0.000  
 
      
CLTR with      
 CONS 0.304 0.077 3.943 0.000  
 ECON 0.450 0.063 7.103 0.000  
 
      
PROT with      
 CONS 0.424 0.088 4.806 0.000  
 ECON 0.655 0.052 12.591 0.000  
 CLTR 0.509 0.050 10.137 0.000  
 
      
REC with      
 CONS 0.640 0.106 6.026 0.000  
 ECON 0.830 0.047 17.501 0.000  
 CLTR 0.456 0.068 6.710 0.000  
 PROT 0.643 0.048 13.286 0.000  
 
      
Intercepts      
 Q1 6.160 0.053 115.826 0.000  
 Q2 5.267 0.075 69.981 0.000  
 Q3 6.323 0.051 124.264 0.000  
 Q4 5.353 0.067 79.659 0.000  
 Q5 5.259 0.068 77.550 0.000  
 Q6 5.684 0.062 91.099 0.000  
 Q9 5.778 0.065 89.050 0.000  
 Q10 4.499 0.086 52.376 0.000  
 Q11 3.578 0.088 40.848 0.000  
 Q12 5.813 0.058 100.706 0.000  
 Q14 5.846 0.061 96.505 0.000  
 Q15 5.493 0.062 87.955 0.000  
 Q16 5.249 0.065 80.942 0.000  
 
      
Variances      
 CONS 1.000 0.000 999.000 999.000  
 ECON 1.000 0.000 999.000 999.000  
 CLTR 1.000 0.000 999.000 999.000  
 PROT 1.000 0.000 999.000 999.000  
 REC 1.000 0.000 999.000 999.000  
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Residual Variances     
 Q1 0.754 0.103 7.326 0.000  
 Q2 1.255 0.131 9.545 0.000  
 Q3 0.785 0.086 9.088 0.000  
 Q4 0.751 0.110 6.846 0.000  
 Q5 1.648 0.221 7.453 0.000  
 Q6 1.008 0.164 6.136 0.000  
 Q9 1.680 0.171 9.814 0.000  
 Q10 0.597 0.365 1.633 0.102  
 Q11 0.794 0.295 2.693 0.007  
 Q12 1.299 0.142 9.132 0.000  
 Q14 1.443 0.129 11.186 0.000  
 Q15 0.554 0.129 4.281 0.000  
 Q16 0.382 0.184 2.076 0.038  
 
      
STANDARDIZED MODEL RESULTS (Assumes Continuous Covariates) 
 
      
 
 
Estimate S.E. Est./S.E. 
Two-
Tailed P-
Value  
CONS by      
 Q1 0.740 0.044 16.736 0.000  
 Q3 0.486 0.063 7.709 0.000  
 Q10 -1.093 0.193 -5.672 0.000  
 Q11 -1.403 0.234 -5.986 0.000  
 
      
ECON by      
 Q5 0.623 0.061 10.171 0.000  
 Q6 0.748 0.047 16.032 0.000  
 Q11 1.240 0.258 4.801 0.000  
 
      
CLTR by      
 Q15 0.869 0.034 25.795 0.000  
 Q16 0.918 0.041 22.528 0.000  
 
      
PROT by      
 Q2 0.790 0.025 31.162 0.000  
 Q3 0.336 0.056 5.964 0.000  
 Q4 0.847 0.025 34.002 0.000  
 Q14 0.562 0.046 12.218 0.000  
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REC by      
 Q9 0.566 0.046 12.429 0.000  
 Q10 1.097 0.208 5.264 0.000  
 Q12 0.569 0.053 10.723 0.000  
 
      
ECON with      
 CONS 0.771 0.071 10.826 0.000  
 
      
       
CLTR with      
 CONS 0.304 0.077 3.943 0.000  
 ECON 0.450 0.063 7.103 0.000  
 
      
PROT with      
 CONS 0.424 0.088 4.806 0.000  
 ECON 0.655 0.052 12.591 0.000  
 CLTR 0.509 0.050 10.137 0.000  
 
      
REC with      
 CONS 0.640 0.106 6.026 0.000  
 ECON 0.830 0.047 17.501 0.000  
 CLTR 0.456 0.068 6.710 0.000  
 PROT 0.643 0.048 13.286 0.000  
 
      
Intercepts      
 Q1 4.774 0.272 17.552 0.000  
 Q2 2.883 0.107 26.969 0.000  
 Q3 5.109 0.318 16.061 0.000  
 Q4 3.285 0.127 25.942 0.000  
 Q5 3.204 0.130 24.718 0.000  
 Q6 3.757 0.178 21.107 0.000  
 Q9 3.676 0.171 21.510 0.000  
 Q10 2.158 0.066 32.678 0.000  
 Q11 1.683 0.042 40.075 0.000  
 Q12 4.192 0.199 21.027 0.000  
 Q14 4.025 0.197 20.416 0.000  
 Q15 3.656 0.148 24.659 0.000  
 Q16 3.367 0.126 26.819 0.000  
 
      
Variances      
 CONS 1.000 0.000 999.000 999.000  
 ECON 1.000 0.000 999.000 999.000  
 CLTR 1.000 0.000 999.000 999.000  
 PROT 1.000 0.000 999.000 999.000  
 REC 1.000 0.000 999.000 999.000  
 134 
 
 
      
Residual Variances     
 Q1 0.453 0.065 6.933 0.000  
 Q2 0.376 0.040 9.390 0.000  
 Q3 0.512 0.061 8.421 0.000  
 Q4 0.283 0.042 6.699 0.000  
 Q5 0.612 0.076 8.006 0.000  
 Q6 0.440 0.070 6.311 0.000  
 Q9 0.680 0.051 13.212 0.000  
 Q10 0.137 0.084 1.638 0.102  
 Q11 0.176 0.065 2.686 0.007  
 Q12 0.676 0.060 11.173 0.000  
 Q14 0.684 0.052 13.234 0.000  
 Q15 0.245 0.059 4.196 0.000  
 Q16 0.157 0.075 2.099 0.036  
 
      
R-SQUARE      
 
      
  
Two-
Tailed 
Estimate 
S.E. Est./S.E. P-Value  
 Q1 0.547 0.065 8.368 0.000  
 Q2 0.624 0.040 15.581 0.000  
 Q3 0.488 0.061 8.012 0.000  
 Q4 0.717 0.042 17.001 0.000  
 Q5 0.388 0.076 5.085 0.000  
 Q6 0.560 0.070 8.016 0.000  
 Q9 0.320 0.051 6.215 0.000  
 Q10 0.863 0.084 10.294 0.000  
 Q11 0.824 0.065 12.611 0.000  
 Q12 0.324 0.060 5.361 0.000  
 Q14 0.316 0.052 6.109 0.000  
 Q15 0.755 0.059 12.898 0.000  
 Q16 0.843 0.075 11.264 0.000  
 
      
SAMPLE STATISTICS FOR ESTIMATED FACTOR SCORES 
 
      
Means      
 CONS CONS_SE ECON ECON_SE CLTR  
 0.000 0.402 0.000 0.437 0.000  
 
      
 CLTR_SE PROT PROT_SE REC REC_SE  
 0.334 0.000 0.386 0.000 0.438  
 
      
      
 135 
 
Covariances      
 
 CONS CONS_SE ECON ECON_SE CLTR 
 CONS 0.837     
 CONS_SE 0.000 0.000    
 ECON 0.627 0.000 0.808   
 ECON_SE 0.000 0.000 0.000 0.000  
 CLTR 0.296 0.000 0.441 0.000 0.881 
 CLTR_SE 0.002 0.000 0.002 0.000 0.002 
 PROT 0.409 0.001 0.631 0.000 0.500 
 PROT_SE 0.000 0.000 0.000 0.000 -0.001 
 REC 0.505 0.000 0.699 0.000 0.447 
 REC_SE 0.000 0.000 0.000 0.000 0.001 
 
      
 
 CLTR_SE PROT PROT_SE REC REC_SE 
 CLTR_SE 0.007     
 PROT 0.003 0.852    
 PROT_SE 0.000 0.000 0.000   
 REC 0.001 0.623 -0.001 0.808  
 REC_SE 0.000 0.001 0.000 0.000 0.000 
 
      
Correlations      
 
 CONS CONS_SE ECON ECON_SE CLTR 
 CONS 1.000     
 CONS_SE 0.004 1.000    
 ECON 0.762 0.048 1.000   
 ECON_SE -0.008 0.912 0.015 1.000  
 CLTR 0.345 0.066 0.523 0.040 1.000 
 CLTR_SE 0.031 0.368 0.030 0.361 0.021 
 PROT 0.484 0.097 0.761 0.072 0.577 
 PROT_SE -0.018 0.190 -0.028 0.211 -0.044 
 REC 0.614 0.009 0.865 -0.027 0.530 
 REC_SE 0.030 0.780 0.060 0.618 0.066 
 
      
 
 CLTR_SE PROT PROT_SE REC REC_SE 
 CLTR_SE 1.000     
 PROT 0.037 1.000    
 PROT_SE 0.313 0.003 1.000   
 REC 0.009 0.750 -0.075 1.000  
 REC_SE 0.425 0.090 0.200 0.030 1.000 
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Below are the model results for the unrestricted run of our ML CFA. Model outputs are from 
Mplus. The model results are divided up into two tables: a summary table of the factor loadings 
for the manifest variables (see Table E2) and a table of more extensive results (see Table E3). 
As with any Structural Equation Model (SEM), it was important that our ML CFA model fit our 
data well. As such, deciding on a more parsimonious final model was driven by the goal of 
ensuring a better fit (as informed by our absolute and relative fit indices), while also attempting 
to eliminate as few variables as possible to minimize the loss of useful data. 
 
According to Hooper et al. (2008), one way to improve the fit of a SEM is to eliminate any 
variable with a low R2-value, as the inclusion of such variables could result in very high levels of 
error in the model. As such, in successive restricted model runs, we eliminated three manifest 
variables (Q8, Q13, and Q7, in that order), as they consistently had lower standardized R2-
values than the other manifest variables in each model run. Removing further variables did not 
demonstrate notable improvements in the model fit (per our absolute and relative fit indices), 
and, as previously mentioned, we did not desire to remove more variables than necessary to 
ensure a reasonable model fit. As such, our final (and most parsimonious) ML CFA model is the 
five-factor, 13-manifest variable model presented in the Results section of this thesis. 
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a This value is not a true log-likelihood ratio statistic but rather the Satorra-Bentler chi-square test statistic, 
calculated using a rescaling procedure that transforms the likelihood test to more closely approximate the 
theoretical chi-square distribution. This procedure is described in detail in Chapter 5 of Enders (2010) and 
in Satorra and Bentler (1988) and Satorra and Bentler (1994). 
b Because incorporating auxiliary variables into a SEM inappropriately affects the fit of the independence 
model, all relative/incremental fit indices, such as the comparative fit index (CFI), must be adjusted. This 
value represents the corrected CFI value, determined using the special independence model detailed in 
Chapter 5 of Enders (2010). 
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TABLE E3 
 
Model results for the unrestricted Maximum Likelihood Confirmatory Factor Analysis 
 
 
UNRESTRICTED MODEL RESULTS     
 
      
 
 
Estimate S.E. Est./S.E. 
Two-
Tailed 
P-Value  
CONS by      
 Q1 0.936 0.085 11.056 0.000  
 Q3 0.571 0.081 7.096 0.000  
 Q10 -2.231 0.327 -6.817 0.000  
 Q11 -2.374 0.320 -7.428 0.000  
 
      
ECON by      
 Q5 1.115 0.097 11.503 0.000  
 Q6 1.104 0.082 13.420 0.000  
 Q11 2.083 0.360 5.783 0.000  
 Q13 0.888 0.094 9.433 0.000  
 
      
CLTR by      
 Q7 0.795 0.097 8.230 0.000  
 Q8 0.654 0.107 6.121 0.000  
 Q15 1.343 0.061 21.844 0.000  
 Q16 1.341 0.066 20.413 0.000  
 
      
PROT by      
 Q2 1.451 0.067 21.804 0.000  
 Q3 0.451 0.066 6.838 0.000  
 Q4 1.373 0.064 21.389 0.000  
 Q14 0.819 0.084 9.730 0.000  
 
      
REC by      
 Q9 0.914 0.080 11.442 0.000  
 Q10 2.174 0.366 5.945 0.000  
 Q12 0.836 0.082 10.131 0.000  
       
ECON with      
 CONS 0.662 0.083 8.009 0.000  
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CLTR with      
 CONS 0.397 0.083 4.783 0.000  
 ECON 0.505 0.067 7.534 0.000  
 
      
PROT with      
 CONS 0.382 0.086 4.456 0.000  
 ECON 0.639 0.052 12.279 0.000  
 CLTR 0.518 0.053 9.814 0.000  
 
      
REC with      
 CONS 0.617 0.097 6.380 0.000  
 ECON 0.818 0.044 18.421 0.000  
 CLTR 0.539 0.070 7.718 0.000  
 PROT 0.624 0.050 12.542 0.000  
 
      
Intercepts      
 Q1 6.160 0.053 115.799 0.000  
 Q2 5.267 0.075 69.969 0.000  
 Q3 6.323 0.051 124.272 0.000  
 Q4 5.353 0.067 79.654 0.000  
 Q5 5.261 0.068 77.702 0.000  
 Q6 5.682 0.062 91.016 0.000  
 Q7 5.952 0.058 102.704 0.000  
 Q8 5.907 0.063 94.207 0.000  
 Q9 5.777 0.065 89.035 0.000  
 Q10 4.499 0.086 52.375 0.000  
 Q11 3.578 0.088 40.850 0.000  
 Q12 5.814 0.058 100.788 0.000  
 Q13 4.946 0.070 70.484 0.000  
 Q14 5.846 0.061 96.543 0.000  
 Q15 5.497 0.062 88.268 0.000  
 Q16 5.253 0.065 81.089 0.000  
 
      
Variances      
 CONS 1.000 0.000 999.000 999.000  
 ECON 1.000 0.000 999.000 999.000  
 CLTR 1.000 0.000 999.000 999.000  
 PROT 1.000 0.000 999.000 999.000  
 REC 1.000 0.000 999.000 999.000  
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Residual Variances     
 Q1 0.789 0.097 8.112 0.000  
 Q2 1.230 0.130 9.427 0.000  
 Q3 0.805 0.080 10.024 0.000  
 Q4 0.771 0.109 7.081 0.000  
 Q5 1.446 0.209 6.925 0.000  
 Q6 1.072 0.134 8.001 0.000  
 Q7 1.332 0.127 10.491 0.000  
 Q8 1.883 0.174 10.812 0.000  
 Q9 1.635 0.169 9.677 0.000  
 Q10 0.626 0.326 1.918 0.055  
 Q11 1.090 0.264 4.126 0.000  
 Q12 1.225 0.141 8.684 0.000  
 Q13 2.042 0.190 10.754 0.000  
 Q14 1.438 0.129 11.172 0.000  
 Q15 0.451 0.090 4.996 0.000  
 Q16 0.631 0.147 4.293 0.000  
 
      
UNRESTRICTED STANDARDIZED MODEL RESULTS  
(Assumes Continuous Covariates) 
 
      
 
 Estimate S.E. Est./S.E. 
Two-
Tailed 
P-Value  
CONS by      
 Q1 0.725 0.041 17.508 0.000  
 Q3 0.462 0.053 8.639 0.000  
 Q10 -1.070 0.158 -6.786 0.000  
 Q11 -1.116 0.149 -7.492 0.000  
 
      
ECON by      
 Q5 0.680 0.053 12.712 0.000  
 Q6 0.729 0.039 18.622 0.000  
 Q11 0.980 0.168 5.822 0.000  
 Q13 0.528 0.053 9.890 0.000  
 
      
CLTR by      
 Q7 0.567 0.057 9.952 0.000  
 Q8 0.430 0.065 6.646 0.000  
 Q15 0.894 0.023 39.075 0.000  
 Q16 0.860 0.034 25.328 0.000  
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PROT by      
 Q2 0.795 0.025 31.875 0.000  
 Q3 0.364 0.049 7.436 0.000  
 Q4 0.842 0.025 33.813 0.000  
 Q14 0.564 0.046 12.331 0.000  
 
      
REC by      
 Q9 0.582 0.044 13.136 0.000  
 Q10 1.043 0.176 5.921 0.000  
 Q12 0.603 0.051 11.860 0.000  
 
      
ECON with      
 CONS 0.662 0.083 8.009 0.000  
 
      
CLTR with      
 CONS 0.397 0.083 4.783 0.000  
 ECON 0.505 0.067 7.534 0.000  
 
      
PROT with      
 CONS 0.382 0.086 4.456 0.000  
 ECON 0.639 0.052 12.279 0.000  
 CLTR 0.518 0.053 9.814 0.000  
 
      
REC with      
 CONS 0.617 0.097 6.380 0.000  
 ECON 0.818 0.044 18.421 0.000  
 CLTR 0.539 0.070 7.718 0.000  
 PROT 0.624 0.050 12.542 0.000  
 
      
Intercepts      
 Q1 4.774 0.272 17.547 0.000  
 Q2 2.883 0.107 26.966 0.000  
 Q3 5.110 0.318 16.059 0.000  
 Q4 3.285 0.127 25.935 0.000  
 Q5 3.207 0.130 24.761 0.000  
 Q6 3.755 0.178 21.104 0.000  
 Q7 4.247 0.197 21.530 0.000  
 Q8 3.886 0.187 20.789 0.000  
 Q9 3.676 0.171 21.511 0.000  
 Q10 2.158 0.066 32.682 0.000  
 Q11 1.683 0.042 40.067 0.000  
 Q12 4.193 0.199 21.031 0.000  
 Q13 2.940 0.107 27.358 0.000  
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 Q14 4.026 0.197 20.420 0.000  
 Q15 3.661 0.148 24.722 0.000  
 Q16 3.370 0.125 26.879 0.000  
 
      
Variances      
 CONS 1.000 0.000 999.000 999.000  
 ECON 1.000 0.000 999.000 999.000  
 CLTR 1.000 0.000 999.000 999.000  
 PROT 1.000 0.000 999.000 999.000  
 REC 1.000 0.000 999.000 999.000  
 
      
Residual Variances     
 Q1 0.474 0.060 7.883 0.000  
 Q2 0.369 0.040 9.305 0.000  
 Q3 0.526 0.056 9.337 0.000  
 Q4 0.290 0.042 6.916 0.000  
 Q5 0.538 0.073 7.390 0.000  
 Q6 0.468 0.057 8.195 0.000  
 Q7 0.678 0.065 10.481 0.000  
 Q8 0.815 0.056 14.628 0.000  
 Q9 0.662 0.051 12.850 0.000  
 Q10 0.144 0.075 1.923 0.054  
 Q11 0.241 0.059 4.115 0.000  
 Q12 0.637 0.061 10.400 0.000  
 Q13 0.722 0.056 12.812 0.000  
 Q14 0.682 0.052 13.224 0.000  
 Q15 0.200 0.041 4.882 0.000  
 Q16 0.260 0.058 4.446 0.000  
 
      
R-SQUARE      
 
      
 
 Estimate S.E. Est./S.E. 
Two-
Tailed 
P-Value  
 Q1 0.526 0.060 8.754 0.000  
 Q2 0.631 0.040 15.938 0.000  
 Q3 0.474 0.056 8.429 0.000  
 Q4 0.710 0.042 16.907 0.000  
 Q5 0.462 0.073 6.356 0.000  
 Q6 0.532 0.057 9.311 0.000  
 Q7 0.322 0.065 4.976 0.000  
 Q8 0.185 0.056 3.323 0.001  
 Q9 0.338 0.051 6.568 0.000  
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 Q10 0.856 0.075 11.428 0.000  
 Q11 0.759 0.059 12.963 0.000  
 Q12 0.363 0.061 5.930 0.000  
 Q13 0.278 0.056 4.945 0.000  
 Q14 0.318 0.052 6.166 0.000  
 Q15 0.800 0.041 19.537 0.000  
 Q16 0.740 0.058 12.664 0.000  
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Appendix F: Analysis of Non-Participant Respondents 
 
Noted below are the results of the multiple logistic regression on the non-participant respondent 
dummy variable, nonpartres (see Table F1). The nonpartres dummy took a value of 1 if the 
respondent had either seven or eight identical choice question responses (i.e., seven or eight 
choice question responses that were either all Plan A, Plan B, or No Action) and 0 otherwise. 
 
The regression was run using STATA. 
 
 
TABLE F1 
 
Model Results for the Multiple Logistic Regression on the  
Non-Participant Respondent Dummy Variable (nonpartres) 
 
 
nonpartres  Odds Ratio Std. Err. P-value [95% Conf. Interval] 
  
female   0.6693670* 0.1549143 0.083  0.4252724 1.0535650 
highedu  0.5821474** 0.139983 0.024  0.3633735 0.9326371 
factor_cltr  1.3484000* 0.2066803 0.051  0.9985006 1.8209140 
factor_cons  0.5278102*** 0.0915852 0.000  0.3756453 0.7416135 
factor_econ  1.6955500** 0.3773368 0.018  1.0961740 2.6226570 
factor_rec  0.5472563*** 0.1095116 0.003  0.3697061 0.8100745 
bornhere  2.0219000*** 0.4956526 0.004  1.2505310 3.2690750 
accres   0.4134795*** 0.0987727 0.000  0.2588913 0.6603749 
mbr_ag  0.5205856** 0.1551509 0.028  0.2902734 0.9336346 
mbr_envr  0.5181118** 0.1680464 0.043  0.2743731 0.9783753 
mbr_citizen  0.4818037** 0.1570727 0.025  0.2543139 0.9127884 
mbr_outrec  2.4500670** 0.9098834 0.016  1.1832230 5.0732860 
mbr_poultry  2.9320650** 1.595531 0.048  1.0092030 8.5186090 
vrlist   0.2480048** 0.1439973 0.016  0.0794754 0.7739046 
constant  2.8636650* 1.772533 0.089  0.8512377 9.6337080 
 
 
       * p < 0.10 ** p < 0.05 *** p < 0.01 
 
Log likelihood = -252.12234   LR χ2 (14) = 113.49 (p < 0.0001)    
Pseudo R-squared = 0.1837  N = 543 
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All the predictor variables used in the logistic regression, with the exception of accres and vrlist, 
are described in Table 4 in the Methodology section of this thesis. The accres variable is a 
dummy variable that takes a value of 1 if the respondent self-identified as an Accomack County 
resident and 0 otherwise. The vrlist variable is a dummy variable that takes a value of 1 if the 
respondent was found on the voter registration list (not necessarily drawn from it) and 0 
otherwise. 
 
The estimated parameters are represented as odds ratio values. The most straightforward way 
to interpret the above odds ratio values is to: 
 take the odds ratio estimate for any predictor variable (e.g., bornhere has an odds ratio 
estimate of about 2.02 in Table F1 above); 
 subtract one from the odds ratio estimate; the resulting number represents, in 
percentage form, the “likelihood increase” of a respondent being part of the non-
participant respondent group for each unit increase in that predictor variable compared 
to a respondent with a zero value for that predictor variable, all else equal (e.g., 2.02-1 = 
1.02; because bornhere is a 1-0 dummy variable, if a respondent self-identifies as an 
Eastern Shore native, they are, all else equal, 102% more likely to fall in the non-
participant respondent group); 
 if the resulting number (after subtracting one from the odds ratio estimate) is negative, it 
can be read as the “likelihood decrease” of a respondent being part of the non-
participant respondent group for each unit increase in that predictor variable compared 
to a respondent with a zero value for that predictor variable, all else equal; 
 the constant represents the baseline odds of the model when all predictor variables are 
set to zero. 
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All our predictor variables are statistically significant, as is our model as a whole, based on the 
likelihood ratio chi-square statistic. Only 543 of the 578 surveys designated for the latent class 
logit regression stage were used in this logistic regression. This is because the logistic 
regression requires that there be no missing values in any of the predictor variables. Because 
some of our surveys have missing data for at least one variable, we attempted to structure our 
model in such a way that balanced a reasonable number of predictor variables with sufficient 
parsimony of variables that would ensure we could include as many surveys in our analysis as 
possible. 
 
From our results, we can see that there is a higher likelihood of a respondent being a non-
participant if he or she has a higher Cultural Preservation or Economic Development factor 
score (i.e., has a greater affinity for the environment’s contribution towards Cultural Preservation 
or Economic Development) than the average respondent; self-identifies as an Eastern Shore 
native; or claims an association with (or membership in) a poultry, outdoors, or recreational 
organization. One interpretation of these results is that the respondents with positive values for 
these predictor variables may all be, in one way or another, negatively affected by a 
government-led program to manage the shoreline. After all, nearly all (137 out of 146) the non-
participant respondents’ seven or eight identical responses to the choice questions were for the 
No Action alternative, and that could be related to government distrust or dissatisfaction. 
 
Those with higher Cultural Preservation factor scores generally value the historic practices of 
farmers and watermen, who, as we learned from our focus groups, generally dislike government 
intervention. We also learned from our focus groups that some who have grown up on the 
Eastern Shore do not believe, from their lifetime experience, that the county government can 
effectively implement public programs. This may explain the effect of the bornhere variable. 
Moreover, those with higher Economic Development factor scores and associations with a 
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poultry, outdoors, and recreational groups may perhaps feel that a new coastline protection 
program could interrupt current business practices and the physical and resource-based access 
to the shoreline and other coastal resources. 
 
As for the other predictor variables, it is not surprising that an association with an agricultural, 
citizen, or environmental group decreases the likelihood of being a non-participant respondent, 
as these groups tend to be quite civically active on the Eastern Shore. The same, perhaps, can 
be said of those on the voter’s registration list, the variable with the lowest odds ratio of all the 
predictor variables. It makes sense that those on such a list would be more likely to “participate” 
in the choice questions, as the choice sets themselves are structured as referendums on one’s 
county’s coastal management policy. 
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Appendix G: Unrestricted Model Results for the Latent Class Logit Analysis of the Land 
Type and Ecosystem Services Choice Questions for Northampton and Accomack 
Counties 
 
The below tables denote the model results for the unrestricted latent class logit models for the 
Land Type and Ecosystem Services Choice Questions for both Northampton and Accomack 
Counties. 
 
Each restricted latent class logit model used in the Results section of this thesis was tested 
against its corresponding unrestricted model for statistically significant changes in the model 
using the log-likelihood ratio test and the chi-square statistic. None of the log-likelihood ratio 
tests had a chi-square statistic with a p-value smaller than p < 0.70 when testing a final model 
against either the corresponding unrestricted model or any less parsimonious models earlier in 
the model restriction succession. 
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