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Abstract—An efﬁcient disparity estimation and occlusion detec-
tion algorithm for multiocular systems is presented. A dynamic
programming algorithm, using a multiview matching cost as well
as pure geometrical constraints, is used to estimate disparity and
to identify the occluded areas in the extreme left and right views.
A signiﬁcant advantage of the proposed approach is that the exact
number of views in which each point appears (is not occluded) can
be determined. The disparity and occlusion information obtained
may then be used to create virtual images from intermediate
viewpoints. Furthermore, techniques are developed for the coding
of occlusion and disparity information, which is needed at the
receiver for the reproduction of a multiview sequence using the
two encoded extreme views. Experimental results illustrate the
performance of the proposed techniques.
Index Terms— Disparity estimation, dynamic programming,
multiview image processing, occlusion detection.
I. INTRODUCTION
R
ECENT advances in autostereoscopic multiview three-
dimensional (3-D) television may revolutionalize infor-
mation systems in the near future. Three or more cameras
may be used to form a multiocular system for the production
of several image sequences obtained from slightly different
viewpoints. Multiview image display systems provide the
viewer with the appropriate monoscopic or stereoscopic view
of a scene, depending on his position. As an example, an
autostereoscopic display system may be realized by using
several projectors and a lenticular screen. However, the cost
for the associated recording and transmission systems in-
creases considerably as the number of views increases. In
order to reduce this cost, virtual images from intermediate
viewpoints have to be generated, using the existing real views
and additional disparity information [1]–[5].
Efﬁcient communication of multiview image sequences can
be achieved by transmitting the encoded image sequences
obtained from the real views along with disparity or depth
information. Intermediate views are then produced at the
receiver using spatial interpolation on the basis of intensity
images and transmitted disparity or depth information. By
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transmitting additional bit rate corresponding to disparity or
depth information, the generation of intermediate images is
simpliﬁed, hence, the complexity of the receiver is signiﬁ-
cantly reduced. Offsetting this is the cost of transmitting this
additional bit rate, which may be considerable. This approach
is also advantageous when the transmitter has additional cam-
eras providing more views than are available at the receiver.
Then, the quality of the computed disparity ﬁelds may be
assessed to enable the transmission of only reliable disparity
information as well as occlusion information. As a result,
superior spatial interpolation is achieved at the receiver site.
In order to improve the quality of the generated intermediate
images, a reliable disparity ﬁeld has to be estimated. Further-
more, methods must be developed for the efﬁcient compression
of the large amount of information that must be transmitted to
enable intermediate viewpoint generation at the receiver.
Both of the above concerns are addressed by the present
paper. An algorithm for the accurate evaluation of the disparity
ﬁeld and the detection and classiﬁcation of occlusions using
dynamic programming is ﬁrst developed. Its results are then
used for the improvement of the accuracy of spatial interpola-
tion at the receiver. The transmitted information consists of: 1)
a stereoscopic pair of intensity images; 2) two disparity ﬁelds;
and 3) one or two occlusion maps. Efﬁcient procedures for the
coding of this information are developed and compared.
Techniques based on dynamic programming have been
used for the purposes of disparity estimation [6]–[9] and
simultaneous occlusion detection [10]–[14] from stereoscopic
(two-view) image sequences. A signiﬁcant advantage of these
techniques is that they can provide a global solution for
the disparity estimation/occlusion detection problem under
local constraints such as constraints related to correlation,
smoothness, or disparity gradient limit.
In [6], a stereo-matching algorithm based on matching
edge-delimited intervals between corresponding scan lines
is developed. Interscan-line consistency is achieved by a
simultaneous interscan-line search for edge correspondences in
right and left images. Two drawbacks of this algorithm are its
high computational requirements and the use of a function of
the variance of the occluded region as an occlusion cost, which
may result in erroneous matching of highly textured regions.
A dynamic programming algorithm is also used in [10] to
design a primitive (e.g., edge) registration algorithm, which is
suitable in cases of severe deformations of an undetermined
nature. AR modeling of the deformation is used to furnish a
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convenient cost function. In addition, a technique is proposed
for handling possible discontinuities in the solution path, i.e.,
occlusions, by creating and storing “virtual nodes.” However,
the stationarity assumptions required for AR modeling are not
always valid in practical application.
In [11] and [15], stereo matching is performed by mini-
mizing a Bayesian maximum-likelihood cost function using
dynamic programming. A ﬁxed occlusion cost is used if one of
the two features is occluded. The implementation relies on the
assumptions of uniqueness of solution and monotonic ordering,
also made by other authors [6], [12], and the main purpose is to
show that smoothness constraints, which introduce additional
parameters that need adjustment, are unnecessary. Instead, they
develop an extension of their algorithm by minimizing the
number of horizontal and vertical discontinuities along neigh-
boring epipolar lines, which improves the results signiﬁcantly.
A similar strategy is used in [12] and [13], where a dynamic
programming algorithm is developed for the detection of
signiﬁcant disparity changes and large occlusion areas in a
stereoscopic image pair. While no smoothness or interscan-line
compatibility constraints are used, this approach has produced
very promising results by using high-conﬁdence matches as
control points and by modifying the cost of occlusion at
luminance edges.
Two additional constraints, namely, the extended continuity
constraint and the disparity gradient limit, are considered in
[14], where an extended neighborhood is used for deﬁning
the local costs. In [16], a genetic algorithm was used to ap-
proximate the optimal path provided by dynamic programming
techniques. An alternative calculation of the occlusion cost is
proposed: instead of using a ﬁxed cost, the occlusion cost is
related to the best alternative path for the speciﬁc occluded
features. However, using the latter, the computational com-
plexity is increased since a considerable number of iterations
may be required before convergence.
Other authors have observed that correspondence errors
may be reduced by using more than two images. This is,
in particular, seen in [17] and [15], where an extension
of the maximum-likelihood stereo algorithm in [11] to the
case of multiview images is evaluated. Improved results are
obtained by using a modiﬁed cost function with additional
matching or occlusion costs corresponding to the available
intermediate views. However, the uniqueness constraint is not
used for matches in the intermediate views, and no effort
is made to analyze the mechanisms producing occlusions in
the intermediate images. A multistage dynamic programming
algorithm was used in [1] to match edge segments in a
trinocular system. The obtained correspondences are then used
to generate synthesized images from intermediate viewpoints.
Details regarding the interpolation procedure may also be
found in [2].
The ﬁrst purpose of the present paper is the design of an
efﬁcient disparity and occlusion estimation algorithm such
that the exact number of views where each point is (or
is not) occluded can be determined. For this reason, the
basic concept of a standard stereo-matching algorithm using
dynamic programming [15], [12], [13] is extended and adapted
to the case of multiview image sequences. The resulting
algorithm avoids the use of smoothness constraints, and is
computationally efﬁcient, especially when small windows are
used for the calculation of the matching costs. Furthermore, the
algorithm produces dense disparity and occlusion maps, as is
required for the generation of high-quality intermediate views.
The second concern of the paper is the deﬁnition of a
coding scheme for the efﬁcient transmission of the resulting
dense disparity ﬁeld so as to enable spatial interpolation at the
receiver. Past research in this area includes the deﬁnition of
methods for the transmission of sparse disparity ﬁelds [7], [18]
for the realization of a stereoscopic image sequence coding
scheme. The transmission of the dense disparity ﬁelds and
depth maps was also investigated in [4] and [5], where various
issues concerning multiview image sequence communication
are discussed.
In this paper, a multiview image sequence coding scheme
is proposed, composed of efﬁcient procedures for coding
disparity and occlusion information. This multiview image
coder is then evaluated experimentally.
The remainder of this paper is organized as follows. In
Section II, the disparity and occlusion estimation algorithm
for multiocular systems is presented. The reﬁning of disparity
and occlusion estimation in occluded areas in both the leftmost
and the rightmost views is one of the main points of interest.
In Section III, the coding of the disparity and occlusion
information is examined, and the methodology for the re-
construction of intermediate views at the receiver is outlined.
Finally, experimental results are presented in Section IV, and
conclusions are drawn in Section V.
II. DESCRIPTION OF THE DISPARITY
ESTIMATION/OCCLUSION DETECTION ALGORITHM
A. Camera Model
Consider a multiocular system with viewpoints
We will assume that central projection is used, and
that all optical axes are parallel. A trinocular system
is illustrated in Fig. 1. Let be the image corresponding to
viewpoint , and let be the coordinates of a point
in the 3-D coordinate system centered at If is
the coordinate of the projection of in then
and
(1)
where is the baseline corresponding to the th
viewpoint and is the focal distance.
With respect to the ﬁrst (leftmost) image each point
is viewed in the other images with respective disparities
if is visible in
undeﬁned if is not visible in
(is occluded)
(2)
where If is visible in (1) and (2) yield
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Fig. 1. System with three viewpoints.
Fig. 2. Stereoscopic system (two viewpoints).
In the example of Fig. 1, points belonging to segments
and are visible in both and thus, both
and are deﬁned for these points. Since the depth
is constant within each of these segments, (3) implies that
the corresponding disparities and also remain constant
within each of these segments. However, only is deﬁned
for each point in (projected to segment
while neither nor is deﬁned for points between and
(projected to segment
B. Disparity Estimation and Occlusion Detection
for Stereoscopic Image Pairs
We will now elaborate on the special case where only two
views are available, shown in Fig. 2. Referring to this ﬁgure,
we note that, due to perspective projection, we have
and If the
occluding object is not very narrow, lies to the left of
and the segment is occluded in image In fact,
it is easily seen that the segment is occluded in viewpoint
provided that
(4)
where and
The validity of (4) will be assumed in the sequel. Thus, the
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Fig. 3. Occlusions in the two-view case: the number of occluded pixels t is
equal to the disparity change ￿d2:
equals
(5)
because Furthermore, from (5),
thus, and
This establishes the following observation, which will be very
useful in the sequel.
Observation 1: The number of pixels in a line segment
visible to the ﬁrst camera but occluded in the second is
equal to the disparity decrease
Note that the above observation remains valid even if the
camera geometry produces converging rather than parallel
optical axes.
Fig. 3 illustrates this observation with a graph of the dis-
parity of pixels in when Pixels for
which the disparity is well deﬁned are shown in black, while
pixels of occluded in are shown in white.
From the above, it is clear that each segment visible in the
ﬁrst view and occluded in the second view is associated with
a disparity decrease. Note also that since
and we have
Thus, the disparity increases by an
amount equal to the number of the pixels in the portion of
which is occluded in Further, from (3), the disparity
remains constant for all points visible to both and with
the same depth This leads to the following observation.
Observation 2: Let be a horizontal line segment in
consisting of pixels which are also visible in Then, the
disparity is nondecreasing when traversing from left to
right.
This observation expresses the well-known monotonic or-
dering constraint [11], [6], while both Observations 1 and 2
are analytical expressions of the disparity gradient limit [14]
(6)
where the disparity gradient is assumed to be equal to
only at occluded pixels.
The above observations provide constraints for disparity
variations between neighboring pixels, which are schemati-
cally summarized in Fig. 4. A state is assigned to each
Fig. 4. Allowed transitions between states when using two views. The
working pixel is (x;y) with disparity d = d2:
pixel in depending on whether it is visible in or
views. Starting from a pixel having disparity the
allowed transitions are leading to equal disparity for the
succeeding pixel, and corresponding, respectively, to
a disparity increase and decrease.
The constraints illustrated by Fig. 4 have been used in
[11]–[13] for the design of stereo-matching algorithms using
dynamic programming. A cost is associated with each allowed
transition for each pixel in the ﬁrst image, and
dynamic programming is used to minimize the global cost
for each image scan line thus determining the optimal,
in the sense of least costly, disparity values. Speciﬁcally, the
algorithm described by the graph of Fig. 4 is applied iteratively
for each pixel in to determine each disparity value within
a prespeciﬁed range from a minimum to a maximum
An additional constraint imposed during this procedure
is that a transition may not be followed by a transition
and vice versa.
The matching cost, associated with transition may be
deﬁned as follows:
(7)
where is a window centered on the working pixel
Different values may be chosen for the costs corresponding
to disparity increases and occlusions In the present
paper, as in [11]–[13], the associated costs are set equal to
each other and given a ﬁxed value
C. Disparity Estimation and Occlusion
Detection for Multiview Sequences
In multiocular systems, a pixel of the ﬁrst view will be
said to be in state if it is visible in views In
particular, it will be in state if it is visible in all views, in
state if it is visible only in , and in state if it is invisible
(occluded) in all views but For a pixel in state if are
the disparities with respect to of views
it is seen, as before, that
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Fig. 5. Allowed transitions between states in the general (N-view) case. The
disparity d = dN is estimated, and the occluded pixels in SN (not in state
SN) are detected.
For pixels in state a modiﬁed matching cost will be
deﬁned as the weighted average of the individual matching
costs
(9)
where
(10)
The disparity is given by (8), rounded to the nearest
integer, and is a window centered on the working pixel
The ﬁxed weights may be chosen heuristically: the
errors corresponding to correct matches between views 1
and tend to increase as increases. Thus, since matching
between neighboring views is more reliable, the weights
should decrease as increases. The choice
gave satisfactory results.
The identical algorithm deﬁned in the previous section is
subsequently employed for the estimation of disparity
using the modiﬁed cost A ﬁrst dynamic
programming algorithm for the calculation of the disparity
of pixels in and for the identiﬁcation of areas occluded
in at least one view may be then based on the algorithm
schematically shown in Fig. 5, which is a direct generalization
of the two-view algorithm.
In this case, only two states are identiﬁed: , assigned
to pixels visible in all views, and , indicating that the
pixel is occluded in at least one view. In this way, the
occluded regions are detected, but not further analyzed; in
other words, the inner structure (pixel states) within the
occluded regions is not determined. However, a more detailed
analysis of the occluded areas provides useful information,
especially for applications such as generating virtual images
from intermediate viewpoints. In the sequel, three algorithms
are examined, which may be used for more explicit labeling of
the occluded regions, i.e., identiﬁcation of state and disparity
information for each pixel within each occluded area.
Algorithm 1: Geometrical considerations lead to a simple
labeling procedure for the the identiﬁed occluded areas. Re-
ferring for simplicity to the three-view case shown in Fig. 1,
note that
and (11)
Thus, if and
(12)
This deﬁnes the simple occlusion-labeling procedure of
dividing the occluded segment into subsegments with
lengths proportional to the corresponding baselines. Then the
pixels of the ﬁrst subsegment are in state the pixels
of the second subsegment are in state , and so on. The
corresponding disparities are given from (8) where is the
pixel state and is the disparity measured at the start of the
occluded segment. In the common, in practice, case where the
baselines are equal, the subsegments are obviously also equal.
Algorithm 2: Algorithm 1 is based on the implicit as-
sumption that depth remains constant in the entire occluded
segment. However, if the occluded areas are large enough,
depth variations will occur within each of the occluded re-
gions. In this case, a more elaborate disparity estimation and
occlusion detection procedure is required for each occluded
segment. To achieve this, the basic algorithm described in
Section II-C is recursively applied in stages within each
occluded region. In each stage, the labeling of the occluded
segments found in the previous stage is reﬁned, i.e., disparity
and state information is provided for pixels in these occluded
segments. The speciﬁc stages of this algorithm are as follows.
Stage 1: Identiﬁcation of and from occlu-
sions using views from 1 to
Stage 2: Identiﬁcation of and from
occlusions using views from 1 to
. . .
Stage N-2: Identiﬁcation of and from occlusions
using views 1 and 2.
In the th stage, disparity is estimated using the
allowed transitions depicted in Fig. 6. The disparity is well
deﬁned at the two extreme points of each occluded segment
resulting from the previous stage. Thus, in each stage, an
optimal path is found between these two extreme points, whose
disparities were determined from the previous stage.
As seen, the algorithm employs many disparities
Therefore, its implementation does not provide
direct information regarding the variation of depth in the
occluded region, and is not conducive to parsimonious coding
procedures.
Algorithm 3: For an alternate implementation, illustrated
in Fig. 7, the vertical axis is converted to
using (8). After each of the estimation
stages, the disparity and the corresponding pixel state
are estimated for each pixel. With this formulation, only one
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Fig. 6. Allowed transitions between states in the general (N-view) case. The
working pixel is occluded in the k +1view. The disparity dk is estimated,
and the occluded pixels in Sk (not in state Sk) in the kth view are detected.
Fig. 7. Allowed transitions between states in the general (N-view) case.
The working pixel is occluded in the k +1view. The disparity d = dN is
estimated, and the occluded pixels Sk in the kth view are detected.
As seen from Fig. 7, the implementation of Algorithm 3
may present difﬁculties when is not an integer.
In our simulations, we have used three-view and four-view
sequences with equal baselines. When , only one stage
is required, and since baselines are equal, in
which case the implementation of the algorithm schematically
depicted in Fig. 7 presents no difﬁculties. In the four-view
case, two stages are required, with for the
ﬁrst stage and for the second one. The problem
of the fractional step in the ﬁrst stage was solved by using
a variable step: for odd-indexed pixels and
for pixels with even indexes. Similar methods
may be used to deal with other fractional values of
D. Simultaneous Detection and Labeling of Occluded Regions
In the method outlined in the previous section, detection
and labeling of occluded areas are implemented sequentially.
An alternative approach, ﬁrst described in [19], is to use the
same modiﬁed matching cost given by (9), in an algorithm for
simultaneous occlusion detection and labeling, i.e., identiﬁca-
tion of state and disparity information for each pixel within
each occluded area.
If the current pixel in has disparity and state ,
then the following options exist for the disparity and state of
its immediate right neighbor .
•I f the disparity of may either increase or
remain constant. The state of is in the former
case and either or in the latter case.
(a)
(b)
Fig. 8. Allowed transitions between states. The working pixel is (x;y) with
disparity d and state Sk: (a) k =2 ;￿￿￿;N (b) k =1 ;￿ d=( b 1 N=b12):
Fig. 9. Generation of an intermediate view I0 between I2 and I3 (k =3 )
in a system with three viewpoints. If the state i of p is less than k; i.e., 3, the
corresponding vector d is not used in the reconstruction of I0:
•I f the disparity may either decrease or remain
constant. In the former case, has state (is occluded
in all views), and (5) and (8) yield
thus, since
If the disparity remains constant, a transition to state
signals the end of an occluded segment. In the above, we
implicitly assume that at the left of each segment occluded
in all views ( state), there exists a segment visible in
all views ( state).
The above constraints, derived from purely geometrical
considerations, are schematically depicted in Fig. 8(a) and (b).
Solid lines are used to denote that a match is deﬁned; in this
case, the associated cost is given by (9). Dotted lines are used
to denote disparity changes. In the latter case, the associated
costs are set equal to a ﬁxed cost
A dynamic programming algorithm minimizing the global
cost for each image scan line is then applied to determine
the optimal, in the sense of least costly, disparity values and
states for each pixel.
E. R–L Disparity Field and Occlusion Estimation
The obtained disparity/state information corresponds to each
pixel of the ﬁrst (leftmost) view, and as such, may be termed334 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 8, NO. 3, JUNE 1998
(a) (b)
(c) (d)
Fig. 10. Comparison of disparity estimation using four and two views. Occluded areas are shown in black. (a) L–R disparity ﬁeld obtained after the initial
disparity estimation procedure when using the proposed algorithm. (b) Corresponding R–L disparity ﬁeld. (c) L–R disparity ﬁeld when using only two
views (Cchange =3 : 0): (d) L–R disparity ﬁeld when using only two views (Cchange =1 5 : 0):
the “ – disparity” ﬁeld to distinguish it from the converse
“ – disparity” ﬁeld, corresponding to each pixel of the
th (rightmost) view. The latter is also needed in many
applications [4], [5].
If the state for a pixel in the ﬁrst (left) is then a
corresponding pixel is deﬁned in the th (right) view.
Thus, a corresponding vector in the – disparity ﬁeld is
immediately identiﬁed for pixel More precisely, if a 3-D
point appears in all views, and
(2) yields
(13)
Note that since the 3-D point is visible in all views, the
“ – state” i.e., the state of pixel in the th view, is
also This establishes a one-to-one correspondence between
and for pixels that are visible in all images. It is also
evident that, if a pixel state in the – sense is other than
then this pixel is occluded in the th view.
Now, consider the case where the – disparity increases:
let and From (13), the
corresponding – disparities are
(14)
and
(15)
In other words, the – disparity decreases by
pixels and an equal number of occluded pixels, namely, pixels
are identiﬁed in the th view. Thus,
disparity jumps in the – disparity ﬁeld (e.g., at point
in Fig. 2) correspond to series of occluded pixels in the –
disparity ﬁeld. The hidden structure of these pixels in the th
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(a)
(b)
Fig. 11. (a), (b) L–R disparity ﬁeld and corresponding state map using
Algorithm 3 for the labeling of the occluded areas. Gray scale is used to
indicate the states of the pixels. Thus, white corresponds to state S4 (pixels
visible all four views), light gray to state S3 (pixels visible in three views),
dark gray to state S2 (pixels visible in two views), and black to state S1
(occluded pixels).
employed for – state identiﬁcation. The equivalent of (8)
is
(16)
and the matching cost associated with state
is deﬁned as
(17)
where
(18)
Fig. 12. State map for the L–R disparity ﬁeld obtained using Algorithm 1
for the labeling of the occluded areas.
In the special case where i.e., if only two views
are available, one-to-one correspondence may be established
between disparity jumps in the “ – disparity” ﬁeld and
occluded areas in the “ – disparity” ﬁeld and vice versa. For
this reason, a single application of the dynamic programming
algorithm results in fully “consistent” – and – disparity
ﬁelds.
III. CODING OF THE DISPARITY INFORMATION FOR THE
GENERATION OF INTERMEDIATE VIEWS AT THE RECEIVER
In order to enable the generation of intermediate views at
the receiver, a portion of the information amassed by the
multiocular camera system must be coded and transmitted. As
the experimental results will demonstrate, intermediate views
with satisfactory quality may be generated at the receiver
on the basis of intensity images, along with the disparity
ﬁelds and occlusion maps. The two (leftmost and rightmost)
views may be coded and transmitted using either two separate
MPEG coders or, to conserve bandwidth, by a block-based
stereoscopic coding scheme using disparity as well as motion
compensation [7] which has been proposed as an MPEG
standard for the coding of stereoscopic image sequences (S-
MPEG). The speciﬁcations of this scheme may be found in
[20] and [21]. Alternatively, object-based coding techniques
based on 3-D motion compensation [18], [9] may be applied.
Disparity and occlusion information must also be coded and
transmitted. Such techniques for lossless and lossy coding are
examined later in this section.
A. Generation of Intermediate Views
On the basis of the disparity and state maps, the decoder may
then generate intermediate views using the available disparity
information. Assume that an intermediate view at a position
between and is to be formed at the receiver (see
Fig. 9), and let be the baseline corresponding to
this viewpoint. An algorithm may be deﬁned for generating
this intermediate view using the available two views, and
the obtained disparity ﬁeld and state map. Speciﬁcally, the336 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 8, NO. 3, JUNE 1998
(a) (b)
(c) (d)
Fig. 13. (a) Disparity ﬁeld (L–R) using the hierarchical dynamic programming algorithm based on two views, as proposed in [4] and [5]. (b) Disparity
ﬁeld (R–L) using the hierarchical dynamic programming algorithm based on two views, as proposed in [4] and [5]. (c), (d) Occlusions in the left and
right views using the same method.
reconstruction of the intermediate view corresponding to
viewpoint may be accomplished in the following stages.
Stage 1: Let be the state of a pixel in This
means that appears in views , but not in the views
Then, if the pixel is occluded in ,
and the corresponding vector may not be used in the
reconstruction process of
Otherwise, if , we have the following.
a) We determine a corresponding pixel in the interme-
diate view using (8): If necessary,
the value is rounded to the nearest integer.
b) The disparity vector between and is assigned
to pixel If , then also has a match in
the th view. In this case, the average luminance of
pixels and is assigned to pixel Otherwise, if
the luminance of pixel is assigned to pixel
Stage 2 (Optional Use of R–L Occlusions): If the – oc-
clusion information is also available, estimated as discussed
in Section II-E, it may be used to improve the reconstruction
of the areas that are occluded in the left view. Speciﬁcally,
let be the state of an occluded pixel in the th
view. Clearly, in this case, the pixel has matches only
in the last views, namely, Therefore, if
the corresponding vector may not be used in
the reconstruction process of The same holds if
except for the special case when:
In all other cases:
a) we determine a corresponding pixel in the interme-
diate view using (16):
b) we assign the luminance of pixel to pixel further-
more, the disparity vector between and is
assigned to pixel
Stage 3: Pixels in the intermediate view, for which no
luminance value was assigned during Stages 1 and 2 (“holes”),
are handled in this stage. A disparity value is assigned to these
pixels using a disparity interpolation procedure between theGRAMMALIDIS AND STRINTZIS: DISPARITY AND OCCLUSION ESTIMATION 337
(a)
(b)
Fig. 14. (a), (b) Reconstructed intermediate view (second viewpoint) and
corresponding error image using only the initial disparity ﬁeld (without
analyzing occluded areas).
two nearest available disparity vectors or on the same
scan line. More speciﬁcally, let and be the two nearest
neighbors on the same scan line, to the left and to the right of ,
respectively, with respective disparities assigned
during Stage 1. Then, the disparity value that is assigned
to pixel is
where
The disparity speciﬁes the location of a corresponding
pixel in whose luminance is then assigned to In a similar
way, a luminance value from may be assigned to if the
two nearest neighbors are found on the same scan line where
disparity values have been assigned during Stage 2.
B. Lossless Coding of Disparity and Occlusion Information
Due to the constraints imposed in the dynamic programming
algorithm, each scan line of the disparity map contains seg-
(a)
(b)
Fig. 15. (a), (b) Reconstructed intermediate view (second viewpoint) and
corresponding error image using the reﬁned L–R disparity ﬁeld by using
Algorithm 3 in the occluded areas.
ments with constant disparity. For this reason, efﬁcient coding
of this disparity map may be achieved using classical meth-
ods such as DPCM followed by entropy coding procedures.
Similar coding procedures may be used for the coding of state
information.
We have applied DPCM and arithmetic coding [22] for the
lossless coding of the disparity and state maps. If Algorithm
1 is used to obtain the occlusion information for the left or
the right view, no additional information needs to be coded.
However, if Algorithm 2 is used, transmission of additional
disparity ﬁelds is required, while Algorithm 3 requires the
additional transmission of disparity and state information
specifying the disparity and state of each occluded pixel in
the ﬁrst or the last view.
Results obtained using four typical coding conﬁgurations,
corresponding to different bit-rate requirements, are presented
in Table I.
1) The ﬁrst row corresponds to the simple mode where a
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TABLE I
LOSSLESS CODING OF DISPARITY AND STATE MAPS USING DPCM FOLLOWED BY
ARITHMETIC CODING;A VERAGE BIT RATES USING SIX CONSECUTIVE FRAMES ARE SHOWN
TABLE II
LOSSY CODING A SEQUENCE OF SIX L–R
FIELDS USING 2-D MOTION COMPENSATION
Results with and without error transmission are presented. The ﬁrst
disparity ﬁeld is coded losslessly, requiring 0.875 bpp. Compared to totally
lossless transmission of all ﬁelds, the corresponding loss of quality in the
reconstruction of the intermediate images is about 0.1 dB. The reﬁned L–R
disparity/occlusion ﬁeld using Algorithm 3 was used, and the state information
was coded losslessly.
TABLE III
LOSSY CODING OF L–R FIELDS USING MPEG CODING
ON A SEQUENCE OF DISPARITY FIELDS AND STATE MAPS
Compared to totally lossless transmission of all ﬁelds, the corresponding
loss of quality in the reconstruction of the intermediate images is about 0.4
dB. The reﬁned L–R disparity/occlusion ﬁeld using Algorithm 3 was used,
and the state information was coded losslessly.
this case, the state map is binary, and the decoder may
use Algorithm 1 to obtain the reﬁned disparity ﬁeld.
2) In the second row, additional – disparity and oc-
clusion information is obtained at the encoder using
Algorithm 3. Among several coding alternatives, the
following method gave best results: for each occluded
pixel in the ﬁrst view, the disparity and state value are
used to deﬁne two separate bit streams. DPCM and
arithmetic coding are then used to further reduce the
size of these two bit streams. The resulting information
is added to that described in 1).
TABLE IV
LOSSY CODING OF L–R FIELD USING 3-D MOTION COMPENSATION
No bit rate was allocated for error transmission since the results were
satisfactory. The ﬁrst disparity ﬁeld was coded losslessly, requiring 0.875
bpp. Compared to totally lossless transmission of all ﬁelds, the corresponding
loss of quality in the reconstruction of the intermediate images is only 0.05
dB. The reﬁned L–R disparity/occlusion ﬁeld using Algorithm 3 was used,
and the state information was losslessly coded.
3) The third possible conﬁguration requires the additional
transmission of – disparity and occlusion information
obtained using the equivalent of Algorithm 3 for the
– disparity ﬁeld. In this case, a binary – state
map is initially coded. Then, the disparity and state
information corresponding to each – occluded pixel
is coded as in 2).
4) As discussed in Section II-E, an – disparity ﬁeld
which is consistent with the coded – ﬁeld may be
recovered using (13). Therefore, if – disparity and
occlusion information is losslessly coded, then the binary
– occlusion map may be immediately identiﬁed. Us-
ing this technique, a noticeable reduction in the required
bit rate is achieved, compared to 3), as seen in the
fourth row of Table I. However, a drawback of this
strategy is its strict requirement of lossless coding of
– disparity and occlusion information which cannot
be compromised. By contrast, the ﬁrst three of the
above strategies are fully adaptable to the use of lossy
techniques such as described in the ensuing sections.
If the method for simultaneous detection and labeling of
occluded regions, described in Section II-D is used, then an
alternative coding method based on directional labeling may
be applied. Speciﬁcally, each transition illustrated in Fig. 8(a),
(b) is labeled by a unique label. If the labels corresponding
to each state transition along a scan line are available to the
decoder, then both disparity and state information in the entireGRAMMALIDIS AND STRINTZIS: DISPARITY AND OCCLUSION ESTIMATION 339
TABLE V
COMPARISON OF FRAME INTERPOLATION RESULTS FOR “CLAUDE”: RECONSTRUCTION OF SECOND VIEWPOINT USING ALGORITHM 1
TABLE VI
COMPARISON OF FRAME INTERPOLATION RESULTS FOR “CLAUDE”: RECONSTRUCTION OF SECOND VIEWPOINT USING ALGORITHM 3
scan line may be simultaneously recovered. As seen from
Fig. 8(a), three labels sufﬁce to code every possible transition
from any state Similarly, from Fig. 8(b), two labels
are required to label all possible transitions if the current
state is Therefore, in all cases, three labels sufﬁce to
code every possible transition. Thus, the disparity and state
information corresponding to the optimal path is coded as
a sequence of labels, that may be further compressed using
entropy coding. The average bit rate for the lossless coding of
the – disparity ﬁeld and – occlusion map for the ﬁrst
six frames of “Claude” using this approach is 0.882 bpp.
C. Interframe Disparity Coding Using
2-D Motion Compensation
A lossy coding approach using motion to predict a disparity
ﬁeld from previously coded disparity ﬁelds [4], [5] was also
examined. Accurate state identiﬁcation is necessary for the
correct interpretation of the corresponding disparity value.
Therefore, the state information was coded losslessly.
Under the working assumption that the motion of all ob-
jects in the scene is parallel to the projection plane, a two-
dimensional (2-D) motion compensation procedure is used for
the coding of a sequence of disparity ﬁelds. If the 2-D motion
ﬁeld is available as a byproduct of intensity coding, e.g., when
using MPEG, an MPEG-like scheme for the coding of disparity
values is employed, with the initial disparity ﬁeld transmitted
losslessly and the subsequent disparity ﬁelds obtained using
block-based 2-D motion compensation and error transmission.
More speciﬁcally, if denotes the 2-D
motion vector for the block containing estimated
from the left channel, – disparity compensation is provided
by the relation
(19)
and similarly in the case of – disparity compensation,
(20)
where is the 2-D motion vector for the
block containing estimated from the right channel.
If such motion information is already available from the
coding of the luminance channels, no bit-rate overhead is
required for this prediction. DCT and Huffman coding may
be optionally used for the coding of the disparity prediction
error Results with and without error
transmission are shown in Table II.
Alternately, the sequence of disparity ﬁelds may be directly
coded using an MPEG encoder and transmitted. This neces-
sitates the use of additional coder equipment and additional
bit rate for the full transmission of the sequence of disparity
ﬁelds. Experimental results are shown in Table III.
D. Interframe Disparity Coding Using
3-D Motion Compensation
If an object-based coder such as described in [9] is used
for the coding of the ﬁrst (leftmost) channel sequence, the
transmitted object outlines and 3-D motion parameters may
be used for coding disparity maps as well as intensity images.
Speciﬁcally, if are the coordinates of a point at
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(a)
(b)
Fig. 16. (a), (b) Reconstructed intermediate view (second viewpoint) and
corresponding error image using the reﬁned L–R and R–L disparity ﬁeld by
using Algorithm 3 and its equivalent in the occluded areas in the left and
right images, respectively.
time instant are given by
(21)
where three translational and three rotational
parameters describe the motion of the underlying
object. The disparity ﬁeld is evaluated from (3) for
(22)
Since corresponds to the previously
estimated depth at the image projection of at time
instant (21) and (1) yield
(23)
(a)
(b)
Fig. 17. (a), (b) Reconstructed intermediate view (second viewpoint) and
corresponding error image using the reﬁned L–R and R–L disparity ﬁeld by
using Algorithm 1 and its equivalent in the occluded areas in the left and
right images, respectively.
where the coordinates of a point in the time instant
are given by
(24)
and
(25)
In terms of disparity, by using (22), (23) is rewritten as
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(a)
(b)
Fig. 18. (a), (b) Reconstructed intermediate view (third viewpoint) and
corresponding error image using the reﬁned L–R and R–L disparity ﬁeld
by using Algorithm 3 and its equivalent in the occluded areas in the left and
right images, respectively.
where is the disparity corresponding to point at
the previous time instant.
In this way, an MPEG-like sequence is formulated with
full disparity map transmission at the beginning of each group
of six frames. The disparity information corresponding to the
ﬁrst frame of the image sequence is transmitted losslessly. A
prediction of the current disparity ﬁeld is then formed, from
(26), using the previous in time disparity ﬁeld along with the
3-D motion parameters. Due to the ﬂoating-point format of
the 3-D motion parameters, the mapping from time instant
to may point to positions outside the sampling grid of
the frame. Furthermore, disparity prediction is impossible for
pixels previously occluded. Therefore, a linear interpolation
procedure of the disparity values from the nearest pixels in the
same scan line was used to assign disparity values to the entire
pixel grid. Table IV presents coding results using 3-D motion
compensation. The state information is losslessly transmitted,
as in the 2-D case. As seen, the results are superior to those
(a)
(b)
Fig. 19. Disparity estimation using simultaneous occlusion detection and
labeling [19]. (a) L–R Disparity ﬁeld. (b) State map.
achieved in the 2-D case; thus, coding of the error disparity
ﬁeld was not used in this case.
IV. EXPERIMENTAL RESULTS
Results were obtained using the four-view sequence
“Claude-3”.1 The geometry of the camera conﬁguration is as
described in Section II-A, the baselines between consecutive
views are equal, and the optical axes are approximately
parallel. In this sequence, the disparity between the ﬁrst and
the fourth views is about 40 pixels in the background and
about 0 in the foreground. Fig. 10(a) and (b) shows the –
and – disparity ﬁelds resulting after the initial disparity
estimation stage, before reﬁning the estimation in occluded
areas. Occluded regions are shown in black. For the sake of
comparison, in Fig. 10(c) and (d), the disparity ﬁeld obtained
by the two-view dynamic programming algorithm, using only
the ﬁrst and the fourth views, is presented.
1This sequence was provided by Thompson Broadcast Systems for the
RACE Project 2045 DISTIMA and the ACTS 092 Project PANORAMA.342 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 8, NO. 3, JUNE 1998
TABLE VII
COMPARISON OF FRAME INTERPOLATION RESULTS FOR “CLAUDE”U SING ONLY THE
FIRST THREE CAMERAS:R ECONSTRUCTION OF SECOND VIEWPOINT USING ALGORITHM 1
TABLE VIII
COMPARISON OF FRAME INTERPOLATION RESULTS FOR “CLAUDE”U SING ONLY THE
FIRST THREE CAMERAS:R ECONSTRUCTION OF SECOND VIEWPOINT USING ALGORITHM 3
Fig. 20. Reconstructed intermediate second view using disparity estimation
with simultaneous occlusion detection and labeling [19].
The effect of the choice of is illustrated in Fig. 10(c)
and (d). When a small value is used [Fig. 10(c)], the disparity
estimation is accurate, but the occluded areas detected are
larger than in reality. The use of a large value [Fig. 10(d)]
reduces the size of the occluded areas detected, producing,
however, signiﬁcant disparity estimation errors (notice, in
particular, the shoulder area). In the four-view-based algo-
rithm [Fig. 10(a)], the errors are considerably reduced since
information from the two intermediate views is also exploited.
The reﬁning of occluded areas using Algorithm 3 is illus-
trated in Fig. 11(a) and (b), where the resulting – disparity
ﬁeld and the corresponding state map are shown. The state
map resulting when applying the occlusion labeling procedure
of Algorithm 1 (Section II-C), is shown in Fig. 12. In this
case, each occluded segment was divided in three equal parts,
corresponding to states 3, 2, 1, respectively. Results of an
alternative technique presented in [4] and [5] are shown in
Fig. 13. This algorithm uses a hierarchical disparity estimation
technique based on dynamic programming to minimize the
displacement frame difference (DFD) between the two extreme
views. The occlusions are estimated at a postprocessing step
based on the estimated – and – disparity vector ﬁelds.
The – and – disparity ﬁelds, as well as the occluded
points corresponding to the left and right views are shown.
A drawback of this technique is that the algorithm must be
executed twice (instead of once) to estimate the two ﬁelds
and the two occlusion maps. Also, the iterative occlusion
estimation technique used is less ﬂexible, and leads to many
erroneous occlusion detections.
Figs. 14–16 present the intermediate images and corre-
sponding error images for the second view reconstructed
using the proposed interpolation techniques. In Fig. 14, only
the – disparity ﬁeld is used, while in Fig. 15, the errors
corresponding to points in the ﬁrst image that are occluded
in the fourth image are eliminated using Algorithm 3. Fig. 16
shows the best result, obtained by the reﬁned disparity ﬁeld
after the labeling of occluded areas in both the ﬁrst and the
fourth views using Algorithm 3.
Fig. 17 presents results similar to those in Fig. 16 when
Algorithm 1 is used. As seen, signiﬁcant errors occur at
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detected occluded segments in this region are larger than
in reality. Therefore, the simple segment division used in
Algorithm 1 produces signiﬁcant errors that may be eliminated
by using Algorithm 3. This is corroborated by the numerical
evaluation presented in Tables V and VI for Algorithms 1
and 3, respectively. In these tables, the effectiveness of the
different compensation approaches involved when using one
of these algorithms is demonstrated.
In Fig. 18, an intermediate view and the corresponding error
image generated from the third viewpoint using the reﬁned
– and – disparity ﬁelds is illustrated. In this particular
case, Algorithm 3 and its equivalent are used for the labeling
of the occluded areas in the left and right images.
For reasons of comparison, in Fig. 19(a) and (b) the dis-
parity ﬁeld and corresponding state map obtained using the
simultaneous occlusion detection and labeling, described in
Section II-D, are presented. As seen, the obtained disparity
map is quite accurate. However, the labeling of the occluded
areas, although close to what is expected, is not perfectly
accurate. This is mostly due to the fact that the method in
Section II-D imposes relaxed constraints on state transitions,
while strict requirements are imposed by the methods dis-
cussed in Section II-C. Fig. 20 presents an interpolated image
obtained using these disparity and state maps.
Tables VII and VIII present results from the intermediate
view generation when the ﬁrst three views from the four-view
“Claude” sequence are used to represent a trinocular system.
In other words, the ﬁrst and the third views with the disparity
ﬁelds and occlusion maps are used to generate at the receiver a
view corresponding to that of the second camera. As expected,
and as shown by these tables, the closer proximity of cameras
1 and 3 to camera 2 leads to better results than those reported
in Tables V and VI. As seen by the same tables, the results
of Algorithm 3 still remain slightly superior to the results of
Algorithm 1, even though the differences between the two are
smaller in this case.
V. CONCLUSIONS
A dynamic programming algorithm was presented for the
estimation of disparity ﬁelds and detection of occluded regions
in a multiview image sequence. A multiview matching cost
was used and geometric constraints were imposed, resulting
in improved disparity and occlusion estimation compared to
two-view-based techniques. Another signiﬁcant advantage of
the proposed approach is that the exact number of views in
which each point is (or is not) occluded can be determined. A
method to generate intermediate images based on the available
disparity ﬁelds and occlusion maps is then proposed. When
occlusion labeling information is available, the quality of the
generated images at occluded regions is seen to improve;
hence, the proposed approach is particularly well suited for
scenes containing large occluded parts.
The problem of encoding disparity and occlusion infor-
mation is then addressed. Four different lossless coding op-
tions are examined based on DPCM and arithmetic coding.
Such techniques are very efﬁcient, particularly when the
disparity ﬁeld, a binary occlusion map, and the additional
information for occluded regions are coded independently.
Interframe disparity coding techniques are then considered,
based on 2-D or 3-D motion compensation. Such techniques
lead to signiﬁcant bit-rate reduction, especially since motion
information is usually available as a byproduct of intensity
coding. In the above schemes, the occlusion information
occupies a considerable portion of the bit-rate. This is due
to the requirement that the occlusion information be losslessly
coded for each frame in order to avoid miscalculation of the
corresponding disparity values.
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