Abstract. Let u(x, t) = (S Ω f)(x, t) be the solution of the general dispersive initial value problem:
Introduction
The initial value problem (IVP) for the free Schrödinger equation
has the formal solution u(x, t) = (Sf )(x, t) = (2π) −n R n e ix·ξ e it|ξ| 2f (ξ) dξ,
is the Fourier trnasform of the initial data f of (1.1). In order to obtain sufficient and (almost) necessary conditions for the almost everywhere convergence of the solution u(x, t) to the initial data, L. Carleson ([5] ) posed the question of finding minimal regularity required of f such that the local maximal operator
is locally integrable.
This problem is completely solved in the one-dimensional case (of the spatial variable) (cf. [11] , [12] ), however, in the higher dimensional case, the problem is still largely open, although a considerable number of partial results are available ( [3] , [4] , [19] , [28] ).
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A natural generalization of Carleson's problem is to replace in (1.1) the Laplacian ∆ by a general differential operator of constant coefficients in the spatial variables and then find minimal regularity for the associated local (and global) maximal function (cf. (1.2) ). This problem was studied in a number of papers by various authors, but specifically by C. E. Kenig, G. Ponce and L. Vega ([12] ).
Let D = −i∇ = −i(∂ x1 , ∂ x2 , . . . , ∂ xn ), then the general dispersive initial value problem (GDIVP) 
|(S Ω f)(x, t)|, f ∈ S(R)
n .
In this paper we establish sharp images in terms of weight functions w and indices p and s, such that, for general smooth phase functions Ω the inequality is the usual norm of the Sobolev spaces H s (R n ), and S (R n ) the dual space of the Schwartz class S(R n ) ( [10] , [25] ). In particular we consider estimates (1.5), primarily with p = 2 and w(x) = |x| −a (1 + |x|) −b , a ≥ 0, b ≥ 0, for a number of general phase functions Ω. In case Ω is a polynomial of principal type we obtain sharp estimates in terms of a and s for p = 2 (Theorem 3.3). If Ω is a real homogeneous polynomial such that |∇Ω| has finitely many regular zeroes on S n−1 , the unit sphere in R n , then again sharp estimates with p ≥ 2 are proved (Theorem 3.4, Proposition 3.2). These main results complement the work of Kenig, Ponce and Vega (cf. [12, Thm. 4.1] ) and are given in Section 3.
In Section 4 we illustrate the results by providing various specific phase functions to which our results are applicable. For example in Proposition 4.1, 4, the phase function Ω given by Ω(ξ)(
m ξ n , m ≥ 1, an integer, is such that |∇Ω| 2 is not elliptic, yet a sharp estimate of the form (1.5) holds.
Of course, if Ω(ξ) = |ξ| 2 or Ω(ξ) = |ξ| 3 , with n = 1, then the GDIVP (1.3) reduces to the free Schrödinger equation, respectively, to the linear version of the KdV equation
Hence the case Ω(ξ) = |ξ| d , d > 0, is of special interest and sharp indices for the global maximal operator, denoted by S * * d in this case, are proved. These results are contained in Section 4 and extend and complement those given in [4] , [12] , [20] , [21] , [22] .
We begin in the next section with a number of technical results needed in the sequel, some of which may be of independent interest.
As is usual, inequalities (such as (1.5)) are interpreted in the sense that if the right side is finite, so is the left side, and the inequality holds. Also, we write P ∼ = Q, if P/Q is bounded above and below by positive constants, and if E is a set (in R n ), then E c denotes the complement of E, |E| its Lebesgue measure and χ E is the characteristic function of E. Other notation are introduced as they occur.
Preliminary results
Now a number of preliminary results are given which are required in the sequel. The first is a weighted Fourier inequality involving radial weight functions on R n , n > 1.
There is a constant C > 0 independent of f such that the inequality 
where 1/K is the nth root of the volume of the unit ball in R n . Now, if a ≥ n, the left integral of (2.2) diverges and hence we require a < n. Next, if s > 0 is large, then 
where C, C 1 , C 2 , are some positive constants. Hence if the supremum (2.2) is finite, then for n = 2s 0 ,
Thus the necessity part is proved.
To prove sufficiency, assume s 0 ≥ n(1/2 − 1/p) + a/p, a < n and write for s > 0
In order to show that (2.2) is satisfied it suffices to show (due to the continuity of F and G) that both
But since s 0 ≥ n(1/2 − 1/p) + a/p, the necessity part just proved shows that
If s > 0 is small, then
This proves the lemma. . Let Y be a spherical harmonic of order k on the unit n-sphere in R n , then
Here x , ξ ∈ S n−1 , J (n+2k−2)/2 (s) the Bessel function of order (n + 2k − 2)/2 and dσ the surface measure on S n−1 .
one can estimate the right side of (2.6) by C(k + n/2) −γ ≤ C. (2.5) follows directly from [32, p. 176] . The next two lemmas are Plancherel-type estimates for (S Ω f ) (x, ·), the Fourier transform of (S Ω f )(x, t) with respect to t, where Ω are certain phase functions. These technical results are essential in the proof of the main theorems of the next section.
holds.
Proof. We shall prove the result for ϕ (t) > 0 only, since the argument for the case ϕ (t) < 0 is identical. Let g ∈ S(R), and A = lim t→0+ ϕ(t), B = lim t→+∞ ϕ(t), then an interchange of order of integration, justified by Fubini's theorem, a change to polar coordinates and a change of variables yields
Hence (S Ω f ) (x, ·)(s) exists as a tempered distribution and is equal to Substituting this expression into the left side of (2.7) yields
where the formal calculations are clearly justified. Next, we estimate the inner integrals. Let H (k) n denote the vector space of spherical harmonics of order k on
with a =f (rξ ), b = e −ir|x|(x ·ξ ) , and we obtain
But by Lemma 2.2, this is equal to
Hence a change to polar coordinates shows that 10) where the last inequality follows from (2.4). Substituting (2.10) into (2.8) and using (2.9), it follows that the left side of (2.7) is dominated by
The last equality is obtained from Plancherel's theorem
and a change from polar coordinates. Thus Lemma 2.4 is proved.
In the sequel
and we write S Ω,R n = S Ω . Moreover as in the previous lemma (S Ω,D f ) (x, ·) denotes the Fourier transform of (S Ω,D f )(x, t) in the t variable.
(ii) There exists a positive integer N and a measurable set E ⊂ R n−1 with (n − 1)-dimensional Lebesgue measure equal to zero, such that, for every τ and every
Proof. (I) Let ξ 0 be any fixed point of D, then ∇Ω(ξ 0 ) = 0 and hence there exists
Now define a mapping T (k) on the ball B 1 (ξ 0 ) as follows:
Hence by the Implicit Function Theorem, there exists an open ball B(ξ 0 ) centered at ξ 0 , such that 
Extend the domain of definition of
k,l , where α is any fixed real number. Then we obtain a mapping, denoted by S
Finally, let ξ * be an arbitrary fixed point of D and define another mapping S
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and therefore
(2.13)
Making the change of variables
and writing
Therefore by (2.13)
where
Here the interchange of integration and summation follows from Fubini's theorem since
But ϕ ∈ S(R) is arbitrary and therefore
where the interchange of summation and integration here is clearly satisfied. Write (2.14) and using the obvious inequality,
By Lemma 2.1 with b = 0 and s 0 = a/2, this is dominated by
where the last inequality follows from the fact that
which in turn follows from hypothesis (ii).
and hence the right side of (2.15) is less than or equal to
Substituting (2.15) and (2.16) into (2.14), we get
This proves the first part of the lemma. To prove (II), observe that the proof of Part (I) required assumption (ii) only in the proof of the estimate (2.15). But if Ω is a non-constant polynomial, the terms in the sum of the integrand of (2.15) do not exceed the degree of Ω and hence the inequality (2.15) is obviously satisfied. The remaining argument of the proof is then identical to that of (I).
Remark 2.1. If in Lemma 2.5, D = R n , 0 < δ < 1, a 1 = 1−δ, b 1 = 2δ, 0 ≤ a < n−1, and s 0 ∈ R, then the inequality (2.11) can be reformulated as
If Ω is a radial function, then (2.7) of Lemma 2.4 shows that this estimate holds with δ = 0, however a may not be zero in this case. Hence for 0 < a < n − 1, the case where Ω is radial may be viewed as the limiting case of the non-radial case.
Main results
In
holds for f ∈ S(R n ). The main objective of this section is to extend the estimate (3.1) to the maximal operator S * * Ω , where Ω is a general phase function. Specifically we shall establish estimates of the type
where a ≥ 0, b ≥ 0, s ≥ 0 and Ω are continuously differentiable functions on R n \{0}. The first theorem in this direction considers the case where Ω is radial and has polynomial growth. Recall that a function ϕ has polynomial growth if |ϕ(t)| ≤ C(1 + t) m , t > 0, where m > 0 is an integer. 
holds for f ∈ S(R n ).
Proof. Fix f ∈ S(R n ) and assume |ϕ(|ξ|)| ≤ C(1 + |ξ|) m , ξ ∈ R n . Let ε 1 = ε/m, and s 0 = 1/2 + ε 1 , then by Lemma 2.4
.
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But since
It follows from (3.4) and Hölder's inequality that
. Therefore by Hölder's inequality
, and since the first integral is finite, we obtain on integrating that the left side of (3.3) is dominated by (3.4) . Hence the result follows.
If Ω is not necessarily radial, but still has polynomial growth one has 
Proof. The proof is similar to that of Theorem 3.1 and is given for completeness only. Fix f ∈ S(R n ) and assume the right side of (3.5) is finite. Since Ω has polynomial growth, let |Ω(ξ)| ≤ C (1 + |ξ|) m , ξ ∈ D, and ε 1 = ε/m, s 0 = 1/2 + ε 1 .
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Then Lemma 2.5 yields
Fubini's theorem and (3.6) shows that for almost all x ∈ R n ,
As in the proof of Theorem 3.1,
and integrating with respect to 1 |x| a+a 1 (1+|x|) b 1 and applying (3.6), the result follows. It is not difficult to see from this proof that the integral on the right of (3.5) can be replaced by
, where s 0 > 1/2.
Before proving the first main result we need a lemma. 
Proof. Since
But since Proof. Since P k are homogeneous of order k, it follows that |∇P k | are homogeneous functions of order k − 1. Hence there exist constants
Combining these estimates yields for |ξ| > R
Let B(R) = {ξ; |ξ| ≤ R}, and B c (R) its complement, then clearly
By Lemma 3.1
so it remains to show that for s > a/2, 0 < a < n, and b > 0 with a + b > n,
for then the positive result follows from Minkowski's inequality. From Theorem 3.2, it follows that for 0 ≤ a < n − 1, 0 ≤ a 1 < 1, b 1 > 0 with a 1 + b 1 > 1 and ε > 0,
Applying (3.8), (3.9), the last integral is dominated by
Choosing a 1 and b 1 so that (1 − a 1 )/2 + ε is small, (3.10) follows with a + a 1 replaced by a.
To show that (3.2) fails if s < a/2, observe first that
where the last equality is the Fourier inversion theorem. Suppose (3.2) holds for f ∈ S(R n ), then substituting the last estimate into (3.2), we obtain
, which is equivalent (via the inverse Fourier transform) to
But by Lemma 2.1, with p = 2, this inequality holds if and only if s ≥ a/2, i.e. If Ω is a real homogeneous polynomial of principal type, then |∇Ω| 2 is an elliptic homogeneous polynomial and hence has no zeros on the unit sphere S n−1 in R n . If Ω is a real homogeneous polynomial but not of principal type, then |∇Ω| has zeros on the unit sphere S n−1 . In this case sharp estimates of the form (3.2) can still be proved provided the zeros of |∇Ω| on S n−1 are of regular type. Let g be a continuous function on S n−1 , such that g(ξ 0 ) = 0. If θ is the angle between ξ 0 and ξ , ξ ∈ S n−1 , then ξ 0 is called a regular zero of order β, if Proof. We may assume that |∇Ω| has only one zero, since a repetition of the proof yields the general case.
Without loss of generality, assume also that the only zero of |∇Ω| on the unit sphere S n−1 is ξ N = (0, 0, . . . , 0, 1) and that ξ N is of regular type with order m * ≤ (1 − 1/n)m.
Let k ≥ 1 be fixed and define θ k and A k by
where θ is the angle between ξ N and ξ , that is, ξ N · ξ = cos θ. Clearly (3.12) and define
(3.14)
We shall estimate S * * Ω,B , S * *
separately. First, we show that B has finite Lebesgue measure. To prove this, introduce polar coordinates on S n−1 as follows:
Let the surface measure on S n−1 be denoted by dσ n−1 , then it follows from (3.11) that
where |S n−2 | is the surface area of S n−2 and C > 0 is independent of k. Therefore 16) where C > 0 is independent of k. Since Ω is homogeneous, Euler's equation ∇Ω(ξ) · ξ = nΩ(ξ) holds, and hence n|Ω(ξ)| = |∇Ω(ξ) · ξ| ≤ |ξ| |∇Ω(ξ)|, that is,
From this, (3.16) and the assumption m
Applying Theorem 3.2 with
, where δ > 0. Arguing as in the proof of Theorem 3.3, there exists a constant C > 0 independent of f , such that for 1 < a < n, b > 0, with a + b > n and s > a/2
and again by homogeneity of Ω,
By Theorem 3.2, for ε > 0, 0 < a 1 < 1, b 1 > 0, with a 1 + b 1 > 1, and 0 ≤ a < n − 1, there exists a constant C > 0 independent of f ∈ S(R n ), such that
Arguing again as in the proof of Theorem 3.3, it follows that for 1 < a < n, b > 0, with a+b > n and s > a/2, there exists a constant C > 0 independent of f ∈ S(R n ), such that
Minkowski's inequality and (3.18), (3.17), (3.15) imply the result for s > a/2.
The proof that (3.2) fails for s < a/2, is identical to that of Theorem 3.3 and hence omitted.
Proof. The proof is similar to that of Theorem 3.3.
If B = {ξ; |ξ| ≤ t 0 } and B c its complement, then by Lemma 3.1, for 0 < a < n, b > 0, with a + b > n and s > 0,
If for 1 < a < n, b > 0, with a + b > n and s > a/2, (3.19) holds, the result for s > a/2 follows via Minkowski's inequality.
The properties of ϕ imply that
and hence by Theorem 3.2, for 0 < a 1 < 1,
Arguing as in the proof of Theorem 3.3, we obtain (3.19). If s < a/2, the result fails as was shown in the proof of Theorem 3.3.
Proposition 3.2.
Let n ≥ 2, and suppose Ω satisfies the conditions of any one of the Theorems 3.3, 3.4, or Proposition 3.1. Then for p > 2, and f ∈ S(R n ), 
, where
s1 . On the other hand, for s 2 = n/2 + ε, it follows from Schwartz's inequality that
and with f replaced by F −1 f this is equivalent to (S * * 
with s = (a/2 + ε)(2/p) + (n/2 + ε)(1 − 2/p) = n(1/2 − 1/p) + a/p + ε. Hence the first part is proved.
Conversely if (3.20) is assumed to hold for f ∈ S(R n ), then as in the proof of Theorem 3.3, 
But this inequality holds if and only if

2.
Let Proofs. 1. Let deg Ω = k, and denote the real and imaginary parts of the complex polynomial z
and Q k (ξ 1 , ξ 2 ) respectively. Then there exist two real constants A k and B k , not both equal to 0, such that Ω( [25, Ch. 4] ). Hence from the Cauchy-Riemann equations,
and
it follows that
That is, |∇Ω| 2 is an elliptic polynomial and therefore the conclusion follows. 2. From the homogeneity of Ω, it suffices to show that |∇Ω(ξ)| 2 has no zeros on the unit circle in R 2 . Suppose to the contrary that |∇Ω(ξ)| 2 has zeroes on the unit circle in R 2 , then for some ξ 1 , ξ 2 , ξ 
and 
4m−2 = −1. This is impossible and hence |∇Ω(ξ 1 , ξ 2 )| 2 is an elliptic polynomial.
3. We prove the ellipticity of |∇Ω 2 | 2 only since the proof for |∇Ω 1 | 2 is completely analogous. For this it suffices to show that |∇Ω 2 | 2 has no zeros on the unit sphere S n−1 in R n . Assume to the contrary that for some ξ ∈ S n−1 , |∇Ω(ξ)| = 0. Since
(4.1)
Assuming that |ξ| = 1 and |∇Ω(ξ)| 2 = 0, that is,
n−1 = 0 and therefore ξ 1 = ξ 2 = ξ 3 = · · · = ξ n−1 = 0 and ξ n = ±1. Hence |∇Ω| has two zeros, on the unit sphere S n−1 , say
To show that ξ N is a regular zero of order 2m − 1, let the polar coordinates on S n−1 be defined by
where θ 1 is the angle between the position vector ξ = (ξ 1 , ξ 2 , . . . , ξ n ) and the positive ξ n coordinate axis. By (4.1) one obtains on S n−1
and hence ξ N is a regular zero of |∇Ω| of order 2m − 1. The proof that ξ S is a regular zero of order 2m − 1 follows by symmetry. In order that Theorem 3.4 applies, the order of the regular zeros should not be larger than (1 − 1 n ) times the order of Ω. That is, 2m − 1 ≤ (1 − 1/n)(2m + 1) or m ≤ n − 1, which was assumed. 
Whether the index d/2 is sharp seems not to be known. However, if a power weight on the range space of the operator is introduced, then the next theorem shows that a sharp estimate can be given. In fact such a result holds even for the global maximal operator S * *
holds for s > a/2 and fails for s < a/2.
With Ω(ξ) = ϕ(|ξ|), the conditions of Theorem 3.1 are satisfied with 0 < a − 1 < n − 1. Hence for ε > 0, there exists a constant C > 0 independent of f ∈ S(R n ) such that
This proves the first part of the theorem. The failure of (4.2) for s < a/2 follows from Lemma 2.1 as before (cf. Theorem 3.3).
Note that with 1 < a = d < n, (4.2) has the form The negative result can be proved via the same method used in the proof of Theorem 3.3.
Note that if ∆ is the Laplacian, then by Plancherel's theorem This proves the proposition.
