Abstract. The segmentation of liver lesions is crucial for detection, diagnosis and monitoring progression of liver cancer. However, design of accurate automated methods remains challenging due to high noise in CT scans, low contrast between liver and lesions, as well as large lesion variability. We propose a 3D automatic, unsupervised method for liver lesions segmentation using a phase separation approach. It is assumed that liver is a mixture of two phases: healthy liver and lesions, represented by different image intensities polluted by noise. The Cahn-Hilliard equation is used to remove the noise and separate the mixture into two distinct phases with well-defined interfaces. This simplifies the lesion detection and segmentation task drastically and enables to segment liver lesions by thresholding the Cahn-Hilliard solution. The method was tested on 3Dircadb and LITS dataset.
Introduction
Liver is one of the most common cancer sites, including primary tumours like hepatocellular carcinoma and metastatic tumours that have spread from the breast, colon and prostate. Computer tomography (CT) is routinely used to detect and evaluate treatment response of liver lesions. In clinical practise, liver lesions are segmented by manual or semi-manual methods. However, these are time consuming and subjective, with an intra-and interobserver variability up to 11 % in volume difference on liver CT scans [1] . To overcome these difficulties, several semi-automated and automated methods were proposed. Semi-automated methods include support vector machine with affinity constrains propagation [2] , hidden Markov fields [3] , level set methods [4] , sigmoid edge modelling [5] and mathematical morphology [6] . Automated methods include k-means classification [7] , object-based image analysis [8] and convolutional neural networks [9] . An advantage of automated over semiautomated methods is their reproducibility, since they do not require human interactions. Despite significant efforts, the performance of automatic methods remains relatively poor, especially in comparison with segmentation methods for other lesion sites. The main challenges of liver lesion segmentation include high levels of noise, low liver-lesion contrast and variations of image intensities caused by different acquisition protocols, tissue abnormalities such as surgical resection, metal implants and changes due to treatment. For instance, the mean liver CT values of 3Dircadb [10] datasets vary by an order of magnitude, which complicates the use of intensity based methods. Furthermore, a significant variation in lesions shape and structure compromise efficiency of supervised methods. We propose a novel automated unsupervised method for the enhancement and segmentation of hypointense lesions in liver CT scans via phase field separation. In chemistry, phase separation is a mechanism in which a mixture of two components separates into distinct phases with different chemical compositions. The Cahn-Hilliard equation is a partial differential equation that describes phase separation driven by gradients in chemical potentials [11] . We consider liver CT as a mixture of two phases, healthy liver and lesions, represented by different image intensities. The Cahn-Hilliard equation is used to remove the noise and separate the mixture into two distinct phases with well defined interface separating the phases. The lesions are then segmented by thresholding the Cahn-Hilliard solution. This approach has several desirable properties: it is 3D, edge preserving and robust to noise, variation of intensities and lesions diversity. In comparison to other edge preserving smoothing methods, including bilateral and image guided filtering or anisotropic diffusion, phase separation is an energy minimisation problem which can be applied to data with different noise or image intensities.
Method
The Cahn-Hilliard equation describes the spatiotemporal evolution of phase separation in a mixed system. Let us assume a system with two phases, A and B. The state of the system at spacial location (x, y, z) ∈ R 3 and time t can be represented by a phase field function (pff) ψ := ψ(x, y, z, t) ∈ [0, 1], with ψ = 1 and ψ = 0 indicating domains of the separated phases. The free energy of the system in a domain Ω can be modelled as [11] 
where f (ψ) is the bulk free-energy density in phases A and B, ε is the prescribed interface thickness and ε 2 2 |∇ψ| 2 is the additional free-energy density at the interfaces between the phases. To ensure a separation in two distinguish phases, it is assumed that f (ψ) is a double-well potential, which can be modelled as
Then phase separation of the system driven by the difference in chemical potentials between the phases can be modelled by the Cahn-Hilliard equations:
where µ is the chemical potential of the system, defined as the variational derivation of the systems free energy. Taking the mobility term M (ψ) = 4f (ψ) inhibits long-range diffusion and tends to preserve the volumes of the individual lesions. The Cahn-Hilliard equation describes the evolution of a system with high energy, represented by mixed phases, to a system with lower energy characterised by the separated phases. In contrast to ill-posted anisotropic diffusion problem [12] , the existence and uniqueness of the Cahn-Hilliard solution is guaranteed by the existence of the free energy (Lyapunov) functional. Details on the derivation and properties of the Cahn-Hilliard equation can be found in [13] . The equation (2) is discretised by finite differences in space and forward Euler in time. It is implemented in a multi-resolution adapted grid solver, a 3D extension of the 2D solver presented in [14] . The adaptive grid approach enables fast evaluation, with typical simulation time around 7 minutes per liver volume with 4 Opteron6174 cores.
Experiments and results
The Cahn-Hilliard separation (CHS) method consists of three main steps: data preprocessing, phase separation and lesions segmentation. The workflow of the CHS method is depicted in Fig.1 .
Data and data preprocessing:
We conducted experiments on training dataset from the Liver Tumor Segmentation Challenge (LITS) [15] , which also includes 3Dircadb data. The LITS datase contains abdominal CT scans acquired at various centres, with different acquisition protocols and resolution. All data are preprocessed in the following way. First, the abdominal CT scan is cropped into a box Ω containing a liver mask χ, (Fig. 1 A) (Fig. 1 B) . To prevent border artefacts, the background of the liver CT is considered as a healthy liver. This is achieved by assigning a liver-like intensity to the phase field function outside the liver, i.e. it is assumed that ψ = 0.55 in Ω \ χ.
Phase separation: The thickness of the liver-lesion interface ε is set to 6 voxels, i.e 3 voxels of smoothening per phase, which is sufficient to smooth out noise but preserve small lesions. Eq. (2), with ψ defined above and no-flux boundary conditions on ∂Ω is evolved in time until the systems energy E ε approaches its minimum (Fig. 2) . In all tests, 700 times steps (iterations) are found to be sufficient to capture changes in the energy. 
converted into a phase field function (PFF) B), is used as initial condition for the Cahn-Hilliard (CH) equation, with the solution shown on C). D) the hard separation of the phases (blue line), is converted into a soft probabilistic segmentation E). F) final hard segmentation (blue) in comparison with the ground truth (GT) (red) F). H) comparison of the GT (red)
and soft segmentation (white-blue colormap) in 3D representation.
1 A), is shown on Fig. 1 C) . The phase separation dynamics removed noise and enhanced the liver-lesion contrast, while preserving the interface. The separation of the phases is also apparent from the image intensity histogram (IIH) of the normalised liver CT before and after the separation (Fig. 3) . The histogram is divided into 255 bins corresponding to the gray scale levels. The spikes visible on the original liver CT histogram are caused by anisotropic data resolution. After the CHS, the originally unimodal liver CT histogram separates into two modes, one for each phase, allowing lesions segmentation by histogram thresholding. In the case of binary system, the separation of the phases is give by ψ = 0.5. However, this is not the case for the heterogeneous liver scan.
Lesions segmentation: Several methods have been proposed for automated histogram separation including the Otsu, Triangle and Isodata methods. However, these methods failed to detect the separation in the case of small lesions. Instead, we propose to compute the separation by detecting local maxima (peaks) of the IIH. The i-th element of the image histogram iih(i), is defined as a peak, if iih(i + 1) − 2 iih(i) + iih(i − 1) < 0. Let p be a vector of the detected peak locations and I(p) the corresponding image intensities. Let p j be the global max- imum of p with intensity I(p j ). Then the peak p k indicating separation between liver-lesion modes is identified by the Algorithm 1. The while-loop in the algorithm ensures a correct histogram separation even if multiple peaks are detected within the liver mode. The separation of lesion (mode 1) and liver (mode 2) is shown in Fig. 3 (right) and the corresponding separation of the Cahn-Hilliard solution at the intensity I 0 = I(p k ) is shown on Fig. 1 D) . However, a single iso-value I 0 might not be optimal for all lesions, especially small lesions might be under segmented. To overcome this issue, the hard interface separation I 0 can be translated into a soft probabilistic one as follows. The phase interface after CHS can be approximated by hyperbolic tangent
Algorithm 1: Histogram separation by detecting local maxima.
The soft probabilistic segmentation (Fig. 1 E) is thresholded to [0. 15, 1] range to obtain the final segmentation (Fig. 1 F) . Figure 1 (G and D) shows a comparison of CHS and the ground truth (GT) segmentation. The interface between liver and lesions is preserved in CHS, which leads to a better lesions delineation compare to the manual segmentation, which tends to over-segment some lesions.
Qualitative results
Figure 4 A) shows the capability of the method to enhance and detect small lesions. In this case the lesion mode in the IIH is less pronounced, nevertheless the correct separation is still detected. Figure 4 B) shows a liver volume with metal implants. Since CHS depends only on difference in image intensities, not the absolute values, presence of the metal artefacts does not influence the segmentation. Furthermore, using the metal implants as landmarks, it can be seen that the liver-lesion interface is preserved. However, segmentation based only on intensity thresholding can not distinguish between lesions and other artefacts with similar intensities, which might appear at the liver border or in regions of liver folding (Fig. 4 C) . Furthermore, the method is not able to detect very small lesions in low resolution data, i.e. small lesions that appear only in 1-2 slices.
Quantitative results
The CHS method was tested on the hypointense lesion from the LITS training set 2. For comparison purposes, the set was divided into two groups: 1) 3Dircadb dataset and 2) the rest of the set, referred to as LITS-hypo. Table 1 shows results of the CHS method in comparison with other automatic methods. High detection rate illustrates the capability of the method to enhance and separate lesions. On the 3Dircadb dataset, the CHS method performed better than the convolutional neural networks [9] . The Dice scores on LITS-hypo test are lower than on 3Dircadb set for two reasons. First, the set contains several very small lesions present only in 1-2 slices. Second, the CHS method depends on the quality of the liver segmentation. Liver foldings and shadows at the liver borders tends to increase the number of false positives. A comparison with other methods on LITS training set is currently not possible, however this set helped to identify weak points of the CHS method. These weaknesses could be addressed by applying a classifier trained to distinguish between lesions and other artefacts. [9] 3Dircadb 0.56 ± 0.27 ----Schweir [8] private ---0.53 0.77 Massoptier [7] private -0.82 0.87 --
