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- ABSTRACT 0 
Several methods have been developed tor providing 
decision rules leading to minimum costs in indus.trial 
activities. In particular, the HMMS model derives a linear 
set of decision rules for production and work force which 
is expected to minimize costs of an operation over a given 
period of time. The level of costs increase as the error 
1n forecasting demand increases. Fluctuation in demand 
causes changes in work force, production rate and inventory 
level. 
.. 
AlthoUgh these changes are required for minimum costs, 
intangible problems grow as these variables,, are allowed to 
1, 
fluctuate with greater variance. Suppose a change 
constraint on production and work force is introduced. 
Additional costs will certainly be incurred. However, 
there may be other benefits which outweigh this increase in 
cost for imposing this restriction. The subject of this 
paper is to derive a feasible method of applying these 
change constraints and examining their effects. 
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Problems involving production, inventory and work 
force in industrial environments have brought about the 
formulation of many mathematical models proposing solu-
tion to these experienced difficulties. These mathemat-
ical models are designed to reduce the uncertainty or the 
l··-1' 
JI 
,, 
/!·'' ' 
1 ii 
.-result of a decision and to optimize a given function. 
l 
--
Optimization 1s achieved by either maximizing or m1n1m1z1ng 
a function of a number of variables subject to certain 
rea.tr1ct1ons. 
In determining a decision rule for the production 
rate and work force of a given industry, three important 
considerations must be made: 
1. What adjustments must be made to production and 
work force to follow fluctuation in orders 
received? 
2. What adjustment must be made to compensate for 
errors in the forecast of orders? 
). How does the current decision affect the rol-
low1ng sequence of deo1s1ons? 
There are three "pure" al ternat1 vea ot coping w1 th ______ _ 
. --
-
--
. tluctuat1on 1n orders: 
1. To adjust the work force by hiring and layoff 
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corre·spond1ng to orders · 
. : 2. To adjust the production rate to fult111 orders 
by working overtime or allowing 1dlet1me with a 
- t eonstant' work force 
I 
.. 
· ). To allow inventory and order backlog to fluctuate · 
while maintaining constant work ~orce and 
production ( 14). 
Each "pure" alternative has certain costs associated 
with it. It can easily be seen that none of these will 
lead to minimum costs. Inste~, some carefully weighted 
combination of these alternatives will lead to a minimum 
cost solution. To achieve minimum cost over a given t1me 
/' period, response to order fluctuations should be made by 
an optimal allocation among inventory level, overtime or 
1dlet1me, hiring and layoff and production rate. 
A decision determining the production rate and asso-
ciated work force required to manufacture the product 1s a 
good or poor dec1s1on depending upon the actual 
during that period as opposed tq the foreeasted demand. 
As the future is forecasted more accurately, the uncer-
tainty of the decision decreases thereby reducing the coat 
oC' the total operation. A knowledge of the error 1n :fore-
casting 1s very helptul in the selection ot a forecasting 
techniq~e. 
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Dec1s1ons must be reviewed-on a periodical basis. At 
. 
this time, the error in forecasting and fluctuation in 
orders must be analyzed. Along with new information, such 
as new forecasts, correction factors must be weighted into 
next period's decision. 
Although the effects of decisions will be reviewed 
" 
, 
' 
·periodically at which time adjustment can be rnade on the 
,. 
basis of new forecasts or resultant fluctuation of orders, 
no one decision can be considered as good or poor. Rather, 
the effect of the time sequence combination of dec1s1ons 
measures the success or failure of the schedule system.· 
The model's reaction to ohanges 1n the variables of the 
production system determines its ability to schedule 
.. -... 
-i 
-\, .. 
production and satisfy orders at a minimum cost. 
Linear programming 1s probably the most popular 
t 
method of determining schedule for allocation to meet ~ ; 
demand. Dantz1g (9) developed the first model which is an 
algorithm for determining a schedule leading to minimum 
costs. Since, many variations have developed such as the 
use or quadratic or, 1n general@ non-linear objective 
functions (6). Along with this, many different methods 
have been developed regarding the solution technique. 
An-alternative approach waa made by Mod1gl1an1 and 
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Bohn who developed a production planning model with a 
quadratic function of time (20). Atkins further developed 
this model with a manpower adjustment rule (1). With the 
rule, the model's char.acter1st1c var-
iables are the same as a similarly formulated linear pro-
gramming model. Epp has ma.de a comparison. of the linear 
programming and quadratic model with the manpower adjust~ 
ment rule (10). It was found that optimal costs were 
comparable but the computer run time for solution of the 
quadratic model was approximately 1/100 of the 11near 
programming model. 
A further extension or the quadratic cost concept has 
been made by Charles c. Holt, Franco Modigliani, John F. 
Muth and Herbert A. Simon (13, 140 15). This model yields 
linear decision rules for work force and production. 
j;t,~. Because of ~he quadratic cost function as a decision moves .. 
,:~ • r. , 
further from the optimal cost, the increase 1s not linear 
for each increment or the range. This tends to 1mply a 
restraint to the values causing increased costo but there 
1s no definite cutoff for these conditions. This thesis 
will center around the use of thi~ model with a definite 
change constraint applied to the variables of work force 
and product1on. The objective of this thesis is to 
formulate a model constraining the change of these 
. t., 
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variables and determining the degree or aubopt1m1zatlon 
tor various levels and combinations of change constraint. 
Hereafter, the or1g1nal model is referred to as the HMMS 
· model. 
Because of the nature of these models, a certain 
degree of production smoothing 1s already achieved, but 
only to the extent to achieve minimum co~t. To increase 
this smoothing effect could be .accomplished by placing a 
pos1t1ve constra1nt on the allowable change 1n production 
between review periods. From knowledge of industrial 
...... 
- '' 
... 
practices it would also be advantageous to control the 
change 1n the size of work force required to satisfy fluc-
tuating demands. To add these constraints to the linear 
programming model would greatly 1norease the cost of solu-
tion. However, to use this approach on the HMMS model with 
a proper mode of adjustment on the decision rules may prove 
to be a more feasible method. In the thesis, rules for 
adjustment are developed. 
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\ SYNOPSIS OF HMMS MODEL 
The .. dec1a1on-mak1ng problem of any industry is most 
generally stated as finding the minimum (or maximum) or 
, 
some cr1ter1on. In this case, the cost of meeting product 
orders is to be minimized. Scheduling of work force and 
employment 1s a production manager's problem. Assuming 
~ that sales volume and price are beyond his control, income 
1a already determined. Therefore o to increase prof its, 
cost to supply demand must be m1n1m1zed. 
The objective function of the HMMS model 1s ot quad-
- ratio form and consists of four categories of cost: reg-
ular payroll, hiring and layoff, premium time and inventory-
connected costs. Costs are summed over a period of time 
after which a new decision 1s determined. The length of 
this period 1s chosen according to the assessed need for 
periodical review of decisions. 
Regular payroll 1s the wages paid to employees tor 
regular working time (as opposed to overtime). H1r1ng and 
layoff costs are those associated w1th making a change 1n 
the size of the work force such as training. reorgan1za-
t1on. and termination pay. The premium t1me costs are 
dependent_ upon the amount ot overt1me or 1dlet1me required 
to meet a schedule commitment. Inventory-connected costs 
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are represented as carrying inventory,, stockouta and 
machine setups o The cost tor a given·· period t is 
• j 
.. 
ct• C1Wt + C13 (Regular payroll costs) 
+ C2(Wt - Wt-t - c11 )2 (Hiring and layoff costs) 
+ C3(Pt - C4Wt)2 + C5Pt - C6Wt + C12PtWt . 
(Premium time oosts) 
+ c7(It - c8 - c9st)2 (Inventory-connected costs) 
subject to the restraint 
It= It-1 + pt - 8t 
where 
\ 
C1 = model cost parameters 
Pt= the number of aggregate product units to be 
produced in period t 
Wt • the number of employees required 1n period t 
to produce Pt 
It • the number of net inventory units at the end 
o~ period t 
St • the number ot product uni ts demanded during 
period t 
Ct = total cost in'CUrred during period t. 
A more detailed description of the model parameters and 
.. ,, 
variables can be found 1n Holt. et al (15). 
The objective of this cost mod.el 1s to der1Te decision 
rules for work force and production for each period which 
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T will m1n1m1ze the cost over T periods. 
then m1n1m1 ze E { CT) • 
By letting CT -~ct,, 
. ..... -,-
•~ _, 
The derivation of th_e decision rules to minimize total 
costs are round by d1fferent1at1ng the total cost function 
CT with respect to the decision variables Wt and Pt• Since 
the differential of a quadratic function. yields a. linear 
equation, work force and production become linear functions 
ar last period's work force and inventory and the fore-
casted demands. In equation form, 
and 
N 
Wt • :S.Wt-1 + Cwit-1 + Kw + LAwtSt 
1 
• 
.. 
fort= 1,2.J, - - -,T 
·where 
Bw,,B,,C,.,Cp are weighting factors applied to the last period's inventory and work force 
Kw,Kp are constants 
Awt,APt are weighting factors of future foreoasted de~~s. . 
Bw and BP are generally positive giving we~~ht to the 
retention of the last period's work· force level. These 
coefficients are the reflection of the hiring and layoff 
costs. Cw and Cp are generally\negat1ve tending to de-
~ orease work ~orce and production when 1nventory·levels 
become t.oo high. For negative inventory or stock-out 
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.. conditions th1'11 becom~.-, additive, thereby increasing work ·F. 
force and production. · Awt and Apt give weight to future.,, 
'forecasts based on the most economical approach to sat1s .. 
fy1ng its demand by th~ time 1t must be met. Two methods 
are available for solving for these coefficients. In their 
book, Holt et al, present the solution by the use of 
recurrence relations. A FORTRAN program employing the 
method of recurrence relation is used in Appendix II for 
computing the linear dec1s1on rule coefficients. The 
second method 1s by the use of the inversion of the matrix 
as presented by Mod.1gllan1 (19). In addition, there are 
-several algorithms for solving quadratic objective functions 
w1th linear constraints. 
Errors in forecasting set the level of opt1m1zat1on. 
As the error increases, the optimal cost value also will 
increase. The model assumes that over T periods the sum-
.0, 
mat1on of errors tends to zeroi 1. e., from the forecast 
of demands the under estimates and over estimates of demand 
will be equal. Holt, et al, devote a chapter of their book 
to the cost of errors. 
,. What extensions have been made of this model? van de 
Panne and Bosje (26) carried out a sens1t1v1ty analysis 
which determines the consequence of errors 1n cost data 
used to derive the cost parameters. The resultant degree 
10 
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ot subopt1mal1ty 1s found and which parameters contribute 
.. 
most heavilya Theil (24) also derives the effect or cost 
G. coefficient errors and imperfect sales forecasts. Schlager 
(22), Crowston (7) and van der Velde (27) have applied the 
decision rules to various products expressing extremely 
good results. Holt, et al (15) developed the or1g1nal 
model for the paint factory case. 
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NBTHOD OP CHANGE CONSTBAIRT 
", The decision variables, Pt and Wt, are a tunot1on ot 
the laat period's inventory and work force and the future 
demand of product. Respectively, Wt-land It-l are the 
last period's work force and 1nventoryo Let Wt-Wt-1 
represent t~e change in work force from period t~l tot. 
The objective is to constrain the change 1n work force tor 
each periodical decision periodo Let .6w be def 1ned aa 
' 
. the change factor allowed from previous period's work 
force (Wt .. 1). The restriction to be sat1st1ed 1s 
!Wt - Wt-11<£:,.wWt-l for t-1,2,----.T. 
In other word.so work force will not be allowed to decrease 
or increase by more than ~wWt-l between per.lods. The use 
or this restriction provides smoothing of some higher 
order but has a suboptimal cost assoo1ated with 1t. The 
increase is the cost of imposing the constraint. Vary~ng 
the level of change constraint will yield different sub-
optimal costs. As 6w decreases, costs increase. 
The same type of restriction is to be placed upon 
the change in p~oduct1on levelq1 Let Pt-Pt-l represent 
the ohange in production from period t1a1 tot. Again, the 
. object.1v_e _is to constrain the change 1n -Pro4uot1on rates 
between decision periods. Let 6p be defined as the change 
-tactor permitted from the prev1oua period •s production rate 
12 
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To satisfy the reatr1ct1on, the tollowing 1n-
;,,. 
equality must hold 
!Pt - Pt-11 ~ .6i,Pt-1 tor t-1,2,----,T. 
Production rate will not be allowed to inoreaae or decrease. 
more than ~pPt-1 between period.a • 
,. -
When the decision rules provide values which are out-
side the prescribed limits on ohangeo a procedure for 
adjustment of the variables must be applied. Change con-
straints are applied to both of the ~ar1ables, Pt and Wt• 
simultaneously. 
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AqJUSTMENT PBOCBDUBB 
~. 
·Act3uStmerit ot decision rules Juts1de restr1ot1ons will 
be made 1n the following manner. Whenever possible, work 
. toroe will _be altered proportiorial to production. From 
the HMMS model, the parameter C4 1s a measure or the output 
of one employee for one period. Therefore, a decrease or 
increase of one unit or work force will decrease or 
increase production by C4 units without incurring premium 
time oosts. If one of the variables is forced outside the 
restriction by this method, the dec1s1on will be set at 1ts 
maximum allowable change. LJ 
When the change constraint 1s exceeded, the value of 
., 
adjustment required must be known to determ1ne the method 
tor simultaneously altering each decision. To do this, let 
r. and 
Ep •{Pt~ Pt-1)/~pPt-1• 
E., and Ep will be defined as the excess factor of each 
variable. ItlEwl~ 1 and jEpl ~ 1, no adjustment 1a 
required. ill other values require adjustment. 
Decisions requiring adjustment are more easily under-
·stoOd from Figure 3-10 As stated before. 1f the absolute 
values of both E.., and Ep are less than one, the decisions 
14 
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BREAKDOWN OF DECISIONS REQUIRING ADJUSTMENT 
Figure J-1 
15 
i. 
--------~- -
---~_-.;.--"--
... :--:--~ 
.-.-- -;._· - - ~ • < 
<, 
f;"-
t 
~--------....... ~-- -----~ 
- .. 
'1 . 
• - ~ r,; 
. ' 
----~-
.-
---.., 
-- ----
-. 
. ...__ 
-· 
will not be altered. These values are represented by the 
crosshatched rectangular area on Figure J-1. It either l'Ewl or !Epl or both are greater than one, a~justment ot 'I-:. the decision is required. 
For ease of handling adjustments. s1%teen adjustment procedure types have been categorized as shown in Figure 3 .. 2. Each Ew and Ep is broken into four segments; Ew<-1, 
-1~EwS:O, O<Ew~ 1, Ew>l and Ep<-1, -1<Ep~o. o<Ep<l, Ep > 1. Only twelve of the sixteen types require adjustment 
since types 6, 7, 10 and 11 decisions satisfy the restric-tion. Appendix I shows the method of adjustment for each type or each combination of E,, and Ep• 
It is advantageous to explain the adjustment pro-
·cedure for one type at this po1nto Suppose Pt and Wt have been computed. From the appropriate formulaes Ew•-.4, Ep=1.2. From Figure J-2. this 1s a type 8 adjustment since 
-1 s; E,,~ 0 and Ep > 1 • As 1 t stands, the work force change 
constraint is satisfied but the production dec1s1on 1s too low. Pt will be adjusted proportional to Wt if possible. The minimum decrease 1n Pt must be (Ep-1)6pPt-1• The proportional decrease in Wt would be (Ep-1)~pPt.1/c4, but th1s may cause Ew<-1. If the new Ew<-1. the maximum decrease in Wt will -be when Ew--1. 1s satisfied.· Appendix I 
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ADJUSTMENT PROCEDURE TYPES 
Figure J-2 
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-•hows an A and B section to the type 8 procedure. The 
~ a1 tuat1on requiring adjustment can be made by onl:, one -ot 
these two alternatives. 
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COST OF CHANGE CONSTRAINT MODBL 
·,.: The.cost or operating the change constraint model can 
be determined by examining the effects of various levels 
of .6 w _a.nd ~p• Many values will not increase the oost 
since no adjustment is required so the model will achieve 
optimal or.minimum cost. In general. only smaller frac-
tional values will cause adjustment. For example, in a 
given industry work force decisions under optimal cost 
conditions may never schedule a change exceeding 20 per 
cent. In this case, 6 111 >.2 will never cause adjustment. 
But suppose this industry were interested 1n maximum change 
ot .15. The cost or operating under these conditions 
would be somewhat higher than the optimal oost. The dif-
ference 1n expenditures would be the cost or enforcing this 
l~vel of change oonstra1nt. 
As ~w and 6p decrease, the cost will increase with 
some mathematical relationship. By varying the levels or 
each change constraint, a cost surface can be generated. 
This oost surface is illustrated in Figure 4-1. This 
surface can be broken into four regionso First, all values 
ot ~. and 6p which do not require adjustment allow the 
model to be optimal. The result is a plane perpendicular_ 
to the cost axis. Second, when values IEwl > 1 and IEpl< 1, 
suboptiIJl&l cost arises. As 6. decreases, cost increases ., 
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CHANGE CONSTRAINT COST SURFACE 
Figure 4-1 
' 
' 
.,.·. 
quadraticly. Th1l'd, with I EP > 1 and l:Ewl < 1, the same 
cost relationship holds. In the fourth region, cost also 
increases 1n the same manner, but at a faster rate for each 
increase in the change constraint level. This fourth 
region 1s of the most interest since control of both work , 
force and production changes occur here. Costs ·in this 
region can be adequatel7 represented as a second order 
. :. .· 
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polynolllial equation ot the following form 
Cost• K1(1/Lw) + K2(1/6p) + K3(i/~w) 2 + K4(1/~p) 2 
+ K5( 1/ Lw) ( 1/ ~p) + K6 
Tb1a cost 1s the average obtained over the T periods. 
l Assume that a suitable ~oreeast1ng technique can be 
uaed to generate demands for T periodso Also, suppose the 
error distribution of the forecast is known. The operation 
can now be simulated and an average cost can be computed. 
A FORTRAN. program to simulate the forecast and errors was 
preparedo The method of adjustment previously described 
ls employed. The flow chart 1n Figure 4-2 depicts the 
method or simulation. 
What 1s needed to generate the oost surface? Since 
the equation 1s quadratic. at least J points will be 
required. If three levels of 6w and 6P are used, nine 
data point will be acquired. The levels of each variable 
should be chosen quite carefully. The first should be 
where a change occurs from optimality to slight adjustment. 
The third should be the smallest change factor intended to 
be used. The second level should be midway between the 
t1rst and third. The first level 1s most easily obtained 
by simulating the operation and noting the maximum period 
to period changes in work force and production.· Each level 
or work force change tactor (Lw> will require a d1f-ferent 
21 
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SIMULATION FLOW CHART 
Figure 4-2 
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set of decision rules since the work torce change baa 
d1tterent 11m1ts tor each value of 6w• 
-
One simulation run cannot be expected to give depend-
able- results. Instead, a number of runs must be chosen, 
from wh1ch ah analysis can be made. Suppose n simulation 
are made st each combination level of constraint. Since 
the same levels are used for each run, the fitting of the 
·data points to the second order polynomial cost surface 
curve by stepwise multiple regression 1s s1mpl1f1ed. Prom 
then runs, an average for each combination level may be 
computed. These nine averages are the resultant data 
po1nts,to be used 1n the multiple regression. The size 
of n should be determined by the cost of.the s1mulat1on 
allowed and the acceptable confidence to be placed 1n the 
resul.ts. 
From the quadratic oost curves generated by this data, 
a predicted value for each constraint can be computed. 
What variation occurs about this predicted value? Then 
data points for each combination level of change constraint 
w111 represent some distribution. It 1s expected that this 
distribution will be skewed, especially as Lw and 6P 
approach the smallest change factor allowed. This is 
evidenced in simulation runs since for several ·periods, 
dec1s1ona are made usi.ng large amounts of premium time, 
23 
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unreasonable inventory levels, etc. The average,cost may 
then be increased very s1gn1f1ca.ntly for a particular run. 
Aside from-this, 1t 1s generally hoped that a normal dis~ 
tr1but1on may be used to represent the variation. In 
Appendix II, parameters for a Shop X were used to demon~ 
-· 
atrate the application of the model on a change constraint 
basis. The var~at1on of the cost averages for T periods 
was found to fit a normal distribution very well at lower 
values of change factors. For management purposes the 
variation can be interpreted as follows. If the smallest 
values of .6w and 6P have caused extreme costs. the levels 
chosen are not real1stice These smallest values w111 be 
altered according to management's w1111ngness to accept 
I the probab111ty of this excess increase 1n cost which may 
'-occur. 
·~· 
. . ,: 
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CONCLUSIONS 
1. The method of change constraints wh1eh has been proposed 
provides very satisfactory results. The adjustment 
rules .developed 1n conjunction with the HMMS model 
rules give··· decisions which lead to costs very close to 
" optimal at low change constraint levels. As the change 
constraint increases, the costs increase quadrat1cly. 
-~ 
v, 2. Additional smoothing of work force and production 1s 
obtained at an increased cost which 1s dependent upon 
the level of error 1n the forecasting technique. The 
change constraint model can only react properly up to 
. certain error levels. By varying the parameters of the 
error distributions and analyzing the associated 
changes, a cost relationship could be shown as a 
function of the error levelo From this, it 1s possible 
to determine feasible policies for a given error 
d1str1but1on. 
J. If a _good forecasting technique and a d1str1but1on of 
probable error 1s known, simulation 
be made over a specified number of periodso From the 
simulation, a distribution of costs is obtained from 
which management can determine an appropriate leve_l or 
imposed change constraint on each of the variables • 
• 
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4. This method can be used to forecast future coats ot 
operating a given shop facility under a given set ot 
conditions without incurring extremely high costs in 
prov1d1ng a satisfactory estimate • 
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-· BECOMMBNDATIONS FOR FURTHER STUDY 
1. Decisions made by the change constraint model do no~ 
' 
provide optimal costs. Comparison could be made with 
costs determined by a quadratic programming method. 
From this oompar1son, a relationship could be deter-
mined for justifying the additional cost of der1v1ng 
decisions by quadratic programming. 
2. Extension could be made of this model by including a 
quadratic expression of the change in production 
levels. The mathematical representation would be· 
similar to that of the hiring and layoff costs. This 
_ a.pproach could poss1 bly eliminate the production-work·~· 
force 1nteract1on 1n the premium time cost curve. 
.. 
·. .. 
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-APPENDIX I 
- Whenever possible, adjustment of decision values will l be ma.de with a work force change proportional to the 
production change, 1,eo. adjustment will not incur addi-
tional 1dlet1me or overt1meo However, where this is not 
possible, 1dletime or overtime will occur 1n order to 
fulfill the change oonstra1nt restriction. 
l' There are sixteen adjustment procedures. Each adjust-
ment is presented with a type number and their associated 
Ew and Ep• These adjustments are 1dent1cal to the·ones 
used 1n the FORTRAN program for simulation. 
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'l'ype 1. Ew<-1; Ep<-1. 
A)· If <IEpj-1)6pPt-1/C4>CIEwl-t:)>~.wt-1 
Pt·= Pt-1Cl-6p) 
Wt• Wt .. 1(1+6w) 
B) If { I Ewl -1) L'.'.wWt-1 < ( IEpl -1) 6pPt-1/C4< 
., ( IEwl +1) ~.wt-1 
-~-
Wt • Wt-1(1+Ew6w) + ( IEpl-l)6pPt-1/C4 
C) It ( IEpl -l)6pPt-1/C4< ( IE;,I -l)LwWt-1< 
( IEpl +1) 6pPt-1/C4 
Wt• Wt-1(l--6w) 
. Pt • Pt-1(l+Ep6p) + ( IEw\-1)6wWt-1C4 
D) Ir ( IEwl -1)6wWt-1 > ( !Epl +1) 6pPt-1/C4 
Wt = Wt-1 ( 1-6w) 
Pt = Pt-1 ( l+L.) 
., . 
. !zpe 2 • 8w < -1 ; -1 ~ EP ~ 0 
A) It ( IEwl -1) 6wWt-1 > ( \Bpi +1) 6pPt-1/C4 
Wt • Wt-1 ( 1-.6,,) 
Pt• Pt-1(1+6p) 
B) If ( IEwl =1)6wWt-1 < ( IEpl+l)~pPt-1/C4 
Wt • Wt-1 ( 1-6w) 
Pt• Pt_1 (1+Ep6p) + < IEwt-1>~.wt_1c4 
29 
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'l'z:pe JI Ew < -1 ; 0 < Ep ~ 1. 
A) It ( IEwl-1) 6wWt-1 C4 > ( 1-Ep) ApPt.,.1 . 
Wt= Wt-1(t-.6w) 
Pt = Pt-1 { 1+ 6p) : ~ 
. B) It ( IE,,1 -1) 6wWt-l C4 < (1-BP) ~ppt-1 
Wt = .wt-1 ( 1-6w) 
Pt = Pt-i < 1+Ep .6p) + < IEi,1 -1 > A,,wt-t c4 
4!'ype 4 1 Ew < -1 ; Ep > 1 • 
Wt= Wt-1(1-Lw) 
Pt m: Pt .. 1(1+6p) 
'fzpe 5. -1 ~ Ew s O : Ep < -1 • · 
A) It c IEpl -1) 6pPt-1/c4 >( IE,,1+1) 6,,wt-t 
Wt • Wt-1 ( 1+6w) 
Pt= Pt-1(1-6p) , 
B) If ( IEpt-1) 6pPt-1/C4 < ( IEwl +1) 6,,Wt-1 , 
Wt • Wt-1 ( l+EwLw) + ( IEp 1-1) .6.pPt-1/C4 
Pt IS Pt-1 { 1- 6p) 
Type 61 -l~E;,~O; -l~Bp~O. 
No adjustment required. 
Type 71 
-~No adjustment required. 
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A) It (Ep-1) 6pPt-1/C4 > ( 1- IEwl) 6wWt-1 
Wt = Wt-1 ( 1-6w) 
Pt= Pt-1(1+6p) 
B) If iEp-1) 6pPt-1/C4 < ( 1- IE,,1 ) 6wWt-t 
Wt =·Wt-1(1+Ew6w) - (Ep•1)~pPt-1/C4 
Pt:: Pt-1Cl+~p) 
T"ype 9. 0 < Ew~ 1: Ep < -1. 
A) If ( IEp 1-1) 6pPt-1/C4 > ( 1-Ew,) 6wWt-1 
Wt = Wt-1 ( 1+6w) 
pt = Pt-1 (1-6p) 
B) If < IEp 1-1) LpPt-1/c4 < < 1-Ew> 6..,wt-l 
' 
Wt• wt-1<1+Ew6w) + ( 1Epl-1)6pPt-1/C4 
Pt = Pt-1 ( 1-6p) 
Ty:ee 10, 0 <Ew~ 1; 1~ EP~ O. 
No adjustment required. 
Type 11 1 O<E,,~1; O<Ep~l. 
No adJustment required. 
Tne 12 1 o < Ew~ 1 : EP > 1. 
A) If (Ep-1) 6pPt-1/C4 > ( l+Ew,) 6..,Wt-1 
Wt = Wt-1 ( 1-6w) 
Pt • Pt-1 {1+6p) 
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B) It (Ep-1) .6.pPt-1/C4 < ( l+Ew) 6wWt-1 -
wt~ Wt-1(1+:Ew.6.w) - (Ep-1)~pPt-1/C4 
Pt s: Pt-1(1+6pJ .. _'"-~--
Tzl!9 l]a E., >1; Ep < -1 a 
Wt = Wt-1 ( 1+6w) 
.. 
Pt• Pt-1(1-~) 
Type 14. Ew > 1: -1~ Ep~ O. 
A) It (E,,-1)6wWt-1C4 > (1- IEpl >~ilt-1 
Wt • Wt-1 ( 1+ 6w) 
Pt • Pt-1 {1-6p) 
B) If <Ew-1>6-wt_1c4 < (1- IEpl )6pPt-l 
Wt= Wt-1(1+.6.w) 
Pt'= Pt-1 ( 1+Ep6p) - (Ew,-1) 6wWt-1 C4 
TzRe 15 r Ew > 1 : 0 < Ep~ 1. 
A) It (Ew,-1)6wwt-1C4 >(Ep+l)~t-1 
Wt = Wt-1 ( 1+6w) 
Pt • Pt~1 ( 1-6p) 
-B) It (Ew-1)6wWt-1C4< (Ep+1)6pPt-1 
Wt= Wtc:a1(1+6..,) 
Pt• Pt-1(1+Ep~) - (E,,-1)6wWt-1C4 
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A) If (Ep-1)6pPt-1/C4>(Bw,+1)~wWt-1 
Wt = Wt-1 (1-6w) 
pt = Pt-1 ( 1+6p) 
B) If (:Ew+l) 6.wWt-1 > (Ep-1) 6pPt-1/C4 > (:S.-1 )~wWt-1 
Wt• Wt-1Cl+Ew,~w) - (Ep-1)~ppt-1/C4 
Pt• Pt-1(1+6p) 
C) If (Ep-1)~Ppt-l/c4 < (E,,-1)6wWt-t< 
J (Ep+1) l'.\pPt-1/C4 
Wt• Wt-1(1+6w) 
Pt a Pt-1(l+Ep6p) - (E.,-l)~wWt-1C4 
D) If (Ew,-1 )6w'Wt-1 C4 > (Ep+1) L\,Pt-1 
Wt• Wt-1<1+Lw) 
Pt• Pt-1(1-6.p) 
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APPENDIX II 
.-·1 
l To demonstrate the appl1cat1on of the change constraint 
-model, a fac111 ty of the Western Electric Company to be 
designated as Shop X ~,111 be used. The model cost param .. 
eters have been determined by a least-squares f1t or 
, 
available data to the 1nd1v1dual cost curves. As pre-
viously stated, the model cost para.meters affected by the 
ehange 1n work force will be adjusted according to the 
level of .6.w• These two parameters are C2 and C13• The I 
_remaining cost parameters are 
C1 = 330.18 
~J = o.647:x:10-3 
C4 = 2JJ.81J 
C 5 = 0. 706417 
C6 a 165.169 
c7 = o.844x10-4 
ca• 1164.4 
C9 :a O.O 
C11 = 0.0 
C12 = 0.0 
C9 was assumed to be zero because the level of demand'a 
contribution to inventory-coru1ected costs 1s negligible. 
c11 1s zero since the cost of a hire or 1ayoff 1s the same. 
C12 1s set to zero since no method oould be developed (or 
,] 
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evaluating the interaction or work force level and produc-
tion rate. The three levels of ~w which were chosen are 
0.1. Oo02 and 0.01. The c13 parameter 1s broken down into 
each of the four cost categories to allow proper accounting 
of each cost area ~~1n the simulation. The parameters for 
each 6w are 
6w=0.1 6w=0.02 6w•0.01 
C2· 91.99 459.96 919.91 
C13 1427.42 1162.48 1129.37 
Decision rules were computed by the recurrence rela~ 
".) 
~ .~,,/' 
t1onsh1p method. A FORTRAN program run on the IBM 1410 
requires approximately 3 minutes to calculate the deo1s1on 
rule weightings for Pt and Wt• A sample set of decision 
rules for 6w=0.1 1s shown on the following page. 
The forecasting method used is stra1ghtl1ne with ~ 
trend. The error d1str1but1on of the forecasted demand 1s 
approximated by the normal distribution with a mean or zero 
and a standard deviation of 1000 production units. The 
simulation is made according to the flowchart and adjust-
ment rules previously shown. The period length selected is 
one month. Simulation is made for J6 month time span. A 
sample run is shown on page 37 with the average costs tor 
each level of 6• and. 6P. 
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Run No. 150 
- • t· ----
i, 
j 
.6p 
.1 
.02 
· .01 I 
B $11435057 R 111421.as B $11149.55 p 1160054 p 1 ?6082 p 18J4o55 .1 HL 357.?:3 HL J84o57 HL J86o 12 I a22.oa I 1202 .. 46 I 14~9-~2 T i37S2.94 T 14385.72 T 148 o. 0 
- . 
R $10835.28 R $10470.68 R • 9844.74 . p 1977.31 p 2804.50 p 3979.9 6,, .02 HL 86.94 HL 188 e 51 HL 212066 I 814.j~ I 1030.14 I 1~z4.2~ T T T iJ7I4.o- 1z.5-3.S5 15-11. 5-
R 110150.71 R $10002.74 B $10124.84 p Jl??.72 p 3622.11 p 3411. 46 .01 HL 67.44 HL 10Jo64 HL 115008 I 822.24 I 9~4.61 I 103806~ T 1 Ij:2il3. 12 T T 1I;:7-3.i2 lZ.~90 o Os_ 
The abbreviated symbols of the table are representing the 
following costa, 
R - Regular Payroll Costs P - Premium Time Costs HL - Hiring and Layoff Costa I - Inventory-connected Costs T - Total Costs 
In this simulation, ten sample runs were made. From 
this. the average total cost was computed for each oomb1na~ 
t1on of .6.w and .6P. The average costs are 
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6w .1 $13459 .10 $1485?.40 $14434.80 
--
.02 13374.10 13834.oo 14J95c90 
.01 14767.40 14002010 14156.50 
Using these nine costs as data points for stepwise 
multiple regression, the cost surface coefficients are 
determined. These coefficients are 
K1 = .58158 
K2 = 13.48806 
K3 = .03749 
K4 = -.00536 
K5 = -.0?609 
K6 = 14251.29 
Using these ooetf1c1ents the actual and predicted results 
are compared below. The predicted curves for each level ot 
6,, are plotted on the following page. 
6w Lp Actual Pred1cte4 
.1 .1 $13459.10 $13387.59 
.1 .02 1 J85?. 40 1J88J.80 
.1 .01 14434. 80 14479.91 
.02 .1 13374.10 13470.40 
.02 .02 13834. 00 1;844.84 
, 
.02 .01 14395. 90 14288.?6 
.01 .1 1J?67 .40 13742.61 
.01 .02 14002.10 13964.86 
.01 .01 14156. 50 14218. 53 
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Note ~rom the graph that as 6w decreases past certain 
levels the cost actually decreases for decreasing ~p' 
This 1s feasible since for each decrease 1n 6w the m1n1mum. 
cost increases. This 1s the only cost relationship that 
must always be sat1sf1ed. A different shop may or may not 
display this phenomena. By exam.1n1ng the variation or the 
cost data about each combination of Lw and LP, and 
approximating the data with a normal d1str1b~t1on~ 
ager may determine the confidence interval for the 0011. 
~- ~' estimate at that point. I;n general, the deviation 
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increases with each decrease 1n change factors. From the ~ 
ten samples, the predicted standard deviations are 
Standard 6w 6p Deviation 
.1 .1 $24~,20 
.1 .02 4oJ.OO 
.1 .01 778.90 
.02 .1 253.40 . 
.02 .02 455.40 
' ' 
.02 .01 915.40 
.01 .1 295.40 .._;~·- .. ~~-
.01 .02 \481. 60 
'· 
\ 
.01 .01 .. 632. 80 
As a method of prediction of the standard deviation 
expected, th1s data may be fitted to a similar second-order 
polynomial of ~wand ~P such as was used for the cost 
surface. 
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