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2Abstract
It is not known how to obtain exactly transition amplitudes in Quantum Field
Theory, so that perturbative approximation is the best we can do. Since the fun-
damental theory of strong interactions (Quantum Chromodynamics) does not admit
a perturbative approach for processes with energies near or below the proton mass
one needs to see how to overcome this difficulty. What common sense dictates is
to construct a theory that admits a perturbative description of phenomena at the
energy ranges in which the fundamental theory fails to be perturbative. In this thesis
we present the computation of some processes that cannot be obtained through an
expansion of the strong coupling intensity, since nothing would guarantee the conver-
gence of such expansion, this is why we use an Effective Field Theory whose main
characteristic is chiral invariance.
On the other hand, since the 1970’s, the Standard Model of fundamental particles
interactions has been so successful that it seems very implausible to see phenomena
resulting from interactions beyond this theory (with the exception of everything re-
lated to neutrino masses) at leading order in perturbation theory. One then relies
on precision tests, for which a very good understanding of the interactions is needed.
Since many experiments on the High Intensity Frontier begin to take data in the very
near future, in order to improve their power of prediction all possible background in
the search for Beyond Standard Model effects must be very well understood.
The observables we have computed are contributions within the Standard Model
to processes that either need to have a very well described background or that are not
very well understood. Two processes are two different τ lepton decays as background
for processes with lepton number and lepton flavor violation such as τ− → pi+`−`−ντ
and background for second class currents for the decay τ → piηντ . Another process
we computed was the B± → P±`+`−, where P is either a pion or a Kaon. This was
computed in an effort to try to understand the apparent lepton non-universality mea-
3sured at LHCb, where we obtained a rather large CP asymmetry for the pi channel.
Finally, we computed the pseudoscalar light-by-light contribution to the anomalous
magnetic moment of the muon, giving a more robust analysis of the theoretical un-
certainties and compatible with previous results.
4Resumen
Actualmente no es posible obtener amplitudes de manera exacta usando Teoría
Cuántica de Campos, así que lo mejor que se puede hacer es una aproximación pertur-
bativa. Ya que la teoría fundamental de las interacciones fuertes (la Cromodinámica
Cuántica) no admite una descripción perturbativa para procesos a escalas energéticas
cerca o por debajo de la masa del protón se vuelve necesario buscar la forma sortear
esta dificultad. Lo que marca la intuición es construir una teoría que permita una
descripción perturbativa de fenómenos a escalas de energía en que la teoría funda-
mental no puede dar tal descripción. En este sentido, se presenta el cálculo de varios
procesos que no pueden ser obtenidos por medio de algunos procesos que no pueden
ser obtenidos por medio de una expansión de la intensidad de interacciones fuertes,
ya que no se puede garantizar la convergencia de dicha expansión, por lo que hemos
recurrido al uso de una Teoría de Campos Efectiva cuya principal característica es la
invarianza quiral.
Por otro lado, desde la década de 1970, el Modelo Estándar de partículas fun-
damentales ha tenido tanto éxito que parece muy poco probable encontrar algún
fenómeno resultante de interacciones más allá de esta teoría (con excepción de todo
lo relacionado con las masas de los neutrinos) a primer orden en teoría de perturba-
ciones. Entonces se vuelve necesario recurrir a pruebas de precisión, para lo cual se
necesita un buen entendimiento de las interacciones. Ya que muchos experimentos en
la frontera de la alta intensidad empezarán a tomar datos en un futuro muy cercano,
para mejorar su poder predictivo es necesario entender muy bien cualquier posible
ruido de fondo en la búsqueda de efectos más allá del Modelo Estándar.
Las observables que calculamos son contribuciones del Modelo Estándar a proceso
que, ya sea necesitan tener un ruido de fondo muy bien descrito o no están bien
entendidos. Dos de los procesos son dos diferentes decaimientos del leptón τ como
ruido de fondo para procesos con violación de número y sabor leptónico como τ− →
5pi+`−`−ντ y el ruido para el descubrimiento de corrientes de segunda clase en el
decaimiento τ → piηντ . Otro proceso que calculamos fue el decaimiento B± →
P±`+`−, donde P = pi,K. Esto se calculó como un esfuerzo en tratar de entender la
aparente violación de universalidad leptónica medida por LHCb, donde obtuvimos una
asimetría de CP grande para el canal del pi. Finalmente, calculamos la contribución
principal de la dispersión hadrónica luz por luz la momento magnético anómalo del
muón, dando un análisis más robusto de la incertidumbre teórica y que es compatible
con resultados previos.
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7Chapter 1
Theoretical Framework
1.1 Introduction
In this chapter we show the theoretical framework within quantum field theory needed
to compute the observables in subsequent chapters. First we give an introduction us-
ing a historical approach of the development of the Standard Model of elementary
particles. In section 1.3 we develop Chiral Perurbation Theory from the chiral sym-
metry of the QCD Lagrangian and its Spontaneous Symmetry Breaking into vectorial
SU(3). In section 1.4 we give the main features of Resonance Chiral Theory, lying
the foundations to further enlarge the theory to higher chiral orders.
1.2 Standard Model
1.2.1 Introduction
In this section we give a summary of the historical development of the now called
Standard Model of elementary particles. In subsection 1.2.2 we follow the develop-
ment of the electroweak unification starting with the chiral symmetry of neutrinos
up to the Glashow-Weinberg-Salam model of electroweak interactions. In subsection
1.2.3 we show the historical development of strong interactions until Ne’eman and
Gell-Mann’s extension of the isospin model, then introduce the concept of partons
and the color charge to conclude with the Lagrangian of strong interactions. In sub-
section 1.2.4 we briefly summarize CP violation, the Kobayashi-Maskawa scenario
and the dates in which the remaining particles of the Standard Model were discov-
ered. In subsection 1.2.5 we discuss the limitations of QCD and define the concept
of Effective Field Theory.
81.2.2 Electroweak Standard Model
Since Ernest Rutherford’s discovery in 1909 that protons were confined in atomic
nuclei positively charged [1], the question of how same charge particles can remain
together without repelling each other arose. After James Chadwick’s discovery of
the neutron in 1932 [2], a strong interaction was hypothesized to explain why the
nucleus (a bounded state of protons and neutrons, as suggested by Dmitri Ivanenko
[3]) remain bounded, where Werner Heisenberg proposed the isospin model [4]. The
next year, Enrico Fermi proposed the existence of a new interaction to explain β-decay
[5], later known as weak interaction, where the interacting term came as products of
fermion currents
LFermi = g
(
ψ¯pγ
µψn
) (
ψ¯eγµψν
)
, (1.1)
where the subindex in each fermion operator ψ denotes the physical field referred
to. It also was the first attempt of including the neutrino as a fundamental field.
With this and except for gravity, all now known fundamental interactions had been
postulated by then at a quantum level.
Fermi’s theory of beta decay only included the proton, neutron (both within the
isospin model), electron and neutrino fields as fundamental, but could be very easily
extended to include muons (earlier called µ-mesons), heavier baryons and spin zero
fields. Also the particles with strangeness (earlier called η-charge) were able to be
allocated in a Fermi-like theory.
Since the Fermi theory was not able to predict some nuclear processes involving
∆J = 0 between nuclei, a generalization of Fermi’s theory was sought by considering
all linearly independent combinations of Dirac matrices [6], namely 1, γ5, γµ, γµγ5 and
σµν =
i
2
[γµ, γν ], where the squared brackets denotes the commutator. The Lagrangian
reads
L = gi
(
ψ¯1Γiψ2
) (
ψ¯3Γiψ4
)
, i = S, P, V,A, T , (1.2)
9where Γi is one of the linearly independent operators and S, P, V,A, T stands for
scalar, pseudoscalar, vector, axial-vector and tensor operators respectively. This im-
plied an effort to experimentally determine the coupling constants gi.
The fact that Tsung-Dao Lee and Chen-Ning Yang [7] suggested the non conser-
vation of parity in β-decays (or P violation, confirmed experimentally some months
later in Co60 decays [8] and in pi+ → µ+ + ν and µ→ e+ 2ν decays [9]), lead Abdus
Salam to propose what was known as chirality or γ5 invariance [10]. The argument
is as follows: since the neutrino is a massless field, no term mixing chiralities exists
in its free Lagrangian, this means that under the substitution ν → −γ5ν the free La-
grangian remains invariant1. Then, it is postulated that no neutrino interaction can
generate a self-mass term, i.e., all interactions must respect this non-mixing chirality
of neutrino terms. The way of fulfilling this idea is by imposing the γ5 invariance to
all the neutrino interaction terms. Therefore, to the lepton2 current in eq.(1.2) must
be added a term violating parity conservation. This is accomplished by taking
L = gi
(
ψ¯1Γiψ2
)
[e¯Γi(1− γ5)ν] , (1.3)
where this added term must have the same coupling constant due to the same γ5
invariance. Since 1
2
(1− γ5) is a projection operator, meaning that it is hermitian and
that any power of such operator gives the same operator, it can be noticed that the
lepton accompanying the neutrino in the current must have a determined chirality
depending on the operator Γi in the interaction. In other words, the lepton current
can be divided into scalar, pseudoscalar and tensor operators for an electron with op-
posite chirality than that of the neutrino and into vector and axial for same chiralities.
1Our convention of γ5 is different from the convention followed in the cited papers, this is
γus5 = −iγSalam5 ,
where γus5 is our convention which is used in this thesis and γSalam5 is the convention used in the
cited papers. However, the expressions in all cited papers will be adjusted to fit our convention.
2A lepton is defined as a field which undergoes no strong interactions at tree level.
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By making use of a Fierz identity for the muon decay, one is able to detect that
two kind of processes may take place. One occurs with the emission of two neutrinos
and the other with the emission of a neutrino and an antineutrino
LA =gi (µ¯Γie) [ν¯Γi(1− γ5)ν] , i = V,A, (1.4a)
LB =gi (µ¯Γie∗)
[
νTγ0Γi(1− γ5)ν
]
, i = S, P, T. (1.4b)
In the previous equations we can see that γ5 invariance would require gV = −gA
for vector and pseudo-vector interactions, while it requires gS = gP for scalar and
pseudoscalar interactions. These two interaction Lagrangian densities give different
values for the Michel parameter3 ρ, namely ρA = 34 and ρB = 0 for LA and LB respec-
tively. This was the first prediction of the correct ρ value for the µ decay, however
the coupling constants in the generalized Fermi theory were not known and there was
doubt if all operators would really contribute.
At the moment there was not any certainty in which operators participated in the
interactions since some experiments gave inconsistent results among them. However,
Richard Feynman [12] showed an inconformity in describing the fundamental fermion
field as a four component spinor, arguing that for a spin 0 field (Klein-Gordon) we
only need a wave function of one component and therefore the electron field should
be described by a two component field. Thus, he showed that the fermion field in the
Dirac equation (i/∂ − /A)ψ = mψ can be substituted by another fermion field
ψ =
1
m
(i/∂ − /A+m)χ, (1.5)
3The Michel parameters [11] in a three body decay give the energy and angular distributions,
d2Γ
x2dxd cos(θ) , where x = E/Emax is the normalized energy of a final state particle and θ is the angle
between two final state particle three-momenta, which in the case of muon decay can be given as a
function of the angle between the final state charged lepton three-momentum and the spin of the
decaying muon.
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which, as in the case of the Klein-Gordon field, is described by a second order equation
(i/∂ − /A)2χ =
[
(i∂µ − Aµ)(i∂µ − Aµ)− 1
2
σµνFµν
]
= m2χ. (1.6)
However, χ is still a four component spinor, but since σµν commutes with γ5 the χ
field can be splitted into γ5 eigenvectors of two components, which are γ5χ− = −χ−
and γ5χ+ = χ+. The connection with the original spinor field is given by
χ∓ =
1
2
(1∓ γ5)ψ. (1.7)
Feynman also states that it is these two-component fields that should be treated as
fundamental, and therefore, it is this field which should enter the weak current in-
teraction. Then, connecting with γ5 invariance Feynman postulates that all fermions
in the generalized Fermi theory should be inserted with the left projection operator.
This can only lead to currents of the type V − A, for the rest must vanish and,
therefore, having a universal weak coupling strength. Worth is to mention that also
Robert Marshak and George Sudarshan in an independent work [13] showed that a
universal Fermi interaction together with γ5 invariance can be achieved only through
V − A currents.
Great success was achieved with this description of weak interactions, however
one problem still remained: the Fermi interaction was not renormalizable. A more
fundamental approach could be achieved by merging both, weak and electromag-
netic interactions in a more general theory. This idea has its origin in some shared
characteristics:
• Both forces affect equally all forms of hadrons and charged leptons.
• Both are vector in character.
• Both (individually) possess universal couplings.
Since universality and vector character are features of a gauge theory, these shared
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characteristics suggested that weak forces, just as electromagnetic interactions arise
from a gauge principle.
In an attempt to give a more fundamental description and a unification of all
particle interactions (except for gravity), Julian Schwinger suggested [14] that all
intrinsic degrees of freedom are dynamically exhibited by specific interactions, each
interaction with its characteristic symmetry properties, and that the final effect of
interactions with successively lower symmetry is to produce a spectrum of physically
different particles from an initially degenerate state. He also postulated that only uni-
tary groups should be taken into account for internal symmetries, and by assuming
a SO(6) group for describing electromagnetic, weak and strong interactions he made
the suggestion that electroweak interactions among leptons could be unified in a local
SO(3) subgroup. The fact that the electromagnetic field must be a realization of this
symmetry assumed to be a component of a SO(3) iso-triplet encouraged Schwinger to
say that the other two components of the iso-triple responsible for weak interactions
must also be vector particles.
This was the first step towards a consistent perturbative description of electroweak
interactions, however there was a problem with Schwinger’s theory and all theories
that tried to unify electromagnetic and weak interactions as a group SU(2). By de-
scribing the Maxwell field as the component of such iso-triplet one ends up with an
interaction term with charged fermions that do not conserve parity, which is undeni-
ably incompatible with electrodynamics. The electromagnetic current found in this
way is
j3µ = ψ¯γµO3ψ = ψ¯γµ
1
4
[
t3 − γ5(t23 − 2)
]
ψ, (1.8)
where ti are generators of the SO(3) electroweak subgroup.
This was first noticed by Sheldon Glashow [15], who introduced the concept of
partial symmetries. This concept states that there might be a symmetry under which
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part of the Lagrangian density is invariant; more precisely, it is only the mass terms
in the Lagrangian density that break the conservation under a determined symmetry
transformation. Then, by proving that an SO(3) subgroup give the inconsistent
results shown in eq (1.8), he arrives to the conclusion that the only way to give a
consistent description of a unified theory of electroweak interactions is by adding more
vector fields, where the minimal amount of added fields in this case is 1. This field
is assumed to be a singlet under the SO(3) group, meaning that it does not interact
with neither the charged weak fields nor with the neutral field. He then introduced
the lepton current associated with this boson
jBµ = ψ¯γµSψ = ψ¯γµ
3
4
[
t3 + γ5(t
2
3 −
2
3
)
]
ψ. (1.9)
Thus, it is found that the operator S satisfies the following relations
[ ~O, S] = 0, (1.10a)
O21 +O
2
2 +O
2
3 + S
2 = 1, (1.10b)
Q := t3 =O3 + S (1.10c)
Now, eq. (1.10a) means that the field B associated with the operator S must be
a scalar under SO(3) transformations, so that jBµ must remain invariant under such
transformations as expected. However, eq. (1.10b) shows that S is not independent
from all the other operators. So, one can find a SO(2) symmetry to the B field and
the W3 field associated with the O3 operator in their own neutral bosons space. A
Z
 =
 cos θW sin θW
− sin θW cos θW
 W3
B
 . (1.11)
The relation of eq. (1.10c) give a relation resembling the Nakano–Nishijima–Gell-
Mann (NNG) relation [16, 17, 18].
This rotation between the neutral fields ends up with one that is associated with a
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parity conserving current, and therefore is identified as the Maxwell field. The mixing
of these fields was first done to permit an arbitrary choice of strengths of the triplet
and singlet interactions, which would explain the difference between the weak and
electromagnetic coupling strengths.
Glashow had successfully unified the electromagnetic and weak interactions by
relying on a SO(3) ⊗ U(1) symmetry of the interaction Lagrangian density and the
kinetic free Lagrangian density, but, as Glashow said, the mass terms do not preserve
any weak interaction symmetry. This was a problem, since by adding a mass term
to the free Lagrangian density for the intermediate weak bosons one has to add the
term kµkν/m2(k2 −m2) to the propagator of the gauge bosons.
DW (k) =
−gµν
k2 −m2W
→ −
gµν +
kµkν
m2W
k2 −m2W
(1.12)
The problem with this term in the propagator is that it made loop corrections not
renormalizable. So, the problem of having a perturbatively consistent theory was not
solved yet.
The solution thought was that the masses of the vector bosons should be generated
dynamically. It was proven by Abdus Salam and John Clive Ward [19] that a non-zero
vacuum expectation value of a scalar field interacting with other fields may give mass
to the latter, however with a non-zero vacuum expectation value breaking a global
symmetry scalar bosons with zero mass must come about. This was first conjectured
[20] and the proven by Jeffrey Goldstone, Abdus Salam and Steven Weinberg [21]
by using the Källén-Lehmann spectral representation. Then, François Englert and
Robert H. Brout [22] and Peter Higgs [23] showed that one may be able to exorcise
out the Goldstone bosons by choosing a gauge in which this scalar particles could be
transformed into the longitudinal mode of some of the gauge bosons propagators.
Then, Weinberg [24] gave the correct description of the complete unification of
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electromagnetic and weak interactions with the correct mechanism that gives mass to
all fields in the model (except for neutrinos and the photon fields) by taking the weak
interaction symmetry to be SU(2)L ⊗ U(1)Y with a spontaneous symmetry breaking
(SSB) of the SU(2) symmetry given by the introduction of a weak doublet of scalar
fields φ =
 φ−
φ0
 that interact with the gauge bosons. Weinberg’s Lagrangian is
given by
L = −1
4
WµνW
µν − 1
4
BµνB
µν − R¯ /DRR− L¯ /DLL−
1
2
|(∂ −DL)φ|2
− Y (L¯φR + R¯φ†L)− µ2φ†φ+ λ
24
|φ†φ|2, (1.13)
whereWµν = ∂µWν−∂νWµ+gεabcW aµW bν , Bµν = ∂µBν−∂νBµ, L = 12(1−γ5)
 νe
e
,
R = 1
2
(1+γ5)e, DR = ∂−igB, DL = ∂+ig~t· ~W−i12g′B and t are the generators of the
W fields algebra. As in the case of the K meson isospin doublet (see subsection 1.2.4
below), both scalar form a charge doublet, so that the φ¯0 should be differentiated
from the φ0, therefore three of the states are absorbed (two charged and one neutral),
the remaining one is called the Brout-Englert-Higgs (BEH) boson.
There are completely analogous terms to those consisting of the electron field and
a neutrino with same leptonic charge as the electron field but for muon and the neu-
trino related to muon production. This neutrino was found to be different to the one
produced in beta decay by Leon Lederman, Melvin Schwartz and Jack Steinberger
at Brookhaven [25], which was used by Weinberg to construct a µ SU(2)L doublet
analogous to the electron one.
Salam also arrived at these expressions from a more general symmetry principle by
stating that it should be SU(2)L ⊗U(1)Y the symmetry that unifies electromagnetic
and weak gauge bosons[26, 27]. Following Higgs’ idea of gauging out the Goldstone
bosons, Salam showed that with the most general model for a scalar autointeracting
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field the symmetry breaking would then absorb three of the scalar fields into the SU(2)
gauge bosons in order to give them mass. The Glashow angle now played the role
of choosing the interaction strength g sin θW such that one can find the appropriate
massless vector boson to identify it as the Maxwell field. He also noticed that since the
theory before spontaneous symmetry breaking is renormalizable, it should keep like
this after breaking the symmetry, solving thus the problem of finding a perturbative
description of a unified theory of electromagnetic and weak interactions later known
as the Standard Model of Electroweak interactions. But the problem still remained
for particles that undergo strong interactions, which led Glashow to the conclusion
that this was just an academic exercise if this model is not general enough so that
it also applies for fields that can interact via strong interactions. So, a theory of
strong interactions should be developed which was compatible with the electroweak
Standard Model.
1.2.3 Strong Interactions and Quantum Chromodynamics
The eta-charge, now known as strangeness, in particle physics was conjectured by
Toshiyuki Nakano, Kazuhiko Nishijima [16, 17] and Murray Gell-Mann [18] where
they proposed the relation known as the Nakano–Nishijima–Gell-Mann (NNG) rela-
tion
Q = I3 +
1
2
(B + S), (1.14)
where Q is the electric charge of the particle, I3 is the isotopic spin third component,
B is the baryon number and S is the strangeness (or η-charge) of the particle.
The NNG relation used to identify new baryons had been very successful describing
newfound particles, which seemed like there should be a more fundamental principle
behind the relation. This was the thought followed by Soichi Sakata [28], making an
analogy with the coincidence between the mass number of atomic nuclei and its spin:
when the spin is integer the mass number is even, while if the spin is half-integer the
mass number should be odd. After Chadwick’s discovery of the neutron, this puzzle
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was solved by developing the isotopic spin model. So this even-odd rule for nuclei was
explained by means of the sub-atomic particles. Therefore, Sakata showed us that,
in analogy with the even-odd rule the NNG relation may be explained if one assumes
the existence of new particles from which all newfound hadrons should be made of4.
He also stresses out the lack of interaction laws between such fundamental particles.
Then, Yuval Ne’eman [29] and Murray Gell-Mann [30] proposed both in 1961 a
SU(3) symmetry between the currents generated with the fundamental Sakata fields
(also called sakatons) called the eight-fold way or symmetric Sakata model. This was
intended as an extension to SU(2) isospin to include strangeness. These sakatons
were p, n and Λ, with the same quantum numbers as the proton, neutron and Λ
baryon. The statement was that sakatons should interact via a massive vector boson,
and that these interactions should be invariant under the SU(3) symmetry. Now, for
weak currents of sakatons, one should arrive at the expressions
Jµ = ip¯γµ(1− γ5)n+ ip¯γµ(1− γ5)Λ, (1.15)
which can be achieved by taking the combinations of currents
Jµ = ib¯γµ
1
2
(λ1 + iλ2 + λ4 + iλ5)b, (1.16)
where b =

p
n
Λ
 is the baryon triplet and λi is the ith Gell-Mann matrix. It should
be noticed the lack of (λ6± iλ7) currents that would couple the n and Λ fields giving
rise Flavor Changing Neutral Current (FCNC) which were not be seen by the time
this theory was postulated. (The combinations of λ3 and λ8 will give the diagonal
charged current.)
4In his paper, Sakata gives credit for the first composite model to Markov (Rep. Acad. Sci.
USSR, 1955), although we were not able to track down such paper.
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By making use of the V −A model of weak interactions [12, 13] and the eight-fold
way model, Nicola Cabibbo found in 1963 that weak currents of strongly interacting
fields should have some additional symmetry[31]; those belonging to a SU(3) repre-
sentation of the symmetric Sakata model with ∆S = 0, and ∆Q = 1, j(0)µ , should be
related to currents j(1)µ with ∆S = ∆Q = 1, the former with selection rule ∆I = 1,
the latter with ∆I = 1
2
. In this model, strangeness changing weak current should be
blended with ∆S = 0 currents since a SU(3) transformation would necessarily mix
N and Λ in the general weak current for sakatons in eq. (1.16). Thus, the total weak
current for strongly interacting fields is
Jµ = aj
(0)
µ + bj
(1)
µ , (1.17)
where a and b should have some universality constraint stemming from the mix be-
tween strangeness conserving and changing currents. A naive universality relation
would be a = b = 1; however this might give rise to uncoupled currents. There-
fore, Cabibbo assumes a weaker form of universality, namely that Jµ should be of
‘unit-length’, i.e., a2 + b2 = 1. Hence, Jµ can be re-expressed as5
Jµ = cos(θ)j
(0)
µ + sin(θ)j
(1)
µ . (1.18)
This weaker form of universality solved several experimental discrepancies between
different processes that implied the use of weak currents of strongly interacting par-
ticles.
The symmetric Sakata model was successful explaining the octuplet allocation of
pseudoscalar mesons, however it failed in constructing the nucleons from the sakatons.
5A similar expression following the same universality statement was obtained first by Gell-Mann
and Lèvy[32], but using the relation
p¯γµ(n+ Λ)(1 + 
2)−
1
2
which is a very good approximation to the expression given by Cabibbo when expanded near θ ≈ 0.
Gell-Mann and Lèvy take 2 ∼ 0.06, which gives sin θ ∼  ≈ 0.26 a very good approximation.
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This is why in 1964 George Zweig [33] proposed some fundamental fields called aces
instead of sakatons. (Gell-Mann made the same proposition also in 1964, calling the
fundamental fields quarks [34].) This fields should have fractional electric charge with
spin 1/2 and should form a triplet of the same SU(3) symmetry
q =

u
2
3
d−
1
3
s−
1
3
 , (1.19)
where the super-index denotes the electric charge of each ace or quark in units of the
proton electric charge e. Since quarks have spin 1/2, baryons should be composed
from an odd number of quarks and mesons by an even number of quarks. Then,
by taking products of quarks and anti-quarks baryons should be represented as the
product of three quark fields since (qqq) = 1⊕8⊕8⊕10, and mesons as the product
of a quark and an anti-quark since (qq¯) = 1 ⊕ 8, where 1, 8 and 10 are one, eight
and ten dimensional representations of SU(3). For example, the meson octet would
be composed by pi, K and η mesons. Further more, a 27 dimensional representation
that must be considered in the symmetric Sakata model not found experimentally
should be absent in the quark model.
Unsatisfied with having a fractional electric charge (in units of the proton charge),
Moo-Young Han and Yoichiro Nambu postulated that the fundamental fields should
be each one a triplet of an SU(3) symmetry [35] which was not the one proposed by
Ne’eman. These should be (as Schwinger had proposed [14]) a local gauge group, lead-
ing to eight neutral vector bosons, named gluons, that mediate the strong interactions
and does not mix the triplets. Since it was derived as a subgroup of an embedding
SU(6) symmetry, the fundamental triplets should interact through other SU(3) sym-
metry which, as the weak interaction does, would blend the three interacting triplets.
In this case, similar to the Salam SU(6) model where the correct symmetry was the
subgroup SU(2)⊗U(1), the correct group seemed to be the one with the eight vector
bosons which did not mixed the triplets of fermions. This necessarily implies a new
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charge for these fields. This new charge would explain the fact that the newfound
Ω− had S = −3 and J = 3
2
[37] and the existence of the ∆++ baryon with same spin
as the Ω− but with isospin I = 3
2
found in 1951 [38], since without this extra charge,
the Pauli exclusion principle would forbid the existence of these baryons. The fact
the ∆++ and Ω− baryons should be each made of three identical fermions made the
fractional charge model of quarks the most viable model discarding the integer charge
model since in the Han-Nambu model it is not possible to reproduce the Ω−.
However, quarks were still fundamental fields understood mainly as mathematical
objects with no physical evidence of their existence. Then, in 1968 James D. Bjorken
studying the inelastic lepton-proton scattering, demonstrated that in the limit of in-
finite energy transfer the structure functions upon which the cross section depends
remain finite [39], furthermore, he showed that these structure functions can be ex-
pressed as dependent of the ratio of the virtual photon four-momentum squared q2
and the initial energy of the proton P0, which is taken as constant as one takes the
limit q0, P0 → ∞. So, the structure functions have no dependence on the scaling of
the energy of the process, meaning that no structure can be discerned as the energy
of the process is augmented. Since by reducing the de Broglie wavelength one has a
higher energy state, by taking a higher center of mass energy one will have a greater
resolution scale, probing smaller space regions. Therefore, the electrons scattered
must be interacting with free point-like particles inside the proton.
With only three kind of quarks, the theory of weak interactions seemed to have
some problems with experimental selection rules of weak processes. By using the
Pauli-Villars regularization technique, a cut-off energy remarkably small of Λ ∼ 3
GeV seemed necessary. Also there should be amplitudes with ∆S = 2 contributing
to K decays that were not observed since a s¯γµd hadronic neutral current was not
prohibited by the electroweak model with three quarks. In 1970, Sheldon Glashow,
Jean (Iωα´ννης) Iliopoulos and Luciano Maiani proposed the existence of a new quark
[40] in analogy with the electroweak model for four leptons (e, νe, µ and νµ) leading
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to the hadronic current
JHµ = q¯CHγµ(1− γ5)q, (1.20)
where q = (c, u, d, s), and in order for JHµ to be unit charge current, CH must have
the following form
CH =
 0 U
0 0
 , (1.21)
where 0 is a 2×2 zero matrix and U is a matrix that must be unitary in analogy with
the leptonic weak current. By rephasing the quark fields one gets the most general
form
U =
 − sin θ cos θ
cos θ sin θ
 . (1.22)
This proposed quark should have Q = 2
3
, Y = −2
3
and, since it must be an isospin
singlet, a new quantum number called charm6. In this model, the weak symmetry
group for quarks SU(2)⊗ U(1) is a partial symmetry (in the sense of Glashow’s pa-
per [15]) of the gluonic SU(3) symmetry of strong interactions. With this, Glashow,
Iliopoulos and Maiani gave the term complementary to the Glashow-Salam-Weinberg
theory of leptonic weak interactions, completing the theory of weak interactions. On
the other hand, the 3 GeV cut needed without the charm quark can be qualitatively
explained with the model including the charm quark since Λ ∼ mc, where mc is the
charm quark mass, this is, the charm quark becomes an active degree of freedom of
the theory only above these energies.
In 1972, William Bardeen, Harald Fritzsch and Murray Gell-Mann proposed that
the quarks should have the extra charge mentioned above and coined the term color
for this new quantum number. Each quark should exist with one of three possible
color values, ‘say red, white and blue’ [42]. Also, all physical states and all observable
quantities must be color SU(3) singlets. This theory solved immediately the tension
6 Although Glashow had already proposed a charm number to describe a different quantum
number, Iliopoulos affirmed that the name charm used to baptize the new quark was thought of as
a good-luck charm for them so that it would exist and be detected soon [41].
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between the quark model predicted BR(pi0 → γγ) and the experimental result that
gave a factor 9 greater. Eventually, this became the standard theory for strong
interactions that has been used since then to describe all strong interactions.
1.2.4 Standard Model of Particle Physics
There was still one problem with the Lagrangian of elementary particles. As Nakano
and Nishijima showed, the K0 must be different from K¯0, then, they must belong
to two different isospin doublets and have different strangeness. These states can be
expressed as a linear combination of CP symmetry eigenstates, K1 and K2 which
makes them identifiable by their decay products into pions. Since the pi has intrinsic
parity P = −1 and C = 1, the K1 being CP even should decay into two pions and
the K2 into three, so each state would have definite mass and lifetime. Since one
has a longer lifetime, they were called K short (KS = K1) and K long (KL = K2).
However, as it was shown by James Christenson, James Cronin, Val Logsdon Fitch
and René Turlay7 at the Alternating Gradient Synchrotron at Brookhaven [43], there
were a small probability that KL would decay in the channel that KS does, giving a
clear indication of CP symmetry violation.
Within the models of electroweak and strong interactions there is no CP viola-
tion, meaning that something should be still missing. In 1972, Makoto Kobayashi and
Toshihide Maskawa suggested four possible scenarios within the electroweak model
to include CP violation [44]. One of them was the scenario where two more quarks
should be included in a left SU(2)L doublet and two right handed singlets, so that in-
cluding these extra quarks the matrix in eq. (1.21) must now have a non-factorisable
phase responsible for CP violation.
Then, in 1977 the E288 experimental team lead by Leon Lederman at Fermilab
discovered a meson resonance which should have a different content of quarks [45].
7Only Cronin and Fitch were awarded with the Physics Nobel Prize despite the four of them
contributed to the same work.
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This new quark was named bottom and should be part of a new SU(2)L doublet. two
years earlier, Martin Lewis Perl discovered the tau lepton with the SLAC-LBL group
[47]. The top quark, which was the left weak doublet partner of the bottom was dis-
covered in 1995 in the CDF and D/0 experiments at Fermilab [46]. The tau neutrino
was discovered in the year 2000 by the DONUT collaboration [48] completing the
Kobayashi-Maskawa frame (also generalized to leptons).
Thus, the Standard Model (SM) is the theory that describes the interactions be-
tween charged leptons, neutrinos, quarks and gauge bosons, which are the mediators
of the electromagnetic, weak and strong interactions. The internal symmetry that
generates these gauge bosons is thus SU(3)C ⊗ SU(2)L ⊗ U(1)Y , with a weak gauge
spontaneous symmetry breaking field experimentally discovered in 2012 at the Large
Hadron Collider experiments [49]. The electroweak Standard Model (EWSM) La-
grangian is thus expressed as the sum of four terms,
LEWSM = Lfermion + Lgauge + Lφ + LY ukawa, (1.23)
the kinetic term of the fermions and their interaction with the gauge bosons (Lfermion),
the pure gauge bosons contributions (kinetic and interactions) (Lgauge), the BEH field
and interaction with gauge bosons (Lφ) and the Yukawa interaction between the BEH
field and the SM fermions (LY ukawa). Each term is invariant under the SU(2)L⊗U(1)Y
symmetry group. Since the electroweak symmetry is non abelian, there will be an
interaction term among gauge bosons that is included in
Lgauge = W aµνW µνa +BµνBµν , (1.24)
where W µνa = (∂µW νa −∂νW µa −gfabcW µb W νc ), f is the structure constant of the group
and Bµν = ∂µBν − ∂νBµ. The correct interaction term of the gauge bosons with
the fermions is obtained by the standard method of making an arbitrary local gauge
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transformation, obtaining thus
Lfermion =
∑
i
χ¯iL(i/∂ − gτa /W a − g′ /B)χiL, (1.25)
where i runs through all the lepton flavors l and quark doublets q, τa are the 2×2 Pauli
matrices and g and g′ are the SU(2)L and U(1)Y coupling constants respectively. As
Weinberg showed us [24], the correct representation of the SM fermions is through
doublets defined as
χlL =
 ψ`
ν`

L
and χqL =
 ψu
ψd

L
, (1.26)
where ψu is an up-type quark and ψd its corresponding down-type quark (u↔ d, c↔
s, t ↔ b). The subindex L denotes the left projection of the fermion field, i.e.,
ψL =
1
2
(1− γ5)ψ.
The scalar fields term in the Lagrangian is obtained in an analogous way to the
fermion case, and reads
Lφ = (Dµφ)†Dµφ− V (φ) (1.27)
The field φ is realized as a SU(2)L doublet φ =
 φ+
φ0
 = 1√
2
 φ1 − iφ2
φ3 − iφ4
, where
the φi are all real fields. The covariant derivative is Dµ = ∂µ + ig τa2 W
µ
a − ig
′
2
Bµ. The
V (φ) term is made of the self-interacting terms of the introduced scalar fields
V (φ) = µ2|φ|2 + λ
4!
|φ|4, (1.28)
where by taking µ2 < 0 one obtains a non-zero vacuum expectation value vev,
which gives the SSB of the electroweak symmetry into the electromagnetic symmetry
SU(2)L ⊗ U(1)Y → U(1)EM . As was said above, three of the scalar fields are ab-
sorbed by the weak bosons as longitudinal component of these fields leaving only one
physical scalar field, the BEH field. Since the remaining scalar has non-zero vev, we
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can take the covariant derivative term acting on the vev of the BEH field to get
∣∣∣∣∣∣
(
ig
τa
2
W µa + i
g
2
Bµ
) 0
v
∣∣∣∣∣∣
2
=
1
8
v2g2
(
W µ1 W1µ +W
µ
2 W2µ
)
+
1
8
v2(g′Bµ − gW3µ)(g′Bµ − gW3µ)
=
(
1
2
vg
)2
W+µW
−µ+
1
8
v2
(
W 3µ , Bµ
) g2 −gg′
−gg′ g′2
 W 3µ
Bµ
 ,
(1.29)
where W± = 1√
2
(W 1 ∓ iW 2). All terms in the previous expression are mass terms
since they are quadratic forms of the fields, to see this we need to express W 3 and B
in a base which has no terms of the kind W 3 · B, this is, no gauge boson mix terms.
In order to obtain these mass eigenstates a rotation of the neutral current bosons W 3
and B is done  Aµ
Zµ
 =
 cos θW sin θW
− sin θW cos θW
 Bµ
W 3µ
 . (1.30)
To obtain such states one finds that the relation tan θW = g/g′ must be fulfilled so
that one of the states remains massless. This field is identified, as Glashow, Weinberg
and Salam did, as the Maxwell (electromagnetic) field. Therefore, the mass of the
other fields are mW = vg/2 and mZ = 12
√
g2 + g′2. With this, the interaction of the
fermions with the electroweak gauge bosons can be written as follows
LCC = g
2
√
2
W−µ
{∑
`
ψ¯`γ
µ(1− γ5)ψν` +
∑
i
ψ¯diγ
µ(1− γ5)ψui
}
+ h.c. , (1.31)
where ` runs on the lepton number, i on the quark family and h.c. is the hermitian
conjugate of the previous terms. For the weak neutral one has
LNC = g
2 cos θW
Zµ
∑
i,`
[
ψuiLγ
µψuiL − ψdiLγµψdiL + ψν`Lγµψν`L − ψ`Lγµψ`L
−2 sin2 θW
(
2
3
ψuiγ
µψui −
1
3
ψdiγ
µψdi − ψ`γµψ`
)]
. (1.32)
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The remaining piece of the Lagrangian is the interactions of the fermions with the
scalar doublet introduced to induce the SSB of the EW gauge. This is given by
LY ukawa = −
∑
j,k
[
Γujkχ
qj
L φ˜ (ψuk)R + Γ
d
jkχ
qj
L φ (ψdk)R + Γ
l
jkχ
lj
Lφ (ψlk)R + h.c.
]
, (1.33)
where a different convention to that of Weinberg has been used for the terms with
right-handed up-type quarks, here φ˜ = iτ2φ†. Since in the broken EW gauge the
scalar doublet field is just φ =
 0
v +H
, one finds for the u type quarks (for
the down-type quarks and the leptons a completely analogous procedure follows) the
Lagrangian density
LY uk =
∑
jk
(
ψuj
)
L
Y ujk (ψuk)R + h.c., (1.34)
where the matrix Y is in general neither hermitian, nor diagonal. Since the physical
states are the mass eigenstates we need to express the previous equation in terms of
mass eigenstates. Since any matrix can be diagonalized by multiplying it by the left
and by the right with the adequate unitary matrices, the left and right fermion fields
are transformed with unitary matrices mixing all the u type quarks. Therefore, by
making ψuL → AuLψuL and ψuR → AuRψuR one finds
Au†L M
uAuR =

mu 0 0
0 mc 0
0 0 mt
 . (1.35)
There are analogous terms for the down-type quarks and for the charged leptons.
Notice that since in the SM neutrinos are assumed massless, there is no such term for
these fields. If one forbids the right-handed projection of the neutrino field, no mass
term can be generated in eq. (1.33).
It is trivially verified that this unitary transformation does not affect the neutral
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currents of the standard model, since they include a ψ¯X and a ψX factor and all SM
operators are diagonal in flavor space8. However, charged currents are modified by
these rotations since they involve fields of two different kinds (e.g. ψ¯e and ψνe). These
matrices will give one unitary matrix in the interaction Lagrangian since the product
of two unitary matrices is a unitary matrix. The parameters of this unitary matrix can
be diminished by rephasing the fermion fields. So, for the hadronic charged currents
one has
Lqcc =
g
2
√
2
W+µ

(
d¯, s¯, b¯
)
V †CKMγ
µ(1− γ5)

u
c
t

+ h.c. , (1.36)
where VCKM is the unitary matrix generated by the transformation done to obtain the
mass eigenstates of the quarks, which after rephasing the quark fields has three real
parameters and one phase. This phase is the responsible for CP violation which was
detected in K0 and K¯0 decays. Notice that since no right-handed projection of the
neutrino field exist in the SM, no Yukawa term can be generated for these fields, so
that there is no special unitary transformation in the flavor space of the neutrinos to
diagonalize a Y matrix as in eq. (1.34). Therefore, when one transforms the charged
lepton fields, the same unitary transformation can be applied to the neutrino field
so that the resulting matrix is the identity. Thus, no mixing matrix is obtained for
leptons as it is for quarks.
1.2.5 QCD, limitations and Effective Field Theories
Quantum Chromodynamics (QCD), as was previously stated, is described by a local
SU(3) symmetry, with a Lagrangian density
LQCD = Lquark + Lgluon, (1.37)
8Flavor is defined as the attributes that distinguish quarks and charged leptons, namely the u,
d, s, c, b, t for quarks and the e, µ and τ for leptons.
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where Lgluon is analogous to Lgauge in eq. (1.23). It can be obtained by taking the
first term in eq. (1.24) and changing the weak (W ) for the gluon (G) fields and by
taking f as the structure constant of SU(3). The quark term is
Lquark =
∑
r
q¯rαi /D
α
βq
β
r , (1.38)
where r runs over all flavors and α and β are color indices. The covariant derivative
is found in an analogous way to the EW case, and reads
Dµαβ = δαβ∂
µ + i
gs
2
Gµi λ
i
αβ, (1.39)
where gs is the strong interaction constant, δ is the Kronecker δ and λ are the gener-
ators of the su(3) algebra. With these all the terms of the SM have been described.
As has been said, all the processes computed within the SM give outstandingly
precise predictions of a very vast amount of processes. This relies on the renormaliz-
ability of the whole model, as a result the coupling constant varies with the energy
of the studied process. Nevertheless, when QCD is renormalized it is found that
the coupling constant diverges as one approaches the 1 GeV energy region (where
the energy at which it diverges is called the Landau pole) and the theory, despite
being correct becomes not perturbative. Since there is no way known of computing
exactly amplitudes in Quantum Field Theory, QCD is of no use without a perturba-
tive description of phenomena. A way to overcome this problem is using an Effective
Field Theory (EFT) which relies on some symmetries of the original QCD Lagrangian.
There are two kinds of EFTs [50], namely
• Decoupling EFTs: These are characterized by an energy scale Λ below which
only light degrees of freedom are left and the heavy ones are frozen and so can
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be integrated out. Such theories are described by Lagrangians such as
Leff = Ld≤4 +
∑
d>4
1
Λd−4
∑
id
gidOid , (1.40)
where d is the dimension of the operator O in natural units.
• Non-decoupling EFTs: The transition from fundamental to effective theory is
made through a phase transition via a SSB generating Goldstone bosons. Pro-
cesses with different number of Goldstone bosons relate d ≤ 4 with d > 4 terms,
so that one cannot distinguish between these terms.
1.2.6 Chiral symmetry of the QCD Lagrangian density
One needs to rely on EFTs to compute processes involving strong interaction at
energies near or below the Landau pole, so the question of how to construct such
EFT comes about. First of all, as previously stated a symmetry of the underlying
theory is needed to develop the EFT. By reviewing the historical development of the
theories of strong interactions in the previous section in becomes appealing to rely on
some kind of flavor symmetry due to its great success in the Symmetric Sakata model
and the quark model in describing phenomena below the lepton-nucleon inelastic
scattering, ∼ 1 GeV, where the structure of the nucleons becomes apparent. Since
we are interested in regions around and below the Landau pole, the QCD Lagrangian
density (1.37) can be split into light and heavy degrees of freedom,
Lquark =
∑
q=u,d,s
q¯i /Dq + Lheavy quarks =
∑
q=u,d,s
(
q¯Li /DqL + q¯Ri /DqR
)
+ Lheavy quarks.
(1.41)
By separating the light quarks in their right and left chiral parts it becomes apparent
a SU(3)L⊗SU(3)R⊗U(1)V ⊗U(1)A symmetry. The U(1)V is just the baryon number
conservation and the U(1)A is not conserved at the quantum level. The remaining
G = SU(3)L⊗SU(3)R is called the chiral group. Notice that only the weak symmetry
SU(2)L is explicitly broken by including a mass term for the quarks, meaning that
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QCD does not forbid a mass term for the quarks. This mass term breaks explicitly
the chiral group symmetry. However one can exclude the quark masses and include
them later in a consistent way.
The Noether currents of the chiral symmetry G are q¯γµ 1
2
(1± γ5)λa2 q for right and
left quark currents, with which one can construct the vector and axial quark currents
V µ,α = Rµ,α + Lµ,α = q¯γµ
λa
2
q, (1.42a)
Aµ,α = Rµ,α − Lµ,α = q¯γµγ5λ
a
2
q. (1.42b)
In this way one arrives to a SU(3)V ⊗ SU(3)A symmetry. This basis is chosen since
theoretically and experimentally there is evidence that the chiral group must be spon-
taneously broken to SU(3)V [50, 51]. A way to see this is with a similar argument to
that used by Scherer [52]: If SU(3)V ⊗SU(3)A was the symmetry of the meson spec-
trum, to the lowest lying octet of vector mesons would correspond an octet of opposite
parity and with same spin and mass, i.e., the lowest lying axial-vector mesons. The
fact that empirically both octets have significantly different masses (eg. ma1 ≈ 2mρ)
means that SU(3)A must be broken. Since the Lagrangian density is invariant under
the complete chiral group, this means that SU(3)A must be spontaneously broken,
generating eight Goldstone bosons. Since the Goldstone bosons inherit the proper-
ties of the generators of the broken symmetry, they must be pseudoscalar, with zero
baryon number.
1.2.7 Inclusion of external currents
Aiming to construct a theory which can be obtained through a generating functional,
external currents are introduced in order to generate Green functions of quark cur-
rents. This external fields do not propagate and can be introduced by extending the
31
Lagrangian density adding quark currents coupled to some external hermitian fields
L = Lquarks + q¯γµ(vµ + aµγ5)q − q¯(s− ipγ5)q. (1.43)
The major advantages of this method is that one can include the electroweak gauge
boson interactions by making
rµ = vµ + aµ = −eQAextµ (1.44a)
`µ = vµ − aµ = −eQAextµ −
e√
2 sin θW
(
W ext,+µ T+
)
(1.44b)
Where Q = 1
3
diag(2,−1,−1), (T+)ij = δi1(δj2Vud + δj3Vus) and Vij are the Cabibbo-
Kobayashi-Maskawa mixing matrix. Also, one can include (as previously said) the
quark masses by means of the scalar external current, this is, symmetry breaking
terms can be introduced by means of the external fields. If one takes v = a = p = 0
and
s =

mu 0 0
0 md 0
0 0 ms
 , (1.45)
one can include symmetry breaking terms in a manifestly chiral invariant way. The
inclusion of external fields promotes chiral symmetry to a local one. The transforma-
tion rules of the external fields are
rµ → gRrµg†R + igR∂µg†R, (1.46a)
`µ → gL`µg†L + igL∂µg†L, (1.46b)
s+ ip→ gR(s+ ip)g†L (1.46c)
s− ip→ gL(s− ip)g†R . (1.46d)
Since now chiral symmetry has been promoted to a local one the derivative of the
quark fields must be modified in order to keep the chiral invariance also, by intro-
ducing a field strength tensor that transforms like F µνx → gxF µνx g†x for x = r, `. Thus,
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one has
F µνR = ∂
µrν − ∂νrµ − i[rµ, rν ], (1.47a)
F µνL = ∂
µ`ν − ∂ν`µ − i[`µ, `ν ]. (1.47b)
We have now all the elements needed to construct the EFT. The covariant derivative
will be defined in the next section once the the symmetry has been realized.
1.3 Chiral Perturbation Theory
1.3.1 Construction of Chiral Perturbation Theory (χPT)
Weinberg showed that in order to get consistent results, one must use a non-linear
realization of the chiral symmetry, so that soft pions cannot be emitted from virtual
particles in hard scattering processes [53]. A year later, Callan, Coleman, Wess and
Zumino developed a generalized way to construct non-linear realizations of arbitrary
symmetry groups [54]. For the chiral symmetry G, SSB generates eight pseudoscalar
bosons which are identified with the lightest octet of pseudoscalar mesons. So, these
are the fundamental fields upon which the theory is constructed. These meson fields
are collected in a unitary matrix using the Gell-Mann matrices
U(ϕ) = exp(i
√
2λaϕ
a/F ), λaϕ
a =

pi0√
2
+ η8√
6
pi+ K+
pi− − pi0√
2
+ η8√
6
K0
K− K¯0 −2 η8√
6
 , (1.48)
where λa are the eight Gell-Mann matrices and Fpi = F [1+O(mq)] ∼ 92.4 MeV is the
pion decay constant. As stated at the end of the previous subsection, the promotion
of G to a local symmetry lead us to define a covariant derivative, given by
DµU = ∂µU − irµU + iU`µ, (1.49)
33
and which transforms as DµU
G−−→ gRDµUg−1L .
Since one is able to construct a mass term for quarks stemming from the interaction
with a constant external scalar current, a mass term of the mesons might arise by
making them interact with an external scalar current χ = 2B(s+ ip), the constant B
is related to the quark condensate 〈0|q¯q|0〉 = −F 2B[1+O(mq)]. The lowest dimension
operator which is also chiral invariant that can be constructed is
Lmass = F
2
4
〈χU † + χ†U〉, (1.50)
where 〈A〉 = Tr(A). One can obtain, by expanding the U fields to O(ϕ2) the relations
M2pi+ = 2mB (1.51a)
M2pi0 = 2mB +O
[
(mu −md)2
ms −m
]
(1.51b)
M2K+ = (mu +ms)B (1.51c)
M2K0 = (md +ms)B (1.51d)
M2η8 =
2
3
(m+ 2ms)B +O
[
(mu −md)2
ms −m
]
, (1.51e)
where m = 1
2
(mu + md). A relation between quark and pseudoscalar meson masses
has been now constructed.
Given the realization of the chiral symmetry through the matrix U(ϕ), the gen-
eral Lagrangian density can be constructed by means of this matrix and the external
fields. However, the question of how to do this in a systematic way including only
the relevant terms comes naturally. An answer to this question is given by Weinberg
[55], where he conjectures that, since Quantum Field Theory by itself has no content
beyond analyticity, unitarity, cluster decomposition9 and symmetry, by giving all the
9In a QFT having the property of Cluster decomposition means that the vacuum-to-vacuum
expectation value of a product of many operators defined in two disjoint small space-time regions A
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terms consistent with the assumed symmetry principles one gets the most general La-
grangian density, and calculating the matrix elements with this Lagrangian density
to any given order in perturbation theory the result is the most general possible S-
matrix consistent with analyticity, perturbative unitarity, cluster decomposition and
the assumed symmetry principles. This, however, is of no use by itself since an infi-
nite number of terms should be considered in the Lagrangian to give the most general
S-matrix.
Nevertheless, one can rescale the moments and the meson masses, taking p→ tp
and mP → tmP . Then, the chiral dimension is defined as
M(tpi, tmP ) = tDM(pi,mP ) (1.52)
with
D = 2 +
∞∑
n=1
(d− 2)Nd + 2NL, (1.53)
where NL is the number of loops, Nd is the number of vertices formed from inter-
actions with d derivatives. Thus, by stating that amplitudes with the lowest chiral
counting D will give a dominant contribution and with aid of Weinberg’s conjecture
one is able to construct, order by order in chiral expansion the most general La-
grangian consistent with all features of QFT and chiral symmetry.
The elements to construct Chiral Perturbation Theory are shown with their chiral
order
U = O(p0), DµU = O(p), rµ, lµ = O(p), FL/Rµν = O(p2), χ = O(p2). (1.54)
Now, the most general chiral invariant Lagrangian density that can be constructed
and B with very large separation equals the vacuum-to vacuum expectation value of the products of
operators in region A times the vacuum-to-vacuum expectation value of the product of operators in
region B, meaning that the effects of operators in A cannot affect what happens in B and vice-versa.
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at lowest chiral order D = 2 is
L2 = F
2
4
Tr[DµU(DµU)†] +
F 2
4
Tr(χU † + Uχ†) . (1.55)
In the same way as it was done for L2, the chiral Lagrangian of order D = 4 can be
constructed using the operators which give the most general lagrangian at this order
invariant under G. However, its associated functional will only give Green functions
with even powers of Goldstone bosons (even intrinsic parity sector). From the U(1)A
anomaly one can construct the most general Lagrangian with chiral dimension D = 4
that will give Green functions that involve only odd numbers of Goldstone bosons
(odd intrinsic parity sector), this is the Wess-Zumino-Witten Lagrangian LWZW [56].
The corresponding functional is given by
Z[U, l, r] = − iNC
240pi2
∫
M5
d5xεijklm〈ΣLi ΣLj ΣLkΣLl ΣLm〉
− iNC
48pi2
∫
d4xεµνρσ(W (U, l, r)
µνρσ −W (1, l, r)µνρσ) (1.56)
where 〈A〉 = Tr(A),
W (U, l, r)µνρσ = 〈U`µ`ν`ρU †rσ + 1
4
U`µU
†rνU`ρU †rσ + iU∂µ`ν`ρU †rσ
+ i∂µrνU`ρU
†rσ − iΣLµ`νU †rρU`σ + ΣLµU †∂νrρU`σ
− ΣLµΣLνU †rρU`σ + ΣLµ`ν∂ρ`σ + ΣLµ∂ν`ρ`σ − iΣLµ`ν`ρ`σ
+
1
2
ΣLµ`νΣ
L
ρ `σ − iΣLµΣLνΣLρ `σ − (L↔ R)〉, (1.57)
and ΣLµ = U †∂µU , ΣRµ = U∂µU †.
1.4 Resonance Chiral Theory (RχT)
Chiral Perturbation Theory [55, 57, 58, 59, 60] has been very successful, however it
has some serious limitations. Chiral Perturbation Theory is only reliable at energies
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below ∼ 500 MeV. Above this energy, other meson resonances become active degrees
of freedom. So, to push Chiral Perturbation Theory to higher energies one needs to
include resonances as active degrees of freedom. The way to do this is relying not
only in chiral symmetry, but in 1/NC expansion[61] from which Chiral Perturbation
Theory can be obtained with the restoration of the U(1)A anomaly [62]. Therefore,
1/NC is completely compatible with chiral symmetry. It has been shown that at
low energies (< 500 MeV) L4 is completely described by the lowest-lying resonance
exchange [63], so that the most general Lagrangian will be given by L2 + LWZW
and all possible contributions from resonance exchange. For the sake of simplicity, a
different representation is used for the realization of the Goldstone bosons, namely
the matrix u defined by the relation U = u2, and which transforms under G as
u(ϕ)
G−−→ gRu(ϕ)h(ϕ)† = h(ϕ)u(ϕ)g†L, (1.58)
where h ∈ SU(3)V . Also, the fields χ± and fµν± are used instead of χ and F µνR/L, which
are defined as
fµν± = uF
µν
L u
† ± u†F µνR u, (1.59a)
χ± = u†χu† ± uχ†u (1.59b)
Depending on the nature of the resonance field one can write down a chiral invariant
interaction term to couple the resonance field with the chiral objects in eq. (1.54) [63,
64]. The realization of G on resonance fields in the antisymmetric tensor formalism
is given by
Rµν
G−−→ h(ϕ)Rµνh(ϕ)†, (1.60)
with covariant derivative
∇µR = ∂µR + [Γµ, R], (1.61)
Γµ =
1
2
[u†(∂µ − irµ)u+ u(∂µ − i`µ)u†]. (1.62)
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By using the covariant derivative, the kinetic Lagrangian density can now be written
down
Lkin(Rµν) = −1
2
〈∇λRλµ∇νRνµ − 1
2
M2RRµνR
µν〉. (1.63)
Similarly, one can write the interaction terms at the leading 1/NC order in the fol-
lowing way
L2(V ) = FV
2
√
2
〈Vµνfµν+ 〉+
iGV√
2
〈Vµνuµuν〉, (1.64a)
L2(A) = FA
2
√
2
〈Aµνfµν− 〉, (1.64b)
L2(S) = cd〈Suµuµ〉+ cm〈Sχ+〉, (1.64c)
L2(P ) = idm〈Pχ−〉. (1.64d)
In this antisymmetric tensor formalism, the propagator of the meson resonance is
given by the following relation [63]
〈0|T{RµνRρσ}|0〉 = i 1
M2R
∫
d4ke−ik(x−y)
(2pi)4(M2R − k2 − i)
[
M2gµρgνσ + gµρkνkσ
− gµσkνkρ − k2gµρgνσ − (µ↔ ν)
]
, (1.65)
corresponding to the normalization
〈0|Rµν |R, p〉 = i 1
MR
[pµν(p)− pνµ(p)]. (1.66)
The final ingredient of this theory is a match between QCD and this EFT. The way
to do this is by taking the Green function due to some process and then take the high
energy limit, by comparing this result with the exact QCD prediction one is able to
find constrictions in some of the coupling constants. This reduces significantly the
number of free parameters in the theory.
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Chapter 2
Lepton universality violation and new
sources of CP violation
2.1 Introduction
In the Standard Model (SM) all lepton currents couple with the same strength to the
weak gauge bosons. This is an interesting property of the SM, since any deviation
from this prediction would be a clear signal of Beyond SM (BSM) interactions, there-
fore all processes in which a false signal of lepton universality might come about due
to kinematical or dynamical effects stemming from processes unrelated to real lepton
universality. Since High Intensity Frontier experiments such as Belle-II will be able
to look up for processes with lepton universality violation it becomes mandatory to
know well all the processes that may be an important background for the observation
of BSM effects in these decays.
In order to get reliable predictions one needs to have under control all the hadronic
effects in the processes studied. Therefore, predictions of background in the search for
BSM effects have to be taken into account so that this background can improve the
predictions of the experiments. Some experimental results show effects that cannot
be explained by means of the SM (athough, not so far from the SM . 4σ). Therefore,
the hadronic effects on such processes need to be under very good control.
Since CP asymmetries have been measured recently in B meson decays, the
hadronic effects in these decays need to be very well studied to increase the pre-
cision in the search for BSM phenomena and determine whether these measurements
agree with the Standard Model or needs an explanation from effects beyond it. There-
fore, the hadronic parts in potential background in the search for BSM phenomena
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needs to be very well known and under control.
2.2 The τ− → pi−ντ`+`− decays as background for
BSM interactions
2.2.1 Introduction
Being the heaviest of the leptons, the τ offers an opportunity that neither of its
lighter copies can provide, namely the chance to study in a clean way the produc-
tion of hadrons. This unique characteristic makes it appealing for the analysis of all
kind of processes involving leptons and hadrons. One such effect is Lepton Flavor
Violation (LFV) and Lepton Number Violation (LNV), as well as lepton universal-
ity violation in semileptonic τ decays [65]. Lepton universality violation has been
suggested in heavy meson decays including τ ’s in the final state, therefore to ensure
that no spurious violation of this universality is been measured due to τ decays one
has to compute the possible configurations in which such effect could be induced.
The hadronic effects in the studies of LFV in τ decays has to be very well under-
stood, since otherwise this effects can give different orders of magnitude[66, 67, 68, 69]
In this section we study the τ− → pi−ντ`+`− decays, where the effective vertex
Wγ∗pi comes about. The presence of this effective vertex makes the processes ap-
pealing for one more reason, which is the fixing of parameters for the pion transition
form factor by means of a weak isospin rotation (and its correction factor) where both
gauge bosons are off-shell and also with high virtualities. In subsection 2.2.2 we show
the different contributions to the total amplitude and their complete expressions. In
subsection 2.2.3 the expressions of the form factors are given, as well as the Feynman
diagrams needed for computing them. In subsection 2.2.4 we show the form in which
the couplings in the form factors are constrained through the short distance behavior
of QCD. In subsection 2.2.5 we show our results for the total branching fraction and
the different contributions for the process, also, the invariant mass spectra for both
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decay channels are shown.
2.2.2 Matrix element of the process
The study of the τ−(pτ )→ pi−(p)ντ (q)`+(p+)`−(p−) decays is a generalization of the
computation in ref [70], where the photon is real. The opportunity of studying this
process for virtual photon turns out to be interesting since by a weak isospin rotation
one can determine the principal contribution to the Hadronic Light by Light scatter-
ing to the anomalous magnetic moment of the muon aµ. So, if this process could be
measured one could in principle constraint the relevant parameters for the relevant
contribution in the aµ. It also opens the possibility of studying lepton universality
violation by comparing the γ∗ → e+e− and γ∗ → µ+µ− processes. Also, a Majorana
neutrino exchange could give place to LNV for which this process might become a
very important background [71].
(d)
τ− W−
ντ
γ
π−
(e)
τ− W−
ντ
γ
π−
τ− τ−
γ
ντ
W− π−
(a) (b)
τ−
ντ
W− π− π−
γ
(c)
τ−
ντ
γ
W− π−
ℓ+ ℓ− ℓ+ ℓ− ℓ+ ℓ−
ℓ+ ℓ−ℓ+ ℓ−
Figure 2.1: Feynman diagrams of the different contributions to the τ → pi`+`−ντ de-
cay. Diagrams (a) to (c) give the model independent contribution, while the structure
dependent has been separated into two contributions for convenience
To describe this process we need to compute the relevant amplitude, which is given
by one model independent and two structure dependent contributions. The model
independent contribution has the bremsstrahlung off the τ (a), off the pi (b) and the
diagram with the local vertex Wγ∗pi (c) shown in figure 2.1 which are given by pure
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QED assuming a point-like pion. The contributions to the amplitude are thus
MIB = −iGFVud e
2
k2
FMτ u¯(p−)γµv(p+)u¯(q)(1 + γ5)
[
2pµ
2p · k + k2 +
2pµτ − /kγµ
−2pτ · k + k2
]
u(pτ ) ,
MV = −GFVud e
2
k2
u¯(p−)γνv(p+)FV (p · k, k2)µνρσkρpσu¯(q)γµ(1− γ5)u(pτ ) , (2.1)
MA = iGFVud2e
2
k2
u¯(p−)γνv(p+)
{
FA(p · k, k2)
[
(k2 + p · k)gµν − kµpν]− 1
2
A2(k
2)k2gµν
+
1
2
A4(k
2)k2(p+ k)µpν
}
u¯(q)γµ(1− γ5)u(pτ ) .
Here GF is the Fermi constant, Vud is the first entry of the CKM matrix, k = p+ + p−
is the virtual photon four-momentum and all the values for the SM parameters were
taken from the Particle Data Group Review on Particle Physics [72]. MIB is the to-
tal model independent contribution andMV andMA are the vector and axial-vector
structure dependent contributions, respectively.
By inspection of the previous expressions it can be seen that the decay amplitudes
for the real photon are obtained by making e
k2
u¯(p−)γµv(p+) → (k)∗µ, for ∗µ(k) the
polarization of the real photon, then setting k2 → 0. Our computation of the form
factors FA and FV agrees in the k2 → 0 limit with the expressions from ref [70]. In
addition, we provide for the first time their the dependence on the photon virtuality.
The additional axial form factors A2(k2) and A4(k2) can be seen in ref [73]. These can
be expressed in terms of one form factor at the order we are interested in computing
the process (further details can be seen on ref [74]). By defining B(k2) := −1
2
A2(k
2)
one gets 1
2
A4(k
2) = −B(k2)/(k2 + 2p · k), so that the amplitude simplifies to
MA = iGFVud2e
2
k2
u¯(p−)γνv(p+)
{
FA(p · k, k2)
[
(k2 + p · k)gµν − kµpν]
+B(k2)k2
[
gµν − (p+ k)
µpν
k2 + 2p · k
]}
u¯(q)γµ(1− γ5)u(pτ ) . (2.2)
The k dependence of the amplitudes gives us an idea of what to expect. All
the amplitudes have a factor 1/k2, nevertheless the structure independent amplitude
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will give the dominant contribution when k is small since it has extra 1/k factors
compared to the structure dependent part, which has an O(k) dependence. Instead,
for k0 ∼ mτ −mpi the structure dependent terms will give the main contribution to
the process. Since the mass of the electron is 200 times smaller than that of the muon
one would expect to see this decay channel dominated by the pure QED contribution.
Being the muon nearly as heavy as the pion, one would expect that hadronic effects
would be more important since the structure dependent amplitude ∼ O(k).
It should be noticed that ref [72] neglects the A4(k2) in the pi → µνµe+e− for
kinematic reasons, however, given the different phase space of our process we will
keep this form factor.
The decay rate will be conveniently separated in six terms which will be given by
the squared moduli of the three amplitudes and three interference terms.
Γtotal = ΓIB + ΓV V + ΓAA + ΓIV B + ΓIV A + ΓV A (2.3)
where the integrals for dΓ(τ− → pi−`+`−ντ ) were obtained using the phase space
configuration of reference [75]. All the squared amplitudes sum over final and averaged
over initial polarizations are shown in appendix 5.
2.2.3 Form Factors
The expressions for the form factors are obtained by computing the Feynman di-
agrams in figure 2.2 for the vector and in figure 2.3 for axial form factors. These
contributions are computed by means of RχT since at the energies probed in the τ
decay, the resonances region is available. However, near the mass of the τ the process
is kinematically suppressed, therefore contributions of higher multiplets of resonances
can be safely neglected.
Since both gauge bosons in the Wγpi vertex are off-shell, the effective vertex will
depend upon two Lorentz invariants, which we choose as t := (p+ k)2 and k2. In ref
[70] the same diagrams were obtained, however the one with the contribution to the
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γ
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ω γ ρ
−
γ
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ρ− ω γ
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Figure 2.2: Contribution to the vector form factor in eq (2.1), where the circle with
cross denotes the weak vertex.
pi−
ρ0 γ pi− ρ
0
pi−
γ a−1
pi−
γ
pi−
a−1 ρ0 γ
Figure 2.3: Contribution to the axial form factor in eq (2.1), where the circle with
cross denotes the weak vertex.
electromagnetic form factor (the second in fig 2.3), is zero for on-shell photon, so the
extra form factor is expected to be proportional to the electromagnetic form factor
of the pion for ρ− γ mixing.
Therefore, the expression of the vector form factor is expressed in the following
way
FV (t, k
2) = − NC
24pi2F
+
2
√
2FV
3FMV
[
(c2 − c1 − c5)t+ (c5 − c1 − c2 − 8c3)m2pi + 2(c6 − c5)k2
]
×[
cos2θ
M2φ − k2 − iMφΓφ
(
1−
√
2tgθ
)
+
sin2θ
M2ω − k2 − iMωΓω
(
1 +
√
2cotgθ
)]
+
2
√
2FV
3FMV
Dρ(t)
[
(c1 − c2 − c5 + 2c6)t+ (c5 − c1 − c2 − 8c3)m2pi + (c2 − c1 − c5)k2
]
+
4F 2V
3F
Dρ(t)
[
d3(t+ 4k
2) + (d1 + 8d2 − d3)m2pi
]
×[
cos2θ
M2φ − k2 − iMφΓφ
(
1−
√
2tgθ
)
+
sin2θ
M2ω − k2 − iMωΓω
(
1 +
√
2cotgθ
)]
, (2.4)
where θ is the mixing of ω − φ vector mesons and
DR(t) =
1
M2R − t− iMRΓR(t)
, (2.5)
and ΓR(t) is the off-shell width of the resonance meson. The ci and dk are couplings
of the VJP and VVP operators respectively, given in section 3.4. The off-shell width
can be read from appendix 5 [76]. If the ideal mixing of vector mesons ω − φ is
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considered,  ω1
ω8
 =
 √23 − 1√3
1√
3
√
2
3
 ω
φ
 , (2.6)
the contribution from the φmeson vanishes. Since these are rather narrow resonances,
their energy dependent widths will be taken constant and equal to their total widths.
In the case of the axial form factors one finds
FA(t, k
2) =
F 2V
F
(
1− 2GV
FV
)
Dρ(k
2)− F
2
A
F
Da1(t) +
FAFV√
2F
Dρ(k
2)Da1(t)
(
− λ′′t+ λ0m2pi
)
,
(2.7)
where we have used the notation
√
2λ0 = −4λ1 − λ2 − λ4
2
− λ5 ,
√
2λ′′ = λ2 − λ4
2
− λ5 , (2.8)
for the relevant combinations of couplings of the VAP operators shown in section 3.4.
Again, the off-shell width of the a1 meson is shown in appendix 5.
What one gets for the B(k2) form factor is, as previously mentioned, completely
related to the electromagnetic form factor of the pion for ρ− γ mixing.
B(k2) = F
[
F pi
+pi−
V |ρ(k2)− 1
k2
]
, (2.9)
The form factor F pi+pi−V |ρ(k2) has been obtained by means of dispersion relations in
ref. [77, 78, 79, 80], although, we follow the approach in ref. [81] and use a dispersive
representation of the form factor at low energies matched to a phenomenological
description at intermediate energies, including the excited resonance contribution.
So, the form factor is obtained through a three times subtracted dispersion relation
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F piV (s) = exp
[
α1 s +
α2
2
s2 +
s3
pi
∫ ∞
sthr
ds′
δ11(s
′)
(s′)3(s′ − s− i)
]
, (2.10)
where [82]
tan δ11(s) =
=mF pi(0)V (s)
<eF pi(0)V (s)
, (2.11)
with
F
pi (0)
V (s) =
M2ρ
M2ρ
[
1 + s
96pi2F 2
(
Api(s) +
1
2
AK(s)
)]− s
=
M2ρ
M2ρ
[
1 + s
96pi2F 2
<e (Api(s) + 12AK(s))]− s− iMρΓρ(s) . (2.12)
The loop function is (µ can be taken as Mρ)
AP (k
2) = ln
(
m2P
µ2
)
+ 8
m2P
k2
− 5
3
+ σ3P (k
2) ln
(
σP (k
2) + 1
σP (k2)− 1
)
, (2.13)
and the phase–space factor σP (k2) is defined after the ρ width in appendix 5.
The parameters α1, α2 and the ρ(770) resonance parameters entering B(k2) will
be extracted [81] from fits to BaBar σ(e+e− → pi+pi−) data [83] excluding the ω(782)
contribution. We have used the fitted values with corresponding errors, as discussed
in ref [80] α1 = 1.87, α2 = 4.26.
2.2.4 Short distance constraints
One of the main advantages of RχT is the fact that the couplings from operators in
the theory can be constrained by means of the QCD behavior at infinite energies,
specifically the Green functions behavior. The Large NC description of QCD gives
us a way to relate the quark Green functions to those generated by means of meson
exchange, therefore, by matching consistently the leading order Operator Product
Expansion result to a given order in the 1/NC expansion Green functions in both
descriptions, the relations among them will constrain the couplings of the effective
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theory. When the energy in the quark current in the Green function is very large
(E → ∞, this is, when the distance between the points of the Green function → 0)
the quarks Green function must be equal to the meson exchange Green function,
this is called quark-hadron duality. Assuming quark-hadron duality, the study of two
point spin-one Green functions in pQCD shows that the imaginary part of the quark
loop must be constant at infinite momentum transfer [84] and can be understood
as a sum of infinitely many positive contributions from intermediate hadron states.
Since all these infinite positive contributions must add up to a constant value at high
energies, each of these contributions must vanish in this limit.
In principle all resonance excitations must enter the short distance relations, how-
ever most experimental processes can be very well described by considering the lowest-
lying (vector and axial) resonances approximation [85]. The effect of the excited
resonances usually give very small corrections to the short distance relations (see
some examples in [86, 87, 74]). Therefore, by assuming this lowest-lying resonances
dominance and the sum rules given by Weinberg [88] we get the results
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c1 − c2 + c5 = 0 ,
2(c6 − c5) = −NCMV
64pi2F
,
c1 − c2 − 8c3 + c5 = 0 ,
d1 + 8d2 − d3 = 1
16
, (2.14)
d3 =
−NCM2V
128pi2F 2
+
1
16
,
GV =
F√
2
,
FV =
√
2F ,
FA = F ,
λ′ =
1
2
,
λ′′ = 0 ,
λ0 =
1
8
.
Given the corrected short distance relations of reference [89] a reanalysis of the process
should be done, however this effect would give a small correction (even for the ` = µ
channel), so that the conclusion in this thesis and in ref. [74] stands. For the branching
fraction of the process we will take MV = 775 MeV.
2.2.5 Branching ratio and invariant mass spectrum
The form factors given in eqs. (2.4), (2.7) and (2.9) parametrize the structure de-
pendent contribution. With the information on the couplings of the form factors, we
are now ready to compute all the contributions to the branching fraction and the
invariant mass spectrum. The branching fractions are, therefore, predicted with the
values [74] of table 2.1, where we let a variation of a 20% around the short distance
prediction of couplings is allowed in order to estimate a theoretical uncertainty. These
are the errors of the structure dependent contributions in table 2.1, the errors in the
completely structure independent contribution comes from the numerical integration
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of this contribution. The error ranges are basically given by the uncertainties in
FV , GV .FA, d3 and c5 − c6.
` = e ` = µ ` = e ` = µ
IB 1.461 · 10−5 1.600 · 10−7 ±0.006 · 10−5 ±0.007 · 10−7
IB-V −2 · 10−8 1.4 · 10−8 [−1 · 10−7, 1 · 10−7] [−4 · 10−9, 4 · 10−8]
IB-A −9 · 10−7 1.01 · 10−7 [−3 · 10−6, 2 · 10−6] [−2 · 10−7, 6 · 10−7]
VV 1.16 · 10−6 6.30 · 10−7 [4 · 10−7, 4 · 10−6] [1 · 10−7, 3 · 10−6]
AA 2.20 · 10−6 1.033 · 10−6 [1 · 10−6, 9 · 10−6] [2 · 10−7, 6 · 10−6]
V-A 2 · 10−10 −5 · 10−11 ∼ 10−10 ∼ 10−10
TOTAL 1.710 · 10−5 1.938 · 10−6 (1.7+1.1−0.3) · 10−5 [3 · 10−7, 1 · 10−5]
Table 2.1: The central values of the different contributions to the branching ratio of the
τ− → pi−ντ `+`− decays (` = e, µ) are displayed on the left-hand side of the table. The
error bands of these branching fractions are given in the right-hand side of the table. The
error bar of the IB contribution stems from the uncertainties on the pion decay constant F
and τ` lepton lifetime [72].
We computed also the invariant (di-lepton) mass spectrum normalized to the τ
total width for both channels
1
Γτ
· dΓ(τ
− → pi−ντ`+`−)
dk2
. (2.15)
As it was noticed in subsection 2.2.2, since the electron can reach very low in-
variant mass values, the decay width for this channel is mainly given by the model
independent part of the amplitude and the structure dependent part gives a negligible
contribution. This behavior of the invariant mass spectrum is shown in figure 2.4,
where s34 = k2 is the invariant mass of the di-lepton [74].
Thus, we can see that for the muon channel the the opposite of the electron case
happens. Since the mass of the muon is nearly that of the pion, the energy region
probed in this decay has a great contribution from the hadronic processes (structure
dependent).
In Figs. 2.4-2.6 vertical fluctuations can be appreciated in certain energy regions of
the normalized invariant-mass distributions. In order to compute these distributions
49
1e-06 0,0001 0,01 1
s34 (GeV
2)
1e-07
1e-06
1e-05
0,0001
0,001
0,01
0,1
1
1 /
Γ τ
 
 
 
 
d Γ
/ d
s 3
4 
 
( G
e V
-
2 )
IB-IB
IB-V
IB-A
V-V
A-A
Total
Figure 2.4: The different contributions to the normalized e+e− invariant mass distribution
defined in Eq. (2.15) are plotted. A double logarithmic scale was needed.
in the s34 variable, we have integrated numerically the decay probability over the
remaining four independent kinematical variables. The observed fluctuations arise
from the Monte Carlo evaluation over the four-body phase space integration. The
branching fractions shown in Table 2.1 were obtained by integrating numerically these
invariant-mass distributions and checked from a direct integration over the five inde-
pendent kinematical variables.
The fact that, in both decays, the contribution to the decay width of the s34 > 1
GeV2 region is negligible justifies our assumption of including only the lightest multi-
plet of vector and axial-vector resonances. This result is not trivial in the axial-vector
case and in the vector case it is not modified even if the ρ(1450) exchange is included
phenomenologically [90].
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Figure 2.5: The different contributions to the normalized e+e− invariant mass distribution
defined in Eq. (2.15) are plotted in a magnification for s34 & 0.1 GeV2 intended to better
appreciate the SD contributions. A double logarithmic scale was needed.
We can see the effect of including the B(k2) form factor into the axial amplitude
by neglecting its contribution and then comparing it to the full axial contribution
(squared A modulus plus the interference with IB). The effect in both of the parts
are 33 and 25% respectively of the values in table 2.1. It becomes essential to include
this contribution since the muon channel is dominated by the axial amplitude. Thus,
it drops a 44% of the value in table 2.1 when one neglects this contribution. This
explains the peak in the axial amplitude around the rho mass, since B(k2) is propor-
tional to the electromagnetic form factor of the pion with only ρ− γ mixing.
It is worth to notice the difference between the total branching fractions for the
electron and (for its central value) the muon channels. If this effect is not taken into
account in the search for lepton universality violation might lead to spurious signal
of beyond Standard Model effects.
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Figure 2.6: The different contributions to the normalized µ+µ− invariant mass distribution
are plotted. A double logarithmic scale allows to display the different contributions more
clearly.
2.2.6 Conclusions
We have studied for the first time the branching ratio of the τ → pi`+`−ντ decays as
well as the normalized invariant di-lepton mass spectrum. The analysis of this decays
lead to a lepton universality violation induced by dynamic and kinematical effects.
If this effect is not taken into account, the study of lepton flavor violation in heavy
hadrons involving τ leptons in the final state might lead to a non-universality induced
effect which might be confused with a genuine BSM effect.
As previously mentioned, the observables in this process are needed in order to give
a good estimate of the background for the search of lepton flavor violation processes
as τ → `′`+`− or lepton number violation as in the process τ− → pi+`−`−ντ [71]. This
form factors were coded in the RχT based version of TAUOLA, which is the standard
Monte Carlo generator for τ decays [91, 92].
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2.3 Long-distance contribution to B± → (pi±, K±)`+`−
decays.
2.3.1 Introduction
Being the lightest element of the third generation quark doublet, all b-flavored
hadrons occur through generation changing processes. This means that all amplitudes
will be O(λ) suppressed, within the Wolfenstein parameterization [93] of the CKM
matrix. Thus, several processes involving b-flavored mesons will be highly suppressed
in the Standard Model yielding an excellent ground to search for Beyond Standard
Model Physics.
In 2014 several interesting precision tests of the Standard Model were made at
the LHCb experiment, in particular a test of lepton universality in B± → K±`+`−
decays,
RK := BR(B → Kµ+µ−)/BR(B → Ke+e−) = 0.745+0.090−0.074 ± 0.036 (2.16)
within the squared invariant mass of the lepton pair in the range [1, 6] GeV2 [94], where
the errors shown are the first statistic and the second systematic. This very interest-
ing result contrasts with current SM prediction, which is RSMK = 1 + (3.0
+1.0
−0.7) · 10−4
[95]. We saw previously (in τ → pi−`+`−ντ decays) [96] that the weak radiative pion
vertex gives different values by taking either ` = µ or ` = e for the model dependent
terms, especially close to 1 GeV, where they became relevant. This analysis hinted
the possibility that such violation of lepton universality might be due to hadronic
effects at the GeV scale.
In this chapter we compute a Long-Distance (LD) term of the Weak Annihilation
contribution of B± → P±`+`− decays which, by extending RχT to include b-flavored
mesons and after computing all possible diagrams, we find that the only non-negligible
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contribution comes from the P meson electromagnetic form factor for P = pi,K. Also,
to have reference point, we used the Gounaris-Sakurai (GS) parametrization used by
the BaBar collaboration in the fit of their data to the mentioned form factors [97].
The observables are computed for invariant dilepton mass below the charmonium
threshold q2 ≤ 8 GeV2, overlapping the experimental q2 range in the measurement of
RP := BR(B
± → P±µ+µ−)/BR(B± → P±e+e−), (2.17)
where P is either pi or K. Our short distance (SD) analysis of the amplitude was
based in the results given in ref [95].
2.3.2 RχT contribution to the Weak Annihilation amplitude
The QCD factorization (QCDf) [98, 99] contribution to the B± → (pi±, K±)`+`− de-
cays [95, 96, 100] is taken at next to leading order, where a comparable uncertainty
to that obtained using RχT with only the leading terms is expected. In this approx-
imation the small contribution of the Weak Annihilation (WA) of the valence quarks
in the B meson becomes relevant. At this order in 1/NC , the quark currents of both
mesons can be naively factorized, since a gluon exchange would mean a higher order
term in 1/NC ; this means that the hadronic current can be written as products of
decay constants and/or form factors [99] which is described by the diagrams in Figure
2.7.
B W P WB P
γ
ℓ
ℓ¯γ
ℓ
ℓ¯
Figure 2.7: All possible contributions to the WA amplitude at leading order in 1/NC .
The thick dot denotes interactions between resonances and the fields coupled to the
vertex.
Now, at leading order in QED the leptonic current can be factorized from the
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hadronic current since no photon exchange exists except for the one connecting the
lepton current with the hadronic one. Thus, the LD WA amplitude can be written as
the coupling of the leptonic current and an effective hadronic electromagnetic current
(MWAµ )
MWALD =
e2
q2
¯`γµ`MWAµ , (2.18)
where q2 is the dilepton invariant mass squared and, by conservation of the electro-
magnetic current, the effective hadronic electromagnetic current takes the form
MWAµ =
[
(pB + pP )µ −
m2B −m2P
q2
qµ
]
F (q2), (2.19)
where mB/P is the B meson (pseudo-Goldstone boson) mass and pB/P is the B
meson (pseudo-Goldstone boson) four-momentum. All strong, weak and electromag-
netic interactions happening within the B → Pγ∗ transition are embedded in the
form factor F (q2). Since qµ ¯`γµ` = 0, only the first term in the previous equation
contributes where, by the same argument pB + pP can be replaced by 2pB. The next
section shows the framework to compute the form factor of the B± → γ∗W ∗± effective
vertex.
2.3.3 Extending RχT for heavy flavor mesons
To obtain the form factor of the interactions of the effective vertex shown in Fig-
ure 2.7, we proceed in analogy with the extension of Resonance Chiral Theory to
include c-flavored quarks, c-flavored resonances and the interactions between them,
the Goldstone bosons and the light resonances [101]. This model does not rely on
the heaviness of the charm quark and therefore cannot ensure a better description
depending on the mass of the heavy quark in the meson, nevertheless it can be ex-
tended in a straightforward way to b-flavored mesons.
The b-flavored mesons are included by constructing a flavor triplet in a convenient
realization and demanding it to transform linearly under the chiral group G,
55
B :=

B−
B0d
B0s
 , B G−−→ h(ϕ)B, (2.20)
where h(ϕ) ∈ SU(3)V . In other words, B mesons are taken to be the components
of a SU(3)V triplet which is a linear realization of SU(3)V . The same procedure is
followed for b-flavored resonances where, as SSB of the chiral group dictates, BV and
BA will have different masses.
Analogously to the chiral theory for light mesons, the electroweak interactions
are introduced as non-propagating external fields where they have to be extended to
SU(4) hermitian fields coupling to the two quark doublets of weak SU(2)L via
L = L0QCD −mbb¯b+ q¯γµ
[
1
2
(1− γ5)˜`µ + 1
2
(1 + γ5)r˜µ
]
q − iq¯ (s˜− iγ5p˜) q. (2.21)
Even when all external fields vanish, the mass term for the b quark still remains. Since
the fields have to be extended, at the meson level a new realization is needed in order
to couple the pseudoscalar mesons to the external currents. This means extending
the U matrix in the chiral group to a 4× 4 operator U˜ . The way to realize this is by
constructing a matrix 4× 4 including the B triplet
U˜ = u˜†Ru˜L, (2.22)
where
u˜†R =
 u(ϕ) i√2fBu(ϕ)B
i√
2fB
B† fB/F
 , u˜L =
 u(ϕ) i√2fBB
i√
2fB
u(ϕ)B† fB/F
 , (2.23)
with fX the decay constant of meson X. In a similar way, the resonance fields can
be extended to SU(4)
R˜ =
 R BR
BR
†
0
 . (2.24)
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The important thing to notice here is that in this model, the Goldstone bosons and
the light resonances enter as non-linear realizations and b-flavored mesons as linear
realizations. That is to say, the SU(4) realization is only introduced to see how the
external currents have to be implemented, meaning that this is not an implementation
of a chiral realization with four flavors whatsoever.
The coupling to weak interactions through external currents comes from the definition
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ℓ¯γ
ℓ
ℓ¯
B W B W
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ℓ
ℓ¯
P P
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ℓ
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ℓ
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Figure 2.8: All LD WA Feynman diagrams at leading order in 1/NC . The first row
shows the contribution from model independent interactions, while the second and
third shows contributions from diagrams with one and two resonances respectively.
V (0) stands for light charged (neutral) vector resonances.
of the covariant derivatives on the relevant objects
DµU˜ = ∂µU˜ − ir˜U˜ + iU˜ ˜`, (2.25a)
∇µR˜ = ∂µR˜ +
[
Γ˜µ, R˜
]
, (2.25b)
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where
Γ˜µ =
1
2
{
u˜R [∂µ − ir˜] u˜†R + u˜L
[
∂µ − i˜`
]
u˜†L
}
. (2.26)
The extended right (r˜) and left (˜`) external fields are
r˜µ =
 rµ 0
0 γµ
 ˜`
µ =
 lµ ωµ
ω†µ δµ
 (2.27)
where
γµ = −1
3
e [Aµ − tan θWZµ] , (2.28a)
δµ = −1
3
eAµ + e
[
− 1
sin 2θW
+
1
3
tan θW
]
Zµ, (2.28b)
ωµ = 2mW
√
GF√
2

Vub
0
0
Wµ. (2.28c)
Now, the covariant derivative acting on the B resonances is defined in the following
way
∇µB(R) =
[
∂µ + Γµ +
i
2
(γµ + δµ)
]
B(R). (2.29)
At the lowest chiral order, the whole set of operators that can be constructed regard-
ing the relevant objects defined previously can be obtained from ref [101] by making
the substitutions B → C and FC → fB and using the definitions given above for all
the operators.
Once all operators have been constructed, the Feynman diagrams that need to be
computed are those shown in Figure 2.8. All b-flavored resonances in the Feynman
diagrams will have a propagator DB∗ (left-hand side diagrams of Figure 2.8) with
invariant mass k2 = m2P equals to the pseudo-Goldstone mass, such contributions are
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not taken into account due to the suppression of the heavy resonance,
DB∗(m
2
P ) =
1
m2B∗ −m2P
. (2.30)
By electromagnetic gauge invariance, the structure independent terms computed with
scalar QED, are found to vanish. The diagram in the middle of the first line in Figure
2.8 is obtained by computing the bremsstrahlung off the B and the corresponding
diagram for P and then applying the Ward-Takahashi identity, which by gauge in-
variance gives a relation between the sum of the bremsstrahlung diagrams and the
remaining one. Also, after computing the remaining diagrams it is found that sev-
eral vanish too. The only non-vanishing diagrams are those described only by the
electromagnetic form factor of the mesons, namely those of Figure 2.9.
ℓ
ℓ¯
B B W P
V 0
γ
PB W P
V 0
γ
ℓ
ℓ¯
Figure 2.9: Only non-vanishing structure dependent contribution to the WA LD
amplitude.
2.3.4 The electromagnetic form factor FP (q2)
Therefore, the amplitude of eq. (2.19) will be fully described by the electromagnetic
form factors of the pseudo-Goldstone and the B meson. Thus, this amplitude can be
written in the following way
MWALD =
√
2GF (4piα)VubV
∗
uDfBfP
q2(m2B −m2P )
[
m2B
(
FP (q
2)− 1)−m2P (FB(q2)− 1)] pBµ ¯`γµ`.
(2.31)
Since the second term is smaller by a factor m2P/m2B, it can be neglected once
it can be claimed that FB(q2) is not too large compared to FP (q2). By using the
formalism developed in the previous section, the electromagnetic form factor of the
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B meson is found to be
FB(q
2) = 1 +
3
2
q2
(
1
M2ρ − q2 − iMρΓρ(q2)
− 1
3 [M2ω − q2 − iMωΓω(q2)]
)
, (2.32)
where ΓX(s) is the off-shell width of the X meson resonance [76] with invariant mass
√
s. So that it becomes apparent that FB(q2) will not surpass the suppression factor
m2P/m
2
B so that it can be neglected, only considering the electromagnetic form factor
of the light pseudoscalar.
On the other hand, QCDf gives the following amplitude [95, 100, 96]
MQCDf = GFα√
2pi
VtbV
∗
tDξP (q
2)pµB
[
FV (q
2)¯`γµ`+ FA(q
2)¯`γµγ5`
]
, (2.33)
where Vtx is the CKM mixing term between the top quark and the down-type quark
x, ξ is a long-distance form factor obtained through Light Cone Sum Rules (LCSM)
[102] and FV and FA are functions of the Wilson Coefficients of the Operator Product
Expansion. (All the details about the computation of the QCDf amplitude can be
seen in Sergio Lennin Tostado Robledo’s Ph. D. thesis.) By comparing this expression
with eq. (2.31) it can be seen that the LD WA amplitude1 can be absorbed in the
vector form factor of the QCDf amplitude by doing the replacement
ξP (q
2)FV → ξP (q2)FV + κPm2B
[
FP (q
2)− 1
q2
]
, (2.34)
where
κP = −8pi2VubV
∗
uD
VtbV ∗tD
fBfP
m2B −m2P
(2.35)
is a dimensionless constant ∼ O(10−2)× VubV ∗uD
VtbV
∗
tD
. This means that for P = K (i.e.
D = s) there will be an extra suppression ∼ O(λ2) compared to the case when P = pi
(i.e. D = d), where the CKM factors are O(λ0). Resonance Chiral Theory with only
the lightest vector multiplet gives the functional form of the light pseudoscalar form
1Although the B meson form factor is neglected, in the rest of the chapter, it was included in
the numerical results. No difference is noticed in the observables computed by including it.
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Figure 2.10: BaBar parametrization and our form factor compared with data from
BaBar. Here mll =
√
q2. Both form factors overlap below 1.4 GeV, which is the
dominant region of the form factor in the observables of the studied decays.
factor
FP (q
2) = 1 +
FVGV
F 2
q2
M2V − q2
. (2.36)
In the previous expression, by demanding a Brodsky Lepage behavior [103] of the
form factor one gets the relation FVGV = F 2 (also at LO in 1/NC). This expression
for the form factor must be improved to obtain a more precise determination of the
amplitude through the off-shell width of the resonances, (in the P = pi case) heavier
vector multiplets and the dominant isospin breaking effect in the ρ−ω mixing giving
the factor [104]
1− θρω q
2
3m2ρ
1
m2ω − q2 − imωΓω
, (2.37)
where θρω = (−3.3±0.5)·10−3 GeV2 [105]. For the Fpi(q2) we used the parametriza-
tion given in ref [106] including three vector resonances with same quantum numbers
(ρ(770), ρ(1450) and ρ(1700)) and a resummation of final state interactions encoded
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through chiral loop functions.
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Figure 2.11: Electromagnetic form factor of theK meson with the BaBar parametriza-
tion and our form factor compared with data from BaBar. Here mll =
√
q2.
The comparison between our form factors and those used by BaBar for fitting their
data [107] are shown in Figures 2.10 for P = pi with energy region 2mpi ≤
√
q2 ≤
3GeV, where the GS parametrization includes an extra iso-vector resonance. In these
plots it is made evident the lack of the latter resonance (ρ(2250)), also small differences
can be seen in the region where the ρ(1450) interferes with the ρ(1700). All these
differences are taken into account to obtain the uncertainty induced by Fpi(q2).
For the P = K case, we also made use of the BaBar parametrization of the form
factor [108] to compare it with our form factor as can be seen in Figure 2.11. In this
case, the φ(1020) resonance peak is so large that no other multiplet of resonances need
to be considered to improve the precision of the LD WA amplitude for P = K, since
there is a very good match between the data and our form factor around the peak of
this resonance and, in addition, the squared modulus of the form factor drops 4 orders
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Figure 2.12: Real and imaginary parts of FK(q2) using RχT and GS.
of magnitude just outside the peak of the resonance. That is to say, RχT gives a very
good description from threshold to around 1.3 GeV and deviations at higher energies
will have a negligible effect on the integrated observables. The remaining structure
shown in the BaBar fit (above 1.3 GeV) is due to heavier vector resonances (two φ,
three ρ and three ω), which also includes the lightest iso-vector multiplet included in
the RχT description.
As previously mentioned, the WA is also considered in the QCDf amplitude, thus,
at some point this would mean making a double counting of the same process. There-
fore, a check on whether this is happening is needed. To do so, it must be remarked
that QCDf is expected to give a more precise description of phenomena for high q2
region of energy. Also, since RχT is expected to give adequate description of phenom-
ena at small q2, we assume there is an intermediate energy scale where both models
describe adequately this process. This match must be done at the form factor level,
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Figure 2.13: Real and imaginary parts of Fpi(q2) using RχT and GS.
meaning that the real (imaginary) part of one model must match the real (imaginary)
part of the other model if our assumption is correct. So, a comparison between our
model and the fit done by the BaBar collaboration has to be made before trying to
match the QCDf and the chiral Lagrangian descriptions. This is shown in Figure 2.13,
where we can see that both parametrizations give a similar description of the form
factor for q2 ≥ 1 GeV, i.e., in the q2 region of the RP observable. The fact that both
parametrizations are significantly different at low q2 (specifically around the ρ(770)
resonance) for P = K is expected, since chiral Lagrangians are more precise the lower
the energy of the process is.
At the precision order of the QCDf amplitude FV (q2) = Ceff9 is found to make a
very smooth match with the chiral Lagrangians description at around 2 GeV2. This
match is shown in Figure 2.14 and Figure 2.15. This shows that it is meaningless
to compute the observables as we proposed, where the chiral Lagrangian amplitude
must be taken (for q2 < 1 GeV2, otherwise GS also gives a good parameterization)
up to 2 GeV2 and the QCDf amplitude from q2 = 2 GeV2 up to the cc¯ threshold. Our
branching ratio for the P = pi case can be compared with that of ref [109], however
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Figure 2.14: The smooth match between LD and QCDf description of FK at 2 GeV2
is shown.
in their analysis of QCDf parameters, these were fitted to reproduce B+ → pi0`+ν`
data. The branching fractions obtained are shown in table 2.2, and since no dedicated
study of the errors stemming from the QCDf contribution was made, the errors shown
were obtained by rescaling the errors in ref [109] for P = pi and in [95] for P = K
according to the different central values obtained by them and us. Also, by using
different quark mixing values ([110] and [111]) the branching ratio is ∼5% larger
when the parameters from the CKM fitter group is used compared to the result using
the PDG values. And thus, the RP ratios are RK = 1.0003(1) in the (1,6) GeV2
range and Rpi = 1.0006(1) in the (1,8) GeV2 range. Finally, to compare our result
with that of reference [109] we computed the branching ratio in the whole kinematical
domain, which gives BR(B− → pi−`+`−) = (2.6+0.4−0.3) · 10−8. For the K channel we
find BR(B− → K−`+`−) = (1.92+0.69−0.41) · 10−8 for q2 ∈ [1, 6] GeV2. Comparing our
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Figure 2.15: The smooth match between LD and QCDf description of Fpi at 2 GeV2
is shown.
results with the measurements done at BaBar [94, 112]
BR(B− → pi−µ+µ−) =(2.3± 0.6± 0.1) · 10−8, (2.38a)
BR(B− → K−e+e−) =(1.56+0.20−0.16) · 10−7, for 1 < q2 < 6 GeV2, (2.38b)
we see there is a very good agreement within errors.
2.3.5 CP Asymmetry
We can analyze further the decays proposed by computing the CP asymmetry in
the dilepton invariant mass region where our description works. The interest in this
observable stems from the proposal made in ref [113] (within QCDf) that, in these
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P = pi P = pi P = K
0.05 ≤ q2 ≤ 8 GeV2 1 ≤ q2 ≤ 8 GeV2 1 ≤ q2 ≤ 6 GeV2
LD (9.16± 0.15) · 10−9 (5.47± 0.05) · 10−10 (1.70± 0.21) · 10−9
Interf (−2.62± 0.13) · 10−9 (−2+2−1) · 10−10 (−6± 2) · 10−11
SD (9.83+1.49−1.04) · 10−9 (8.71+1.35−0.90) · 10−9 (1.90+0.69−0.41) · 10−7
Table 2.2: LD, SD and their interference contributions to the branching ratio for both
channels.
decays a large CP asymmetry might come about. By inspecting the behavior of the
form factor in Figure 2.15 a measurable CP asymmetry seems possible, due to the
large values of the real and imaginary parts of Ppi(q2). Since the off-shell width of the
vector resonances describes the imaginary part of the electromagnetic form factor of
the pseudo-Goldstone bosons, it will be responsible for the strong phase required to
generate the CP asymmetry. The CP asymmetry is defined as follows,
ACP (P ) =
Γ(B+ → P+`+`−)− Γ(B− → P−`+`−)
Γ(B+ → P+`+`−) + Γ(B− → P−`+`−) . (2.39)
As just mentioned above, the CP asymmetry will be mainly consequence of the
off-shell width of vector resonances, but for q2 ≥ 2 GeV2 it must be verified that
QCDf also gives a measurable asymmetry. There are, in fact two sources of such
asymmetry. The first stems from on-shell radiating light quarks, since heavy quarks
bremsstrahlung is suppressed by a factor mq/mb, where mq(b) is the mass of the light
(b) quark. The second source arises from light qq¯ loops ref [113]. The CP asymmetry
taking into account all the previously mentioned effects for different q2 ranges is shown
in Table 2.3.
(q2min, q
2
max) Ref [113] P = pi P = K
(1, 8) GeV2 13± 2 7.8± 2.9 ——
(1, 6) GeV2 16± 2 9.2± 1.7 −1.0± 0.3
(2, 6) GeV2 13+2−3 7.7± 0.5 ——
(0.05, 8) GeV2 —— 16.1± 1.9 ——
Table 2.3: CP asymmetry computed for different q2 ranges, all values are given as
percentages.
For P = pi, in the (0.05,8) GeV2 range, 83% of the ACP has a LD WA origin,
67
while in the (1,8) GeV2 this contribution is reduced to a 31%. For P = K, 70% of
the asymmetry is due to LD WA. As seen in Table 2.3,in ref [113] the ACP (pi) was
predicted to be larger than ours, while in ref [114] reports a result that lies between
both predictions (for (1,6) GeV2 they predict ACP (pi) = (14.3+2.9−3.5)%).
A remark regarding the FB(q2) needs to be done. By computing the CP asym-
metry from muon threshold we obtained a contribution to this observable that is
completely negligible, since its contribution is smaller than the uncertainty, namely
O(10−4). Also note that the asymmetry becomes significantly larger as q2 becomes
smaller. That is to say, the CP asymmetry becomes larger as q2min moves towards the
region where the predictions based on QCDf are not reliable.
Currently, experimental data gives ACP values consistent with zero (ACP (K) =
0.011±0.017 [110] and ACP (pi) = −0.11±0.12), but within errors are also compatible
with the different theoretical predictions.
Despite the fact that one-photon exchange diagrams at leading order give a small
contribution to the decay rates, within the Standard Model they can generate a non-
negligible CP asymmetry. This CP asymmetry together with measurements of the
decay rates can be used as test in the decays studied in this chapter. This makes us
emphasize the need of a dedicated measurement of these observables at LHCb in the
next run and in the forthcoming Belle-II experiment.
2.3.6 Conclusions
We computed theM(B → P`+`−) amplitude for P = pi,K obtaining a contribution
that had not been considered before in the analysis of this process. Our contribution
for the K channel is a correction ∼ 1%, which we believe cannot be measured in the
forthcoming experiments.
However, for P = pi the contribution becomes very significant when q2min is low-
ered near the threshold. This suggest that the [1, 8] GeV2 range is free from hadronic
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pollution (within current experimental errors).On the other hand, more refined mea-
surements of the fully integrated branching fraction for this decay could be sensitive
to our contribution once the error is reduced below half of the current uncertainty.
Interestingly, the different weak and strong phases of the QCDf and LD WA one
photon exchange contributions are capable to generate a CP asymmetry. Again, this
CP asymmetry is large in the case of a pion in the initial state for q taken from
threshold, but also sizable and worth to measure in the experimental range for the
leptons squared invariant mass. For the K, the range 1 ≤ q2 ≤ 6 GeV2 is optimal
for such search. Our CP asymmetry result and the magnitudes of the decay rates at
LHCb and future Belle II can provide another non-trivial test of the SM.
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Chapter 3
New charged current structures
3.1 Introduction
The question of whether weak charged currents are different to those coupled with
the W boson has a great relevance in nowadays High Intensity Frontier experiments,
as it offers an excellent place for the search of Beyond Standard Model (BSM) effects.
Several extensions to the SM predict new charged currents whose origins might stem,
for example, on quark-lepton symmetries (leptoquarks) or additional copies of the
BEH scalar doublet (charged Higgs), which would induce a scalar charged current
instead of the V − A weak current described in chapter 1.
In semileptonic processes, these currents can be classified by means of G-parity
into first and Second Class Currents (SCC). This parity taken as an extension of the
charge conjugation C is defined by G := CeipiI2 , where I2 is the generator of isospin
rotations [115]. If G-parity was an exact symmetry, there would only be first class
currents in the SM, however, it is not since isospin violating processes will induce
SCC. Although SCC are present within the SM, they are highly suppressed with re-
spect to the first class ones, which keeps the feature of a good test of the SM.
In this chapter we compute the τ → piη(′)γντ decay as a background for the search
of SCC. We compare our results with the τ → piη(′)ντ decay, which is the clean-
est channel of those proposed for the search of these currents [116] with predicted
BR . 10−5 [119]. The latter can be induced by G-parity breaking, while the former
will receive contributions from first class currents and a very suppressed contribu-
tion from second class ones. Experimental limits on these processes are near the
thoretical estimates based on isospin breaking [120, 121, 122]. Since Belle-II increase
considerably the luminosity compared to previous B-factories, these isospin breaking
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decays are likely to be measured. We, therefore, look for a sufficiently low cut in the
photon energy such that the radiative process (above such cut) can be neglected as
background in the search for BSM SCC.
In section 3.2 we show the relevant
3.2 Matrix Element and Form Factors
The τ → piη(′)γντ process does not present G-parity suppression, since the photon is
not an isospin eigenstate. It also will have, as stated before, bremsstrahlung contri-
butions stemming from the G suppressed process which will be further suppressed by
a factor α. Contributions from the effective vertexWpiηγ, which does not present the
G suppression, is expected to give an effect comparable to the non radiative process.
To check this assertion we compute the amplitude with the convention τ−(P )→
pi−(p)η(′)(p0)ν(p′)γ(k, ), given by
M = eGFV
∗
ud√
2
∗µ {(Vµν − Aµν)u¯(p′)γν(1− γ5)u(P )} . (3.1)
where the bremsstrahlung contribution has been neglected, i. e., eq. (3.1) gives the
leading contribution to our process which originates from the Wpiηγ effective vertex.
Here, the hadronic tensors Vµν and Aµν are directly related to the vector and axial-
vector contributions to the effective vertex in fig. 3.1 and are parametrized as follows
[117, 118]
Vµν = v1(p.kgµν − pµkν) + v2 (gµνp0.k − p0µkν)
+v3(pµp0.k − p0µp.k)pν + v4(pµp0.k − p0µp.k)p0ν
Aµν = iεµνρσ (a1p
ρ
0k
σ + a2k
ρW σ) + iεµρστk
ρpσpτ0 (a3Wν + a4(p0 + k)ν) , (3.2)
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where W = P − p′ = p + p0 + k. These tensors depend on four vector (vi) and four
axial (ai) form factors, respectively, depending on three Lorentz scalars.
W−
pi−
η
γ
Figure 3.1: Effective hadronic vertex (grey blob) that defines the Vµν and Aµν tensors.
We have argued that bremsstrahlung amplitudes will give a negligible contribution
to the process, however we can go further and try to give an estimate of whether this
is true for a reasonable experimental cut in the energy of the photon. The way to do
this is by using Low’s theorem [123], which tells that an amplitude with a real photon
will have the dependence
Mγ = A
k
+B +O(k), (3.3)
where A and B are given in terms of the non radiative amplitudeM0. Since the four
momentum is taken to be very small, one can expand the radiative amplitude as
Mγ = −eM0
(
P · 
P · k −
p · 
p · k
)
+ · · · , (3.4)
and the amplitudeM0 can be taken to be independent of k. Then, theM0 amplitude
can be calculated with the expressions of ref. [124]. The infrared divergence might
surpass the suppression and give a comparable contribution, therefore one needs to
establish a minimum energy in order to determine the kinematical region of the phase
space to be probed. By choosing this threshold as 10 MeV, photons with smaller
energies will not be included. Thus, we obtain the bremsstrahlung contribution to the
branching fractions BR(τ → piηγντ ) ∼ 2.5× 10−8 and for BR(τ → piη′γντ ) ∼ 4.6×
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10−12 for an energy cut Eγ > 10 MeV, and the corresponding photon energy spectra
is shown in fig. 3.2. Now we can safely neglect the bremsstrahlung contribution to
our process.
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Figure 3.2: Photon energy spectra for the leading bremsstrahlung terms in BR(τ →
piη(′)γντ )
3.3 Meson dominance model prediction
Before trying to give the very complex description of the problem within RχT, we
will estimate the form factors of the process in the Meson Dominance Model (MDM)
[75], which are given by a considerably smaller amount of diagrams. In this model
weak and electromagnetic couplings are dominated by the exchange of a few light
mesons and their excitations. The determination of the relevant couplings is done
phenomenologically and by symmetry relations of the theory.
Therefore one needs to compute all the processes in fig. 3.3 to obtain the MDM
contribution to the form factors, where the diagram with the b1(1235) exchange can
be neglected given BR(b1 → piγ) = (1.6 ± 0.4)10−3 and BR(b1 → ρη) < 10%. Also,
the contribution from the pion pole in the last diagram in figure 3.3 will be suppressed
since the pion will be far off its mass-shell.
The Feynman rules for the different vertices in the diagrams are
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Figure 3.3: Contributions to the effective weak vertex in the MDM model. The wavy
line denotes the photon.
V ′µ(r)→ V α(s)P (t) : igV ′V P µαρσsρtσ , (3.5)
V µ(r)→ γα(s)P (t) : igV Pγµαρσsρtσ , (3.6)
Aµ(r)→ V α(s)P (t) : igV AP (r · sgµα − rαsµ) , (3.7)
V µ(r)→ γα(s)S(t) : igV Sγ(r · sgµα − rαsµ) , (3.8)
S(r)→ P (s)P ′(t) : igSPP ′ . (3.9)
The following contributions to the effective weak vertex are found (the superscripts
denote the ordering of diagrams in the right-hand side of figure 3.3), from left to right
and from top to bottom; we have used the following definition Hν = (V SDµν −Aµν)∗µ:
74
Haν =
i
√
2m2ρ
gρ
gρ−ρ−ηgρ−pi−γ
1
Dρ(W 2)
1
Dρ((p+ k)2)
×εναρσ(p+ k)ρpσ0εαµγδkγpδ∗µ , (3.10)
Hbν =
i
√
2m2ρ
gρ
gρ−ωpi−gωηγ
1
Dρ(W 2)
1
Dω((p0 + k)2)
×εναρσ(p0 + k)ρpσεαµγδkγp0δ∗µ , (3.11)
Hcν =
i
√
2m2a1
ga1
gρ0a−1 pi−gρ
0ηγ ((p0 + k).Wgνα −Wα(p0 + k)ν)
× 1
Da1(W
2)Dρ((p0 + k)2)
εαµγδkγp0δ
∗
µ , (3.12)
Hdν =
i
√
2m2ρ
gρ
gρ−a−0 γga
−
0 pi
−η (W.kgµν − kνWµ) ∗µ
1
Dρ(W 2)Da0((p+ p0)
2)
.(3.13)
In the above expressions, we have defined DX(Q2) as the denominator of the meson
propagator, which may (or not) have an energy-dependent width; gX represents the
weak couplings of spin-one mesons, defined here as 〈X|Jµ|0〉 = i
√
2m2X/gXηµ (ηµ
is the polarization four-vector of meson X) and gXY Z denotes the trilinear coupling
among mesonsXY Z. The effects of the ρmeson excitations can be taken into account
through the following replacement
√
2m2ρ
gρ
1
Dρ(W 2)
→
√
2
gρpipi
1
1 + βρ
[
BWρ(W
2) + βρBWρ′(W
2)
]
, (3.14)
where
BWρ(W
2) =
m2ρ
m2ρ −W 2 − imρΓρ(W 2)
, (3.15)
with BWρ(0) = 1 and βρ encodes the strength of the ρ′ = ρ(1450) meson contribution.
The ρ → pipi coupling is denoted gρpipi and BWa0(X2), BWa1(X2) and BWω(X2) are
defined in analogy to BWρ(W 2).
Note that all the amplitudes in eqs. (3.10) to (3.13) are of O(k) in agreement with
Low’s theorem. All of them correspond to contributions to the vector current, except
eq. (3.12), which is due to the axial-vector current.
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The MDM leads to the following form factors:
vMDM1 = iCρ(W
2)
[
−gρ−ρ−ηgρ−pi−γ
Dρ[(p+ k)2]
p.p0 +
gρ−ωpi−gωηγ
Dω[(p0 + k)2]
p0.(p0 + k)
+
gρ−a−0 γga
−
0 pi
−η
Da0 [(p+ p0)
2]
]
, (3.16)
vMDM2 = iCρ(W
2)
[
gρ−ρ−ηgρ−pi−γ
Dρ[(p+ k)2]
p.(p+ k)− gρ−ωpi−gωηγ
Dω[(p0 + k)2]
p.p0
+
gρ−a−0 γga
−
0 pi
−η
Da0 [(p+ p0)
2]
]
, (3.17)
vMDM3 = iCρ(W
2)
[
−gρ−ρ−ηgρ−pi−γ
Dρ[(p+ k)2]
]
, (3.18)
vMDM4 = iCρ(W
2)
[
gρ−ωpi−gωηγ
Dω[(p0 + k)2]
]
, (3.19)
aMDM1 = CA(W
2)
[
gρ0a−1 pi−gρ
0ηγ
Dρ[(p0 + k)2]
]
(p0 + k).W , (3.20)
aMDM2 = 0 , (3.21)
aMDM3 = 0 , (3.22)
aMDM4 = −
aMDM1
(p0 + k).W
. (3.23)
In the above equations the shorthand notation CX(W 2) =
√
2m2X/[gXDX(W
2)] has
been used.
The coupling constants required in MDM are defined in equations (3.5)-(3.9).
Comparisons of the calculated and measured rates allows to determine the relevant
coupling constants assuming they are real and positive as indicated in the following.
• We can use the τ− → (ρ, a1)−ντ decays to extract the (axial-)vector weak
coupling constants defined as indicated before. We use the decay width for
τ− → X−ντ
Γ(τ− → ντX−) = G
2
F |Vud|2
8piM3τ
M2X
g2X
(
M2τ −M2X
)2
(M2τ + 2M
2
X) . (3.24)
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For the a1(1260) we assume BR(τ− → a−1 ντ ) = 0.1861± 0.0013 [72]. Similarly,
we can extract gρ from τ− → ρ−ντ decays; instead, we compare the measured
value of the ρ0 → `+`− decay width with
Γ(ρ0 → `+`−) = 4pi
3
(
α
gρ
)2(
1 +
2m2`
M2V
)√
M2V − 4m2` . (3.25)
• We extract the coupling constants gV Pγ from the V µ → γα(s)P (t) decays, using
the decay width
Γ(V → Pγ) = |gV Pγ|
2
96piM3V
(M2V −M2P )3 . (3.26)
This expression, together with Γ(ρ/ω → pi/η γ) [72] allows to determine four of
the required coupling constants.
• In order to fix the ρa1pi coupling we consider the decay amplitudeM = igρa1pi(r·
sgµα − rαsµ)ηµa1η∗αρ , for aµ1(r, ηa1) → ρα(s, ηρ)pi(t) decays. This gives the decay
rate (λ(a, b, c) is the ordinary Kälén function)
Γ(a1 → ρpi) = |gρa1pi|
2
96piM3a1
[
λ(M2a1 ,M
2
ρ ,m
2
pi) + 6M
2
ρM
2
a1
]
λ1/2(M2a1 ,M
2
ρ ,m
2
pi) .
(3.27)
According to the PDG16 [72] a1 → ρpi decays make up 61.5% [125] of the total
decay width of a1(1260), which we take as Γa1 = (475 ± 175) MeV [72]. Using
isospin symmetry to relate the two decay modes of charged a1 mesons lead us
to the result in Table 3.1.
• The following partial widths of a0(980) meson
Γ(a0 → γγ) = |ga0γγ|
2
32pi
M3a0 , (3.28)
Γ(a0 → piη) = |ga0piη|
2
16piM3a0
λ1/2(M2a0 ,m
2
η,m
2
pi) , (3.29)
can be used to extract the required coupling constants involving the a0 meson.
Neither of these individual a0 decay rates have been measured separately. In-
stead, measurements of their product have been reported by several groups with
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good agreement among them. The average value reported in PDG16 [72] is
Γ(a0 → γγ)× Γ(a0 → piη)
Γa0
=
(
0.21+0.08−0.04
)
keV . (3.30)
We can extract the product of coupling constants of the a0 by comparing the
previous equations and using Γa0 =
(
75.6± 1.6+17.4−10.0
)
MeV [126] for the total
decay width.
• The coupling gρωpi was fixed using the relation
gρωpi =
G8√
3
[
sinθV +
√
2rcosθV
]
, (3.31)
where G8 (G0) is the SU(3) invariant coupling of one pseudoscalar meson with
two octets (one octet and one singlet) of vector mesons, and r ≡ G0/G8. Using
the rates of V → Pγ decays and assuming ideal ω−φ mixing, θV =tan−1
(
1√
2
)
,
one gets G8 = (1.052± 0.032) · 10−2 MeV−1 and r = 1.088± 0.018 [75].
• The following MDM relations between strong and electromagnetic couplings
gρρη =
gρ
e
gρηγ , ga0ργ =
gρ
e
ga0γγ . (3.32)
can be used to extract other relevant coupling constants.
• Finally for the decays involving the η′ meson, the couplings ga0piη′ , gρρη′ , gωη′γ
and gρη′γ need to be determined. Employing the above formulas it is straight-
forward to obtain the last two from the measured Γ(η′ → ωγ) and Γ(η′ → ργ)
decays [72]. gρρη′ is fixed in terms of gρη′γ in analogy to eq. (3.32). It is not pos-
sible to determine ga0piη′ easily, because the involved masses forbid all possible
one-to-two body decays. However, according to [127], ga0piη′ << ga0piη. We will
take ga0piη′/ga0piη ≤ 0.1 as a conservative estimate.
In table 3.1 we show the values of the coupling constants obtained using the
above procedure. The errors are propagated from the experimental ones adding
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Coupling constant Fitted value
gρ 5.0± 0.1
ga1 7.43± 0.03
egρηγ (4.80± 0.16)× 10−1 GeV−1
gρρη (7.9± 0.3) GeV−1
egωηγ (1.36± 0.06)× 10−1 GeV−1
egρpiγ (2.19± 0.12)× 10−1 GeV−1
gρωpi (11.1± 0.5) GeV−1
ga1ρpi (3.9± 1.0) GeV−1
egρa0γ (9.2± 1.6)× 10−2 GeV−1
ga0piη (2.2± 0.9) GeV
egρη′γ (4.01± 0.13)× 10−1 GeV−1
egωη′γ (1.30± 0.08)× 10−1 GeV−1
gρρη′ (6.6± 0.2) GeV−1
ga0piη′/ga0piη ≤ 0.1
Table 3.1: Our fitted values of the coupling parameters. Those involving a photon
are given multiplied by the unit of electric charge.
them in quadrature. In section 3.5.1 we will present the MDM predictions for the
τ− → pi−η(′)γντ decays using these inputs.
3.4 Resonance Chiral Theory
3.4.1 Resonance Lagrangian operators
The interaction terms linear in resonance fields which -upon their integration out-
contribute to the low-energy constants of the χPT Lagrangian at O(p4) were also
derived in refs. [63, 64, 128]. These are
LR = cd 〈Suµuµ〉+ cm 〈Sχ+〉+ idm 〈Pχ−〉+ idm0
NF
〈P 〉 〈χ−〉
+
FV
2
√
2
〈Vµνfµν+ 〉+ i
GV√
2
〈Vµνuµuν〉+ FA
2
√
2
〈Aµνfµν− 〉 . (3.33)
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The last two operators on the first line involving pseudoscalar resonances do not play
any role in our study 1 because they couple the pseudoscalar resonances to spin-zero
sources instead of to the weak V − A current.
Resonant operators contributing at O(p6) in the chiral expansion (in the low-
energy limit) were studied systematically in refs. [130] and [129] for the even- and
odd-intrinsic parity sectors, respectively. We will be discussing those entering our
study of τ− → pi−η(′)γντ decays in the following.
We will consider first the even-intrinsic parity sector and start with the operators
containing one resonance field. There, only one of the operators involving a scalar
resonance matters to our analysis: OS15 = 〈Sfµν+ f+µν〉 [130], while again no operators
including pseudoscalar resonances contribute (in either intrinsic parity sector).
The corresponding Lagrangian with one vector resonance field was derived in
ref. [130]:
LV(4) =
22∑
i=1
λVi OVi , (3.34)
1Although it may seem that the operator with coefficient dm0 is suppressed with respect to the
others in eq. (3.33) because of its additional trace, this is not the case since it is enhanced due to η′
exchange [129].
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with the operators
OV1 = i 〈Vµν uµuαuαuν 〉 , OV2 = i 〈Vµν uαuµuνuα 〉 ,
OV3 = i 〈Vµν {uα, uµuαuν } 〉 , OV4 = i 〈Vµν {uµuν , uαuα } 〉 ,
OV5 = i 〈Vµν fµα− f νβ− 〉 gαβ , OV6 = 〈Vµν { fµν+ , χ+ } 〉 ,
OV7 = i 〈Vµν fµα+ f νβ+ 〉 gαβ , OV8 = i 〈Vµν {χ+ , uµuν } 〉 ,
OV9 = i 〈Vµν uµ χ+ uν 〉 , OV10 = 〈Vµν [uµ , ∇νχ− ] 〉 ,
OV11 = 〈Vµν { fµν+ , uαuα } 〉 , OV12 = 〈Vµν uα fµν+ uα 〉 ,
OV13 = 〈Vµν (uµ f να+ uα + uα f να+ uµ ) 〉 , OV14 = 〈Vµν (uµuα fαν+ + fαν+ uαuµ ) 〉 ,
OV15 = 〈Vµν (uαuµ fαν+ + fαν+ uµuα ) 〉 , OV16 = i 〈Vµν [∇µf να− , uα ] 〉 ,
OV17 = i 〈Vµν [∇αfµν− , uα ] 〉 , OV18 = i 〈Vµν [∇αfαµ− , uν ] 〉 ,
OV19 = i 〈Vµν [ fµα− , hνα ] 〉 , OV20 = 〈Vµν [ fµν− , χ− ] 〉 ,
OV21 = i 〈Vµν ∇α∇α (uµ uν) 〉 , OV22 = 〈Vµν ∇α∇α fµν+ 〉 . (3.35)
Two-resonance operators which conserve intrinsic parity are discussed in the fol-
lowing. We begin with the basis of operators for vertices with one V and one A
resonances and a pseudoscalar meson [131] (here denoted P in the operators indices,
like in the quoted reference) in the normal parity sector. This is
LV AP =
5∑
i=1
λiOiV AP , (3.36)
where the operators are
O1V AP = 〈[V µν , Aµν ]χ−〉,
O2V AP = i〈[V µν , Aνα]h αµ 〉,
O3V AP = i〈[∇µVµν , Aνα]uα〉,
O4V AP = i〈[∇αVµν , A να ]uµ〉,
O5V AP = i〈[∇αVµν , Aµν ]uα〉. (3.37)
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There is only one relevant operator with both a V and a S field, OSV3 = 〈 {S , Vµν } fµν+ 〉,
with coupling λSV3 [130].
Finally, we include the relevant operators with two V resonances in this even-
intrinsic parity sector [130]
LV V =
18∑
i=1
λV Vi OV Vi , (3.38)
where
OV V1 = 〈VµνV µνuαuα〉 ,
OV V2 = 〈VµνuαV µνuα〉 ,
OV V3 = 〈VµαV ναuµuν〉 ,
OV V4 = 〈VµαV ναuνuµ〉 ,
OV V5 = 〈Vµα(uαV µβuβ + uβV µβuα)〉 ,
OV V6 = 〈VµνV µνχ+〉 ,
OV V7 = i〈VµαV ανf+βν〉gβµ . (3.39)
Next we turn to the odd-intrinsic parity sector, where the two terms involving a
scalar and an axial-vector resonance [129] are
OSA1 = iµναβ
〈
[Aµν , S] fαβ+
〉
, OSA2 = µναβ
〈
Aµν
[
S, uαuβ
]〉
. (3.40)
In this intrinsic parity sector, operators with only vector resonances and sources
and at most one pseudoscalar (again denoted P in the naming of the operators) were
derived in reference [132]
LV,odd =
7∑
a=1
ca
MV
OaV JP +
4∑
a=1
daOaV V P , (3.41)
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where the operators are
O1V JP = εµνρσ〈{V µν , fρα+ }∇αuσ〉 ,
O2V JP = εµνρσ〈{V µα, fρσ+ }∇αuν〉 ,
O3V JP = iεµνρσ〈{V µν , fρσ+ }χ−〉 ,
O4V JP = iεµνρσ〈V µν [fρσ− , χ+]〉 ,
O5V JP = εµνρσ〈{∇αV µν , fρα+ }uσ〉 ,
O6V JP = εµνρσ〈{∇αV µα, fρσ+ }uν〉 ,
O7V JP = εµνρσ〈{∇σV µν , fρα+ }uα〉 ; (3.42)
O1V V P = εµνρσ〈{V µν , V ρα}∇αuσ〉 ,
O2V V P = iεµνρσ〈{V µν , V ρσ}χ−〉 ,
O3V V P = εµνρσ〈{∇αV µν , V ρα}uσ〉 ,
O4V V P = εµνρσ〈{∇σV µν , V ρα}uα〉 . (3.43)
In our case, however, we will not only need odd-intrinsic parity couplings of a
V resonance, a J source and a pseudoGoldstone; but also such vertices with two
pseudoscalars 2. In this case, as warned in ref. [132], the set {OaV JP} 7a=1 is no longer
a basis 3 and one needs to use the operator basis with a V resonance derived in
ref. [129]; i. e.
L˜V,odd = εµναβ
∑
i
κVi OVi µναβ, (3.44)
2Obviously, in this case J has opposite parity than in the case with one pseudoGoldstone since
both vertices are of odd-intrinsic parity.
3Analogous comment applies to eq. (3.36), as pointed out in ref [131].
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with the operators
(OV1 )µναβ = i〈V µν(hασuσuβ − uβuσhασ)〉 ,
(OV2 )µναβ = i〈V µν(uσhασuβ − uβhασuσ)〉 ,
(OV3 )µναβ = i〈V µν(uσuβhασ − hασuβuσ)〉 ,
(OV4 )µναβ = i〈[V µν ,∇αχ+]uβ〉 ,
(OV5 )µναβ = i〈V µν [fαβ− , uσuσ]〉 ,
(OV6 )µναβ = i〈V µν(fασ− uβuσ − uσuβfασ− )〉 ,
(OV7 )µναβ = i〈V µν(uσfασ− uβ − uβfασ− uσ)〉 ,
(OV8 )µναβ = i〈V µν(fασ− uσuβ − uβuσfασ− )〉 ,
(OV9 )µναβ = 〈V µν{χ−, uαuβ}〉 ,
(OV10)µναβ = 〈V µνuαχ−uβ〉 ,
(OV11)µναβ = 〈V µν{fαρ+ , fβσ− }〉gρσ ,
(OV12)µναβ = 〈V µν{fαρ+ , hβσ}〉gρσ ,
(OV13)µναβ = i〈V µνfαβ+ 〉〈χ−〉 ,
(OV14)µναβ = i〈V µν{fαβ+ , χ−}〉 ,
(OV15)µναβ = i〈V µν [fαβ− , χ+]〉 ,
(OV16)µναβ = 〈V µν{∇αfβσ+ , uσ}〉 ,
(OV17)µναβ = 〈V µν{∇σfασ+ , uβ}〉 ,
(OV18)µναβ = 〈V µνuαuβ〉〈χ−〉 . (3.45)
The operators in eq. (3.42) can be written in terms of those in eq. (3.45). This
yields the following identities among the corresponding couplings [89]
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κV V1 =
−d1
8nf
κV V2 =
d1
8
+ d2 ,
κV V3 = d3 ,
κV V4 = d4 ,
−2MV κV5 = MV κV6 = MV κV7 =
c6
2
,
MV κ
V
11 =
c1 − c2 − c5 + c6 + c7
2
,
MV κ
V
12 =
c1 − c2 − c5 + c6 − c7
2
, (3.46)
nfMV κ
V
13 =
−c2 + c6
4
,
MV κ
V
14 =
c2 + 4c3 − c6
4
,
MV κ
V
15 = c4 ,
MV κ
V
16 = c6 + c7 ,
MV κ
V
17 = −c5 + c6 .
(3.47)
The analogous Lagrangian to eq. (3.44) involving an A resonance [129] is the last
missing piece needed for our computations. This is
LA,odd = εµναβ
∑
i
κAi OAi µναβ, (3.48)
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with the operators
(OA1 )µναβ = 〈Aµν [uαuβ, uσuσ]〉,
(OA2 )µναβ = 〈Aµν [uαuσuβ, uσ]〉,
(OA3 )µναβ = 〈Aµν{∇αhβσ, uσ}〉,
(OA4 )µναβ = i〈Aµν [fαβ+ , uσuσ]〉,
(OA5 )µναβ = i〈Aµν(fασ+ uσuβ − uβuσfασ+ )〉,
(OA6 )µναβ = i〈Aµν(fασ+ uβuσ − uσuβfασ+ )〉,
(OA7 )µναβ = i〈Aµν(uσfασ+ uβ − uβfασ+ uσ)〉,
(OA8 )µναβ = 〈Aµν{fασ− , hβσ}〉,
(OA9 )µναβ = i〈Aµνfαβ− 〉〈χ−〉,
(OA10)µναβ = i〈Aµνuα〉〈∇βχ−〉,
(OA11)µναβ = i〈Aµν{fαβ− , χ−}〉,
(OA12)µναβ = i〈Aµν{∇αχ−, uβ}〉,
(OA13)µναβ = 〈Aµν [χ+, uαuβ]〉,
(OA14)µναβ = i〈Aµν{fαβ+ , χ+}〉,
(OA15)µναβ = 〈Aµν{∇αfβσ− , uσ}〉,
(OA16)µναβ = 〈Aµν{∇σfασ− , uβ}〉. (3.49)
We recall that the basis for odd-intrinsic parity operators with two vector reso-
nances and a pseudoscalar meson was given in eq. (3.41).
Short-distance QCD constraints on the RχL couplings
We have discussed in the previous section how symmetry determines the structure
of the operators in the RχL though it leaves, however, the corresponding couplings
undetermined (as in χPT or any other effective field theory with a corresponding
fundamental theory in the strongly coupled regime). It was soon observed [88, 63, 64]
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that demanding that the Green functions (and related form factors) computed in the
meson theory to match their known asymptotic behavior according to the operator
product expansion [133] of QCD relates some of the RχL couplings and thus increases
the predictive power of the theory. We will quote in the following the results of this
programme interesting to our study.
In the odd-intrinsic parity sector, the analysis of three-point V V P Green function
and associated form factors yields [132, 129, 89]
MV (2κ
V
12 + 4κ
V
14 + κ
V
16 − κV17) = 4 c3 + c1 = 0 ,
MV (2κ
V
12 + κ
V
16 − 2κV17) = c1 − c2 + c5 = 0 ,
−MV κV17 = c5 − c6 =
NCMV
64
√
2pi2 FV
,
8κV V2 = d1 + 8 d2 =
F 2
8F 2V
− NCM
2
V
64 pi2 F 2V
,
κV V3 = d3 = −
NC
64pi2
M2V
F 2V
,
1 +
32
√
2FV dm κ
PV
3
F 2
= 0 ,
F 2V = 3F
2 . (3.50)
It is remarkable that the last of eqs. (3.50) involves couplings belonging to the even-
intrinsic parity RχL, despite it was obtained demanding consistency to the high-
energy constraints derived in the odd-intrinsic parity sector [132, 129, 89, 134, 135,
70, 74]. Let us also mention that the short-distance QCD constraint κS2 = 0 [129]
forbids a diagram similar to the third one in fig. 3.7 where this time the coupling to
the current would conserve intrinsic parity (it would be thus a contribution to the
axial-vector form factors, since a−0 → pi−η belongs to the unnatural intrinsic parity
sector) 4. Another relevant short-distance constraint in the odd-intrinsic parity sector
4For completeness we quote the corresponding operator, OS2 = µναβ〈iS
[
fµν+ , f
αβ
−
]
〉.
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which is derived from the study of the V AS Green function [129] is κ14A = 0. Interest-
ingly, this same analysis also yields the relation κV4 = 2κV15, where κV4 does not enter
the relations (3.46). Other high-energy constraints derived in the quoted study are
not relevant to our computation.
In the even-intrinsic parity sector, the study of V AP and SPP Green functions 5
and their form factors allowed to derive the following restrictions [138, 136, 130]
λ′ ≡ 1√
2
(
λ2 − λ3 + λ4
2
+ λ5
)
=
F 2
2
√
2FAGV
,
λ′′ ≡ 1√
2
(
λ2 − λ4
2
− λ5
)
=
2GV − FV
2
√
2FA
,
λ0 ≡ − 1√
2
(
4λ1 + λ2 +
λ4
2
+ λ5
)
=
λ′ + λ′′
4
,
κSA1 ≡
F 2
32
√
2cmFA
, (3.51)
supplemented by FVGV = F 2 , FA =
√
2F and FV =
√
3F (this one in accord with
the result found in the odd-intrinsic parity sector) [88, 63, 85]. Since λV21 = 0 = λV22
[130], we will not consider the contribution of the corresponding operators. The well-
known relation cdcm = F 2/4 [139] arising in the study of strangeness-changing scalar
form factors will also be employed.
Although not all the operators appearing in section 3.4.1 do actually contribute to
the considered decays, the number of asymptotic relations looks too small compared
to the number of free couplings to allow a meaningful general phenomenological study
of the τ− → pi−η(′)γντ decays within RχL. Also there is not enough phenomenolog-
ical information on the couplings of eqs. (3.45) and (3.49), for instance. Due to
that we will first consider only the diagrams with at most one resonance and then
comment on the possible extension to include two-resonance diagrams in section 3.5.2.
5Four-point functions have been studied in ref. [137].
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Form factors according to Resonance Chiral Lagrangians
The relevant Feynman diagrams are shown in figures 3.4 to 3.6 6. Fig. 3.4 cor-
responds to the model-independent contribution given by the chiral U(1) anomaly,
fixed by QCD 7. The left-hand side diagram is the purely local contribution while, in
the one on the right, the Wess-Zumino-Witten functional provides the pipiηγ vertex
(and all hadronic information corresponding to the coupling of the pion to the axial-
vector current is encoded in the pion decay constant). The anomalous vertices violate
intrinsic parity, as these two diagrams do. Figs. 3.5 to 3.8 are, on the contrary, model-
dependent. Figs. 3.5 and 3.6 (3.7 and 3.8) correspond to the one- and two-resonance
mediated contributions to the axial-vector (vector) form factors in eqs. (3.1) to (3.2),
respectively.
pi−η
γ
pi−
η
γ
pi−
Figure 3.4: Contributions from the Wess-Zumino-Witten functional [56] to τ− →
pi−ηγντ decays. The cross circle indicates the insertion of the charged weak current.
As a general fact, the axial-vector form factors in radiative tau decays to two pseu-
doscalars violate intrinsic parity as it can be checked for all contributing diagrams
in figs. 3.5 and 3.6. The last vertex in all diagrams in the first line of fig. 3.5 is of
odd-intrinsic parity (as well as it happens with the second diagram in the second line
of this figure). In the first and third diagrams of the second line of fig. 3.5 intrinsic
parity is violated in the coupling to the weak (thus axial-vector) current. The odd-
intrinsic parity violating vertices appearing in the diagrams in fig. 3.6 are ρ0 → ηγ,
6We remind that only diagrams which do not violate G-parity are considered.
7We note that this contribution is absent in the MDM approach.
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a−µ → a−1 η (aµ stands for the axial-vector current), a−1 → pi−η and a−1 → a−0 γ.
pi−
γ
η
ρ0
pi−
η
γ
pi−
a−1
pi−
γ
η
ρ0
η
γ
pi−
a−1
η
γ
pi−
a−1
η
γ
pi−
ρ0
η
γ
pi−
pi′−
Figure 3.5: One-resonance exchange contributions from the RχL to the axial-vector
form factors of the τ− → pi−ηγντ decays. Vertices involving resonances are highlighted
with a thick dot.
η
pi−
a−1 ρ0
γ
η pi−
a−1 ρ0 γ
η
γ pi−
a−1a
−
1
η
pi−
pi′− ρ0
γ
η
γ pi−
a−0a
−
1
η
γ pi−
a−1pi′−
Figure 3.6: Two-resonance exchange contributions from the RχL to the axial-vector
form factors of the τ− → pi−ηγντ decays. Vertices involving resonances are highlighted
with a thick dot.
We note that the first two diagrams of figs. 3.7 contain only odd-intrinsic parity vi-
olating vertices while the last three diagrams in this figure contain only even-intrinsic
parity vertices in such a way that intrinsic-parity is not violated in neither of them
(as it corresponds to the vector form factors). Similarly, in fig. 3.8, the first, second
and fourth diagram contain two intrinsic parity violating vertices and the third and
fifth diagram contain only even-intrinsic parity vertices. Thus, again intrinsic parity
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is conserved in these diagrams as well.
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Figure 3.7: One-resonance exchange contributions from the RχL to the vector form
factors of the τ− → pi−ηγντ decays. Vertices involving resonances are highlighted
with a thick dot.
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Figure 3.8: Two-resonance exchange contributions from the RχL to the vector form
factors of the τ− → pi−ηγντ decays. Vertices involving resonances are highlighted
with a thick dot.
Using the RχL introduced in section 3.4.1, it is straightforward to verify that all
three diagrams involving the pi′ resonance vanish (in figs. 3.5 and 3.6). Also the last
diagram of fig. 3.7 is null but all other diagrams in figures 3.4 to 3.8 contribute non
trivially to the considered τ− → pi−η(′)γντ decays. Since the left-handed weak current
has both vector and axial-vector components, one could expect to have two different
contributions per given topology, with intrinsic parity conserving and violating cou-
pling to the weak charged current, respectively. However, we point out that using
the Lagrangian introduced in section 3.4.1 this only happens for the last diagrams
in figs. 3.5 and 3.7. In our computation we have neglected subleading contributions
in the chiral counting, namely the coupling to the weak current in the second dia-
gram of fig. 3.5 receives contributions from the piece of the Lagrangian in eq. (3.33).
Correspondingly, we are not considering the contributions given by the Lagrangian
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in eq. (3.34), which are suppressed by one chiral order.
Comparing the RχL diagrams in figs. 3.4 to 3.8 with the MDM diagrams in
fig. 3.1, we see first that the model-independent contribution of both diagrams in
fig. 3.4 (axial-form factors at lowest order in the chiral expansion) is not included
in the MDM approach. Among the 13 contributions in figs. 3.5 and 3.6 (which are
subleading in the chiral regime) only one is considered in MDM 8 (the first diagram
in figure 3.6). Finally, 10 diagrams appear in figs. 3.7 and 3.8 but only three of them
(those including the vertices ρ − ω − pi, ρ − a0 − γ and ρ − ρ − η) enter the MDM
description.
We would like to make a final comment regarding gauge invariance before quoting
our form factor results using RχL. It can be checked that the contribution of OA10
to the third diagram in fig. 3.5 is not gauge invariant by itself. However, for this
particular operator, the cancellation of gauge-dependent pieces involves the diagrams
with radiation off the a1 and off the weak vertex in figs. 3.5 and 3.6. As a result of
this mechanism, we note the presence of Da1(W 2) and Da1 [(p + k)2] factors and the
absence of Da1 [(p+ p0)2] terms in the corresponding contributions to the axial-vector
form factors 9.
For convenience, we will quote the individual contributions to each form factor
figure by figure (following the order of the diagrams in a given figure). We will start
with the axial-vector form factors. The diagrams in fig. 3.4 give
aχPT1 =
NCCq
6
√
2pi2F 2
, aχPT3 =
aχPT1
Dpi [W 2]
, (3.52)
which is a model-independent result coming from the QCD anomaly.
8The diagram with the pion pole also appears in fig. 3.3, but it is neglected.
9We note that, among the OAi operators, only OA10 couples to pi−η(′). This vertex does not
contribute to the corresponding non-radiative decays because at least an additional independent
momentum is needed for a non-vanishing contraction with the Levi-Civita symbol.
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The contribution of the remaining diagrams (figures 3.5 and 3.6 for the axial-vector
form factors and 3.7 and 3.8 for the vector form factors) is collected in appendix A.
The corresponding off-shell width of meson resonances used in our numerical analysis
can be found in appendix B. We will discuss in the next section if further insight can
be gained on the RχL couplings values restoring to phenomenology and using the
expected scaling of the low-energy constants of the χPT Lagrangian.
Phenomenological estimation of RχL couplings
Although the relations in section 3.4.1 only reduce the number of unknowns in
eqs. (3.52) and (5.46) to (5.64), some of the remaining free couplings can still be
estimated phenomenologically. The high-energy constraint cdcm = F 2/4 leaves either
cd or cm as independent. We will use cd =
(
19.8+2.0−5.2
)
MeV [127]. In this way all
relevant couplings in eq.(3.33) have been determined.
λS15 is the only leading operator contributing to a0 → γγ. From Γ(a0 → γγ) =
(0.30 ± 0.10) keV= 64piα2
9
M3a0|λS15|2 we can estimate |λS15| = (1.6 ± 0.3) · 10−2 GeV−1.
We note that the coupling relevant for the a1− a0− γ vertex, κSA1 is fixed by a short-
distance constraint in eqs. (3.51).
We turn now to the λi couplings in eq. (3.36). Short-distance constraints leave
two such couplings undetermined. The three combinations of them that are predicted
by high-energy conditions have the following numerical values:
λ′ ∼ 0.4 , λ′′ ∼ 0.04 , λ0 ∼ 0.12 . (3.53)
The same linear combination of λ4 and λ5 enters all couplings in eq. (3.53). Therefore
we can take one them as independent (λ4 for us). We will choose as the other inde-
pendent coupling λ2, which enters all couplings in eq. (3.53). A conservative estimate
would be |λ2| ∼ |λ4| ≤ 0.4, to which we will stick in our numerical analysis.
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According to ref. [130] the λVi couplings can be estimated from the expected scaling
of the NNLO low-energy constants of the χPT Lagrangian (we also employ short-
distance QCD constraints on the RχL couplings to write the following expression
conveniently) as
λVi ∼ 3CRi
M2V
F
∼ 0.05 GeV−1 , (3.54)
that can be considered an upper bound on |λVi | because the employed relation CRi ∼
1
F 2(4pi)4
is linked to LRi ∼ 1(4pi)2 ∼ 5 · 10−3, which is basically the size of LR9 and |LR10|
but clearly larger than the remaining eight LRi [63, 140]. There is not that much in-
formation on the values of the CRi (see, however ref. [141]). We will take |λVi | ≤ 0.04
GeV−1 for the variation of these couplings (i = 6, 11, 12, 13, 14, 15 are relevant to our
analysis), although it may be expected that only one or two of them (if any) are
close to that (upper) limit. Proceeding similarly we can estimate λV Vi ∼ M
4
V
2F 2
CRi and
λSVi ∼
√
2
M2SM
2
V
cmF
CRi . This sets a reasonable upper bound |λSVi | ∼ |λV Vi | . 0.1 that
we will assume in the numerics.
We discuss next the values of the ci (κVi ) couplings in eqs. (3.41) and (3.44).
Eqs. (3.50) predict the vanishing of two linear combinations of ci’s. The numerical
value for the predicted c6− c5 is −0.017. There are some determinations of c3. It was
estimated (although with a sign ambiguity) studying τ− → ηpi−pi0ντ decays [142].
Taking into account the determinations by Y. H. Chen et. al. [143, 144, 145] as well,
we will use c3 = 0.007+0.020−0.012. c4 was first determined studying σ(e+e− → KKpi) in
ref. [90], although with a value yielding inconsistent results in τ− → K−γντ [70]. We
will take the determination c4 = −0.0024±0.0006 [144] as the most reliable one. Two
other independent ci combinations appear in our form factors. We will take them as
c5 and c7 whose modulus we will vary in the range [0, 0.03]. Using eqs. (3.46) to relate
the ci and κVi couplings we can find reasonable guesses on the latter from |ci| . 0.03.
Thus, we will take |κVi | ≤ 0.04 GeV−1 for their variation.
There is very little information on the κAi couplings. As a reasonable estimate we
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will make them vary in the same interval as the λVi and κVi couplings.
The numerical values of the two di couplings (VVP operators) which were deter-
mined in eq. (3.50) are d1 + 8d2 ∼ 0.15 and d3 ∼ −0.11. d2 has been determined
jointly with c3 (discussed above). According to the quoted references we will employ
d2 = 0.08± 0.08. Then only d4 would remain free. Given the previous values for the
other di’s we will assume |d4| < 0.15.
We will discuss in the next section the phenomenology of τ− → pi−η(′)γντ de-
cays, focusing on the background they constitute to the searches of SCC in their
corresponding non-radiative decays. We will start discussing the simplified case of
MDM , according to eqs.(3.16), to turn next to the RχL prediction corresponding to
eqs. (3.52) and (5.46) to (5.64).
3.5 τ− → pi−η(′)γντ as background in the searches for
τ− → pi−η(′)ντ
3.5.1 Meson dominance predictions
The SM values for the non radiative process τ− → η(′)pi−ντ mark the threshold below
which no SCC stemming from BSM interactions will be detected in these decays,
therefore, one needs to provide a clean scenario for the experimental study of this
process. Since the radiative decay can be a considerable background in measuring
the non radiative one, the former must be determined in such a way that its effect
can be discerned from the latter. The way to do this is by imposing an energy cut on
the photon above which we discard all the contributions to the observables.
One has to choose the cut in order to fairly reduce the background, but leaving
a photon energy range that can be explored in the experiment. As explained in ref.
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[146], 50 MeV can be a too stringent cut for the process and, therefore, we take 100
MeV as the upper limit on photon energy. Notice that since no bremsstrahlung of
on-shell particles will enter the structure dependent description (see section 3.2), our
computation of the relevant observables is free of infrared divergences, however to
be consistent with the disregarding of the bremsstrahlung contribution a lower en-
ergy bound should be taken experimentally. This gives us the photon energy range
10 MeV ≤ Eγ ≤ 100 MeV. To verify this assertion we must analyze the photon
energy spectrum. The statistical uncertainties in both models are given assuming a
Gaussian distribution of the parameters and letting them to randomly vary within
such distribution.
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Figure 3.9: Histogram of BR(τ− → pi−ηγντ ) for 100 (left) and 1000 (right) random
points in the MDM parameter space are plotted.
The purpose of computing the observables in the MDM is to have an estimation
of the magnitude of the process and to compare it with the RχT, therefore no errors
are including due to model uncertainties. We use the values of the couplings in table
3.1, where the error in the prediction of MDM will come by their variation, as told
in the previous paragraph. We will first plot the predicted branching ratios when
sampling these 10 parameters within one-sigma uncertainties (using normal distribu-
tions). This information is collected in figures 3.9, where the branching ratio for the
variation of these 10 parameters is shown using 100 points (left) and 1000 (right) in
the parameter space scan.
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Figure 3.10: τ− → pi−ηγντ normalized spectra according to MDM in the invariant
mass of the ηpi− system (left) and in the photon energy (right) are plotted for some
characteristic points in fig. 3.9
We find the Branching ratios BR100 = (1 ± 1) × 10−5 for a hundred points and
BR1000 = (1.1± 0.3)× 10−5 using a thousand points. Then, by using the same phase
space integrals given in ref [75] and taking 100 random sets of points in parameter
space we computed the piη invariant mass mpiη spectrum dividing the domain length
in 200 steps (left) and the photon energy dividing its domain length into 500 steps
Eγ spectrum (right), both spectra normalized to the τ lepton lifetime are shown in
figure 3.10.
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Figure 3.11: Histogram of BR(τ → piηγντ ) where photons with Eγ > 100 MeV are
rejected.
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It can be noticed the peak in the 1.15 GeV ≤ mpiη ≤ 1.35 GeV region for the mpiη
spectrum, however there is not any marked dynamics responsible for this effect. As
was discussed previously, the effect of bremsstrahlung will become greater at lower
energies, while by Low’s theorem [123] the structure dependent amplitude will give
greater contributions at large photon energies stemming from its dependence on k
(∼ O(k)). Thus, the photon energy spectrum gives the possibility to analyze the
effect of the lowest upper bound imposed for the energy of the photon. Since, as
already discussed (ref [146]), a 50 MeV cut is too restrictive we will take the 100
MeV cut. Using this cut, we reevaluated the branching fraction with 100 parameter
space points obtaining the plot in fig. 3.11. Thus, the upper bound obtained for the
branching ratio with a larger simulation sample (not shown in ) is BR ≤ 0.6× 10−7,
two orders of magnitude smaller than the non radiative decay [124].
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Figure 3.12: Histogram of BR(τ− → pi−η′γντ ) for 100 (left) and 1000 (right) random
points in the MDM parameter space are plotted.
For the η′ channel the procedure is completely analogous. We first plot the
branching ratio for 100 (1000) normally sampled points in the parameter space in
fig 3.12, where the corresponding branching fractions are BR100 ∼ 6 × 10−8 and
BR1000 = (0.8 ± 0.8) × 10−8. Just as in the case of the η, we obtained the mpiη′
spectrum shown in figure 3.13 dividing the domain length in 200 steps (left) and the
photon energy dividing its domain length into 500 steps Eγ spectrum (right) both
for a 100 random points in parameter space. Since the limited phase space does not
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allow an on-shell a0 meson exchange, no possible related substructure arises.
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Figure 3.13: τ− → pi−η′γντ normalized spectra according to MDM in the invariant
mass of the pi−η′ system (left) and in the photon energy (right) are plotted for some
characteristic points in fig. 3.12
Completely analogous to the η decay, the branching fraction is reanalyzed impos-
ing the cut in photon energy of 100 MeV and shown in fig 3.14 using 100 points of
parameter space. The branching fraction obtained thus is ≤ 0.2 × 10−8, which was
obtained by using a thousand parameter space points. This is suppressed by a factor
of 50 with respect to the non radiative decay. It must be noticed that the MDM
contribution to this process is mainly given by the last diagram in figure 3.1, when
all the other contributions are neglected we find that ∼ 80% of the process is given
by this contribution in the η channel, while for the η′ it is essentially saturated by it
[146]. All the results will be compared to RχT predictions in the next section.
3.5.2 RχL predictions
Contrary to the MDM case which has only contributions from diagrams involving two
resonances, in RχT we have point interaction and one Goldstone exchange contribu-
tions arising from the WZW functional along with diagrams including one and two
resonances. All the observables obtained with MDM are computed using RχT and
then compared using all contributions to those without the two resonances exchange
diagrams.
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Figure 3.14: Histogram of BR(τ → piη′γντ ) where photons with Eγ > 100 MeV are
rejected.
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Figure 3.15: Histogram of BR(τ− → pi−ηγντ ) with a sample of 100 RχT parameter
space points for the complete (left) and neglecting 2R diagrams (right) branching
fractions.
As was stated above in subsection 3.5.1, a Gaussian distribution of the param-
eters is assumed. With this, a sample of 100 points in parameter space is studied,
which throws a result of BR100 = (1.0 ± 0.2) × 10−4, where the error is statisti-
cal. This error can be largely reduced by sampling a larger region of the parame-
ter space, however the error will now be saturated by systematic theoretical error.
Thus we find a BR1000 = (0.98 ± 0.15) × 10−4, where the error is statistical. To
give a more reliable result one has to consider theoretical uncertainties from the
model, where one can estimate the error by assigning a 1/NC uncertainty to the
amplitude (which is leading order in 1/NC), which gives a 1/N2C error that becomes
comparable to the statistical error. A conservative estimation of the theoretical un-
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certainty, which accounts an uncertainty twice larger, in this branching fraction is
∼ 0.22× 10−4. So, by adding in quadratures the statistical and systematic errors we
find BR(τ → piηγντ ) = (0.98± 0.27)× 10−4 including all contributions. One should
be careful when comparing the results from MDM and RχT, since they are different
by an order of magnitude. This will be contrasted to the result using a less general
statistical error analysis, discussed in section 3.6, where the results agree with the
VMD ones. The result for 1000 points is plotted in fig 3.15 (left), along with the
contribution neglecting two resonance (2R) diagrams (right). These last one gives a
reduced branching ratio BR(1R) = (0.65± 0.17)× 10−4.
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Figure 3.16: τ− → pi−ηγντ normalized spectra according to RχT in the invariant
mass of the pi−η system (left) and in the photon energy (right) are plotted.
In fig 3.16 we plot the normalized spectra in mpiη with 200 steps and Eγ with
500 steps. Further analysis of the spectra dependence on the statistics will be given
in section 3.6. Despite the dependence of the total decay width with respect to the
statistics of the error, an agreement is found with MDM respecting the (1.15,1.35)
GeV mpiη region, this is, the enhancement in this region is also reproduced. Also, it
seems that the RχT for the Eγ spectrum confirms our guess that a cut ∼ 100 MeV
will give a strong enough suppression. These features do not seem to affect the anal-
ysis neglecting 2R diagrams. Further agreement with MDM is seen in the missing of
any a0 meson sign in the mpiη spectrum.
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Figure 3.17: Histogram of BR(τ → piηγντ ) in RχT where photons with Eγ > 100
MeV are rejected.
In fig. 3.17 we present the branching fraction for a cut in the photon energy of
100 MeV using 100 parameter space points. This yields a branching ratio (0.44 ±
0.06)× 10−6. By neglecting photons with energies above 100 MeV the ratio of back-
ground events to non radiative decay event should be reduced to 1/4. By neglecting
2R contributions the branching ratio changes to (0.30 ± 0.04) × 10−6, which lead us
to the same conclusion.
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Figure 3.18: Histogram of BR(τ− → pi−η′γντ ) with a sample of 100 RχT parameter
space points for the complete (left) and neglecting 2R diagrams (right) branching
fractions.
Figure 3.18 gives analogous plots to those in fig 3.15 for the η′ mode, this is, whole
contribution (left) and neglecting the 2R contributions (right). For 100 parameter
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space points the branching ratio we get is BR100 = (0.9 ± 0.4) × 10−5, which is still
larger than the non radiative process. As in the case for the η, as one takes an increas-
ingly larger region of the parameter space, the systematic theoretical error becomes
the dominant uncertainty. Then, by taking the corresponding theoretical uncertainty
we get BR1000 = (0.84± 0.06)× 10−5 including all contributions, while neglecting 2R
contributions we get BR1000 = (0.65 ± 0.05) × 10−6. Again, the dependence on the
statistics for the error is analyzed in section 3.6.
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Figure 3.19: τ− → pi−η′γντ normalized spectra according to RχT in the invariant
mass of the pi−η′ system (left) and in the photon energy (right) are plotted.
In fig. 3.19 the normalized spectra in mpiη with 200 steps (left) and Eγ with 500
steps (right) is shown. For the mpiη′ spectrum, a maximum is expected around the
[1.30,1.45] GeV region. Also, the photon energy spectrum suggest a ∼ 100 MeV cut on
the photon energy. The spectra barely changes when neglecting the 2R contributions.
By applying the cut on the photon energy a BR = (0.9±0.2)×10−6, this result is
shown in fig 3.20. By neglecting 2R contributions one gets BR = (0.7± 0.2)× 10−6.
3.6 Statistical error analysis
A different assignment of distribution for the parameters of both theories were done
in the computation of these decays. In the case of MDM, the first consists in taking
only the mean value for the couplings and letting them vary randomly within 1 sigma
independently. For RχT the same procedure is followed, but some of the couplings
have rather large uncertainties due to the fact that those parameters cannot be fixed
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Figure 3.20: Histogram of BR(τ → piη′γντ ) in RχT where photons with Eγ > 100
MeV are rejected.
by nowadays experimental data and we still do not know how to constrain them from
short distance QCD. From here on, this will be called the 1 sigma approach.
In the previous sections, the coupling parameters were assigned as a Gaussian
distribution around the mean value of the fit in the case of MDM. Since almost all
coupling parameters within this theory must be fitted phenomenologically from inde-
pendent physical processes, the Gaussian behavior of the coupling constant gives a
very good description of such parameters.
What happens when we try to use the same Gaussian description for the RχT
is rather startling at first, since the mean value of the branching ratios seem to
augment considerably (an order of magnitude in both channels). The problem here
seems to rely on the fact that some of the couplings take values mainly outside the
68% around the mean value, leading to an artificial enhancement of the branching
fractions. However, this error analysis has a serious bias stemming from the fact that
several of the known and unknown couplings must be related through short distance
constraints and should not be variated independently. The correct way to vary the
parameters should be by means of constructing a parameter vector and then assign a
covariant matrix that would then correct correlation among the different parameters.
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The determination of the covariant matrix would be such a formidable task that is
far beyond the scope of this work. Therefore, for RχT the most reliable description
of the decays under study will be the 1 sigma approach. The corresponding values of
the branching ratios are given in table 3.2.
complete
τ → piηγντ
without 2R
τ → piηγντ
complete
τ → piη′γντ
without 2R
τ → piη′γντ
100 points (2.3± 0.9) · 10−5 —– (2.3± 3.5) · 10−6 (2.1± 1.8) · 10−6
1000 points (3.0± 0.6) · 10−5 (2.3± 0.5) · 10−5 (2.2± 0.4) · 10−6 (2.0± 0.4) · 10−6
Eγ < 100 MeV (1.0± 0.3) · 10−6 (1.2± 0.6) · 10−6 (2± 1) · 10−7 (2± 1) · 10−7
Table 3.2: Branching fractions for different kinematical constraints and parameter
space points.
3.7 Conclusions
The near start of Belle-II data taking brings us an excellent opportunity to search for
second class currents, since the current limit on these (BR(τ → piηγντ ) . 9 × 10−5
and BR(τ → piη′γντ ) . 7× 10−6) are very near to the expected predictions based on
isospin breaking. Belle-II has become a very promising experiment to look for SCC
in τ decays due to its promised high precision.
We have seen that a less restrictive error estimation might lead to an artificial
enhancement of the observables computed within RχT due to the dependence amidst
known and/or unknown couplings. So, an appropriate description of the errors of the
parameters must be done, restricting them to lie within a certain error margin that
can ensure the proper variation of parameters without introducing bias due to this
dependence.
Using the appropriate error description for RχT we found the results given in
table 3.3, where we can guarantee background rejection for τ → piηγντ , but not for
the η′ channel.
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SCC bkg BR (no cuts) BR (Ecutγ = 100 MeV) BR SCC signal Bkg rejection
τ− → pi−ηγντ (3.0± 0.6) · 10−5 (1.2± 0.6) · 10−6 ∼ 1.7 · 10−5 Yes
τ− → pi−η′γντ (2.2± 0.4) · 10−6 (2± 1) · 10−7 [10−7, 10−6] No
Table 3.3: The main conclusions of our analysis are summarized: Our predicted
branching ratios for the τ− → pi−η(′)γντ decays and the corresponding results when
the cut Eγ > 100 MeV is applied. We also compare the latter results to the prediction
for the corresponding non-radiative decay (SCC signal) according to ref. [124] and
conclude if this cut alone is able to get rid of the corresponding background in SCC
searches.
It is also interesting to note our finding that, within the RχL frame, a simplified
description of these decays neglecting the two-resonance mediated contributions is
a good approximation for branching ratios and decay spectra, which will ease the
coding of the corresponding form factors in the Monte Carlo generators.
We have pointed out for the first time the importance of the process studied as
an important background on the search for SCC. We also found that G-parity viola-
tion gives a suppression comparable to the α, and thus neglect the bremsstrahlung
contribution to the radiative process by making a reasonable lower cut. Also, that by
cutting photons with energies above 100 MeV will give the necessary suppression to
neglect the contribution from this process to the background in the search for SCC.
(The cut is done leaving only small regions for the detection of pi0 and η(′) through
their decay into photons.)
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Chapter 4
The V V ′P form factors in RχT and
the pi − η − η′ light-by-light
contribution to the muon g − 2
4.1 Introduction
The anomalous magnetic moment has been of such importance to physics that it lead
the way in constructing the quantum theory of the non-relativistic interactions of
particles. Furthermore, once quantum field theory was constructed the anomalous
magnetic moment of the electron played a fundamental role in the understanding of
renormalization and the perturbativity of QED. This observable continues to be a
very interesting one since currently there is a discrepancy of ∼ 3.5σ between the lat-
est measurement of the anomalous magnetic moment of the muon and the prediction
within the Standard Model. It has become more interesting since, recently it has been
announced that in the very near future the experimental accuracy will be improved
by a factor of 4. This makes mandatory for theoreticians to reduce the uncertainty
in the predictions for this observable if one wants to explore the plausibility of higher
energy Beyond Standard Model effects that can be studied in this process.
In section 4.2 we introduce the anomalous magnetic moment along with some
historical development and the contributions to it. In section 4.3 we introduce the
hadronic contributions to the anomalous magnetic moment of the muon and show the
main contribution to the Hadronic Light by Light scattering. In section 4.4 we show
our result for the pion transition form factor and how the couplings of the theory are
obtained. In section 4.5 we show the way to relate the pion transition form factor
with the η and η′ ones and give our prediction for them. In section 4.6 we give the
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contribution of the Goldstone exchange diagram. In section 4.7 we propose a new
form of measuring the transition form factor when both photons are off-shell.
4.2 The anomalous magnetic moment
There is a fundamental property of particles that played a key role in the construc-
tion and understanding of Quantum Mechanics: the spin. The spin is one of the two
Casimir invariants of the Poincaré group (the other being the mass) upon which all
particles in a theory invariant under Minkowski space-time isometries are classified.
The quantum nature of spin as an intrinsic angular momentum of fundamental parti-
cles was first discovered by Otto Stern and Walther Gerlach in 1922 by constructing
a collimated beam of silver atoms passing through an inhomogeneous magnetic field
[147]. What they measured was a magnetic dipole moment quantization due to a sin-
gle electron in the outermost occupied shell, this is, the electron could have only two
possible magnetic moment values with the same magnitude. At the classical level,
the magnetic moment is defined through the relation
µ =
q
2m
L, (4.1)
where q is the charge, m the mass and L the angular momentum. At the quantum
level, a massive particle with non-zero intrinsic angular momentum s must have a
magnetic moment
µ = g
q
2m
s
2
, (4.2)
where s is the spin operator, and g is defined as the adimensional gyromagnetic factor.
In Quantum Electrodynamics (QED), the way to obtain the magnetic moment
of a fundamental particle is by making it interact with an electromagnetic field. At
leading order in QED one gets the Dirac result g = 2. However, in 1947 Isidor Isaac
Rabi and his team measured a deviation from Dirac’s prediction in hyperfine splitting
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of the ground state of hydrogen and deuterium [148], which was
ae := δµ/µ =
ge − 2
2
= 0.00126± 0.00019, (4.3)
where a` is defined as the anomalous magnetic moment of lepton `, and could be
successfully explained by Julian Schwinger by computing a next order term as a
correction to the vertex [149] as shown in figure 4.1, where the correction is δµ/µ =
α/2pi = 0.00116... in perfect agreement with the experimental value. Ever since, more
and more precise predictions and measurements of a have been done. This is why it
has become a suitable observable for BSM phenomena.
Figure 4.1: Next to leading order correction to the anomalous magnetic moment
found by Schwinger.
In their review of the anomalous magnetic moment of the muon aµ, Fred Jegerlehner
and Andreas Nyffeler state that by the Appelquist-Carrazone theorem a heavier par-
ticle will have an enhanced sensibility to high energy scale phenomena [150], since it
would decouple from a lighter field. The dependence on the mass of the particle and
the scale of new phenomena is given by [150]
δa` ∝ m
2
`
Λ2
for M  m` (4.4)
This leads naturally to search deviations from the Standard Model in the anomalous
magnetic moment of heavier particles. Since the anomalous magnetic moment of the
electron ae is very well known, the best option is the muon, which has a mass nearly
200 times greater than the electron. This makes it more reliable to find effects that
cannot be explained within the SM.
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Being nearly 17 times heavier than the muon, the aτ should be the observable
where to look for deviations from the SM. Nevertheless, the muon is preferred instead
of the τ since it’s lifetime is so short (ττ/τµ ∼ 10−7) that makes it really difficult to
measure its magnetic moment using spin precession techniques. Nowadays the experi-
mental determination of the tau lepton anomalous magnetic moment aτ is compatible
with zero [151].
γ
ℓ−
ℓ+
Figure 4.2: Feynman diagram of a fermion interaction with a classic electromagnetic
field. The blob represents all possible interactions that can happen in between.
Now, the most general vertex for magnetic moment is represented by the diagram
in figure 4.2 where all possible interactions are hidden in the blob (QED, EW and
strong interactions)
a` = a
QED
` + a
EW
` + a
Had
` . (4.5)
One can parametrize all the possible interactions in the blob into two form factors by
making use of the Gordon identity and separating the fermion current into a vector
(γµ) and a tensor interaction (σµν) current. The tensor interaction will then have
attached the Pauli (or magnetic) form factor FM(q2), which at q2 = 0 gives the
anomalous magnetic moment.
The hadronic part has two contributions stemming from Hadronic Vacuum Po-
larization (HVP) diagrams (fig. 4.3) and Hadronic Light by Light (HLbL) (figs. 4.4
and 4.5). The former can be fully obtained by experimental data, while in the latter
one has to rely on a model to predict its contribution. All the contributions to the
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Type of contribution Contribution to aµ × 1011 Error×1011
QED 116’584,718.95 0.08
EW 153.6 1.0
Had 6930 (42)HV P (26)HLbL
Total 116’591,803 (1)(42)(26)
Exp 116’592,091 (54)(33)
Table 4.1: Different types of contributions to the aµ. The hadronic contributions give
the main theoretical uncertainty.
aµ are given in table 4.1, where it can be seen that HVP gives a main source of error
followed by HLbL. Nevertheless, the HVP error can be reduced by using a better
set of experimental data, while the HLbL error is given by the uncertainty from the
theory and the fitting of the parameters used to compute it.
µ
γ
had
µ
Figure 4.3: Hadronic Vacuum Polarization contribution to aµ, the blob stands for all
possible srong interaction processes.
Here we discuss the contributions and errors from table 4.1: As can be seen in
the Particle Data Group Review of Particle Physics [72], the anomalous magnetic
moment of the muon is almost fully determined by pure QED interaction, with an
uncertainty 80 × 10−14 [152]; the contribution arising from weak boson exchange is
very little, but non-negligible (153.6 ± 1.0) × 10−11 and the contributions stemming
from strong interactions give the dominant uncertainty to the anomalous magnetic
moment of the muon ∼ 53× 10−11, which is comparable with the experimental error
∼ 63 × 10−11 [72]. The Fermilab [153] and J-Parc [154] are planning to reduce the
present experimental error in a factor of 4, leading to an error ∼ 16 × 10−11. This
is what makes mandatory from the theoretical point to reduce the uncertainty in
the prediction of the aHLbLµ , since the error from aHV Pµ can be reduced with further
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experimental data.
4.3 Hadronic contributions
There is a contribution arising at order α2 where in the Schwinger correction the
virtual photon polarizes the vacuum leading to a loop correction in the propagator of
the photon. The QED contribution when the fermions in the loop are leptons has been
computed exactly and is included in the QED correction [155]. One of the hadronic
contributions to the aµ, the Hadronic Vacuum Polarization (HPV), is obtained by
changing the leptons in the loop by quarks, where the strong interactions will come
about since the energy scale in the loop covers the region where quarks are confined
in hadrons. The hadronic contribution is obtained by means of a dispersion relation
which can be connected by the optical theorem with the cross section σ(e+e− →
hadrons)
aHV Pµ =
(αmµ
3pi
)2 ∫
ds
R(s)K(s)
s2
+O(α3), (4.6)
where R = σ(e+e− → hadrons) and the functional for of K(s) can be found in ref
[150], thus obtained by fitting data up to the charmonium region (5.2 GeV) and the
bottomonium region ([9.46,13] GeV), the rest is obtained using pQCD. The greatest
error in aµ comes from this contribution ∼ 42 × 10−11, but this can be reduced by
augmenting the quality and quantity of experimental data. In the expression for the
aHLbLµ eq. (4.6) it can be seen the dominance of low-energy contributions.
a) b) c)
Figure 4.4: Light by light scattering insertions for a fermion loop.
One can see that at the α3 order in the QED expansion a new kind of phenom-
ena shows up, namely the light by light scattering (LbL) insertions. Some typical
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diagrams for these contributions are shown in fig 4.4. This effect cannot be present
in α2 contributions (γγ → γ), since a closed fermion loop coupled to three photons
would vanish due to Furry’s theorem. These contributions can be separated into three
categories, one that gives a universal contribution to the g − 2 where the particle in
the loop is the same as the one under study to determine its magnetic moment. One
contribution comes from particles lighter than the one under study and the other
from particles heavier than it. The latter ones are suppressed by ratios of squared
masses, the former are enhanced by logarithms of the mass ratio [156]. As in the
HVP case, if we replace the leptons in the loop by quarks we get the corresponding
hadronic contribution, namely the Hadronic Light by Light scattering (HLbL), which
cannot be obtained from data and has to be theoretically predicted. Despite the fact
that the Appelquist-Carrazone theorem cannot be applied to hadronic couplings, it
can give us a lead on which hadrons will contribute the most in the HLbL.
pi0, η, η′
µ
γ
(a) [L.D.]
γ
γ
pi±,K±
µ
γ
(b) [L.D.]
γ
γ
u, d, s
µ
γ
(c) [S.D.]
Figure 4.5: Contributions from Hadronic Light by Light scattering, aµHLbL
Since HLbL cannot be fully obtained experimentally (See however recent progess
in this direction in Refs. [157, 159, 158, 160, 161, 162, 163]), we will focus on this con-
tribution to the aµ trying to reduce the theoretical uncertainty. There has been also
a great advance in Lattice computations [164, 165]. In RχT, the contribution comes
from diagrams as those shown in fig. 4.5, where to the Goldstone bosons exchange
shown in the diagram one has to add resonances exchange. However by the argument
of the previous paragraph one would expect these contributions suppressed with re-
spect to that of the Goldstone exchange. A previous computation of the resonances
contribution showed that they are, in fact suppressed with respect to the Goldstone
ones [166]. The diagrams (b) and (c) of fig. 4.5 give a total contribution suppressed
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with respect to the pseudoscalar exchange, therefore we will only focus in the main
contribution to the aHLbLµ [166] as shown in table 4.2. It was at first assumed that the
main contribution to HLbL would come from energy regions around the muon mass,
but it was noticed that some important contributions also come from the [0.5,1] GeV
region[167, 167], so that one has to extend χPT to include resonances in order to
include that energy region.
a
(a)
µ a
(b)
µ a
(c)
µ
(6.5± 0.6)× 10−10 (−5.1± 0.4)× 10−10 (6.0± 0.4)10−10
Table 4.2: Contributions to aµ from diagrams (a), (b) and (c) in fig 4.5 as given in
ref. [166].
4.4 Transition Form Factor, TFF
All the relevant diagrams to the pseudoscalar exchange are shown in figure 4.6. There-
fore, all we need to know to completely characterize the Goldstone exchange contri-
bution is the form factor of the effective vertex pi∗γ∗γ∗. Since the external photon
must be taken with q = 0 and the form factor depends only on the squared of the
momenta of the virtual photons, one finds that only three of the integrals in the loop
are non-trivial [169]. The total pion exchange integrals to compute the contribution
api
0,LbL
µ are given by the expressions in appendix 5.
pi0, η, η′
µ
γ
q1 q3 q2
a) b) c)
Figure 4.6: Main contribution to aHLbLµ , internal photon lines include the ρ−γ mixing
Previous computations of the pi Transition Form Factor (piTFF) were made using
the naive simplification of taking the pion on-shell, which might be seen as taking
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only the µ mass region (mµ ≈ mpi) as told in the previous section. This was shown
to be an over-simplification of the problem [167, 168]. The following expression gives
the general piTFF when all particles are off-shell [129, 170]
Fpi0γ∗γ∗(p2, q2, r2) = 2r
2
3F
[
− NC
8pi2r2
+ 4F 2V
d3(p
2 + q2)
(M2V − p2)(M2V − q2)r2
+
4F 2V d123
(M2V − p2)(M2V − q2)
+
16F 2V P3
(M2V − p2)(M2V − q2)(M2P − r2)
− 2
√
2
M2V − p2
(
FV
MV
r2c1235 − p2c1256 + q2c125
r2
+
8P2FV
(M2P − r2)
)
+ (q2 ↔ p2)
]
, (4.7)
where p, q and r are the photons and pion four-momenta, respectively. In the case
where the pion is taken to be on-shell one gets
Fpi0γ∗γ∗(p2, q2, r2 = 0) = 2
3F
[
−NC
8pi2
+
4F 2V d3(p
2 + q2)
(M2V − p2)(M2V − q2)
+ 2
√
2
FV
MV
p2c1256 − q2c125
M2V − p2
+2
√
2
FV
MV
q2c1256 − p2c125
M2V − q2
]
. (4.8)
One finds that the couplings in this form factor are all fixed from short distance
constraints[89]. These couplings are given in the following expression
FV =
√
3F , c125 = 0 , c1256 = − NCMV
32
√
2pi2FV
∼ −3.26 · 10−2 ,
c1235 = 0 , d123 =
F 2
8F 2V
=
1
24
, d3 = − NCM
2
V
64pi2F 2V
∼ −0.112 (4.9)
where the condition we find for the coupling constant d3 can be expressed in a different
manner for convenience,
d3 = − NC
64pi2
M2V
F 2V
+
F 2
8F 2V
+
4
√
2P2
FV
, (4.10)
provided the pseudoscalar resonance coupling P2 ≡ dmκPV3 , where κPV3 is the pseu-
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doscalar vector coupling of OPV3 of ref [129] fulfills the relation
P2 = − F
2
32
√
2FV
= − F
32
√
6
, (4.11)
which belongs to the consistent set of short distance constraints [89].
Contrary to ref. [129], we take the asymptotic value given by the short distance
constraints of FV =
√
3F and estimate the error varying it around a 10% from the
SD prediction. We rely on this estimation since a fit done to BaBar data [91] gives
a variation around the 5% of the asymptotic value. With this, we find the behavior
given in figure 4.7. The P3 coupling is fixed phenomenologically from the combined
analyses of the pi(1300)→ γγ and pi(1300)→ ργ [129], giving
P3 = − (1.2± 0.3) · 10−2 GeV2 . (4.12)
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Figure 4.7: Our fit to the BaBar, Belle, CELLO and CLEO data compared to the
Brodsky-Lepage behavior.
Relying on the Brodsky-Lepage [103] behavior, which predicts the following limit
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of the form factor at high q2 for one on-shell photon
lim
q2→∞
Fpiγγ∗(0, q2,m2pi) ∼
2F
q2
, (4.13)
one finds a deviation from BaBar data [171]. Since the high energy description of the
form factor is given mainly by the P2 coupling we fix all the other couplings from
equations (4.9) and fit P2 to BaBar [171], Belle [172], CELLO [173] and CLEO [174]
data of the TFF. We, thus, find that the best fit is given by
P2 = −(1.13± 0.12)× 10−3 GeV, (4.14)
with the statistic test χ2/degrees of freedom = 1.01. With this, we find that the
best fit for BaBar data is ∼ 4% away from the Brodsky-Lepage constraint. However,
more accurate measurements of the piTFF at large q2 and p2 are needed to elucidate
whether the Brodsky-Lepage-like asymptotic behavior (approached by Belle) or its
violation (hinted by BaBar) describe the high-energy data. Since a best fit of the form
factor would be with the two photons being off-shell we propose a new observable from
which to fit the TFF (see section 4.7).
4.5 η- and η′- Transition Form Factor
In this section we evaluate the contributions of the next lightest pseudoscalar mesons
(η and η′) to aHLbLµ . In order to do that we take advantage of the relation of the
respective TFF with the piTFF. We will treat the η-η′ mixing in the two-angle mixing
scheme (consistent with the large-NC limit of QCD [175]) and work in the quark
flavor basis [176] where
diag(u) =
(
pi0 + Cqη + Cq′η
′
√
2
,
−pi0 + Cqη + Cq′η′√
2
, −Csη + Cs′η′
)
, (4.15)
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in which
Cq ≡ F√
3cos(θ8 − θ0)
(
cosθ0
f8
−
√
2sinθ8
f0
)
,
Cq′ ≡ F√
3cos(θ8 − θ0)
(√
2cosθ8
f0
+
sinθ0
f8
)
,
Cs ≡ F√
3cos(θ8 − θ0)
(√
2cosθ0
f8
+
sinθ8
f0
)
,
Cs′ ≡ F√
3cos(θ8 − θ0)
(
cosθ8
f0
−
√
2sinθ0
f8
)
.
(4.16)
The values of the pairs of decay constants and mixing angles are [176]
θ8 = (−21.2± 1.6)◦ , θ0 = (−9.2± 1.7)◦ , (4.17a)
f8 = (1.26± 0.04)F, f0 = (1.17± 0.03)F . (4.17b)
We will consider these errors as independent in the following.
Within this mixing scheme, the η and η′ TFF can be easily related to the piTFF
Fηγγ(p2, q2, r2) =
(
5
3
Cq −
√
2
3
Cs
)
Fpiγγ(p2, q2, r2) ,
Fη′γγ(p2, q2, r2) =
(
5
3
Cq′ +
√
2
3
Cs′
)
Fpiγγ(p2, q2, r2) . (4.18)
We have therefore predicted the η and η′ TFF using our results for the piTFF.
The corresponding error is completely dominated by the η-η′ mixing. In fig. 4.8 we
confront them to BaBar [171], CELLO [173] and CLEO [174] data. In the case of the
ηTFF good agreement can be seen, although BaBar data tend to lie in the border of
our predicted lower limit. Even though data from different experiments on the η′TFF
show slight tension, the overall agreement of our prediction with them is quite good.
We observe that our piTFF-based prediction tends to show a tiny larger slope than
the η and η′ TFF data. This feature may be caused by BaBar data on the piTFF. It
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Figure 4.8: Our prediction for the η (left) and η′ (right) TFF cross section (left) using
the couplings of eq. 4.27 compared to BaBar [171], CELLO [173] and CLEO [174].
remains to be seen if new, more accurate, measurements of these TFF confirm this
tendency or not.
4.6 Pseudoscalar exchange contribution aP,HLbLµ
Using all the information in the previous sections and the integrals of appendix 5 we
can now compute the total pseudoscalar exchange contribution to the aµ. However,
before computing it, further analysis of the error in the piTFF can be done to the
classic WZW result in the chiral limit at very-low energy [150]. A small contribution
to such value of the piTFF is included [177, 178] by considering the correction at
these limits stemming from the short distance constraints on c1235 and d123 and the
non-zero mass of the pion. The correction enters as follows,
Fpiγγ(0) = − NC
4pi2F
(1−∆), (4.19)
where the correction is
∆ =
4pi2
3
F 2
M2V
m2pi
M2V
∼ 5.9× 10−3. (4.20)
Further corrections to the previous expression should be suppressed by further
powers of m2pi/M2V and can be safely neglected.
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api
0,HLbL
µ · 1010 Method and reference
5.58± 0.05 Extended NJL Model [179] (Bijnens, Pallante and Prades [168])
5.56± 0.01 Naive VMD Model (Hayakawa, Kinoshita [and Sanda] [167][180])
5.8± 1.0 Large-NC with two vector multiplets, pi-pole contribution [169]
7.7± 1.0 Large-NC with two vector multiplets, pi-pole contribution [181]
7.2± 1.2 pi-exchange contribution corresponding to [169] evaluated in [150]
6.9 Holographic models of QCD [182]
6.54± 0.25 Holographic models of QCD [183]
6.58± 0.12 Lightest Pseudoscalar and Vector Resonance saturation [129]
6.49± 0.56 Rational Approximants [184]
5.0± 0.4 Non-local chiral quark model [185]
6.66± 0.21 This work, short-distance constraints of [129] revisited and data set updated
Table 4.3: Our result for api
0,HLbL
µ in eq. (4.22) is compared to other determinations. The
method employed in each of them is also given. We specify those works that approximate
api
0,HLbL
µ by the pion pole contribution. It is understood that all others consider the complete
pion exchange contribution.
Although the uncertainty stemming from this correction is negligible to the ob-
servables computed with the TFF (including those of section 4.7), it is not so for
the aP,HLbLµ , since the uncertainty in this contribution is essentially given by the low-
energy correction. Including this correction we find
api
0,HLbL
µ = (5.75± 0.06)× 10−10 (4.21)
for the pion-pole simplification, i. e., for on-shell pion and
api
0∗,HLbL
µ = (6.66± 0.21)× 10−11. (4.22)
We can see, as said above, that the pion-pole simplification underestimates the
api
0,HLbL
µ by a 14% and the error by a factor 4. The off-shell result is shown in
table 4.3, where other results are quoted for comparison. For the η and η′ we made
the same comparison between the pole estimation and the complete TFF, where we
found
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aη,HLbLµ = (1.44± 0.26) · 10−10 , aη
′,HLbL
µ = (1.08± 0.09) · 10−10 (4.23)
for the pole contribution and
aη,HLbLµ = (2.04± 0.44) · 10−10 , aη
′,HLbL
µ = (1.77± 0.23) · 10−10 (4.24)
for the whole exchange contribution.
aP,HLbLµ · 1010 Method and reference
8.5± 1.3 Extended NJL Model [179] (Bijnens, Pallante and Prades [168])
8.27± 0.64 Naive VMD Model (Hayakawa, Kinoshita [and Sanda] [167][180])
8.3± 1.2 Large-NC with two vector multiplets, P -pole contribution [169]
11.4± 1.0 Large-NC with two vector multiplets, P -pole contribution [181]
9.9± 1.6 pi-exchange contribution corresponding to [169] evaluated in [150]
10.7 Holographic models of QCD [182]
9.0± 0.7 Rational Approximants [187] using half-width rule [188], P -pole contribution
5.85± 0.87 Non-local chiral quark model [185]
11.4± 1.3 Average of various approaches (Prades, de Rafael and Vainshtein [189]
10.47± 0.54 This work, lightest Pseudoscalar and Vector Resonance saturation
Table 4.4: Our result for aP,HLbLµ in eq. (4.26) is compared to other determinations. The
method employed in each of them is also given. We specify those works that approximate
aP,HLbLµ by the pseudoscalar pole contribution. It is understood that all others consider the
complete pseudoscalar exchange contribution.
As it happened in the pi0 case, the η(′)-pole approximation underestimates clearly
the HLbL contribution, by ∼ 30(45)%, and the error, by a factor of roughly two. This
is confirmed by comparing our results in eq. (4.23) with those obtained in ref. [187]
aη,HLbLµ = (1.38± 0.16) · 10−10 , aη
′,HLbL
µ = (1.22± 0.09) · 10−10 (4.25)
which agree within errors.
Taking into account our determinations of api0,HLbLµ (4.22), aη,HLbLµ and aη
′,HLbL
µ (4.24),
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we obtain for the contribution of the three lightest pseudoscalars
aP,HLbLµ = (10.47± 0.54) · 10−10 . (4.26)
This number is compared to other determinations in the literature in Table 4.4. Again,
the method employed in each determination is also given for reference.
4.7 Genuine probe of the piTFF
Currently, there are no experimental data that can give us the behavior of the piTFF
with both photons off-shell. Looking forward to fixing parameters from an observable
with both photons off-shell we study the cross section σ(e+e− → µ+µ−pi0), which can
be obtained through the process shown in figure 4.9.
e+
e−
pi0
µ+
µ−
Figure 4.9: The e+e− → µ+µ−pi0 scattering as a probe for piTFF with both photons
off-shell.
In this process the center of mass squared energy p2 = s is the electron-positron
invariant mass and the di-muon invariant mass will give the other photon squared
four-momenta s1 = q2. Since now s and s1 are time-like, we must change the factors
1/(M2R − x)→ DR(x) since now both four-momenta span the resonances region and
such effect must be taken into account. By using the values of the couplings as
discussed in the previous section
FV =
√
3F (1.0± 0.1) , c125 = 0 , c1256 = − NCMV
32
√
2pi2FV
,
d3 = − NCM
2
V
64pi2F 2V
+
F 2
8F 2V
+
4
√
2P2
FV
, P2 = − (1.13± 0.12) · 10−3 GeV ,(4.27)
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we can predict the dependence of the cross section with the center of mass energy, as
well as the dependence on the cross section with s1 for a fixed center of mass energy.
In terms of suitable invariants [186],
s ≡ k2 , s1 ≡ k′2 , t0 ≡ (q+ − ppi)2 , t1 ≡ (q+ − p+)2 , u1 ≡ (k − p+)2 , (4.28)
the corresponding spin-averaged and unpolarized squared matrix element reads
∑∣∣∣M∣∣∣2 = 512α4pi4
s2s21
∣∣∣Fpi0γγ(k2, k′2)∣∣∣2 {−2m4µs2
+m2µs
[
m4µ +m
2
µ
(
m2pi + s+ s1 − 2t0 − 4t1 + 2u1
)
+m4pi +m
2
pi (−3s+ s1 − 3t0 − 2t1 + u1) + 3s2 − 4ss1 + 5st0 + 6st1
−3su1 + s21 − 3s1t0 − 2s1t1 + s1u1 + 3t20 + 4t0t1 − 2t0u1 + 4t21 − 4t1u1 + u21
]
+
1
4
[
2s
(
s1 − 2m2µ
)
(s+ t1 − u1)
(−m2µ −m2pi + s+ t0 + t1)
+4
(
m2µ − t1
)
(s+ t1 − u1)
(
m2µ +m
2
pi − s− t0 − t1
)
(s− s1 + t0 + t1 − u1) + s
(
s1 − 2m2µ
) (−m2µ −m2pi + s+ t0 + t1)2
−2(s+ t1 − u1)2
(−m2µ −m2pi + s+ t0 + t1)2 − 2s2 (s1 − 2m2µ)2
−2 (m2µ − t1)2 (s− s1 + t0 + t1 − u1)2 + s (s1 − 2m2µ) (s− s1 + t0 + t1 − u1)2
+2s
(
2m2µ − s1
) (
m2µ − t1
)
(s− s1 + t0 + t1 − u1)
+s
(
s1 − 2m2µ
)
(s+ t1 − u1)2 + s
(
s1 − 2m2µ
) (
m2µ − t1
)2]}
, (4.29)
where we have neglected the electron mass. Since the flavor facilities can measure
this cross-section at very small values of k2 –close to the threshold of (2mµ + mpi)2–
we kept mµ 6= 0 and mpi 6= 0 in eq. (4.29) as we have done in the numerics. The
cross-section can be written [186]
σ = 1
27pi4s2
∫ (√s−mpi)2
4m2µ
ds1
λ1/2(s, s1,m2pi)
∫ t+0
t−0
dt0√
1− ξ2∫ u+1
u−1
du1
λ1/2(s,m2µ, u1)
√
1− η2
∫ t+1
t−1
dt1
∣∣∣M∣∣∣2√
1− ζ2 , (4.30)
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with the definitions
ζ = (ω − ξη) [(1− ξ2)(1− η2)]−1/2 (4.31)
ω = (s−m2µ − u1 + 2t1)λ−1/2(s,m2µ, u1) , (4.32)
η =
[
2ss1 − (s+m2µ − u1)(s+ s1 −m2pi)
]
λ−1/2(s,m2µ, u1)λ
−1/2(s, s1,m2pi) ,(4.33)
ξ =
s−m2pi − s1 + 2t0
λ1/2(s, s1,m2pi)
,
and the t0, u1 and t1 integration limits
t±0 = m
2
pi −
s+m2pi − s1
2
± λ
1/2(s,m2pi, s1)
2
,
u±1 = s+m
2
µ −
s+ s1 −m2pi
2
±
√
s1(s1 − 4m2µ)λ(s, s1,m2pi)
2s1
t±1 = m
2
µ −
s+m2µ − u1
2
+
λ1/2(s,m2µ, u1)
2
[
ξη ±
√
(1− ξ2)(1− η2)
]
. (4.34)
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Figure 4.10: Our prediction for σ(e+e− → µ+µ−pi0) at different center of mass energies
using the couplings in eq. 4.27.
We therefore obtain the cross section for different center of mass energy shown in
figure 4.10, and the cross section dependence on s1 with s = (1.02 GeV)2 in fig. 4.11,
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since at that center of mass energy operates the KLOE experiment. By varying the
parameters an upper and a lower bound is obtained for both figures, however, the
central value almost overlaps with both limits cannot be discerned in both figures.
The ρ(770) peak shows neatly and, at higher energies the cross section approaches
a plateau. The excitations of the ρ(770) and their associated uncertainties are neg-
ligible. The profile of the dσ
d1
observable makes it appealing for its measurement at
KLOE, this is why we show its spectrum at
√
s = Mφ GeV. Although the plot for
MΥ(4s) is not shown, it would be very valuable to measure the behavior of the TFF
at high virtualities of both photons to check the predicted asymptotic behaviors.
This process would provide complementary information to that of BaBar and Belle,
constraining the whole problematic mixed soft-hard regions needed to compute the
internal vertex (the one which does not include the real photon) of the diagrams in
fig 4.6.
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Figure 4.11: Our prediction for µ+µ− distribution at s = (1.02 GeV)2 using the
couplings in eq. 4.27.
Using the relations between η(′)TFF and the piTFF shown below in section 4.5,
we computed the σ(e+e− → µ+µ−η)cross section in a completely analogous way to
the pion case. The total cross section and dσ
ds1
distribution are shown in fig. 4.12 at
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Figure 4.12: Our prediction for the σ(e+e− → µ+µ−η) cross section (left) and µ+µ−
distribution at 4 GeV2 (right).
s = M2φ. The effect of the contribution of higher excited states is negligible in
dσ
ds1
and is at the same level induced by the uncertainties on the η − η′ mixing in the
cross-section plot. They are of order 30(20)% for the η(η′) cases. The η distribution
at this energy will be less prominent and no hadronic structure will be appreciated
since the available phase space is not enough, while the η′ cannot even be produced.
4.8 Conclusions
A previous analysis of these TFF given by [129] confirms the expressions obtained
by us of the completely off-shell TFF, however the main difference between our work
[170] and the previous one comes from the more robust analysis of the error. This
stems from the low energy behavior of the TFF, giving a correction to the classic
WZW functional result which gives the dominant uncertainty in the api0,HLbLµ . Also,
we use a high energy constraint and Belle data, which appeared after the publication
of ref [129].
We have made a proposal of a new observable, namely the e+e− → µ+µ−pi0 cross
section and its dependence on the di-muon invariant mass, that would give us relevant
information of the piTFF in the whole problematic soft-hard regions needed to fully
describe the TFF for two off-shell photons, complementary to the e+e− → e+e−pi0
data. These observables could be measured in Belle-II and KLOE.
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aHLbLµ · 1010 Contributions
11.6± 4.0 F. Jegerlehner y A. Nyffeler [150]
10.5± 2.6 Prades, De Rafael y Vainshtein [189]
13.7+2.7−1.5 Erler and Toledo Sánchez [190]
11.8± 2.0 Our contribution[170]
Table 4.5: Our contribution to the aHLbLµ compared to previous computations.
We have obtained a total pseudoscalar exchange contribution aP,HLbLµ = (10.47±
0.54) × 10−10 which is in good agreement with those reported in previous analysis,
namely (9.9± 1.6)× 10−10 [150] and (11.4± 1.3)× 10−10 [189]. The contribution for
the whole HLbL is obtained by adding the rest of the contributions in fig 4.5, which
are obtained from ref [150], giving aHLbLµ = (11.8± 2.0)× 10−10. The previous result
is compared with previous reported analyses in table 4.5.
We can see that there is a very good agreement within errors with both results
shown. Adding in quadrature the errors from the LO HVP and the our HLbL con-
tribution instead of that in ref. [191], we see that the uncertainty is ±5.1 × 10−10,
which is a 16% smaller.
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Chapter 5
Conclusions
We have computed several processes relevant for the search of BSM interactions due
to the precision test that will be done in high intensity frontier experiments in the very
near future. Since most of the processes studied in these facilities involve hadronic
effects with an energy scale in which pQCD cannot give a reliable result, a better alter-
native to deal with this problem is the use of RχT as an effective field theory of QCD.
By relying on the chiral symmetry of the fundamental field theory it is possible
to construct an Effective Field Theory that has been used to compute processes that
otherwise is not possible to calculate. These theories have a very wide range of appli-
cability, meaning they can be used in any problem below certain energy scale so that
one can consistently compute amplitudes in a perturbative way, and even renormalize
the theory to get further precision in its predictions.
In chapter 1 we showed the first computation of the BR(τ → pi`+`−ντ ) decays,
which gives us an effect that will be measurable at Belle-II. This process is a very
important background for processes with lepton number or lepton flavor violation. It
may be an important background in the search for processes with lepton universality
violation, since it gives different decay widths for different decay channels.
This induced non-universality of leptons took us to try to explain the RK anomaly
measured at LHCb, which comes to be an observable free from hadronic-pollution in
certain energy ranges, where we found that the energy range probed by LHCb for
this observable is free from hadronic pollution, giving a very clean window for the
search of phenomena beyond the SM. The different strong and weak phases led us to
calculate a CP asymmetry that is large and in agreement with experimental data.
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Looking forward to improve the experimental constraints on new charged cur-
rents, we studied the decay τ → piηγντ , which is a very important background for
the search of this kind of currents. By cutting the energy of the photon and taking
values below that cut the background can be drastically reduced in one order of mag-
nitude. Despite the fact that this would be enough for the η channel, it is not so for
the η′ channel since it cannot be determined due to the great uncertainty of the non
radiative process.
We also found the important result that neglecting the contributions from two
resonances exchange gives a very good estimation and also, a significantly reduced
uncertainty. The importance of this results rely in the fact that these form factors will
be inserted in the TAUOLA generator, so that this approximation will significantly
simplify the codes (the computation time and the uncertainty) to make them more
efficient.
Looking to provide a cleaner stage for the search of BSM effects, we computed
the HLbL contributions to the aµ, where we managed to reduce the uncertainty and
at the same time, give a more robust estimation of the uncertainty. Since a full
description of the TFF will not be given by the current data fits, we proposed the
measurement of (and predicted) the cross section e+e− → µ+µ−pi0 and the invariant
muon mass spectrum at a fixed center of mass energy, so that the TFF can be fitted
to an observable which involves both photons off-shell.
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Appendix A: Kinematics for cross section σ(kk′ →
k1k2k3)
Introduction
As part of an almost finished work with the Ph.D. student Bryan Larios (student of
Dr. Lorenzo Díaz Cruz), the author computed the phase space for a cross section of
two-to-three particles as a function of two-particle invariant masses. This was done to
compute the cross section of e−(k)e+(k′)→ G˜(k1)G˜(k2)γ(k3), where G˜ is a gravitino
as a function of the mass of the gravitino, of a virtual neutralino and the energy
spectrum of the photon. This is a simplification to the case where the amplitude does
not depend on the angle between k2 and k.
Differential cross section
The general expression for the differential cross section can be obtained from Quantum
Field Theory books, in the following we will use Peskin and Schroeder definition [192]
dσ =
1
2E2E ′|v − v′|
(
3∏
f
d3kf
2Ef
)
|M|2(2pi)4δ(4)(k + k′ − Σkf ), (5.1)
where k and k′ are the electron and positron four-momentum and kf are the
four-momenta of the final state particles with mass mf and energy EX . The term
in the denominator can be expressed as a function of the center of mass energy and
the masses of the initial state particles using the relation vX = kX/EX , with k the
three-momentum,
2E · 2E ′|v − v′| = 4EE ′
∣∣∣∣kE − k′E ′
∣∣∣∣ = 4EE ′ ∣∣∣∣kE + kE ′
∣∣∣∣
= 4|k|(E + E ′) = 4ECM |k|,
(5.2)
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where ECM is the center of mass energy. For initial state particles with same mass, the
energy of both must be equal in the center of mass reference frame (CM), since from
the dispersion relation one has |k| = √E2 −m2 = √E ′2 −m′2 = and E+E ′ = ECM .
Now, if initial state particles have equal masses |k| can be expressed as a function of
the center of mass energy and the mass of initial state particles
|k| =
√
E2 −m2 = 1
2
√
E2CM − 4m2 =
ECM
2
√
1− 4m
2
E2CM
=
ECM
2
σm(E
2
CM) (5.3)
where σX(p2) =
√
1− 4X2
p2
, being mX the mass of particle X. And thus, the factor
can be expressed as
2E · 2E ′|v − v′| = 2Q2σm(Q2) , (5.4)
where Q = k + k′, i.e., Q2 = E2CM .
To express the cross section as a function of the invariant masses of particles with
four-momenta k1 − k2 and k2 − k3, we introduce the variables k12 and k23, and the
invariant masses s = (k1 +k2)2 and t = (k2 +k3)2 by using integrals which are trivially
equal to 1,
∫
δ(4)(k12 − k1 − k2)d4k12, (5.5a)∫
δ(4)(k23 − k2 − k3)d4k23, (5.5b)∫
δ
[
s− (Q− k3)2
]
ds, (5.5c)∫
δ
[
t− (Q− k1)2
]
dt, (5.5d)
So that the differential cross section takes the form
dσ(Q2) =
|M|2
2Q2σm(Q2)
1
(2pi)5
Idsdt, (5.6)
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where I = I1I2, and
I1 =
∫
d4k12
d3k3
2E3
δ
[
s− (Q− k3)2
]
δ(4)(Q− k12 − k3), (5.7a)
I2 =
∫
d4k23dsdt
d3k1d
3k2
4E1E2
δ(4)(k12 − k1 − k2)δ(4)(k23 − k2 − k3)δ
[
t− (Q− k1)2
]
.
(5.7b)
Since d
3k3
2E3
=
∫
d4kδ(k23 −m23), where m3 is the mass of the particle with k3 four-
momentum with positive time component, I1 is a Lorentz scalar and can be computed
in any reference frame. By choosing the CM, one gets
I1 =
∫
d3k3
2E3
dk012d
3k12δ
(√
Q2 − k012 − E3
)
δ(3)(k12 + k3)δ(s− k0122 − k212)
=
∫
d3k3
2E3
dk012d
3k12
2
√
k212 + s
δ
(√
Q2 −
√
k212 + s− E3
)
δ(3)(k12+k3)δ
(
k012 −
√
k212 + s
)
,
=
∫
d3k3
2
√
k23 +m
2
3
‖k12‖2d‖k12‖dΩ12
2
√
k212 + s
δ
(√
Q2 −
√
k212 + s−
√
k23 +m
2
3
)
δ(3)(k12+k3),
=
∫
4pi
2
√
k212 +m
2
3
‖k12‖2d‖k12‖
2
√
k212 + s
δ
(√
Q2 −
√
k212 + s−
√
k212 +m
2
3
)
,
(5.8)
In the second line we used the delta function property δ[f(x)] =
∑
i
1
|f(xi)|δ(x − xi),
where xi ∈ ker f . In the third line dΩ12 is the differential solid angle subtended by
d‖k12‖.For the delta function in the last expression we get the following expression
δ
(√
Q2 −
√
k212 + s−
√
k212 +m
2
3
)
=
(
‖k12‖√
k212 + s
+
‖k12‖√
k212 +m
2
3
)−1
δ (‖k12‖ − ‖k12‖0) ,
(5.9)
where ‖k12‖0 is found as the root of the function of ‖k12‖ in the delta function. This
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root is found analytically in the following way
√
Q2 −
√
k212 + s−
√
k212 +m
2
3 = 0(√
Q2 −
√
k212 + s
)2
= k212 +m
2
3
Q2 − 2
√
Q2
√
k212 + s+ k
2
12 + s = k
2
12 +m3
Q2 + s−m23 = 2
√
Q2
√
k212 + s(
Q2 + s−m23
2
√
Q2
)2
= ‖k12‖20 + s
4Q2
4Q2
‖k12‖20 =
Q4 + s2 +m43 + 2Q
2s− 2Q2m23 − 2sm23 − 4Q2s
4Q2
=
λ(Q2, s,m23)
4Q2
‖k12‖0 = λ
1/2(Q2, s,m23)
2
√
Q2
, (5.10)
where the positive root has been chosen, since otherwise ‖ · ‖ would not be a norm.
Here λ(a, b, c) := a2 + b2 + c2−2ab−2ac−2bc is the Källen function. Now, the factor
in parenthesis in eq (5.9) can be expressed in a more simple manner
(
‖k12‖√
k212 + s
+
‖k12‖√
k212 +m
2
3
)−1
=
1
‖k12‖
√
k212 + s
√
k212 +m
2
3√
k212 +m
2
3 +
√
k212 + s
=
√
k212 + s
√
k212 +m
2
3√
Q2‖k12‖
,
(5.11)
where, in the last line we made use of the fact that ‖k12‖ must be a root of the
argument of the delta function in the lhs of eq (5.9). Thus, by inserting the previous
expression in eq. (5.8), substituing the root ‖k12‖0 and trivially integrating over
d‖k12‖ we get
I1 =
pi
2
λ1/2(Q2, s,m23)
Q2
(5.12)
By the same argument used for I1, it is showed that I2 is Lorentz invariant,
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so that we can choose a reference frame to integrate it. For the sake of simplicity
we used the reference frame in which k12 = 0, so that k212 = (k012,0)2 = s and
therefore k12 = (
√
s,0). In order to compute the integrals of I2 we need to obtain
an expression for ‖Q‖ and E = √Q2 +Q2 in this reference frame. Since Q = γmv
is a three-momentum, E = γm is the time component of the four-momentum vector
Q = (E,Q), where m =
√
Q2 and γ is the Lorentz factor associated with v, the
relative velocity between this frame and the CM one. Therefore, the relative speed is
v := ‖v‖ = ‖Q‖
E
. (5.13)
By squaring k3 = Q − k12 one can find that Q2 + s − 2Ek012 = m23, and by clearing
for E we find
E =
Q2 + s−m23
2
√
2
, (5.14)
and since Q2 = E2 −Q2, we get
‖Q‖ = λ
1/2(Q2, s,m23)
2
√
s
, (5.15)
so that QT = ‖Q‖(0, 0,−1), since we have chosen k12 to be parallel to the third
direction in the CM reference frame. This last expression will help us later to express
contractions of four-momenta in terms of Lorentz scalars. Thus, now we can follow a
development for I2 similar to that of I1,
I2 =
∫
d4k23d
3k1d
3k2
4E1E2
δ(4)(k12 − k1 − k2)δ(4)(k23 − k12 −Q+ 2k1)δ(t− k223)
=
∫
d4k23d
3k1d
3k2δ
(3)(k1 + k2)
4E1
√
k22 +m
2
2
δ
(√
s− E1 −
√
k22 +m
2
2
)
δ(4)(· · · )δ(t− k223)
=
∫
d4k23d
3k1
4
√
k21 +m
2
1
√
k21 +m
2
2
δ
(√
s− E1 −
√
k21 +m
2
2
)
δ(4)(· · · )δ(t− k223). (5.16)
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Following the procedure used in eqs. (5.9) and (5.10), we find that
δ
(√
s−
√
k21 +m
2
1 −
√
k22 +m
2
2
)
=
√
k21 +m
2
1
√
k21 +m
2
2√
s‖k1‖ δ
(
‖k1‖ − λ
1/2(s,m21,m
2
2)
2
√
s
)
.
(5.17)
Substituing the delta function by the expressions found in the previous equation in
the I2 integrals we get
I2 =
∫
d4k23
‖k1‖d‖k1‖dΩ1
4
√
s
δ(‖k1‖ − ‖k1‖0)δ(t− k223)δ(4)(k23 − k12 −Q+ 2k1)
=
∫
d4k23dΩ1
‖k1‖0
4
√
s
δ(t− k223)δ(4)(k23 − k12 −Q+ 2k1)
=
λ1/2(s,m21,m
2
2)
8s
∫
dk023d
3
23
2
√
k223 + t
dΩ1δ
(
k023 −
√
k223 + t
)
×
δ
(
k023 −
√
s− E + 2s+m
2
1 +m
2
2
2
√
s
)
δ(3)(k23 −Q+ 2k1)
=
λ1/2(s,m21,m
2
2)
16s
∫
d3k23√
k223 + t
dΩ1δ
[√
k223 + t−
√
s− E + s+m
2
1 −m22√
s
]
×
δ(3)(k23 −Q+ 2k1)
=
λ1/2(s,m21,m
2
2)
16s
∫
dΩ1
δ
[√
(Q− 2k1)2 + t−
√
s− E + s+m21−m22√
s
]
√
(Q− 2k1)2 + t
(5.18)
In the third line we used the relation E1 =
√
k21 +m
2
1 along with the ‖k1‖ =
‖k1‖0 from eq. (5.17). By realizing the expansion (Q − 2k1)2 = 4k21 + Q2 −
4‖k1‖‖Q‖ cos(θ1) in order to obtain the cos(θ1) dependance explicitly, the deriva-
tive d(Q−2k1)
2
d cos(θ1)
= −4‖k1‖‖Q‖ was obtained which will be needed to integrate the delta
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function. So, the delta function can be expressed as
δ
[√
(Q− 2k1)2 + t−
√
s− E + s+m
2
1 −m22√
s
]
= δ
[√
4k21 +Q
2 − 4‖k1‖‖Q‖ cos(θ1) + t− E − s+m
2
1 −m22√
s
]
=
∣∣∣∣∣ −‖k1‖‖Q‖√(Q− 2k1)2 + t
∣∣∣∣∣
−1
δ
{
cos(θ1)−
[
(Q2 + 3s−m23)λ1/2(s,m21,m22)− s(2s+ sQ2 −m23)
]
4‖Q‖‖k1‖s
}
=
√
(Q− 2k1)2 + t
4‖Q‖‖k1‖ δ [(cos(θ1)− cos(θ1)0]
(5.19)
Finally, substituing the delta function in the expression for I2 and integrating trivially
the azimuthal angle φ1 we get
I2 =
λ1/2(s,m21,m
2
2)
16s
2pi√
(Q− 2k1)2 + t
√
(Q− 2k1)2 + t
4‖k1‖‖Q‖
∫
d cos(θ1)δ [(cos(θ1)− cos(θ1)0]
= 2pi
λ1/2(s,m21,m
2
2)
16s
4s
4λ1/2(Q2, s,m23)λ
1/2(s,m21,m
2
2)
(5.20)
And thus we get
I2 =
pi
8λ1/2(Q2, s,m23)
. (5.21)
Since I = I2I2, we get by using the boxed expressions for each integral
I =
pi2
16Q2
, (5.22)
and sustituing the value of I and that of equation 5.4 we find the expression of the
differential cross section as a function of s and t,
dσ
dtds
=
|M|2
1024pi3Q4σm(Q2)
(5.23)
In order to be able to compute the total cross section for any process, the range of s
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and t must be specified. If we take s as the last-to-be-integrated variable we find its
minimum s− by taking k1 = k2 = 0 and its maximum s+ by taking k3 = 0
s− =(k1 + k2)2 = (m1 +m2)2, (5.24a)
s+ =(Q− k3)2 = (
√
Q2 −m3)2. (5.24b)
We compute t in the k12 = 0 frame, so that
t = (Q− k1)2 = (E − E1)2 − (Q− k1)2, (5.25)
where max
min
[(Q− k1)2] = Q2 + ‖k1‖2 ± 2‖Q‖‖k1‖ = (‖Q‖ ± ‖k1‖)2, (5.26)
Now, substituing the values for E, E1, ‖Q‖ and ‖k1‖ from eqs. (5.14), (5.15) and
(5.17) in the expression for t we find
t± = (E − E1)2 − (‖Q‖ ∓ ‖k1‖)2
=
(
Q2 + s−m23
2
√
s
− s+m
2
1 +m
2
2
2
√
s
)2
−
(
λ1/2(Q2, s,m23)
2
√
s
− λ
1/2(s,m21,m
2
2)
2
√
s
)2
.
(5.27)
So that the range of both variables are determined to be
(m1 +m2)
2 ≤ s ≤ (
√
Q2 −m3)2 (5.28a)
t± =
1
4s
{
(Q2 +m21 −m22 −m33)2 −
[
λ1/2(Q2, s,m23)∓ λ1/2(s,m21m22)
]2}
(5.28b)
The scalar products among final-state particles four-momenta are easily find from the
definitions of s, t and the relation Q2 = (k1 + k2 + k3)2. Since s = (k1 + k2)2,
k1 · k2 = 1
2
(s−m21 −m22). (5.29)
138
Analogously, from t = (k2 + k3)2
k2 · k3 = 1
2
(t−m22 −m23). (5.30)
By using the previous equations in Q2 we can clear the remaining scalar product
k1 · k3 = 1
2
(Q2 − s− t+m22). (5.31)
To compute the scalar products between the initial state particles momenta and the
final state paticles we must make a Lorentz boost to the k12 = 0 frame. First note
that Q2 = k2 +k′2 +2k ·k′, so that k ·Q = k′ ·Q = Q2/2. The expressions for v, E and
‖Q‖ are given in eqs. (5.13), (5.14) and (5.15) respectively. So that by expressing
k as perpendicular to k12 in the CM reference frame and boosting it to the k12 = 0
frame we get
kCM→12 ·=

γ 0 0 −βγ
0 1 0 0
0 0 1 0
−βγ 0 0 γ


1
2
√
Q2
k1
k2
0
 =

1
2
√
Q2γ
k1
k2
1
2
√
Q2βγ
 , (5.32)
where β is v in eq. (5.13), and thus we must substitute the values of E and Q en eqs.
(5.14) and (5.15). Therefore,
β =
‖Q‖
E
=
λ1/2(Q2, s,m23)
Q2 + s−m23
=
(
1− 4Q
2s
(Q2 + s−m23)2
)1/2
, (5.33)
from which we can obtain the Lorentz factor γ = (1− β2)−1/2
γ =
[
1−
(
1− 4Q
2s
(Q2 + s−m23)2
)]−1/2
=
Q2 + s−m23
2
√
Q2s
. (5.34)
And thus, the time component of the four momenta k can be expressed in the following
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way
k0 =
1
2
√
Q2
Q2 + s−m23
2
√
Q2s
=
Q2 + s−m23
4
√
s
. (5.35)
With this last expression, we find that
k · k3 = k ·Q− k · k12 = 1
2
Q2 − 2k0√s = Q
2 − s+m23
4
. (5.36)
On the other hand, we will also be needing the expressions for v, E and ‖Q‖ in the
k23 = 0 reference frame. So, in a completely analogous way we find that
‖Q‖∗ = λ
1/2(Q2 + t−m21)
2
√
t
, (5.37a)
E∗ =
Q2 + t−m21
2
√
t
, (5.37b)
β∗ =
(
1− 4Q
2t
(Q2 + t−m21)2
)1/2
, (5.37c)
γ∗ =
Q2 + t−m21
2
√
Q2t
, (5.37d)
so that the time component of the k four-vector is
k0
∗
=
Q2 + t−m21
4
√
t
. (5.38)
Therefore,
k · k1 = k ·Q− k · k23 = Q2 − 2k0∗
√
t =
Q2 − t+m21
4
. (5.39)
Finally, the last Lorentz invariant remaining is obtained by contracting the k four-
momentum with Q and using the two previous contractions
k · k2 = k · (Q− k1 − k3) = 1
2
Q2 − Q
2 − t+m21
4
− Q
2 − s+m23
4
=
s+ t−m21 −m22
4
.
(5.40)
To obtain the cross section as a function of the energy of the final state particle with
four-momentum k3 and a mass invariant pair we first obtain the dependence of s in
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E3,
s = (Q− k3)2 = Q2 − 2Q · k3 +m23 = Q2 − 2
√
Q2E3 +m
2
3, (5.41)
so that ds
dE3
= −2√Q2, with which we obtain
dσ
dEdt
=
∣∣∣∣ dsdE3
∣∣∣∣ dσdsdt =
√
Q2 |M|2
512pi3Q4σm(Q2)
. (5.42)
The kinematical limits for the energy E3 are obtained by taking the two extremal
cases where k3 = 0 and when k12 = 0. In the latter, eq. (5.41) can be used by
subsituing s→ (m1 +m2)2; in the former we just make use of the dispersion relation
E3 =
√
k23 +m
2
3. Thus,
m3 ≤ E3 ≤ Q
2 +m23 − (m1 +m2)2
2
√
Q2
. (5.43)
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Appendix B: Contributions to the τ → pi`+`−ντ decay
amplitude
We collect in this appendix the results of summing over polarizations and averaging
over that of the tau the different contributions to the squared matrix element. We
refrain from writing the lengthy outcome of the contraction of the indices which was
used in our programs.
∣∣∣MIB∣∣∣2 = 16G2F |Vud|2 e4k4F 2piM2τ `µν
[ −τµνk2
(k2 − 2k · pτ )2
+
4pµqνk · pτ
(k2 + 2k · p) (k2 − 2k · pτ )
+
4pµτ q
νk · pτ
(k2 − 2k · pτ )2
− 2g
µνk · pτk · q
(k2 − 2k · pτ )2
− 4p
µpντk · q
(k2 + 2k · p) (k2 − 2k · pτ )
− 4p
µ
τ p
ν
τk · q
(k2 − 2k · pτ )2
+
8pµpντpτ · q
(k2 + 2k · p) (k2 − 2k · pτ )
+
4pµpνpτ · q
(k2 + 2k · p)2 +
4pµτ p
ν
τpτ · q
(k2 − 2k · pτ )2
]
,
(5.44)
2<e [MIBM∗V ] = −32G2F |Vud|2
e4
k4
FpiM
2
τ=m
{
F ∗V (p · k, k2)`µν′µ
′ν′ρ′σ′kρ′pσ′Vµµ′
}
,
2<e [MIBM∗A] = −64G2F |Vud|2
e4
k4
FpiM
2
τ `
ν′
µ <e
[
A∗µ′ν′Vµµ
′
]
,
∣∣∣MV ∣∣∣2 = 16G2F |Vud|2 e4k4 ∣∣∣FV (p · k, k2)∣∣∣2µ′ν′ρ′σ′µνρσkρpσkρ′pσ′`νν′τµµ′ ,
∣∣∣MA∣∣∣2 = 64G2F |Vud|2 e4k4 `νν′τµµ′AµνAµ′ν′∗ ,
2<e [MVM∗A] = −64G2F |Vud|2
e4
k4
=m
[
FV (p · k, k2)µνρσkρpσ`µν′τµµ
′Aν′µ′
∗]
,
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where we have defined
`µν = pµ−p
ν
+ + p
ν
−p
µ
+ − gµν(m2` + p− · p+)
τµν = pµτ q
ν + pντq
µ − gµνpτ · q , (5.45)
Aµν = FA(p · k, k2)
[
(k2 + p · k)gµν − kµpν]+B(k2)k2 [gµν − (p+ k)µpν
k2 + 2p · k
]
,
Vµν = 2pµqν
2k · p+ k2 +
−gµνk · q + 2qνpτ µ − iµνρσkρqσ + kνqµ
k2 − 2k · pτ ,
and used the conservation of the electromagnetic currents implying kµ`µν = 0 =
`µνkν .
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Appendix C: Form factors results according to Reso-
nance Chiral Lagrangians in τ± → pi±ηγντ decays
In this appendix we include the different contributions to the (axial-)vector form factors obtained
using RχL. Only the anomalous contribution was included in section 3.4.1. Here we explicitly quote
the analytic expressions for the model-dependent (resonant-mediated) contributions to these form
factors following the order in the figures. We start with fig. 3.5, giving rise to a1Ri=1,2,3,4 in RχL:
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a1R1 = −
4Cq
F 2MVm2ρDρ[(p0 + k)
2]
(
k · p0
(
(FV − 2GV )
(− (8c3 + 2c5 + 3c7)m2η + 8c3m2pi + 2 (c5 + c7) p · p0)
+m2ρ ((c7 + c1256)FV − 2c7GV )
)−1
2
(FV − 2GV ) k·p
(
4c5k · p0 + 2 (c5 − 4c3)m2η − (2c5 + c1256)m2ρ + 8c3m2pi
)
− 2c7 (FV − 2GV ) (k · p0) 2 + 1
2
m2ρ
(
m2η ((2 (8c3 + c5 + c7) + c1256)FV − 4 (4c3 + c5 + c7)GV )
+16c3m
2
pi (GV − FV )− (2 (c5 + c7)− c1256) p · p0 (FV − 2GV )
)
+
(
(4c3 + c5 + c7)m
2
η − 4c3m2pi
)
(FV − 2GV )
(
p · p0 −m2η
))
+
4FA
F 2Da1 [(p+ p0 + k)
2]
(−Cq (− (κA5 + κA6 − κA7 + κA16) (k · p+m2pi)− (κA3 + 2κA8 + κA15) k · p0
+2m2pi
(
2κA9 − κA10 + 2κA11 + κA14
)
+
(−3κA3 + 4κA4 + κA5 + κA6 + κA7 − 2κA8 − κA15) p · p0)
−Cq
(− (κA5 + κA6 + κA7 ) k · p0 + 2m2pi (κA14 + 2 (κA9 + κA11))+m2η (κA3 − κA5 − κA6 − κA7 + 2κA8 + κA15)
+
(−2κA3 + 4κA4 + κA5 + κA6 − κA7 + κA16) p · p0)− 2√2κA9 Cs (m2pi − 2m2K)+√2 (2κA9 − κA10)Cs (2m2K −m2pi))
− 4FA
F 2m2a1Da1 [(p+ k)
2]
((
m2a1 − k · p
) (
Cq
(
κA16
(
2k · p+m2pi
)
+ κA16
(
2 (k · p0 + p · p0) +m2η
)
− (κA3 + 2κA8 + κA15) (k · p0 +m2η + p · p0)− 2m2pi (2κA9 + κA10 + 2κA11 + κA12))+√2 (2κA9 + κA10)Cs (2m2K −m2pi))
+
√
2Cs
(
2m2K −m2pi
) (−2κA9 (−m2a1 + 2k · p+m2pi + p · p0)− κA10p · p0)
+ Cq
(
p · p0
(−m2a1 (κA3 + κA15)+ (κA3 + κA15 − κA16) (2k · p+m2pi)+ 2m2pi (2κA9 + κA10 + 2κA11 + κA12)
+m2η
(
κA3 + 2κ
A
8 + κ
A
15 − κA16
))− (4m2pi (κA9 + κA11)+m2η (κA3 + κA15)) (m2a1 − 2k · p−m2pi)
+k · p0
((
κA3 + κ
A
15
) (−m2a1 + 2k · p+m2pi)+ (κA3 + 2κA8 + κA15 − 2κA16) p · p0)+ (κA3 + 2κA8 + κA15 − 2κA16) (p · p0) 2))
− 4FV Cq
F 2m2ρ
(
2
√
2Cs
(
2m2K −m2pi
)
κV13
Cq
+
2
√
2Cs
(
2m2K −m2pi
) (
κV13 + κ
V
18
)
Cq
− (κV1 + κV2 + κV3 + κV6 + κV7 + κV8 ) k · p0 − (κV6 + κV8 + 2κV12 + κV16 − 2κV17) k · p0
+
(−κV1 + κV2 − κV3 + κV7 + κV17) k · p−m2ηκV1 −m2pi (κV1 + 2 (−κV4 + κV10 + 2 (κV13 + κV14 + κV15)))
−2m2pi
(−κV4 + 2κV9 + κV10 + 2 (κV13 + κV14 + κV15 + κV18))+m2pi (κV2 − κV3 + κV7 )−m2η (κV2 + κV3 + κV6 + κV7 + κV8 )
−m2η
(
κV6 + κ
V
8 + 2κ
V
12 + κ
V
16 − κV17
)
+ p · p0κV1 + p · p0
(
κV1 + κ
V
2 + κ
V
3 − 4κV5 − κV6 − κV7 − κV8
)
−p · p0
(−3κV2 + 3κV3 + 4κV5 + κV6 − κV7 + κV8 + 2κV12 + κV16 − κV17) ) ,
(5.46)
where c1256 ≡ c1 − c2 − c5 + 2c6 was used. Its value is fixed by eqs. (âŤĂ3.50).
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a1R2 =
4Cq (FV − 2GV )
F 2MVm2ρDρ[(p0 + k)
2]
(
c7k · p0 + (4c3 + c5 + c7)m2η − 4c3m2pi
) (−2k · p0 −m2η +m2ρ)
+
4FA
F 2Da1 [(p+ p0 + k)
2]
(
Cq
(− (κA5 + κA6 + κA7 ) k · p0 + 2m2pi (κA14 + 2 (κA9 + κA11))
+m2η
(
κA3 − κA5 − κA6 − κA7 + 2κA8 + κA15
)
+
(−2κA3 + 4κA4 + κA5 + κA6 − κA7 + κA16) p · p0)+ 2√2κA9 Cs (m2pi − 2m2K))
+
4FA
F 2m2a1Da1 [(p+ k)
2]
(√
2Cs
(
2m2K −m2pi
) (
2κA9
(
m2a1 − 2k · p−m2pi
)− (2κA9 + κA10) p · p0)
+ Cq
(
p · p0
(−m2a1 (κA3 + κA15)+ (κA3 + κA15 − κA16) (2k · p+m2pi)+ 2m2pi (2κA9 + κA10 + 2κA11 + κA12)
+m2η
(
κA3 + 2κ
A
8 + κ
A
15 − κA16
))− (4m2pi (κA9 + κA11)+m2η (κA3 + κA15)) (m2a1 − 2k · p−m2pi)
+k · p0
((
κA3 + 2κ
A
8 + κ
A
15 − 2κA16
)
p · p0 −
(
κA3 + κ
A
15
) (
m2a1 − 2k · p−m2pi
))
+
(
κA3 + 2κ
A
8 + κ
A
15 − 2κA16
)
(p · p0) 2
))
+
4FV Cq
F 2m2ρ
(
2
√
2Cs
(
2m2K −m2pi
) (
κV13 + κ
V
18
)
Cq
− (κV1 + κV2 + κV3 + κV6 + κV7 + κV8 ) k · p0 −m2ηκV1
− 2m2pi
(−κV4 + 2κV9 + κV10 + 2 (κV13 + κV14 + κV15 + κV18))−m2η (κV2 + κV3 + κV6 + κV7 + κV8 )
+p · p0
(
κV1 + κ
V
2 + κ
V
3 − 4κV5 − κV6 − κV7 − κV8
) )
,
(5.47)
a1R3 =
16GV Cq
F 2MV [m2η + 2(k · p+ k · p0 + p · p0)]Dρ[(p0 + k)2]
[
−(c1256 + 8c3)
m2η
2
+ c1256k · p0 + 4c3m2pi
]
+
4FA
F 2m2a1Da1 [(p+ p0 + k)
2]
(
κA10
(√
2Cs
(
2m2K −m2pi
)− 2m2piCq)−m2a1 (κA5 + κA6 − κA7 + κA16)Cq)
+
4FA
F 2m2a1Da1 [(p+ k)
2]
(
Cq
(
κA16
(
m2a1 + 2k · p0 +m2η + 2p · p0
)− (κA3 + 2κA8 + κA15) (k · p0 +m2η + p · p0)
−2m2pi
(
2κA9 + κ
A
10 + 2κ
A
11 + κ
A
12
))
+
√
2
(
2κA9 + κ
A
10
)
Cs
(
2m2K −m2pi
))
+
4FV Cq
F 2m2ρ
(
3κV1 − 3κV2 + 3κV3 − κV6 + κV7 − κV8
)
,
(5.48)
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a1R4 =
4Cq (FV − 2GV )
F 2MVm2ρDρ[(p0 + k)
2]
(
(c5 + c7)
(
2k · p0 +m2η
)
+ 4c3
(
m2η −m2pi
)
+
(
−c5 − c7 + c1256
2
)
m2ρ
)
− 4FACq
F 2Da1 [(p+ p0 + k)
2]
(
κA3 − 2κA5 − 2κA6 + 2κA8 + κA15 − κA16
)
− 4FA
F 2m2a1Da1 [(p+ k)
2]
(
Cq
(
κA16
(
m2a1 + 2k · p0 +m2η + 2p · p0
)− (κA3 + 2κA8 + κA15) (k · p0 +m2η + p · p0)
−2m2pi
(
2κA9 + κ
A
10 + 2κ
A
11 + κ
A
12
))
+
√
2
(
2κA9 + κ
A
10
)
Cs
(
2m2K −m2pi
)− Cq (κA16 − 2κA8 ) (m2a1 − 2k · p−m2pi))
− 4FV Cq
F 2m2ρ
(
2κV1 − 4κV2 + 6κV3 − 2κV6 − 2κV8 + 2κV12 − κV16 − κV17
)
.
(5.49)
The two-resonance mediated contributions to the axial-vector form factors, corresponding to
figs. 3.6, are given in the following:
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a2R1 = −
8FACq
F 2MVm2ρDa1 [(p+ p0 + k)
2]Dρ[(p0 + k)2](
−2
√
2(k · p)2
(
1
2
(2c5 + c1256)m
2
ρ − c5
(
m2η + 2k · p0
)
+ 4c3
(
m2η −m2pi
))
λ′′
−((c5 + c7)m2η + k · p0c7 − 4c3 (m2pi +m2η)) (m2η −m2ρ + 2k · p0) (−2√2 (k · p+ p · p0)λ′′ − 2m2pi (2λ1 + λ2)
+
(
m2η + 2k · p0
)
λ4
)− 1
2
k · p
(
−4
√
2p · p0
(
8c3m
2
pi − c7m2η + (c7 − c1256)m2ρ
)
λ′′
+ 2c5
(
4λ4 (k · p0) 2 +
(
m2η −m2ρ
) (
m2ηλ4 − 2m2pi (2λ1 + λ2)
))
−8c3
(
m2pi −m2η
) (
2 (2λ1 + λ2)m
2
pi −m2ηλ4 +m2ρ (λ3 − 2λ5)
)
+c1256m
2
ρ
(
2 (2λ1 + λ2)m
2
pi +m
2
η (λ3 − λ4 − 2λ5)
)
+2k·p0
(
4
√
2p · p0c7λ′′ + 2c5
((
2m2η −m2ρ
)
λ4 − 2m2pi (2λ1 + λ2)
)
+ 8c3
(
(4λ1 + λ4)m
2
pi +m
2
ρλ3 − 2m2ηλ4
)
+c1256m
2
ρ (λ3 − λ4 − 2λ5)
))
+p·p0
(
4c3
(
m2pi +m
2
η
) (
2 (2λ1 + λ2)m
2
pi −m2ηλ4 + p · p0 (2λ2 − λ4 − 2λ5)
)
− (c5 + c7)
(−4λ4 (k · p0) 2 −m2η (−2 (2λ1 + λ2)m2pi +m2ηλ4 + p · p0 (−2λ2 + λ4 + 2λ5))))
+ k · p0
((−c1256λ3m2ρ − 4p · p0 (c5 + c7)λ2)m2pi
+ p · p0
(
−4
√
2p · p0 (c5 + c7)λ′′ + 4 (−4c3 + c5 + c7)m2ηλ4 + 8m2pi (− (−4c3 + c5 + c7)λ1 − c3λ4)
)
−m2ρ
(
c1256
(
4λ1m
2
pi + p · p0 (λ3 − λ4 − 2λ5)
)
+ 2p · p0 ((c5 + c7)λ4 + 4c3 (λ3 − 2 (λ4 + λ5)))
))
−m2ρ
(
−
√
2 (p · p0) 2 (2 (c5 + c7)− c1256)λ′′ + 4m2pi
(
1
2
(8c3 + c1256)m
2
η − 4c3m2pi
)
λ1
+
1
2
m2pi
(
2p · p0 (c1256 − 2 (c5 + c7))λ2 +
(
(8c3 + c1256)m
2
η − 8c3m2pi
)
λ3
)
+ p · p0
(
1
2
m2η (2 (c5 + c7)λ4 + c1256 (λ3 − λ4 − 2λ5) + 8c3 (λ3 − 2 (λ4 + λ5)))((
c5 + c7 − c1256
2
)
λ1 + c3 (λ3 − 2λ5)
))) )
+
8FACqκ
SA
1
(
cdp · p0 +m2picm
)
F 2Da1 [(p+ p0 + k)
2]Da0 [(p+ p0)
2]
,
(5.50)
a2R2 = −
8FACq
F 2MVm2ρDa1 [(p+ p0 + k)
2]Dρ[(p0 + k)2](
c7k · p0 + (c5 + c7)m2η − 4c3
(
m2η +m
2
pi
)) (
2k · p0 +m2η −m2ρ
)(
λ4
(
2k · p0 +m2η
)− 2√2λ′′k · p− 2 (2λ1 + λ2)m2pi − 2√2p · p0λ′′)
− 4FACqκ
SA
1
(
cdp · p0 +m2picm
)
F 2Da1 [(p+ p0 + k)
2]Da0 [(p+ p0)
2]
,
(5.51)
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a2R3 = −
4
√
2FACq (λ
′ + λ′′)
F 2MVDa1 [(p+ p0 + k)
2]Dρ[(p0 + k)2]
(
2 (8c3 + c1256) k · p0 + (8c3 + c1256)m2η − 8c3m2pi
)
,
(5.52)
a2R4 = −
8FACq
F 2MVm2ρDa1 [(p+ p0 + k)
2]Dρ[(p0 + k)2]
(
1
2
(2λ2 − λ3)m2ρ
(
c1256
(
2k · p0 +m2η
)
+ 8c3
(
m2η −m2pi
))
− 2
√
2λ′′k · p
(
− (c5 + c7)
(
2k · p0 +m2η
)
+ 4c3
(
m2η +m
2
pi
)
+
1
2
(2 (c5 + c7)− c1256)m2ρ
)
+2k·p0
(
(c5 + c7)
(
λ4
(
m2ρ − 2m2η
)
+ 2 (2λ1 + λ2)m
2
pi
)
+ 4c3
(
2λ4m
2
η + (λ4 − 4λ1)m2pi
)
+ 2
√
2 (c5 + c7) p · p0λ′′
)
−4 (c5 + c7)λ4 (k · p0) 2−
(
4c3
(
m2η +m
2
pi
)− (c5 + c7)m2η) (−λ4m2η + 2 (2λ1 + λ2)m2pi + (2λ2 − λ4 − 2λ5) p · p0)
−m2ρ
(
λ4
(
4c3
(
m2η +m
2
pi
)− (c5 + c7)m2η)+ (2 (c5 + c7)− c1256) (2λ1 + λ2)m2pi +√2 (2 (c5 + c7)− c1256) p · p0λ′′)) .
(5.53)
We will display separately the contributions from the last diagram in the first line of figure 3.6,
due to the length of the corresponding expressions.
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a
W−→(a−1 )η→pi−(ρ0)η→pi−γη
1 = +
8FV
F 2m2a1m
2
ρDa1 [(p+ k)
2]
(
8m2piCqm
2
pim
2
ηλ1κ
A
3 + 16k · pCqm2pim2ηλ1κA3
−8Cqm2pim2a1m2ηλ1κA3 −2m2piCqm2a1m2ηλ2κA3 +2k·pCqm2a1m2ηλ2κA3 +2p4Cqm2ηλ2κA3 −4(k·p)2Cqm2ηλ2κA3
+2m2pik·pCqm2ηλ2κA3 +2k·pCqm2a1m2ηλ4κA3 −4(k·p)2Cqm2ηλ4κA3 −2m2pik·pCqm2ηλ4κA3 +4k·pCqm2a1m2ηλ5κA3
−8(k·p)2Cqm2ηλ5κA3 −4m2pik·pCqm2ηλ5κA3 +8Cqm2pip40κA8 λ1+8k·pCqm2pim2ηκA8 λ1−8Cqm2pim2a1m2ηκA8 λ1
+32m2piCqm
4
piκ
A
9 λ1+64k·pCqm4piκA9 λ1+16
√
2m2piCsm
4
piκ
A
9 λ1+32
√
2k·pCsm4piκA9 λ1−32
√
2m2piCsm
2
Km
2
piκ
A
9 λ1
−64
√
2k·pCsm2Km2piκA9 λ1−32Cqm4pim2a1κA9 λ1−16
√
2Csm
4
pim
2
a1κ
A
9 λ1+32
√
2Csm
2
Km
2
pim
2
a1κ
A
9 λ1+8k·pCqm4piκA10λ1
+4
√
2k·pCsm4piκA10λ1−8
√
2k·pCsm2Km2piκA10λ1−8Cqm4pim2a1κA10λ1−4
√
2Csm
4
pim
2
a1κ
A
10λ1+8
√
2Csm
2
Km
2
pim
2
a1κ
A
10λ1
+8Cqm
4
pim
2
ηκ
A
10λ1+4
√
2Csm
4
pim
2
ηκ
A
10λ1−8
√
2Csm
2
Km
2
pim
2
ηκ
A
10λ1+32m
2
piCqm
4
piκ
A
11λ1+64k·pCqm4piκA11λ1
− 32Cqm4pim2a1κA11λ1 + 8k · pCqm4piκA12λ1 − 8Cqm4pim2a1κA12λ1 + 8Cqm4pim2ηκA12λ1 + 8m2piCqm2pim2ηκA15λ1
+16k·pCqm2pim2ηκA15λ1−8Cqm2pim2a1m2ηκA15λ1−4Cqm2pip40κA16λ1−8(k·p)2Cqm2piκA16λ1−4m2pik·pCqm2piκA16λ1
+4m2piCqm
2
pim
2
a1κ
A
16λ1+8k·pCqm2pim2a1κA16λ1−4m2piCqm2pim2ηκA16λ1−12k·pCqm2pim2ηκA16λ1+4Cqm2pim2a1m2ηκA16λ1
−4k·pCqp40κA8 λ2−4m2piCqm2a1m2ηκA8 λ2−4(k·p)2Cqm2ηκA8 λ2−8
√
2p4Csm
2
Kκ
A
9 λ2+16
√
2(k·p)2Csm2KκA9 λ2
−8
√
2m2pik·pCsm2KκA9 λ2+8p4Cqm2piκA9 λ2−16(k·p)2Cqm2piκA9 λ2+8m2pik·pCqm2piκA9 λ2+4
√
2p4Csm
2
piκ
A
9 λ2
−8
√
2(k ·p)2Csm2piκA9 λ2 +4
√
2m2pik ·pCsm2piκA9 λ2 +8
√
2m2piCsm
2
Km
2
a1κ
A
9 λ2−8
√
2k ·pCsm2Km2a1κA9 λ2
− 8m2piCqm2pim2a1κA9 λ2 + 8k · pCqm2pim2a1κA9 λ2 − 4
√
2m2piCsm
2
pim
2
a1κ
A
9 λ2 + 4
√
2k · pCsm2pim2a1κA9 λ2
+ 4
√
2(k · p)2Csm2KκA10λ2 − 4(k · p)2Cqm2piκA10λ2 − 2
√
2(k · p)2Csm2piκA10λ2 + 4
√
2m2piCsm
2
Km
2
a1κ
A
10λ2
−4m2piCqm2pim2a1κA10λ2−2
√
2m2piCsm
2
pim
2
a1κ
A
10λ2+4
√
2k·pCsm2Km2ηκA10λ2−4k·pCqm2pim2ηκA10λ2+8p4Cqm2piκA11λ2
−2
√
2k·pCsm2pim2ηκA10λ2−16(k·p)2Cqm2piκA11λ2+8m2pik·pCqm2piκA11λ2−8m2piCqm2pim2a1κA11λ2+8k·pCqm2pim2a1κA11λ2
−4(k·p)2Cqm2piκA12λ2−4m2piCqm2pim2a1κA12λ2−4k·pCqm2pim2ηκA12λ2−2m2piCqm2a1m2ηκA15λ2+2k·pCqm2a1m2ηκA15λ2
+2p4Cqm
2
ηκ
A
15λ2−4(k·p)2Cqm2ηκA15λ2+2m2pik·pCqm2ηκA15λ2+2k·pCqp40κA16λ2+2p4Cqm2a1κA16λ2+4m2pik·pCqm2a1κA16λ2
+2m2piCqm
2
a1m
2
ηκ
A
16λ2+6(k·p)2Cqm2ηκA16λ2+2m2pik·pCqm2ηκA16λ2+4(k·p)3CqκA16λ2+2m2pi(k·p)2CqκA16λ2
−2 (p · p0) 2
(√
2Cs
(
2m2K −m2pi
)
κA10 + Cq
((
m2pi −m2a1 + 2k · p
)
κA3 + 2
(
m2pi −m2a1 −m2η + k · p
)
κA8 − 2m2piκA10
−2m2piκA12 +m2piκA15 −m2a1κA15 + 2k · pκA15 −m2piκA16 + 2m2a1κA16 +m2ηκA16
))
λ2−2k·pCqp40κA8 λ4+2k·pCqm2a1m2ηκA8 λ4
− 2(k · p)2Cqm2ηκA8 λ4 + 16
√
2(k · p)2Csm2KκA9 λ4 + 8
√
2m2pik · pCsm2KκA9 λ4 − 16(k · p)2Cqm2piκA9 λ4
− 8m2pik · pCqm2piκA9 λ4 − 8
√
2(k · p)2Csm2piκA9 λ4 − 4
√
2m2pik · pCsm2piκA9 λ4 − 8
√
2k · pCsm2Km2a1κA9 λ4
+ 8k · pCqm2pim2a1κA9 λ4 + 4
√
2k · pCsm2pim2a1κA9 λ4 + 2
√
2(k · p)2Csm2KκA10λ4 − 2(k · p)2Cqm2piκA10λ4
−
√
2(k · p)2Csm2piκA10λ4 − 2
√
2k · pCsm2Km2a1κA10λ4 + 2k · pCqm2pim2a1κA10λ4 +
√
2k · pCsm2pim2a1κA10λ4
+2
√
2k·pCsm2Km2ηκA10λ4−2k·pCqm2pim2ηκA10λ4−
√
2k·pCsm2pim2ηκA10λ4−16(k·p)2Cqm2piκA11λ4−8m2pik·pCqm2piκA11λ4
+8k·pCqm2pim2a1κA11λ4−2(k·p)2Cqm2piκA12λ4+2k·pCqm2pim2a1κA12λ4−2k·pCqm2pim2ηκA12λ4+4 (p · p0) 3Cq
(
κA8 − κA16
)
λ2
+2k·pCqm2a1m2ηκA15λ4−4(k·p)2Cqm2ηκA15λ4−2m2pik·pCqm2ηκA15λ4+k·pCqp40κA16λ4−2(k·p)2Cqm2a1κA16λ4
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−m2pik·pCqm2a1κA16λ4−k·pCqm2a1m2ηκA16λ4+3(k·p)2Cqm2ηκA16λ4+m2pik·pCqm2ηκA16λ4+2(k·p)3CqκA16λ4
+m2pi(k·p)2CqκA16λ4−4k·pCqp40κA8 λ5+4k·pCqm2a1m2ηκA8 λ5−4(k·p)2Cqm2ηκA8 λ5+32
√
2(k·p)2Csm2KκA9 λ5
+ 16
√
2m2pik · pCsm2KκA9 λ5 − 32(k · p)2Cqm2piκA9 λ5 − 16m2pik · pCqm2piκA9 λ5 − 16
√
2(k · p)2Csm2piκA9 λ5
−8
√
2m2pik ·pCsm2piκA9 λ5−16
√
2k ·pCsm2Km2a1κA9 λ5 +16k ·pCqm2pim2a1κA9 λ5 +8
√
2k ·pCsm2pim2a1κA9 λ5
+ 4
√
2(k · p)2Csm2KκA10λ5 − 4(k · p)2Cqm2piκA10λ5 − 2
√
2(k · p)2Csm2piκA10λ5 − 4
√
2k · pCsm2Km2a1κA10λ5
+ 4k · pCqm2pim2a1κA10λ5 + 2
√
2k · pCsm2pim2a1κA10λ5 + 4
√
2k · pCsm2Km2ηκA10λ5 − 4k · pCqm2pim2ηκA10λ5
− 2
√
2k · pCsm2pim2ηκA10λ5 − 32(k · p)2Cqm2piκA11λ5 − 16m2pik · pCqm2piκA11λ5 + 16k · pCqm2pim2a1κA11λ5
−4(k·p)2Cqm2piκA12λ5+4k·pCqm2pim2a1κA12λ5−4k·pCqm2pim2ηκA12λ5+4k·pCqm2a1m2ηκA15λ5−8(k·p)2Cqm2ηκA15λ5
−4m2pik·pCqm2ηκA15λ5+2k·pCqp40κA16λ5−4(k·p)2Cqm2a1κA16λ5−2m2pik·pCqm2a1κA16λ5−2k·pCqm2a1m2ηκA16λ5
+ 6(k · p)2Cqm2ηκA16λ5 + 2m2pik · pCqm2ηκA16λ5 + 4(k · p)3CqκA16λ5 + 2m2pi(k · p)2CqκA16λ5
− 2 (k · p0) 2Cq
(
κA8 − κA16
) (
4λ1m
2
pi + 2
(
m2pi − p · p0
)
λ2 − k · p (λ4 + 2λ5)
)
+ 2p · p0
(√
2Cs
(
2m2K −m2pi
) (
2
(
m2pi −m2a1 + 2k · p
)
κA9 +
(
m2pi −m2a1 + k · p
)
κA10
)
λ2
+Cq
((
m2pi −m2a1 + 2k · p
) ((
m2pi −m2η − k · p
)
λ2 − k · p (λ4 + 2λ5)
)
κA3 − 2(k · p)2κA8 λ2 − 2m2pim2a1κA8 λ2
+2m2a1m
2
ηκ
A
8 λ2−4k·pm2ηκA8 λ2+p4κA15λ2−2(k·p)2κA15λ2−m2pim2a1κA15λ2+k·pm2a1κA15λ2−m2pim2ηκA15λ2−2m2pim2ηκA8 λ2
+m2a1m
2
ηκ
A
15λ2−2k·pm2ηκA15λ2+m2pik·pκA15λ2+p4κA16λ2+4(k·p)2κA16λ2+m2pim2a1κA16λ2−2k·pm2a1κA16λ2
+m2pim
2
ηκ
A
16λ2−m2a1m2ηκA16λ2+3k·pm2ηκA16λ2+3m2pik·pκA16λ2+2m2pi
(
2
(
m2pi −m2a1 + 2k · p
)
λ1κ
A
3 − 2m2a1κA8 λ1
+2m2ηκ
A
8 λ1+2m
2
piκ
A
15λ1−2m2a1κA15λ1+2(m2a1−2m2η)κA16λ1−2m2piκA9 λ2+2m2a1κA9 λ2−m2piκA10λ2+m2a1κA10λ2−2m2piκA11λ2
+2m2a1κ
A
11λ2 −m2piκA12λ2 +m2a1κA12λ2 + k · p
(
2λ1κ
A
8 + 4κ
A
15λ1 − 2κA16λ1 − 4κA9 λ2 − κA10λ2 − 4κA11λ2 − κA12λ2
))
−(k ·p)2κA8 λ4+k ·pm2a1κA8 λ4−k ·pm2ηκA8 λ4−2(k ·p)2κA15λ4+k ·pm2a1κA15λ4−m2pik ·pκA15λ4+(k ·p)2κA16λ4
− k · pm2a1κA16λ4 + k · pm2ηκA16λ4 − 2(k · p)2κA8 λ5 + 2k · pm2a1κA8 λ5 − 2k · pm2ηκA8 λ5 − 4(k · p)2κA15λ5
+2k · pm2a1κA15λ5 − 2m2pik · pκA15λ5 + 2(k · p)2κA16λ5 − 2k · pm2a1κA16λ5 + 2k · pm2ηκA16λ5
))
+ k · p0
(√
2Cs
(
2m2K −m2pi
) (
4λ1m
2
pi + 2
(
m2pi − p · p0
)
λ2 − k · p (λ4 + 2λ5)
)
κA10
+Cq
(
2
(
m2pi −m2a1 + 2k · p
) ((
m2pi − k · p− p · p0
)
λ2 − k · p (λ4 + 2λ5)
)
κA3 − 8m4pi
(
κA10 + κ
A
12
)
λ1 − 4(k · p)2κA8 λ2
λ2
{
4κA8
[
2(p · p0)2 − (k · p)2 −m2pi(m2a1 +m2η + 2p · p0) + p · p0m2a1 +m2η(p · p0 − k · p)− p · p0k · p
]
+2κA15
[
m2pi
(
m2pi −m2a1 + 2k · p− p · p0
)− (k · p)(k · p+ 2p · p0 −m2a1) + 2p · p0m2a1]+2κA16 [m2pi(m2pi + 2m2a1
+m2η + 2k · p+ 3p · p0) +m2η(2k · p− p · p0)
]
+λ4{κA8 [−2(k·p)2+2k·pm2a1+2k·pp·p0]−2κA15[m2pik·p+2(k·p)2−k·pm2a1 ]
−κA16k·p[m2a1+m2pi−m2η+p·p0]}+2λ5k·p{2κA8 [m2a1−k·p+p·p0]+2κA15[m2a1−m2pi−k·p]+κA16[m2η−m2pi−m2a1−p·p0]}
+2m2pi
(
4
(
m2pi −m2a1 + 2k · p
)
λ1κ
A
3 + 2
(−m2piλ2κA10 + 2m2piκA15λ1 + (m2pi −m2η)κA16λ1 − 2m2a1 (κA8 + κA15 − κA16)λ1
−m2piκA12λ2 + p · p0
(−2λ1κA8 + 2κA16λ1 + (κA10 + κA12)λ2))+ k · p (4λ1κA8 + 8κA15λ1 + (κA10 + κA12) (λ4 + 2λ5)))))) ,
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a
W−→(a−1 )η→pi−(ρ0)η→pi−γη
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√
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√
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We turn now to the vector factors, with the one-resonance exchange contributions (fig. 3.7) listed
next:
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Finally, we will give the two-resonance mediated contributions to the vector form factors (figure
3.8):
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where d12 ≡ d1 + 8d2 is fixed by the short-distance constraints (3.50).
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+ (4c3 + c5 + c7) d4)m
2
ω
)
p · p0 − (d3 − d4 + d12)m2pi
(
4c3m
2
pi + (4c3 + c5 + c7)m
2
ω
))
+4k·p0
(−2 (c5 + c7) d3 (p · p0) 2 + (((c5 + c7 − c1256) d3 + (c5 + c7) d4)m2ω + 4c3 (d3 + d4) (m2pi −m2η)
+ (c5 + c7)
(
d12m
2
pi − 2 (d3 + d4)m2η
))
p · p0 + (d3 − d4 + d12)m2pi
(
4c3
(
m2η −m2pi
)
+ (c5 + c7)
(
2m2η −m2ω
)))
+2k ·p (−4 (c5 + c7) (d3 + d4) (k · p0) 2 + 2 ((d3 + d4) (4c3m2pi − 2 (2c3 + c5 + c7)m2η + (c5 + c7)m2ω)
−2p · p0 (c5 + c7) d3) k · p0 + (d3 + d4)
(
4c3m
2
pi − (4c3 + c5 + c7)m2η
) (
m2η −m2ω
)
+p · p0d3
(
8c3m
2
pi − 2 (4c3 + c5 + c7)m2η + (2 (c5 + c7)− c1256)m2ω
)))
− 8FV Cq
3F 2MVm2ρDρ[(p+ p0 + k)
2]Dρ[(p+ k)2](
4(k · p)2 (c1256d3m2ρ − (c5 + c7) (2d3 (k · p0 + p · p0) + (d12 − 8d2)m2η + 8d2m2pi))
+ k · p (m2ρ (2 (2 (c5 + c7) + c1256) d3 (k · p0 + p · p0)− (2 (c5 + c7) + c1256) (8d2 − d12)m2η
+2m2pi (4 (2 (c5 + c7) + c1256) d2 + 3c1256d3)
)− 2 (c5 + c7)m2pi (2d3 (k · p0 + p · p0) + (d12 − 8d2)m2η + 8d2m2pi))
+c1256m
2
pim
2
ρ
(
2d3
(
k · p0 +m2pi + p · p0
)
+ (d12 − 8d2)m2η + 8d2m2pi
))
+
8FV Cqλ
SV
3
3F 2Dρ[(p+ p0 + k)2]Da0 [(p+ p0)
2]
(
cdp · p0 + cmm2pi
)
− 8FV Cq
3F 2MVm2ρm
2
ωDρ[(p+ k)
2]
(
k · p (8c3 (m2pi −m2η) (m2pi(d1 + 8d2 + d3 + d4) + (d3 − d4)m2ρ)
+c1256m
2
pim
2
ρ(d1 + 8d2 − 2d3)
)
+m2pi(d1 + 8d2)m
2
ρ
(
c1256m
2
pi − 8c3
(
m2pi −m2η
))
+2(k · p)2 (8c3d4 (m2pi −m2η)− c1256d3m2ρ))
+
√
2F 2V Cq
3F 2m2ρm
2
ωDρ[(p+ p0 + k)
2]
(
2k · p0 +m2η +m2ρ + 2p · p0
)
((
λVV3 + λ
VV
4 + 2λ
VV
5
) (
k · p+m2pi + p · p0
)
+ 4m2piλ
VV
6 + 4p · p0
(
λVV1 + λ
VV
2
))
,
(5.62)
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v2R3 = −
16FV Cq(d3 − d4)
3F 2MVm2ωDρ[(p+ p0 + k)
2]Dω[(p0 + k)2]
(
4c3(m
2
pi −m2η)− (c5 + c5)(2k · p0 +m2η)
)
(m2ω−m2η−2k·p0)
+
16FV Cq
3F 2MVm2ρDρ[(p+ p0 + k)
2]Dρ[(p+ k)2]
(
m2ρ
2
(2d3 (c1256 (2k · p+ k · p0 + p · p0)
−2 (c5 + c7) (k · p0 + p · p0)) + (2 (c5 + c7)− c1256) (8d2 − d12)m2η + 2m2pi (4 (c1256 − 2 (c5 + c7)) d2 + c1256d3)
)
+ (c5 + c7)
(
2k · p+m2pi
) (
2d3 (k · p0 + p · p0) + (d12 − 8d2)m2η + 8d2m2pi
) )
− 8FV Cq
3F 2MVm2ρm
2
ωDρ[(p+ k)
2]
(
8c3
(
m2pi −m2η
) (
m2pi(d1 + 8d2 + d3 + d4)− (d3 + d4)m2ρ
)
+c1256m
2
pi(−(d1 + 8d2))m2ρ + 2k · p
(
c1256d3m
2
ρ + 8c3d4
(
m2pi −m2η
)))
−
√
2F 2V Cq
3F 2m2ρm
2
ωDρ[(p+ p0 + k)
2]
(
λVV3 + λ
VV
4 + 2λ
VV
5
) (
2k · p0 +m2η +m2ρ + 2p · p0
)
,
(5.63)
v2R4 =
16FV Cq(d3 − d4)
3F 2MVm2ωDρ[(p+ p0 + k)
2]Dω[(p0 + k)2]
(
1
2
m2ω (4c1256d3k · p0 + 2 (c1256 − 2 (c5 + c7)) d3k · p
+2 (8c3 + c1256) d3m
2
η − 16c3d3m2pi + 2c5d12m2pi + 2c7d12m2pi − c1256d12m2pi + 2 (c1256 − 2 (c5 + c7)) d3p · p0
)
+
(
2d3 (k · p+ p · p0)− d12m2pi
) (
(c5 + c7)
(
2k · p0 +m2η
)
+ 4c3
(
m2η −m2pi
)) )
− 16FV Cq (c5 + c7) (d3 − d4)
3F 2MVm2ρDρ[(p+ p0 + k)
2]Dρ[(p+ k)2]
(
2k · p+m2pi
) (
2k · p−m2ρ +m2pi
)
+
16FV Cq (c5 + c7)
3F 2MVm2ρm
2
ωDρ[(p+ k)
2]
(−2k · p+m2ρ −m2pi) (m2pi(d1 + 8d2 + d3 + d4) + 2d4k · p)
+
√
2F 2V Cq
3F 2m2ρm
2
ωDρ[(p+ p0 + k)
2]
(
λVV3 + λ
VV
4 + 2λ
VV
5
) (
2k · p0 +m2η +m2ρ + 2p · p0
)
.
(5.64)
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Appendix D: Off-shell width of meson resonances
For completeness we explain in this appendix the expressions that we have used for the off-shell
width of meson resonances relevant to our study. The ρ(770) width is basically driven by Chiral
Perturbation Theory results
Γρ(s) =
sMρ
96piF 2
[
σ3/2pi (s)θ(s− 4m2pi) +
1
2
σ
3/2
K (s)θ(s− 4m2K)
]
, (5.65)
where σP (s) =
√
1− 4m2Ps . We note that the definition of the vector meson width is independent of
the realization of the spin-one fields [76]. Given the narrow character of the ω(782) resonance the
off-shellness of its width can be neglected. A similar comment would apply to the φ(1020) meson,
although it does not contribute to the considered processes in the ideal-mixing scheme for the ω−φ
mesons that we are following.
The a1(1260) meson energy-dependent width was derived in Ref. [90] applying the Cutkosky
rules to the analytical results for the form factors into 3pi [90] and KKpi channels [135] that are
the main contributions to this width. Since its computation requires the time-consuming numerical
calculation of the corresponding correlator over phase-space, we computed Γa1(s) at 800 values of s
and use linear interpolation to obtain the width function at intermediate values.
Finally, the a0(980) meson is also needed as an input in the analyses. We have used the func-
tional dependence advocated in eqs. (19) and (20) of Ref. [124] which take into account the main
absorptive parts given by the piη, KK¯ and piη′ cuts. The very low-energy (G-parity violating) pipi
cut has been neglected.
We point out that we are considering only the imaginary parts of the meson-meson loop functions
giving rise to the resonance widths. On the contrary, we are disregarding the corresponding real
parts. Although this procedure violates analyticity at NNLO in the chiral expansion, the numerical
impact of this violation is negligible (see e.g. Ref. [82]) and, for simplicity, we take this simplified
approach in our study.
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Appendix E: Integration formulas needed to compute
the aP,HLbLµ
This appendix collects some formulae used for the evaluation of the pion pole/exchange contribution
to the hadronic light-by-light muon anomalous magnetic moment in Chapter. 4. We will follow the
notation of ref. [169], where angular integrations of the relevant two-loop integrals were first per-
formed analytically using the method of Gegenbauer polynomials. The remaining two-dimensional
integrations can be readily performed numerically provided the piTFF can be written
Fpi0γγ(q21 , q22) =
F
3
f(q21)−∑
MVi
1
q22 −M2Vi
gMVi (q
2
1)
 . (5.66)
Then, the hadronic light-by-light contribution to aµ reads
api
0, HLbL
µ =
(α
pi
)3 [
api
0(1), HLbL
µ + a
pi0(2), HLbL
µ
]
, (5.67)
with
api
0(1), HLbL
µ =
∫ ∞
0
dQ1
∫ ∞
0
dQ2
wf1(Q1, Q2) f (1)(Q21, Q22) + ∑
MVi
wg1(MVi , Q1, Q2) g
(1)
MVi
(Q21, Q
2
2)
 ,
(5.68)
and
aLbL,pi
0(2), HLbL
µ =
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∑
M=mpi,MVi
wg2(M,Q1, Q2) g
(2)
M (Q
2
1, Q
2
2) . (5.69)
In the previous equation, w{f/g}i(q
2
1 , q
2
2) are weight factors, whose expressions can be found in
ref. [169]. {f/g}(i) are generalized form factors given by
f (1)(Q21, Q
2
2) =
F
3
f(−Q21)Fpi0γγ(−Q22, 0) , g(1)MVi (Q
2
1, Q
2
2) =
F
3
gMVi (−Q21)
M2Vi
Fpi0γγ(−Q22, 0) ,
g(2)mpi (Q
2
1, Q
2
2) =
F
3
Fpi0γγ(−Q21,−Q22)
f(0) + ∑
MVi
gMVi (0)
M2Vi −m2pi
 ,
g
(2)
MVi
(Q21, Q
2
2) =
F
3
Fpi0γγ(−Q21,−Q22)
gMVi (0)
m2pi −M2Vi
. (5.70)
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Our expressions for the piTFF in the case of virtual (4.7) and real pion (4.8) can indeed be written
according to eq. (5.66):
f(q2) =
2
F 2
[
−2√2c1256FV (M2V − 2q2)
MV (M2V − q2)
− NC
8pi2
− 4d3F
2
V
M2V − q2
]
,
gMV (q
2) =
2
F 2
[
2
√
2c1256FVMV + 4d3F
2
V
M2V + q
2
M2V − q2
]
, (5.71)
for on-shell pion, and the additional contributions
∆f(q2, r2) =
2r2
F 2
−16√2P2FV
(M2V − q2)(M2P − r2)
, (5.72)
∆gMV (q
2, r2) =
2r2
F 2
{
4d123F
2
V
M2V − q2
− 16
√
2P2FV
M2P − r2
+
16F 2V P3
(M2V − q2)(M2P − r2)
}
for the general situation in which the pion is off its mass-shell. The predicted vanishing of the c1235,
c125 and P1 couplings according to asymptotic constraints has already been taken into account to
simplify eqs. (5.71) and (5.72).
In the latter case, eqs. (5.67)-(5.69) should be replaced by [150]
api
0, HLbL
µ = −
2α3
3pi2
∫ ∞
0
dQ1
∫ ∞
0
dQ2
∫ +1
−1
dt
√
1− t2Q31Q32
[
F1(Q
2
1, Q
2
2, t)
Q22 +m
2
pi
I1(Q1, Q2, t)
+
F2(Q
2
1, Q
2
2, t)
Q23 +m
2
pi
I2(Q1, Q2, t)
]
, (5.73)
where Q3 = (Q1 +Q2), t =cos(Q̂1, Q2),
F1(Q
2
1, Q
2
2, t) = Fpiγγ(−Q21,−Q23,−Q22)Fpiγγ(−Q22, 0,−Q22)
F2(Q
2
1, Q
2
2, t) = Fpiγγ(−Q21,−Q22,−Q23)Fpiγγ(−Q23, 0,−Q23) , (5.74)
and the integration kernels I1(Q1, Q2, t) and I2(Q1, Q2, t) can be found in ref. [150].
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