Abstract. Given a directed graph G = (V, E) an independent set A ⊂ V is called quasi-kernel (quasi-sink) iff for each point v there is a path of length at most 2 from some point of A to v (from v to some point of A). Every finite directed graph has a quasikernel. The plain generalization for infinite graphs fails, even for tournaments. We investigate the following conjecture here: for any digraph G = (V, E) there is a a partition (V 0 , V 1 ) of the vertex set such that the induced subgraph G[V 0 ] has a quasi-kernel and the induced subgraph G[V 1 ] has a quasi-sink.
Introduction
Given a directed graph G = (V, E) an independent set A ⊂ V is called quasi-kernel (quasi-sink) iff for each point v there is a path of length at most 2 from some point of A to v (from v to some point of A). (The notions have a fairly extensive literature: as a starting point see for example the following papers: [2] , [3] , [4] .)
The starting point of our investigation was the following theorem:
Theorem 1.1 (Chvátal-Lovász, [1]). Every finite digraph (i.e. directed graph) contains a quasi-kernel.
Our aim is to find similar theorems for infinite digraphs. The plain generalization of Theorem 1.1 fails even for infinite tournaments: the tournament (Z, <) is a counterexample, where Z denotes the set of the integers, and (x, y) is an edge iff x < y. However, not just for (Z, <) but for each tournament G we have a partition (V 0 , V 1 ) of the vertex set of the tournament such that the induced subgraph G[V 0 ] has a quasikernel and the induced subgraph G[V 1 ] has a quasi sink, see Theorem 3.1. Moreover, all the infinite digraph we could construct have this property. These observations led to formulate the following conjecture. The paper is organized as follows. In Section 2 we prove some easy results showing that digraphs that resemble to a finite graph have quasikernels: digraphs with finite in-degrees (Corollary 2.1) and digraphs with finite chromatic number (Corollary 2.4) have quasi-kernels.
We prove the conjecture above for digraphs that resemble to a tournament (Theorems 3.2 and 3.5), or that are built up from simple blocks (Corollary 2.6).
In Section 4 we study the structures of infinite tournaments, especially of tournaments without quasi-kernels. For n ∈ N denote Out n the family of digraphs G = (V, E) having an independent set A ⊂ V such that for each point v there is a path of length at most n from some point of A to v. In Section 4 for each n ≥ 3 we could characterize infinite tournaments from Out n , see Theorem 4.2. This characterization will imply immediately that the classes Out 3 , Out 4 , . . . contain the same tournaments! On the other hand, we show that Out 2 and Out 3 contain different tournaments (see Theorem 4.3), but the proof demands the development a recursive method to construct infinite digraphs from certain finites ones (see Section 5). One could hope that this method may help to disprove our conjecture, but this is not the case, because, in Theorem 5.5 we will show that all the digraphs obtained by this method also satisfy the Conjecture 1.2 above.
Finally, in Section 6 we give a weak version of Theorem 1.1 for infinite digraphs. This result is a joint work with András Hajnal, and it is included with his kind permission.
We will use standard combinatorial and set-theoretical notations. If V is a set then let V * be the family of finite sequences of elements of V . If a, b ∈ V * then denote a ⌢ b the concatenation of the two sequences.
The family of two elements subsets of V will be denoted by
To simplify the formulation of our results we introduce the following terminology. Assume that G = (V, E) is a digraph and A ⊂ V . For n ∈ N let In G n (A) = {v ∈ V : there is a path of length at most n which leads from v to some points of A} and Out G n (A) = {v ∈ V : there is a path of length at most n which leads from some points of A to v}.
Put Out
We will omit the superscript G provided the digraph is clear from the context.
Using the notation above we can rephrase the definition of the the classes Out 2 , Out 3 , . . . and we can define the classes Out ∞ , In 2 , In 3 , . . . and In ∞ of digraphs as follows. For n ∈ N ∪ {∞} let a digraph G = (V, E) be in In n iff there is an independent set A ⊂ V such that V = In G n (A), and let G ∈ Out n iff there is an independent set B ⊂ V such that V = Out G n (B). We will say that "A witnesses G ∈ In n " and "B witnesses G ∈ Out n ".
If n, k ∈ N∪{∞} define the class In n -Out k of digraphs as follows: let G ∈ In n -Out k if and only if there is a partition ( Next we prove two stepping-up theorems. The first will imply immediately that every finitely chromatic digraph has quasi-kernel. The second one will be applied mainly later, in the next section. 
Proof. By induction on k. For k = 0 it is trivial. Assume now that the statement is true for k − 1 and prove it for k.
Then we can apply the inductive hypothesis for Proof. Indeed, the monochromatic classes are empty, so they are hereditary in Out 1 . Thus we can apply Theorem 2.3 to yield G ∈ Out 2 . Unfortunately Theorem 2.3 does not give a new proof to Theorem 1.1 because for finite graphs our construction coincides with the original Chvátal-Lovász argument.
The following theorem is mainly a technical tool for later use (proving Corollary 2.6, Theorems 3.2 and 3.5). 
Proof. We use induction on k. For k = 0 the statement is trivial. Assume that it is true for k − 1 and prove it for k.
Then we can apply the inductive hypothesis for
′ has a partition (X, Y ) and there are independent sets A ⊂ X and B ⊂ Y such that X = Out
and
When we started to study the problem (which later became to Conjecture 1.2) there were attempts to construct digraphs ∈ In 2 -Out 2 from ingredients like (Z, <). The next statement shows that it is not possible:
Proof. Since every G[A i ] is hereditary in In 1 -Out 1 we can apply Theorem 2.5.
When G resembles to a tournament
Let's recall that (Z, <) ∈ Out 2 but clearly (Z, <) ∈ In 1 -Out 1 . We show that a similar theorem applies for an arbitrary tournament.
is not a directed path of length two in G by the choice of y, so (x, z) / ∈ E. Thus (z, x) ∈ E, i.e z ∈ In G 1 (x). Since z was arbitrary, we obtain G ∈ In 1 -Out 1 .
If G = (V, E) is a digraph define the undirected complement of the graph, G = (V, E) as follows: {x, y} ∈ E if and only if (x, y) / ∈ E and (y, x) / ∈ E. The graph G can be used to measures the difference between G and a tournament: the more edges in G the large difference between G and a tournament; e.g. G is a tournament iff G does not have edges.
Proof. By induction on n. If n = 2 then G does not contain edges, i.e. G is a tournament and so we are done by Theorem 3.1.
Assume now that the theorem is true for n − 1 and prove it for n. Let A be a maximal independent set in G. If V = Out 2 (A) then we are done.
If this is not the case, then let C be a maximal independent set in Proof of the claim. Let x ∈ N. If a ∈ A then (x, a) / ∈ E because x / ∈ In 1 (A) but (a, x) ∈ E for some a ∈ A because A was maximal. Moreover for each c ∈ C we have (c, x) / ∈ E because x / ∈ Out 1 (C). But (x, c) / ∈ E as well otherwise the path (a, x, c) witnesses that c ∈ Out 2 (A).
Hence we can apply the inductive hypothesis for G[N].
Otherwise N has a partition P ∪ R such that P = Out
Case 2. Let n > 3.
By the inductive hypothesis
hence we can apply Theorem 2.5 for m = ℓ = 1, for the digraph G and for the partition (N,
Indeed, if the chromatic number of G is n then G can not contain K n+1 .
Remark.One can try to prove directly this corollary from Theorem 2.5. If the chromatic number of G is finite then the vertex set has a partition (V ) , . . . , V k ) such that every G[V i ] is a tournament and so
Thus applying directly Theorem 2.5 we can get only G ∈ In 2 -Out 3 .
Proof. We prove by transfinite induction on λ = |V |. If λ is finite then G ∈ Out 2 by Theorem 1.1. We can assume that λ = |V | is infinite and we have proved the theorem for graphs of cardinality < λ. We distinguish two cases.
Case 1:There is {x, y} ∈ V 2 such that the set U = Out
We will find a partition (X, Y ) of V such that X = Out
(y). For that end fix an enumeration v ζ : ζ < λ of V . By transfinite induction on ζ < λ we will construct disjoint subsets X ζ and
(y). Put X 0 = {x} and Y 0 = {y}. Assume that for all η < ζ we have already constructed X η , Y η . If ζ is a limit ordinal put X ζ = {X ξ : ξ < ζ} and Y ζ = {Y ξ : ξ < ζ} If ζ is not a limit ordinal, then ζ = η + 1 and we have X η and Y η such a way that X η = Out
and let
Let {x, y} ∈ V 2 be arbitrary vertices.
Therefore we can apply Theorem 2.5 for m = ℓ = 1, the digraph G and the partition (W, V \W ) to yield G ∈ In 2 -Out 2 .
Infinite tournaments
In this section we prove structure theorems for infinite tournaments. 
, and so Out G ∞ (x) = V because ϕ is surjective. Assume now that (i) holds, i.e. G / ∈ Out ∞ . Then define the equivalence relation ≡ on V as follows:
Let us denote by E the equivalence classes [x]
≡ of the equivalence relation ≡. Now define the relation on E as follows:
Clearly X Y if (y, x) ∈ E for some x ∈ X and y ∈ Y . The relation is an ordering on E. If has a last element X then V = Out
for each x ∈ X. Hence E, contains a strictly increasing cofinal sequence X ξ : ξ < κ for some regular cardinal κ.
Define ϕ : V → N by the formula ϕ(v) = min{ξ : [v] ≡ X ξ }. The map ϕ is clearly homomorphism onto T κ,∞ .
Define the digraph T 3 = N, E as follows
T 3 can be obtained from T ∞ by adding edges {(n, n + 1) : n ∈ N}.
Theorem 4.2. For an infinite tournament G ∈ Out ∞ the followings are equivalent:
To prove that (i) implies (ii) assume that G ∈ Out n for some n ≥ 3 and we show G ∈ Out 3 . Fix x ∈ V and n ≥ 3 such that V = Out
y) and so finally we obtain that V = Out
Assume finally that (ii) holds. Since G ∈ Out ∞ there is x ∈ V with V = Out G ∞ (x). Then define ϕ : V → N as follows: ϕ(y) = min{n : y ∈ Out G n (x)}. ϕ is clearly a homomorphism and it is onto because Out
The proof is based on a construction method we will develop in Section 5 so it will be presented just after Theorem 5.4.
Problem 4.4. Find a characterization of G /
∈ Out 2 a la Theorem 4.2.
Infinite digraphs generated by a finite structure
To prove Theorem 4.3 we develop a recursive method to construct infinite digraphs from certain finite ones and we investigate the properties of the graphs which can be obtained in this way.
Definition 5.1. A terminated digraph is a triple G = (V, E, T ), where (V, E) is a digraph and ∅ = T ⊂ V . The elements of T are the terminal vertices of G, the elements of V \ T are the nonterminal vertices of G.
Assume that we have a terminated digraph G = (V, E, T ). Write N = V \ T . Construct a new terminated digraph G G = (W, F, S) from G as follows: keep the terminal vertices and blow up each nonterminal vertex v to a (disjoint) copy of G denoted by G v . So we can set
The edges are "inherited" from G in the natural way:
where ∆(x, y) = min{i : x(i) = y(i)}. (Here every vertex x can be described with a length at most 2 sequence: x(0) gives the position of our point x within the original G copy, while x(1) gives its position within the new G copy inserted into x(0) if this was not a terminal point.) Define terminal and non-terminal vertices of the digraph G G in the natural way: S = T ∪ (N × T ) is the set of the terminal vertices. Hence N × N is the set of the non-terminal vertices of G G.
Now we can repeat the procedure above using G G instead of G to get (G G) G. (Here the history of every vertex can described with a length at most 3 sequence.) Hence we obtain a sequence G n : n ∈ N of terminated digraphs, G n = V n , E n , T n such that
This was the informal definition of G ∞ . The formal definition is much shorter:
where ∆(x, y) = min{i : x(i) = y(i)}.
We will write sometimes V ∞ instead of V (G ∞ ) and E ∞ instead of E(G ∞ ). First we prove two theorems which will give the example needed in Theorem 4.3.
Theorem 5.3. Let G = (V, E, T ) be a finite terminated digraph. Then the followings are equivalent:
Proof. It is clear that (i) implies (ii).
Assume that (iii) fails: i.e. In
where s ∈ T . If y = ∅ then either s ∈ A and so s ′ = s ∈ K as well, or s / ∈ A and so s ∈ Out
is a tournament then the followings are also equivalent:
. Assume now that (ii) fails and let s ∈ V ∞ be arbitrary. We will show that Out
(s). Then y cannot be reached with a length at most two directed path from s within
Proof of Theorem 4.3. Consider the following terminated digraph: G = ({0, 1, 2, 3}, E, {0}), where
G is a finite tournament, so by Theorems 5.3 and 5.4 the tournament
We prove this theorem through a series of theorems and lemmas.
Proof of Theorem 5.6. Write N = V \ T . We introduce two properties of G.
We start with auxiliary lemmas.
Lemma 5.7. If there is an independent set
Proof of Lemma 5.7. We will show K = (A ∩ N) * ⌢ (A ∩ T ) is a quasikernel in G ∞ . The set K is clearly independent in G ∞ because A was independent in G.
Fix an element t ∈ T ∩ A. For x ∈ T let x = x and for x ∈ N let x = x ⌢ t.
Let s ∈ V ∞ . We show that s ∈ Out G ∞ 2 (K). If s ∈ A * then s ∈ K, so we can assume that s = s ′⌢ p, where p(0) / ∈ A. Then there is a ∈ A such that either (a, p(0)) ∈ E or there is x ∈ V such that (a, x) ∈ E and (x, p(0)) ∈ E. Then s ′⌢ a ∈ K and in the first case (s ′⌢ a, s) is an edge in G ∞ , and in the second case (s ′⌢ a, s ′⌢ d, s) is a directed path of length 2 in G ∞ . Therefore s ∈ Out
Lemma 5.8.
Proof of Lemma 5.8. with (a, t) ∈ E because Out
and so a / ∈ N, i.e. a ∈ T . Hence A ′ satisfies the assumptions of Lemma 5.7. Hence G ∞ ∈ Out 2 . 5.8
Proof of Lemma 5.9. Let t ∈ T be a fixed element and put K = {y ⌢ t : y ∈ N}. K is clearly independent. Let s ∈ V ∞ . If s ∈ T then by assumptions (I) we have (s, y) ∈ E for some y ∈ N and so s ∈ In
then there is s ∈ T with (x, t) ∈ E by the assumption N ⊂ In G 1 (T ). Then, by (I), there is y ∈ N with (t, y) ∈ E. Thus xty is a directed path of length 2 in G and so s ∈ In G ∞ 2 (y ⌢ t) and y ⌢ t ∈ K.
5.9
By Lemmas 5.8 and 5.9 we can assume that G has properties (I) and (II). Let A = N \ Out Let b ∈ B and t ∈ T be fixed, and put K = A * ⌢ (N \ A) ⌢ t. If {p, q} ∈ K 2 then we have {p(∆(p, q)), q(∆(p, q)} ∈ N 2 and so there is no edge between p and q in G ∞ . Hence K is independent. Let L = A * ⌢ T . Now we have
Moreover, we claim that
This concludes the proof of Theorem 5.6.
Proof of Theorem 5.5. By Theorem 5.6 we can assume that there is an edge (x, y) ∈ E ∩ (N × N).
Let A = In
Clearly R ∪ S ⊂ V 0 and R ∩ S = ∅, moreover
Claim 5.10. V 0 = Out
Proof. Let s ∈ V 0 be arbitrary. Write s = s ′⌢ p, where s ′ ∈ B N * and p(0) ∈ A. If p(0) = x then (s, s ′⌢ yt) ∈ E ∞ and so s ∈ In
(R). So we can assume that a = p(0) / ∈ {x, y}. Then (x, a) ∈ E or (a, x) ∈ E or (a, y) ∈ E or (y, a) ∈ A. If (x, a) ∈ E then (s ′⌢ xt, s) ∈ E ∞ and so s ∈ Out
(S). The remained cases can be handled similarly.
5.10
is clearly a partition of V 0 , and (11) and Claim 5.10 together imply that
Claim 5.11. V 1 = Out
Proof. For z ∈ T let z = z and for z ∈ N let z = z ⌢ xt. Let s ∈ V ∞ \V 0 . Write s = s ′⌢ p, where s ′ ∈ B N * and p(0) / ∈ B N * . Since s / ∈ V 0 we have p(0) / ∈ A. If p(0) ∈ B T then s = s ′⌢ p(0) ∈ K. Hence we can assume that p(0) ∈ V \ (A ∪ B). Thus there is b ∈ B such that either (b, p(0)) ∈ E or there is z ∈ V \ A such that (b, z) ∈ E and (z, p(0)) ∈ E. Then s ′⌢ b ∈ K and in the first case (s ′⌢ b, s) ∈ E ∞ and in the second case (s ′⌢ b, s ′⌢ z, s) is a directed path of length 2 in G ∞ . Therefore s ∈ Out
(K).
5.11
Hence the partition (V ∞ \ S ′ , S ′ ) witnesses that the digraph G ∞ is in
(K) and S ′ = In
(L). 5.5
6. An observation
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