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Resumo
Esta tese propõe uma abordagem co-evolutiva para solucionar o problema de projeto automático de
sistemas nebulosos. A co-evolução permite que relações de hierarquia e cooperação sejam estabe-
lecidas entre indivíduos representando diferentes parâmetros dos sistemas nebulosos. A abordagem
proposta recorre a diferentes espécies que codificam soluções parciais do problema de projeto au-
tomático de sistemas nebulosos e estão organizadas em quatro níveis hierárquicos. Cada nível
hierárquico codifica as funções de pertinência, as regras individuais, as bases de regras e os sis-
temas nebulosos, respectivamente. Um esquema especial de avaliação defitnessé proposto para
estimar o desempenho de cada indivíduo das diferentes espécies. Restrições e objetivos locais
devem ser observados em todos os níveis, de modo a garantir a ocorrência de indivíduos carac-
terizados pela simplicidade das regras nebulosas, compactação e consistência da base de regras e
visibilidade na partição do universo. A abordagem permite a evolução de modelos Mamdani ou
Takagi-Sugeno. Além de melhorar o desempenho em termos de acuidade e interpretabilidade, a
abordagem co-evolutiva aumenta a autonomia do projeto ao minimizar a intervenção do usuário,
uma vez que permite o ajuste automático de uma série de parâmetros críticos, como tipo e total das
regras nebulosas, variáveis relevantes (tanto para a regra quanto para a aplicação), tipo e localização
das funções de pertinência, operador de agregação dos antecedentes e, para os modelos Mamdani,
operador de agregação, semântica das regras e o método de obtenção de saídas não-nebulosas. O
desempenho da abordagem proposta é avaliado através de problemas de aproximação de funções e
classificação de padrões.
Abstract
This thesis proposes a co-evolutionary-based approach to solve the problem of automatic fuzzy
system design. The co-evolution supports hierarchical and collaborative relations among individu-
als representing different parameters of fuzzy models. The proposed approach takes species which
encode partial solutions to fuzzy modeling problems, organized into four hierarchical levels. Each
hierarchical level encodes membership functions, individual rules, rule-bases and fuzzy systems,
respectively. A special fitness evaluation scheme is proposed to measure the performance of each
individual of different species. Constraints and local objectives must be observed at all hierarchical
levels to guarantee the occurrence of individuals characterized by the simplicity of fuzzy rules, rule
compactness, rule base consistency and visibility in the universe partition. The approach allows
iii
the evolution of Mamdani or Takagi-Sugeno fuzzy models. In addition to performance improve-
ment in terms of accuracy and interpretability, the co-evolutionary approach increases autonomy by
minimizing user intervention, since it allows automatic tuning of a number of critical parameters,
like type and total of fuzzy rules, relevant variables (for each rule and for the whole application),
shape and location of membership functions, antecedent aggregation operator, and, for Mamdani
models, aggregation operator, rule semantic, and the defuzzification method. The performance of
the approach is evaluated via function approximation and pattern classification problems.
iv
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A solução de problemas práticos de grande complexidade requer a construção de sistemas híbri-
dos, capazes de integrar coerentemente técnicas e metodologias originárias de diferentes áreas de
pesquisa. A Computação Flexível (Soft Computing) engloba três diferentes ramos: Computação
Evolutiva, Redes Neurais e Sistemas Nebulosos, e se apresenta como uma alternativa promissora
para a obtenção de sistemas computacionais híbridos (Bäcket al., 2000a,b; Lin & Lee, 1996; Jang
et al., 1997; Zadeh, 1965). Os diferentes paradigmas computacionais que formam a Computação
Flexível (CF) permitem a simulação, ainda que sujeita a inúmeras simplificações, da capacidade
de raciocínio e aprendizado do ser humano em ambientes caracterizados por incerteza e impreci-
são (Janget al., 1997).
A Computação Evolutiva (CE), que pode ser definida como a simulação de mecanismos de
evolução através do uso de computadores, possibilitou o surgimento de uma nova filosofia de má-
quinas inteligentes. O conceito de inteligência aqui adotado tem por base a proposta de Fogel
(1995), que define inteligência como a capacidade de um sistema adaptar seu comportamento para
atingir seus objetivos numa variedade de situações. Sob este ponto de vista, inteligência e evolu-
ção são dois conceitos intimamente relacionados. A simulação de processos evolutivos biológicos
permite o entendimento de como a evolução guia os seres vivos na direção de um maior nível de
inteligência (Fogel, 1995). A evolução, caracterizada por diferentes níveis de representação (gene,
cromossomo, indivíduo, espécie, ecossistema), converge ao final do processo para soluções que
apresentam um comportamento mais adaptado ao ambiente. A modelagem do processo evoluti-
vo emprega uma série de algoritmos de otimização baseados em regras simples e implementados
como métodos de busca em superfícies de resposta de desempenho (fitness surface). O processo
de otimização, inerente à seleção dos elementos mais bem adaptados, melhora a qualidade média
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2 CAPÍTULO 1. INTRODUÇÃO
das soluções obtidas ao longo das gerações. Entretanto, o grande potencial dos algoritmos basea-
dos em computação evolutiva vem da integração da ampla exploração do espaço de busca com um
processo de busca mais localizada, denominado explotação. Esta integração resulta num alto grau
de robustez, que permite a aplicação de CE em vários problemas práticos, junto aos quais outras
estratégias de solução se mostram inócuas.
Já os paradigmas baseados em Redes Neurais (RNs) modelam o cérebro como um sistema de
processamento de informação em que podem ser destacadas suas propriedades dinâmicas, distri-
butividade, não-linearidade e auto-organização (Haykin, 1999). Algumas características básicas
justificam a inspiração em mecanismos conexionistas: as redes neurais biológicas executam tarefas
complexas, através da interação de elementos básicos (neurônios), que executam operações rela-
tivamente simples; e mais, estes sistemas reúnem a característica de tolerância a falhas presentes
tanto no ambiente como em seus elementos básicos (Berthold & Hand, 1999). As redes neurais
artificiais são estruturas de processamento paralelo de informação, compostas por unidades básicas
altamente interconectadas (neurônios artificiais ou nodos). Os modelos de redes neurais artifici-
ais apresentam propriedade de representação distribuída, i.e., o comportamento coletivo da rede é
o responsável pelo seu poder computacional e nenhum neurônio individual armazena informação
específica. Cada neurônio responde ao estímulo de entrada e sua ativação depende completamente
de informações locais. O conhecimento é armazenado nas conexões da rede, sendo que a cada
uma é associado um peso ou valor numérico, embora processamento simbólico também possa estar
presente (Rocha, 1992). Através do ajuste destes pesos é possível a implementação de processos
de aprendizado. As redes neurais artificiais recuperam, de forma rápida, a informação armazena-
da e apresentam capacidade de generalização, ou seja, respondem de maneira correta para certos
estímulos não apresentados na fase de treinamento (Lin & Lee, 1996).
Por sua vez, os Sistemas Nebulosos (SNs), baseados na Teoria dos Conjuntos Nebulosos in-
troduzida por Zadeh (1965), têm um papel fundamental nas mais diversas áreas do processamento
de informação. Os conjuntos nebulosos representam uma ponte de ligação entre processamento
simbólico e numérico. A teoria de sistemas nebulosos utiliza símbolos (termos lingüísticos) com
os quais estão associadas semânticas bem definidas que, após serem convertidas em funções de
pertinência de conjuntos nebulosos, possibilitam o processamento numérico destes símbolos ou
conceitos (Pedrycz & Gomide, 1998). Em sistemas baseados em regras nebulosas, informações
imprecisas e incompletas, em analogia às informações sensoriais recebidas pelos órgãos e inter-
pretadas pelo cérebro, são tratadas de forma lingüística (Janget al., 1997). Segundo Janget al.
(1997), a estrutura básica de um sistema nebuloso possui três componentes conceituais: umaba e
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de regras, que contém o conjunto de regras nebulosas; umabase de dados, que define as funções
de pertinência usadas nas regras nebulosas e ummecanismo de raciocínio, que realiza um proce-
dimento de inferência (raciocínio nebuloso) para derivar a saída ou conclusão, baseado nas regras
e fatos conhecidos. A seleção de uma base de regras nebulosas, associada à escolha de semânti-
cas e operadores apropriados, abre caminho para a criação de sistemas nebulosos que modelam e
processam o conhecimento do especialista em aplicações específicas.
De uma forma geral, a obtenção da solução de um problema depende de um processo de busca
dentro de um espaço de soluções potenciais. Por exemplo, quando a tarefa é a determinação da
estrutura de um sistema nebuloso, o espaço de busca que representa os possíveis modelos é extre-
mamente complexo. Isto porque envolve a definição de diferentes parâmetros relacionados à base
de regras, base de dados e aos mecanismos de inferência (raciocínio nebuloso). A definição manual
destes parâmetros exige o conhecimento do especialista, o que restringe o universo de aplicações.
A solução do problema da definição automática dos parâmetros dos SNs, conhecida como proje-
to automático de sistemas nebulosos, requer a implementação de sistemas computacionais mais
elaborados.
Este trabalho apresentará uma abordagem para o projeto de sistemas nebulosos na qual um
grande número de parâmetros do modelo nebuloso será obtido de forma automática. Na proposta
a ser apresentada, a base de regras (total e tipo das regras nebulosas), a maioria dos parâmetros
relacionados à base de dados (formato e localização ou suporte das funções de pertinência) e os
operadores associados ao mecanismo de raciocínio ou inferência (operadores de agregação do an-
tecedente, etc.), deverão ser obtidos pela abordagem proposta, sem a necessidade de intervenção
do usuário ou projetista.
A despeito do potencial individual de cada uma das técnicas que formam o alicerce da compu-
tação flexível (CF), a grande perspectiva do uso de CF em problemas práticos diz respeito à inte-
gração destas técnicas. O uso conjunto dos diferentes paradigmas computacionais da CF permite a
exploração da capacidade de aprendizado e adaptação associada às redes neurais, a representação
do conhecimento através de uma base de regras nebulosas, característica dos sistemas nebulosos e,
por fim, a obtenção de soluções por meio de eficientes métodos de busca exploratória e explota-
tória, presentes em algoritmos baseados em computação evolutiva (Janget al., 1997). A literatura
apresenta inúmeras propostas que empregam duas ou mais técnicas da computação flexível de for-
ma colaborativa (Cordón & Herrera, 1999; Delgadoet al., 2001a; Hoffmann & Nelles, 2000; Jang,
1993; Karr, 1991b; Lin & Lee, 1996; Moriarty & Miikkulainen, 1998; Nauck & Kruse, 1999; Yao,
1993). Neste contexto, destaca-se a abordagem neuro-genética proposta por Moriarty & Miikku-
4 CAPÍTULO 1. INTRODUÇÃO
lainen (1998), que utiliza a CE para a obtenção de modelos de RNs. Outro trabalho que merece
destaque é o sistema neuro-nebuloso proposto por Jang (1993), que é conhecido como ANFIS e
emprega RNs na obtenção dos parâmetros de SNs. Na abordagem a ser proposta neste trabalho, a
CE é utilizada para a otimização dos parâmetros de SNs.
A justificativa para a integração das diferentes técnicas da CF tem por base as desvantagens da
utilização isolada destas técnicas na solução de problemas complexos, já que existe uma grande
diversidade de parâmetros e aspectos estruturais vinculados aos modelos baseados em computação
flexível. Como um exemplo, considere o caso das redes neurais artificiais. Embora a arquitetura
perceptronmulticamadas apresente capacidade de aproximação universal (Horniket al., 1989),
não há procedimentos sistemáticos de especificação direta do número de neurônios que devem
compor as camadas intermediárias da rede neural. Além disso, é sabido que o número adequado de
neurônios é diferente para cada aplicação. Sendo assim, procedimentos automáticos de definição da
dimensão e topologia das redes neurais do tipoperceptronmulticamadas são desejados e deverão
estar associados a processos iterativos de busca. Nestes casos, o uso de técnicas evolutivas, mostra-
se promissor (Yao, 1993). No entanto, vale salientar que, devido à necessidade de treinamento das
redes a cada geração, a tratabilidade computacional do sistema pode ficar comprometida. Embora
as redes neurais tenham sido utilizadas acima como exemplo, o mesmo se aplica aos sistemas
nebulosos, junto aos quais está posicionado o foco de atenção desta tese.
Além dos problemas de modelagem e convergência associados aos algoritmos de treinamento,
o estigma da “caixa-preta” pode comprometer o uso das abordagens baseadas em redes neurais,
em algumas aplicações. Isto porque a representação por um conjunto de conexões torna difícil
o entendimento e análise do conhecimento mapeado ao final do processo de aprendizado. Em
contrapartida, sistemas nebulosos usam regras de inferência para descrever o conhecimento do
especialista. No entanto, em muitos casos, este conhecimento pode não estar disponível e o ajuste
dos parâmetros do sistema nebuloso pode se mostrar bastante complexo.
Como o processo de integração de metodologias de CF deve considerar as peculiaridades de
cada aplicação, não existe uma abordagem sistemática para o projeto automático de sistemas hí-
bridos de CF. Várias propostas têm sido apresentadas neste sentido, sendo que esta tese apresenta
contribuições especificamente voltadas para o projeto automático de sistemas nebulosos usando
uma abordagem co-evolutiva.
A seqüência deste capítulo se ocupa em apresentar o estado da arte de sistemas nebulosos
híbridos. A pesquisa nesta área concentra esforços de pesquisadores atuando em diferentes fren-
tes (Cordón & Herrera, 1999; Delgadoet al., 2000a; Hoffmann & Nelles, 2000; Jang, 1993; Kosko,
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1997; Lee & Takagi, 1993; Lin & Lee, 1996; Shiet al., 1998; Takagi & Lee, 1993).
Em um projeto genérico de sistemas nebulosos, é importante se definir um critério para medir a
eficiência das abordagens propostas. Neste trabalho, a eficiência do projeto será avaliada com base
em três aspectos distintos:
 acuidade da solução obtida: dado um problema de aproximação qualquer e considerando-
se diferentes técnicas de projeto de sistemas nebulosos, não é possível antecipar qual das
abordagens irá obter o melhor desempenho em termos do erro, não importando a eficiência
do algoritmo de aprendizado e a adequação das condições iniciais (Wolpert & Macready,
1997). Portanto, o critério de erro deve ser considerado, mesmo que associado a outros
critérios, na escolha da melhor solução em cada caso.
 interpretabilidade da solução obtida: a justificativa para o uso de sistemas nebulosos, em
contrapartida a outras técnicas, como as redes neurais artificiais, recai sempre no fato des-
tes sistemas produzirem soluções interpretáveis, em maior ou menor grau, por um operador
humano. Portanto, além do critério de erro, a facilidade com que a solução encontrada é
compreendida e interpretada também deve ser considerada. Nesta proposta, a interpreta-
bilidade será medida com base em 4 critérios distintos: visibilidade da partição nebulosa,
simplicidade das regras, compactação da base de regras e consistência de cada regra que a
compõe.
 automatização do processo de obtenção da solução: uma abordagem automática pressupõe
um grau de intervenção mínimo por parte do usuário na definição dos parâmetros críticos do
modelo a ser produzido. Portanto, este é mais um critério a ser considerado na escolha da
abordagem mais apropriada.
Apesar das limitações já antecipadas, as RNs aparecem como uma alternativa para o proje-
to de sistemas nebulosos, pois permitem que parte do conhecimento do especialista seja obtida
via treinamento, resultando em sistemas neuro-nebulosos (neuro-fuzzy) com alto poder de adap-
tação (Jang, 1993; Hang, 1997). Um exemplo bastante difundido é o sistema híbrido conhecido
como ANFIS (Jang, 1993), que consiste na estruturação da base de regras nebulosas por meio de
uma rede neural artificial. Embora seja considerado uma referência em qualquer aplicação envol-
vendo aproximação de funções, o ANFIS apresenta algumas desvantagens: como discutido por
Rizzi et al. (1999), o uso do ANFIS é restringido pela quantidade de parâmetros a serem definidos
pelo usuário, comprometendo a automatização do projeto e, conforme apresentado por Chen &
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Liou (1999), o problema dos mínimos locais, resultante do uso do método de otimização basea-
do no gradiente pode comprometer a eficácia do processo de aprendizado do ANFIS em algumas
aplicações específicas.
O uso de computação evolutiva para o ajuste de parâmetros de sistemas nebulosos tem sido
visto como uma solução bem interessante. Abordagens baseadas em computação evolutiva, espe-
cialmente os algoritmos genéticos (AGs), produzem ferramentas poderosas para a otimização dos
parâmetros de sistemas nebulosos, particularmente quando a parte mais significativa das decisões
pode ser codificada em representações cromossômicas. O projeto automático de sistemas nebulosos
utilizando algoritmos genéticos traz inúmeras vantagens:
 geralmente, a busca no espaço de soluções (estrutura e parâmetros do sistema nebuloso)
é realizada de forma mais eficiente quando comparada com métodos tradicionais: buscas
baseadas em AGs incluem elementos aleatórios e uma forma de paralelismo que permitem
que se escape de mínimos locais ruins;
 as operações realizadas não requerem informações de derivadas parciais relacionadas, res-
ponsáveis pela indicação direta do quanto varia o desempenho do sistema para uma variação
em cada parâmetros (Lee & Takagi, 1993; Michalewicz, 1996; Shiet al., 1999). Com isso, é
possível evoluir aspectos estruturais dos sistemas nebulosos.
A área que agrega os sistemas nebulosos e algoritmos genéticos é conhecida comoGenetic
Fuzzy Systems(GFS) e tem atraído a atenção de diversos pesquisadores (Cordónet al., 2001c;
Delgadoet al., 2001a; Heider & Drabe, 1997; Hoffmann & Pfister, 1995; Ishibuchi & Nakashima,
1999; Lin & Lee, 1996; Shiet al., 1998; Siarry & Guely, 1998).
A maioria das propostas de GFS apresentadas na literatura utiliza apenas um nível de represen-
tação da solução, ou seja, representam a solução completa por apenas um cromossomo, tratando
em um mesmo nível aspectos distintos do problema. Em tomadas de decisões complexas, como
definição da estrutura e parâmetros de um sistema nebuloso, apenas um nível de representação
pode ser inadequado. Nestes casos, a otimização de um grande número de parâmetros codifica-
dos em níveis distintos é certamente mais indicada (Delgadoet al., 1999; Heider & Drabe, 1997).
Entretanto, abordagens mais complexas podem requerer esquemas de evolução elaborados, que in-
cluam aspectos de co-evolução. Segundo Potter & De Jong (2000), para se utilizarem algoritmos
genéticos de forma eficiente em problemas complexos, noções explícitas de modularidade devem
ser introduzidas. Esta modularidade cria a oportunidade das soluções evoluírem na forma de sub-
componentes, interagindo de maneira co-adaptativa. O modelo co-evolutivo proposto por Potter
7
& De Jong (2000), será tomado como ponto de partida para o desenvolvimento das ferramentas
co-evolutivas a serem propostas nesta tese.
A proposta da solução do problema de projeto automático de sistemas nebulosos a ser apre-
sentada neste trabalho é baseada em co-evolução, com componentes de hierarquia e cooperação.
Populações de diferentes níveis hierárquicos significam espécies distintas, que codificam soluções
parciais do problema de projeto de sistemas nebulosos. A estrutura hierárquica pode ser imple-
mentada de modo que indivíduos dos quatro níveis distintos - partições nebulosas (nível I), regras
individuais (nível II), base de regras (nível III) e sistemas nebulosos (nível IV) - mantenham uma
relação cooperativa e ofitnessde um indivíduo dependa dofitnessde indivíduos pertencentes aos
outros níveis.
A abordagem permite a obtenção de modelos de sistemas nebulosos do tipo Mamdani ou
Takagi-Sugeno (TS). A intervenção do usuário é mínima pois o processo co-evolutivo atua sobre
parâmetros críticos como:
 tipo e total das regras nebulosas;
 variáveis relevantes tanto para as regras nebulosas quanto para a aplicação;
 tipo e localização das funções de pertinência;
 operador de agregação dos antecedentes;
 e para os modelos Mamdani,
– semântica das regras;
– operador de agregação das regras;
– método de obtenção de saídas não-nebulosas (defuzzyfication).
Os modelos TS (Takagi & Sugeno, 1983) serão enfatizados pois a sua adoção, além de permitir
a modelagem de sistemas complexos com um menor número de regras, possibilita o uso de algo-
ritmos de estimação eficientes para a obtenção dos parâmetros dos conseqüentes (Delgadoet al.,
2000b; Takagi & Lee, 1993). Neste sentido, dois métodos de otimização dos parâmetros do con-
seqüente TS serão avaliados: o método de otimização global baseado nos quadrados mínimos e o
método de otimização local dos quadrados mínimos ponderados. Serão também testadas diferentes
classes de funções no conseqüente, variando da classe mais simples (constante) para as mais com-
plexas (não-linear). Um método de poda será proposto para se eliminar o excesso de flexibilidade
resultante de possíveis redundâncias nas regras nebulosas.
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Um outro aspecto que será discutido neste trabalho diz respeito ao alto custo computacional
associado ao projeto automático de sistemas nebulosos (Delgadoet l., 2001a). Algoritmos de
ajuste (aprendizado), nos quais tanto a estrutura do sistema nebuloso como seus parâmetros são
modificados, dão origem a uma classe poderosa de dispositivos não-paramétricos. Dispositivos de
aprendizado não-paramétricos representam um novo paradigma na modelagem de sistemas (Härdle,
1990). Neste novo paradigma, existe uma tendência de se incrementar o custo da modelagem com
o objetivo de se obter um solução mais parcimoniosa ao final do processo. Isto é exatamente o que
se espera em aplicações práticas.
Este trabalho está estruturado em 6 capítulos. Após esta introdução, o capítulo 2 apresentará
as bases da teoria de Computação Evolutiva. No capítulo 3, os fundamentos teóricos dos sistemas
nebulosos serão discutidos. A proposta de projeto automático de sistemas nebulosos baseada em
co-evolução será descrita no capítulo 4. Os resultados de simulações, nos mais diversos domínios
de aplicação, serão detalhados no capítulo 5. Finalmente, o capítulo 6 descreverá as conclusões do
trabalho e perspectivas futuras.
Capítulo 2
Computação Evolutiva
Os sistemas baseados em computação evolutiva têm sido muito utilizados como ferramentas de
otimização em problemas de engenharia. Tecnicamente, sistemas adaptativos para a solução de
problemas complexos necessitam de algum tipo de operador de busca iterativa. Este processo de
busca deve explorar o espaço que descreve todas as configurações possíveis de solução e os sistemas
evolutivos são uma alternativa interessante para realizar este procedimento.
Este capítulo apresenta os princípios básicos da computação evolutiva, com ênfase nos algorit-
mos genéticos. Na seção 2.1, as características que justificam a inspiração em mecanismos evolu-
tivos biológicos são discutidas. A seção 2.2 traz as técnicas que compõem a computação evoluti-
va, analisa a importância destas técnicas como métodos efetivos de busca em espaços complexos,
apresenta noções gerais envolvendo os algoritmos que implementam as técnicas da computação
evolutiva, conhecidos como algoritmos evolutivos e, por fim, analisa a importância das representa-
ções genotípicas e fenotípicas dos indivíduos em uma população. A seção 2.3 discute os conceitos
específicos dos algoritmos genéticos, descrevendo suas formas de representação, métodos de sele-
ção e os operadores genéticos utilizados, além de trazer um exemplo de aplicação. Finalmente, a
seção 2.4 aborda mecanismos evolutivos mais complexos, baseados nos princípios da co-evolução.
2.1 Inspiração Biológica
De forma genérica, as regras dos mecanismos evolutivos biológicos são relativamente simples: in-
divíduos ou espécies são submetidos a processos de variação aleatória (via mutação, crossover ou
outros operadores), seguidos pela seleção natural, na qual o indivíduo melhor adaptado tende a
sobreviver e se reproduzir, propagando seu material genético para futuras gerações. Embora sim-
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ples, este mecanismo aparentemente é responsável pela extraordinária variedade e complexidade
dos organismos encontrados na natureza (Mitchell, 1996).
Além do aspecto da simplicidade, a inspiração em mecanismos de evolução natural é justificada
por uma série de características, dentre as quais destacam-se:
 a busca da solução- A evolução natural é um método de busca dentro de um enorme con-
junto de candidatos à solução. Na biologia, isto é representado pelo conjunto de possíveis
seqüências genéticas.
 a adaptação- Na natureza, há uma busca continuada por organismos que melhor se adap-
tem ao ambiente, o qual também sofre alterações. Como o ambiente também está sujeito a
algumas modificações, a evolução pode ser vista como uma busca dentro de um conjunto de
possibilidades que apresentam níveis de desempenho em constante alteração.
 o paralelismo- A evolução biológica é considerada um método de busca populacional, pois
atua em múltiplos indivíduos (ou espécies) ao mesmo tempo.
 a inovação: A obtenção de soluções inovadoras devido, principalmente, à variação genética,
também é uma característica da evolução natural.
Os sistemas baseados em CE buscam incorporar todas estas características.
2.1.1 Terminologia Biológica
A terminologia empregada na Computação Evolutiva tem forte inspiração biológica. Entretanto,
é importante salientar que as estruturas computacionais são, invariavelmente, mais simples do que
seus equivalentes biológicos. A seguir, serão detalhadas as definições biológicas que auxiliam no
entendimento de algumas estruturas computacionais básicas utilizadas em Computação Evolutiva:
 Cromossomo: um cromossomo é uma estrutura nucleoprotéica formada por cadeias de
DNA, sendo a base física dos genes do núcleo da célula. Toda célula de um mesmo or-
ganismo contém o mesmo conjunto de um ou mais cromossomos. Cada espécie apresenta
um número característico de cromossomos.
 Genes: os genes são blocos funcionais de DNA, os quais codificam uma proteína específica.
Cada gene está localizado em uma posição (locus) particular do cromossomo.
 Alelos: alelos são genes que se encontram no mesmolocusde dois cromossomos homólogos.
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 Organismos Diplóides: quando os cromossomos são funcionalmente arranjados em pares
(cada cromossomo proveniente de um dos pais), os respectivos organismos são chamados de
diplóides.
 Genoma: conjunto de todos os cromossomos que compõem o material genético do organis-
mo.
 Crossover: também conhecido como recombinação, consiste na troca (evento aleatório) de
material genético entre dois cromossomos.
 Mutação: erro de cópia ou mudança aleatória no processo de transmissão do código genético
dos indivíduos para os seus descendentes diretos.
 Espécies: populações de indivíduos geneticamente isoladas.
Tomando a definição de cromossomo, sua implementação em computador vai recorrer a estru-
turas de dados na forma de lista de atributos. Uma lista de atributos corresponde ao conjunto de
especificações que caracteriza uma solução candidata. A partir desta abstração, todas as demais
podem ser devidamente adaptadas para permitirem sua implementação computacional.
2.2 As Técnicas da Computação Evolutiva
A idéia de se utilizarem sistemas evolutivos na solução de problemas complexos remonta do iní-
cio dos anos 60. As primeiras tentativas de se aplicar, de maneira formal, a teoria evolutiva em
problemas práticos de engenharia foram realizadas nas áreas de controle de processos estocásticos,
aprendizado de máquina e otimização de funções (Fogel, 1995).
Nos anos 60 e 70, Rechenberg (1965, 1973) apresentou as estratégias evolutivas (EEs), pos-
teriormente desenvolvidas por Schwefel (1981). As EEs podem ser definidas como métodos para
otimização de parâmetros com valores reais, propostas com o objetivo de imitar os princípios da
evolução natural (variação genética), através de operadores de mutação específicos para produzir
pequenas mudanças nestes parâmetros reais.
Em 1966, Fogelet al. (1966), desenvolveram a programação evolutiva (PE) que consiste em
uma técnica na qual os candidatos à solução são representados por máquinas de estado finito. As
máquinas de estado finito são transdutores que podem ser estimuladas por um alfabeto finito de
símbolos de entrada, levando a um alfabeto finito de símbolos de saída, os quais também dependem
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de um número finito de estados internos possíveis (Fogel, 1995). Estas máquinas são evoluídas
por mutação aleatória de seus diagramas de transição de estado e seleção dos candidatos melhor
adaptados.
Nos anos 70, Holland (1975) desenvolveu os algoritmos genéticos. Ao contrário das EEs e PE,
o objetivo inicial dos algoritmos genéticos (AGs) não era a solução de problemas específicos e sim
o estudo dos fenômenos de adaptação que ocorrem na natureza. Holland apresentou os AGs como
uma abstração da evolução biológica. De seus estudos resultaram não só a possibilidade de simula-
ção dos mecanismos da evolução natural em computadores, mas, principalmente, os fundamentos
teóricos do processo de adaptação em AGs, sendo que o operador de recombinação ou crossover
passou a ter um papel fundamental.
As estratégias evolutivas, juntamente com a programação evolutiva e os algoritmos genéticos,
formam a base da computação evolutiva (Bäcket al., 2000a,b). Nas implementações baseadas nas
concepções originais, todas estas técnicas utilizam a seleção e empregam o operador de mutação,
mas apenas os algoritmos genéticos fazem uso efetivo da recombinação. O operador de seleção es-
colhe, dentre os indivíduos da população, aqueles que irão se reproduzir. Em média, os indivíduos
mais fortes (melhor adaptados) produzem mais descendentes do que aqueles mais fracos (menos
adaptados). Na mutação, os valores dos elementos das estruturas codificadas são modificados alea-
toriamente, a taxas reduzidas, permitindo que novas informações sejam incorporadas, à medida que
o processo evolutivo avança e sem destruir os progressos já obtidos. Para as técnicas que utilizam
crossover, as estruturas codificadas trocam partes de seus respectivos códigos, imitando o processo
de crossover que ocorre na reprodução de organismos diplóides na natureza.
2.2.1 A Computação Evolutiva como Método de Busca
O processo de se procurar por uma solução desejada dentre uma coleção de candidatos é bastante
comum em otimização de sistemas e recebe o nome de busca num espaço de soluções. Métodos
tradicionais da teoria de otimização, conhecidos comohill-climbing, utilizam apenas um candidato
à solução em cada instante e a busca é realizada através de modificações aplicadas a este candidato.
Normalmente, uma nova solução é adotada apenas se seu desempenho é superior àquele da solução
anterior. Esta restrição impede a ampla exploração do espaço de busca. Segundo Berthold & Hand
(1999), de uma forma geral, a exploração não-determinística do espaço pode ser mais eficiente.
Entretanto, métodos que fazem buscas totalmente aleatórias ignoram a existência de regiões pro-
missoras, comprometendo assim a eficiência do processo. O uso da CE permite a construção de
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poderosas ferramentas que exploram de forma paralela o espaço de busca com o aproveitamento
das melhores soluções locais, representando, portanto, uma solução de compromisso.
Os mecanismos evolutivos se mostram particularmente apropriados para lidar com problemas
computacionais nos quais o processo de busca da solução é realizado sobre um espaço multimodal,
envolvendo um grande número de parâmetros. Estas buscas podem se beneficiar do uso efetivo
do paralelismo, no qual diferentes possibilidades são exploradas simultaneamente e de forma efi-
ciente (Mitchell, 1996). Esta característica também distingue os algoritmos baseados em CE de
outras técnicas tradicionais, comosimulated annealing(Aarts & Korst, 1989) e busca tabu (Glover
& Laguna, 1997), que a cada iteração processam um único ponto no espaço.
O caráter não-determinístico dos métodos de busca baseados em evolução representa outro as-
pecto positivo. A vantagem advinda do processo de inovação causado por etapas aleatórias pode
não ficar patente à primeira vista. Entretanto, mudanças aleatórias na codificação das soluções,
em combinação com operadores de seleção baseados no desempenho dos indivíduos, dão origem
a paradigmas de busca extremamente flexíveis. Buscas estocásticas aliadas a métodos de seleção
e reprodução, que também podem ser não-determinísticos, permitem não só a exploração ampla
do espaço como também buscas mais localizadas, denominadas de explotação. A ênfase em busca
local na implantação de algoritmos genéticos possui ainda outras motivações, que são devidamente
exploradas no contexto dos algoritmos meméticos (Moscato, 1999). Esta combinação de explora-
ção e explotação confere um grande potencial para o uso da computação evolutiva na solução de
problemas práticos.
2.2.2 Algoritmos Evolutivos
Paradigmas computacionais baseados em estratégias evolutivas, algoritmos genéticos e programa-
ção evolutiva, também conhecidos como algoritmos evolutivos (AEs), apresentam as seguintes
características: mantêm um conjunto de soluções potenciais; apresentam um processo de seleção
baseado no desempenho dos indivíduos; utilizam operadores genéticos no processo evolutivo.
Segundo Michalewicz (1996), um algoritmo evolutivo é um algoritmo probabilístico que man-
tém uma população de indivíduosP t = fht1; ht2;    ; htSpg a cada iteraçãot. Existem duas abor-
dagens diferentes apresentadas na literatura: a abordagemPittsburgh(mais usual), em que cada
elemento da população (hti, i = 1;    ; Sp) corresponde a uma solução do problema; e a aborda-
gemMichigan, em que toda a populaçãoP t representa a solução do problema. Segundo a aborda-
gemMichigan, cada indivíduohti representa uma solução parcial para o problema, que pode ser
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implementada por diferentes estruturas de dados dependendo da técnica utilizada.
A figura 2.1 apresenta o fluxograma geral para desenvolvimento dos algoritmos evolutivos. Na
abordagemPittsburgh, cada soluçãohti é avaliada por uma função de desempenhoF , que mede o
grau de adaptabilidade da solução potencial (fitness), dado porF (hti). Uma nova população (na ite-
raçãot+1) é formada selecionando-se preferencialmente os indivíduos melhor adaptados. Alguns
membros da nova população sofrem transformações através de operadores genéticos, resultando
em novas soluções. Após atingir o critério de parada, o melhor indivíduo representa a solução a ser
proposta (provavelmente próxima da solução desejada).
t 0
InicializaP t aleatório











Seleciona Indivíduos para compor a PopulaçãoP t
Altera PopulaçãoP t
Figura 2.1: Fluxograma dos algoritmos evolutivos (T= número máximo de gerações).
Embora apresentem inúmeras semelhanças, algumas características históricas distinguem entre
si os algoritmos evolutivos: aqueles baseados nos AGs tradicionais evoluem uma população de
soluções com codificação binária e aplicam tanto mutação quanto crossover para produzir novos
indivíduos; os algoritmos inspirados na concepção original das EEs iniciam a evolução com apenas
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dois indivíduos (o original e um derivado do processo de mutação) e a representação é feita através
de vetores de números reais; os algoritmos baseados em PE utilizam apenas operadores de mutação
e a codificação representa máquinas de estado finito.
Nos últimos anos, tem havido uma intensa integração entre pesquisadores das diferentes téc-
nicas baseadas em computação evolutiva. Por exemplo, AGs com codificação real e operadores
específicos para este tipo de representação; EEs com população de indivíduos e aplicação de ope-
radores de crossover (Mitchell, 1996). Atualmente, é comum a utilização do termo algoritmo ge-
nético para descrever algoritmos evolutivos mais elaborados, independente de suas representações.
Estas generalizações estão bem distantes da proposta original de Holland (1975), conhecida como
algoritmo genético clássico.
2.2.3 Espaço Fenotípico e Espaço Genotípico
Cada indivíduo ou espécie pode ser visto como uma dualidade de seu genótipo e fenótipo (Fo-
gel, 1995). O genótipo de um indivíduo representa o conjunto específico de genes do genoma
(codificação genética). Já o fenótipo é a manifestação do genótipo no comportamento, fisiolo-
gia e morfologia do indivíduo, como um produto de sua interação com o ambiente. Em sistemas
evolutivos naturais, não existe uma relação um-para-um entre o gene (elemento do genótipo) e a ca-
racterística (elemento do fenótipo). Na evolução natural, duas características básicas impedem esta
relação biunívoca entre genótipo e fenótipo: são elas, a pleiotropia e a poligenia, cujas definições
são apresentadas a seguir.
 Pleiotropia: um único gene pode afetar diversos traços fenotípicos simultaneamente;
 Poligenia: uma característica fenotípica pode ser determinada pela interação de vários genes.
Sistemas obtidos por evolução natural são pleiotrópicos e poligênicos (Hartl & Clark, 1989). Entre-
tanto, na maioria dos sistemas computacionais baseados em evolução estas duas características não
estão presentes, uma vez que os efeitos da pleiotropia e poligenia tornam, geralmente, os resultados
das variações genéticas imprevisíveis. Como forma de reduzir o custo computacional e possibilitar
a análise das alterações genéticas, estes sistemas artificiais ainda adotam uma relação biunívoca
entre o genótipo e o fenótipo de cada indivíduo da população (Von Zuben, 2000).
Conforme discutido por Atmar (1994), e Fogel (1995), o processo de evolução pode ser formali-
zado considerando-se dois espaços distintos: um espaço genotípicoG, que representa a codificação
genética; e um espaço fenotípicoP, representando o comportamento do indivíduo frente ao ambi-
ente em que está inserido. Considerando-se ainda um alfabeto de entradaIalf composto de símbolos
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fi1;    ; ikg 2 Ialf, que representam os efeitos do ambiente, o processo de evolução populacional















Figura 2.2: Evolução da população durante uma geração (Genótipo Fenótipo).
Neste caso, existem 4 mapeamentos atuando no processo:
m1 : Ialf G! P;
m2 : P! P;
m3 : P! G;
m4 : G! G:
O mapeamentom1, denominado epigênese, mapeia elementosgt1, ou seja, as codificações genéticas
pertencentes aG na geraçãot, em uma coleção particular de fenótipospt1 2 P, os quais são também
função dos símbolos de entrada produzidos pelo ambienteIalf. Este mapeamento é do tipo muitos-
para-um, pois existe uma infinidade de genótipos que podem resultar num mesmo fenótipo (Von
Zuben, 2000).
O mapeamentom2, ou seleção, mapeia o conjuntopt1 em p
t
10 . Este mapeamento descreve os
processos de seleção e migração de indivíduos dentro da população local. Como a seleção natural
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opera apenas nas expressões fenotípicas do genótipo, o códigogt1 nã está envolvido no mapea-
mentom2. Sob um processo de competição por recursos limitados e seleção natural, indivíduos
mais bem adaptados têm mais probabilidade de sobreviver e propagar seu material genético (Atmar,
1994).
O mapeamentom3, conhecido como representação ou sobrevivência genotípica, descreve os
efeitos sobre o genótipo dos processos de seleção e migração realizados pelo mapeamentom2.
Estes efeitos, medidos no espaço genotípicoG, são avaliados pelo número de sobreviventespt10
que são representados pelos genótiposgt10 .
Finalmente, no mapeamentom4, a mutação e o crossover mapeiam os códigosgt10 2 G em
gt+11 também emG. Este mapeamento descreve as regras de mutação e crossover e abrange todas
as alterações genéticas. Com a criação da nova população de genótiposgt+11 , uma geração está
completa e uma nova seqüência de mapeamentos se inicia.
A adaptação evolutiva ocorre em sucessivas iterações destes mapeamentos. Uma medida singu-
lar desta adaptação evolutiva é dada pela habilidade de uma população em antecipar a seqüência de
símbolos (elementos do conjuntoIalf) que irão provir do ambiente. Sob este ponto de vista, a ausên-
cia de adaptabilidade é medida pelos custos e conseqüências de previsões incorretas (por parte dos
fenótipos codificados na população de genótipos) da ocorrência seqüencial de símbolos ambientais.
Neste sentido, podemos dizer que a evolução minimiza a surpresa. No contexto da abordagem que
está sendo proposta,Ialf poderia representar os dados de treinamento e teste. Portanto, a presença
da adaptabilidade estaria associada à capacidade dos sistemas nebulosos (fenótipos) de responde-
rem corretamente a dados utilizados na fase de treinamento e a minimização da surpresa estaria
relacionada à capacidade dos sistemas de responderem de maneira satisfatória a dados não utiliza-
dos na fase de treinamento (dados de teste), ou seja, sistemas com alto grau de adaptação evolutiva
representam modelos nebulosos acurados e com boa capacidade de generalização.
No processo evolutivo, uma população de genótipos é mapeada em seus respectivos fenótipos
que por sua vez são mapeados na superfície de desempenho (fitness surface). A figura 2.3 ilustra
este conceito.
A superfície de desempenho mapeia todo elemento deP em um valor real não-negativo (fit-
ness). De geração em geração, é esperado que o grau médio de adaptação da população aumente.
SeptA representa o conjunto de fenótipos de uma populaçãoA (e não apenas um elemento deP),




B) representam o grau médio de adaptação de cada
população. Na próxima geração, é esperado queF (pt+1A ) > F (p
t
A) e F (p
t+1
B ) > F (p
t
B), embora
esta condição possa ser violada esporadicamente sem prejudicar a evolução. Isto se deve ao fato de
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Figura 2.3: Avaliação do desempenho médio de uma população de uma geração para outra.
que os melhores indivíduos de cada população podem ter o seu grau de adaptação aumentado sem
que a média da população aumente. Sendo assim, o fundamental é que exemplares da população
tendam aos picos da superfície de desempenho, ou seja, explorem regiões promissoras do espaço
de busca.
Existem pesquisas que propõem uma visão invertida da superfície de adaptação: populações
avançam descendo picos da superfície de adaptação até que um ponto de mínimo seja encontrado.
Qualquer que seja o ponto de vista, a evolução é inerentemente um processo de otimização. A
seleção produz fenótipos tão próximos do ótimo quanto possível, dadas as condições iniciais, res-
trições ambientais e parâmetros evolutivos. Entretanto, em sistemas biológicos reais e problemas
de aplicação com objetivos e condições variantes no tempo, não existem superfícies de adapta-
ção estáticas. O ambiente está em constante mudança, fazendo com que populações estejam em
constante evolução em direção a novas regiões promissoras (Wineberg, 2000).
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2.3 Algoritmos Genéticos
O algoritmo genético clássico, idealizado por Holland (1975), permite partir de uma população
inicial e produzir novas gerações de indivíduos, utilizando um método de seleção e operadores
de mutação e crossover. Na notação clássica, cada indivíduo da população é representado por
um arranjo de elementos que podem assumir um dentre dois valores possíveis (lista de atributos
do tipo binário). Em outras palavras, o indivíduo é representado por um vetor (cromossomo) no
qual cada componente (gene), em uma posição específica (locus), pode assumir um dentre dois
valores (alelos). O AG clássico serviu como fonte de inspiração para uma série de AGs que vieram
posteriormente. Mas a principal contribuição de Holland foi a base para a análise teórica dos
algoritmos genéticos (Schema Theory) que foi posteriormente estendida para diferentes tipos de
representação e operadores genéticos (Holland, 1975; Vose, 1991).
Um fator importante a ser analisado trata do espectro de aplicação dos algoritmos genéticos.
Baseado nas possibilidades de aplicação e uso de conhecimento específico do problema, estratégi-
as de solução de problemas podem ser divididas em métodosfrac e fortes(Michalewicz, 1996).
Um método fraco tem universo de aplicação mais amplo, uma vez que supõe pouco conhecimen-
to específico disponível. Entretanto, este pode sofrer de explosão combinatória quando utilizado
para solucionar problemas em larga escala. Isto pode ser evitado incorporando-se conhecimento
específico à metodologia utilizada para solucionar estes problemas (os chamados métodos fortes),
com a desvantagem da redução do universo de aplicação. Os algoritmos genéticos clássicos, reco-
nhecidos como métodos fracos, são ferramentas de propósito geral, podendo ser usados em uma
série de problemas práticos, sem modificações em sua estrutura básica. No entanto, não existe um
consenso na opinião de quando o uso de AG é apropriado e quando o uso de técnicas alternativas
(métodos fortes) é mais indicado. Segundo abordado por Mitchell (1996), algumas características
podem ajudar neste processo de decisão. A seguir, algumas situações favoráveis ao uso de AG (em
relação a outros métodos de busca) são listadas:
 O espaço de busca é grande.
 A superfície de desempenho é mal comportada, mas apresenta comportamento modal.
 Não existem maiores informações sobre a superfície de desempenho.
Se o espaço de busca não é suficientemente grande, este pode ser exaustivamente explorado,
implicando na certeza de se encontrar a melhor solução. Nestes casos, o uso de AG é pouco in-
dicado pois pode levar à convergência para um ótimo local ao invés do ótimo global. No caso de
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superfícies de desempenho unimodais e suaves (bem comportadas), algoritmos baseados no méto-
do do gradiente (hill-climbing, por exemplo), podem ser mais apropriados. Estes métodos são mais
hábeis no aproveitamento da suavidade, especificando a direção de busca de forma determinística
a cada geração. Se características específicas do problema são bem conhecidas (como no caso do
problema do caixeiro viajante), métodos de busca que incorporam heurísticas dedicadas podem ter
desempenho melhor quando comparados aos métodos de propósito geral, como os AGs. Na presen-
ça de pequenas quantidades de ruído na avaliação da função de desempenho, métodos que utilizam
um único candidato à solução podem ser mais apropriados, pois permitem a implementação de pro-
cessos de filtragem que demandam grande quantidade de recursos computacionais. Nestes casos,
os AGs que operam acumulando estatísticas de desempenho de toda a população ao longo de mui-
tas gerações podem ter custo computacional exagerado, tornando o problema intratável do ponto
de vista computacional.
Estas observações são intuitivas e levam em conta a característica de dispositivos de propósito
geral, considerada presente nos AGs clássicos. É óbvio que a incorporação de heurísticas dedicadas
pode fazer com que situações antes desfavoráveis se tornem apropriadas para o uso dos AGs.
Além das características do espaço de busca, o desempenho dos AGs depende ainda de uma sé-
rie de outros aspectos relevantes e interligados. Conforme apresentado por Iyoda (2000), a aplica-




 função de desempenho;
 método de seleção;
 operadores genéticos: crossover e mutação.
A codificação envolve a representação genética para candidatos à solução. A escolha da estrutu-
ra de dados a ser utilizada na codificação representa uma importante etapa na solução de problemas
via algoritmos genéticos. A definição da população inicialP 0, incluindo suas dimensões, depende
do tipo de codificação adotada e, normalmente, os valores iniciais são obtidos de forma aleatória.
Algum conhecimento disponível pode ser utilizado na geração da população inicial para, por exem-
plo, gerar somente indivíduos válidos (em problemas envolvendo restrições), ou para gerar alguns
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indivíduos com características que os aproximem da solução desejada. A definição da função de
desempenhoF depende do problema a ser solucionado. Esta função associa, a cada indivíduo da
população (solução potencial), um valor defitnessque mede a sua capacidade de resolver o proble-
ma. A determinação dos operadores do processo evolutivo envolve não só a definição do método
de seleção a ser adotado, mas também tipos e taxas dos operadores genéticos (crossover e mutação)
utilizados.
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figura 2.4: Esquema geral de evolução de um algoritmo genético.
As três decisões mais importantes, que incluem a escolha da codificação, definição do método
de seleção e fixação dos operadores genéticos, são fundamentais no desempenho do AG. As seções
a seguir discutem os tipos mais comumente encontrados na literatura.
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2.3.1 Codificação
A codificação (genótipo) de cada indivíduo da população, que representa um candidato à solução
do problema (fenótipo), é representada pela estrutura de dados que implementa o cromossomo.
Embora o AG clássico (que emprega codificação binária) tenha sido a fonte de inspiração para
todas as abordagens que se seguiram, a codificação binária além de restringir o universo de apli-
cação, pode levar a um desempenho ruim em problemas de otimização numérica, como atesta Mi-
chalewicz (1996). As propostas mais recentes adotam populações de indivíduos representados por
estruturas de dados mais genéricas, nas quais cada componente pode assumir valores pertencentes
a um alfabeto qualquer.
Um exemplo das variedades de representações possíveis é a programação genética (PG), pro-
posta por Koza (1992b), que pode ser vista como uma extensão dos algoritmos genéticos. A codi-
ficação em forma de árvore é a principalcaracterística dos algoritmos baseados em programação
genética. A maior contribuição do grupo de pesquisadores de PG está documentada em Koza
(1992b,a) e Kozaet al. (1998), demonstrando que esta técnica pode ser aplicada para produzir, de
forma automática e eficiente, programas de computadores. A área de aplicação da PG é extensa e
vai desde a regressão simbólica até a evolução de circuitos elétricos analógicos.
A despeito das diferentes estruturas de codificação possíveis, o cromossomo será aqui repre-





i2;    ; vtis >; ondevtik 2 Alf k; para1  k  s ;
onde Alfk representa o conjunto de valores possíveis (alfabeto) que podem ser atribuídos aok-ésim
elemento do vetorhti. Este cromossomo pode ser interpretado como uma seqüência de atributos
(genes), doi-ésimo indivíduo da população, sendo que cada gene nolocusk é representado, na
geraçãot, por seu alelovtik. Esta forma mais geral de representação supõe que cada gene (nolocus
k) tem seu próprio alfabeto Alfk (finito ou infinito). Cria-se, assim, a possibilidade de representação
de seqüências de estruturas mais complexas, por exemplo, combinando codificação inteira e real
num mesmo cromossomo (codificação mista). Neste caso, a implementação mista estabeleceria
dois tipos de codificação possíveis para cadalocusk:
Codificação Inteira: vtik 2 Alf k = fak1; ak2;    ; aklimg; ondeakj 2 Z; 1  j  lim ;
Codificação Real: vtik 2 Dk = [lk; uk]  < ;
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ondelk euk indicam os limites inferior e superior do intervaloDk.
Um questão importante no processo de codificação está ligada às restrições impostas às solu-
ções candidatas. Estas restrições correspondem à inclusão de conhecimento específico do problema
na codificação da solução, resultando em AGs mais dedicados. Segundo Davis (1987), restrições
que não devem ser violadas podem ser implementadas de três formas distintas: impondo-se altas
penalidades aos indivíduos que violam estas restrições; adotando-se penalidades moderadas; ou
através de decodificadores com etapas de reparação, que evitam a criação de soluções infactíveis.
Cada uma das três formas apresenta suas vantagens e desvantagens. A adoção de penalidades al-
tas ou moderadas corre o risco de levar à criação de AGs que despendem um tempo elevado na
avaliação de indivíduos infactíveis. Além disso, no caso de penalidades altas, a convergência para
soluções que atendam apenas o critério de factibilidade, ao invés de soluções que também conside-
rem o nível de desempenho, pode ocorrer com maior freqüência. Isto porque a obtenção de boas
soluções pode depender da produção de soluções intermediárias infactíveis que são eliminadas por
altas penalidades na função de desempenho. Por outro lado, o critério que adota uso de penalidades
moderadas pode resultar em soluções que violem parte das restrições, pois o benefício de aceitar
estas soluções (parcialmente factíveis) pode ser maior do que o de rejeitá-las. No caso da utilização
de decodificadores que evitam a construção de indivíduos ilegais, além do custo computacional ser
normalmente maior, a implementação de todas as etapas de reparação nem sempre é possível.
Embora importante, a codificação não é o único fator que garante a construção de soluções fac-
tíveis. Qualquer problema que envolva restrição requer uma análise cuidadosa que resulte não só na
adoção de uma representação adequada mas também na escolha de operadores genéticos apropria-
dos. A abordagem a ser adotada neste trabalho garante a construção de soluções sempre factíveis,
tanto pela escolha da codificação apropriada, como pela utilização de operadores genéticos com
etapas de reparação.
2.3.2 Métodos de Seleção
Após decidir a codificação, o passo seguinte trata da definição do método de seleção a ser utilizado,
o qual envolve a escolha dos indivíduos na população que irão criar descendentes e quantos descen-
dentes serão criados. O objetivo da seleção é privilegiar, em média, os indivíduos melhor adaptados,
na esperança de que seus descendentes tenham desempenho ainda melhor. A seleção deve ser tal
que produza um balanço adequado entre a pressão seletiva e a variação introduzida pelos operado-
res genéticos (Mitchell, 1996). Métodos de seleção muito fortes tendem a gerar super-indivíduos
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(indivíduos com medida de desempenho muito superior aos demais), reduzindo a diversidade ne-
cessária para alterações e progressos futuros. A geração de super-indivíduos pode levar a uma
convergência prematura do processo evolutivo. Por outro lado, métodos de seleção excessivamente
fracos (pouca pressão seletiva) tendem a produzir progressos muito lentos na evolução. A seguir,
serão descritos alguns dos métodos mais comumente encontrados na literatura.
Seleção Proporcional ao Desempenho
Neste método, a probabilidade de um indivíduo se reproduzir na próxima geração é diretamente
proporcional à sua medida de desempenho (fitness). Para uma populaçãoP t = fht1; ht2;    ; htSpg,
na qual oi-ésimo indivíduohti tem associado a ele uma medida de desempenho positiva e não nula







Este esquema é também conhecido como seleção por roleta (r ulette wheel), pois ofitnesspode
ser representado como segmentos consecutivos em uma roleta imaginária e a probabilidade de
escolha de um segmento depende diretamente de seu tamanho. A figure 2.5, ilustra como seria a
roleta para os indivíduos representados na geraçãot, m strada na figura 2.4.
































































Figura 2.5: Exemplo de roleta na seleção proporcional ao desempenho.
A seleção proporcional ao desempenho pode ser problemática se os indivíduos da população
apresentarem desempenhos muito próximos entre si. Além disso, se o tamanho da população é
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pequeno, a perda de diversidade pode levar à convergência prematura, pois a busca fica reduzida a
poucos pontos, causando uma diminuição no poder de exploração do AG.
Seleção Baseada na Classificação (Rank)
Uma opção para se evitar o surgimento de super-indivíduos (relativos aos demais existentes na
população atual) e a ocorrência de convergência prematura é reduzir as diferenças entre estes,
supondo uma classificação para cada indivíduohti, ao invés de pegar diretamente sua medida de
desempenho (fitness) F (hti).
Os indivíduos da populaçãoP t = fht1; ht2;    ; htSpg, são arranjados em ordem crescente de
desempenho, tal queF (hti)  F (htj) para todo1  i  j  Sp. Seja(hti) a classificação do
indivíduohti 2 P t, tal que o seu desempenho seja dado porFrank(hti) = Sp   (hti) + 1. Então, a
probabilidade de seleção deste indivíduo é dada por:













Portanto, a equação 2.1 pode ser reescrita como:
Prisel = q  
2(q   1=Sp)
(Sp   1) ((h
t
i)  1) ;
ondeq define o nível de pressão seletiva. Este esquema permite ao usuário estabelecer o grau de
pressão seletiva que deseja impor ao processo evolutivo, definindoq = 1
Sp
para pressão seletiva
mínima eq = 2
Sp
para pressão seletiva máxima (Michalewicz, 1996).
A seleção por classificação tem a desvantagem de exigir a ordenação de toda a população, o
que pode representar um custo computacional excessivo em algumas aplicações específicas.
Seleção por Torneio
A seleção por torneio é similar à seleção por classificação em termos de pressão seletiva, mas pode
ser mais eficiente do ponto de vista computacional, principalmente em implementações paralelas.
Sejar uma realização da variável aleatória com distribuição uniforme no intervalo[0; 1], definida
daqui por diante como  U [0; 1] e c um parâmetro qualquer definido no intervalo unitário.
As regras da seleção por torneio são as seguintes:
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i)  F (htj)) como possíveis
candidatos para a nova populaçãoP t+1;
2. Obterr;
3. escolher o melhor indivíduo (hti) ser > c; e o pior caso contrário.
4. os dois indivíduos voltam à população originalP t;
5. retorna ao passo 1.
Existem variações deste algoritmo nas quais a escolha dentre os dois candidatos é determinística
(escolhe-se sempre o melhor). Há outras abordagens nas quais o torneio é realizado, não por dois,
mas por uma porcentagem da população, e o melhor indivíduo deste grupo é selecionado. Este
último tipo de seleção (melhor do grupo vence) será aquele adotado nas simulações ilustradas no
capítulo 5.
Elitismo
O termo elitismo, introduzido por De Jong (1975), está associado à adoção de uma operação adi-
cional junto aos métodos de seleção, que força o AG a reter o melhor indivíduo ou um número de
melhores indivíduos, a cada geração. Estes indivíduos poderiam ser perdidos se não fossem seleci-
onados de forma determinística para compor a próxima geração, ou então fossem modificados por
crossover ou mutação. Em grande parte dos casos, estratégias elitistas associadas aos métodos de
seleção melhoram o desempenho do AG (Mitchell, 1996).
Outros Métodos
Há vários outros métodos (determinísticos ou não) propostos para a implementação do processo de
seleção, como por exemplo a seleção puramente aleatória, na qual todos os indivíduos têm a mes-
ma probabilidade de serem escolhidos. Normalmente, este método é utilizado em conjunto com
estratégias elitistas. Outro exemplo é o método de seleçãosteady-state, que mantém a população
original de uma geração para outra, com exceção de poucos indivíduos que são substituídos por
descendentes do melhor, obtidos por mutação ou crossover. Neste método, a escolha da população
inicial tem papel muito importante, pois a evolução é mais lenta e obtida com pequenas modifi-
cações a cada geração. Na direção contrária, aparece a seleção por diversidade, em que parte da
população é obtida escolhendo-se os indivíduos mais diversos, a partir do melhor indivíduo, à custa
2.3. ALGORITMOS GENÉTICOS 27
do uso de recursos computacionais adicionais. O conceito de mais diverso é baseado em algum
critério de distância previamente definido.
2.3.3 Operadores Genéticos
Após a escolha da codificação e método de seleção, o passo final para a aplicação do AG trata
do processo reprodutivo. A reprodução, que envolve a aplicação dos operadores genéticos junto
aos indivíduos selecionados, é responsável pela obtenção das novas soluções. A variação genética,
principal ingrediente na evolução, é quem garante a exploração de novas estruturas genotípicas e
suas funcionalidades (retratadas nos fenótipos). Os operadores genéticos representam a fonte de
diversidade e variabilidade.
A escolha dos operadores genéticos está intimamente ligada à codificação adotada para a repre-
sentação genética. Os operadores genéticos mais comuns são o crossover, também conhecido como
recombinação, e a mutação. A mutação introduz novos alelos e pode produzir combinações gené-
ticas até então inéditas na codificação genotípica. Na mutação, informações que foram perdidas ao
longo do processo evolutivo podem ser resgatadas, ou mesmo informações totalmente novas podem
ser introduzidas (ver figura 2.4). O crossover, ao combinar os indivíduos trocando suas informações
genéticas, também traz alguma inovação. Mas no processo de crossover há uma tendência maior
de gerar cromossomos com combinações de características já existentes na população, resultando
em um efeito mais visível de convergência (Bäcket al., 2000a,b).
Crossover
A operação de crossover troca parte da informação genética entre dois (ou mais) indivíduos, produ-
zindo novas soluções potenciais com algumas características dos pais. Os efeitos da recombinação
de códigos genéticos são mais previsíveis sempre que pleiotropia e poligenia não estiverem presen-
tes. Conforme ilustrado na figura 2.4, o processo de crossover depende da escolha dos pares (ou
grupos) de indivíduos, que pode ser feita de várias formas distintas, dentre as quais se destacam:
 os dois (ou mais) indivíduos são escolhidos de forma aleatória;
 um indivíduo é escolhido com base no desempenho e o outro (ou o restante) é escolhido de
forma aleatória.
Outros fatores importantes são a taxa de crossover e o(s) ponto(s) de troca de informação.
A taxa define com que probabilidade (PC) os indivíduos da população sofrerão a recombinação.
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O ponto de troca da informação depende do tipo de crossover a ser adotado. Existem três tipos
mais comuns: crossover simples (também conhecido como crossover de 1-ponto), crossover de
múltiplos pontos e crossover uniforme. A figura 2.6 mostra as características de cada tipo, supondo
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Figura 2.6: Operadores de crossover: a) crossover simples; b) Crossover de múltiplos pontos; c)
Crossover uniforme.
No crossover simples, a posição de troca, também conhecida como ponto de corte, é escolhida
de maneira aleatória. Este tipo de operador impõe a quebra da seqüência genética, definindo qual a
proporção de informação dos pais que cada descendente receberá. Uma característica do crossover
simples é a maior probabilidade do ponto de corte cair longe dos extremos do cromossomo. Como
alternativa a essa possível concentração nosloci centrais, foi proposto o operador de crossover de
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múltiplos pontos, o qual escolhe de forma aleatória mais de uma posição de troca. Uma terceira
alternativa desconsidera a relevância da ordenação dos genes. Este operador, conhecido como
crossover uniforme, determina a porcentagem de alelos que serão trocados e escolhe aleatoriamente
as posições que serão permutadas.
Estes três tipos de crossover foram concebidos para uso com codificação binária. Entretanto,
não existe nenhum impedimento quanto ao uso destes operadores junto a outros tipos de codi-
ficação. Mas, para problemas com restrições, existem operadores de crossover específicos, que
garantem a factibilidade dos descendentes originários de indivíduos factíveis. Um exemplo é a pro-
posta de crossover aritmético apresentada por Michalewicz (1996), para o caso de regiões factíveis
convexas. Neste tipo de operador, os descendentes são obtidos como combinação convexa dos pais,
garantindo-se assim a factibilidade das soluções resultantes.
Algumas abordagens para problemas com restrições apresentadas na literatura sugerem o uso de
algoritmos reparadores associados aos operadores genéticos (Bäcket al., 2000a). Estes algoritmos
modificam a codificação genética resultante do crossover ou da mutação de forma que as novas
soluções obtidas não violem as restrições impostas às soluções do problema.
Mutação
A mutação altera um ou mais genes de um cromossomo. A taxa de mutação define com que
probabilidade (PM ) será modificado cada alelo presente no cromossomo. A mutação ocorre nor-
malmente a taxas reduzidas, pois a idéia do operador de mutação é incorporar novas codificações
genéticas, sem no entanto destruir o progresso obtido no processo evolutivo. A variabilidade obtida
pela mutação deve ter o comportamento de uma perturbação de efeito localizado (Iyoda, 2000). A
aplicação do operador de mutação depende da escolha do ponto de mutação ou posição sorteada.
Normalmente esta escolha é aleatória (todos os pontos têm a mesma probabilidade de serem esco-
lhidos). No entanto, conforme será visto no capítulo 4, a abordagem proposta permite um esquema
alternativo de escolha do ponto de mutação que é baseado nofitness.
O processo de mutação é implementado com base em um operador unário que transformavtk
emv0 tk. Existem três tipos mais comuns de mutação: simples, inteira e real. Na mutação simples
(usada na codificação binária), troca-se o valor do bit. Na mutação inteira, a busca é feita sobre um
alfabeto de valores inteiros Alfk  Z. Na mutação real, o operador pode realizar uma busca ampla
sobre um domínio real ao longo de todo o processo evolutivo, como é o caso da mutação uniforme,
ou realizar uma busca mais abrangente no início da evolução e mais localizada nas gerações finais,
como no caso da mutação não-uniforme (Michalewicz, 1996).
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Sejar1 uma realização da variável aleatória1  U [0; 1].
 Mutação simples: O valor antigovtk na posição sorteadak é substituído pelo novo alelov0 tk







ser1  Prmut e vtk = 0 ;
ser1  Prmut e vtk = 1 ;
ser1 > Prmut :
 Mutação inteira: O novo alelov0 tk é elemento do conjunto Alfk  Z.
v0 tk =
8<




ser1  Prmut ;
ser1 > Prmut :
 Mutação real: o novo alelov0 tk é um valor real pertencente ao domínioDk = [lk; uk]. Existem
dois tipos mais comuns:
– mutação uniforme: o novo alelo é um valor aleatóriou (com distribuição de probabili-
dade uniforme) do domínioDk.
v0 tk =
8<
: u 2 Dk = [lk; uk]vtk
ser1  Prmut
ser1 > Prmut ;
– mutação não-uniforme: o novo alelo é obtido pela adição (ou subtração) de uma função




vtk +(t; uk   vtk)
vtk  (t; vtk   lk)
vtk
ser1  Prmut e r2  0:5 ;
ser1  Prmut e r2 > 0:5 ;
ser1 > Prmut ;
onder2 é uma realização de2  U [0; 1] e a função(t; z) retorna um valor no
intervalo [0; z], tal que a probabilidade de(t; z) se aproximar de zero aumenta à
medida quet cresce. A função utilizada neste trabalho é parametrizada pelo grau de
não-uniformidadeb, e é dada por:
(t; z) = z

1  r(1  tT )b

;
ondeT é o número máximo de gerações er é um valor aleatório escolhido no intervalo
[0; 1].
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A figura 2.7 ilustra exemplos de cromossomos com diferentes tipos de codificação e a aplicação
de operadores de mutação simples, inteira, real uniforme e real não-uniforme.
7 0 6 3 8 17
7 0 6 3 8 12
0.2 0 0.6 0.8 0.10.7 0.95
0.2 0 0.6 0.3 0.8 0.10.7
0.2 0 0.3 0.8 0.10.70.63
0.2 0 0.6 0.3 0.8 0.10.7
1 1 0 00














k +(t; z);  = 0:01v
0 t
k 2 Dk = [0; 1]
Figura 2.7: Exemplos de mutação: a) Mutação simples; (b) Mutação inteira; c) Mutação real
uniforme; d) Mutação real não-uniforme.
Neste exemplo específico, a mutação simples (figura 2.7(a)) ocorre na segunda posição (locus
k = 2) e troca o alelo 0 para 1. A figura 2.7(b) traz um exemplo de mutação inteira na quarta
posição (locusk = 4) que altera o alelo2 para7. Na figura 2.7(c), a mutação real uniforme ocorre
no locusk = 5 e altera o alelo para um novo valor dentro do domínioDk = [0; 1]. No caso da
mutação real não-uniforme ocorrida nolocusk = 3 (ver figura 2.7(d)), a alteração é realizada
sob um domínio estreito (supondo-se que o limite de geraçõesT esteja próximo de ser atingido).
Verifica-se que na mutação uniforme o novo alelo independe do valor atualvtk e qualquer valor
no intervalo especificado é igualmente provável. Por isso, algumas vezes este tipo de operação
é chamado de mutação sem memória. A mutação não-uniforme, ao contrário, vai acumulando
uma “história” ao longo do processo evolutivo, já que o novo valor depende sempre do valor atual
e a perturbação adicionada é definida aqui como sendo inversamente proporcional ao número de
gerações já transcorridas.
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2.3.4 Exemplo de Aplicação
Um aspecto essencial a ser levado em conta quando se propõem soluções de problemas complexos
com base em algoritmos genéticos trata da característica de propósito geral associada a esta área
da computação. Outro aspecto importante é a eficiência no processo de busca propiciada pelo
paralelismo inerente às buscas baseadas em AG. O objetivo desta seção é mostrar um exemplo
prático do uso dos AGs, salientando estas duas características fundamentais.
O exemplo de aplicação a ser mostrado foi abordado por Von Zuben (2000) e envolve um pro-
blema de otimização para o qual não existe solução dedicada que garanta a obtenção da solução
ótima, utilizando uma quantidade viável de recursos computacionais. Mesmo que soluções dedica-
das mais eficazes do que aquelas obtidas por AGs possam ser encontradas, estas soluções não são
facilmente extensíveis a novas situações e certamente seria necessária uma solução dedicada para
cada problema.
 Problema: Otimização de Parâmetros de Uma Caixa Preta
Sabendo que cada botão pode ser colocado em 16 posições distintas, encontre a melhor
combinação de posições para os 9 botões disponíveis na superfície da caixa preta apresen-
tada na figura 2.8 de modo que o sinal de saída assuma o valor máximo.
Sinal de
Saída
Figura 2.8: Problema de otimização da caixa preta.
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 Codificação: Existem 16 posições possíveis para cada um dos 9 botões. Na codificação


















0 0000 8 1000
1 0001 9 1001
2 0010 10 1010
3 0011 11 1011
4 0100 12 1100
5 0101 13 1101
6 0110 14 1110
7 0111 15 1111
Figura 2.9: Codificação binária para o problema da caixa preta.
Baseado neste tipo de codificação, cada cromossomo associado à solução candidata do problema
definido anteriormente é dado por uma seqüência de36 bits (b1;    ; b36), na qual o número de
possíveis configurações de botões (soluções candidatas) é236 = 68:72 bilhões. Neste caso, a
solução candidata, mostrada na figura 2.8, seria codificada por um cromossomo na forma:
0010 0100 1111 0110 1101 1000 0000 1111 1001 :
O mapeamento, suposto desconhecido, entre as236 posições possíveis dos botões e o sinal de
saída é dado por:
sinal de saída= 9 + b2b5   b23b14 + b24b4   b21b10 + b36b15   b11b26 + b16b17 + b3b33
+b28b19 + b12b34   b31b32   b22b25 + b35b27   b29b7 + b8b13   b6b9 + b18b20   b1b30
+b23b4 + b21b15 + b26b16 + b31b12 + b25b19 + b7b8 + b9b18 + b1b33 ;
ondebk representa o bit nolocusk do cromossomo. A denominação de caixa preta se justifica
pelo fato de se ter acesso ao valor de saída para cada configuração de botões, sem no entanto se
conhecera priori como a configuração de botões determina o valor de saída. Cada configuração
de botões representa uma solução candidata e o respectivo valor de saída será diretamente tomado
como valor de adaptação oufitness.
A solução ótima deste problema (também suposta desconhecida) possui um valor defitness
igual a27 e é codificada por um cromossomo na forma:
1111 1011 1001 1011 1111 1011 1111 0010 1111
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 Dados do Processo Evolutivo
– Tamanho da População: 1500 indivíduos.
– População Inicial: gerada aleatoriamente (a probabilidade de bits 1 nos cromossomos é
0.5).
– Método de seleção: Proporcional ao Desempenho (Roulette Wheel)
– Operadores Genéticos: mutação simples e crossover simples
– Taxas de Operadores (probabilidades)
 PC= 0.6;
 PM= 0.03.
Observação: Os parâmetros do processo evolutivo, definidos anteriormente, foram esco-
lhidos de forma arbitrária. Uma maior eficiência poderia ser obtida com parâmetros
mais cuidadosamente definidos. Entretanto, esta escolha arbitrária não compromete as
conclusões a serem deduzidas.
 Resultados Obtidos: Utilizando-se os parâmetros evolutivos descritos anteriormente, a solu-
ção ótima foi encontrada na geração 57, conforme mostra o gráfico da figura 2.10.






















Figura 2.10: Resultado de desempenho do processo evolutivo.
Como a estratégia elitista é associada ao método de seleção baseada no desempenho, a me-
dida defitnessdo melhor indivíduo na população (melhor) nunca decresce. A medida da
média defitnessda população (media), embora apresente pequenas oscilações, também mos-
tra tendência de crescimento ao longo das gerações, reforçando a idéia de que, em média, a
população como um todo melhora ao longo do processo evolutivo.
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 Conclusões: O problema evidencia o grande potencial dos algoritmos genéticos como mé-
todos de busca, já que, dentre os68:72 bilhões de possíveis candidatos, apenas 1500 foram
testados a cada geração, num total de85500 candidatos testados, até a obtenção da solução
ótima. A característica de alta flexibilidade das soluções obtidas por AG também aparece,
uma vez que pequenas alterações no problema (como a inclusão de novos botões ou novas
posições) seriam facilmente implementadas através de pequenas modificações na função de
fitnesse na codificação.
2.4 Co-Evolução
As propostas de solução para problemas complexos por algoritmos evolutivos podem depender da
criação de paradigmas mais elaborados, para os quais a solução evolui na forma de subcomponen-
tes, interagindo de maneira co-adaptativa. Modelos co-evolutivos parecem oferecer novas perspec-
tivas para melhorar o desempenho de algoritmos evolutivos (Olsson, 2001). Algumas definições
serão necessárias aqui:
 no jargão dos processos co-evolutivos, um nicho pode ser visto como um subespaço no ambi-
ente, que admite diferentes tipos de comportamentos e manifestações por parte das soluções
candidatas;
 uma espécie é definida como um grupo de indivíduos com características biológicas seme-
lhantes que são capazes de se reproduzir, mas que são incapazes de gerar descendentes quan-
do associados a indivíduos pertencentes a outros grupos ou espécies (Sareni & Krähenbühl,
1998).
O termo co-evolução foi cunhado por Ehrlich & Raven (1964) em suas descrições da provável
influência que as plantas exerciam na evolução de insetos herbívoros, e vice-versa. Eles documen-
taram a associação entre algumas espécies de borboletas e suas plantas hospedeiras, notando que os
componentes venenosos produzidos pelas plantas determinavam o uso de algumas destas plantas
pelas borboletas.
Para Rosin & Belew (1997), o termo co-evolução sugere a evolução simultânea de duas ou mais
espécies cuja medida de desempenho (fitness) esteja acoplada. Neste sentido, a co-evolução pode
ser definida como uma extensão do método evolutivo tradicional.
Para Roughgarden (1976), em processos co-evolutivos, o desempenho de cada genótipo depen-
de da densidade populacional e composição genética, não só da própria espécie, mas também das
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espécies com as quais esta interage.
A utilização eficiente de algoritmos co-evolutivos depende não só da decomposição do proble-
ma em questão, mas também da definição de interdependência entre os subcomponentes, do algo-
ritmo de recompensa para as soluções produtivas e da garantia de diversidade populacional (Potter
& De Jong, 2000). Em geral, as abordagens co-evolutivas presentes na literatura podem ser classi-
ficadas como competitivas ou cooperativas.
Para algumas das abordagens competitivas, duas espécies diferentes interagem: os hospedeiros,
para os quais ofitnessé avaliado, e os parasitas, que são utilizados na avaliação dos hospedeiros. A
competição acontece entre as espécies, i.e. o sucesso dos hospedeiros implica no fracasso dos para-
sitas (Rosin & Belew, 1997). A principal motivação para o uso de abordagens do tipo hospedeiro-
parasita vem da idéia do exército armado co-evolutivo (coevolutionary arms race): espera-se que
ao longo das gerações, cada espécie se torne mais eficiente ao explorar as deficiências da outra.
Um exemplo bem difundido de abordagem hospedeiro-parasita é a evolução de redes de or-
denação utilizando AG, proposta por Hillis (1990). Neste caso, os hospedeiros representam as
estratégias de ordenação e os parasitas representam os casos de teste, que são apresentados na for-
ma de seqüência de números a serem ordenados. Especificamente, a estratégia de ordenação é
avaliada baseado no modo como ela ordena os casos de teste, enquanto que os casos de teste são
avaliados tento em vista o grau de dificuldade com que são ordenados. As populações de hospedei-
ros e parasitas são geneticamente isoladas e a única interação acontece na função defit ess. Outro
caso conhecido de competição é o modelo apresentado por Rosin & Belew (1997). Neste trabalho,
duas espécies competitivas (hospedeiros e parasitas) são criadas e co-evoluem para solucionar pro-
blemas de aprendizado. Olsson (2001), por outro lado, explorou o papel da assimetria do problema
na limitação do progresso da busca hospedeiro-parasita. Olsson (2001) mostrou que a maioria das
aplicações dos algoritmos do tipo hospedeiro-parasita possui um alto grau de assimetria, e, nestes
casos, as abordagens co-evolutivas tradicionais, que aplicam os operadores evolutivos nas duas po-
pulações a cada geração, podem ser menos adequadas do que aquelas que permitem que uma das
espécies evolua mais rapidamente do que a outra.
Os modelos baseados em espécies competitivas são efetivos na preservação da diversidade ge-
nética e podem levar a soluções melhores quando comparados com abordagens evolutivas tradi-
cionais. Entretanto, como apontado por Potter & De Jong (2000), uma limitação na abordagem
hospedeiro-parasita reside no campo de aplicação, que é estreito devido à restrição de se decompor
manualmente o problema em dois subcomponentes antagônicos.
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Alguns trabalhos têm explorado o uso de populações isoladas do ponto de vista genético, re-
presentando espécies diferentes, mas que permitem a atuação cooperativa dos indivíduos destas
espécies. Para muitas destas técnicas, os subcomponentes da solução emergem ao invés de serem
fixados arbitrariamente. Um modelo clássico de indivíduos em processo co-evolutivo, agindo de
forma cooperativa, é o sistema classificador proposto por Holland (1975). Um sistema classificador
é um sistema baseado em regras (evoluídas por AG), no qual as regras individuais trabalham em
cooperação para formar a solução completa do problema.
Em outro exemplo, Moriarty & Miikkulainen (1997, 1998) apresentaram uma abordagem ba-
seada em co-evolução, com duas populações isoladas geneticamente em dois níveis distintos: uma
população de neurônios e uma população de protótipos de redes neurais. A figura 2.11 mostra a
cooperação das duas espécies para a formação dos modelos de redes neurais artificiais com três ca-
madas: entrada, intermediária e saída. Cada indivíduo na população de protótipo de redes contém
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Figura 2.11: Exemplo de hierarquia na evolução de duas populações: protótipos de redes e neurô-
nios, proposta por Moriarty & Miikkulainen (1998).
um série de apontadores (índices) para as estruturas dos neurônios. Na população de neurônios, ca-
da cromossomo codifica um possível neurônio da camada intermediária e suas possíveis conexões
(wg) com os neurônios da camada de entrada e saída da rede, identificados por seus respectivos
rótulos (lab). No processo evolutivo, uma etapa fundamental é o cálculo dofitnessque é realizado
da seguinte forma:
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 Escolhem-se os neurônios que farão parte de cada rede com base nos apontadores codificados
no nível I (nível dos protótipos);
 Conecta-se cada rede com base nos parâmetros dos neurônios codificados no nível II (nível
dos neurônios);
 Avalia-se o desempenho (fitness) de cada rede resultante no nível I. Este desempenho depende
do domínio da aplicação;
 Avalia-se o desempenho (fitness) de cada neurônio codificado no nível II. Ao contrário do
fitnessdos protótipos, que são calculados diretamente, o desempenho de um neurônio é com-
putado como a média dofitnessdas 5 melhores redes (protótipos) nas quais ele participa.
Este esquema defitnesscompartilhado dá uma estimativa de quanto o neurônio coopera com ou-
tros neurônios da população para a solução do problema proposto. A relação entre neurônios e
protótipos das redes neurais é cooperativa. A recompensa dos indivíduos, baseada no quanto eles
cooperam entre si, resulta na garantia de diversidade e na possibilidade de decomposição do pro-
blema em módulos mais simples.
Para Potter & De Jong (2000), a evolução de múltiplas populações geneticamente isoladas re-
presenta uma solução simples para problemas com restrições. Além disso, o isolamento genético
das populações, garantido pela ausência de troca de material genético entre indivíduos de espécie
diferentes, tende a preservar a diversidade populacional, pois guia as espécies para a convergência
dentro de nichos distintos, ao invés de subsistirem dentro de um mesmo nicho. A recompensa para
os indivíduos, baseada no quanto eles cooperam com representantes de outras espécies, imprime
uma pressão para que façam contribuições únicas para a solução do problema. No entanto, é im-
portante salientar que a existência de separação genética entre as espécies não impede a interação
de seus indivíduos. Indivíduos de espécies distintas emergem de processos reprodutivos indepen-
dentes, mas atuam de forma cooperativa em um modelo de domínio comum para formar a solução
do problema.
No trabalho apresentado por Potter & De Jong (2000), um modelo de co-evolução cooperativa
é apresentado como forma de se obterem algoritmos evolutivos complexos, nos quais um núme-
ro apropriado de sub-componentes interdependentes (cobrindo nichos diferentes) evolui atingindo
um nível de generalidade desejado. A estrutura geral deste modelo co-evolutivo está ilustrada na
figura 2.12. Embora o esquema mostre três espécies diferentes, num processo de co-evolução ge-
nérico, o número real de espécies no ecossistema pode ser maior ou menor. Cada espécie evolui
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sua própria população e é capaz de se adaptar ao ambiente através de sucessivas aplicações de um
algoritmo evolutivo (AE). A figura 2.12 evidencia a etapa de avaliação de desempenho (cálculo do
fitness) do AE na perspectiva de cada uma das três espécies mostradas. No processo de avaliação
dos indivíduos de uma espécie, as cooperações se estabelecem através de representantes de cada
uma das espécies restantes. A escolha dos representantes pode se dar de diferentes formas: escolha
determinística, na qual os representantes são sempre os melhores indivíduos de cada espécie; esco-
lha não-determinística, proporcional aofitness; escolha baseada em critérios de distância, na qual
os indivíduos que compartilham uma vizinhança pré-determinada são eleitos como representantes
no processo cooperativo.
A abordagem proposta nesta tese é baseada em um modelo co-evolutivo com componentes de
hierarquia e cooperação e tem como maiores inspirações os paradigmas propostos por Moriarty &
Miikkulainen (1998) e Potter & De Jong (2000). Assim como no modelo proposto por Potter &
De Jong (2000), na abordagem co-evolutiva que está sendo proposta, as cooperações também se
estabelecem através de representantes de cada uma das espécies restantes, só que esta cooperação
respeita uma hierarquia pré-definida (indivíduos de uma população em um nível hierarquicamente
inferior entram na composição de indivíduos em níveis hierarquicamente superiores).




































Figura 2.12: Exemplo da co-evolução cooperativa proposta por Potter & De Jong (2000).
Capítulo 3
Sistemas Nebulosos
O conceito de conjunto nebuloso (fuzzy set) foi introduzido por Zadeh (1965) e, desde então, os
sistemas baseados em conjuntos nebulosos, ou sistemas nebulosos, vêm avançando tanto do ponto
de vista teórico quanto prático.
Os termos conjuntos nebulosos e lógica nebulosa têm sido freqüentemente utilizados como
sinônimos. Entretanto, é importante salientar que estas duas nomenclaturas tratam aspectos distin-
tos da teoria.
 Conjuntos Nebulosos: A designação de conjuntos nebulosos é geralmente usada para descre-
ver toda a teoria de conjuntos nebulosos que engloba, inclusive, alguns conceitos de lógica
nebulosa. A teoria de conjuntos nebulosos, vista como uma extensão da teoria de conjun-
tos clássicos, está associada aos conceitos básicos de funções de pertinência, operações com
conjuntos nebulosos, números nebulosos, relações nebulosas, regras nebulosas, regra com-
posicional de inferência, etc.
 Lógica Nebulosa: A lógica nebulosa pode ser vista como uma extensão das lógicas bi-valores
e multi-valores (Resher, 1969; Lukasiewicz, 1970). Ao invés de considerar apenas dois
valores-verdade (Verdadeiro=0 e Falso=1) como é o caso da lógica bi-valores, ou um in-
tervalo unitário como no caso da lógica multi-valores, a lógica nebulosa pressupõe que os
valores-verdade são conjuntos nebulosos definidos no intervalo[0; 1]. A definição de regras
nebulosas com base em implicações lógicas permite o uso do termo lógica nebulosa para
descrever a computação baseada em regras nebulosas. A teoria associada à lógica nebulo-
sa requer a definição de conceitos distintos, como valor-verdade, proposições e implicações
nebulosas.
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A utilização de conjuntos nebulosos e de um tipo de computação baseada na regra composicio-
nal de inferência, com seus operadores associados, resulta em sistemas de decisão, estruturados no
formato de uma base de regras nebulosas, adequados para a implementação de processos dedutivos.
Estes sistemas, conhecidos como sistemas de inferência nebulosa ou simplesmente sistemas nebu-
losos, dependem da especificação de uma série de elementos, que incluem a quantidade e o tipo de
regras nebulosas, os parâmetros das funções de pertinência, a semântica das regras que participam
do raciocínio aproximado e os operadores do mecanismo de inferência utilizado para obter uma
saída, a partir dos dados de entrada. A utilização de sistemas nebulosos na forma de raciocínio
aproximado representa um marco na tecnologia da informação, pois os sistemas baseados em re-
gras nebulosas possuem grande habilidade para expressar a ambigüidade e subjetividade presentes
no raciocínio humano (Pedrycz & Gomide, 1998).
Segundo discussão apresentada por Lin & Lee (1996), o uso de sistemas nebulosos é indicado
quando:
 o modelo matemático do sistema não existe, ou existe, mas é de difícil codificação;
 o modelo matemático é muito complexo para ser rapidamente avaliado em tempo real ou
requer muita memória para ser implementado fisicamente;
 as variáveis do fenômeno em estudo são contínuas;
 existe alto nível de ruído no ambiente e/ou apenas sensores de baixa precisão disponíveis;
 o processo envolve a interação com um operador humano, ou especialista, preparado para
especificar os parâmetros do conjunto de regras a ser utilizado no sistema nebuloso.
Acrescentem-se a esses itens a possibilidade de um projeto automático para o ajuste de parâmetros
na ausência do especialista e o interesse pela representação do conhecimento por uma base de re-
gras lingüísticas, e está criado o cenário ideal para a utilização dos sistemas nebulosos. Estudos
recentes destes sistemas apontam para aplicações em áreas diversificadas que vão desde controle,
reconhecimento de padrão e sistemas de base de conhecimento, passando por visão computacional
e chegando em vida artificial. Um número significativo de implementações práticas vem consoli-
dando os sistemas nebulosos não só em instalações industriais, mas também em muitos produtos
manufaturados de uso diário (Pedrycz & Gomide, 1998).
Muitas das metodologias para análise de base de dados pressupõem dados precisos e medi-
das exatas. Mas no cenário prático isto acontece em raríssimas situações. A maioria das medidas
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armazenadas deve ser interpretada, na realidade, como intervalos cujos comprimentos dependem
da precisão dos dispositivos de medição (Berthold & Hand, 1999). A teoria dos sistemas nebu-
losos permite que se trabalhe com objetos de bordas ou fronteiras difusas e, por isso, os sistemas
nebulosos são também conhecidos como sistemas difusos. Esta propriedade, fundamentada pelos
conceitos básicos dos conjuntos nebulosos, imprime a principal característica dos sistemas nebulo-
sos: a capacidade de lidar com informações imprecisas.
O conceito de imprecisão associado às informações processadas pelos sistemas nebulosos é
usualmente confundido com a incerteza relacionada à teoria da probabilidade. A principal diferença
entre a imprecisão nos sistemas nebulosos e a incerteza probabilística é que a primeira trata de
possibilidade (plausibilidade) determinística, ao passo que a segunda lida com a verossimilhança
de eventos não-determinísticos ou estocásticos (Berthold & Hand, 1999). A incerteza que está
por trás do conceito de probabilidade geralmente se relaciona com a ocorrência de um fenômeno
simbolizado pelo conceito de aleatoriedade, como, por exemplo, quando se tenta determinar “a
probabilidade de alguma pessoa escolhida aleatoriamente dentro de uma população ser jovem”,
ou “a probabilidade do próximo carro que cruza a avenida ter velocidade alta”. Por outro lado,
a imprecisão nos conjuntos nebulosos está relacionada à ambigüidade encontrada na definição de
conceitos lingüísticos como “pessoa jovem”ou “velocidade alta”.
Este capítulo apresenta os conceitos fundamentais para o entendimento e utilização dos siste-
mas nebulosos. Na seção 3.1 são apresentados conceitos básicos dos conjuntos nebulosos, como:
funções de pertinência, operações com conjuntos nebulosos e relações nebulosas. A seção 3.2 traz
um tipo de computação que se baseia em conceitos distintos, como: variável lingüística, regras ne-
bulosas e regra composicional de inferência, permitindo-se assim, que se crie o elo de ligação entre
os conjuntos nebulosos e o raciocínio aproximado. A seção 3.3 descreve os sistemas baseados em
conjuntos nebulosos, ou sistemas nebulosos, apresentando os diferentes mecanismos de inferência
utilizados por estes sistemas para produzir saídas a partir dos dados de entrada. Esta seção descreve
ainda os dois modelos de sistemas nebulosos mais comumente utilizados em aplicações práticas: o
modelo de Mamdani e o modelo Takagi-Sugeno.
3.1 Introdução aos Conjuntos Nebulosos
A noção de conjunto ocorre freqüentemente quando se tenta organizar, resumir e generalizar o
conhecimento a respeito de objetos. SejaX uma coleção de objetos denominados genericamente
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porx. Então, um conjuntoA é definido por uma coleção de pares ordenados
A = f(x; A(x)) j x 2 Xg :
A funçãoA(x) é denominada função de pertinência e determina com que grau um objetox
pertence a um conjuntoA eX é chamado de universo. Em conjuntos clássicos, apenas dois valores
paraA(x) são permitidos: o elemento pertence ou não pertence a um determinado conjunto. Na
teoria dos conjuntos nebulosos a transição entre pertencer e não pertencer é gradual.
Como exemplo, considereX = f1; 2; 3; 4; 5; 6; 7; 8; 9g uma coleção de números inteiros. Seja
A um conjunto nebuloso que define “números inteiros próximos a 5”, dado por
A = f(1; 0); (2; 0:4); (3; 0:6); (4; 0:8); (5; 1); (6; 0:8); (7; 0:6); (8; 0:4); (9; 0)g :
Então, o conjunto nebulosoA pode ser definido como uma coleção de objetos com valores de
pertinência variando entre 0 (exclusão completa) e 1 (pertinência completa). Os conjuntos nebu-
losos representam, portanto, uma generalização dos conjuntos clássicos. O conceito de função de
pertinência, fundamental para a teoria dos conjuntos nebulosos, será discutido na seção a seguir.
3.1.1 Funções de Pertinência
Toda a teoria dos conjuntos está baseada no conceito de pertinência. Um conjunto nebuloso é
definido pela função de pertinênciaA(x) que estabelece para cadax um grau de pertinência ao
conjuntoA, comA(x) 2 [0; 1]. Os conjuntos clássicos podem ser vistos como um caso particular
dos conjuntos nebulosos, no qual apenas os limites do intervalo são utilizados na definição da
função de pertinência:A(x) 2 f0; 1g, x 2 X.
Por exemplo, considerando-se o universo contínuoX 2 <, o conceito de “números próximos a
5” pode ser expresso de forma diferente dependendo da definição da função de pertinência associ-
ada”




0 sex  4:5
1 se4:5 < x  5:5
0 sex > 5:5 ;
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0 sex  4:5
x 4:5
0:5
se4:5 < x  5
5:5 x
0:5
se5 < x  5:5
1 sex > 5:5 :






4:5 4:55 55:5 5:5
Figura 3.1: Funções de pertinência: (a) Conjuntos clássicos, (b) Conjuntos nebulosos.
Em geral, o formato das funções de pertinência é restrito a uma certa classe de funções, repre-
sentadas por alguns parâmetros específicos. Os formatos mais comuns são: triangular, trapezoidal
e Gaussiana. Além dos formatos tradicionais existe uma forma bastante utilizada em aplicações
práticas: o conjunto unitário (singleton).




0 sex  a
x a
m a
sea < x  m
b x
b m
sem < x  b
0 sex > b ;
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0 sex  a
x a
m a
sea < x  m
1 sem < x  n
b x
b n
sen < x  b
0 sex > b ;





 Conjunto Unitário (singleton): parâmetros(m; h)
A(x) =
8<
: h sex = m0 caso contrário:




xxx xaa bb m mm mn
proporcional ak
(a) (b) (c) (d)
h
Figura 3.2: Diferentes formatos das funções de pertinência: (a) Triangular, (b) Trapezoidal, (c)
Gaussiana, (d)Singleton.
A escolha do formato mais adequado nem sempre é óbvia, podendo inclusive não estar ao alcan-
ce do conhecimento de um especialista para a aplicação em questão. No entanto, existem sistemas
nebulosos cujos parâmetros das funções de pertinência são completamente definidos pelo especia-
lista. Nestes casos, a escolha de funções triangulares e trapezoidais é mais comum porque a idéia
de se definirem regiões de pertinência total, média e nula é mais intuitiva do que a especificação do
valor modal (m) e dispersão (k), conceitos ligados às funções Gaussianas. Entretanto, existe cada
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vez mais uma tendência de sistemas nebulosos adaptativos nos quais os parâmetros das funções
de pertinência são ajustados, no sentido de otimizar algum objetivo definido, a partir dos dados de
entrada-saída. Em sistemas que ajustam estes parâmetros pelo método do gradiente, por exemplo,
a função Gaussiana é bastante utilizada, devido às suas propriedades matemáticas de continuidade
e diferenciabilidade (Janget al., 1997).
Neste trabalho, um outro tipo de função de pertinência associada a uma variável qualquerx
será utilizado para indicar a irrelevância desta variável na regra nebulosa. Esta condição irrelevan-
te (don’t care condition(Ishibuchi & Nakashima, 1999)) será representada (em proposições que
utilizam o E como agregação) por uma função denominada função de irrelevância, definida como:
Função de Irrelevância: A(x) = 1 8x 2 X :
3.1.2 Definições Básicas em Conjuntos Nebulosos
Embora a função de pertinência, especificada pelos parâmetros que definem o seu formato, seja
usualmente utilizada para representar um conjunto nebuloso, existem outros parâmetros que podem
ser usados para caracterizar os conjuntos nebulosos:
 suporte (SA): conjunto dos elementos do universo, para os quais o grau de pertinência é
maior do que zero.
SA = fx j A(x) > 0g ;
 núcleo (core)(NA): conjunto dos elementos do universo com grau de pertinência igual a 1.
NA = fx j A(x) = 1g ;




Uma outra forma de representação é via-cortes. Esta forma permite representar um conjun-
to nebuloso como uma família de outros conjuntos nebulosos particulares e determina a base do
teorema da representação (Pedrycz & Gomide, 1998).
 -corte : é o conjunto dos elementos do universo para os quais os graus de pertinência são
superiores ou iguais a.
CA = fx j A(x)  g :








Figura 3.3: Suporte (SA), -corte (CA), núcleo (NA), altura (HA = h).
A figura 3.3 mostra estas características.
Outras definições importantes são:
 Conjunto Normal: um conjunto nebuloso é dito normal se sua altura é igual a 1, ou seja,
HA = 1. Caso contrário é chamado de subnormal. O núcleo (core) de um conjunto subnor-
mal é um conjunto vazio.
 Conjunto Convexo: um conjunto nebuloso é convexo se sua função de pertinência é tal que:
A (x1 + (1  )x2)  min [A(x1); A(x2)] ;
para todox1; x2 2 X e 2 [0; 1].
 Subconjunto Nebuloso: seA(x)  B(x); para todox entãoA  B, ou seja,A é subcon-
junto deB. Uma propriedade derivada da equação anterior determina que
seA  B eB  C ) A  C :
A figura 3.4 mostra exemplos de conjuntos e subconjuntos nebulosos normais, subnormais,
convexos e não-convexos.
3.1.3 Operações com Conjuntos Nebulosos
Existem várias operações que podem ser aplicadas a conjuntos nebulosos. Há operações com argu-
mento único, que modificam o formato da função de pertinência. Dentre as mais comuns podemos
citar a normalização (que converte um conjunto subnormal em um normal), a concentração (que
diminui os valores da função de pertinência), a dilatação (que aumenta os valores da função de














Figura 3.4: Convexidade e normalidade em conjuntos nebulosos.
pertinência) e a intensificação de contraste (que dilata o conjunto para valores de pertinência acima
de 0.5 e concentra o conjunto para valores abaixo de 0.5) (Pedrycz & Gomide, 1998). Há operações
de múltiplos argumentos, que envolvem a combinação, agregação e comparação de dois ou mais
conjuntos nebulosos. A maioria destas operações é derivada da teoria de conjuntos clássicos. A
seguir, serão descritas a operação de complemento e as operações de múltiplos argumentos mais
comumente aplicadas a conjuntos nebulosos.
União, Interseção e Complemento
A união, interseção e complemento são as operações essenciais realizadas em conjuntos clássicos.
A tabela 3.1 resume algumas propriedades básicas destas operações, considerando os conjuntos
clássicosA eB definidos num universoX.
Com base na teoria dos conjuntos clássicos, Zadeh (1965) definiu as operações de união, inter-
seção e complemento para conjuntos nebulosos, a partir da função de pertinência:
União: (A[B)(x) = max[A(x); B(x)] = A(x) _ B(x) ;
Interseção: (A\B)(x) = min [A(x); B(x)] = A(x) ^ B(x) ;
Complemento: (A)(x) = 1  A(x) :
Devido ao isomorfismo entre a teoria dos conjuntos e a lógica proposicional bi-valores, a interseção
e a união podem ser identificadas pela conjunção (E) e pela disjunção (OU), respectivamente. As-
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Tabela 3.1: Propriedades das operações com conjuntos clássicos.
Comutatividade A [B = B [A; A \B = B \A
Associatividade
(A [B) [ C = A [ (B [ C)
(A \B) \ C = A \ (B \ C)
Distributividade
A [ (B \ C) = (A [B) \ (A [ C)
A \ (B [ C) = (A \B) [ (A \ C)
Idempotência A [A = A; A \A = A
Condições Limites
A [ ; = A; A [X = X
A \ ; = ;; A \X = A
Involução A = A
Lei da Contradição A \A = ;
Lei da Exclusão do Meio A [A = X
Lei de Morgan
A [B = A \B
A \B = A [B
sim, as operações de conjunção e disjunção podem ser representadas pelos operadores^ e_ (Pe-
drycz & Gomide, 1998). A figura 3.5 mostra as operações de união, interseção e complemento
aplicadas a dois conjuntos nebulososA eB.
Normas e Co-normas Triangulares
As normas e co-normas triangulares formam uma classe geral de operadores de união e interse-
ção, com características de comutatividade, associatividade e monotonicidade, atendendo ainda as
condições de contorno, conforme mostrado na tabela 3.1 (Pedrycz & Gomide, 1998). Diferente
da união e interseção, que trabalham com conjuntos definidos num mesmo universo, as operações
baseadas em normas e co-normas triangulares podem operar conjuntos em universos distintos.
SejamA e B dois conjuntos nebulosos definidos nos universosX eY, respectivamente, ea
e b valores de pertinência dados pora = A(x) e b = B(y). Então, as normas e co-normas
triangulares (norma-t e norma-s) podem ser definidas como:
 Norma-t
operador de dois argumentost : [0; 1]2 ! [0; 1] que satisfaz as seguintes condições:








A B A [ B
A \ B A
(a) (b)
(c) (d)
Figura 3.5: Operações com conjuntos nebulosos: (a) ConjuntosA eB, (b) União, (c) Interseção
(d) Complemento.
* Comutatividade:a t b = b t a;
* Associatividade:a t (b t c) = (a t b) t c;
* Monotonicidade: sea  b e c  d, então,a t c  b t d;
* Condições de Contorno:0 t a = 0, 1 t a = a .
Exemplos de normas-t:





; pt > 0
a t2 b = max[0; (1 + pt)(a + b  1)  ptab]; pt   1
a t3 b = 1 min(1; pt
p
(1  a)pt + (1  b)pt); pt > 0
a t4 b = ab
a t5 b =
ab
pt+(1 pt)(a+b ab)
; pt  0









a t7 b =
pt
p




a seb = 1;
b; sea = 1;
0; caso contrário:
a t9 b = min [a; b]
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 Norma-s
operador de dois argumentoss : [0; 1]2 ! [0; 1] que satisfaz as seguintes condições:
* Comutatividade:a s b = b s a;
* Associatividade:a s (b s c) = (a s b) s c;
* Monoticidade: sea  b e c  d, então,a s c  b s d;
* Condições de contorno:0 s a = a, 1 s a = 1;
Exemplos de normas-:





; pt > 0
a s2 b = min[1; a+ b  ptab]; pt  0
a s3 b = min(1;
pt
p
apt + bpt); pt > 0
a s4 b = a+ b  ab
a s5 b =
a+b ab (1 pt)ab
1 (1 pt)ab
; pt  0












(1  a)pt + (1  b)pt   1
i




a seb = 0;
b; sea = 0;
1; caso contrário:
a s9 b = max[a; b]
Em geral, as normast es não satisfazem, necessariamente, as demais propriedades válidas para
os conjuntos clássicos (tabela 3.1). Por exemplo, a lei da contradição e o princípio da exclusão do
meio são características presentes apenas nas normast2 e s2, considerando-sept = 0. Para todas
as outras normas listadas anteriormente, essas duas condições não se aplicam. Para exemplificar,
considere a norma-t = t9 = min e a co-norma-s = s9 =max, e um valor de pertinênciaa =
A(x) = 0:5. Então:
A \ A = a t9 (1  a) = min[a; 1  a] = 0:5 6= ; ;
A [ A = a s9 (1  a) = max[a; 1  a] = 0:5 6= X :
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O princípio da idempotência só se aplica às as normasinemax.
a t9 a = min[a; a] = a ;
a s9 a = max[a; a] = a :
Para as outras normas, apenas podemos garantir que:
a t a t a t a   a t a  a t a t a   a t a ;
n vezes n  1 vezes
a s a s a s a   a s a  a s a s a   a s a :
n vezes n  1 vezes
Assim como a idempotência, a propriedade de distributividade está presente apenas nas normasmi
e max (ver Klementet al. (2000) para maiores detalhes em classificação de normas e co-normas
triangulares).
As normast e s são consideradas operadores de agregação, pois podem ser usadas para com-
binar uma coleção de conjuntos nebulosos para produzir um único conjunto, também nebuloso. A
figura 3.6 mostra o resultado da agregação (conjunção e disjunção) de dois conjuntos nebulososA
















































Figura 3.6: Agregação por normast e s : (a) conjunção dada pela norma-t: a t2 b (b) disjunção
dada pela norma-s: a s2 b, ondea = A(x), b = B(y) ept = 2.
Outras Operações
Embora as normas e co-normas triangulares possam realizar a operação de agregação entre con-
juntos nebulosos, existem operadores de agregação específicos, como por exemplo os operadores
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compensatórios propostos por Zimmermann & Zysno (1980), nos quais a agregação é feita com
base em uma combinação de conjunção (E) e disjunção (OU). Outros exemplos de operadores de
agregação propostos na literatura são os operadores de soma simétrica, como o apresentado por
Dubois & Prade (1980); os operadores de média generalizada, como o discutido por Dyckhoff &
Pedrycz (1984); ou ainda o operador de média ponderada ordenada (OWA), proposto por Yager
(1988).
Além da agregação, as operações envolvem ainda comparações que resultam em medidas de
distância, igualdade, possibilidade, necessidade e compatibilidade entre conjuntos nebulosos (para
maiores detalhes, ver Dubois & Prade (1980); Klementet al. (2000); Pedrycz & Gomide (1998)).
Dentre essas medidas, a possibilidade e a necessidade resultam em interpretações bastante inte-
ressantes. A medida de possibilidade quantifica o grau de sobreposição entre dois conjuntos. A
medida de necessidade quantifica o grau de inclusão de um conjunto em outro. A seguir, são
definidas estas duas medidas aplicadas a dois conjuntos nebulososA eB no mesmo universoX:
 Possibilidade: Poss(A;B) = sup
x2X
[min(A(x); B(x))] ;
 Necessidade: Nec(A;B) = inf
x2X
[max(A(x); 1  B(x))] :
3.1.4 Relações Nebulosas
As relações nebulosas são generalizações das relações tradicionais. Por serem mais gerais do que
as funções, as relações (tradicionais ou nebulosas) permitem que as dependências entre as variáveis
envolvidas sejam capturadas sem que nenhuma caracterização direcional particular seja fixada, ou
seja, não há domínio e contra-domínio (Pedrycz & Gomide, 1998).
SejamX e Y dois universos quaisquer. Uma relação nebulosaR é um conjunto nebuloso
definido emX  Y que associa a cada elemento deX  Y um grau de pertinência definido no
intervalo unitário, ou seja,R : XY! [0; 1].
Por exemplo, uma relação nebulosa, vista como uma generalização do produto cartesiano clás-
sicoXY! f0; 1g, é dada por:
R = f((x; y); R(x; y)) j (x; y) 2 XYg :
Sejam,X = Y = <+ e R = \y muito maior do quex00. A função de pertinência da relação
nebulosaR pode ser definida (subjetivamente) como mostra a figura 3.7.
Quando as relações nebulosas envolvem universos discretos, elas podem ser representadas por
matrizes ou grafos. Os nós deste grafo são os elementos deX e Y, enquanto que as ligações


































R : `y muito maior do quex`
Figura 3.7: Exemplo de relação nebulosa num universo contínuo.
correspondem aos graus de pertinência. Por exemplo, a figura 3.8 mostra um exemplo de uma

















Figura 3.8: Exemplo de relação nebulosa num universo discreto.
As relações nebulosas mencionadas acima são exemplos de relações nebulosas definidas em
espaços bidimensionais. Conforme discutido em Janget al. (1997), existem outros exemplos de
relações nebulosas envolvendo duas variáveis ou objetos:
 x está próximo ay (x ey são números);
 x ey são parecidos (x ey são pessoas ou objetos);
 sex é grande, entãoy é pequeno (x é uma variável observável ey é uma ação corresponden-
te).
A última relação, representada pela expressão “sex é A entãoy é B”, é conhecida como regra
nebulosa, sendo comumente utilizada em bases de regras de sistemas nebulosos. Esta relação será
detalhada na seção 3.2.2.
Relações nebulosas multidimensionais, também chamadas de relações nebulosasn-árias, po-
dem ser obtidas por generalização das relações nebulosas bidimensionais:
R : X1 X2    Xn ! [0; 1] :
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Operações com Relações Nebulosas
As relações nebulosas definidas em produtos cartesianos idênticos podem ser combinadas através
de operações de união, interseção e complemento. SejamR1 e R2 duas relações nebulosas em
XY:
R1 = f((x; y); R1(x; y)) j (x; y) 2 XYg ;
e
R2 = f((x; y); R2(x; y)) j (x; y) 2 XYg :
Então, as operações de união, interseção e complemento paraR1 eR2 são dadas por:
União: (R1[R2)(x; y) = R1(x; y) s R2(x; y) ;
Interseção: (R1\R2)(x; y) = R1(x; y) t R2(x; y) ;
Complemento: (R1)(x; y) = 1  R1(x; y) :
Composição de Relações Nebulosas
As relações nebulosas definidas em espaços distintos podem ser combinadas utilizando-se diferen-
tes operadores de composição. As mais comuns são:
 composição sup-t: R = G Æ W
R(x; y) = sup
z2Z
[G(x; z) t W (z; y)] :
As composições sup-tmais conhecidas são as que utilizam oine o produto algébrico como
normas-t, sendo denominadas de composiçãomax-mine max-prod, respectivamente.
A seguir, será ilustrado um exemplo de composição sup-t entre duas relações nebulosas




















A representação por um grafo da composiçãoR = G Æ W explicitando-se a composição das
variáveis(x2; y1), é mostrada na figura 3.9.















Figura 3.9: ComposiçãoR explicitando a composição das variáveis(x2; y1).
O resultado da composiçãoR, considerando-se omincomo norma-t (representado pelo ope-








# R(x2; y1) = sup
z
[0 ^ 0:3; 0:9 ^ 0:1; 0:7 ^ 0] ;
R(x2; y1) = sup
z
[0; 0:1; 0] = 0:1 :
 composição inf-s: R = G  W
R(x; y) = inf
z2Z
[G(x; z) s W (z; y)] :
O exemplo mais comum é a composiçãomin-max.
3.2 Computação com Regras Nebulosas: Raciocínio Aproxima-
do
As regras nebulosas são ferramentas eficientes para a modelagem de sentenças em linguagem na-
tural ou artificial (Janget al., 1997). Esta modelagem depende, entre outras coisas, do conceito
de variável lingüística. A interpretação das regras nebulosas como relações nebulosas apropriadas
permite a investigação de diferentes esquemas de raciocínio aproximado. Nestes esquemas, proce-
dimentos de inferência baseados no conceito de regra composicional de inferência são utilizados
para derivar conclusões, a partir de um conjunto de regras nebulosas e fatos conhecidos. Nesta
seção, serão apresentados os conceitos de variáveis lingüísticas que, juntamente com a definição
da regra composicional de inferência, permite a ligação entre as regras nebulosas e o raciocínio
aproximado.
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3.2.1 Variáveis Lingüísticas
Uma variável lingüística pode ser definida, de uma maneira informal, como uma variável cujos
valores são palavras ou sentenças, ao invés de números (Pedrycz & Gomide, 1998). A cobertura
do domínio da variável com uma série de conjuntos nebulosos e a definição do significado de cada
conjunto resultam no conceito formal de variável lingüística (Berthold & Hand, 1999). Para Zadeh
(1975), uma variável lingüística é dada por uma quíntupla:
< X; T (X); X; G; M >; onde
X ! nome da variável lingüística, cuja variável base éx;
T (X) ! conjunto de termos lingüísticos. Cada elemento deT (X) representa um rótulol dos
termos que a variávelX pode assumir;
X! universo de discurso da variável lingüísticaX;
G ! gramática para a geração dos termos ou rótulos;
M ! regra que associa a cada rótulo (l), um conjunto nebuloso no universoX, representando
o seu significadoM(l). Por exemplo, considere a variável lingüísticavelocidade(X =
velocidade) com universoX = [0; 150] e variável basex 2 X. Um possível conjunto de
termos associados à variávellocidadepoderia ser
T (velocidade) = fmuito-baixa; baixa;média; alta;muito-altag :
SejaF(X) uma família de conjuntos nebulosos definidos no universoX. Então, a regraM
mapeiaT (X) ! F(X), ou seja, associa a cada rótulo do conjunto de termosT (X), um
conjunto nebuloso definido emX.
A gramáticaG define como os termos primários {baixa, média, alta} serão associados aos mo-
dificadores {muito, pouco, maior, menor, ou, não} para formar os nomes dos termos não-primários.
Usualmente, as funções de pertinência associadas às variáveis lingüísticas através de termos primá-
rios (baixa, média, alta), têm formatos conhecidos: triangular, trapezoidal, Gaussiana. Os conjuntos
nebulosos associados aos termos não-primários (muito-alta, pouco-alta, não-alta) podem ser deri-
vados através do uso de modificadores pré-especificados (para maiores detalhes, ver Pedrycz &
Gomide (1998)).
3.2. COMPUTAÇÃO COM REGRAS NEBULOSAS: RACIOCÍNIO APROXIMADO 59
A granularização, i.e. a especificação e distribuição dos termos lingüísticos define a partição
nebulosa do universo correspondente. Uma partição nebulosa pode ser uniforme (com todos os
termos iguais e eqüidistantes) ou não-uniforme. O número de termos lingüísticos define a granu-
laridade das partições de cada universo. Um número pequeno de termos lingüísticos define uma
partição esparsa ou grossa, ao passo que um número maior resulta numa partição fina. A figura 3.10






baixa média altaalta muito alta
6080 80 100
Figura 3.10: Partições uniformes no universoX da variávelvelocidade: (a) partição esparsa, (b)
partição fina.
A partição do universo também pode ser vista como um forma de compressão nebulosa de
dados. Utilizando agrupamentos nebulosos de informações similares (fuzzy clusters), pode-se es-
conder parte da informação inútil, indesejada ou redundante. Assim, a granularização da partição
pode ser usada para focar a análise nos aspectos de interesse do usuário (Berthold & Hand, 1999).
Em grande parte das vezes, a partição nebulosa é obtida manualmente, através da intervenção de
um especialista. No entanto, cresce a cada dia o número de abordagens automáticas que definem,
através de dados de entrada-saída, a melhor partição para a aplicação em questão. Existem abor-
dagens automáticas baseadas em métodos de agrupamento, como o proposto por Simpson (1992)
e Castellano & Fanelli (2000), Rizziet al. (1999). Outras abordagens utilizam algoritmos genéti-
cos como, por exemplo, o método proposto por Cordónet al. (2001a) para aplicações envolvendo
um grande número de variáveis; ou a abordagem baseada em evolução, proposta por Delgadoet a .
(2001a), que apresenta um método hierárquico-evolutivo para o ajuste da melhor partição do univer-
so de discurso. Na ausência do especialista e de abordagens para o ajuste automático, as partições
contendo de 5 a 7 termos lingüísticos, com os conjuntos nebulosos uniformemente distribuídos ao
longo do universo, são comumente utilizadas (Pedrycz & Gomide, 1998).
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3.2.2 Regras Nebulosas
As regras nebulosas, também conhecidas como implicações nebulosas ou declarações condicionais
nebulosas, permitem uma maneira formal de representação de diretivas e estratégias. As regras
nebulosas são muito apropriadas quando o conhecimento do domínio resulta de associações em-
píricas e experiências do operador humano, ou quando se deseja uma representação lingüística do
conhecimento adquirido.
Em geral, as regras nebulosas assumem a forma “se<antecedente> então<conseqüente>”, na
qual os antecedentes e os conseqüentes são representados por proposiçõesPa ePc, respectivamente.
Em casos mais simples, o antecedentePa o conseqüentePc podem ser definidos como proposições
atômicas que representam unidades de informação básica, e são dadas porPa : X éA ePc : Y éB,
resultando em regras na forma:
SeX éA entãoY éB,
ondeA eB representam os termos lingüísticos e são definidos por conjuntos nebulosos nos uni-
versosX eY, respectivamente. A expressão “sevelocidadeé alta entãopressãoé baixa” é um
exemplo de uma regra nebulosa simples que relaciona as variáveis lingüísticasvelocidadee pres-
são, combinando os conjuntos nebulosos associados aos termos lingüísticosalta e baixa.
Toda regra nebulosa do tipo “seX é A entãoY é B”, abreviada porA ! B, ondeA e B
representam conjuntos nebulosos, pode ser definida como uma relação nebulosaR n produto
cartesianoXY. Sejaf uma função na formaf : [0; 1]2 ! [0; 1], que especifica a semântica da
regraA! B. De uma forma geral,R pode ser descrita por uma função de pertinência, definida no
espaço bidimensional como:
R(x; y) = f(A(x); B(y)) = f(a; b) ;
ondea = A(x), b = B(y).
Segundo Pedrycz & Gomide (1998), as relações nebulosas induzidas por regras nebulosas são
derivadas de três classes principais de funçõesf : conjunções nebulosas (ft), disjunções nebulosas
(fs) e implicações nebulosas (fi), sendo as conjunções e as implicações as mais comuns. As con-
junções e as disjunções nebulosas podem ser vistas como generalizações duais do produto cartesi-
ano nebuloso através de normas-t e normas-s, enquanto que as implicações nebulosas representam
generalizações das implicações da lógica multi-valores de Lukasiewicz (1970).
 Conjunção nebulosa: A conjunção nebulosa representando a relaçãoR : A! B = AB é
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uma funçãoft : [0; 1]2 ! [0; 1] definida por
ft (A(x); B(y)) = A(x) t B(y) :
Algumas das normas-t descritas na seção 3.1.3 podem ser empregadas para se definir uma
conjunção nebulosa. As definições mais comuns são as de Mamdani (Mamdani & Assilian,
1975) e Larsen (Larsen, 1980), que utilizam o mínimo e o produto algébrico, respectivamen-
te. Seja o operador min representado por^. Então:
Mamdani: fm (A(x); B(y)) = A(x) ^ B(y) ;
Larsen: fp (A(x); B(y)) = A(x)B(y) :
 Disjunção nebulosa: A disjunção nebulosa representando a relaçãoR : A ! B = A  B é
uma funçãofs : [0; 1]2 ! [0; 1] definida por
fs (A(x); B(y)) = A(x) s B(y) ;
 Implicação Nebulosa: A implicação nebulosa representando a relaçãoR : A! B = A) B
é uma funçãofi : [0; 1]2 ! [0; 1] que pode ser classificada em duas categorias básicas:
– Implicação-S:fiS (A(x); B(y)) = A(x) s B(y) :
Esta categoria de implicação resulta do formalismo da lógica clássica
p) q = p _ q.
– Implicação-R:fiR (A(x); B(y)) = sup
c2[0;1]
fA(x) t c  B(y)g; 8(x; y) 2 XY :
O exemplo mais conhecido de implicação nebulosa é a implicação de Lukasiewicz:
fl (A(x); B(y)) = min [1; 1  A(x) + B(y)] :
A figura 3.11 ilustra as duas interpretações mais comuns (conjunção e implicação, representadas
pelas regiões em cinza) para a relação ou regra nebulosaA! B.
As regras do tipo “SeX éA entãoY éB” representam regras nebulosas com proposições mo-
novariáveis tanto no antecedente quanto no conseqüente. Na maioria das aplicações práticas, no
entanto, proposições mais complexas envolvendo mais de uma variável (proposições multivariá-
veis) são utilizadas. As regras nebulosas do tipo “sePa ntãoPc” com proposições multivariáveis,





R : A B
R : A) B
(a) (b)
Figura 3.11: Interpretação para a regra “SeA ntãoB”: (a) conjunçãoft (b) implicaçãofi.
são representadas por declarações nas quais o antecedentePa e o conseqüentePc são dados por
conjunções do tipo:
Pa : X1 éA1 EX2 éA2 E    EXn éAn ;
Pc : Y1 éB1 E Y2 éB2 E    E Ys éBs :
ondeX1; X2;    ; Xn são variáveis lingüísticas do antecedente eY1; Y2;    ; Ys representam as va-
riáveis do conseqüente; eA1; A2;    ; An eB1; B2;    ; Bs são conjuntos nebulosos nos universos
X1;X2;    ;Xn eY1;Y2;    ;Ys, respectivamente.
Proposições do tipo disjuntivas, embora menos comuns, também podem ser utilizadas. Nestes
casos, para regras do tipo “seQa entãoQc”, Qa eQc são dados por:
Qa : X1 éA1 OUX2 éA2 OU    OUXn éAn ;
Qc : Y1 éB1 OU Y2 éB2 OU    OU Ys éBs :
As proposições multivariáveis induzem relações nebulosasPa, Qa emX1 X2    Xn ePc, Qc
emY1 Y2    Ys tais que










ondeAa eAc são normas-t para as relaçõesPa ePc e normas-s para as relaçõesQa eQc, aplicadas
a uma série de conjuntos nebulosos, vistas como operadores de agregação (conjunção) tanto dos
antecedentes quanto dos conseqüentes.
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Alguns sistemas nebulosos aceitam regras com condições irrelevantes (don’t care conditions)
nos antecedentes e/ou nos conseqüentes. Para estas regras, denominadas regras genéricas, nem
todas as variáveis disponíveis são relevantes para a obtenção da saída inferida por aquela regra.
Por exemplo, supondo uma regra do tipo “SePa entãoPc”, e a irrelevância da primeira variável no
antecedente e da última variável do conseqüente, as proposições conjuntivasPa ePc seriam dadas
por:
Pa : X1 é# E X2 éA2 E    E Xn éAn
Pc : Y1 éB1 E Y2 éB2 E    E Ys éBs 1 E Ys é# :
onde os símbolos# indicam a irrelevância das variáveis correspondentes, cujos conjuntos nebu-
losos são representados pela função de pertinência de irrelevância descrita na seção 3.1.1. Deste
modo, proposições envolvendo um grande número de variáveis podem ser substituídas por propo-
sições mais simples, sem a presença das variáveis irrelevantes. Para o exemplo mostrado anterior-
mente, as proposiçõesPa e Pc seriam equivalentes e poderiam ser substituídas pelas proposições
P 0a eP 0c na forma:
P 0a : X2 éA2 E    E Xn éAn ;
P 0c : Y1 éB1 E Y2 éB2 E    E Ys 1 éBs 1 :
3.2.3 Raciocínio Aproximado
Todo método de raciocínio pode ser definido como um processo de inferência que produz conclu-
sões a partir de um conjunto formado por uma ou mais regras e fatos conhecidos.
Na lógica bi-valores tradicional, omodus ponens(MP) é a regra básica de inferência utilizada:
Modus Ponens
(fato): X éA
(regra): seX éA entãoY éB
(conclusão): Y éB :
Como exemplo, considere o fato de que o “tomate é vermelho” e a regra “se o tomate é vermelho
então ele está maduro”. Pode-se então concluir que “o tomate está maduro”.
O raciocínio aproximado envolve a computação com regras imprecisas e mecanismos de in-
ferência específicos. Conforme discutido por Janget al. (1997), no raciocínio humano tem-se o
modus ponensutilizado de maneira aproximada, resultando nomodus ponensgeneralizado:
Modus PonensGeneralizado
(fato): X éA0
(regra): seX éA entãoY éB
(conclusão): Y éB0 :
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Neste caso, tem-se o fato de que “tomate é mais ou menos vermelho”, podendo concluir-se que “o
tomate está mais ou menos maduro”.
QuandoA,A0,B eB0 são conjuntos nebulosos, o método de raciocínio é chamado de raciocínio
nebuloso. Por ser uma forma de raciocínio aproximado e utilizar omodus ponensgeneralizado
para a computação com regras nebulosas, muitas vezes estes termos são utilizados como sinônimos
do raciocínio nebuloso. No entendimento do raciocínio nebuloso, o primeiro passo depende da
definição da semântica da regra nebulosa definida na seção 3.2.2. O passo seguinte determina
como a conclusão será extraída a partir do fato e da regra nebulosa. Este procedimento, chamado
de regra composicional de inferência será discutido na seção a seguir. A regra composicional tem
o modus ponensgeneralizado como caso particular.
3.2.4 Regra Composicional de Inferência
O procedimento conhecido como regra composicional de inferência, ou simplesmente regra da
composição, pode ser visto como uma generalização do processo de se inferir o valorb (ou valores
do intervalo~b) de uma funçãof(:), a partir de um pontox = a (ou intervalox = ~a) qualquer no
universoX. Este mecanismo consiste em se encontrar o pontob = f(a) (ou intervalo~b = f(~a)).
Para isto constrói-se uma reta (ou retas) paralela(s) ao eixoY, a partir do pontox = a (ou intervalo
x = ~a), chamada(s) de extensão cilíndrica. Encontra-se então a interseçãoI da extensão cilíndrica
cil(a) (ou cil(~a)) com a curvaf . A projeção deI no eixoY resulta no pontoy = b (ou intervalo












Figura 3.12: Processo de inferência com a funçãof(x): (a) ponto-a-ponto, (b) intervalo.
Para a formalização da regra composicional de inferência, envolvendo dois conjuntos nebulosos
A0 e B0 e a relação nebulosaR, é necessária a definição dos conceitos de extensão cilíndrica e
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projeção para conjuntos nebulosos.
 extensão cilíndrica: a extensão cilíndrica emX Y de qualquer conjunto nebulosoA em
X é uma relação nebulosa com função de pertinência
cil(A)(x; y) = A(x) ;
 projeção: a projeção no eixoX de uma relação nebulosaR emX  Y é dada por um




A extensão cilíndrica e a projeção têm comportamentos complementares, pois afetam as dimensões
das relações ou conjuntos nebulosos envolvidos de forma diferente. A extensão cilíndrica eleva a
dimensão do argumento expandindo, por exemplo, um conjunto nebuloso para uma relação nebu-
losa, uma relação nebulosa bidimensional para uma relação nebulosa tridimensional, e assim por
diante. A projeção faz o caminho inverso, reduzindo a dimensão do objeto (Pedrycz & Gomide,
1998).
A idéia da extensão cilíndrica é obter objetos compatíveis em termos de dimensão. Por exemplo,
o processo composicional de inferência depende da composição de um conjunto nebulosoA emX
com uma relação nebulosaR emXY. Entretanto, as dimensões deA R são incompatíveis. Para
se obter a compatibilidade necessária, a extensão cilíndrica é utilizada para aumentar a dimensão
do conjuntoA.
Uma vez definida a extensão cilíndrica e projeção no âmbito de conjuntos nebulosos, é possível
se extrair um conjunto nebulosoB0 a partir da composição da extensão cilíndrica cil(A0) com a
relação nebulosaR, ambas definidas emXY. Este procedimento, denominado de regra compo-
sicional de inferência, foi introduzido por Zadeh (1975) e compreende os seguintes passos:
1. Obter a extensão cilíndrica cil(A0);
2. Encontrar a interseçãoI entre a extensão cilíndrica cil(A0) e a relação nebulosaR
3. ProjetarI emY para obterB0.
O conjunto nebulosoB0 é obtido projetando-seI = cil(A0) \ R no eixoY, ou seja,
B0 = projY(I) = projY(cil(A
0) \R) :
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Considerando-se que a interseção pode ser realizada por qualquer norma-t e a projeção é defi-








[A0(x) t R(x; y)] ;
o que resulta numa composição sup-t. Portanto,
B0 = A0 Æ R :
O princípio da extensão é bastante utilizado em teoria da informação (Pedrycz & Gomide, 1998)
e generaliza mapeamentos ponto-a-ponto de funções, para mapeamentos entre conjuntos nebulosos.
Conforme apontado por Janget al. (1997), o princípio da extensão é apenas um caso especial da
regra composicional de inferência, no qual a relação nebulosaR é substituída por uma funçãof(:).
A figura 3.13 ilustra o mapeamento ponto-a-ponto, o princípio da extensão e o mecanismo da regra











Figura 3.13: Processos de Inferência (a) ponto-aponto; (b) princípio da extensão (c) regra compo-
sicional de inferência:B0 = A0 Æ R.
3.2.5 O Processo de Inferência no Raciocínio Aproximado
Utilizando-se a regra composicional de inferência, é possível definir um procedimento para se obter
uma conclusão nebulosaB0 a partir de uma ou mais regras (representadas pela relação nebulosaR)
e de um fatoA0. Para isso é necessária a definição da relaçãoR que representa a base de regras
nebulosas.
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Por simplicidade, supõe-se o raciocínio nebuloso envolvendo apenas duas variáveis lingüísticas
X e Y , definidas nos universosX eY, respectivamente. A extensão para mais variáveis é obtida
de forma direta pela utilização de regras com proposições multivariáveis definidas na seção 3.2.2.
Estes mecanismos de inferência mais complexos serão detalhados na seção 3.3, que traz algoritmos
para a inferência em sistemas nebulosos.
SejamA0 eB0 conjuntos nebulosos emX eY, respectivamente. Supondo-se uma base de regras
representada pela relação nebulosaR definida emX Y, o conjunto nebulosoB0, induzido pelo




(conclusão): Y éB0 = A0 ÆR :
No raciocínio nebuloso,R pode representar uma regra individual ou um conjunto de regras. Para
uma única regraR : A! B, o processo de inferência deB0 a partir do fatoA0 e da regra nebulosa
R, seria dado por
B0 = A0 Æ R = A0 Æ (A! B) :
Supondo-seA,B eA0 conjuntos nebulosos quaisquer emX,Y eX, respectivamente, a figura 3.14
ilustra o processo de inferência, no qual a semântica da regraR é dada por duas funções diferentes
(conjunção e implicação representadas pela região em cinza). No caso específico da conjunção








R : AB (Conjunção)
R : A) B (Implicação)
(a) (b)
Grânulo
Figura 3.14: Representação no plano do raciocínio nebuloso envolvendo uma única regra: (a) Regra
dada pela conjunção nebulosaR : AB, (b) Regra dada pela implicação nebulosaR : A) B.
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A representação no plano, não detalha como foi obtido o formato final do conjunto nebulo-
so inferido. Os formatos da conclusão, assim como todas as etapas do processo de inferência
presentes no raciocínio nebuloso ficam melhor ilustradas numa representação espacial, como mos-
trado na figura 3.15. A figura detalha o mecanismo do raciocínio nebulosoB0 = A0 Æ R através
da regra composicional de inferência. Aqui, supõe-se que a semântica da regra é dada por Lar-
sen, ou seja,R : A ! B = fp(A(x); B(y)) = A(x)B(y). A extensão cilíndrica é apli-
cada a o conjuntoA0 para tornar as suas dimensões compatíveis com a relaçãoR. A interseção
I = cil(A0) \ R, associada à norma-t da composição sup-t, é dada pelo operadormin, isto é,
I(x; y) = min [0A(x; y); R(x; y)]. Por fim, o conjuntoB
0 é obtido pela projeção da interseçãoI
no eixoY.
No caso de mais de uma regra, o raciocínio nebuloso geralmente é realizado sobre um conjunto
dem regras nebulosas na forma:
Rj: SeX éAj entãoY éBj, j = 1;    ; m.
Cada regra individualRj pode induzir uma relação nebulosa diferente. O conjunto de regras,











Aj ! Bj :
O operador de agregaçãoAR é normalmente caracterizado por uma norma-s, mas normas-t e ope-
radores de média também podem ser utilizados. O processo de inferência é ilustrado na figura 3.16.
No caso da semântica de cada regra ser dada por uma conjunção nebulosa, um conjunto de grânulos
forma um grafo nebuloso.
3.3 Sistemas Nebulosos
Os sistemas nebulosos, também conhecidos como sistemas de inferência nebulosa, sistemas ne-
bulosos baseados em regras, ou modelos nebulosos, representam a mais importante ferramenta de
modelagem baseada na teoria dos conjuntos nebulosos. Os sistemas nebulosos têm sido aplicados
com sucesso em diversas áreas, como: controle automático, classificação e reconhecimento de pa-
drões, tomada de decisão, sistemas inteligentes, previsão de séries temporais e robótica (Janget l.,
1997).
Conforme discutido por Lin & Lee (1996), um sistema de inferência nebulosa é um mapeamen-
to ou função de um espaço de alternativas de entrada para um espaço de saída. Segundo Janget al.
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Figura 3.15: Representação no espaço do raciocínio aproximado envolvendo uma única regra: (a)
Conjuntos NebulososA e A0, (b) Conjunto NebulosoB, (c) Regra NebulosaA ! B dada pelo
produto algébrico, (d) Extensão Cilíndrica deA0, (e) Regra Nebulosa e Extensão Cilíndrica, (f)
InterseçãoI e projeção para obtenção da conclusãoB0.







Rj : Aj  Bj (Grânulo)
R: Grafo Nebuloso
Figura 3.16: Representação no plano do raciocínio nebuloso envolvendo uma base de regras que
define um grafo nebuloso.
(1997), a estrutura básica de um sistema nebuloso possui três componentes conceituais: umaba e
de regras, que contém o conjunto de regras nebulosas; umabase de dados, que define as funções
de pertinência usadas nas regras nebulosas; e ummecanismo de raciocínio, que realiza um pro-
cedimento de inferência (raciocínio nebuloso) para obter a saída ou conclusão, baseado nas regras
e fatos conhecidos. Neste trabalho, a maioria dos parâmetros relacionados a estes componentes
conceituais será obtido de forma automática pela abordagem que está sendo proposta.
3.3.1 Métodos de Transformação da Saída
Em muitas situações práticas, é necessário que se aplique uma transformação na saída inferida
pelo sistema nebuloso. Em problemas de controle, por exemplo, existe a necessidade de uma
saída não-nebulosa (crisp). Em modelos que utilizam conseqüentes lingüísticos, como é o caso
dos modelos Mamdani, a obtenção de uma saídacrisp requer um estágio de transformação da
informação nebulosa em informação não-nebulosa (defuzzyfication). Existem diferentes métodos
que implementam esta transformação. Dentre os mais utilizados destacam-se: média dos máximos,
centro de massa e centro de área. SejaC um conjunto nebuloso definido no universoZ, então:
 Média dos Máximos (MoM): Os valores do domínio correspondentes ao máximo da função
de pertinência do conjuntoC são identificados e a média define o valor não-nebuloso;
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 Centro de Massa (CoG): O resultado da transformação deC em um valor não-nebuloso é o








 Centro de Área (CoA): Neste caso,ẑ resulta do balanço entre duas áreas deC determinada







Em alguns modelos, a saída obtida de cada regra é não-nebulosa (crisp) mas, para aumentar a
interpretabilidade do modelo, a aplicação poderia exigir uma informação lingüística no conseqüente
de cada regra. Neste sentido, algumas abordagens têm proposto métodos para a transformação de
informação não-nebulosa (crisp) em informação nebulosa, representada por funções de pertinência
associadas a termos lingüísticos específicos. Para maiores detalhes ver (Espinosa & Vandewalle,
2000; Setneset al., 1998).
3.3.2 Mecanismos de Inferência
Os sistemas nebulosos utilizam uma computação baseada na regra composicional de inferência
descrita na seção 3.2.4 e no raciocínio nebuloso mostrado na seção 3.2.5. De uma forma geral,
tem-se:
(fatoPi): X1 éA1 EX2 éA2 E    EXn éAn
(regraR1): SeX1 éA11 E    EXn éA1n entãoY1 éB11 E    E Ys éB1s
...
(regraRm): SeX1 éAm1 E    EXn éAmn entãoY1 éBm1 E    E Ys éBms
(conclusãoPo): Y1 éB1 E Y2 éB2 E    E Ys éBs :
A forma como a conclusão é extraída a partir do fatoPi e das regras,R1 aRm define diferentes
mecanismos de inferência utilizados por sistemas nebulosos. A seguir, serão mostrados os tipos
mais comuns.
Inferência Composicional
Segundo Pedrycz & Gomide (1998), o esquema de inferência composicional para um sistema ne-
buloso composto porm regras nebulosasRj, j = 1;    ; m, envolve os seguintes passos:
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passo 1Definição dos operadores apropriados. Esta etapa requer a escolha de:
1.1 Operadores de agregação (Aa eAc): norma-t apropriada para representar a conjunção
E nos antecedentes e conseqüentes de cada regra e proposição de entrada;
1.2 Semântica da regra: uma funçãof para definir a semântica de cada regra nebulosaRj,
j = 1;    ; m.;
1.3 uma norma-t apropriada para a composição sup-t;
1.4 um operador de agregaçãoAR para combinar asm regrasR1 aRm.
passo 2Cálculos Iniciais





2.2 Paraj = 1;    ; m computar:




















Rj(x1; x2;    ; xn; y1; y2;    ; ys) = f (Paj(x1; x2;    ; xn); Pcj(y1; y2;    ; ys)) ;
passo 3Computar a relação




(Rj(x1; x2;    ; xn; y1; y2;    ; ys)) :
passo 4Calcular a proposição de saída (inferida)Po como
Po(y1; y2;    ; ys) = sup
xk;k=1;::;n
[Pi(x1; x2;    ; xn) tR(x1; x2;    ; xn; y1; y2;    ; ys)] :
No esquema geral de inferência descrito anteriormente, a regra composicional é aplicada depois
que a relação nebulosa completaR, associada à base de regras, é encontrada. Isto é representado
pela expressão:








De forma alternativa, a regra composicional pode ser aplicada localmente para cada relaçãoRj e






Portanto, os passos 3 e 4 do procedimento anterior seriam modificados para:
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passo 3aparaj = 1;    ; m computar a proposição inferida de cada regra como:
Poj(y1; y2;    ; ys) = sup
xk;k=1;::;n
[Pi(x1; x2;    ; xn) tRj(x1; x2;    ; xn; y1; y2;    ; ys)]
passo 4aCalcular a proposição de saída (inferida)Po como
















(Pi ÆRj), mas em alguns casos especiais a igualdade é
observada. São eles:
 composição sup-t com norma-t contínua ou dada pelomin;
 operador de agregaçãoAR dado pelo máximo
Inferência Escalonada
Um esquema alternativo ao processo de inferência descrito anteriormente é o método conheci-






é desmembrada de forma que cada proposição atômica do fato seja combinada com
a proposição associada no antecedente da regra. O esquema geral para a inferência escalonada é
dado pelos seguintes passos:
Passo 1Matching: para cada regra, computar o nível de similaridade (matching) mk , k = 1;    ; n,
entre cada proposição atômica (associada à variávelk) do antecedente da regra e a proposição
atômica correspondente no fato (ou proposição de entradaPi). A operação dematchingpode
ser relacionada com a composição sup-t. A escolha domincomo norma-t define omatching
como uma medida de possibilidade.
Passo 2Agregação dos Antecedentes: para cada regra, computar o grau de ativaçãoj través da
operação de:





mk ; j = 1    ; m ;
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mk ; j = 1    ; m :
Passo 3Derivação da conclusão individualPoj: para cada regra, computar o valor inferido, basea-
do no resultado da agregação dos antecedentesj na semântica da regra escolhida.
Poj(y) = B
j(y) = f (j; Bj(y)) :
Passo 4Derivação do resultado finalPo: Computar o valor inferido do conjunto completo de regras
através da agregação dos valores inferidos no passo 3:








Como exemplo, suponha o seguinte esquema de raciocínio nebuloso envolvendo regras nebulosas
com duas variáveis lingüísticasX1 eX2 no antecedente e uma variável lingüísticaY no conseqüen-
te,
(fatoPi): X1 éA1 EX2 éA2









(conclusãoPo): Y éB :
A utilização da inferência escalonada na implementação do mecanismo de raciocínio nebuloso
descrito anteriormente depende da fixação de alguns parâmetros. Suponha a composição dada pelo
operadorsup-minque resulta na medida dematchingdada pela possibilidade. Suponha ainda que
os outros operadores associados ao processo de inferência tenham sido definidos (pelo usuário ou
obtidos de forma automática) como:
 agregação de antecedentesAa: normat2 com parâmetropt = 1:5 ;
 semântica das regrasf : f = fp = (produto algébrico)
 a agregação das regrasAR: max.
Então:






























j(y) = fp (j; Bj (y)) = j Bj (y) ;
passo 4Conclusão final









Bj1;    ; Bm1 :
O esquema de inferência escalonada simplifica muito a computação em sistemas de inferência
nebulosa. Por isso, a maioria das aplicações práticas utiliza sistemas nebulosos baseados neste
mecanismo, como será o caso das simulações realizadas, cujos resultados estão no capítulo 5.
3.3.3 Modelos de Sistemas Nebulosos
Existem vários modelos de sistemas nebulosos. Na maioria dos casos, o antecedente é formado por
proposições lingüísticas e a distinção entre os modelos se dá no conseqüente das regras nebulosas.
Entre os modelos mais conhecidos podemos destacar:
 o modelo de Mamdani (Mamdani & Assilian, 1975), que utiliza conjuntos nebulosos também
nos conseqüentes das regras nebulosas. A saída final é representada por um conjunto nebu-
loso resultante da agregação da saída inferida de cada regra. Para se obter uma saída final
não nebulosa adota-se um dos métodos de transformação da saída nebulosa em não-nebulosa
descritos na seção 3.3.1.
 o modelo de Takagi-Sugeno (Takagi & Sugeno, 1983), no qual o conseqüente é representado
por uma função das variáveis de entrada. A saída final é obtida pela média ponderada das saí-
das inferidas de cada regra. Os coeficientes da ponderação são dados pelos graus de ativação
das respectivas regras.
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 o modelo de Tsukamoto (Tsukamoto, 1979), que utiliza funções de pertinência monotônicas
no conseqüente. Assim como no modelo Tagaki-Sugeno, é inferido um valor não-nebuloso
induzido pelo nível de ativação da regra. A saída final é obtida por média ponderada das
saídas inferidas de cada regra.
A seguir, serão detalhados os dois modelos mais comuns: Mamdani e Takagi-Sugeno.
Modelo de Mamdani
O sistema de inferência nebulosa de Mamdani (Mamdani & Assilian, 1975) emergiu como uma
primeira tentativa de se controlar a caldeira de uma máquina a vapor, através de um conjunto de
regras de controle baseadas em variáveis lingüísticas, regras estas obtidas de operadores humanos
especializados (Janget al., 1997).
A característica básica do modelo de Mamdani é o fato de utilizar conjuntos nebulosos nos
conseqüentes das regras nebulosas. As etapas de cálculo dematchinge agregação dos antecedentes
seguem os passos normais da inferência escalonada. A obtenção da conclusão de cada regra depen-
de da semântica escolhida e dos resultados domatchinge agregação dos antecedentes. No modelo
original proposto por Mamdani & Assilian (1975), a semântica é dada pela funçãof = fm = min.
Atualmente, admite-se a utilização de outros operadores, como, por exemplo, o produto algébrico
f = fp. Da agregação das conclusões inferidas de cada regra, resulta um conjunto nebuloso (nor-
malmente não-convexo). Nos casos em que uma saída não-nebulosa é necessária, utiliza-se um dos
método descritos na seção 3.3.1.
Suponha um sistema nebuloso do tipo Mamdani, composto por duas regras nebulosas na forma
Rj : SeX1 éA
j
1 E X2 éA
j
2 entãoY éB
j; j = 1; 2 ;




2 são conjuntos nebulosos nos universosX1 eX2,
respectivamente. A figura 3.17 ilustra o processo de inferência (escalonada) para duas entradas não-
nebulosas (representadas por valores em posições arbitráriasu1 eu2). Neste exemplo, a composição
é do tiposup-min, commatchingdado pela medida de possibilidade, a agregação dos antecedentes
é dada pelomin, a semântica das regras é fixada comof = fm = min e a união das saídas de cada
regra é computada pelo operadormax.
Modelo de Takagi-Sugeno
O modelo Takagi-Sugeno (Takagi & Sugeno, 1983) foi proposto como resultado de um esforço
para se desenvolver, de forma sistemática, uma abordagem para a geração de regras nebulosas a



















































(y) = 2 ^ B2(y)
Figura 3.17: Inferência no modelo Mamdani.
partir de dados de entrada-saída. A base de regras nebulosas típica no modelo Takagi-Sugeno (TS),
é da forma




2 E    EXn éAjn entãoY éyj = gj(wj;x); j = 1::m;
ondem define o tamanho da base de regras,Xk k = 1;    ; n, são variáveis lingüísticas nos
universosXk,A
j
k, k = 1;    ; n, j = 1;    ; m, são conjuntos nebulosos no antecedente das regras
(definidos na base de dados do sistema nebuloso) egj(wj;x) é um polinômio de saída que é função
de dois vetores de parâmetros:
 o vetorwj 2 <Q = [w1j;    ; wQj], representando os parâmetros do conseqüente;
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 o vetorx 2 <n = [x1;    ; xn] das variáveis base de entrada.
A ordem do polinômio define a ordem do modelo. Os mais comuns são modelo TS de ordem
zero (conseqüentes constantes) e modelo TS de1a ordem (conseqüentes lineares). Modelos mais
gerais têm sido propostos, como por exemplo o modelo com conseqüentes não-lineares apresentado
por Delgadoet al. (2000a), que será detalhado no capítulo 4.
A figura 3.18 ilustra o mecanismo de inferência (escalonada) utilizado no modelo TS de1a
ordem com duas regras nebulosas, considerando-se dois valores (u1 eu2) na proposição de entrada,

















































Figura 3.18: Inferência no modelo Takagi-Sugeno.
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Uma vez que cada regra tem saída não-nebulosa, a saída final é obtida pela média pondera-
da dessas saídas e não existe a necessidade da transformação da saída nebulosa em não-nebulosa,
requerida pelo modelo de Mamdani. Conforme discutido por Janget al. (1997), esta simplifica-
ção, embora seja interessante por exemplo em aplicações de controle com tempo real, pode levar a
uma perda do significado lingüístico associado aos sistemas nebulosos. Esta falta de interpretação
lingüística no conseqüente e a ausência de conhecimento para a definição dos parâmetroswj do
conseqüente de cada regra fizeram com que os modelos TS fossem preteridos em uma série de apli-
cações. Nos últimos tempos, a possibilidade de obtenção dos parâmetros dos conseqüentes através
de métodos de otimização tem reavivado o interesse por estes modelos, uma vez que os resultados
obtidos justificam, em muitos aplicações, a perda de interpretabilidade lingüística resultante do uso
de conseqüentes não-lingüísticos.
A abordagem que está sendo proposta neste trabalho permite a escolha de um entre os dois
modelos discutidos anteriormente. Entretanto, a ênfase de toda a etapa de aplicação em problemas
práticos será nos modelos TS, e as razões para isto serão discutidas no capítulo 4, seção 4.4.
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Capítulo 4
Abordagem Co-Evolutiva para o Projeto
Automático de Sistemas Nebulosos
Sistemas nebulosos baseados em regras usam a teoria dos conjuntos nebulosos para descrever o
conhecimento do especialista em vários domínios de aplicação (Pedrycz & Gomide, 1998). En-
tretanto, em muitos casos este conhecimento pode não estar facilmente disponível e a extração de
conhecimento, a partir de bases de dados de dimensão elevada, nem sempre é tarefa fácil para um
operador humano. Estas situações têm motivado o desenvolvimento de técnicas de extração auto-
mática e representação do conhecimento na forma de sistemas nebulosos, conhecidas como projeto
automático de sistemas nebulosos.
No projeto de sistemas nebulosos, um aspecto fundamental é o balanço entre acuidade e inter-
pretabilidade, levando-se em conta a autonomia de projeto. Algumas aplicações requerem sistemas
nebulosos acurados. Para isso, o projetista deve considerar apenas o critério de erro. Contudo, nos
últimos anos, a interpretabilidade do modelo tem recebido atenção especial. Quando a ênfase é a
interpretabilidade, o projeto de sistemas nebulosos baseados em regras lingüísticas gera sistemas
facilmente interpretáveis por um operador humano, embora o desempenho, em termos da acuidade
na resposta, possa estar sujeito a alguma degradação. Ao lado da acuidade e interpretabilidade,
um outro aspecto importante está relacionado à autonomia de projeto. Neste trabalho a autonomia
será avaliada com base no grau de envolvimento do projetista ou usuário junto ao procedimento de
modelagem adotado.
A solução de problemas práticos de alta complexidade, como é o caso do projeto automático
de sistemas nebulosos, requer a construção de sistemas inteligentes, capazes de integrar coerente-
mente técnicas e metodologias originárias de diferentes áreas de pesquisa. As propostas de solução
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para estes problemas devem considerar as vantagens de se utilizarem técnicas distintas de forma
colaborativa, beneficiando-se do caráter complementar das metodologias disponíveis.
Recentemente, vários trabalhos e aplicações combinando a teoria dos conjuntos nebulosos e
computação evolutiva têm sido propostos. Em particular, um grande número de trabalhos explora
o uso de AGs no projeto de sistemas nebulosos. Estas técnicas híbridas conhecidas comogenetic
fuzzy systems(GFS) são, basicamente, sistemas nebulosos acrescidos de processos de aprendiza-
gem baseados em AG (Cordónet al., 2001b; Delgadoet al., 2001b; Herrera & Magdalena, 1998).
GFS têm atraído considerável atenção de pesquisadores das mais diversas áreas, e isto se justifica
pelo fato dos algoritmos genéticos corresponderem a ferramentas poderosas de otimização para o
projeto de sistemas nebulosos, particularmente quando a maior parte das decisões de projeto podem
ser codificadas em uma representação cromossômica.
Entretanto, quando decisões mais complexas devem ser tomadas, a evolução isolada de uma
população de indivíduos, em que a solução completa do problema é codificada em um único indi-
víduo, pode se tornar inadequada. Nestes casos, pode ser mais apropriado co-evoluir os indivíduos
das várias espécies.
A abordagem que será proposta neste capítulo é baseada em co-evolução e implementa dife-
rentes espécies que codificam soluções parciais do problema de projeto de sistemas nebulosos.
Relações de hierarquia e cooperação são estabelecidas entre indivíduos que representam diferentes
parâmetros de um sistema nebuloso. Estes parâmetros são codificados em populações organizadas
em quatro níveis distintos. Um esquema especial de avaliação defitnessé utilizado para se medir o
desempenho de cada indivíduo. Restrições devem ser observadas em todos os níveis hierárquicos
de modo a garantir a ocorrência de indivíduos válidos em termos da interpretabilidade do modelo
obtido.
Este capítulo apresenta a abordagem co-evolutiva para o projeto automático de sistemas ne-
bulosos e está dividido em quatro seções. A seção 4.1 destaca importantes aspectos do projeto
de sistemas nebulosos. Na seção 4.2, algumas abordagens relacionadas ao projeto de sistemas
nebulosos são discutidas, com destaque para aquelas baseadas em evolução, co-evolução e redes
neurais, como o sistema neuro-nebuloso conhecido como ANFIS. A seção 4.3 introduz a proposta
co-evolutiva, enfatizando as relações de hierarquia e cooperação, o esquema de codificação, o al-
goritmo e operadores evolutivos e, ainda, o esquema de avaliação dofitness. A seção 4.4 traz um
exemplo do sistema nebuloso do tipo Takagi-Sugeno com conseqüentes não-lineares, descreve dois
métodos para a otimização dos parâmetros dos conseqüentes e, por fim, propõe um algoritmo de
poda para eliminação do excesso de flexibilidade ou redundância.
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4.1 Projeto Automático de Sistemas Nebulosos
O projeto de sistemas nebulosos baseado em dados de entrada-saída tem atraído o interesse de
diversos pesquisadores (Hoffmann & Nelles, 2000; Jang, 1993; Jin, 2000; Karr, 1991b; Nozaki
et al., 1997). Dentre importantes aspectos a serem observados, três características devem ser cui-
dadosamente analisadas: acuidade, interpretabilidade e a autonomia de projeto. A seguir, estas
características serão discutidas:
 acuidade: O problema da acuidade pode ser crítico quando os modelos são usados, por
exemplo, em sistemas de controle. Neste caso, o valor estimado é realimentado e pequenos
erros podem se propagar, refletindo no comportamento ao longo do tempo (Espinosa & Van-
dewalle, 2000). A acuidade do modelo é usualmente medida por um critério de erro. Em
problemas de aproximação de funções, a medida mais comum é dada pelo erro quadrático






(yp   ŷp)2 ; (4.2)
ondeyp é a saída desejada êyp é a saída estimada pelo sistema nebuloso, para op-ésimo
padrão de entrada,p = 1;    ; N .
 interpretabilidade : um aspecto fundamental no projeto de sistemas nebulosos é a interpre-
tabilidade ou transparência do modelo resultante. Isto significa que o conjunto de regras
deve ser facilmente entendido por um operador humano (Jin, 2000). Entretanto, conforme
ressaltado por Setnest al. (1998), embora muitas abordagens na literatura salientem a im-
portância da interpretabilidade do modelo, na realidade, usam os sistemas nebulosos como
verdadeiras caixas-pretas, para as quais a acuidade é o único objetivo e nenhum critério de
interpretabilidade é considerado. Apesar do grande apelo da interpretabilidade em modelos
nebulosos, não existe nenhuma definição bem estabelecida para este conceito (Jin, 2000).
Aqui, a interpretabilidade será identificada e analisada com base em quatro características
distintas:
– visibilidade: O projeto de sistemas nebulosos pode ser utilizado para obter não só
modelos acurados, mas também bases de regras cujas partições nebulosas apresentem
um alto grau de visibilidade. Na abordagem que está sendo proposta, a visibilidade
está associada a dois parâmetros distintos ( e ), que definem as propriedades de-
completude e-sobreposição definidas a seguir:






Figura 4.1: Análise de interpretabilidade em partições não-uniformes: (a) partição nebulosa inter-
pretável; (b) partição nebulosa não interpretável.
 -completude. Para esta propriedade, também conhecida como propriedade de
cobertura do universo (Espinosa & Vandewalle, 2000), fixa-se um grau mínimo
() de sobreposição entre as funções de pertinência na partição do universo, de
modo a garantir partições sem falhas (Gonzales & Perez, 1998; Jang, 1993). Esta
propriedade garante que a base de regras cobrirá todas as regiões do universo das
variáveis envolvidas.
 -sobreposição. Esta propriedade estabelece um grau máximo () de sobreposição
na partição do universo (Delgadoet al., 2001a), evitando-se assim partições com
funções de pertinência completamente sobrepostas.
Estas condições garantem que, dado um valorx qualquer no intervalo de operação de
uma das variáveis de entrada, é possível se encontrar uma função de pertinênciaA tal
queA(x)  , e no máximo uma função de pertinênciaB, tal queB(x) > . A
figura 4.1 traz uma análise da interpretabilidade, do ponto de vista de visibilidade, para
dois exemplos arbitrários de partições nebulosas. Para partições uniformes do universo,
tem-se = .
– simplicidade: Regras lingüísticas longas, i.e., regras com muitas condições no antece-
dente, não são facilmente compreendidas (Ishibuchiet al., 2001). Conforme discutido
por Delgadoet al. (2001a), a inclusão de condições irrelevantes (don’t care conditi-
ons) (Ishibuchi & Nakashima, 1999), além de simplificar as regras nebulosas, melhora
a capacidade de generalização do sistema resultante. A simplicidade de cada regra é
avaliada por seu comprimento, medido pelo número de variáveis presentes na regra,
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decrescido do número de variáveis irrelevantes.
– compactação: O tamanho da base de regras é inversamente proporcional à interpreta-
bilidade do modelo. O grau de compactação da base de regras é medido pelo número
efetivo de regras que compõem o sistema nebuloso (Ishibuchiet al., 2001).
– consistência: A condição de consistência, definida no contexto de classificação (Gon-
zales & Perez, 1998), é aqui adaptada para eliminar as regras conflitantes na base de
regras. Então, a condição de consistência adotada determina a exclusão de regras com
o mesmo antecedente e conseqüentes diferentes.
 autonomia de projeto: Sistemas automáticos são sistemas com dispositivos de auto-regula-
mentação, formados por leis e estratégias com as quais controlam seu comportamento. Para
ser autônomo, um sistema precisa primeiramente ser automático, mas a autonomia depende
ainda da capacidade de desenvolver suas próprias estratégias de controle (Steels, 1995). Na
abordagem a ser proposta, a autonomia no projeto será avaliada pelo grau com que a meto-
dologia para o desenvolvimento dos sistemas nebulosos independe da intervenção do usuário
ou projetista. Quando muitos parâmetros do modelo devem ser estabelecidos pelo usuário,
forçando-o inclusive a arbitrar certos parâmetros em virtude de não haver informação sufici-
ente que permita deduzir seus valores ótimos, o projeto do sistema nebuloso é considerado
não-automático, e portanto, não-autônomo. Além disso, quando o sistema tem tempo e con-
dições para analisar um grande número de exemplos, ou especular sobre como poderia lidar
com novas situações, como é o caso de sistemas baseados em treinamento, a total autono-
mia do projeto pode ficar comprometida. Neste sentido, abordagens para projetar sistemas
nebulosos com base em padrões de entrada-saída, para as quais a intervenção do usuário é
mínima e nenhuma informaçãoa priori sobre a estrutura final do sistema é fornecida, podem
ser consideradas metodologias semi-autônomas.
4.2 Abordagens Relacionadas
Muitas abordagens têm sido propostas para o projeto de sistemas nebulosos. Entretanto, não existe
uma metodologia definitiva que maximize, ao mesmo tempo, a acuidade e interpretabilidade do
modelo, mantendo a completa autonomia de projeto.
Um dos primeiros trabalhos relevantes na linha de projeto de sistemas nebulosos foi proposto
por Nomuraet al.(1991). Neste artigo, os autores utilizam um mecanismo de auto-ajuste de regras
86 CAPÍTULO 4. ABORDAGEM CO-EVOLUTIVA
nebulosas, baseado no método do gradiente. O método otimiza, simultaneamente, o antecedente
das regras e os parâmetros dos conseqüentes de sistemas nebulosos do tipo Takagi-Sugeno (TS).
Funções de pertinência triangulares e conseqüentes constantes são ajustados de forma automática,
e o produto algébrico é fixado como o operador de agregação dos antecedentes (Aa d finido no
capítulo 3, seção 3.2.2) das regras nebulosas.
Muitas abordagens neuro-nebulosas propostas na literatura (Jang, 1993; Lin & Lee, 1996) tam-
bém utilizam o método do gradiente para otimizar alguns parâmetros dos sistemas nebulosos. En-
tretanto, na maioria dos casos, parâmetros críticos do projeto devem ser fornecidos pelo usuário.
E mais, o uso de técnicas de otimização sem nenhuma restrição associada à configuração final do
sistema pode, em alguns casos, resultar em partições nebulosas com funções de pertinência com-
pletamente sobrepostas ou regiões com ausência de sobreposição. Isto acaba por comprometer a
consistência e a interpretabilidade da base de regras, dificultando a compreensão do modelo.
Uma proposta neuro-nebulosa bastante difundida na literatura é o ANFIS -Adaptative Neuro
Fuzzy Inference System(Jang, 1993), que utiliza um algoritmo de aprendizagem híbrido para esti-
mar os parâmetros de sistemas nebulosos TS. Jang (1993) propõe um modelo nebuloso organizado
numa arquitetura do tipo rede neural, no qual técnicas de otimização são usadas para ajustar os
parâmetros do antecedente e do conseqüente. O modelo ANFIS ajusta, através do algoritmoback-
propagation, os parâmetros (formato e localização) das funções de pertinência, as quais serão de
um tipo único (todas triangulares, todas Gaussianas, etc), dependendo da escolha do usuário. O
método dos quadrados mínimos recursivo é usado para se encontrarem os coeficientes das funções
lineares, que formam o conseqüente das regras nebulosas.
O ANFIS é considerado uma referência na área de projeto de sistemas nebulosos. Entretanto,
este sistema apresenta algumas desvantagens. Como apontado por Rizziet al. (1999), o uso do
ANFIS é restringido pela quantidade de parâmetros a serem definidos como: o tipo das funções
de pertinência, a granularidade dos universos, que, por sua vez, fixa o total de regras nebulosas
e, por fim, o operador de agregação dos antecedentes (Aa). Todos estes parâmetros dependem da
intervenção do usuário e nenhuma informação é fornecida indicando qual a melhor escolha para
determinada aplicação. Como alternativa, Rizziet al. (1999) propõem um modelo de aprendizado
baseado em agrupamento (clustering) para se extrair um conjunto de regras nebulosas de modelos
TS. A proposta utiliza a mesma estrutura do ANFIS, mas o aprendizado é automático, eliminando-
se assim a necessidade de intervenção do usuário na definição de parâmetros críticos. Uma outra
desvantagem do ANFIS está relacionada à interpretabilidade do modelo. No processo de ajuste
adotado pelo ANFIS, por exemplo, a otimização irrestrita pode dificultar a obtenção de partições
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nebulosas que atendam o critério de-completude, e-sobreposição, para qualquer > 0 e < 1.
Por fim, conforme discutido por Chen & Liou (1999), o problema dos mínimos locais, resultante do
uso do método de otimização baseado no gradiente, também adotado pelo ANFIS, pode prejudicar
o aprendizado. Chen & Liou (1999) apresentam uma proposta para aumentar a velocidade de
convergência do ANFIS, mas o grau de intervenção do usuário permanece o mesmo do modelo
original proposto por Jang (1993).
Inúmeras abordagens apresentadas na literatura empregam algoritmos genéticos para a obten-
ção de diversos parâmetros de sistemas nebulosos e são conhecidas comoGenetic Fuzzy System
(GFS). Dentre as primeiras propostas na linha de GFS, lançadas no início dos anos 90, destacam-se
os trabalhos de Karr (1991b) e Thrift (1991). Uma parte das propostas de GFS ajusta apenas um
subconjunto dos parâmetros, evoluindo somente parâmetros das funções de pertinência ou apenas
a estrutura das regras. Por exemplo, Thrift (1991) utilizou um AG para selecionar conjuntos nebu-
losos na parte do conseqüente das regras nebulosas. O formato das funções de pertinência é fixo e
a evolução define apenas quais regras farão parte do modelo.
Outras propostas baseadas em AG tentam ajustar tanto os parâmetros do antecedente quanto as
regras nebulosas, resultando em abordagens com maior grau de autonomia (Delgadoet al., 2001a;
Homaifar & McCormick, 1995; Karr, 1991a; Siarry & Guely, 1998). Em Karr (1991a), funções
de pertinência e regras são determinadas por evolução através de um AG com codificação biná-
ria. Primeiramente, a mutação e o crossover são aplicados para se determinar o número de regras
nebulosas, com o formato de cada função de pertinência mantido fixo. Somente num segundo es-
tágio os parâmetros da funções são ajustados pelo AG. Em uma proposta alternativa, Homaifar &
McCormick (1995) usaram cromossomos codificados por valores inteiros. Após a decodificação,
estes cromossomos definem valores lingüísticos das variáveis de entrada e funções de pertinência
associadas. Para as variáveis de saída, as funções de pertinência são fixas. O grau de sobreposição
entre os conjuntos é variável, mas um limite mínimo é obedecido. Como nenhum limite máximo é
imposto, partições com funções completamente sobrepostas podem emergir do processo evolutivo.
Em outro exemplo de GFS, Siarry & Guely (1998) utilizaram um AG para ajustar os parâmetros
dos sistemas nebulosos em que todas as funções de pertinência são do tipo triangular (com parâ-
metros ajustáveis) e os conseqüentes TS são constantes. Com o objetivo de aumentar a autonomia
de projeto, Delgadoet al. (2001a) propuseram o uso de modularidade e hierarquia associada a al-
goritmos genéticos para ajustar uma série de parâmetros de modelos TS, conhecida como sistemas
nebulosos genéticos hierárquicos (HGFS). Na abordagem HGFS, o método de otimização global
(a ser descrito na seção 4.4.2) é utilizado para o ajuste dos conseqüentes.
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Na maioria das propostas citadas anteriormente, a acuidade é o principal objetivo no projeto
dos sistemas nebulosos. Entretanto, em muitas abordagens apresentadas atualmente, a interpre-
tabilidade do modelo tem recebido atenção especial (Espinosa & Vandewalle, 2000; Ishibuchi &
Nakashima, 1999; Jin, 2000; Setneset al., 1998; Yenet al., 1998). Um discussão bem interessante
sobre o compromisso entre acuidade e interpretabilidade é apresentada em (Espinosa & Vandewal-
le, 2000). Espinosa & Vandewalle (2000) apresentaram um paradigma para extrair regras nebulosas
com integridade lingüística. O algoritmo é baseado numa abordagem de duas etapas: num primeiro
passo, utilizam-se técnicas de agrupamento e projeção para se encontrarem boas posições iniciais
para os conjuntos nebulosos nos domínios de entrada; num segundo passo, a complexidade do
modelo é reduzida utilizando-se o conceito de integridade semântica. Valores reais na parte do
conseqüente, obtidos pelo método dos quadrados mínimos, são posteriormente transformados em
termos lingüísticos. Ishibuchi & Nakashima (1999) apresentaram uma abordagem baseada em AG
para extrair um conjunto reduzido de regras nebulosas do modelo Mamdani, com claro significado
lingüístico. Em outro exemplo cujo enfoque é a interpretabilidade, Jin (2000) propôs uma aborda-
gem eficiente para o projeto de sistemas nebulosos em espaços de dimensões elevadas. A estrutura
e os parâmetros dos sistema nebulosos são otimizados utilizando-se AG e um método baseado no
gradiente. O sistema nebuloso resultante é interpretável, relativamente simples e as dependências
entre as variáveis de entrada e saída são claramente descritas por funções de conseqüentes constan-
tes. Setneset al. (1998) discutiram a importância do compromisso entre acuidade e transparência
para que um sistema nebuloso se distancie de uma caixa-preta. Nesta abordagem, um processo
de agrupamento no espaço de entradas gera a estrutura das regras nebulosas. Os parâmetros dos
conseqüentes TS, expressos porsingletons, são transformados em termos lingüísticos, aumentando
a compreensão do modelo.
Como um exemplo de modularidade baseada na idéia de soluções parciais evoluindo em dife-
rentes populações, Heider & Drabe (1997) propuseram um AG em cascata, cuja execução é dividida
em dois laços: um laço (ou cascata) interno e outro externo que, juntos, determinam e ajustam os
parâmetros e a estrutura dos sistemas nebulosos. Os laços utilizam AG para evoluir as funções de
pertinência em um nível e a base de regras no outro. Para Heider & Drabe (1997), a implementação
de duas populações diferentes, codificadas em dois níveis distintos, produz considerável melhora
no desempenho dos sistemas nebulosos, quando comparados com sistemas produzidos por técnicas
convencionais de AGs.
O uso de co-evolução para a solução de problemas complexos tem surgido como alternativa
às técnicas evolutivas tradicionais. Neste sentido, dois importantes trabalhos a serem citados são
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as abordagens propostas por Moriarty & Miikkulainen (1997, 1998) e Potter & De Jong (2000),
apresentadas na seção 2.4. Moriarty & Miikkulainen (1997) empregaram uma evolução simbiótica
para a construção de redes neurais artificiais e Moriarty & Miikkulainen (1998) utilizaram a hierar-
quia para a obtenção dos modelos das redes neurais. O modelo cooperativo proposto por Potter &
De Jong (2000) utiliza a co-evolução para solucionar diferentes problemas, incluindo o conhecido
problema de classificação das espirais concêntricas, que será tratado no capítulo 5.
A tabela 4.1 resume as características de algumas das abordagens para o projeto automático de
sistemas nebulosos discutidas anteriormente. A tabela apresenta as características de cada aborda-
gem da seguinte forma:
 Método: especifica a técnica (evolução (evol), gradiente (grad), outros) que a abordagem
utiliza para obter os sistemas nebulosos, mostrando ainda qual o algoritmo evolutivo utilizado
(algoritmos genéticos (AG), programação genética (PG), etc);
 Modelo: especifica o modelo de sistema nebuloso obtido pela abordagem: Mamdani ou TS;
 Codificação (Cod): especifica o tipo de codificação utilizada nos processos evolutivos: bi-
nária, inteira, real ou mista;
 Enfoque: mostra o enfoque do trabalho em relação à acuidade (acuid) e interpretabilida-
de (interp) do modelo obtido;
 Agregação dos Antecedentes (Aa): especifica a forma de obtenção do operador de agrega-
ção dos antecedentes: usuário (user), automática (autom) ou fixada pela abordagem (fixa);
 Base de Regras (BR): especifica a forma como é obtida a base de regras do sistema nebuloso:
automática (autom) ou fixada pela abordagem (fixa), como é o caso das abordagens que
trabalham com todas as regras, sem a possibilidade de exclusão;
 Funções de Pertinência (FP): especifica a forma de obtenção das funções de pertinência:
automática (autom) ou fixada pela abordagem (fixa); e o formato que as funções podem
assumir: triangular (trg), trapezoidal (trp) ou Gaussiana (gauss);
 Conseqüentes TS (Conseq): especifica o tipo de função utilizada no conseqüente das regras
para os modelos TS: não-linear (nl), linear (lin) ou constante (ct);
 Método de Otimização do Conseqüente TS (Otim): o método utilizado para se estimarem
os parâmetros da função no conseqüente TS: global, local, gradiente (grad), evolução (evol)
ou por uma heurística própria (heur);
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4.3 Sistema Nebuloso Co-Evolutivo: Uma Proposta Baseada
em Hierarquia e Cooperação
A abordagem proposta neste capítulo se baseia no esquema de evolução hierárquica sugerido por
Delgadoet al. (2001a). A inspiração do processo co-evolutivo adotada aqui vem do paradigma
baseado em hierarquia idealizado por Moriarty & Miikkulainen (1998) e do modelo de co-evolução
cooperativa apresentado por Potter & De Jong (2000). Populações de diferentes níveis hierárquicos
são interpretadas como espécies distintas ou módulos distintos, que codificam soluções parciais do
problema de projeto de sistemas nebulosos. A estrutura hierárquica pode ser implementada de
modo que indivíduos em diferentes módulos mantenham uma relação cooperativa e ofitnessde um
indivíduo dependa dofitnessde indivíduos pertencentes a outros módulos. Por meio destas relações
cooperativas envolvendo indivíduos de diferentes espécies, os parâmetros dos sistemas nebulosos
são evoluídos.
4.3.1 A Abordagem Co-evolutiva
A abordagem co-evolutiva supõe populações distintas, organizadas de forma hierárquica em mó-
dulos evolutivos. Indivíduos de diferentes populações, representando quatro espécies distintas,
codificam diferentes parâmetros dos sistemas nebulosos. O esquema básico da co-evolução é mos-
trado na figura 4.2. Em princípio, qualquer algoritmo evolutivo apropriado pode ser usado, mas
aqui os algoritmos genéticos serão enfatizados.
A estrutura modular, hierárquica e cooperativa que está sendo proposta considera:
 uma população de partições nebulosas no primeiro nível;
 uma população de regras individuais no segundo nível;
 uma população de bases de regras no terceiro nível;
 uma população de sistemas nebulosos no quarto e último nível.
Indivíduos dos níveis superiores são construídos a partir de indivíduos de níveis inferiores. Isto
implica que indivíduos de um nível cooperam por meio de relações de interdependência na instan-


























Tabela 4.1: Comparação das abordagens para o projeto automático de sistemas nebulosos
Abordagem Método Modelo Codificação EnfoqueAa BR FP Conseq Otim
Delgadoet al. (2000a) evol(AG) TS mista acuid autom autom autom nl global
Espinosa & Vandewalle (2000) outros TS - interp user autom autom(trg) ct global
Heider & Drabe (1997) evol modular(AG) Mamdani binária acuid fixa autom autom(trp) - -
Hoffmann & Nelles (2000) evol(PG) TS mista(PG) acuid user autom autom(gauss) lin local
Homaifar & McCormick (1995) evol(AG) Mamdani inteira acuid fixa autom autom(trg) - -
Ishibuchi & Nakashima (1999) evol(AG) Mamdani binária interp fixa(*)a autom fixa(trg) - -
Jang (1993) grad TS - acuid user fixa autom lin global
Jin (2000) outros TS - interp fixa(*) autom autom(gauss) ct grad
Karr (1991a) evol(AG) Mamdani binária acuid fixa autom autom - -
Nomuraet al. (1991) outros TS - acuid fixa(*) fixa autom(trg) ct heur
Setneset al. (1998) outros TS - interp fixa(*) autom autom(gauss) lin global
Shi et al. (1999) grad TS mista acuid fixa(*) fixa autom ct grad
Siarry & Guely (1998) evol(AG) TS binária acuid fixa(*) autom autom(trg) ct evol
Thrift (1991) evol(AG) Mamdani inteira acuid user autom fixa(trg) - -
aproduto algébrico





























Figura 4.2: O modelo co-evolutivo para evoluir os sistemas nebulosos.
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4.3.2 Hierarquia e Cooperação
Um esquema de cooperação emerge das relações de interdependência entre indivíduos de diferen-
tes espécies ou módulos evolutivos. Os indivíduos das partições nebulosas (nível I) representam as
funções de pertinência nas granularizações dos universos das variáveis envolvidas. Estes indivídu-
os são codificados em cromossomos com alelos inteiros e reais (codificação mista). Cada membro
da população de regras individuais (nível II) representa uma regra nebulosa codificada por cromos-
somos com alelos que assumem valores inteiros. Esta população aceita diferentes combinações das
funções de pertinência identificadas por seus índices, i.e., a ordem na partição nebulosa. Valores
nulos são possíveis e codificam a irrelevância da variável na respectiva regra. Neste caso, estes in-
divíduos representam regras genéricas (ver capítulo 3, seção 3.2.2). A população de base de regras
(nível III) tem indivíduos formados por índices que identificam as regras individuais correspon-
dentes. O comprimento do cromossomo é fixo e determina o número máximo de regras nebulosas.
Cada indivíduo do nível IV (codificação mista) representa um sistema nebuloso. A figura 4.3 ilustra
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Figura 4.3: Esquema de codificação dos sistemas nebulosos no nível IV.
Neste nível, o código de cada cromossomo associa uma base de regras (alelo nolocus8) e uma
partição nebulosa (alelo nol cus9), a um conjunto de operadores para definir a semântica da regra
e operações específicas do processo de inferência (alelos nosloci 1 a 7). Inicialmente, trabalhou-se
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com uma única partição nebulosa no nível I tornando desnecessário o alelo nolocus9. Entretanto,
testes realizados com uma população de partições nebulosas trouxeram melhores resultados e a
informação sobre qual das partições deveria ser utilizada passou a ser necessária. Para modelos TS,
os alelos localizados nosloci 4 a 7, cujo propósito é o tratamento de outras classes de modelos de
sistemas nebulosos, não são considerados. Para os modelos Mamdani, por exemplo, os alelos nos
loci 4 e 5 identificam os operadores de semântica das regras (norma e parâmetro associado), o alelo
no locus6 representa o operador de agregação das regrasAR (definido no capítulo 3, seção 3.2.2),
e o alelo nolocus7 define o método de transformação da saída nebulosa em não-nebulosa (definido
no capítulo 3, seção 3.3.1). Para todos os modelos, a agregação do antecedente (Aa) é dada pelos
alelos nosloci 2 e 3 (norma-t e parâmetropt associado).
A figura 4.4(a) traz uma visão geral destas relações e a figura 4.4(b) mostra os detalhes da
hierarquia e cooperação que guiam o processo co-evolutivo. No exemplo da figura 4.4, oi-ésim
sistema nebuloso mostrado no nível IV utiliza a30a base de regras do nível III e o4o indivíduo da
população de partições nebulosas do nível I.
Portanto, na composição doi-ésimo sistema nebuloso, cada regra individual da30a base de
regras agrega as proposições de entrada nos antecedentes das regras nebulosas através dat-norma
t5, apresentada na seção 3.1.3. Neste caso particular, a15a regra na população de regras individuais
seria dada por:
Se (X1 é “2”) t5 (X2 é “1”) entãoY ég(:), para modelos TS;
e
Se (X1 é “2”) t5 (X2 é “1”) entãoY é “5”, para modelos Mamdani,
ondeg(:) representa uma função não-linear a ser detalhada na seção 4.4 e os termos lingüísticos
indexados por “2” e “1” e eventualmente “5” para os modelos Mamdani são, neste caso, definidos
no 4o indivíduo do nível I. Os detalhes da codificação no nível I serão apresentados na seção a
seguir.
As relações de interdependência, mostradas na figura 4.4 e discutidas anteriormente, imprimem
à abordagem proposta uma complexidade adicional, que não permite classificá-la nem comoPitts-
burgh nem comoMichigan (ver capítulo 2, seção 2.2.2). Neste sentido, a abordagem pode ser
classificada como uma abordagem mista entre as abordagensPittsburghe Michigan, já que nos
níveis I, II e IV, um único indivíduo de cada população é utilizado na composição da solução e no
nível III, um conjunto de indivíduos compõe a solução do problema.
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UniversoX1 do4o indivíduo no nível I
1o termo lingüístico 2o termo lingüístico
Figura 4.4: Hierarquia e cooperação entre: (a) espécies; (b) indivíduos de espécies diferentes.
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Esquema de Codificação das Funções de Pertinência
O esquema de codificação adotado no nível I (partições nebulosas) se baseia no conceito de posi-
ções relativas e é análogo ao esquema de codificação de funções de pertinência triangulares descri-
tos em Lee & Takagi (1993). Uma vez que o cromossomo é definido, um processo de decodificação
é necessário para se gerar o fenótipo da função de pertinência (Delgadot al., 2001a).
A escolha deste tipo de codificação se baseia em dois argumentos principais:
 uniformidade: três tipos de funções de pertinência são possíveis (trapezoidal, triangular e
Gaussianas) e cada tipo necessita de um total de parâmetros diferentes (conforme visto no
capítulo 3, seção 3.1.1). Portanto, optou-se por um esquema uniforme de codificação baseado
em 5 alelos que, associado a um processo de decodificação, possibilitou a implementação
destes três tipos.
 relatividade: com o objetivo de reduzir o total de indivíduos inválidos resultantes da operação
de crossover, optou-se pelo esquema de codificação relativo que será descrito a seguir.
A figura 4.5 traz os detalhes da relação entre genótipo e fenótipo, que ocorre no nível I.
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Figura 4.5: Esquema de Codificação das Funções de Pertinência Trapezoidal e Triangular.
As funções de pertinência (FP) são representadas por uma seqüência de cinco alelos
fSk; Lk; C1k; C2k; Rkg ;
ondek identifica a posição da função no universo associado. As FP podem assumir três tipos
diferentes: (1) trapezoidal, (2) triangular, e (3) Gaussiana. O tipo da função é definido pelo alelo
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(Sk), localizado nolocus1 da seqüência de cinco alelos. Valores nulos no primeirolocus(Sk = 0)
identificam as funções de irrelevância (definidas no capítulo 3, seção 3.1.1). Com exceção do alelo
que representa o tipo da função (que assume valores inteiros), cada alelo da seqüência de 5 assume
valores reais que são relativos a uma posição de referência que ocorre nolocus3 (C1k) e mede
a distância da função de pertinênciak para a função de pertinênciak   1 (no caso dek = 1 a
distância é medida em relação ao limite esquerdo do universo). Logo, a posição absoluta de um
termo específico no universo depende da posição do termo imediatamente anterior. Para ak-ésima
função de pertinência, os seus valores absolutos seriam dados por:m1k = m2k 1 + C1k; m2k =
m1k + C2k; b1k = m1k   Lk; b2k = m2k + Rk. Para a obtenção do fenótipo das funções do tipo
trapezoidal, os alelos nosloci 2 a 5 são convertidos em seus valores absolutosfb1k; m1k; m2k; b2kg
que definem os parâmetrosfa;m; n; bg destas funções (ver capítulo 3, seção 3.1.1). No caso de
funções triangulares, após a determinação dos valores absolutos, o centromk é encontrado pela
média entrem1k em2k. Para funções Gaussianas, o valor modal é calculado da mesma forma que
o centro das funções triangulares, mas uma modificação é necessária para o cálculo da dispersão:
a dispersão é definida comok = Disp
max
k =3, onde o valor de Disp
max
k , que identifica a dispersão
máxima, é dado por Dispmaxk = (Lk+Rk)=2. Portanto, os limites práticos das funções de pertinência
do tipo Gaussiana não excederão3k. A figura 4.6 ilustra o esquema de codificação adotado.
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Figura 4.6: Esquema de Codificação da Função de Pertinência Gaussiana.
4.3.3 Algoritmo Genético Proposto
As espécies co-evoluem através de aplicações repetidas dos operadores evolutivos, conforme ilus-
trado pelo diagrama da figura 4.7.
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Geração = 1
Inicializar Populações
Sistemas Nebulosos (Nível IV)
Base de regras (Nível III)
Regras Individuais (Nível II)
Partições Nebulosas (Nível I) Etapas
aleatórias e
determinísticas
Para Modelos Takagi-Sugeno (vide seção 4.4)
Otimizar os conseqüentes de cada indivíduo na população do nível IV
Calcular o Fitness (vide seção 4.3.5)
de cada indivíduo da população de sistemas nebulosos (nível IV)
de cada indivíduo da população de base de regras (nível III)
de cada indivíduo da população de regras individuais (nível II)














Nível IV Nível IV
Nível I Nível I
Geração = Geração + 1
Figura 4.7: Algoritmo genético utilizado no processo co-evolutivo.
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A etapa de inicialização compreende a geração de populações determinísticas ou aleatórias,
dependendo do nível:
 Nível I: as partições nebulosas (PN) são representadas por cromossomos com codificação
real que são inicializados de forma a gerar partições uniformes dos universos associados.
Esta condição de uniformidade é alcançada atribuindo-se os mesmos valores para os alelos
Sk, Lk, Rk eC2k e escolhendo os valores deC1k mais adequados para distribuir de manei-
ra eqüidistante, todos os termos definidos pela granularidade máximaGl em cada universo
associado à variávelxl.
 Nível II: as regras nebulosas individuais (RI) são representadas por cromossomos com codi-
ficação inteira, que são gerados de forma aleatória. No caso da possibilidade de regras gené-
ricas, as condições irrelevantes, codificadas por valores nulos, são introduzidas para produzir
regras com comprimento reduzido, i.e., regras simplificadas (com menos termos lingüísticos
no antecedente). A única restrição imposta é a de que todos os termos lingüísticos associados
a cada variável devem estar presentes na população de regras individuais.
 Nível III: as bases de regras (BR) são representadas por cromossomos de tamanho fixo, com
codificação inteira e são inicializados de forma a garantir a presença de todas as funções de
pertinência na respectiva BR. Esta condição é alcançada através da análise de quais regras
individuais devem ser incluídas para completar os índices dos termos lingüísticos que estão
faltando. Exclusões de regras ocorrem atribuindo-se valores nulos aos alelos corresponden-
tes.
 Nível IV: os sistemas nebulosos (SN) são representados por cromossomo com codificação
mista e são inicializados com valores aleatórios, respeitando o tipo de valores que cada alelo
pode assumir (a única exceção à geração aleatória é o parâmetrospt). No caso de sistemas
nebulosos do tipo TS, somente os alelos nosloci 2,3,8 e 9 são considerados. Alelos inteiros
no locus2 são gerados, de modo a cobrir todas as possíveist-normas descritas na seção 3.1.3,
que representam os operadores de agregação do antecedente das regras nebulosasAa. Alelo
no locus3 são inicializados com o valorpt = 2:0. Este valor foi escolhido arbitrariamente,
mas testes com outros valores indicaram que a inicialização deste parâmetro afeta pouco o
resultado final. Alelos nosloci 8 e 9 são inicializados aleatoriamente e definem que base de
regras e partição nebulosa serão utilizada no respectivo sistema nebuloso.
As restrições impostas pela geração determinística na etapa de inicialização garantem, além
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de partições uniformes nos universos das variáveis envolvidas, a presença de cada um dos termos
lingüísticos possíveis em pelo menos uma das regras que compõem os sistemas nebulosos no ní-
vel IV.
Após a inicialização das populações em todos os níveis, o próximo passo envolve a otimização
dos parâmetros dos conseqüentes, em cada um dos sistema nebulosos do nível IV. Este procedi-
mento, que será detalhado na seção 4.4, só é executado no caso de modelos TS. Quando o processo
evolutivo utiliza os modelos Mamdani, este passo é desconsiderado, pois os conseqüentes são re-
presentados por conjuntos nebulosos codificados no nível I e ajustados pelos operadores evolutivos.
O passo seguinte, que compreende o cálculo do fitness, tem início com a avaliação de desempe-
nho de cada sistema nebuloso, no domínio da aplicação a ser considerada. Os detalhes do cálculo
de fitness serão apresentados na seção 4.3.5.
No último passo, a condição de parada (número máximo de gerações ou critério de erro) é
testada. Caso esta condição não seja atendida, aplicam-se os operadores evolutivos. A seqüência
de aplicação dos operadores evolutivos é do topo para a base, ou seja, seleção, crossover e mutação
são primeiramente aplicados a todos os indivíduos do nível IV, para então serem aplicados aos
indivíduos dos níveis hierarquicamente inferiores. Outras seqüências foram testadas (base para
o topo, escolha aleatória a cada geração, etc.) mas os melhores resultados foram obtidos com a
seqüência do topo para a base, embora não se tenha detectado uma razão específica para justificar
este fato.
4.3.4 Operadores Evolutivos
A seleção é o primeiro operador evolutivo empregado e utiliza a técnica do torneio para selecionar
80% dos indivíduos. Nesta técnica, escolhe-se uma porcentagem de cromossomos (10%), seleci-
onados aleatoriamente para participar em cada torneio e o melhor indivíduo (aquele com o maior
valor defitness) vence. O restante dos indivíduos da população (20%) é escolhido pelo método
de seleção por diversidade. Aqui, o critério de diversidade focaliza a escolha nos cromossomos
“mais diferentes”, quando comparados com o melhor indivíduo. A medida de diversidade é dada
pela distância Euclidiana, para cromossomos com valores reais, e distância de Hamming, para cro-
mossomos com codificação inteira. O processo de seleção é combinado com o elitismo, no qual o
cromossomo com maiorfitnesssempre sobrevive para compor a próxima geração.
O segundo operador evolutivo é o operador genético de crossover. Os pares de crossover são
escolhidos com base nofitness(os melhores indivíduos têm maior chance de serem escolhidos).
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Em geral, aplica-se o crossover simples, com o ponto de crossover escolhido de forma aleatória,
mas outros operadores de crossover podem ser usados. O crossover uniforme também foi testado
mas, na maioria dos casos, o desempenho com crossover simples foi superior.
A mutação, o último operador evolutivo, é aplicada aos cromossomos com codificação real,
inteira ou mista. Para cromossomos com codificação inteira, o novo valor é escolhido dentro de
um conjunto de valores possíveis. Para a codificação em valores reais, a mutação uniforme ou
não uniforme (ver seção 2.3.3) é aplicada. As seções anteriores evidenciaram o fato de que os
cromossomos, em alguns níveis, contêm alelos que assumem valores inteiros e outros alelos que
assumem valores reais. Obviamente, o tipo de mutação vai depender do tipo de valor assumido
pelo alelo escolhido. A abordagem co-evolutiva proposta na forma de módulos (ou populações)
distribuídos de forma hierárquica permite a implementação de um processo mais elaborado na
escolha do ponto de mutação: a escolha baseada nofitness. Neste trabalho a definição de qual
ponto será modificado por mutação poderá ser feita de duas maneiras:
 escolha aleatória do ponto de mutação (EAlpmut): todos os pontos de todos os indivíduos têm
a mesma probabilidade de serem escolhidos;
 escolha do ponto de mutação baseada nofit ess(EFipmut): a codificação hierárquica permite
que, em algumas espécies, os alelos possam ser escolhidos com base nofitness( s piores têm
maior chance de serem alterados), já que estes alelos representam indivíduos em populações
hierarquicamente inferiores e possuem medidas de desempenho (fit ess) associadas. Por
exemplo, considere a população de base de regras (nível III). Neste caso, todos os alelos de
um indivíduo que representa a base de regras selecionada para sofrer mutação representam
regras individuais no nível II que possuem medidas de desempenho associadas.
A decisão sobre qual a forma de escolha do ponto de mutação é feita a cada geração e de
maneira aleatória:
Escolha do ponto de mutação(t)
8<
: EAlpmut serp  0:5 ;EFipmut serp > 0:5 ;
ondet define a geração atual erp é um número aleatório no intervalo[0; 1]. Desta forma, o processo
evolutivo pode privilegiar uma busca mais direcionada em algumas gerações e manter o caráter
aleatório da mutação em outras.
Conforme visto anteriormente, os alelos do nível I (partições nebulosas), representam valores
relativos. Esta flexibilidade na codificação permite que qualquer ponto do cromossomo possa ser
102 CAPÍTULO 4. ABORDAGEM CO-EVOLUTIVA
escolhido no processo de crossover e mutação. A mutação para valores reais, utilizada no nível I,
altera o formato e a localização (suporte) das funções de pertinência, mas restrições são impostas
para garantir a geração de indivíduos válidos. Neste nível, as duas condições de visibilidade,-
completude e-sobreposição, devem ser sempre observadas de modo a gerar partições nebulosas
interpretáveis. Estas propriedades, que determinam graus de sobreposição mínimo () e máxi-
mo () entre as funções de pertinência no universo de cada variável de entrada, são garantidas pela
restrição no domínioDk = [lk; uk] associado a cada alelo nolocusk (ver capítulo 2, seção 2.3.3).
Para o crossover, se as condições de visibilidade forem violadas, um procedimento de reparação
é utilizado para realocar as funções de pertinência para o limite mais próximo das posições vá-
lidas. Esta reparação é feito no fenótipo com conseqüência para o genótipo de cada indivíduo
alterado. Os algoritmos de reparação representam uma grande vantagem das técnicas evolutivas
no ajuste das funções de pertinência, quando comparadas com técnicas de otimização clássicas.
Usualmente, problemas de otimização restrita vão sempre requerer procedimentos de solução mais
elaborados (Bäcket al., 2000a,b).
No segundo nível (regras individuais), crossover e mutação são aplicados de modo a obter
diferentes combinações dos termos lingüísticos. A mutação, aplicada aos cromossomos de valores
inteiros, altera o valor atualvtk para um novo valor escolhido no alfabeto Alfk = f0; 1; :::; Gkg vtk,
ondeGk identifica o número máximo de termos lingüísticos (granularidade máxima) para ak-ésima
variável de entrada, e o valor nulo codifica a irrelevância dessa variável para a respectiva regra. É
importante salientar que, além de possibilitar o surgimento de regras mais simples, as condições
irrelevantes imprimem uma outra característica à abordagem que está sendo proposta: a seleção de
variáveis ou atributos (Hall, 1998). Isto porque, se numa determinada geraçãot, k-ésima variável
é irrelevante em todas as regras individuaisRj que compõem uma determinada base de regrasb,
esta variável é considerada irrelevante na aplicação, para todos os sistemas nebulosos que utilizam
a base de regrasb. Isto ocorre quandovtjk = 0 8j = 1;    ; m, ondem representa o tamanho da
base de regrasb.
No nível das bases de regras (nível III), crossover e mutação alteram os índices inteiros associa-
dos às regras individuais. O valor atualvtk é alterado por mutação para um novo valor, escolhido no
alfabeto Alfk = f0; 1; :::; SIIg vtk, ondeSII identifica o tamanho da população do nível II, ou seja
o total de regras individuais possíveis. O valor nulo indica a eliminação da regra. Neste nível, caso
a escolha do ponto de mutação seja do tipo EFipmut, alelos que representam as regras individuais
com baixofitnesstêm maior probabilidade de serem alterados por mutação.
No nível dos sistemas nebulosos (nível IV), no caso de adoção de modelos TS, apenas os ope-
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radores de agregação dos antecedentes (Aa), índices que apontam para a a base de regras (BR)
e partições nebulosas (PN) são considerados. O operador de crossover produz uma recombina-
ção de dois cromossomos testando diferentes operadores aplicados às diferentes bases de regras e
partições nebulosas. A mutação inteira, aplicada aos alelos com valores inteiros, altera os valo-
res antigos para novos, escolhidos dentre todas as possibilidades. Por exemplo, os novos valores
dos alelos localizados nol cus2 (v0 t2), que identificam o operador de agregação dos antecedentes
(Aa) (ver figura 4.3), são escolhidos do conjuntof1;    ; 9g   vt2, onde os índices inteiros iden-
tificam ast-normas apresentadas na seção 3.1.3. Para os alelos nol cus8 (v0 t8), que identificam
a base de regras (BR), os novos valores são escolhidos do conjunto,f0; 1; :::; SIIIg   vt8 e para
os alelos nolocus9 (v0 t9), que identificam as partições nebulosas (PN), são selecionados dentre
os possíveis valores do conjuntof0; 1; :::; SIg   vt9, ondeSIII e SI identificam os tamanhos das
populações no nível III (base de regras) e I (partições nebulosas), respectivamente. O operador de
mutação real é aplicado aos alelos dosloci 3 e 5, que estão associados aos parâmetrospt. Para
os modelos Mamdani, diferentes operadores de agregação das regras (AR) e semântica das regras
(f ), assim como alternativas distintas para os métodos de transformação da saída nebulosa em
não-nebulosa (MoM,CoA,CoG), são testados através de modificações realizadas pelos operadores
genéticos.
Uma vez que o elitismo é adotado, deve-se garantir que as operações realizadas nos níveis infe-
riores não irão degenerar o melhor sistema nebuloso, codificado no nível IV. Daí, para os níveis I,
II e III, após a execução de todos os operadores evolutivos aplicados a cada nível, o melhor sistema
nebuloso é avaliado e as operações genéticas do nível atual que pioram o desempenho do melhor in-
divíduo no nível IV são descartadas. Este procedimento que descarta as operações no cromossomo
(em um nível hierárquico inferior) determina a substituição deste cromossomo pelo cromossomo
correspondente na geração anterior.
4.3.5 Avaliação doFitness
No processo de avaliação dofitnessde indivíduos pertencentes a diferentes espécies, relações inter-
modulares são estabelecidas: ofitnessde um indivíduo é calculado levando-se em conta ofitnessde
indivíduos pertencentes a outras populações. A figura 4.8 ilustra o esquema geral de avaliação do
fitnessadotado pelo processo co-evolutivo, para o qual a avaliação nas diferentes espécies é dada
por:
1. Sistema Nebuloso (nível IV):F (SNti) baseado no desempenho do respectivo sistema no domínio
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da aplicação;
2. Base de Regras (nível III):F (BRtk) = max
 




; ondeb; ::; d representam os
sistemas nebulosos que utilizam a base de regrask;
3. Regra Individual (nível II):F (RItj) = média
 




, ondem; ::; n identificam
as bases de regras que utilizam a regra individualj;
4. Partição Nebulosa (nível I):F (PNtq) = max
 




, ondex; ::; z representam os















Figura 4.8: Esquema de avaliação dofitness.
No nível IV, ofitnessde cada indivíduo é avaliado decodificando-se o cromossomo que repre-
senta um sistema nebuloso e medindo o seu desempenho na solução do problema que está sendo
considerado. Por exemplo, para problemas de aproximação, em geral ofitnessde cada sistema
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onde o EQM é dado pela equação (4.2), seção 4.1.
O fitnessde cada indivíduo dos níveis I e III é calculado baseado no desempenho dos sistemas
nebulosos nos quais ele participa. Neste caso, o melhor sistema nebuloso, escolhido dentro de um
grupo de indivíduos no nível IV que utilizam a mesma BR e PN, define o valor dofitnessde sua
base de regras e partição nebulosa. Isto se justifica pelo fato de que, se uma determinada base de
regras ou partição nebulosa está presente em um sistema nebuloso com bom desempenho, o seu
fitnessnão deve ser piorado devido à sua participação em um sistemas nebulosos defitnessbaixo,
daí a razão de se usar o operador max. Para as regras individuais (nível II), uma vez que existe uma
grande interação delas e uma regra sozinha dificilmente responde pelofitnessdo sistema nebuloso,
a média é mais indicada. Neste caso, a regra é avaliada pela medida do quanto ela coopera com
outras regras para compor um sistema nebuloso no nível IV. A seta tracejada presente na figura 4.8
indica uma possível relação, no cálculo dofitness, entre os indivíduos das duas espécies envolvidas
(partições nebulosas e regras individuais). No entanto, neste trabalho nenhuma relação (no cálculo
dofitness) entre estas duas espécies será considerada.
4.4 O Modelo do Sistema Nebuloso com Conseqüentes Não-
Lineares
O processo co-evolutivo descrito anteriormente permite a utilização de um dentre os dois mode-
los de sistemas nebulosos mais comuns: Mamdani e Takagi-Sugeno. Na etapa de simulações e
resultados mostrados no capítulo 5, a ênfase será dada para os modelos TS pois, apesar da menor
interpretabilidade lingüística, estes modelos são extremamente úteis na representação de sistemas
complexos com um número reduzido de regras (melhorando a característica de compactação) e
permitem o uso de algoritmos de estimação numérica, extremamente eficientes para se obterem os
parâmetros dos conseqüentes (melhorando a acuidade do modelo). Para maiores detalhes sobre as
aplicações envolvendo o modelo Mamdani, ver Delgadoet al. (1999).
Nos modelos TS, o conseqüente de cada regra pode ser formulado diretamente por uma relação
funcional paramétrica entre as variáveis de entrada. Como exemplo, seja o sistema nebuloso com-
posto porm regras nebulosasRj; j = 1;    ; m, na forma:
Rj: Se X1 é A
j
1 E X2 é A
j
2 E ... E Xn é A
j
n então Y é gj(wj;x) ,
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ondex = [x1   xn] representa o vetor de variáveis base de entrada, e o vetorwj (de dimen-
sãoQ) contém os parâmetros da função do conseqüentegj(:). Os tipos mais comuns encontrados
na literatura são as funções constante (Q = 1) e linear (Q = n + 1). Aqui, funções não-lineares
(Q = n(n 1)
2
+ 2n+ 1) serão também consideradas, como a mostrada a seguir:
gj(wj;x) = wj0 + wj1x1 +   + wjnxn + wj(n+1)x1x1 +   +




A inclusão de outros termos na equação 4.3 depende da disponibilidade de recursos computacio-
nais. Por exemplo, para problemas com mais de duas variáveis de entrada (como no caso dos dados
da IRIS apresentados na seção 5.4.2), o termo envolvendo o produto cruzado de todas as variáveis
pode ser incluído de modo aumentar ainda mais a flexibilidade do modelo.
A base de regras do modelo TS utilizado ao longo deste trabalho pode ser de dois tipos:
 base de regras específicas (BRE): utiliza somente regras específicas nas quais todas as variá-
veis são relevantes (na codificação,Ajk > 0);
 base de regras genéricas (BRG): utiliza também as regras genéricas nas quais existem variá-
veis irrelevantes (na codificação,Ajk  0).
A estrutura e os parâmetros do modelo TS são determinados pelo algoritmo co-evolutivo descri-
to na seção 4.3. Após a especificação destes parâmetros, os elementos do vetorwj = [wj0   wjQ 1]T
podem ser calculados utilizando-se as técnicas de otimização que serão discutidas nas seções 4.4.2
e 4.4.3.
4.4.1 Exemplo de Utilização do Modelo TS com Conseqüentes Não-Lineares
Suponha um sistema nebuloso TS com conseqüentes não-lineares obtido ao final do processo co-
evolutivo pela abordagem descrita na seção 4.3, atuando num domínio de aplicação envolvendo
duas variáveisx1 ex2 e composto por5 regras conforme mostrado na tabela 4.2.
Suponha também que o operador de agregação do antecedente obtido (Aa) tenha sido omin e
que as partições nebulosas nos universos das variáveis basex1 e x2 definem as FP associadas aos
termos lingüísticosbaixo, médio, e altocomo ilustrado na figura 4.9.
Então, o mapeamento de entrada-saída do sistema nebuloso que utiliza a base de regras mostra-
da na tabela 4.2, definido numa região compacta
  [0; 1]2, e com partição nebulosa ilustrada na
figura 4.9, seria como o mostrado na figura 4.10(a). As figuras 4.10(b)-(d) ilustram a influência de
4.4. O MODELO DO SISTEMA NEBULOSO 107






wj0 wj1 wj2 wj3 wj4 wj5
1 baixo baixo -1 0 0 0 0 0
2 baixo alto 1 0 0 -0.19 0.47 0
3 médio médio -0.43 -0.37 -0.35 0.62 -0.77 0.5
4 alto baixo 2 -0.5 0 0 0 0.85
5 alto alto 1 0.13 0.22 0 0 0




































Figura 4.9: Partição nebulosa utilizada pelo modelo TS exemplificado.
cada regra agindo de forma isolada e auxiliam no entendimento do modelo TS com conseqüentes
não-lineares, a ser adotado neste trabalho. O exemplo de comportamento entrada-saída mostrado
na figura 4.10 procura evidenciar a capacidade de aproximação de mapeamentos de entrada-saída
não-lineares por parte de sistemas nebulosos do tipo TS e com conseqüentes não-lineares. Este
exemplo recorreu a um mapeamento do<2 para o<1, portanto um mapeamento tridimensional,
por questões de visualização gráfica, devendo-se salientar a validade das conclusões extraídas para
mapeamentos de maior dimensão. Nos problemas de aproximação de funções e classificação de
padrões, a serem considerados no capítulo 5, o sistema nebuloso que irá implementar o mapeamen-
to entrada-saída, possivelmente não-linear, deverá ser obtido automaticamente a partir de dados de
entrada-saída disponíveis. Os parâmetros do sistema nebuloso serão otimizados por co-evolução e,
no caso de modelos TS, será necessário também otimizar os parâmetros da função que represen-
ta o conseqüente de cada regra. Não é conveniente obter estes parâmetros também por processos
evolutivos, pois a relação deles com a saída do sistema nebuloso é linear (ver seção 4.4.2), o que
permite a aplicação de poderosos métodos de otimização, caracterizados por fornecer a solução em
uma única expressão algébrica, portanto de forma fechada.
4.4.2 Otimização do Conseqüente: Método Global
No processo de estimação global dos conseqüentes TS, todas as regras nebulosas são consideradas
simultaneamente e o método dos quadrados mínimos é utilizado para se encontrar o conjunto ótimo

























































































































Figura 4.10: Mapeamento Produzido pelo Modelo TS exemplificado, considerando-se primeira-
mente a contribuição de todas as regras e depois a contribuição de cada uma delas separadamente.
de parâmetrosw = [(w1)
T    (wm)T ]T , ondew 2 <mQ em define o total de regras.
Sejamn variáveis de entrada ej(xp) o resultado da agregação do antecedente daj-ésima
regra nebulosa para op-ésimo padrão de entradaxp = [x1p   xnp], p = 1;    ; N . Então, a

















j x1p    pj xnp pjx1px1p pjx2px2p    pjxnpxnp pjx1p:::xnp]T ;
de modo que a equação (4.4) possa ser reescrita como
y(xp) = ((xp))
Tw ;
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ondew = [wT1   wTm]T , e(xp) 2 <mQ é dado por
(xp) = [
T
1 (xp)   Tm(xp)]T :
Agora, seja a matriz 2 <NmQ definida como
 = [(x1) (x2)    (xN)]T :
Então, a saída estimadaŷ = [y(x1)    y(xN)]T 2 <N é dada por
ŷ = w :
Este é um sistema linear de equações, demonstrando que a saída do sistema nebuloso está
efetivamente linearmente relacionada com os parâmetros do conseqüente das regras TS. Além dis-
so, como normalmente o númeroN de dados de entrada-saída disponíveis é maior do que o nú-
meromQ de parâmetros a serem otimizados, então resulta um sistema linear sobredeterminado.
Considerando-seyd a saída desejada, encontra-sew, através da solução do problema de otimi-




k yd   ŷ k22 , ondek : k2 representa a norma Euclidiana.
Portanto,
w = (T) 1Tyd : (4.5)
Como apontado por Golub & Van Loan (1996),w produz a soluçãôy = w, mas como
posto() = mQ < N , então, embora seja válida a seguinte expressão:





k ŷ   yd k22

;
é possível quêy 6= yd, ou seja, o que se obtém é a solução mais próxima possível daquela desejada,
em termos da norma Euclidiana.
Um outro aspecto da soluçãow 2 <mQ diz respeito à escolha de funções mais complexas. A
introdução da não-linearidade no conseqüente resulta em um alto númeroQ d parâmetros a serem
otimizados em cada uma dasm regras. SeQ é maior do que o necessário em uma dada aplicação,
alguns parâmetros devem ser “podados” para se evitar redundância nos conseqüentes das regras
nebulosas. Portanto, para se garantir que a matrizT seja bem condicionada, um procedimento
de poda deve ser aplicado (Delgadoet al., 2000b). O algoritmo que realiza este procedimento será
detalhado na seção 4.4.4.
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4.4.3 Otimização do Conseqüente: Método Local
O processo de estimação local otimiza o conseqüente considerando cada regra independentemente
da outra (Hoffmann & Nelles, 2000; Yenet al., 1998). Portanto, paraN padrões de entrada e,
considerando apenas a regraj, saída do sistema nebuloso é
ŷ = ŷj = jwj ;
ondej 2 <NQ é dado por
j = [j(x1) j(x2)    j(xN )]T :
Neste caso, o conseqüente ótimowj = [w

j0   wj(n(n 1)
2
+2n)
]T pode ser obtido pelo método dos









(ŷ   yd)T 	j (ŷ   yd)
i
;




1j 0 0    0






0 0 0    Nj
3
777775 :




 1Tj 	jyd : (4.6)
Como no caso global, se a matrizTj 	jj for mal condicionada, um algoritmo de poda, como
o descrito na seção a seguir, deve ser aplicado.
4.4.4 O Processo de Poda
A hipótese de que a matriz 2 <NmQ seja de posto completo e queN  n(n 1)
2
+2n+1 no mé-




+ 2n + 1

no método global, são condições necessárias e suficientes
para quew seja obtido de forma fechada. A primeira condição pode ser sempre satisfeita porque,
nos casos em que isto não acontece, eliminam-se as colunas linearmente dependentes (LD), até que
a matriz tenha posto completo.
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A seguir, será apresentado o algoritmo que elimina as colunas LD de, s mpre que a matriz
T for mal condicionada (Delgadoet al., 2000b). Este algoritmo se baseia no número de condi-
ção de uma matrizZ obtido pelo estimador de condição LAPACK (Manual Matlab, 1999) e que
apresenta as seguintes características:
 o estimador calcula a condição recíproca deZ na norma simples: RCOND(Z);
 o número de condição RCOND(Z) descreve o quão sensível é a matrizZ ao erro do vetor do
lado direito, quando sistemas de equações são solucionados;
 RCOND(Z) se aproxima de 1 quandoZ é bem-condicionada
 RCOND(Z) se aproxima de 0 quandoZ é mal-condicionada.
O processo de poda proposto aumenta o número de condição recíproca RCOND da matrizT,
eliminando as colunas de que mais contribuem para a redução de RCOND(T).
Para o caso local, a eliminação das colunas LD é feita na matrizj, com conseqüência no
RCOND(Tj 	jj), j = 1;    ; m.
Os passos principais do processo de poda estão detalhados no fluxograma ilustrado na figu-
ra 4.11. O algoritmo de poda atua tentando produzir uma matriz cujas colunas sejam todas line-
armente independentes (LI) e cujo número de condição RCOND seja superior a um limiar pré-
estabelecidoLprun. Para isso, recebe como entrada a matrizZ = (), onde = colunas LI+LD
identifica o conjunto de todos os índices das colunas de, e produz na saída, a matrizZ(r), onde
r =colunas LI identifica as colunas deZ que devem ser mantidas. O algoritmo inicia considerando
a matrizZ1 = Z(p), ondep representa o conjunto de índices das colunas não-nulas. Caso a ma-
triz Z1 possua número de condição superior ao limiarLprun, esta matriz é escolhida como a matriz
final. Caso o seu número de condição esteja abaixo do limiarLprun, todas as suas colunas têm seu
status atualizado para o valor0:5, indicando que estas colunas serão submetidas a teste. A partir
daí inicia-se um processo de busca pelo conjuntor de colunas que produzam o melhor número de
condição na matrizZTr Zr, começando com a colunaCi de maior norma EuclidianaNEcl(Ci). Caso
o número de condição deZ2 = CTi Ci seja superior ao limite mínimo, esta coluna é escolhida e seu
status é atualizado para 1. Realiza-se então uma busca entre todas as colunas que ainda não foram
escolhidas e seleciona-se como candidata aquela que produza a melhor combinação (em termos do
número de condição) quando agregada à matriz atualZ2. Esta nova coluna será escolhida caso o
número de condição da nova matrizZ3 fique acima do limiarLprun mínimo e, neste caso, terá seu
status atualizado para o valor1. Este processo de teste com as colunas se repete até que a agregação
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Entrada:Z = ()
Saída:Zr = Z(r)
! índices de todas as colunas deZ







status(z) = 0, ondez! colunas nulas deZ
Z1 = Z(p), ondep =   z
RCOND(ZT
1
Z1)  Lprunstatus(p) = 1
status(p) = 0:5
Z2 = [Ci] ondei = arg max
i
k NEcl(Ci) k










s. a.fi 2  j status(i) = 0:5g
Z2 = Z3
Zr = fZ(r) j r 2  status(r) = 1g
Figura 4.11: Algoritmo para o processo de poda.
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de uma nova coluna leve o número de condição para um valor abaixo do limiarLprun. Nesta caso,
a última coluna candidata é descartada e todas as escolhidas anteriormente são selecionadas para
compor a matriz finalZr.
Uma vez queZr = r 2 <NmQ0 é de posto completo o vetor de parâmetros reduzidowr é





O novo conjunto de parâmetroswr é um subconjunto do originalw
. A cardinalidade deste
novo conjunto depende do limiar escolhidoLprun. Os parâmetros que pertencem aw, mas não
pertencem awr , i.e., aqueles cujas colunas LD=   r receberam status inferior a 1, são definidos
com valor nulo, indicando a redundância destes na regra correspondente. A eliminação de todos os
parâmetros do conseqüente de uma determinada regra, indica a redundância desta regra na base de
regras do sistema nebuloso correspondente.
No método de otimização global, a dimensão da matrizTr r a ser invertida cresce de forma
quadrática com o númeron de variáveis de entrada. Para problemas com muitas variáveis envolvi-
das (valor den alto), pode ser mais apropriado diminuir a complexidade da função do conseqüente,
reduzindo-se assim a dimensão dew para aliviar o custo computacional.
Para o caso local, a matrizZr = jr 2 <NQ0 é de posto completo e o vetor de parâmetros





O processo de poda, ao lado dos operadores genéticos, melhora a acuidade do modelo nebuloso,
pois possibilita o cálculo do conseqüente de forma fechada. Além disso, aumenta a interpretabili-
dade do modelo TS através da obtenção de bases de regras mais compactas e formadas por regras
nebulosas consistentes, nas quais os termos redundantes não estão presentes.
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Capítulo 5
Simulações e Resultados
O objetivo deste capítulo é testar, em diversos domínios de aplicação, os sistemas nebulosos re-
sultantes da abordagem co-evolutiva proposta no capítulo 4. Além da acuidade, será analisada a
interpretabilidade dos modelos nebulosos obtidos, medida com base nos critérios de visibilidade,
simplicidade, compactação e consistência. A característica de autonomia de projeto ficará evidente
uma vez que os resultados enfatizarão os parâmetros críticos dos modelos TS, como: os operadores
de agregação dos antecedentes; número e tipo das regras nebulosas; formatos e localização das
funções de pertinência. Todos eles são obtidos de forma automática pela abordagem co-evolutiva.
Este capítulo traz os resultados das simulações realizadas para diversos problemas. Na se-
ção 5.1, são apresentadas outras abordagens que deverão ser testadas na etapa de simulações e que
se baseiam em técnicas distintas da computação flexível. Esta seção traz ainda as considerações
gerais sobre cada uma destas abordagens. A seção 5.2 mostra os resultados da aproximação de duas
funções no<3 para dados com alto grau de confiabilidade. Esta seção traz duas análises distintas:
no primeiro caso, é feita uma análise de acuidade levando-se em conta a capacidade de generaliza-
ção dos modelos obtidos e custos computacionais envolvidos; no segundo caso, embora o objetivo
também seja minimizar o erro de aproximação, os modelos nebulosos obtidos são avaliados em
termos da interpretabilidade, medida principalmente pelos critérios de visibilidade e compactação.
A seção 5.3 traz problemas de aproximação no<2 e no<3, sendo que, em ambos os casos, os
dados disponíveis para treinamento são perturbados por ruído branco com distribuição normal. Na
seção 5.4, os sistemas nebulosos são aplicados a dois problemas de classificação distintos: classi-
ficação no<2, utilizando os dados das espirais concêntricas, e classificação no<4, utilizando os
dados da IRIS (Fisher, 1936). No problema da IRIS, uma análise de custo computacional será no-
vamente realizada. Por fim, na seção 5.5, um experimento denominado de experimento de caminho
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fechado é realizado com o objetivo de avaliar a capacidade de busca do sistema co-evolutivo. Nesta
seção, considera-se que o mapeamento no<3 a ser aproximado é produzido por um sistema nebulo-
so específico, e todas as simulações são realizadas considerando-se diferentes níveis de dificuldade
no espaço de busca, variando do caso mais simples para o mais complexo.
5.1 Abordagens de Comparação
Nesta etapa de simulações e apresentação dos resultados, os modelos nebulosos resultantes da abor-
dagem co-evolutiva (denominada de CoevolGFS -Coevolutionary Genetic Fuzzy Systems) serão
comparados com outros sistemas baseados em Computação Flexível (CF).
 Com o objetivo de avaliar os benefícios resultantes do uso da co-evolução, hierarquia e co-
operação entre os indivíduos de diferentes espécies, os sistemas nebulosos resultantes da
abordagem proposta serão comparados com os modelos obtidos por uma abordagem evolu-
tiva tradicional implementada especialmente para esta comparação e denominada de EGFS -
Evolutionary Genetic Fuzzy Systems. E ta abordagem apresenta as seguintes características:
– evolui modelos TS com conseqüentes não-lineares;
– o operador de agregação dos antecedentes é fixado pela abordagem como omin;
– evolui a base de regras, definindo quantas e quais regras irão compor o sistema nebulo-
so;
– ajusta os parâmetros das funções de pertinência dos universos das variáveis de entrada,
que podem assumir três tipos: triangular, trapezoidal e Gaussiana, e cuja codificação
(baseada em posições relativas) é a mesma adotada pela abordagem co-evolutiva;
– os parâmetros da base de regras e os relacionados com as funções de pertinência são
codificados no mesmo cromossomo. O conjunto destes cromossomos irá formar uma
única população a ser evoluída ao longo das gerações.
A figura 5.1 ilustra a codificação adotada pelo modelo EGFS. O cromossomo (ver figu-
ra 5.1(a)) é formado por duas partes: base de regras (BR) e partições dos universos asso-
ciados (PN). A codificação destas duas partes (concatenadas para formar o cromossomo) é
análoga àquela utilizada pelos modelos co-evolutivos. Na parte do cromossomo que repre-
senta a base de regras, os alelos assumem valores inteiros, e cada regra (Rj) é ssociada a
uma seqüência, representando índices dos termos lingüísticos nas proposições de entrada. Na
5.1. ABORDAGENS DE COMPARAÇÃO 117
parte do cromossomo que representa as partições nebulosas (PN), uma seqüência de 5 alelos
codifica cada função de pertinência FP. Primeiramente, são codificadas todas as FPs de cada
variável, que só então são agrupadas para formar a partição final. Uma única população (ver
figura 5.1(b)) evolui ao longo das gerações. A descrição dos operadores evolutivos adotados
será apresentada na seção 5.1.1.























Figura 5.1: Modelo evolutivo de comparação (supondo duas variáveis de entrada): (a) indivíduo;
(b) população.
 Visando a avaliação de outras técnicas da computação flexível na produção de sistemas hí-
bridos, um sistema neuro-nebuloso será utilizado. Na maioria das simulações realizadas, os
resultados do modelo co-evolutivo proposto serão comparados com aqueles obtidos pelo AN-
FIS que é, reconhecidamente, uma das referência mais importantes para comparar técnicas
de projeto de sistemas nebulosos que usam aprendizado e adaptação (Nauck & Kruse, 1999;
Rizzi et al., 1999).
 Para avaliar o compromisso acuidade/interpretabilidade dos modelos resultantes, em algu-
mas simulações utilizou-se uma rede neural multicamadas (Haykin, 1999), com uma única
camada intermediária e treinada combackpropagation, denominada MLP-BckPr.
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 Com o objetivo de avaliar os aspectos de generalização num contexto de classificação de pa-
drões, o modelo obtido pela abordagem proposta será também comparado com o classificador
nebuloso proposto por Castellano & Fanelli (2000). Este classificador, aqui denominado de
CompacFuzzClass, é obtido por uma abordagem que opera em três etapas:
1. primeiramente, as regras nebulosas são geradas por um processo de agrupamento adap-
tativo (adaptively clustering) que particiona o espaço de entrada gerando aglomerados
(clusters) que representam as funções de pertinência, e define uma relação entre estas
funções e os rótulos das classes;
2. num segundo estágio, a acuidade do classificador é melhorada treinando uma rede
neuro-nebulosa usada para modelar o classificador nebuloso;
3. por fim, a interpretabilidade do classificador nebuloso é incrementada através da com-
pressão da base de regras.
Na abordagem proposta por Castellano & Fanelli (2000) os dados de teste são utilizados para
validar o modelo obtido na etapa 3.
5.1.1 Considerações Gerais Sobre as Abordagens de Comparação
Algumas considerações gerais serão feitas nesta etapa de simulações e apresentação dos resultados:
 Tamanho fixo da(s) população(ões):
– CoevolGFS: As quatro populações representando as partições nebulosas (nível I), regras
individuais (nível II), bases de regras (nível III), e sistemas nebuloso (nível IV) , têm
tamanho fixoSI ; SII; SIII; SIV , respectivamente;
– EGFS: Uma única população de tamanho fixo é utilizada no processo evolutivo.
 Fixação da população do nível II: Em aplicações da abordagem CoevolGFS envolvendo
um grande número de entradas e termos lingüísticos, a evolução da população de regras
individuais (nível II) é necessária, em virtude do elevado número de proposições nebulosas
possíveis e ocorre conforme descrito no algoritmo proposto na seção 4.3. Entretanto, como
todas as simulações apresentadas neste capítulo envolvem um número relativamente pequeno
de variáveis de entrada (no máximo 4), o nível II não sofre alterações ao longo do processo
evolutivo. Nestes casos, o nível II é fixo e representado por um conjunto formado por todas
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as proposições nebulosas possíveis, com cardinalidade dada porSII = SEsp [ SGen, onde
SEsp fornece o tamanho do conjunto de todas as regras específicas possíveis eSGen id ntifica
o total de elementos do conjunto de todas as regras genéricas possíveis. No caso dos testes
que utilizam as bases de regras específicas, tem-seSII = SEsp.
 Operadores Evolutivos:
– CoevolGFS: vários métodos de seleção e operadores de crossover e mutação foram tes-
tados, resultando em um conjunto de operadores evolutivos mais adequados: o método
de seleção combinando seleção por torneio e seleção por diversidade; o elitismo que
assegura a sobrevivência do melhor indivíduo para a próxima geração; o crossover sim-
ples, com escolha aleatória do ponto de troca; e a mutação uniforme aplicada a todos os
alelos que assumem valores reais;
– EGFS: os mesmos operadores evolutivos adotados para a abordagem CoevolGFS foram
utilizados.
 Critérios de Visibilidade: Na abordagem CoevolGFS, os parâmetros dos critérios (-com-
pletude e-sobreposição) são fixos, e definidos como = 0:02 e  = 0:95. As escolha
destes valores tem por objetivo atender o critério de visibilidade das partições nebulosas,
sem, no entanto, restringir demasiadamente o processo de busca do modelo co-evolutivo.
Tais definições não se aplicam ao ANFIS e ao EGFS;
 Iterações: As gerações do processo evolutivo e co-evolutivo, e as épocas do processo de
treinamento do ANFIS serão contabilizadas por uma variável única denominada ciclo.
 Granularidade máxima: Em todas as abordagens, a granularidade máxima (GranulMax)
dos universos das variáveis de entrada (x1; x2;    ; xn) é definida como
GranulMax = [G1; G2;    ; Gn] ;
ondeGk; k = 1;    ; n representa o número máximo de FPs permitido para cada variável de
entrada. Este parâmetro deverá ser definido pelo usuário em todas as abordagens.
 Distribuição inicial das funções de pertinência: Em todas as abordagens, as partições ne-
bulosas iniciais são uniformes.
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– CoevolGFS e EGFS: os tipos das funções de pertinência (triangular, trapezoidal ou
Gaussiana) nas partições nebulosas uniformes diferem aleatoriamente de um indivíduo
para o outro;
– ANFIS: o tipo é fixo e deve ser definido pelo usuário.
 RegraM
– regra que associa os índices inteiros nas regras individuais aos termos lingüísticos defi-
nidos pelo usuário. Esta regra é definida de forma arbitrária e aplicadaa posteriori.
 Base de regras:
– CoevolGFS: permite a utilização de uma dentre as duas base de regras possíveis: base
de regras específicas (BRE) ou base de regras genéricas (BRG). Em ambos os casos,
o número máximo de regras (MaxReg) em cada base de regras pode ser limitado pela
granularidade máxima ou pode ser definido pelo usuário, com um valor menor;
– EGFS: base de regras genéricas (BRG), com MaxReg limitado pela granularidade;
– ANFIS: base de regras específicas (BRE), com total de regras = MaxReg fixo e definido
pela granularidade.
 Classes de funções no conseqüente TS:
– CoevolGFS: supõe uma dentre três classes possíveis: constantes, lineares e não-lineares.
As funções não-lineares possuem, entre outros, termos quadráticos das variáveis de en-
trada e por isso são denominadas funções quadráticas;
– EGFS: supõe apenas o uso de funções quadráticas;
– ANFIS: supõe apenas o uso de funções lineares.
 Estimação dos parâmetros do conseqüente TS:
– CoevolGFS: os parâmetros ótimos, para as diferentes classes de funções nos conseqüen-
tes, podem ser obtidos de duas formas distintas: 1) método dos quadrados mínimos
descrito no capítulo 4, equação (4.5), e neste caso, o processo será denominado de
método global; 2) método dos quadrados mínimos ponderados descrito no capítulo 4,
equação (4.6), denominado de método local. Em ambos os casos, o processo de poda é
utilizado;
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– EGFS: quadrados mínimos (método global), com poda;
– ANFIS: quadrados mínimos recursivos.
 Limiar Lprun do algoritmo de poda: O limiar Lprun do algoritmo de poda (descrito no
capítulo 4, seção 4.4.4) utilizado pelas abordagens CoevolGFS e EGFS foi fixado como
Lprun = 1: 10
 10.
 Dados de treinamento e teste: Para todas as abordagens, os dados de treinamento e teste
são uniformemente distribuídos no universo das variáveis associadas. Os erros resultantes
dos testes realizados ao longo do processo evolutivo, co-evolutivo e de treinamento fornecem
subsídios importantes acerca da capacidade de generalização do modelo obtido, quando con-
trastados com os erros de treinamento. Entretanto, os dados de teste não são utilizados em
nenhuma etapa do processo evolutivo tradicional, do processo co-evolutivo, ou do processo
de treinamento do ANFIS. Como apenas os dados de treinamento são utilizados na escolha
do melhor indivíduo e os dados de teste não alteram o ajuste dos parâmetros dos sistemas
nebulosos ou não determinam a condição de parada, estes dados (teste) não são considerados
dados de validação.
 Fitness: Para as abordagens evolutivas e co-evolutivas, ofitnessde cada sistema nebuloso é
computado como fitness= 1=Errotr, com erro de treinamento dado por Errotr =
p
EQM,
para os problemas de aproximação e Errotr =MissClass, para os problemas de classificação
de padrões, onde EQM é calculado pela equação (4.2) e MissClass define o total de padrões
classificados incorretamente.
 Condição de parada: número máximo de geraçõesT ou critério de erro para os dados de
treinamento.
5.2 Aproximação de Funções: Dados sem Ruído
Esta seção considera dois problemas de aproximação de funções para avaliar, em termos de acui-
dade e interpretabilidade, os sistemas nebulosos obtidos pelo processo co-evolutivo. Diferentes
classes de funções no conseqüente serão avaliadas e os parâmetros associados serão estimados pe-
los métodos de otimização local e global. Bases de regras genéricas e específicas serão testadas,
comparando-se a capacidade de generalização dos modelos obtidos.
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5.2.1 Aproximação do MapeamentoF1: Análise de Acuidade
Neste experimento, o objetivo é aproximar uma combinação linear de 10 funções Gaussianas, como
mostrado na equação a seguir:
F1 : 













w = [1:4 1:2  1:0 0:7 1:8  2:0 2:5  1:0  0:4 1:9]
v = [1:4 2:2 1:6 1:2 2:4 3:0 2:4 3:4 2:6 1:8]
k1 = [ 3  3  2  1  1 1 2 2 3 3]
k2 = [3  3 0 1  1 0 3  3 1  1] :
Este mapeamento é particularmente complexo para ser aproximado porque, a despeito do fa-
to das não-linearidades serem de natureza local, a extensão (raio de influência) de cada função
Gaussiana não é a mesma, conforme pode ser observado na figura 5.2(a). Os dados de entra-
da (x1p; x2p); p = 1;    ; N são uniformemente distribuídos e restritos à região compacta
 =
[ 4; 4]2. A saída da funçãof(x1p; x2p), p = 1;    ; N , está limitada ao intervalo[0; 1:5].
O total de indivíduos em cada espécie da abordagem co-evolutiva (CoevolGFS) é dado por:30
indivíduos na população de sistemas nebulosos (SIV = 30), 80 indivíduos na população de base de
regras (SIII = 80) e15 indivíduos na população de partições nebulosas (SI = 15). Os operadores
de crossover e mutação são aplicados com probabilidadePC = 0:2 ePM = 0:08, respectivamente,
para os 3 níveis (I, III e IV) que sofrem alterações. Estes valores dePC ePM foram escolhidos após
inúmeras tentativas de melhorar o desempenho do processo co-evolutivo. A granularidade máxima
(GranulMax) foi definida como GranulMax=[5,5]. O número máximo de regras (MaxReg) no
nível III foi definido em função da GranulMax como25. Neste nível, o número efetivo de regras
em cada base de regras pode mudar durante a evolução, pois a mutação e o crossover podem excluir
ou reintroduzir regras, gerando uma base de regras mais ou menos compacta, mas que respeite o
limite máximo estabelecido.
Os resultados das simulações estão resumidos na tabela 5.1, que traz: o número de ciclos neces-
sários para satisfazer a condição de parada (Errotr  0:01 ou limite de geraçõesT definido como
1000); o número efetivo de regras nebulosas que compõem o melhor sistema nebuloso (Regras);
o erro de treinamento (Errotr), comyd = f1(x1; x2) e considerando-seN = 225 e, finalmente, o
erro de teste (Errots), obtido utilizando-se2500 padrões de entrada. Com o objetivo de se avaliar
a capacidade de generalização do modelo, simulações foram realizadas testando diferentes tipos
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de funções no conseqüente das regras TS: função linear (lin) e função não-linear (quad); e dois
tipos de base de regras: base de regras específicas (BRE) e genéricas (BRG). Em todos os ca-
sos, o método global foi utilizado para otimizar os conseqüentes. A mesma granularidade máxima
(GranulMax=(5,5)) e máximo de regras (MaxReg=25) adotados pela abordagem co-evolutiva fo-
ram utilizados pelo ANFIS e EGFS. A título de comparação com a abordagem CoevolGFS, o total
de indivíduos na população da abordagem EGFS foi definido como30, representando30 sistemas
nebulosos, e os operadores de crossover e mutação foram aplicados com probabilidadePC = 0:2 e
PM = 0:08, respectivamente.
Tabela 5.1: Resultados das simulações: problema de aproximação do mapeamentoF1
Abordagem Ciclos Regras Errotr Errots
ANFIS 1000 25 0.015 0.016
EGFS 49 23 0.0091 0.033
CoevolGFS-lin-BRE 1000 24 0.013 0.022
CoevolGFS-lin-BRG 1000 25 0.012 0.021
CoevolGFS-quad-BRE 5 23 0.0089 0.013
CoevolGFS-quad-BRG 3 20 0.0093 0.010
A tabela 5.1 mostra que a abordagem CoevolGFS-quad-BRG estabelece a melhor solução, pois
o sistema nebuloso resultante desta abordagem alcança (em apenas 3 gerações) melhores resultados
em termos de generalização, com um menor número de regras. Na comparação das diferentes
abordagens co-evolutivas, o uso de conseqüentes não-lineares (quad) e de bases de regras genéricas
(BRG) se mostra mais apropriado para alcançar melhores resultados em termos do erro de teste. As
abordagens com funções lineares no conseqüente (incluindo o ANFIS) não atingiram o limite de
erro pré-estabelecido (Errotr < 0:01). Na comparação da evolução com a co-evolução, as vantagens
da segunda também ficam evidentes, já que o processo evolutivo tradicional resultou num modelo
menos interpretável (mais regras) e com pior capacidade de generalização.
A figura 5.2 ilustra o mapeamento original e a comparação dos resultados de erros de teste,
obtidos pelos modelos nebulosos produzidos pelo ANFIS e pelas abordagens EGFS e CoevolGFS-
quad-BRE. Os resultados da figura 5.2 comprovam a grande capacidade de aproximação dos mo-
delos resultantes do processo co-evolutivo. Os picos verificados na superfície de erro se devem à
ausência de amostras de treinamento justamente naquelas regiões mais elevadas da superfície de
aproximação.
A figura 5.3 ilustra a evolução dos erros de treinamento e teste ao longo de 100 ciclos (gerações),
caso as condições de parada fossem alteradas para (Er otr = 0 e T = 100). O objetivo aqui é





















































































Erro de CoevolGFS (quad BRG)
(c) (d)
Figura 5.2: Resultados: (a) Função originalf1; erro de aproximação produzidos por (b) ANFIS;
(c) CoevolGFS-quad-BRE; (d) CoevolGFS-quad-BRG.
testar o comportamento dos sistemas nebulosos que usam somente regras específicas com aqueles
que aceitam regras genéricas, ao longo do processo co-evolutivo. Como o método de seleção está
associado ao elitismo, o erro de treinamento sempre diminui ou, no mínimo, se mantém inalterado
de uma geração para outra. A figura 5.3(b) mostra o valor do erro que seria obtido, se o melhor
sistema nebuloso da população a cada geração fosse utilizado para produzir a saída, para todos
os 2500 pontos de teste. Nota-se claramente, nas figuras 5.3(a) e 5.3(b), que o uso de bases de
regras específicas produz erros de treinamente menores, mas a capacidade de generalização do
modelo melhora consideravelmente com a inclusão de regras genéricas. Se os dados de teste fossem
utilizados para a validação do modelo de aproximação com BRE, então o processo co-evolutivo
deveria ser interrompido antes da geração 17 uma vez que, neste ponto, o erro de teste começa
a aumentar. Nas simulações apresentadas na tabela 5.1, como foi utilizado um limite de erro pré
estabelecido (Errotr < 0:01), este foi satisfeito na geração3 para o caso BRG e na geração 5 para
o caso BRE.
A tabela 5.2 resume o custo computacional necessário para se atingir o critério de parada. As
abordagens co-evolutivas trabalham com múltiplas populações formadas por centenas de indiví-
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Erro de Aproximação: (a) treinamento







Figura 5.3: Evolução do erro ao longo das gerações.
Tabela 5.2: Comparação de custo computacional
Abordagem Regras Ciclos Tempo de CPU (s)
ANFIS 25 1000 466.26
EGFS 23 49 553.83
CoevolGFS-quad-BRG 20 3 94.74
duos que representam os sistemas nebulosos. Por isso, em geral, o custo computacional destas
abordagens para uma geração (t 94:74=3 = 32:58s), é sempre muito elevado quando comparado
com custo do ANFIS para rodar uma época (t 466:26=1000 = 0:47s). A tabela mostra ainda que
a introdução da co-evolução também aumenta o custo computacional, que é menor para a aborda-
gem evolutiva tradicional (t 553:83=49 = 11:3s). Embora a abordagem co-evolutiva apresente
custo computacional por geração superior, nas simulações apresentadas nesta seção, a rapidez dos
modelos co-evolutivos em atingir o critério de parada (apenas 3 gerações), garantiu um menor cus-
to no processo de obtenção da solução final. Todavia, conforme será discutido no capítulo 6, a
despeito da análise de custo computacional apresentada na tabela 5.2, o dado mais importante diz
respeito ao total de regras de cada modelo, já que um modelo menor demandará menos recursos na
implementação da solução final.
5.2.2 Aproximação do MapeamentoF2: Análise de Interpretabilidade
O problema aqui consiste na aproximação do mapeamento
F2 : 






  [ 10; 10]2, conforme mostrado na figura 5.4(a). A aproximação utilizaN padrões de
treinamento(x1p; x2p; fp), p = 1;    ; N .
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Nesta seção, o enfoque da análise será para o aspecto de interpretabilidade do sistema de apro-
ximação resultante. O problema de aproximação de função será solucionado com o objetivo de
comparar os resultados obtidos pelo sistema resultante da co-evolução com aqueles produzidos pe-
lo ANFIS (considerado um sistema parcialmente interpretável), pelo EGFS (cuja interpretabilidade
fica comprometida devido à otimização irrestrita das funções de pertinência) e também com os re-
sultados obtidos pelo MLP-BckPr (considerado um modelo do tipo caixa-preta, para o qual não há
interpretação lingüística possível). Na abordagem co-evolutiva utilizada nesta seção, os parâmetros
ótimos do conseqüente não-linear são estimados pelo método global e o SN utiliza base de regras
genéricas.
As abordagens ANFIS e MLP-BckPr foram treinadas durante6000 épocas (total necessário
para que não houvesse grandes variações no erro de treinamento) e os modelos das abordagens
CoevolGFS e EGFS evoluíram durante1000 gerações. O total de indivíduos em cada uma das
populações que evoluem é dado por:SIV = 100, SIII = 80, eSI = 20. Os operadores genéticos
de crossover e mutação foram aplicados em todos os níveis que evoluem, com probabilidades
PC = 0:25 e PM = 0:09, respectivamente. Para a abordagem EGFS, o tamanho da população
foi definido como100. Para as abordagens evolutivas, co-evolutivas e ANFIS, foram testadas duas
situações diferentes, no que diz respeito ao objetivo do projeto automático dos sistemas nebulosos:
1. objetivo principal é a interpretabilidade (medida pela compactação da base de regras): nes-
te caso a granularidade máxima foi definida como GranulMax=[3,3], resultando em Max-
Reg=9;
2. objetivo principal é a acuidade (medida pelo erro de teste): neste caso a granularidade máxi-
ma foi definida como GranulMax=[5,5], resultando em MaxReg=25.
Os modelos de redes neurais MLP-BckPr foram treinados em uma única situação considerando 25
neurônios na camada intermediária (este total foi escolhido para comparar com o sistema neuro-
nebuloso ANFIS que considera 25 regras). Para o ANFIS, diferentes tipos de funções de pertinência
foram testados e os menores erros de aproximação foram obtidos com as funções Gaussianas.
A tabela 5.3 traz os resultados dos sistemas nebulosos obtidos por co-evolução (CoevolGFS),
por evolução tradicional (EGFS) e dos sistemas de aproximação produzidos pelo ANFIS e MLP-
BckPr. Os resultados da tabela 5.3 mostram os erros de treinamento e de teste e o total de neurônios
ou regras efetivas dos sistemas (tamanho). O erro de treinamento foi computado paraN = 225,
enquanto que o erro de teste foi encontrado usando-se2500 padrões.
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Tabela 5.3: Resultados das simulações: problema de aproximação do mapeamentoF2
Abordagem Ciclos Errotr Errots GranulMax Tamanho
ANFIS 6000 0.042 0.041 [3,3] 9
EGFS 1000 0.015 0.020 [3,3] 9
CoevolGFS 1000 0.010 0.011 [3,3] 8
MLP-BckPr 6000 0.013 0.014 - 25
ANFIS 6000 0.003 0.003 [5,5] 25
EGFS 1000 0.005 0.013 [5,5] 25
CoevolGFS 1000 0.002 0.002 [5,5] 24
A tabela 5.3 mostra o bom desempenho da abordagem CoevolGFS, em termos do compromisso
interpretabilidade/acuidade para as duas granularidades testadas. No caso da granularidade menor
(GranulMax=[3; 3]), a superioridade da abordagem co-evolutiva (que representa o modelo mais
interpretável) fica ainda mais evidente, pois com uma base compacta formada por apenas8 regr ,
o sistema nebuloso é mais acurado do que o ANFIS (interpretabilidade média) formado por9 regras
e obteve desempenho comparável às abordagens com interpretabilidade baixa (EGFS com25 regras
e MLP-BckPr com25 neurônios na camada intermediária - caixa-preta).
A figura 5.4, ilustra a acuidade medida pela capacidade de generalização dos sistemas de apro-
ximação mostrados na tabela 5.3, considerando-se (GranulMax=[3; 3]).
A tabela 5.4 mostra os elementos do sistema nebuloso obtido por co-evolução, para a granula-
ridade[3; 3]. As 8 regras nebulosas, cujo vetor de parâmetros dos conseqüentes (wj) representa a
função quadrática, utilizam o produto algébrico como operador de agregação de antecedente (Aa).
Este parâmetro, que emergiu do processo co-evolutivo, comprova a maior autonomia de projeto,
que tem ampla liberdade na escolha da norma mais adequada para agregar os antecedentes na regra,
ao contrário do ANFIS que fixa o operador de agregação dos antecedentes como mínimo.






wj0 wj1 wj2 wj3 wj4 wj5
1 # baixo 0.18 0 0.05 0 0 0
2 # médio -0.53 0 0.01 0 0.04 0
3 # alto 0.15 0 -0.04 0 0 0
4 baixo médio 0 -0.25 -0.02 -0.02 -0.08 0
5 médio baixo -5.14 0.04 -1.34 0 -0.08 0.01
6 médio médio 5.12 -0.09 -0.37 0 -0.15 0.01
7 médio alto -4.11 0.03 1.10 0 -0.07 0
8 alto médio -0.56 0.38 -0.02 -0.03 -0.08 0

























































































Figura 5.4: (a) Função originalf2; aproximação obtida por (b)ANFIS; (c) abordagem evolutiva
tradicional; (d) abordagem co-evolutiva.
A tabela 5.4 mostra que o sistema nebuloso resultante atende os critérios de interpretabilidade,
pois além de compacta, a base de regras é consistente e formada por regras simplificadas pelo uso
de condições irrelevantes, representadas pelo símbolo (#). Conforme discutido na seção 5.1.1, os
termos lingüísticosbaixo, médioealto foram definidosa posteriori. A base de regras salienta uma
característica dos sistemas nebulosos resultantes, ou seja, regras mais gerais atuando juntamente
com regras mais específicas, como é o caso, por exemplo, da regra 2 (mais geral) e as regras 4, 6
e 8 (mais específicas). Para que estas regras não atuassem juntas na mesma base de regras, seria
necessário que uma delas tivesse mais flexibilidade no conseqüente, permitindo assim a elimina-
ção da outra. Os parâmetros nulos no conseqüente são resultantes da eliminação automática de
redundância, patrocinada pelo processo de poda descrito no capítulo 4.
A figura 5.5 traz as partições resultantes do ANFIS após o treinamento e CoevolGFS e EGFS
após a evolução. No caso do ANFIS e da abordagem CoevolGFS, o critério de visibilidade é
satisfeito, uma vez que os limites máximo e mínimo de sobreposição das funções de pertinência são
atendidos. Entretanto, no caso da abordagem EGFS, uma vez que nenhuma restrição foi imposta,
o critério de-completude para a partição do universo da variável basex1 não foi atendido.
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Figura 5.5: Partições nebulosas resultantes (a) do ANFIS; (b) da abordagem EGFS; (c) da aborda-
gem CoevolGFS.
Os resultados desta seção mostram que o aumento da interpretabilidade, resultante de bases de
regras consistentes e compactas, com partições nebulosas atendendo o critério de visibilidade, nem
sempre acarreta em grande perda de acuidade por parte do modelo. As simulações mostraram que a
abordagem CoevolGFS apresentou um bom compromisso entre acuidade e interpretabilidade, com
alto grau de autonomia de projeto.
5.3 Aproximação de Funções: Dados com Ruído
O objetivo desta seção é estimar o grau de sobre-ajuste (overfitting), resultante da aproximação de
funções por modelos nebulosos, na presença de dados com ruído. Isto porque, conforme salien-
tado por Berthold & Hand (1999), modelos extremamente flexíveis, como é o caso dos sistemas
nebulosos com conseqüentes não-lineares, se adaptam tão bem que podem incorporar as peculiari-
dades causadas por perturbações aleatórias. Portanto, nesta seção será analisado o comportamento
dos sistemas nebulosos na presença de ruído branco, com distribuição normal. É esperado um
bom comportamento, em termos de generalização, para o modelo nebuloso com conseqüentes não-
lineares, pois o grande potencial em termos de flexibilidade é controlado automaticamente pelo
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processo de poda de parâmetros do conseqüente das regras.
Sempre que dados com ruído são utilizados para construir sistemas de modelagem, o com-
promisso entre o limiar e a variância do erro de modelagem se torna a maior preocupação, pois
estes dados estão diretamente relacionados com a acuidade e capacidade de generalização do mo-
delo (Berthold & Hand, 1999). Com o intuito de analisar este compromisso, será considerado um
conjunto, formado porv sub-conjuntos de padrões de treinamento com ruído, dado por
 = f1;    ; vg ;
onde cadai, i = 1;    ; v, representa uma realização independente.
5.3.1 Erro de Previsão
O modelo nebuloso pode ser usado para produzir a saída estimadaf̂(x) a partir de um conjunto de
treinamentoi = . A diferença entre a saída estimadaf̂(x) e a realizaçãoy da variável aleatória
Y é definida como erro de previsão do modelo (Berthold & Hand, 1999). A qualidade def̂ como
elemento de previsão deY , para uma realização específica dos padrões de treinamento, pode ser






ondef̂(xj) é a saída estimada pelo modelo para uma realização particular e um determinadox.












(y   f(x))2 :
" "
parte redutível parte irredutível
(5.8)
A segunda parte do erro, denominada de parte irredutível, mede o erro para a melhor estimação
possível de Esp[Y jx]. Como esta parte não depende do estimador, o enfoque da análise do erro de
previsão será para a primeira parte (redutível).
A parte redutível do erro na equação (5.8) mede a qualidade da estimaçãof̂(xj) para uma
realização particular. Considerando-se todas as possíveis realizações ( 2  = f1    ; 1g),
a medida geral da qualidade do estimadorf̂ pode ser decomposta em suas parcelas de limiar e
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Considerando-se que cada realizaçãoi é formada, não por um, mas por um conjunto de padrões
distribuídos ao longo do universo, ou seja,i = (xpi; ypi), p = 1;    ; N , o erro quadrático médio






(Errolimiar(xp) + Errovar(xp)) ; (5.10)
onde Errolimiar e Errovar correspondem aos componentes de limiar e variância do erro. Nas simu-
lações realizadas, o termo Esp [:] vai ser substituído por sua aproximação finita (somatório que
considera um número finito de realizações).
5.3.2 Aproximação no<2 Usando Dados com Ruído
Nas simulações realizadas nesta seção, supõe-se que os dados disponíveis para a aproximação da
funçãof3 são perturbados por um ruído com distribuição normalN [; ], tal que:
F3 : 
! <; F3 = f3 +N [; ] ;
ondef3(x) = sin(6x) + 2x + exp( (1=0:032)(x   0:59)2),  = 0 e  = 0:3, com
  [0; 1],
conforme mostrado na figura 5.8(a). Esta função é particularmente interessante porque é suave,
mas apresenta uma não-linearidade dominante, dada pelo termosin(6x), e outra local, produzida
pelo termoexp( (1=0:032)(x  0:59)2).
Dois casos serão analisados: no primeiro caso, um conjunto c m um grande número de
realizações para treinamento será utilizado no processo de estimação dos conseqüentes de uma
série de modelos TS, com diferentes parâmetros no antecedente: norma de agregação, tipos das
funções de pertinência, etc. Neste caso, nenhuma evolução é realizada e o objetivo é apenas testar a
estimação dos conseqüentes para diferentes parâmetros no antecedente. Com o objetivo de analisar
a influência do ruído no processo evolutivo, um segundo caso será analisado no qual o conjunto
, contendo apenas uma realização = (xp; yp), p = 1;    ; N , será utilizado como conjunto de
dados de treinamento no processo co-evolutivo dos sistemas nebulosos.
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Caso 1: Influência do ruído na estimação dos conseqüentes TS (análise do compromisso limi-
ar/variância)
Neste caso não há evolução e o objetivo é analisar o compromisso limiar/variância do erro na esti-
mação dos conseqüentes TS, consideraremos1000 conjuntos de padrões de treinamentoi, cada um
formado porNi = N = 300 pares de dados com ruído, resultando emtr = f1    ; 1000g. Para
cadai, os parâmetros do conseqüente de diferentes sistemas nebulosos são calculados e a saída
f̂(x), para o problema de aproximação deF3, é estimada. A tabela 5.5 mostra o erro EQMr(tr) (defi-
nido na equação (5.10)), resultante da estimação usando os dados com ruído, destacando seus com-
ponentes de limiar e variância. A média do erro de testeEQM(ts) é obtida com base no EQM(ts)
resultante de cada estimação, utilizando-se o conjuntofTs1; ::; T s1000g, onde cadaTsi é formado
por3500 dados sem ruído. Nesta etapa de simulações, fixou-se um total de6 funções de pertinência
(GranulMax=6) uniformemente distribuídas no universo de entrada. Como o objetivo é avaliar a
influência do ruído no cálculo do conseqüente, a partição nebulosa foi mantida fixa com grau de
sobreposição (Ov) dado porOv =  =  = 0:1.
Tabela 5.5: Componentes de Limiar e Variância do Erro
Estimação do Conseqüente Limiar Variância EQMr(tr) EQM(ts)
Global quadrática 0.008 0.005 0.01 0.16
Global constante 0.21 0.002 0.2 2.48
Local quadrática 0.068 0.004 0.07 0.85
Local constante 0.22 0.002 0.2 2.52
A tabela 5.5 mostra as quatro combinações utilizadas para o conseqüente das regras na abor-
dagem co-evolutiva: estimação global dos parâmetros da função quadrática; estimação global dos
parâmetros da função constante; estimação local dos parâmetros da função quadrática; estimação
local dos parâmetros da função constante. Os resultados mostram que a estimação global conduziu
a componentes de limiar extremamente baixos e componentes de variância comparáveis com as
demais abordagens. Do ponto de vista de interpretabilidade, como neste experimento as partições
são uniformes e mantidas fixas, a diferença se dá nos conseqüentes das regras. Neste caso, a com-
binação de métodos locais e conseqüentes constantes pode ser mais apropriada para o aspecto de
interpretabilidade. Isto se justifica pelas seguintes vantagens resultantes do uso de funções constan-
tes e estimações locais: a transformação dos números reais em termos lingüísticos e a visualização
das descrições locais dos parâmetros TS (Jin, 2000; Setneset al., 1998).
A figura 5.6 ilustra os resultados mostrados na tabela 5.5. Aqui, os componentes de limiar e
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variância do erro podem ser visualmente comparados. Os mapeamentos mostrados na figura 5.6
são resultados de partições nebulosas uniformes (alto grau de interpretabilidade). No entanto, nota-
se que a funçãof3 requer uma maior atenção (mais regras atuando) ao redor do pontox = 0:6, e
isto não pode ser definidoa priori. O fato de que nenhuma das abordagens foi capaz de mapear
a não-linearidade local sugere que o ajuste das funções de pertinência (FP) é necessário para se
atingir o nível de acuidade desejado.






































































Figura 5.6: Análise gráfica do resultado da otimização dos parâmetros do conseqüente: (a) otimi-
zação global com função não-linear no conseqüente ; (b) otimização global com função constante
no conseqüente ; (c) otimização local com função não-linear no conseqüente; (d) otimização local
com função constante no conseqüente.
Uma vez que o ajuste resultante do processo evolutivo altera o formato e a localização (suporte)
das funções de pertinência, análises da influência das sobreposições destas funções na estimação
dos conseqüentes são altamente recomendáveis. A figura 5.7 mostra como os componentes de
limiar e variância do erro são afetados, considerando-se diferentes graus de sobreposição (Ov =
f0; 0:5; 1g) na partição nebulosa da variávelx. Nota-se que as abordagens baseadas em estimação
local, abreviadas como Lquad e Lct, são mais sensíveis às alterações no grau de sobreposição, tanto
para o componente de limiar, quanto para o componente de variância do erro.
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Figura 5.7: Influência da sobreposição das funções de pertinência: (a) variação do grau de sobre-
posição (as funções de pertinência são trapezoidais); (b) influência sobre o limiar; (c) influência
sobre a variância.
Caso 2: Influência do ruído no processo co-evolutivo (análise de sobre-ajuste)
Embora a análise anterior seja importante do ponto de vista teórico, na prática, um número grande
de realizações nem sempre é possível. Portanto, para testar as abordagens dentro de um panorama
mais próximo da realidade, a co-evolução dos sistemas nebulosos utiliza somente uma realização
com ruído, tr =i, na fase de treinamento e um conjunto de teste (ts) sem ruído para avaliar efeti-
vamente o modelo.
A tabela 5.6 mostra o erro de treinamento (EQM(tr)) e teste (EQM(ts)), calculados pela equa-
ção (4.2), para os melhores sistemas nebulosos, obtidos dos processos co-evolutivos na geração
100. As mesmas combinações de classe de função e método de otimização testadas no caso 1 são
utilizadas nos conseqüentes das regras. Os resultados dos erros são comparados com o ANFIS
treinado com 100 épocas. Em todas as simulações realizadas, supõem-seN = 300 padrões de
treinamento com ruído = (xp; F3p), p = 1;    ; N , conforme ilustra a figura 5.8(a), eN = 3500
padrões de teste. Como no caso anterior, a GranulMax é definida como GranulMax=6. Uma vez
que a aplicação envolve apenas uma variável, este limite também determina o número máximo de
regras nebulosas (MaxReg=6) em cada uma das bases de regras.
A figura 5.8 ilustra a capacidade de generalização de algumas das abordagens mostradas na
tabela 5.6. Nota-se que a maior flexibilidade associada às abordagens que utilizam estimação glo-
bal dos parâmetros das funções quadráticas não implica necessariamente em sobre-ajuste, porque
qualquer flexibilidade excessiva pode ser eliminada pelo algoritmo de poda apresentado na se-
ção 4.4.4. Com a restrição imposta pelo limite MaxReg=6, a única abordagem capaz de indicar a
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Tabela 5.6: Resultados das simulações: problema de aproximação do mapeamentoF3
Abordagem EQM(tr) EQM(ts) Regras
ANFIS 0.0732475 0.103288 6
CoevolGFS Global quadrática 0.070662 0.098229 6
CoevolGFS Global constante 0.139271 0.145969 6
CoevolGFS Local quadrática 0.095581 0.127486 5
CoevolGFS Local constante 0.171676 0.174976 6
não-linearidade local (região em evidência na figura 5.8(c)) foi a que combinou conseqüentes não-
lineares com técnicas globais de otimização. Para as demais abordagens, esta particularidade não
foi observada porque a forte restrição no número de regras (apenas6 regras) força o processo de
aproximação a focalizar a atenção apenas nas não-linearidades dominantes. Conforme mostram as
figuras 5.8(b) e 5.8(d), sistemas nebulosos com conseqüentes lineares (como é o caso do ANFIS)
ou constantes (Local constante) necessitam de mais de6 regras para representar, simultaneamen-
te, as não-linearidades locais e dominantes. Aumentando-se a granularidade até atingir o limite
GranulMax=MaxReg=9, o ANFIS melhorou sua capacidade de aproximação até ser capaz de ma-
pear estas não-linearidades (ver figura 5.8(b) com linhas tracejadas). Este aumento no número de
regras, representou um ganho em termos de desempenho para o ANFIS que não foi acompanhado
pela abordagem com conseqüente constante. O mapeamento das não-linearidades locais, exigiu da
abordagem CoevolGFSLocal constanteum número maior de regras (25 regras para esta aplicação
específica).
Os resultados mostram que, para as abordagens com conseqüentes constantes ou lineares, o
número de regras necessárias é inversamente proporcional à suavidade da função a ser aproximada,
e isso representa uma das grandes desvantagens do uso de sistemas nebulosos com conseqüentes
lineares.
A figura 5.9 ilustra a partição nebulosa do melhor indivíduo resultante da abordagem Coe-
volGFSGlobal quadráticae do sistema nebuloso resultante do ANFIS treinado com6 regras ne-
bulosas. Conforme mostrado pela figura 5.9(b), mesmo sob fortes restrições, a partição nebulosa
da abordagem co-evolutiva, atendeu os critérios de interpretabilidade e o ajuste possibilitou atingir
a maior atenção necessária nas redondezas do pontox = 0:6: duas regras atuantes, o que não
aconteceu no caso do ANFIS: uma única regra atuante (ver figura 5.9(a)).
A utilização de diferentes classes de funções no conseqüente, juntamente com a possibilidade
de escolha entre dois métodos para a obtenção dos parâmetros TS ótimos, produziram modelos
com diferentes balanços entre acuidade e interpretabilidade: modelos menos acurados e mais inter-
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Figura 5.8: Aproximação para dados com ruído (geração 100): (a) Função Original e dados amos-
trados com ruído; Aproximação dada por: (b) ANFIS que emprega otimização global com função
linear no conseqüente (bom desempenho para a região em evidência, quando se empregam9 re-
gras); (c) CoevolGFS que emprega otimização global com função não-linear no conseqüente (bom
desempenho para a região em evidência, com apenas6 regras); (d) CoevolGFS que emprega otimi-
zação local com função constante no conseqüente.
pretáveis, que adotam conseqüentes constantes otimizados por métodos locais; e modelos menos
interpretáveis e mais acurados, com conseqüentes não-lineares otimizados por métodos globais.
5.3.3 Aproximação no<3 Usando Dados com Ruído
O problema de aproximação tratado nesta seção avalia a acuidade no espaço tridimensional, consi-
derando dados com ruído. O problema é aproximar a função
F4 : 
! <; F4(x1; x2) = f4(x1; x2) +N [; ] ;
onde
  [0; 1]2, f4(x1; x2) = 1:9 (1:35 + exp(x1) sin(13(x1   0:6)2) exp( x2) sin(7x2)),  = 0
e  = 0:3, como ilustrado na figura 5.11(a-b). A funçãof4(x1; x2) é bem conhecida e aparece
em uma série de aplicações apresentadas na literatura (Cherkasskyet al., 1996; Rojaset al., 1999).


































Figura 5.9: A partição nebulosa para o sistema nebuloso obtido por: (a) ANFIS treinado em100
épocas; (b) abordagem CoevolGFSGlobal quadráticana geração100.
A aproximação é realizada considerando-seN = 225 padrões com ruído(x1p; x2p; F1p), p =
1;    ; N .
Os modelos evoluíram por1000 gerações na abordagem co-evolutiva e, como no caso da seção
anterior, tem-se:SIV = 100, SIII = 80, e SI = 20. A granularidade máxima das partições
nebulosas foi definida como[3; 3]. Cada base de regras no nível III contém no máximo9 regras
nebulosas, mas o número efetivo de regras pode ser menor, ao final da co-evolução. As operações
de crossover e mutação são realizadas com probabilidadesPC = 0:3 ePM = 0:1, respectivamente,
para todos os níveis que evoluem (níveis IV, III e I).
A tabela 5.7 traz os resultados para o sistema nebuloso obtido pelo processo co-evolutivo (na
geração1000), assim como a solução produzida pelo ANFIS (treinado com1000 épocas). Para
o ANFIS, a partição do espaço de entrada é fixa e definida como[3; 3]. Novamente, diferentes
tipos de funções de pertinência foram testados, e os melhores resultados foram obtidos usando-se
funçõesGaussianas. Enquanto os erros de treinamento foram calculados considerando-seN = 225
padrões de treinamento com ruído, os testes foram realizados para2500 pontos.
Tabela 5.7: Resultados das simulações: problema de aproximação do mapeamentoF4
Abordagem EQMr(tr) Errots Regras
ANFIS 0.32 0.21 9
CoevolGFS 0.25 0.13 8
Conforme mostrado na tabela 5.7, a abordagem co-evolutiva (CoevolGFS) atingiu o melhor
compromisso entre capacidade de generalização e compactação da base de regras.
A figura 5.10 ilustra a evolução dos erros de treinamento e teste, tanto para o melhor sistema
nebuloso da abordagem CoevolGFS (linha cheia), quanto para o ANFIS (linha pontilhada). Como
pode se verificar, o erro de treinamento é superior ao erro de teste porque este último é calculado
sobre os dados sem ruído.
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Figura 5.10: Evolução do erro de aproximação deF4.
As figuras 5.11(c) e (d) ilustram a capacidade de generalização dos modelos obtidos pelo AN-
FIS (treinado com1000 épocas) e pelo processo co-evolutivo ao final de1000 gerações.

























































Figura 5.11: (a) Função originalf4(x1; x2); (b) Dados de treinamento; Aproximação dada pelo
ANFIS; (d) Aproximação dada por CoevolGFS.
Nota-se que, mesmo sob o aumento da flexibilidade resultante do uso de conseqüentes não-
lineares, o processo de poda do algoritmo proposto na seção 4.4.4 elimina as redundâncias e reduz
o sobre-ajuste. E mais, as restrições impostas pelo critério da visibilidade produzem partições
que atendem o critério de-completudee -sobreposição, conforme mostra a figura 5.12(b). No
caso do ANFIS (figura 5.12(a)), os critérios de visibilidade também foram atendidos, no entanto a
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produção de partições do universo com maior granularidade resultou em uma base de regras maior,






















































Figura 5.12: Partições nebulosas resultantes (a) do ANFIS; (b) da abordagem CoevolGFS.
5.4 Problemas de Classificação
Nesta seção, o objetivo é avaliar o desempenho dos sistemas nebulosos num contexto de classifi-
cação de padrões, resultando em classificadores baseados em regras nebulosas, ou simplesmente,
classificadores nebulosos. Numa primeira etapa, os dados das espirais concêntricas (Lang & Wit-
brock, 1988) serão utilizados para avaliar a eficiência dos modelos obtidos para solucionar um pro-
blema de classificação complexo, envolvendo duas variáveis. Numa segunda etapa, o desempenho
do modelo co-evolutivo, em espaço de dimensão mais elevada, é investigado através da utilização
dos dados de classificação da IRIS. Em ambos os casos, os resultados do modelo proposto são
comparados aos resultados obtidos com o ANFIS, sendo que no caso da IRIS, o modelo nebuloso
obtido por evolução tradicional e o modelo proposto por Castellano & Fanelli (2000) também serão
avaliados.
5.4.1 Dados das Espirais Concêntricas
O problema das espirais concêntricas é bastante conhecido na literatura e teve origem no campo das
redes neurais artificiais. De uma forma geral, as propostas co-evolutivas têm obtido bons resultados.
Por exemplo, Juillé & Pollack (1996) solucionaram o problema das espirais, co-evoluindo uma
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estrutura de programação genética, e Potter & De Jong (2000) co-evoluíram uma rede neural com
12 neurônios escondidos, capaz de classificar corretamente todos os padrões de treinamento. O
objetivo aqui será solucionar este problema através da co-evolução de parâmetros de um sistema
nebuloso, produzindo um modelo interpretável (mais compacto).
Supõe-se que os dados de entrada são as coordenadasxp = (x1; x2); p = 1;    ; N ; das duas
espirais que têm origem no ponto(0; 0), conforme mostrado na figura 5.13.













Figura 5.13: Dados de treinamento no problema das espirais.
Para desenvolver o classificador nebuloso supõe-se que, sef(xp) é a saída do sistema nebuloso









int(a)  1 sea  int(a)   0:5
int(a) se 0:5 < a  int(a) < 0:5
int(a) + 1 sea  int(a)  0:5
Aqui, o principal objetivo é o desenvolvimento de um classificador nebuloso, capaz de associar
cada coordenada(x1; x2) com a espiral apropriada. As coordenadas são rotuladas para indicar a
qual das duas espirais elas se referem. Um padrão de treinamento é representado por uma tripla
(x1; x2; Cl), ondeCl = +1 para uma espiral, eCl =  1 para a outra. Dois conjuntos são gerados
e cada um é composto por97 pontos. Os classificadores nebulosos são co-evoluídos usando-se o
conjunto formado porN = 194 pontos,97 para cada espiral.
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Isto significa que: se a saídaf(xp) 2 [0:5; 1:5) então a classe é Classe 1 (representada pela
região em branco na figura 5.15); se a saída éf(xp) 2 [ 0:5; 1:5) a classe é Classe 2 (região em
cinza na figura 5.15). Se a saída não pertence a nenhum destes intervalos a classe é indeterminada
(região em preto na figura 5.15).
O tamanho das populações para cada espécie é dado por:SIV = 100, SIII = 80, eSI = 20.
As operações de crossover e mutação são realizadas com probabilidadesPC = 0:3 e PM = 0:1,
respectivamente, para os três níveis que evoluem. As partições nebulosas adotam uma granularida-
de máxima dada por [3,3], com as funções de pertinência uniformemente distribuídas no intervalo
[ 6; 6], para a variávelx1, e [ 6:5; 6:5], para a variávelx2. Com o objetivo de produzir uma base
de regras extremamente compacta, o número máximo de regras foi definido como MaxReg= 4.
A figura 5.14 mostra o total de classificações erradas para o melhor indivíduo (linha cheia)
e para a média da população (linha pontilhada), ao longo do processo co-evolutivo. O melhor
indivíduo na primeira geração classifica45 pontos de forma incorreta, mas após529 gerações o
classificador nebuloso resultante é capaz de classificar corretamente todos os pontos.



















Figura 5.14: Erro de classificação ao longo do processo co-evolutivo.
A tabela 5.8 resume o desempenho do classificador nebuloso resultante do processo co-evolutivo
(num total de 1000 gerações), comparado com aquele resultante do ANFIS (treinado com 1000 épo-
cas). O ANFIS opera com uma granularidade fixa, definida como[3; 3], e funções de pertinência
Gaussianas. As mesmas atribuições de classes usadas pelo sistema co-evolutivo são adotadas pelo
ANFIS, para relacionar a saída real a uma das duas classes possíveis.
A figura 5.15 ilustra o desempenho dos classificadores nebulosos resultantes da abordagem co-
evolutiva e do ANFIS, mostrando que o mapeamento produzido pela abordagem co-evolutiva está
mais próximo dos dados originais.
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Tabela 5.8: Resultados das simulações para o problema das espirais.
Abordagem Ciclos Regras Erro de Classificação
ANFIS 1000 9 18
CoevolGFS 529 4 0































Figura 5.15: Desempenho dos classificadores nebulosos resultantes (a) do ANFIS; (b) da aborda-
gem CoevolGFS.
Verifica-se que a classificação produzida pelo ANFIS, foi considerada insatisfatória (18 erros).
Testes realizados com outros tipos de funções de pertinência (trapezoidal, triangular) e ampliação
do máximo de gerações (T = 6000) não trouxeram melhora no desempenho do ANFIS. Isto mostra
que, para o total de regras estipulado (9 regras definidas pela granularidade[3; 3]), o mapeamento
determinado pelos conseqüentes lineares do ANFIS não é capaz de separar corretamente as classes.
Somente com o aumento da granularidade para[4; 4] (num total de 16 regras), o sistema foi capaz
de classificar corretamente todos os194 padrões.
As regras que compõem a BR do classificador nebuloso, obtido por co-evolução na geração
529, são mostradas a seguir:
R1 : Sex1 ébaixoE x2 ébaixoentãoy =  0:31 + 1:6x1   0:26x2 + 0:34x21 + 0:17x22   0:1x1x2
R2 : Sex1 émédioE x2 ébaixoentãoy = 15:27  1:29x1+7:76x2  0:05x21+0:84x22  0:46x1x2
R3 : Sex1 émédioE x2 éalto entãoy =  17:21 2:21x1+7:60x2 0:08x21 0:78x22+0:45x1x2
R4 : Sex1 éalto E x2 éalto entãoy = 1:14 + 2:07x1 + 1:24x2   0:25x21   0:28x22   0:34x1x2
O operador de agregação dos antecedentes representando a conjunção (E) obtido pelo processo
co-evolutivo foi a norma triangulart5, com parâmetro associadopt = 9:96. Conforme pode se
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verificar, a base de regras é extremamente compacta e consistente. As funções de pertinência
associadas aos termos lingüísticosbaixo, médioe alto estão ilustradas na figura 5.16. A partição
















Figura 5.16: Termos lingüísticos associados às funções de pertinência para as variáveis de entrada
x1 ex2.
Notadamente, a abordagem co-evolutiva resultou num sistema nebuloso classificador extrema-
mente compacto, atendendo os demais critérios de interpretabilidade, e cujo desempenho atingiu
os níveis de acuidade desejados, sem a necessidade da intervenção do projetista para definir parâ-
metros cruciais, como as funções de pertinência, a base de regras e o operador de agregação dos
antecedentes das regras.
5.4.2 Dados da IRIS
Os classificadores nebulosos resultantes da co-evolução serão agora avaliados em um outro con-
texto, considerando-se os padrões de entrada conhecidos como dados de classificação da IRIS. Po-
pularizado por Fisher (1936), este problema de classificação, envolvendo três classes, possui150
vetores pertencentes ao<4, representando50 exemplos de cada espécie de flores:Iri setosa(Cl1),
Iris versicolor(Cl2), eIris virginica (Cl3). Os padrões de treinamentoxp = (x1p; x2p; x3p; x4p); p =
1;    ; 150, foram normalizados dentro do intervalo[0; 1]. Os atributos são os seguintes:x1p mede
o comprimento da sépala da flor,x2p mede a largura da sépala,x3p mede o comprimento da pétala
ex4p mede a largura da pétala.
Os processos de treinamento e teste dividem o conjunto de dados disponíveis, utilizando75 pa-
drões cada um (25 padrões escolhidos aleatoriamente para cada classe). Os propósitos desta divisão
são: avaliar a capacidade de generalização do modelo no contexto de classificação e comparar com
os resultados obtidos por Castellano & Fanelli (2000).
Tomando-sef(xp) como a saída do classificador nebuloso (para um padrão de entradaxp),
obtido pelo processo co-evolutivo, a seguinte atribuição é realizada para relacionar a saídaf(xp)
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com cada uma das classesCli:
Cl1 ! round(f(xp)) = 1 ;
Cl2 ! round(f(xp)) = 2 ;
Cl3 ! round(f(xp)) = 3 ;
onderound(.)é dado pela equação (5.11).
Os tamanhos das populações de cada espécie do processo co-evolutivo são:SIV = 30, SIII =
70 eSI = 10. As operações de crossover e mutação são realizadas com probabilidadesPC = 0:2
e PM = 0:08, respectivamente, para os três níveis que evoluem. A abordagem CoevolGFS su-
põe BRG e otimização global dos parâmetros da função não-linear nos conseqüentes TS. Com o
objetivo de comparar com os resultados obtidos por Castellano & Fanelli (2000), o número má-
ximo de regras em cada base de regras foi definido como MaxReg=4. A granularidade máxima
é definida como GranulMax=[2; 2; 2; 2]. Para a abordagem EGFS, adota-se uma população com-
posta por30 indivíduos, com as mesmas taxas de operadores genéticos adotadas pela abordagem
CoevolGFS. O ANFIS e a abordagem EGFS operam com a mesma granularidade do modelo co-
evolutivo (GranulMax=[2; 2; 2; 2]), resultando num máximo de regras dado por MaxReg=16, para
as duas abordagens.
A tabela 5.9 mostra os erros de classificação de treinamento e teste obtidos pela abordagem de
Castellano & Fanelli (2000), ANFIS, EGFS e CoevolGFS.
Tabela 5.9: Resultados das simulações para o problema da IRIS
Abordagem Ciclos Regras Erros de Classificação
Treinamento Teste
CompacFuzzClass Castellano & Fanelli (2000) - 5 0 4
ANFIS 100 16 0 6
EGFS 100 13 0 8
CoevolGFS 100 4 0 3
Conforme mostrado na tabela 5.9, o classificador nebuloso resultante da co-evolução apresenta
um desempenho superior às demais abordagens, uma vez que este obtém o melhor compromisso
entre acuidade e interpretabilidade (medida pela compactação da base de regras).
A base de regras produzida pela abordagem CoevolGFS é consistente e apresenta condições ir-
relevantes em todas as regras, tornando-as mais simples (mais curtas), conforme mostrado a seguir:
R1 : Sex3 é baixoE x4 é baixoentãoy = 0:86  0:3x1 + 0:19x2 + 0:31x3 + 0:09x4   0:14x21  
0:23x22   2:86x23
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R2 : Sex1 ébaixoE x2 ébaixoE x3 éalto entãoy = 1:15  1:97x1  6:06x2+1:82x3+3:41x4+
5:18x22
R3 : Sex1 é alto E x3 é baixoE x4 é alto entãoy = 9:7  0:17x1 + 1:97x2 + 2:65x3   33:7x4 +
0:36x21   3:44x22   0:8x23 + 31x24
R4 : Sex1 é alto E x2 é alto E x4 é baixoentãoy = 1:52  0:49x1 + 0:2x2 + 3:83x3 + 0:32x4 +
0:29x21   0:42x22   2:42x23   0:24x24 + 0:33x1x2x3x4
O operador de agregação do antecedente representando a conjunção (E) é dado pelat-n rmat1,
mostrada no capítulo 3, seção 3.1.3, com parâmetro associadopt = 1:66. As funções de pertinência













































Figura 5.17: Partição nebulosas para as variáveisx1, x2, x3, ex4.
um bom nível de acuidade, obtido com uma base de regras compacta, e uma partição nebulosa que
atende os critérios de interpretabilidade.
É importante salientar que existem muitos resultados na literatura que conseguiram 100% de
classificações corretas quando, no processo de treinamento, são escolhidos os150 padrões dispo-
níveis, i.e. dados de treinamento (Tr = 150) e dados de teste (Ts = 0). Treinada com a totalidade
dos padrões disponíveis, a abordagem CoevolGFS também foi capaz de classificar corretamente
todos os dados. No entanto, como objetivo aqui é avaliar a capacidade de generalização do mo-
delo, toda a ênfase foi dada para as simulações com dados de treinamento (Tr = 75) e dados de
teste (Ts = 75).
A tabela 5.10 ilustra os desempenho em termos de custo computacional, requerido pelo modelo
co-evolutivo e pelo ANFIS, quando contabiliza-se o mesmo número de ciclos para cada abordagem.
Conforme já salientado na seção 5.2.1, os menores valores no caso do ANFIS podem ser justifica-
dos pelo fato de 1 ciclo (época) do sistema ANFIS requerer um passo incremental de otimização
dos parâmetros do antecedente das regras e do conseqüente para apenas um sistema nebuloso. Para
as abordagens evolutiva e co-evolutiva, 1 ciclo (geração) envolve o ajuste do antecedente e otimiza-
ção do conseqüente, não para um, mas para uma população de sistemas nebulosos. O maior custo
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computacional da abordagem co-evolutiva, justifica-se pela obtenção de um sistema mais parcimo-
nioso, com um menor número de regras (apenas 4). Este aspecto será discutido mais profundamente
na conclusão deste trabalho (capítulo 6).
Tabela 5.10: Comparação de custo computacional
abordagem Regras Ciclos Tempo de CPU(s)
ANFIS 16 100 16
EGFS 13 100 1074
CoevolGFS 4 100 41290
5.5 Experimentos de Caminho Fechado
Toda vez que um modelo nebuloso com alto grau de flexibilidade é proposto, uma questão surge:
qual seria o desempenho do modelo se os dados de treinamento fossem gerados por um sistema
nebuloso simples? Em outras palavras, em que nível pode ser medida a capacidade de projeto do
sistema que está sendo proposto, para reproduzir as particularidades de um elemento específico
mais simples no espaço de busca, escolhido arbitrariamente para gerar os dados de treinamento?
Este processo, denominado experimento de caminho fechado (Iyoda & Von Zuben, 2002), será
utilizado para testar, sob diferentes níveis de dificuldade, a capacidade de busca do modelo co-
evolutivo, proposto para o projeto automático de sistemas nebulosos.
Suponha que os dados de treinamento sejam gerados pelo sistema nebuloso exemplificado na
seção 4.4.1, cujos parâmetros serão reproduzidos na tabela 5.11 para maior comodidade do leitor.
Este sistema, denominado Sistema Nebuloso Original (SNO), é composto por5 regras nebulosas
Rj; j = 1;    ; 5, envolvendo duas variáveisxk; k = 1; 2, da forma:








2 + wj5x1x2 :
onde a conjunção (E) é dada pelomin. A título de comparação, a base de regras e a partição
nebulosa que formam o SNO serão novamente mostradas na tabela 5.11 e na figura 5.18(a), respec-
tivamente. O mapeamento resultante do processo de inferência no (SNO), será também ilustrado
na figura 5.19(a).
Com o objetivo de mostrar a capacidade de busca do sistema proposto, foram definidos três
níveis de dificuldade, variando de um nível de dificuldade menor (nível A), passando por um nível
intermediário (nível B), até um nível de dificuldade maior (nível C), conforme detalhado a seguir:
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 nível A: A granularidade máxima é definida como GranulMax=[3; 3] e o número máximo de
regras é definido como MaxReg=5. Como estes valores são os mesmos valores do sistema
nebuloso original, a busca fica direcionada para a composição das regras (combinação dos
índices que identificam as FP) e a partição nebulosa (formato e localização das FP). O método
de busca parte de uma partição nebulosa uniforme na geração inicial, para tentar atingir a
partição nebulosa desejada (mostrada na figura 5.18(a)), tentando sempre diferentes base de
regras (todas formadas por 5 regras individuais). Não existe a possibilidade de exclusão de
regras na base de regras;
 nível B: A granularidade máxima é definida como GranulMax=[3; 3] e o número máximo de
regras é ampliado para MaxReg=9. Neste caso, somente a granularidade máxima (Granul-
Max) é igual à do sistema original. Todos os demais parâmetros do sistema nebuloso original,
incluindo o número de regras efetivas, a combinação dos termos lingüísticos, e a partição ne-
bulosa, devem ser encontrados pela abordagem co-evolutiva. A exclusão de regras na base
de regras é possível.
 nível C: A granularidade máxima é ampliada para GranulMax=[5; 5] e o número máximo
de regras é definido como MaxReg=25. Este é o caso mais difícil, pois a abordagem co-
evolutiva deve ser capaz de eliminar um grande número de regras desnecessárias, encontrar a
combinação ótima na base de regras e, ainda, eliminar termos redundantes e ajustar os demais
termos da partição nebulosa. A exclusão de regras é possível.
Independente do nível de dificuldade, o problema do caminho fechado consiste em se encon-
trar o modelo TS apropriado, baseado apenas nos dados de treinamento obtidos pelo mapeamento
produzido pelo SNO, ou seja, geram-se dados de treinamento de um sistema nebuloso específico
e a partir destes dados busca-se reproduzir o próprio sistema nebuloso que gerou os dados. Aqui,
o conjunto de treinamento é composto por225 padrões. A abordagem co-evolutiva com BRG e
otimização global dos conseqüentes não-lineares, submetida aos três níveis (A, B e C) de dificul-
dade na busca, é utilizada para se encontrar o conjunto de parâmetros mais apropriados para tentar
reproduzir o mapeamento original a partir dos dados disponíveis. Para os níveis B e C, um fator
de penalização foi incluído no cálculo dofitnesspara privilegiar os sistemas nebulosos com bases
mais compactas. No processo co-evolutivo o total de indivíduos em cada uma das populações é:
SIV = 100, SIII = 50, e SI = 40. As operações de crossover e mutação são realizadas com
probabilidade dePC = 0:3 ePM = 0:1, respectivamente, para todos os níveis que evoluem.
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A tabela 5.11 traz os parâmetros do sistema nebuloso original (SNO) e os parâmetros dos siste-
mas nebulosos resultantes do processo co-evolutivo, para os três níveis de dificuldade.
Tabela 5.11: Os parâmetros dos sistemas nebulosos resultantes
Nível Regra Aj1 A
j
2 wj0 wj1 wj2 wj3 wj4 wj5
1 baixo baixo -1 0 0 0 0 0
2 baixo alto 1 0 0 -0.19 0.47 0
SNO 3 médio médio -0.43 -0.37 -0.35 0.62 -0.77 0.5
4 alto baixo 2 -0.5 0 0 0 0.85
5 alto alto 1 0.13 0.22 0 0 0
1 baixo baixo -0.97 -0.95 0.01 2.71 -0.59 3.70
2 baixo alto 13.27 0.96 -30.31 -13.11 19.47 0.62
A 3 médio médio -1.19 2.18 0.08 1.17 -0.12 -2.95
4 alto baixo 1.70 0.58 -3.26 -0.90 -9.49 6.75
5 alto médio -10.06 31.68 -13.77 -12.66 16.60 -8.29
1 baixo baixo -0.97 -1.27 -0.25 6.33 0.36 0.22
2 baixo alto 19.16 -42.62 -33.39 -28.83 16.17 47.59
B 3 médio médio 0.38 -4.04 -0.52 6.14 -0.43 -0.62
4 alto baixo 2.05 -0.41 -3.42 -0.23 -9.98 6.71
5 alto médio -11.41 39.09 -18.96 -10.26 38.37 -29.36
1 muito baixo médio -1.03 1.28 -0.69 -5.80 1.74 -0.80
2 muito baixo muito alto 32.33 -71.32 -55.76 -10.01 25.36 73.13
3 baixo alto 1.01 -2.79 -4.65 5.08 1.91 2.97
C 4 alto alto 0.98 -11.77 2.88 14.85 -2.71 -1.65
5 muito alto baixo 1.07 1.66 -1.80 -1.29 -8.34 3.04
6 muito alto alto -2.97 33.58 -40.14 -16.85 32.26 -2.43
7 muito alto muito alto -0.48 19.16 -15.75 -4.85 14.33 -11.78
Conforme mostrado na tabela 5.11, todas as bases de regras resultantes são consistentes e, para
os níveis A e B, estão próximas da base de regras do sistema nebuloso original (SNO).
A figura 5.18 ilustra os termos lingüísticosAjk, k = 1; 2 ej = 1;    ; 5, definidos nos universos
associados. Todas as partições que emergem da co-evolução atendem os critérios de visibilidade e,
para os níveis A e B, estão bem próximas das partições do sistema original.
O mapeamento produzido pelo sistema nebuloso original (SNO) é ilustrado na figura 5.19(a).
Após 1000 gerações o sistema nebuloso resultante de cada processo co-evolutivo produziu um
mapeamento conforme mostrado nas figuras 5.19(b-d).
Os resultados mostrados nesta seção comprovam a eficiência do modelo proposto para encontrar
elementos mais simples em espaços de busca complexos. Nota-se que, para os níveis A e B,
a abordagem co-evolutiva foi capaz de produzir uma boa aproximação da curva original. Para





































































































































Figura 5.18: Partições nebulosas: (a) do sistema nebuloso original; (b) do sistema co-evolutivo para
o nível A; (c) do sistema co-evolutivo para o nível B; (d) do sistema co-evolutivo para o nível C.
estes dois níveis, as pequenas discrepâncias entre as funções de pertinência e base de regras dos
sistemas nebulosos resultantes, em relação à partição e base de regras do SNO, são compensadas
pela flexibilidade dos conseqüentes não-lineares.
Para o nível C, o resultado, embora mais distante do original, mostra a grande capacidade de
compressão do modelo, uma vez que com um máximo de25 r gras, o processo co-evolutivo con-
vergiu para um sistema com apenas7 regras. Os resultados deste nível mostram que a compressão
das regras não foi acompanhada pela eliminação de termos desnecessários nas partições nebulosas,
evidenciando a dependência do modelo em relação à granularidade máxima.





















































































Figura 5.19: Mapeamento de Entrada-Saída produzido por: (a) sistema nebuloso original; (b) sis-
tema co-evolutivo sujeito às restrições impostas no nível A; (c) sistema co-evolutivo sujeito às
restrições impostas no nível B; (d) sistema co-evolutivo sujeito às restrições impostas no nível C.
Capítulo 6
Conclusões
A teoria da computação flexível está em busca contínua por dispositivos poderosos que representem
e processem a informação. O objetivo maior é a obtenção de soluções finais com menor demanda
por recursos computacionais. A principal conseqüência desta iniciativa é a substituição dos dis-
positivos de propósito geral por dispositivos mais dedicados, que utilizem heurísticas específicas
para a definição dos atributos do sistema a ser modelado. Esta é uma condição necessária para que
soluções parcimoniosas sejam obtidas na resolução de problemas complexos em inteligência com-
putacional (Kearns & Vazirani, 1994). Quando a estrutura da solução final não é definidaa priori
e depende da natureza e complexidade do problema, os modelos resultantes se tornam dispositivos
não-paramétricos (Härdle, 1990).
Algoritmos de aprendizado, para os quais tanto a estrutura dos sistemas nebulosos quanto os
parâmetros do modelo são obtidos por treinamento baseados em dados de entrada-saída, constituem
uma classe poderosa de dispositivos não-paramétricos. Toda vez que a complexidade do problema
não pode ser determinadaa priori, a possibilidade de ajuste da estrutura do sistema nebuloso deve
ser explorada para se estimar a real flexibilidade do modelo de aproximação. A questão é como
encontrar a configuração do sistema nebuloso que mapeie corretamente cada padrão de entrada no
correspondente padrão de saída desejado.
Neste trabalho, a avaliação de desempenho das abordagens para o projeto automático de siste-
mas nebulosos foi medida com base em quatro aspectos distintos:
 acuidade da solução obtida;
 interpretabilidade da solução obtida;
 autonomia no processo de obtenção da solução;
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 custo computacional para se implementar a solução obtida.
A abordagem proposta neste trabalho apresentou um modelo não-paramétrico baseado em co-
evolução, com componentes de hierarquia e cooperação, para o projeto automático de sistemas
nebulosos. As principais características da abordagem, são detalhadas a seguir:
 co-evolução- O processo co-evolutivo se baseou em populações de diferentes níveis hie-
rárquicos representando espécies distintas, que codificaram soluções parciais do problema
de projeto automático de sistemas nebulosos. A estrutura modular e hierárquica pôde ser
implementada de modo que indivíduos em quatro níveis distintos - partições nebulosas (ní-
vel I), regras individuais (nível II), base de regras (nível III) e sistemas nebulosos (nível IV)
- mantivessem uma relação cooperativa, e ofitnessde um indivíduo dependesse dofitnessde
indivíduos pertencentes aos outros níveis.
 hierarquia - Indivíduos dos níveis superiores foram construídos a partir de indivíduos de
níveis inferiores, ou seja, indivíduos de um nível mantêm relações de interdependências na
instanciação de indivíduos de outros níveis. Relações hierárquicas também foram estabele-
cidas no cálculo dofitnessdos indivíduos, nos diferentes níveis que evoluem.
 cooperação- O processo co-evolutivo induziu uma cooperação entre os indivíduos das di-
ferentes espécies. A cooperação foi alcançada, tanto nas relações de interdependência dos
indivíduos, quanto na etapa de avaliação dofitness.
 acuidade- A abordagem proposta produziu sistemas nebulosos acurados, capazes de aproxi-
mar funções com diferentes níveis de complexidade, com erro de treinamento e teste dentro
de limites aceitáveis. A possibilidade da ocorrência de sobre-ajuste, resultante do uso de mo-
delos extremamente flexíveis, como é o caso de modelos TS com conseqüentes não-lineares,
foi atenuada através do algoritmo de poda proposto.
 interpretabilidade - Os sistemas nebulosos resultantes apresentaram bases de regras com-
preensíveis para um operador humano, formadas por um número reduzido de regras, todas
consistentes, simplificadas pela presença de condições irrelevantes, e cujas partições nebulo-
sas atenderam os critérios de visibilidade estipulados.
 autonomia de projeto - Parâmetros críticos dos sistemas nebulosos, como operadores de
agregação dos antecedentes, número de regras nebulosas, tipo, formato e localização das
funções de pertinência, emergiram do processo co-evolutivo, ao invés de serem definidosa
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priori , tornando a autonomia de projeto mais próxima de ser alcançada. No entanto, alguns
parâmetros continuam sendo arbitrados, como a granularidade máxima nos universos das
variáveis associadas.
 flexibilidade - O uso de diferentes classes de funções no conseqüente e diferentes métodos
de otimização dos parâmetros associados permitiu uma maior liberdade para se escolherem
modelos com diferentes compromissos entre acuidade e interpretabilidade.
 seleção de variáveis- O uso de base de regras genéricas permitiu a seleção de quais variáveis
são relevantes para cada regra individualmente. Além disso, é possível a realização de sele-
ção de variáveis no âmbito geral da aplicação, embora as simulações realizadas não tenham
evidenciado esta característica.
 tratabilidade computacional - As simulações mostraram que a abordagem co-evolutiva,
embora demandando em média mais recursos computacionais do que as abordagens alternati-
vas consideradas, foi capaz de manter a tratabilidade computacional no processo de obtenção
da solução.
 parcimônia - A abordagem baseada em co-evolução produziu soluções finais bastante par-
cimoniosas. Com o paradigma co-evolutivo, houve uma tendência de se aumentar o custo de
projeto com o objetivo de se reduzir o custo de implementação da solução final. Em muitas
circunstâncias, o alto custo computacional de projeto é perfeitamente justificável, especial-
mente quando a solução resultante (modelo nebuloso para solucionar o problema) é parcimo-
niosa e acurada (Sober, 1975). Por exemplo, se o sistema nebuloso representa uma solução
para um problema de engenharia, o dispositivo computacional correspondente será, prova-
velmente, implementado em larga escala na indústria. Portanto, no cálculo do custo final do
produto manufaturado, o custo requerido para se implementar a solução (custo de produção
do produto, que émenor para modelos não-paramétricos parcimoniosos) deverá prevalecer
sobre o custo para se obter a solução (custo computacional no processo de modelagem), que
émaior para modelos não-paramétricos parcimoniosos.
Todas as simulações realizadas consideraram uma única variável de saída, mas a extensão da
abordagem para múltiplas saídas pode ser obtida de forma direta, tanto para o modelo Mamda-
ni, quanto para o modelo Takagi-Sugeno. As simulações envolvendo problemas de aproximação
de dados com alta confiabilidade, aproximação de dados sujeitos a ruídos, classificação de pa-
drões e experimentos de caminho fechado mostraram a autonomia e flexibilidade do sistema para
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encontrar modelos acurados, com grande capacidade de generalização, e que atenderam os crité-
rios de interpretabilidade estabelecidos. Os melhores desempenhos obtidos, frente a um modelo
neuro-nebuloso bastante poderoso, como é o caso do ANFIS, e a modelos obtidos por um método
evolutivo tradicional, confirmaram a expectativa de que a co-evolução, associada à hierarquia e co-
operação, representa uma alternativa promissora para o projeto automático de sistemas nebulosos.
6.1 Perspectivas Futuras
Embora a eficiência da abordagem proposta tenha sido comprovada através de inúmeros testes
e simulações, algumas etapas ainda requerem experimentos e estudos mais avançados e deverão
ser tratadas em trabalhos posteriores. Por exemplo, a questão relacionada à autonomia do projeto
como um todo, incluindo os parâmetros dos SNs e do AG. A abordagem certamente diminui os
parâmetros de projeto dos sistemas nebulosos, mas insere parâmetros importantes associados ao
algoritmo genético proposto. Alguns testes foram realizados para se avaliarem diferentes taxas
dos operadores genéticos, tipos de seleção, etc. Verificou-se que elevando-se o número máximo
T de gerações para se atingir o critério de parada, a sensibilidade do processo evolutivo a esses
parâmetros é reduzida. Entretanto, nenhuma análise quantitativa foi feita neste sentido. Existe
portanto a necessidade de testes mais abrangentes, considerando diferentes condições iniciais para
que resultados mais conclusivos possam ser derivados.
Outros pontos importantes a serem tratados em trabalhos futuros são:
 A implementação de um processo de agrupamento (clustering) para encontrar uma granula-
ridade máxima e indicar a localização inicial das funções de pertinência mais apropriada para
cada aplicação;
 Maior ênfase na interpretabilidade do modelo. Para isso, é necessária:
– a implementação de um mecanismo de transformação de conseqüentes constantes (nú-
meros reais) em conjuntos nebulosos, para aumentar a representação lingüística dos
modelos TS com conseqüentes constantes;
– a difusão do uso de modelos Mamdani, já que estes modelos são considerados mais
interpretáveis do que os modelos Takagi-Sugeno;
 A realização de novas simulações envolvendo:
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– casos para os quais não é possível se disponibilizar a saída desejada (aqui, os con-
seqüentes TS precisam ser evoluídos, visto que não há como se aplicar o método dos
quadrados mínimos). Nestes casos, a escolha entre modelos Mamdani e TS poderia ser
feita de forma automática, já que os modelos TS não teriam desempenho muito superior
devido à ausência do processo de otimização dos conseqüentes;
– dados com distribuição não-uniforme (especialmente distribuições esparsas);
– problemas de controle e identificação de sistemas dinâmicos;
 Modificações no algoritmo genético proposto com o objetivo de:
– reduzir o custo computacional para produzir a solução em universos envolvendo um
número elevado de variáveis de entrada. Esta possibilidade depende da implementação
de métodos de seleção de variáveis mais elaborados e eficientes, já que métodos de
seleção envolvendo buscas exaustivas podem ser impraticáveis para um grande número
de variáveis (Hall, 1998);
– testar outras técnicas para implementar o elitismo e a reparação;
– testar outros operadores genéticos (por exemplo: crossover aritmético);
– incorporar outros métodos de busca local, além do que já é realizado pela otimização
dos conseqüentes TS;
– implementar novas configurações hierárquicas que permitam, inclusive, incluir as clas-
ses de funções e os métodos de otimização dos conseqüentes como parâmetros a serem
evoluídos;
– adaptar a técnica proposta a outras estruturas de processamento de informação;
 Modificações na etapa de otimização dos conseqüentes para avaliar outros algoritmos de
eliminação de redundância em comparação com o algoritmo de poda proposto;
 Inclusão dos operadores do mecanismo de inferência e restrições na partição para a abor-
dagem EGFS (não emprega co-evolução), para que resultados mais conclusivos possam ser
extraídos a respeito das vantagens do uso da co-evolução.
 Modelagem e solução do projeto automático de sistemas nebulosos por programação multi-
objetivo. Este tópico já tem sido trabalhado e os resultados preliminares foram apresentados
em Delgadoet al. (2002a,b);
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AE Algoritmo Evolutivo, pág. 13.
AG Algoritmo Genético, pág. 6.
ANFIS Adaptive Neural Fuzzy Inference Systems, pág. 5.
BR Base de Regras, pág. 89.
BRE Base de Regras Específicas, pág. 106.
BRG Base de Regras Genéricas, pág. 106.
CE Computação Evolutiva, pág. 1.
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CoevolGFS Coevolutionary Genetic Fuzzy Systems, pág. 116.
CoG Centro de Massa, pág. 71.
EE Estratégia Evolutiva, pág. 11.
EGFS Evolutionary Genetic Fuzzy Systems, pág. 116.
EQM Erro Quadrático Médio, pág. 83.
EQMr Erro Quadrático Médio calculado para dados com ruído, pág. 132.
FP Função de Pertinência, pág. 89.
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A) B Implicação nebulosa envolvendo os conjuntosA eB, pág. 67.
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GLOSSÁRIO 161
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m3 Mapeamento que define a representação ou sobrevivência genotípica, pág. 17.
m4 Mapeamento que define alterações genéticas (mutação e crossover), pág. 17.
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p Índice do padrão de entrada, pág. 83.
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PC Probabilidade de crossover, pág. 27.
Pi Proposição de entrada utilizada pelo mecanismo de inferência, pág. 71.
PM Probabilidade de mutação, pág. 29.
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Prisel Probabilidade do indivíduoi ser selecionado para compor a população na próxima
geração, pág. 24.
PA(x) Função de pertinência de um conjuntoA qualquer, pág. 44.
proj X Projeção no universoX, pág. 65.
Q Dimensão do vetor de parâmetroswj, pág. 77.
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A, pág. 47.
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Sp Total de indivíduos na populaçãoP t, pág. 13.
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T (X) Conjunto dos termos lingüísticos da variável lingüísticaX, pág. 58.
uk Posições arbitrárias para as entradas não-nebulosas associadas à variávelk, pág. 76.
vtk Alelo no locusk de um indivíduo qualquer na geraçãot, pág. 29.
vtik Alelo que representa o gene nolocusk do indivíduoi na geraçãot, pág. 22.
wj Vetor dos parâmetros da funçãog no conseqüente da regraj para os modelos TS,
pág. 77.
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