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This paper is addressed to showing the existence of insensitizing
controls for a class of quasilinear parabolic equations with homo-
geneous Dirichlet boundary conditions. As usual, this insensitizing
problem is reduced to a nonstandard null controllability problem of
some nonlinear cascade system governed by a quasilinear parabolic
equation and a linear parabolic equation. Nevertheless, in order
to solve the later quasilinear controllability problem by the ﬁxed
point technique, we need to establish the null controllability of the
linearized cascade parabolic system in the framework of classical
solutions. The key point is to ﬁnd the desired control function in a
Hölder space for given data with certain regularities.
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1. Introduction and main result
Let n ∈N\{0}, T > 0, and let Ω be a bounded domain in Rn with a C3 boundary Γ . Put Q = Ω ×
(0, T ) and Σ = Γ × (0, T ). Assume ω and O to be two given nonempty open subsets of Ω . Denote by
χω the characteristic function of the set ω. We consider the following controlled quasilinear parabolic
equation:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
yt −
n∑
i, j=1
(
aij(y)yxi
)
x j
+ f (y) = ξ + χωu in Q ,
y = 0 on Σ,
y(0) = y0 + τ yˆ0 in Ω,
(1.1)
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respectively the state variable and the control variable, ξ and y0 are two known functions, τ is an
unknown small real number, yˆ0 is an unknown function, f is a given C2 function deﬁned on R with
f (0) = 0, and aij(·) : R→ R are given C3 functions satisfying aij = a ji (i, j = 1, . . . ,n) and for some
constant ρ > 0,
n∑
i, j=1
aij(s)ηiη j  ρ|η|2, ∀(s, η) = (s, η1, . . . , ηn) ∈R×Rn. (1.2)
Let us deﬁne the following (partial) energy functional:
Φ(y) = 1
2
T∫
0
∫
O
∣∣y(x, t;τ ,u)∣∣2 dxdt, (1.3)
where y = y(x, t;τ ,u) is the corresponding solution of (1.1) associated to τ and u. In this paper, we
are interested in the existence of a control function u (depending on ξ and y0 but independent of
τ and yˆ0), which makes the above functional Φ be insensitive with respect to small perturbations
on the initial value y0. A physical interpretation of this problem is as follows: If the state variable y
stands for the temperature of a body, then Eq. (1.1) describes the heat conduction of the body, while
the diffusion coeﬃcients depend on the temperature in a manner as aij(y). In (1.1), ξ can be viewed
as a given heat source acting on the body, and one can also act on a local domain ω of the body by
means of a heat source u. Roughly speaking, the insensitivity problem means that we are expected to
ﬁnd a local heat source u such that the local energy Φ in O is almost invariant with respect to small
perturbations on the initial temperature.
To be more precise, we need to introduce some notations. For any k,  ∈N, we denote by Ck,(Q )
the set of all functions having continuous derivatives in Q up to order k with respect to the space
variable and up to order  with respect to the time variable, and by Ck(Ω) the set of all functions
having continuous derivatives in Ω up to order k. For any θ ∈ (0,1), write
Ck+θ,+
θ
2 (Q ) =
{
u ∈ Ck,(Q ); sup
|σ |=k
sup
(x1,t1) =(x2,t2)
|∂σx ∂t u(x1, t1) − ∂σx ∂t u(x2, t2)|
(|x1 − x2| + |t1 − t2|1/2)θ < ∞
}
,
and
C2+θ (Ω) =
{
u ∈ C2(Ω); sup
|σ |=2
sup
x1 =x2
|∂σx u(x1) − ∂σx u(x2)|
|x1 − x2|θ < ∞
}
,
both of which are Banach spaces endowed with the canonical norms.
Since we are treating a nonlinear problem, for given functions ξ ∈ Cθ, θ2 (Q ) and y0 ∈ C2+θ (Ω)
satisfying suitable conditions (which will be speciﬁed later), we require that the desired insensitizing
control u(∈ Cθ, θ2 (Q )), which depends on ξ and y0 but is independent of τ and yˆ0, satisﬁes the
following condition:
(H) There exists a τ0 > 0 such that for any |τ | < τ0 and any yˆ0 ∈ C∞0 (Ω) with | yˆ0|C2+θ (Ω) = 1, Eq. (1.1)
admits a unique solution y(·, ·;τ ,u) ∈ C2+θ,1+ θ2 (Q ). Moreover,
|y|
C2+θ,1+
θ
2 (Q )
 C
(
n,Ω,Γ, T ,aij, f
)(|ξ |
Cθ,
θ
2 (Q )
+ |u|
Cθ,
θ
2 (Q )
+ |y0 + τ yˆ0|C2+θ (Ω)
)
. (1.4)
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Now, we introduce the following notion.
Deﬁnition 1.1. For given functions ξ ∈ Cθ, θ2 (Q ) and y0 ∈ C2+θ (Ω), a control function u ∈ Cθ, θ2 (Q )
with suppu ⊆ ω × [0, T ] is said to insensitize the functional Φ if u satisﬁes condition (H), and
∂Φ(y(·, ·;τ ,u))
∂τ
∣∣∣∣
τ=0
= 0, ∀ yˆ0 ∈ C∞0 (Ω) with | yˆ0|C2+θ (Ω) = 1. (1.5)
We remark that in our Deﬁnition 1.1, the notion of insensitizing controls is a little different from
the usual one (see [28]). This difference results from the quasilinearity of Eq. (1.1). We will give a
detailed explanation about this in Remark 2.1.
Insensitivity problem was introduced by J.-L. Lions in [20]. In [28], the author showed that when
Ω\ω = ∅, one could not expect the existence of insensitizing controls for every y0 ∈ L2(Ω), even for
the linear parabolic equation; while when ω∩O = ∅, for y0 = 0 and ξ satisfying suitable assumptions,
the existence of insensitizing controls was also proved in that paper for some semilinear heat equa-
tions with globally Lipschitz continuous nonlinearity and Dirichlet boundary conditions. Later, this
result was extended to semilinear heat equations with superlinear nonlinearities and other boundary
conditions (see [5] and the references therein). The purpose of our paper is to study the problem of
insensitizing controls for the quasilinear parabolic equation (1.1).
Our main result in this paper can be stated as follows.
Theorem 1.1. Assume thatω∩O = ∅ and y0 = 0. Then, there exist two positive constants M and δ depending
only on n,Ω,Γ, T , f (·) and aij(·), such that for any ξ ∈ Cθ, θ2 (Q ) satisfying
|ξ |
Cθ,
θ
2 (Q )
+
∣∣∣∣exp( Mt(T − t)
)
ξ
∣∣∣∣
L2(Q )
 δ, (1.6)
one can ﬁnd a control function u ∈ Cθ, θ2 (Q ), which insensitizes the functional Φ in the sense of Deﬁnition 1.1.
To the best of our knowledge, Theorem 1.1 is the ﬁrst result on the existence of insensitizing
controls for quasilinear partial differential equations. Note that we can give a precise dependence
of the constant M and the cost of the control function u in Theorem 1.1 on aij(·) and f (·) (see
Lemma 5.1).
As usual, the point in the proof of Theorem 1.1 is to show a nonstandard null controllability result
for a nonlinear cascade parabolic system. In the last decades, there are many works addressing the
controllability of linear and semilinear parabolic equations/systems (see e.g. [1,11,32,33] and the rich
references therein). However, as far as we know, very little is known about the null controllability of
quasilinear parabolic equations. In this respect, we refer to [3] for the local null controllability of a
quasilinear parabolic equation in one space dimension, and to [23] for the local null controllability
of multidimensional quasilinear parabolic equations. On the other hand, in [21], the author showed
the null controllability of a special class of quasilinear parabolic equations, i.e. degenerate Newto-
nian ﬁltration equations. Note however that the desired nonstandard null controllability in this paper
involves solving a controllability problem for a coupled system governed by a quasilinear parabolic
equation and a linear parabolic equation through only one control. Therefore, it is technically more
diﬃcult to treat this sort of controllability problem than the case of a single parabolic equation, even
for the linear cascade parabolic system. The key observation of our approach is that, for given data
with certain regularities, the regularity of a suitably chosen control function for the linear cascade
parabolic system can be improved, and more precisely, such a control can be found in the Hölder
space Cθ,
θ
2 (Q ). In [5], the authors transformed the insensitivity problem for a semilinear heat equa-
tion with nonlinear boundary Fourier condition into a nonstandard null controllability problem for
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ary, the control function was also chosen in some Hölder space. However, it seems that the method
used in [5] (to improve the regularity of the control function) is not applicable to our quasilinear
problems.
Several further remarks are in order.
Remark 1.1. It would be quite interesting to study the problem of insensitizing controls for general
quasilinear parabolic equations, in which the nonlinear functions in the principal part depend on both
the state variable and its gradient, i.e. aij(y) in the ﬁrst equation of (1.1) is replaced by aij(y,∇ y).
However the method developed in this paper is not applicable to this general case. We will explain
more on this in Remark 5.1.
Remark 1.2. Note that we assume the initial datum y0 to be zero in Theorem 1.1. As we mentioned
before, this is natural in some sense even for the linear problem. Note however that, recently, some
very interesting results on insensitizing controls were presented in [29] analyzing the class of initial
data that can be insensitized for the linear heat equation. It seems very diﬃcult to extend these
results to semilinear/quasilinear parabolic equations.
Remark 1.3. The insensitivity problems make sense also for other partial differential equations, say
the hyperbolic equations. We refer to [6] and [27] for the existence of insensitizing controls for some
linear and semilinear wave equations, respectively. It would be interesting to study the insensitizing
problems for quasilinear wave equations but this remains to be done.
Remark 1.4. It would be quite interesting to study the insensitizing problems for stochastic partial
differential equations but, as far as we know, there are only two papers ([22] and [30]) in this respect,
addressing the existence of insensitizing controls for linear stochastic parabolic equations. Since the
insensitivity problems are closely related to the controllability problems, we refer to [25] and [26] for
some results on the controllability of stochastic parabolic equations.
The rest of this paper is organized as follows. In Section 2, we reduce the insensitivity problem for
(1.1) to a nonstandard null controllability problem of a quasilinear cascade parabolic system. Section 3
is devoted to establishing a global Carleman estimate for the general linear cascade parabolic system
with C1,1 coeﬃcients on the principal operator. In Section 4, we prove the null controllability of linear
cascade parabolic systems with the control functions chosen in Cθ,
θ
2 (Q ). In Section 5, we give a proof
of Theorem 1.1. Finally, we present in Appendix A a sketch of proof for the Lp-estimates of some
linear parabolic equations of second order.
2. Reduction of the insensitizing problems
In order to prove the existence of insensitizing controls (Theorem 1.1), as usual, we need to reduce
the problem to a nonstandard null controllability problem of a nonlinear cascade system governed by
a quasilinear parabolic equation and a linear parabolic equation, as stated below.
Proposition 2.1. Assume that ξ ∈ Cθ, θ2 (Q ) satisﬁes (1.6) and y0 = 0. If a control function u ∈ Cθ, θ2 (Q )
satisﬁes condition (H) and the corresponding solution (w,h) ∈ (C2+θ,1+ θ2 (Q ))2 of the following nonlinear
cascade system:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
wt −
n∑
i, j=1
(
aij(w)wxi
)
x j
+ f (w) = ξ + χωu in Q ,
w = 0 on Σ,
(2.1)w(0) = 0 in Ω
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−ht −
n∑
i, j=1
(
aij(w)hxi
)
x j
+
n∑
i, j=1
(
aij
)′
(w)wxihx j + f ′(w)h = χOw in Q ,
h = 0 on Σ,
h(T ) = 0 in Ω
(2.2)
satisﬁes h(0) = 0 in Ω , then u insensitizes the functional Φ (deﬁned by (1.3)).
Proof. By Deﬁnition 1.1, it suﬃces to prove (1.5). For any yˆ0 ∈ C∞0 (Ω) satisfying | yˆ0|C2+θ (Ω) = 1 and|τ | < τ0, denote by yτ the solution of Eq. (1.1) associated to τ and u. Then
∂Φ(yτ )
∂τ
∣∣∣∣
τ=0
= 1
2
lim
τ→0
T∫
0
∫
O
(yτ + w) yτ − w
τ
dxdt, (2.3)
where w is the solution of (2.1).
We claim that
yτ → w in L2(Q ), as τ → 0. (2.4)
Indeed, write wτ = yτ − w . Then, obviously, wτ satisﬁes the following equation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
wτ ,t −
n∑
i, j=1
[
aij(yτ )yτ ,xi − aij(w)wxi
]
x j
+ f (yτ ) − f (w) = 0 in Q ,
wτ = 0 on Σ,
wτ (0) = τ yˆ0 in Ω.
(2.5)
Multiplying both sides of the ﬁrst equation of (2.5) by wτ and integrating it in Ω , we obtain that
1
2
d
dt
∫
Ω
w2τ (t)dx+
n∑
i, j=1
∫
Ω
aij(yτ )wτ ,xi wτ ,x j dx+
n∑
i, j=1
∫
Ω
[
aij(yτ ) − aij(w)
]
wxi wτ ,x j dx
+
∫
Ω
[
f (yτ ) − f (w)
]
wτ dx = 0.
By (1.2), Young’s inequality and Poincaré’s inequality, it follows that
1
2
d
dt
∫
Ω
w2τ (t)dx+ ρ
∫
Ω
∣∣∇wτ (t)∣∣2 dx0
 ρ
2
∫
Ω
∣∣∇wτ (t)∣∣2 dx+ C(n,Ω,ρ) n∑
i, j=1
∫
Ω
∣∣aij(yτ ) − aij(w)∣∣2|∇w|2 dx
+ C(n,Ω,ρ)
∫ ∣∣ f (yτ ) − f (w)∣∣2 dx. (2.6)
Ω
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n∑
i, j=1
∫
Ω
∣∣aij(yτ ) − aij(w)∣∣2|∇w|2 dx
=
n∑
i, j=1
∫
Ω
∣∣∣∣∣
1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds wτ
∣∣∣∣∣
2
|∇w|2 dx
 C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
w2τ (t)dx, (2.7)
and
∫
Ω
∣∣ f (yτ ) − f (w)∣∣2 dx = ∫
Ω
∣∣∣∣
1∫
0
f ′
(
syτ + (1− s)w
)
ds wτ
∣∣∣∣2 dx
 C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
w2τ (t)dx. (2.8)
Substituting (2.7)–(2.8) into (2.6), and noting that wτ (0) → 0 in L2(Ω) (as τ → 0), by Gronwall’s
inequality, we ﬁnd that
|wτ |C([0,T ];L2(Ω)) → 0, as τ → 0. (2.9)
This yields (2.4).
Next, we claim that
yτ − w
τ
→ z in L2(Q ), as τ → 0, (2.10)
where z satisﬁes the following linear parabolic equation:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
zt −
n∑
i, j=1
(
aij(w)zxi
)
x j
−
n∑
i, j=1
((
aij
)′
(w)wxi z
)
x j
+ f ′(w)z = 0 in Q ,
z = 0 on Σ,
z(0) = yˆ0 in Ω.
(2.11)
To show this, set w˜τ = yτ −wτ − z. Then, it is easy to check that w˜τ satisﬁes the following:
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w˜τ ,t −
n∑
i, j=1
[
aij(yτ )w˜τ ,xi
]
x j
−
n∑
i, j=1
([
aij(yτ ) − aij(w)
]
zxi
)
x j
−
n∑
i, j=1
[
aij(yτ ) − aij(w)
τ
wxi −
(
aij
)′
(w)wxi z
]
x j
+ f (yτ ) − f (w)
τ
− f ′(w)z = 0 in Q ,
w˜τ = 0 on Σ,
w˜τ (0) = 0 in Ω.
(2.12)
Multiplying both sides of the ﬁrst equation of (2.12) by w˜τ and integrating it in Ω , by (1.2) and using
the mean value theorem, we obtain that
1
2
d
dt
∫
Ω
w˜2τ (t)dx+ ρ
∫
Ω
∣∣∇ w˜τ (t)∣∣2 dx

n∑
i, j=1
∫
Ω
∣∣∣∣∣
1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds(yτ − w)zxi w˜τ ,x j
∣∣∣∣∣dx
+
n∑
i, j=1
∫
Ω
∣∣∣∣∣
[ 1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds − (aij)′(w)] yτ − w
τ
wxi w˜τ ,x j
∣∣∣∣∣dx
+
n∑
i, j=1
∫
Ω
∣∣(aij)′(w)w˜τ wxi w˜τ ,x j ∣∣dx
+
∫
Ω
∣∣∣∣∣
[ 1∫
0
f ′
(
syτ + (1− s)w
)
ds − f ′(w)
]
yτ − w
τ
w˜τ
∣∣∣∣∣dx+
∫
Ω
∣∣ f ′(w)w˜2τ ∣∣dx. (2.13)
In the following, we estimate every term in the right side of (2.13). By condition (H), w ∈
C2+θ,1+ θ2 (Q ). Therefore, it is easy to show that aij(w), (aij)′(w)wxi ∈ C1+θ,
θ
2 (Q ) and f ′(w) ∈
Cθ,
θ
2 (Q ). By (2.11) and the Schauder estimates for linear parabolic equations of second order, we
obtain that z ∈ C2+θ,1+ θ2 (Q ) and |z|
C2+θ,1+
θ
2 (Q )
 C(n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
). Then, for
any suﬃciently small ε > 0, we conclude that
n∑
i, j=1
∫
Ω
∣∣∣∣∣
1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds(yτ − w)zxi w˜τ ,x j
∣∣∣∣∣dx
 ε
∫
Ω
∣∣∇ w˜τ (t)∣∣2 dx+ 1
ε
C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
w2τ (t)dx. (2.14)
Further,
n∑
i, j=1
∫ ∣∣∣∣∣
[ 1∫ (
aij
)′(
syτ + (1− s)w
)
ds − (aij)′(w)] yτ − w
τ
wxi w˜τ ,x j
∣∣∣∣∣dx
Ω 0
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n∑
i, j=1
∫
Ω
∣∣∣∣∣
[ 1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds − (aij)′(w)]w˜τ wxi w˜τ ,x j
∣∣∣∣∣dx
+
n∑
i, j=1
∫
Ω
∣∣∣∣∣
[ 1∫
0
(
aij
)′(
syτ + (1− s)w
)
ds − (aij)′(w)]zwxi w˜τ ,x j
∣∣∣∣∣dx
 ε
∫
Ω
∣∣∇ w˜τ (t)∣∣2 dx
+ 1
ε
C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
[
w˜2τ (t) + w2τ (t)
]
dx. (2.15)
Further,
n∑
i, j=1
∫
Ω
∣∣(aij)′(w)w˜τ wxi w˜τ ,x j ∣∣dx
 ε
∫
Ω
∣∣∇ w˜τ (t)∣∣2 dx+ 1
ε
C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
w˜2τ (t)dx. (2.16)
Further,
∫
Ω
∣∣∣∣∣
[ 1∫
0
f ′
(
syτ + (1− s)w
)
ds − f ′(w)
]
yτ − w
τ
w˜τ
∣∣∣∣∣dx+
∫
Ω
∣∣ f ′(w)w˜2τ ∣∣dx
 C
(
n,Ω,Γ, T ,aij, f , |ξ |
Cθ,
θ
2 (Q )
, |u|
Cθ,
θ
2 (Q )
, τ0
)∫
Ω
[
w˜2τ (t) + w2τ (t)
]
dx. (2.17)
Substituting (2.14)–(2.17) into (2.13), by (2.9) and using Gronwall’s inequality, we arrive at
|w˜τ |C([0,T ];L2(Ω)) → 0, as τ → 0.
Hence, (2.10) holds.
Now, thanks to (2.4) and (2.10), we ﬁnd that
∂Φ(yτ )
∂τ
∣∣∣∣
τ=0
=
T∫
0
∫
O
wzdxdt. (2.18)
Multiplying both sides of the ﬁrst equation of (2.11) by h, integrating it in Q , and using integration
by parts, one obtains that
T∫ ∫
wzdxdt =
∫
h(0) yˆ0 dx, ∀ yˆ0 ∈ C∞0 (Ω) with | yˆ0|C2+θ (Ω) = 1. (2.19)0 O Ω
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∂Φ(yτ )
∂τ
∣∣∣∣
τ=0
= 0 if and only if h(0) = 0.
This completes the proof of Proposition 2.1. 
Remark 2.1. Note that in the usual notion of insensitizing control (e.g. [28]), condition (H) is not
required and (1.5) holds for all yˆ0 ∈ L2(Ω) with | yˆ0|L2(Ω) = 1. We make such sort of changes in Def-
inition 1.1 because we expect to reduce an insensitivity problem for a quasilinear parabolic equation
into a nonstandard null controllability problem (in the sense of Proposition 2.1) for a nonlinear cas-
cade parabolic system. Indeed, notice that in the proof of Proposition 2.1, both (2.4) and (2.10) play
critical roles. To prove them, we need a uniform estimate on yτ in L∞(Q ), and the estimates on w
and z in W 1,∞(Q ) while these estimates are guaranteed by condition (H).
3. Global Carleman estimate for a linear cascade parabolic system
The main goal of this section is to derive a global Carleman estimate for the following linear
cascade parabolic system:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
pt −
n∑
i, j=1
(
bij pxi
)
x j
−
n∑
j=1
(
c j p
)
x j
+ ap = 0 in Q ,
−qt −
n∑
i, j=1
(
bijqxi
)
x j
+ dq = χOp in Q ,
p = q = 0 on Σ,
p(0) = p0, q(T ) = 0 in Ω,
(3.1)
where bij ∈ C1,1(Q ), bij = b ji , c j ∈ C1,0(Q ) (i, j = 1, . . . ,n), a,d ∈ L∞(Q ), p0 ∈ L2(Ω), and for some
constant ρ > 0,
n∑
i, j=1
bij(x, t)ηiη j  ρ|η|2, ∀(x, t, η) = (x, t, η1, . . . , ηn) ∈ Q ×Rn. (3.2)
First, we derive a global Carleman estimate for the following linear parabolic equation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt +
n∑
i, j=1
(
bij vxi
)
x j
+
n∑
j=1
(
c j v
)
x j
+ av = g in Q ,
v = 0 on Σ,
v(T ) = vT in Ω,
(3.3)
where g ∈ L2(Q ) and vT ∈ L2(Ω) are arbitrarily given. For this purpose, for any parameter λ ∈R, we
recall the following known pointwise estimate for parabolic operators [24].
Proposition 3.1. For any α ∈ C3(Q ) and v ∈ C2(Q ), put φ = eλαv and β = λα. Then
1
2
e2λα
[
vt +
n∑
i, j=1
(
bij vxi
)
x j
]2
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n∑
i, j=1
[
bijφxiφt −
n∑
i′, j′=1
(
2bijbi
′ j′βxi′ φxiφx j′ − bijbi
′ j′βxiφxi′ φx j′
)− Ebijβxiφ2
]
x j
− 1
2
(
n∑
i, j=1
bijφxiφx j − Eφ2
)
t
+
n∑
i, j=1
ci jφxiφx j
− 2
n∑
i, j=1
n∑
i′, j′=1
(
bijφxi
)
x j
bi
′ j′βxi′ x j′ φ + Fφ2, (3.4)
where
Ψ = −
n∑
i, j=1
(
bijx jβxi + 2bijβxi x j
)
, (3.5)
E = −βt +
n∑
i, j=1
(
bijβxiβx j − bijx jβxi − bijβxi x j
)− Ψ, (3.6)
F = −1
2
Et +
n∑
i, j=1
[(
Ebijβxi
)
x j
− 1
2
(
bijx jβxi
)2 − 2Ebijβxi x j], (3.7)
ci j = 1
2
bijt +
n∑
i′, j′=1
[
2bij
′(
bi
′ jβxi′
)
x j′
− (bijbi′ j′βxi′ )x j′ ]. (3.8)
Remark 3.1. The pointwise estimate in Proposition 3.1 is a little different from that in [9]. The merit
of this new estimate is such that the constants appearing in the Carleman estimate (in Proposition 3.2
below) depend only on |bij|C1,1(Q ) rather than |bij|C2,1(Q ) . For this, in Proposition 3.1, we choose the
auxiliary function Ψ as that in (3.5) (and therefore, via (3.6), E = −βt +∑ni, j=1(bijβxiβx j + bijβxi x j )),
while in the pointwise identity in [9], the function Ψ was chosen to be −2∑ni, j=1(bijβxi )x j .
It is well known that [11], there exists a function ψ ∈ C3(Ω) such that
ψ(x) > 0, in Ω; ψ(x) = 0, on ∂Ω; ∣∣∇ψ(x)∣∣> 0, in Ω \ω0,
where ω0 is any given open and nonempty subset of Ω such that ω0 ⊆ ω ∩O. In the sequel, we
choose
ϕ ≡ ϕ(x, t) = e
μψ(x)
t(T − t) , α ≡ α(x, t) =
eμψ(x) − e2μ|ψ |C(Ω)
t(T − t) ,
where μ > 0 is a parameter.
Write
B =
n∑
i, j=1
(
1+ ∣∣bij∣∣2C1,1(Q )), D = n∑
j=1
∣∣c j∣∣2C1,0(Q ) + |a|2L∞(Q ).
Also, we choose ω1 to be any ﬁxed open subset of Ω such that ω0 ⊆ ω1 and ω1 ⊆ ω ∩O. In what
follows, we use C1 to denote a positive constant, depending only on ρ,n,Ω,Γ and T , which may be
different from one place to another. We have the following global Carleman estimate for Eq. (3.3).
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Q
e2λα
(
λμ2ϕ|∇v|2 + λ3μ4ϕ3v2)dxdt
 C1
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + n∑
j=1
∣∣c j∣∣2C(Q ) + |a|L∞(Q )
) T∫
0
∫
ω1
e2λαλ3μ4ϕ3v2 dxdt
+ C1
∫
Q
e2λα g2 dxdt, (3.9)
for all g ∈ L2(Q ) and vT ∈ L2(Ω).
Remark 3.2. i) Compared to the known results on global Carleman estimates for general linear
parabolic equations (e.g. [11] and [15], see also [7]), Proposition 3.2 provides an explicit estimate
on the constant (in the right side of Carleman inequality) with respect to the C1,1 coeﬃcients on the
principal operator (and the other coeﬃcients in the lower order terms) in Eq. (3.3). Based on this re-
sult, we can give an explicit dependence of both the constant M and the cost of the control function
u appeared in Theorem 1.1 with respect to the nonlinear functions aij(·) and f (·) in Eq. (1.1).
ii) Our proof of Proposition 3.2 is based on the pointwise estimate for parabolic operators in Propo-
sition 3.1. This approach is stimulated by [18] addressing inverse problems, and also [9,10,31] for
control problems.
Proof. Proof of Proposition 3.2 The main idea of our proof is to use Proposition 3.1.
First, we need to bound the last three terms in right side of inequality (3.4) (in Proposition 3.1).
By the deﬁnitions of α, β and Ψ , it is clear that
E = −βt +
n∑
i, j=1
(
bijβxiβx j + bijβxi x j
)
= −λαt +
n∑
i, j=1
λ2μ2ϕ2bijψxiψx j +
n∑
i, j=1
bij
(
λμ2ϕψxiψx j + λμϕψxi x j
)
. (3.10)
Substituting (3.10) into (3.7) and (3.8), respectively, by a simple calculation, we conclude that for
μ 1 and λ C1e2μ|ψ |C(Ω) , it holds that
F 
n∑
i, j=1
n∑
i′, j′=1
λ3μ4ϕ3bijbi
′ j′ψxiψx jψxi′ ψx j′
− C1
[
1+
n∑
i, j=1
(∣∣bij∣∣2C(Q ) + ∣∣∇bij∣∣2C(Q ) + ∣∣bijt ∣∣C(Q ))
]
λ3μ3ϕ3
 λ3μ4ϕ3ρ2|∇ψ |4 − C1Bλ3μ3ϕ3, (3.11)
and ∫
Q
n∑
i, j=1
[
ci jφxiφx j − 2
n∑
i′, j′=1
(
bijφxi
)
x j
bi
′ j′βxi′ x j′ φ
]
dxdt
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∫
Q
n∑
i, j=1
n∑
i′, j′=1
λμ2ϕbijbi
′ j′φxiφx jψxi′ ψx j′ dxdt
− C1
n∑
i, j=1
(∣∣bij∣∣2C(Q ) + ∣∣∇bij∣∣2C(Q ))∫
Q
λμ3ϕ|φ||∇φ|dxdt
− C1
[
1+
n∑
i, j=1
(∣∣bij∣∣2C(Q ) + ∣∣∇bij∣∣2C(Q ) + ∣∣bijt ∣∣C(Q ))
]∫
Q
λμϕ|∇φ|2 dxdt

∫
Q
λμ2ϕρ2|∇ψ |2|∇φ|2 dxdt − C1
n∑
i, j=1
∣∣bij∣∣2C1,0(Q ) ∫
Q
λμ3ϕ|φ||∇φ|dxdt
− C1B
∫
Q
λμϕ|∇φ|2 dxdt. (3.12)
Also, by (3.3), we see that
1
2
e2λα
[
vt +
n∑
i, j=1
(
bij vxi
)
x j
]2
= 1
2
e2λα
[
g −
n∑
j=1
(
c j v
)
x j
− av
]2
 C1e2λα
[
g2 +
n∑
j=1
(∣∣c j∣∣2C(Q )|∇v|2 + ∣∣∇c j∣∣2C(Q )v2 + |a|2L∞(Q )v2)
]
. (3.13)
Moreover, noting that ψ |Γ = 0, ∂ψ∂ν |Γ  0 and φ|Σ = 0, it follows that∫
Σ
n∑
i, j=1
n∑
i′, j′=1
(
2bijbi
′ j′βxi′ φxiφx j′ − bijbi
′ j′βxiφxi′ φx j′
)
ν j dΓ dt  0,
where ν = (ν1, . . . , νn) denotes the unit outwards vector. This, combined with φ(0) = φ(T ) = 0, im-
plies that
∫
Q
{
n∑
i, j=1
[
bijφxiφt −
n∑
i′, j′=1
(
2bijbi
′ j′βxi′ φxiφx j′ − bijbi
′ j′βxiφxi′ φx j′
)+ Ebijβxiφ2
]
x j
− 1
2
(
n∑
i, j=1
bijφxiφx j − Eφ2
)
t
}
dxdt  0. (3.14)
Now, integrating (3.4) in Q and noting (3.11)–(3.14), we conclude that∫
Q
(
λ3μ4ϕ3|∇ψ |4φ2 + λμ2ϕ|∇ψ |2|∇φ|2)dxdt
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∫
Q
(
λ3μ3ϕ3φ2 + λμϕ|∇φ|2)dxdt + C1 n∑
i, j=1
∣∣bij∣∣2C1,0(Q ) ∫
Q
λμ3ϕ|φ||∇φ|dxdt
+ C1
∫
Q
e2λα g2 dxdt + C1D
∫
Q
e2λα
(|∇v|2 + v2)dxdt.
Since λ C1μ and |∇ψ | > 0 in Ω\ω0, for any μ C1B , the above inequality leads to∫
Q
(
λ3μ4ϕ3φ2 + λμ2ϕ|∇φ|2)dxdt
 C1
T∫
0
∫
ω0
(
λ3μ4ϕ3φ2 + λμ2ϕ|∇φ|2)dxdt + C1 ∫
Q
e2λα g2 dxdt
+ C1D
∫
Q
e2λα
(|∇v|2 + v2)dxdt.
Substituting φ = eλαv into the above inequality and taking λ C1(D + e2μ|ψ |C(Q ) ), we arrive at∫
Q
e2λα
(
λ3μ4ϕ3v2 + λμ2ϕ|∇v|2)dxdt
 C1
T∫
0
∫
ω0
e2λα
(
λ3μ4ϕ3v2 + λμ2ϕ|∇v|2)dxdt + C1 ∫
Q
e2λα g2 dxdt. (3.15)
Finally, we need to eliminate the second term in the right side of (3.15). For this purpose, we
choose a function ς ∈ C∞0 (ω1) such that ς = 1 in ω0 and ∇ς/ς
1
2 ∈ (L∞(Ω))n . Multiplying the ﬁrst
equation of (3.3) by ςϕve2λα and integrating it on Q , by a simple calculation, we see that
T∫
0
∫
ω0
e2λαϕ|∇v|2 dxdt
 C1
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + n∑
j=1
∣∣c j∣∣2C(Q ) + |a|L∞(Q )
) T∫
0
∫
ω1
e2λαλ2μ2ϕ3v2 dxdt
+ C1
λ2μ2
∫
Q
e2λα g2 dxdt. (3.16)
Consequently, combining (3.15) with (3.16), we obtain the desired estimate (3.9). This completes the
proof of Proposition 3.2. 
In the rest of this section, we derive a global Carleman estimate for the linear cascade system (3.1).
To this aim, we choose any open subset ω2 of Ω such that ω1 ⊆ ω2 and ω2 ⊆ ω ∩O. Put
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n∑
i, j=1
∣∣bij∣∣2C1,0(Q ) + n∑
j=1
∣∣c j∣∣2C1,0(Q ) + |a|2L∞(Q ) + |d|2L∞(Q ),
and
D˜ =
n∑
j=1
∣∣c j∣∣2C1,0(Q ) + |a|2L∞(Q ) + |d|2L∞(Q ).
We have the following global Carleman estimate for system (3.1).
Proposition 3.3. For any μ C1B and λ C1(D˜ + e2μ|ψ |C(Ω) ), solutions of Eq. (3.1) satisfy the estimate
∫
Q
e2λα
(
λ−2μ−2ϕ|∇p|2 + ϕ3p2 + λμ2ϕ|∇q|2 + λ3μ4ϕ3q2)dxdt
 C1
(
1+ L3) T∫
0
∫
ω2
e2λαλ4μ4ϕ7q2 dxdt, ∀p0 ∈ L2(Ω). (3.17)
Proof. First, applying Proposition 3.2 to both p and q, we conclude that for any μ  C1B and λ 
C1(D˜ + e2μ|ψ |C(Ω) ), the following two inequalities hold:
∫
Q
e2λα
(
λμ2ϕ|∇p|2 + λ3μ4ϕ3p2)dxdt
 C1
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + n∑
j=1
∣∣c j∣∣2C(Q ) + |a|L∞(Q )
) T∫
0
∫
ω1
e2λαλ3μ4ϕ3p2 dxdt, (3.18)
and
∫
Q
e2λα
(
λμ2ϕ|∇q|2 + λ3μ4ϕ3q2)dxdt
 C1
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + |d|L∞(Q )
) T∫
0
∫
ω1
e2λαλ3μ4ϕ3q2 dxdt
+ C1
T∫
0
∫
O
e2λα p2 dxdt. (3.19)
Next, we estimate the last term in the right side of (3.19). Choose a nonnegative function ζ ∈
C∞0 (ω2) such that ζ = 1 in ω1 and ∇ζ/ζ
1
2 ∈ (L∞(Ω))n . Multiplying both sides of the second equation
of (3.1) by e2λαϕ3ζ p and integrating it in Q , we see that
X. Liu / J. Differential Equations 253 (2012) 1287–1316 1301∫
Q
e2λαϕ3ζ p2 dxdt =
∫
Q
e2λαϕ3ζ p
[
−qt −
n∑
i, j=1
(
bijqxi
)
x j
+ dq
]
dxdt
=
∫
Q
{
e2λαϕ3ζq
[
pt −
n∑
i, j=1
(
bij pxi
)
x j
]
+ (e2λαϕ3)tζ pq
+ de2λαϕ3ζ pq − 2
n∑
i, j=1
bij
(
e2λαϕ3ζ
)
xi
px j q
−
n∑
i, j=1
bij
(
e2λαϕ3ζ
)
xi x j
pq −
n∑
i, j=1
bijxi
(
e2λαϕ3ζ
)
x j
pq
}
dxdt.
In what follows, we shall use the ﬁrst equation of (3.1) to estimate the right side of the above
equality. It is easy to deduce that for suﬃciently small ε > 0,∫
Q
e2λαϕ3ζ p2 dxdt
 ε
∫
Q
e2λα
(
ϕ3p2 + 1
λ2μ2
ϕ|∇p|2
)
dxdt + C1(1+ L)
T∫
0
∫
ω2
λ4μ4e2λαϕ7q2 dxdt. (3.20)
By (3.18) and (3.20), it follows that
∫
Q
e2λα
(
λμ2ϕ|∇p|2 + λ3μ4ϕ3p2)dxdt  C1(1+ L3) T∫
0
∫
ω2
λ7μ8e2λαϕ7q2 dxdt. (3.21)
Hence,
T∫
0
∫
O
e2λαp2 dxdt  C1
∫
Q
e2λαϕ3p2 dxdt  C1
(
1+ L3) T∫
0
∫
ω2
λ4μ4e2λαϕ7q2 dxdt. (3.22)
Finally, by (3.19), (3.22) and (3.21), we arrive at (3.17). 
4. Controllability of a linear cascade parabolic system in Hölder spaces
In this section, we are concerned with a special type of null controllability problem for the follow-
ing linear cascade parabolic system, with a control function in certain Hölder space⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
wt −
n∑
i, j=1
(
bijwxi
)
x j
+ dw = ξ + φ˜u in Q ,
−ht −
n∑
i, j=1
(
bijhxi
)
x j
+
n∑
j=1
c jhx j + ah = χOw in Q ,
w = h = 0 on Σ,
(4.1)w(0) = 0, h(T ) = 0 in Ω,
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φ˜ = 1 in ω2.
Before giving the controllability result, we recall some relevant results from [13,17,19]. First, for
any r > 1, any multi-index σ and v ∈ Lr(Q ), we denote by Dσx v the σ th-weak partial derivative of
the function v with respect to the space variable x, and by Dt v the weak derivative of the function v
with respect to the time variable t . Write
W 2,1r (Q ) =
{
v ∈ Lr(Q ); Dσx v, Dt v ∈ Lr(Q ), for any multi-index σ satisfying |σ | 2
}
.
Then, by checking the proof of Lp-theory for linear parabolic equations of second order (e.g., [19,
Theorem 7.17, p. 176] or [13, Theorem 6.4, p. 117]), it is not diﬃcult to show the following result.
Lemma 4.1. For any given r > 1 and g ∈ Lr(Q ), the following linear parabolic equation:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt −
n∑
i, j=1
bij vxi x j +
n∑
j=1
c j vx j + av = g in Q ,
v = 0 on Σ,
v(0) = 0 in Ω
admits a unique strong solution v ∈ W 2,1r (Q ). Moreover, there exists a positive constant C2 , depending only
on n, T ,Ω,Γ,ρ and r, such that
|v|W 2,1r (Q )  C2 exp
[
C2
(
1+
n∑
i, j=1
∣∣bij∣∣8C1,1(Q ) + n∑
j=1
∣∣c j∣∣8L∞(Q ) + |a|4L∞(Q )
)]
|g|Lr(Q ). (4.2)
For the readers’ convenience, we shall give a sketch of proof for the estimate (4.2) in Lemma 4.1
in Appendix A.
Next, we recall the other known lemma, which is related to the embedding of the Sobolev spaces
W 2,1r (Q )(r > 1) [17, Lemma 3.3, p. 80].
Lemma 4.2. The following continuous embeddings hold:
(1) If n + 2> 2r, then W 2,1r (Q ) ↪→ Lr∗(Q ), where r∗ = (n + 2)r/(n + 2− 2r);
(2) If n + 2 = 2r, then W 2,1r (Q ) ↪→ Ls(Q ), for any s > 1;
(3) If r = n+ 2, then W 2,1r (Q ) ↪→ Cθ, θ2 (Q ), for any 0< θ < 1.
Now, our controllability result for system (4.1) can be stated as follows.
Proposition 4.1. For any given function ξ satisfying |e M˜t(T−t) ξ |L2(Q ) < ∞ with M˜ = C1(D˜ + eC1B)2 , one can
ﬁnd a control function u ∈ Cθ, θ2 (Q ) such that the corresponding solution of system (4.1) satisﬁes h(0) = 0.
Moreover,
|u|
Cθ,
θ
2 (Q )
 C∗
(∫
Q
e
2M˜
t(T−t) ξ2 dxdt
)1/2
, (4.3)
where
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[
C1
(
1+
n∑
i, j=1
∣∣bij∣∣8C1,1(Q ) + n∑
j=1
∣∣c j∣∣8C1,0(Q ) + |a|4L∞(Q ) + |d|4L∞(Q )
)]
.
Proof. We borrow some ideas from [2]. We shall divide the proof into several steps. The main steps
are as follows. First, we construct an optimal control problem, which provides a family of “approxi-
mate” controls for system (4.1). Next, we prove that such a family of control functions are uniformly
bounded in Cθ,
θ
2 (Q ). Finally, by taking the limit, one ﬁnds the desired control function u ∈ Cθ, θ2 (Q ).
Step 1. For any ε > 0, consider the following optimal control problem
(P) Min
{∫
Q
e−2λαϕ−7u2 dxdt + 1
ε
∫
Ω
h2(0)dx; u ∈ L2(Q )
}
, subject to system (4.1),
here and hereafter λ and μ in the deﬁnition of α are two given positive constants satisfying the
conditions mentioned in Proposition 3.3.
It is easy to check that the optimal control problem (P) has a unique optimal control. We denote
by (wε,hε,uε) its optimal solutions. Furthermore, by the standard variational method, it follows that
uε = e2λαϕ7φ˜qε in Q , (4.4)
where qε satisﬁes ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
pε,t −
n∑
i, j=1
(
bij pε,xi
)
x j
−
n∑
j=1
(
c j pε
)
x j
+ apε = 0 in Q ,
−qε,t −
n∑
i, j=1
(
bijqε,xi
)
x j
+ dqε = χOpε in Q ,
pε = qε = 0 on Σ,
pε(0) = −1
ε
hε(0), qε(T ) = 0 in Ω.
(4.5)
Multiplying both sides of the ﬁrst and the second equations of (4.5) by hε and wε , respectively, and
integrating them in Q , by (4.4) and using the last equation of (4.5), we obtain that
1
ε
∫
Ω
h2ε(0)dx+
∫
Q
e2λαϕ7φ˜2q2ε dxdt = −
∫
Q
ξqε dxdt.
By the deﬁnitions of α, λ, μ and M˜ , it follows that
1
ε
∫
Ω
h2ε(0)dx+
∫
Q
e2λαϕ7φ˜2q2ε dxdt

∣∣e−λαϕ−3/2ξ ∣∣L2(Q )∣∣eλαϕ3/2qε∣∣L2(Q )
 C(T )
∣∣e λ2t(T−t) ξ ∣∣L2(Q )∣∣eλαϕ3/2qε∣∣L2(Q )
 C(T )
∣∣e M˜t(T−t) ξ ∣∣ 2 ∣∣eλαϕ3/2qε∣∣ 2 . (4.6)L (Q ) L (Q )
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∣∣eλαϕ3/2qε∣∣L2(Q )  C1(1+ L3) 12 λ 12
( T∫
0
∫
ω
e2λαϕ7φ˜2q2ε dxdt
)1/2
.
Combining the above inequality with (4.6), we arrive at
1
ε
∫
Ω
h2ε(0)dx+
∫
Q
e2λαϕ7φ˜2q2ε dxdt  C1
(
1+ L3)λ∣∣e M˜t(T−t) ξ ∣∣2L2(Q ), (4.7)
which implies that {uε} is a family of “approximate” controls, because |hε(0)|L2(Ω) → 0 as ε → 0.
Step 2. We prove that uε are uniformly bounded in Cθ,
θ
2 (Q ). For this purpose, we need to introduce
some notations. Let δ0 be a positive constant and {δk}k1 be a monotone increasing sequence, such
that 0< δk < δ0 <
λ
2 for any k 1. Put
ϕ0(t) = 1
t(T − t) , α0(t) =
(
1− e2μ|ψ |C(Ω))ϕ0, mkε = e(λ+δk)α0ϕ70 pε, nkε = e(λ+δk)α0ϕ70qε.
We choose γ = e(λ+δN∗ )α0ϕ70 , for a suﬃciently large positive integer N∗ . Then, by (4.4), it suﬃces
to prove that nN
∗
ε = γ qε are uniformly bounded in Cθ,
θ
2 (Q ). Indeed, if γ qε ∈ Cθ, θ2 (Q ) are uni-
formly bounded and noting that e2λαϕ7φ˜γ −1 ∈ Cθ, θ2 (Q ), then uε = γ qε · (e2λαϕ7φ˜γ −1) are uniformly
bounded in Cθ,
θ
2 (Q ). Therefore, we consider the regularity of nkε . First, it is easy to check that m
k
ε and
nkε satisfy the following linear system:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
mkε,t −
n∑
i, j=1
(
bijmkε,xi
)
x j
−
n∑
j=1
(
c jmkε
)
x j
+ amkε =
(
e(λ+δk)α0ϕ70
)
t pε := gkε in Q ,
−nkε,t −
n∑
i, j=1
(
bijnkε,xi
)
x j
+ dnkε = −
(
e(λ+δk)α0ϕ70
)
tqε +χOmkε := kε in Q ,
mkε = nkε = 0 on Σ,
mkε(0) =mkε(T ) = nkε(0) = nkε(T ) = 0 in Ω.
(4.8)
It is clear that
∣∣g1ε∣∣2L2(Q ) = ∫
Q
∣∣[e(λ+δ1)α0ϕ70]t pε∣∣2 dxdt
 C(T )
∫
Q
e2(λ+δ1)α0ϕ180 λ
4p2ε dxdt
 C(T )
∫
Q
e2λαϕ3λ3μ4p2ε
(
λe2δ1α0ϕ150
)
dxdt,
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λe2δ1α0ϕ150  C(T )λ.
Combining Proposition 3.3 and (4.7) with the above results, we get that
∣∣g1ε∣∣2L2(Q )  C(T )∫
Q
e2λαϕ3λ4μ4p2ε dxdt
 C1
(
1+ L3) T∫
0
∫
ω2
e2λαϕ7λ8μ8q2ε dxdt
 C1
(
1+ L3)2λ9μ8∣∣e M˜t(T−t) ξ ∣∣2L2(Q ). (4.9)
By Lemma 4.1, (4.8) and (4.9), noticing the deﬁnitions of λ, μ and L, we see that m1ε ∈ W 2,12 (Q ).
Moreover,
∣∣m1ε∣∣W 2,12 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ),
where C∗ is a constant given in Proposition 4.1. Then, by Lemma 4.2, W 2,12 (Q ) ↪→ Lr1(Q ) for
r1 =
{
2(n + 2)/(n − 2), n > 2,
any constant s > 1, n 2.
Hence, it follows that
∣∣m1ε∣∣Lr1 (Q ) + ∣∣m1ε∣∣L2(Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.10)
Next, we give an estimate of n1ε . Similar to (4.9) and (4.10), by (4.10), Proposition 3.3 and (4.7),
we obtain that
∣∣1ε∣∣2L2(Q ) = ∫
Q
∣∣−(e(λ+δ1)α0ϕ70)tqε + χOm1ε∣∣2 dxdt
 C1λ4μ4
∫
Q
e2λαϕ3q2ε dxdt + C∗
∣∣e M˜t(T−t) ξ ∣∣2L2(Q )
 C1
(
1+ L3)λ5μ4 T∫
0
∫
ω2
e2λαϕ7q2ε dxdt + C∗
∣∣e M˜t(T−t) ξ ∣∣2L2(Q )
 C∗
∣∣e M˜t(T−t) ξ ∣∣2L2(Q ).
Also, n1ε ∈ W 2,12 (Q ) and
∣∣n1ε∣∣Lr1 (Q )  C1∣∣n1ε∣∣W 2,1(Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.11)2
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2
ε , respectively. Recalling the deﬁnitions of g
k
ε ,
kε , m
k
ε and n
k
ε , we see that
g2ε =
(
e(λ+δ2)α0ϕ70
)
t pε =
(
e(λ+δ2)α0ϕ70
)
te
−(λ+δ1)α0ϕ−70 m
1
ε,
2ε = −
(
e(λ+δ2)α0ϕ70
)
tqε + χOm2ε = −
(
e(λ+δ2)α0ϕ70
)
te
−(λ+δ1)α0ϕ−70 n
1
ε + χOm2ε. (4.12)
By a simple calculation, it is clear that(
e(λ+δ2)α0ϕ70
)
te
−(λ+δ1)α0ϕ−70  C1e
(δ2−δ1)α0(ϕ0 + λ2ϕ20) C1λ2. (4.13)
Therefore, by (4.12), (4.13) and (4.10), we obtain that∣∣g2ε∣∣Lr1 (Q ) = ∣∣(e(λ+δ2)α0ϕ70)te−(λ+δ1)α0ϕ−70 m1ε∣∣Lr1 (Q )
 C1
∣∣λ2m1ε∣∣Lr1 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ).
Again, by Lemma 4.1, it follows that m2ε ∈ W 2,1r1 (Q ). Moreover,∣∣m2ε∣∣W 2,1r1 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ).
By Lemma 4.2, W 2,1r1 (Q ) ↪→ Lr2(Q ) for
r2 =
{
r1(n + 2)/(n + 2− 2r1), n + 2− 2r1 > 0,
any constant s > 1, n + 2− 2r1  0.
Hence,
∣∣m2ε∣∣Lr2 (Q ) + ∣∣m2ε∣∣Lr1 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.14)
Similarly, by (4.12), (4.13), (4.11) and (4.14), we get that
∣∣2ε∣∣Lr1 (Q )  C1(∣∣λ2n1ε∣∣Lr1 (Q ) + ∣∣m2ε∣∣Lr1 (Q )) C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ).
Also, n2ε ∈ W 2,1r1 (Q ) and ∣∣n2ε∣∣Lr2 (Q )  C1∣∣n2ε∣∣W 2,1r1 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.15)
Since 1rN − 1rN+1 = 2n+2 for all positive integer N , it is easy to check that rN+1 − rN  2n+2 . Repeating
the above procedure, we conclude that there exists a positive integer N∗ such that n+2−2rN∗−1  0.
By Lemma 4.2, W 2,1rN∗−1 (Q ) ↪→ Ln+2(Q ) and W 2,1n+2(Q ) ↪→ Cθ,
θ
2 (Q ) (0< θ < 1). Therefore, we have
∣∣mN∗ε ∣∣Cθ, θ2 (Q ) + ∣∣nN∗ε ∣∣Cθ, θ2 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.16)
Notice that uε = e2λαϕ7φ˜qε = e2λαϕ7φ˜e−(λ+δN∗ )α0ϕ−70 nN
∗
ε and e
2λαe−(λ+δN∗ )α0  1, since δN∗  λ2 . By
(4.16) and a simple calculation, we obtain that
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Cθ,
θ
2 (Q )
 2
∣∣e2λαϕ7φ˜e−(λ+δN∗ )α0ϕ−70 ∣∣Cθ, θ2 (Q )∣∣nN∗ε ∣∣Cθ, θ2 (Q )  C∗∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.17)
Step 3. Letting ε → 0 in (4.17), by (4.7), we see that there exists a control function u ∈ Cθ, θ2 (Q ), such
that the corresponding solution h of system (4.1) satisﬁes
h(0) = 0 in Ω.
Moreover, the cost of control function is as follows:
|u|
Cθ,
θ
2 (Q )
 C∗
∣∣e M˜t(T−t) ξ ∣∣L2(Q ). (4.18)
This completes the proof of Proposition 4.1. 
5. Insensitizing controls for Eq. (1.1)
In this section, we prove the existence of insensitizing controls for Eq. (1.1). First, we prove the
nonstandard null controllability for system (2.1)–(2.2) in the sense of Proposition 2.1 by a ﬁxed point
technique, with a control function u ∈ Cθ, θ2 (Q ). Then, for any given ξ satisfying suitable conditions,
we show that condition (H) holds for this u. For this purpose, deﬁne
K = {v ∈ C2+θ,1+ θ2 (Q ); |v|
C2+θ,1+
θ
2 (Q )
 1
}
.
Clearly, K is a nonempty convex and compact subset of L2(Q ). For any v ∈ K , we consider the con-
trollability of the following linearized cascade system:⎧⎪⎪⎪⎨⎪⎪⎪⎩
wt −
n∑
i, j=1
(
aij(v)wxi
)
x j
+ G(v)w = ξ +χωu in Q ,
w = 0 on Σ,
w(0) = 0 in Ω
(5.1)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
−ht −
n∑
i, j=1
(
aij(v)hxi
)
x j
+
n∑
i, j=1
(
aij
)′
(v)vxihx j + f ′(v)h = χOw in Q ,
h = 0 on Σ,
h(T ) = 0 in Ω,
(5.2)
where
G(s) =
{ f (s)
s s = 0,
f ′(0) s = 0.
By Proposition 4.1, taking
bij = aij(v), c j =
n∑(
aij
)′
(v)vxi , a = f ′(v), d = G(v)i=1
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I = 1+
n∑
i, j=1
sup
|s|1
[∣∣aij(s)∣∣2 + ∣∣(aij)′(s)∣∣2 + ∣∣(aij)′′(s)∣∣2]+ sup
|s|1
∣∣ f ′(s)∣∣2,
we have the following result immediately.
Lemma 5.1. For any given ξ satisfying |e Mt(T−t) ξ |L2(Q ) < ∞ with M = C1(I + eC1 I )2 , one can ﬁnd a control
u ∈ Cθ, θ2 (Q ) such that the corresponding solution of system (5.1)–(5.2) satisﬁes h(0) = 0. Moreover,
|u|
Cθ,
θ
2 (Q )
 C1eC1 I
4
(∫
Q
e
2M
t(T−t) ξ2 dxdt
)1/2
. (5.3)
Now, we are in a position to prove Theorem 1.1.
Proof of Theorem 1.1. Put
Υ (v) = {w ∈ K ; ∃u ∈ Cθ, θ2 (Q ) such that (u,w,h) satisﬁes (5.1)–(5.3) and h(0) = 0 in Ω}.
This deﬁne a (possibly multi-valued) map Υ : K → 2K , provided that |ξ |
Cθ,
θ
2 (Q )
+ |e Mt(T−t) ξ |L2(Q ) is
small enough. Indeed, by Lemma 5.1, there exists a control u ∈ Cθ, θ2 (Q ) satisfying (5.3), such that the
corresponding solution of system (5.1)–(5.2) satisﬁes h(0) = 0 in Ω . By the Schauder theory for linear
parabolic equations of second order, it follows that
|w|
C2+θ,1+
θ
2 (Q )
 C
(
n,Ω,Γ, T ,
∣∣aij(v)∣∣
C1+θ,
θ
2 (Q )
,
∣∣G(v)∣∣
Cθ,
θ
2 (Q )
)(|ξ |
Cθ,
θ
2 (Ω)
+ |u|
Cθ,
θ
2 (Q )
)
.
Since v ∈ K , by (5.3), we obtain that
|w|
C2+θ,1+
θ
2 (Q )
 C
(
n,Ω,Γ, T ,aij, f
)(|ξ |
Cθ,
θ
2 (Ω)
+ ∣∣e Mt(T−t) ξ ∣∣L2(Q )). (5.4)
Consequently, there exists a suﬃciently small constant δ > 0, such that |w|
C2+θ,1+
θ
2 (Q )
 1 whenever
|ξ |
Cθ,
θ
2 (Ω)
+ |ξe Mt(T−t) |L2(Q )  δ, i.e., w ∈ K . Hence Υ is well deﬁned.
Further, for any v ∈ K , Υ (v) is a nonempty convex and compact subset of L2(Q ). Also, Υ is upper
semi-continuous (see [16, Deﬁnition 10.2.1]). Indeed, it is suﬃcient to prove that for any sequences
{vm}∞m=1 ⊂ K and {wm}∞m=1 ⊂ Υ (vm), if vm → v∗ and wm → w∗ in L2(Q ) as m → ∞, then w∗ ∈
Υ (v∗). By the deﬁnitions of Υ and K , for any m ∈ N, there exists a control um ∈ Cθ, θ2 (Q ) such that
(um,wm,hm) satisﬁes (5.1)–(5.3) corresponding to vm and hm(0) = 0 in Ω . Moreover, |um|
Cθ,
θ
2 (Q )
is
bounded with respect to m. Therefore, by the Arzelà–Ascoli theorem, there exists a function u∗ ∈
Cθ,
θ
2 (Q ) such that um → u∗ in C(Q ). Furthermore, vm → v∗ , wm → w∗ and hm → h∗ in C2,1(Q ), as
m → ∞. It is easy to see that (u∗,w∗,h∗) ∈ Cθ, θ2 (Q ) × C2+θ,1+ θ2 (Q ) × C2+θ,1+ θ2 (Q ) satisﬁes (5.1)–
(5.3) corresponding to v∗ ∈ C2+θ,1+ θ2 (Q ) and h∗(0) = 0 in Ω . This implies that w∗ ∈ Υ (v∗).
Therefore, by Kakutani’s ﬁxed point theorem (e.g., [16, Corollary 10.3.10]), there exists a w ∈ K ,
such that w ∈ Υ (w). This means that for system (2.1)–(2.2), there is a control u˜ ∈ Cθ, θ2 (Q ) with
X. Liu / J. Differential Equations 253 (2012) 1287–1316 1309supp u˜ ⊆ ω × [0, T ], such that the corresponding solution of (2.1)–(2.2) satisﬁes h(0) = 0 in Ω . More-
over, the cost of the control function u˜ is as follows:
|˜u|
Cθ,
θ
2 (Q )
 C1eC1 I
4
(∫
Q
e
2M
t(T−t) ξ2 dxdt
)1/2
. (5.5)
Finally, we need to prove that the above u˜ ∈ Cθ, θ2 (Q ) satisﬁes condition (H) provided that
|ξ |
Cθ,
θ
2 (Q )
+ |e Mt(T−t) ξ |L2(Q ) is small enough. For this purpose, for any v ∈ K , τ ∈ R, yˆ0 ∈ C∞0 (Ω) and
| yˆ0|C2+θ (Ω) = 1, we consider the following linear parabolic equation:⎧⎪⎪⎪⎨⎪⎪⎪⎩
yt −
n∑
i, j=1
(
aij(v)yxi
)
x j
+ G(v)y = ξ +χωu˜ in Q ,
y = 0 on Σ,
y(0) = τ yˆ0 in Ω.
(5.6)
Deﬁne Λ(v) = {y ∈ L2(Q ); y ≡ y(x, t; v, τ , yˆ0) ∈ C2+θ,1+ θ2 (Q ) is the unique solution of (5.6)}. Simi-
lar to (5.4), by (5.5) and the Schauder theory for linear parabolic equations, it follows that
|y|
C2+θ,1+
θ
2 (Q )
 C
(
n, T ,Ω,Γ,aij, f
)(|ξ |
Cθ,
θ
2 (Q )
+ |˜u|
Cθ,
θ
2 (Q )
+ |τ yˆ0|C2+θ (Ω)
)
 C
(
n, T ,Ω,Γ,aij, f
)(|ξ |
Cθ,
θ
2 (Q )
+ ∣∣ξe Mt(T−t) ∣∣L2(Q ) + |τ |).
Therefore, for suﬃciently small δ and τ0, if |ξ |
Cθ,
θ
2 (Q )
+|e Mt(T−t) ξ |L2(Q )  δ and |τ | < τ0, then Λ(K ) ⊆ K .
Further, K is a nonempty convex and compact subset of L2(Q ). Moreover, for any v∗ ∈ K and any
sequence {vm}∞m=1 ⊂ K , if vm → v∗ in L2(Q ), as m → ∞ and we denote by ym the corresponding
solution of (5.6) with v replaced by vm , then recalling the deﬁnition of K and by the Arzelà–Ascoli
theorem, it follows that vm → v∗ and ym → y∗ in C2,1(Q ), as m → ∞ for some y∗ ∈ C2+θ,1+ θ2 (Q ).
Therefore, y∗ is the solution of (5.6) corresponding to v∗ . This implies that Λ is continuous in K .
Hence, Λ has a ﬁxed point in K by the Schauder ﬁxed point theorem.
Therefore, for y0 = 0, any given function ξ satisfying (1.6), |τ | < τ0 and yˆ0 ∈ C∞0 (Ω) with
| yˆ0|C2+θ (Ω) = 1, Eq. (1.1) admits a solution y ∈ C2+θ,1+
θ
2 (Q ) corresponding to u˜ and y satisﬁes (1.4).
By a similar method to that used in the proof of Proposition 2.1, one can show that such a solution
is unique. Therefore, we conclude that condition (H) holds for u˜.
By Proposition 2.1, the proof of Theorem 1.1 is completed. 
Remark 5.1. It is well known that when proving the null controllability of general linear parabolic
equations by means of the global Carleman estimates, one requires that the coeﬃcients of principal
operators belong to the space W 1,∞(Q ) (see [11]). Note also that for some sorts of linear parabolic
equations with special structure, the minimal regularity on the coeﬃcients of principal operators may
be less than W 1,∞(Q ). For example, we refer to [8] for the one-dimensional heat equation with
time-independent coeﬃcients, and [4] for the matrix diffusion coeﬃcient having some block diagonal
form. However, in order to solve the quasilinear problem by the ﬁxed point technique, the involved
coeﬃcients of principal operators (in the linearized problem) are rather general, and hence they do
not satisfy the structure conditions in [8] or [4]. Therefore, we have to search for a ﬁxed point in a
space, which is contained in W 1,∞(Q ). Moreover, this space must have certain compactness, and also
guarantee that one can establish some desired estimates on the solution of the linearized system.
Hence, in the present paper, we choose the space C2+θ,1+ θ2 (Q ) to be such a space. Due to this,
1310 X. Liu / J. Differential Equations 253 (2012) 1287–1316we require that ξ ∈ Cθ, θ2 (Q ) and yˆ0 ∈ C2+θ (Ω), and the control function u to be found belongs to
the space Cθ,
θ
2 (Q ). This works well for Eq. (1.1). If the nonlinear functions of principal parts in the
quasilinear parabolic equation depend also on the gradient of the state variable, the space used in the
ﬁxed point argument must contain all of the functions z such that ∇zt lies in (L∞(Q ))n . However,
since we can only ﬁnd a control function and give the corresponding cost estimate in the Hölder space
Cθ,
θ
2 (Q ), by the Schauder estimates for linear parabolic equations, the solution y of the linearized
equation satisﬁes only that ∇ yt ∈ (L2(Q ))n . Therefore, the technique developed in this paper is not
enough to treat the case that aij(y) in (1.1) is replaced by aij(y,∇ y), and one might have to employ
the Nash–Moser–Hörmander iteration method [14] to overcome the above diﬃculty introduced by the
“loss of derivatives”. The detailed study of this problem will be presented elsewhere.
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Appendix A
In this appendix, we give a sketch of proof for the estimate (4.2) in Lemma 4.1. For any r > 1,
consider the following linear parabolic equations:⎧⎪⎪⎪⎨⎪⎪⎪⎩
vt −
n∑
i, j=1
bij vxi x j +
n∑
j=1
c j vx j + av = g in Q ,
v = 0 on Σ,
v(0) = 0 in Ω,
(A.1)
where bij , c j (i, j = 1, . . . ,n) and a are the same as those in Eq. (4.1). By checking the proof of [19,
Theorem 7.17, p. 176] (or [13, Theorem 6.4, p. 117]), one can obtain the following result.
Proposition A.1. There exists a positive constant C , depending only on n, T ,Ω,Γ,ρ and r, such that for any
g ∈ Lr(Q ), the unique strong solution v ∈ W 2,1r (Q ) of (A.1) satisﬁes
|v|W 2,1r (Q )  C exp
[
C
(
1+
n∑
i, j=1
∣∣bij∣∣8C1,1(Q ) + n∑
j=1
∣∣c j∣∣8L∞(Q ) + |a|4L∞(Q )
)]
|g|Lr(Q ).
Sketch of the proof. First, we establish an interior estimate for some linear parabolic operators of
second order with constant coeﬃcients. To this aim, we introduce some notations. For a suﬃciently
small positive constant δ (depending on Ω and Γ ), write Ωδ = {x ∈ Ω; dist (x,Γ ) > δ} and Q δ =
Ωδ × (δ2, T ]. For any (x0, t0) ∈ Q δ and 0 < τ  δ2 , set Bτ ≡ Bτ (x0) = {x ∈ Ω; |x − x0| < τ } and Rτ ≡
Rτ (x0, t0) = Bτ × (t0 − τ 2, t0]. Then, it is easy to see that R2τ ⊂ Q .
For the symmetric (positive deﬁned) matrix (bij(x0, t0))i, j=1,...,n , there exists an orthogonal matrix
P ∈Rn×n such that
P−1
(
bij(x0, t0)
)
i, j=1,...,n P =
⎡⎢⎢⎣
λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . .
...
0 0 · · · λn
⎤⎥⎥⎦ ,
where λ1, . . . , λn are the eigenvalues of (bij(x0, t0))i, j=1,...,n . Notice that ρ  λi 
∑n
i, j=1 |bij(x0, t0)|
for any i = 1, . . . ,n, where ρ is the same as that in (3.2). Set
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⎛⎜⎜⎜⎜⎜⎝
λ
− 12
1 0 · · · 0
0 λ
− 12
2 · · · 0
...
...
. . .
...
0 0 · · · λ−
1
2
n
⎞⎟⎟⎟⎟⎟⎠ P−1x, vˆ(y, t) = v(x, t), (A.2)
Q̂ = {(y, t) ∈Rn ×R; (x, t) ∈ Q }, R̂τ = {(y, t) ∈Rn ×R; (x, t) ∈ Rτ }, for 0< τ  δ
2
,
y0 = Kx0, B˜μ =
{
y ∈Rn; |y − y0| < μ
}
and R˜μ = B˜μ ×
(
t0 −μ2, t0
]
, for μ > 0.
Then, it is easy to check that
vt(x, t) −
n∑
i, j=1
bij(x0, t0)vxix j (x, t) = vˆt(y, t) −  y vˆ(y, t). (A.3)
Moreover,
⎧⎪⎪⎨⎪⎪⎩
|y − y0| nρ−1/2|x− x0|;
|x− x0| n
(
n∑
i, j=1
∣∣bij(x0, t0)∣∣)1/2|y − y0| n( n∑
i, j=1
∣∣bij∣∣C(Q )
)1/2
|y − y0|.
Hence, it follows that R˜2μ0 ⊂ Q̂ , and R̂τ ⊂ R˜μ0 for τ  τ0, where
μ0 = min
{
n−1
(
n∑
i, j=1
∣∣bij∣∣C(Q )
)−1/2
δ
2
,
δ
2
}
and τ0 = min
{
n−1ρ1/2μ0,μ0
}
.
Also, by [19, Proposition 7.18], we see that for any vˆ ∈ W 2,1r (R˜2μ0 ) satisfying vˆ ≡ 0 in R˜2μ0 \ R˜μ0
and for any τ  τ0 μ0, it holds that
n∑
i, j=1
|vˆxi x j |Lr(R˜μ0 ) + |vˆt |Lr(R˜μ0 )
 C(n, r)
(|vˆt −  y vˆ|Lr(R˜2μ0 ) +μ−10 |∇ vˆ|Lr(R˜2μ0 ) +μ−20 |vˆ|Lr(R˜2μ0 ))
 C(n, r)
(|vˆt −  y vˆ|Lr(R˜μ0 ) + τ−1|∇ vˆ|Lr(R˜μ0 ) + τ−2|vˆ|Lr(R˜μ0 )).
Therefore, by the interpolation technique, one obtains that
|vˆ|W 2,1r (R˜μ0 )  C(n, r)
(|vˆt −  y vˆ|Lr(R˜μ0 ) + τ−2|vˆ|Lr(R˜μ0 )). (A.4)
Noting that R̂τ ⊂ R˜μ0 for τ  τ0, by a simple calculation, the inequality (A.4), together with (A.3),
indicates that for the function v ∈ W 2,1r (Q ) satisfying v ≡ 0 in (Ω × [0, t0]) \ Rτ , it holds that
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(∣∣∣∣∣vt −
n∑
i, j=1
bij(x0, t0)vxix j
∣∣∣∣∣
Lr(Ω×[0,t0])
+ τ−2|v|Lr(Ω×[0,t0])
)
= C(n, r,ρ)
(∣∣∣∣∣vt −
n∑
i, j=1
bij(x0, t0)vxix j
∣∣∣∣∣
Lr(Rτ )
+ τ−2|v|Lr(Rτ )
)
. (A.5)
Next, we establish an interior estimate for linear parabolic operators of second order with vari-
able coeﬃcients. For this, for any 0 < τ  τ0 and 0 < β < 1, construct two smooth functions
η ∈ C∞([t0 − τ 2, t0]) and ζ ∈ C∞0 (Bτ ) satisfying the following conditions:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
0 η 1, 0 ζ  1,
η(t) =
{
1, t0 − (βτ )2  t  t0,
0, t  t0 − [ (1+β)τ2 ]2,
ζ(x) =
{
1, |x− x0| βτ ,
0, |x− x0| (1+β)τ2 ,∣∣Dσx ζ ∣∣ C[(1− β)τ ]|σ | (for |σ | = 1,2) and ∣∣η′∣∣ C(1− β)2τ 2 .
Here and hereafter we denote by C a constant depending only on n, T ,Ω,Γ,ρ and r, which may be
different from one place to another. Write v˜ = ζηv . Then, it follows that v˜ ∈ W 2,1r (Q ) and v˜ ≡ 0 in
(Ω × [0, t0]) \ Rτ . By (A.5) and (A.1), it is easy to check that
|˜v|W 2,1r (Rτ )  C
∣∣∣∣∣˜vt −
n∑
i, j=1
bij(x0, t0)˜vxix j
∣∣∣∣∣
Lr(Rτ )
+ Cτ−2 |˜v|Lr(Rτ )
 C
∣∣∣∣∣ζηvt − ζη
n∑
i, j=1
bij(x0, t0)vxix j + η′ζ v − 2η
n∑
i, j=1
bij(x0, t0)vxi ζx j
− η
n∑
i, j=1
bij(x0, t0)vζxi x j
∣∣∣∣∣
Lr(Rτ )
+ Cτ−2|v|Lr(Rτ )
 C
∣∣∣∣∣ζη
n∑
i, j=1
[
bij(x, t) − bij(x0, t0)
]
vxix j
∣∣∣∣∣
Lr(Rτ )
+ C
∣∣∣∣∣ζ
(
g −
n∑
j=1
c j vx j − av
)∣∣∣∣∣
Lr(Rτ )
+ C
1+∑ni, j=1∣∣bij∣∣C(Q )
(1− β)2τ 2 |v|Lr(Rτ ) + C
∑n
i, j=1
∣∣bij∣∣C(Q )
(1− β)τ |∇v|Lr(R(1+β)τ/2). (A.6)
This implies that
n∑
i, j=1
|ζηvxix j |Lr(Rτ )
 Cτ
n∑
i, j=1
∣∣bij∣∣C1,1(Q ) n∑
i, j=1
|ζηvxix j |Lr(Rτ ) + C
[
|a|L∞(Q ) +
1+∑ni, j=1∣∣bij∣∣C(Q )
(1− β)2τ 2
]
|v|Lr(Rτ )
+ C
[
n∑
j=1
∣∣c j∣∣L∞(Q ) + 1+
∑n
i, j=1
∣∣bij∣∣C(Q )
(1− β)τ
]
|∇v|Lr(R(1+β)τ/2) + C |g|Lr(Rτ ).
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n∑
i, j=1
|vxix j |Lr(Rβτ )  C
[
|a|L∞(Q ) +
1+∑ni, j=1 |bij|C(Q )
(1− β)2τ 2
]
|v|Lr(Rτ ) + C |g|Lr(Rτ )
+ C
[
n∑
j=1
∣∣c j∣∣L∞(Q ) + 1+
∑n
i, j=1
∣∣bij∣∣C(Q )
(1− β)τ
]
|∇v|Lr(R(1+β)τ/2). (A.7)
By the interpolation technique and (A.7), after a simple calculation, one can obtain
n∑
i, j=1
|vxix j |Lr(Rβτ )
 C
(1− β)2τ 2
[
τ 2|g|Lr(Rτ ) +
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + n∑
j=1
∣∣c j∣∣2L∞(Q ) + |a|L∞(Q )
)
|v|Lr(Rτ )
]
.
Take β = 12 and set L =
∑n
i, j=1 |bij|4C1,1(Q ) +
∑n
j=1 |c j|4L∞(Q ) + |a|2L∞(Q ) . Then, by the deﬁnition of τ , it
follows that
n∑
i, j=1
|vxix j |Lr(Rτ/2)  C |g|Lr(Rτ ) + C
(
δ−2 + δ−2
n∑
i, j=1
∣∣bij∣∣C(Q ) + n∑
i, j=1
∣∣bij∣∣2C1,1(Q )
)
×
(
1+
n∑
i, j=1
∣∣bij∣∣2C(Q ) + n∑
j=1
∣∣c j∣∣2L∞(Q ) + |a|L∞(Q )
)
|v|Lr(Rτ )
 C |g|Lr(Rτ ) + C
(
δ−8 + L)|v|Lr(Rτ ). (A.8)
By (A.1) and (A.8), it is easy to check that
|vt |Lr(Rτ/2)  C
(
1+
n∑
i, j=1
∣∣bij∣∣C(Q )
)
|g|Lr(Rτ ) + C
(
δ−8 + L2)|v|Lr(Rτ ). (A.9)
Hence, by (A.8), (A.9) and the interpolation theorem, it follows that
|v|W 2,1r (Rτ/2)  C
(
1+
n∑
i, j=1
∣∣bij∣∣C(Q )
)
|g|Lr(Rτ ) + C
(
δ−8 + L2)|v|Lr(Rτ ). (A.10)
Furthermore, by a similar method used as above and the localization technique, we can get the
estimates on the local domains near Σ and Ω × {t = 0}. By the ﬁnite covering, (A.8) and (A.10), one
can obtain that
n∑
i, j=1
|vxix j |Lr(Q )  C |g|Lr(Q ) + C(1+ L)|v|Lr(Q ), (A.11)
and
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(
1+
n∑
i, j=1
∣∣bij∣∣C(Q )
)
|g|Lr(Q ) + C
(
1+ L2)|v|Lr(Q ). (A.12)
Finally, we estimate the last term in (A.12) in terms of |g|Lr(Q ) . Here we adopt the method used
in the proofs of Theorem 9.14 in [12] and of Theorem 6.4 in [13]. Deﬁne a domain Q 0 in Rn+2 by
Q 0 = Ω × (−1,1) × (0, T ). Denote by P and P∗ the following linear operators:
Pu = ut −
n∑
i, j=1
bijuxix j +
n∑
j=1
c jux j + au and P∗u = Pu − uxn+1,xn+1 ,
for any u = u(x, xn+1, t) ∈ W 2,1r (Q 0), where bij , c j (i, j = 1, . . . ,n) and a are given functions in (A.1).
Then, it is easy to see that P∗ is a linear parabolic operator of second order on Q 0. Furthermore,
for any v ∈ W 2,1r (Q ) satisfying v = 0 on Σ and v(0) = 0 in Ω , write v∗ = v cos(σ
1
2
 xn+1), where
σ = (π + π2 )2 and  is a positive integer, which will be speciﬁed later. Then, it is easy to check that
v∗ ∈ W 2,1r (Q 0) satisﬁes⎧⎪⎨⎪⎩
P∗v∗ = cos(σ 12 xn+1)Pv + σ cos(σ 12 xn+1)v := g∗ in Q 0,
v∗ = 0 on ∂(Ω × (−1,1))× (0, T ),
v∗(0) = 0 in Ω × (−1,1).
(A.13)
Using the estimate (A.11) for the strong solution v∗ of Eq. (A.13), we see that∣∣v∗xn+1,xn+1 ∣∣Lr(Q ε0 )  C ∣∣g∗∣∣Lr(Q 0) + C(1+ L)∣∣v∗∣∣Lr(Q 0)
 C
∣∣g∗∣∣Lr(Q 0) + C(1+ L)|v|Lr(Q ), (A.14)
where Q ε0 = Ω × (−ε, ε) × (0, T ) and ε = π/(3σ
1
2
 ) < 1.
On the other hand, by the deﬁnitions of Q ε0 and v
∗ , it follows that
∣∣v∗xn+1,xn+1 ∣∣Lr(Q ε0 ) = ∣∣σv∗∣∣Lr(Q ε0 ) = σ|v|Lr(Q )
[ ε∫
−ε
cosr
(
σ
1
2
 xn+1
)
dxn+1
] 1
r
 1
2
σ|v|Lr(Q )(2ε) 1r  Cσ 1−
1
2r
 |v|Lr(Q ). (A.15)
By (A.14) and (A.15), we ﬁnd
σ
1− 12r
 |v|Lr(Q )  C
∣∣g∗∣∣Lr(Q 0) + C(1+ L)|v|Lr(Q ). (A.16)
If we choose  = [2C(1 + L)] + 1, where C is the constant appearing in (A.16) and [s] denotes the
integer part of a real number s, then it is easy to check that σ
1− 12r
  2−
1
r    2C(1 + L). This,
together with (A.16) and the deﬁnition of g∗ in (A.13), indicates
|v|Lr(Q )  C1+ L
∣∣g∗∣∣Lr(Q 0)  C ∣∣g∗∣∣Lr(Q 0)
= C ∣∣cos(σ 12 xn+1)Pv + σ cos(σ 12 xn+1)v∣∣ r . (A.17)L (Q 0)
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∣∣e−σt v∣∣Lr(Q )  C ∣∣e−σt cos(σ 12 xn+1)Pv − σ cos(σ 12 xn+1)e−σt v + σ cos(σ 12 xn+1)e−σt v∣∣Lr(Q 0)
= C ∣∣e−σt cos(σ 12 xn+1)Pv∣∣Lr(Q 0)  C |Pv|Lr(Q ). (A.18)
By the deﬁnitions of  and σ , we have that σ  C(1 + )2  C(1 + L2). Therefore, for any strong
solution v of equation (A.1), by (A.18), we get that
|v|Lr(Q )  CeσT |g|Lr(Q )  CeC(1+L2)|g|Lr(Q ).
This, together with (A.12), indicates the desired estimate in Proposition A.1. 
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