Abstract This article derives an expression for the calculation of the flow between two verticals in the cross section of a water course which, by considering a parameter (a), covers three of the calculation methods which are traditionally used. The analysis of the effects of this parameter enabled the authors to select one of the values which they recommend should be used.
INTRODUCTION
The amount of water which flows through a cross section of a water course ( Fig. 1 ) at a given moment is:
(1) J s where V represents the velocity component normal to the element of area dS; V = V(x,y) ; and the integral covers the whole wetted area of the cross section S.
The foregoing integral can be transcribed as follows: per unit surface width.
The average velocity over a vertical can also be considered as a function of the wetted area which lies to the left of the vertical, limited by the bottom of the cross section and by the said vertical ( Fig. 2 ):
V = V(S) = V[S(x)]
where: 
Fig. 2 Cross section of a water course and definition of S(x).
It can be seen that:
Velocity-area methods for liquid flow measurement in open channels are described in many text books and standards, as, for instance, in ISO (E) (ISO, 1983) or in the WMO Manual on Stream Gauging (WMO, 1980) . Other methods for numerical integration can also be found in elementary text books on numerical analysis, as in Conte & de Boor (1980) .
The following parts of the paper are designed to summarize in a single expression some of the gauging methods based on the average velocity V along the verticals, on their space intervals Ax. and on the expressions (2) and (3).
STREAMGAUGMG
Method 1 (similar to that known as the mid-section method)
Assuming that o ~ o(x^ varies !inesr! v ^^z a first order a r * T>r oxirr , ation^ between two consecutive verticals, designated i and / + 1, the flow between these two verticals, AQ\, will then be:
where Ax t = x i+1 -x i represents the distance between the verticals, measured horizontally.
Method 2
Assuming that V = V(x) and d = d(x) vary linearly between two consecutive verticals:
Method 3 (similar to that known as the mean-section method)
Using the first_ integral of equation (3) 
Generalization regarding the methods described Examination of equations (4), (5) and (6) shows that the three methods can be expressed as a single equation:
where the parameter a weights the total of the products of the terms with subscripts that are equal and its complement weights the total of the products of the terms with interchanged subscripts. It can be seen that a = 1 corresponds to method 1, a = 2/3 to method 2, and a = H to method 3. Equation (7) can be written in the following non-dimensional form:
where:
• 1.00 
Taking limits when Ax. goes to zero:
and consequently, from equation (8):
Consequently, regardless of the value of a, equations (7) and (8) tend towards equivalent results when the distance between the verticals is reduced to zero. Such a fact confirms the consistency of any of the said methods or of any other which is obtained from the values which can be attributed to a.
ANALYSIS OF TEE INFLUENCE OF a

Analysis of the non-dimensional expression for Q '
In order to analyse the influence of a on the values calculated for the flow between two verticals, values of Q ' defined by equation (8) were calculated for a range of values of a, d ' and V (Fig. 3) . In order to keep the range of d' between 0 and 1, / was taken to designate the vertical which corresponds to the greater depth, d., and / + 1 the other vertical of lesser depth.
An analysis of Fig. 3 enables one to draw the following conclusions: (a) when either of the non-dimensional variables V or d' is equal to unity, the value of Q' is independent of the value of a; if
if V is less than 1 (0 S V < 1), the higher values of a will then correspond to higher values of Q ' ; and (c) if V is greater than 1 (V > 1), the higher values of a will then correspond to lower values of Q '. One should note that the conditions of conclusion (b) will occur more frequently than the conditions of conclusions (c), because higher average velocities generally correspond to greater depths.
Analysis of the results for a fictional cross section
Let us suppose that there is a semicircular cross section with a radius R (Fig. 4) in which the distribution of the velocity is defined by: which forms an approximate representation of the distribution of the velocity under turbulent conditions and where V M represents the maximum value for V (at r = 0).
The flow which passes through the cross section will be: (a) verticals were considered to be spaced apart equally, the first and the last at the banks; and (b) the average velocity at each vertical was considered as being equal to the arithmetical average of the point velocities at depths which are 0.2 and 0.8 of the depth of the vertical. The relative error e is defined by the following expression:
where Q represents the calculated flow for a given value of a and for a given number of verticals. Table 1 shows the values for the relative errors which were obtained for a equal to 1.00, 0.67 and 0.50 and for a range of the number of verticals considered in the calculation between 3 and 20.
An examination of Table 1 enables one to draw the following conclusions: (a) for any given number of verticals, the calculation showing the smallest error always corresponds to a value for a which is equal to 1.00; and (b) the error decreases faster with the increase in the number of verticals when the value of a is equal to 1.00.
Analysis of the results for a real cross section Figure 5 shows the micro-computer output for the flow calculation at the hydrometric station in Coruche on the Sorraia River in the Tagus basin. In the gauging procedure the pertinent variables were measured at 19 verticals. Table 2 shows the results for the calculated flow for a equal to 1.00, 0.67 and 0.50 and for a number of verticals considered in the calculation between 3 and 19. The relative error is not shown in Table 2 , as was done in Table 1 , because in this case the true flow is not known.
The number of verticals disregarded between each pair of verticals is shown in the last column of Table 2 . For example, when the number of verticals considered in the calculation was four, the verticals 0, 6, 12 and 18, as defined in Fig. 5 , were considered and in between each pair used, five verticals were disregarded. Since the flow through the section is not known, one may assume that the computed flow indicated when 19 verticals are considered is the best estimate for a given value of a. Under these circumstances, the analysis of Table 2 enables one to draw the following conclusions with regard to the number of verticals used between 3 and 10: (a) for a given number of verticals, the calculation which shows the smallest error always corresponds to a value of a equal to 1.00; and (b) the error decreases faster with the increase in the number of verticals when the value of a is equal to 1.00.
CONCLUSION
This paper set out to present a general equation for the calculation of the flow between two verticals in a cross section of a water course which, by considering a parameter (a), includes three of the calculation methods that are traditionally used.
Assuming accurate values for the depths (rf.) and for the normal component of the average velocity along each vertical (K.) as well as for the distances between successive verticals (Ac.), the behaviour of the general equation was analysed in the light of the values that could be attributed to a.
The analysis which was undertaken leads us to recommend the use of a value of unity for a (which corresponds to Method 1, generally known as the mid-section method).
Thus, the estimate of the flow which passes between two verticals should be calculated by means of the following equation:
