In this paper, we consider the problem of computing estimates of the domain-ofattraction for non-polynomial systems. A polynomial approximation technique, based on multivariate polynomial interpolation and error analysis for remaining functions, is applied to compute an uncertain polynomial system, whose set of trajectories contains that of the original non-polynomial system. Experiments on the benchmark nonpolynomial systems show that our approach gives better estimates of the domain-ofattraction.
Introduction
Stability for nonlinear control systems plays an important role in control system analysis and design. It will be very useful to know the domain of attraction (DOA) of an equilibrium point, however, this region is usually difficult to find and represent explicitly. Therefore, looking for underestimates of the DOA with simple shapes has been a fundamental issue in control system analysis since a long time. Among all the methods, those based on Lyapunov functions are dominant in literature [3, 4, 6, 7, 8, 11, 16, 19, 22, 20, 10, 21, 15] . These methods not only yield a Lyapunov function as a stability certificate, but also the corresponding sublevel sets as estimates of the DOA.
For polynomial systems, many well-established techniques ( [6, 8, 7, 11, 16, 19, 22, 20, 10, 21, 15] ) are available for computing estimates of DOAs. In [19] , a method based on SOS decomposition was presented to find provable DOAs and attractive invariant sets for nonlinear polynomial systems. For odd polynomial systems, [6] employed an LMI-based method to compute the optimal quadratic Lyapunov function for maximizing the volume of the largest estimate of the DOA. To obtain estimates of DOAs of uncertain polynomial systems, the authors of [8] used discretization (in time) to flow invariant sets backwards along the flow of the vector field. In [16] , quantifier elimination (QE) method via QEPCAD was also applied to find Lyapunov functions for estimating the DOA. However, these methods cannot be applied directly in practice since most real systems are non-polynomial systems, i.e, their vector fields contain non-polynomial terms. For this kind of systems, only a few approaches have been proposed to deal with the DOA analysis. In [3, 4, 5] , the author proposed an LMI technique through Taylor expansions as substitution for non-polynomial terms, and this technique can be generalized to compute estimates of DOAs for uncertain non-polynomial systems. In [23] , an interval arithmetic approach was proposed. Recently, [18, 17] suggested a new method, based on quadratic Lyapunov function and the theorem of Ehlich and Zeller.
In this paper, we will consider the problem of stability region analysis of uncertain nonpolynomial systems. Through multivariate polynomial interpolation together with the interpolation error analysis, we substitute a non-polynomial system as an uncertain polynomial system, whose set of trajectories contains that of the original non-polynomial system. By computing estimates of the DOA for the resulted uncertain polynomial system, we obtain estimates of the DOA for the original non-polynomial system. Our method is also applicable to the problem of searching for the largest possible underestimate of the DOA via a fixed Lyapunov function. Compared with the classical approximation by Taylor expansions, the error bound obtained using our suggested method is much sharper, which helps to yield a larger estimate of the DOA for a given non-polynomial system.
The rest of the paper is organized as follows. In Section 2, some notions related to DOAs are presented. In Section 3, a polynomial approximation method, based on multivariate polynomial interpolation and interpolation error analysis, is proposed to substitute the nonpolynomial functions as uncertain polynomials. In Section 4, bilinear SOS programming is applied to estimate DOAs of non-polynomial systems. In Section 5, experiments on some benchmarks are shown to illustrate our suggested method. Section 6 concludes the paper.
Problem Formulation
Consider an autonomous systemẋ = f(x),
where f : D ⊆ R n → R n is a continuous function defined on an open set D and f satisfies the Lipschitz condition:
Denote by φ(t; x 0 ) the solution of (1) with the given initial value x(0) = x 0 .
A vector x ∈ R n is an equilibrium point of the system (1) if f(x) = 0. Since any equilibrium point can be shifted to the origin 0 via a change of variables, we may assume without loss of generality that the equilibrium point of interest occurs at the origin. The equilibrium point 0 of (1) is said to be stable, if for any ǫ > 0 there exists δ such that whenever x 0 < δ we have φ(t; x 0 ) < ǫ for all t > 0; the point 0 is said to be unstable if it is not stable; 0 is asymptotically stable, if, in addition to being stable, there exists δ such that lim t→∞ φ(t; x 0 ) = 0 whenever x 0 < δ; the equilibrium point 0 is globally asymptotically stable, if, in addition to being stable, we have lim t→∞ φ(t; x 0 ) = 0 for all x 0 ∈ R n . Globally asymptotic stability is very desirable but is usually difficult to achieve. When the equilibrium point 0 is asymptotically stable, we are interested in determining how far the trajectory of (1) can be from 0 and still converge to 0 as t approaches ∞. This gives rise to the following definition.
Definition 1 (Domain of Attraction). The domain of attraction (DOA) of the equilibrium point 0 for the system (1) is defined to be the set {x ∈ R n | lim t→∞ φ(t; x) = 0}.
Usually, no algebraic description for DOAs is available. So researchers are mainly concerned with computing underestimates of the DOAs. Many well-established techniques ( [6, 8, 7, 11, 16, 19, 22, 20, 10, 21, 15] ) are available for computing estimates of DOAs for polynomial (control) systems, i.e., autonomous systems with polynomial vector fields. However, in practice, many autonomous systems often contain non-polynomial terms in their vector fields. Below is an example. Figure 1 . The motion of the pendulum is described by the following equation
where θ denotes the angle subtended by the rod and the vertical axis through the pivot point, l the length of the rod, m the mass of the bob, g the acceleration due to gravity, and k the coefficient of friction. Let us take the state variables as x 1 = θ, and x 2 =θ. Then the above equation is converted into a non-polynomial system
For the case of non-polynomial (control) systems, the problem of computing DOAs is still open, and only a few approaches have been proposed to deal with stability region analysis: in [3, 4, 5] , the authors suggested a way to approximate non-polynomial vector fields by Taylor series expansion at the origin; in [23] , an interval arithmetic approach for the estimation of the DOA was proposed; and recently, a method based on the theorem by Ehlich and Zeller was presented in [18, 17] . In this paper, we will apply polynomial approximation to transform a non-polynomial system into an uncertain polynomial system, whose set of trajectories contains that of the original non-polynomial system. Therefore, underestimate estimates of the DOA of the latter system yield those for the original non-polynomial system.
Polynomial Approximation
A key problem in estimating the DOA of a non-polynomial system is how to approximate the involved non-polynomial terms using polynomials, yielding an uncertain polynomial system with the equilibrium 0 being kept. This problem is further reduced to the following problem.
n is a bounded subset containing the origin 0. Given d ∈ Z ≥0 , we will find a polynomial p(x) with degree d such that the error function
The classic method of polynomial approximation is Taylor expansions. Suppose φ(x) is a d times continuously differentiable in Ψ. The Taylor expansion of φ(x) at the origin 0 is
for some ξ ∈ (0, x). In the above expression, p(x) is an approximate polynomial of φ(x) and the remainder term r d (x) is the error function of this approximation. Clearly, if the size of the region Ψ is small enough, the above Taylor expansion yields a tight bound of r d (x) for all x ∈ Ψ. However, when the size of Ψ is large, the associated error bound may be too loose.
To obtain a tighter bound, we will apply multivariate polynomial interpolation ( [9] ) to compute an approximate polynomial p(x) of φ(x) with a given degree d. 
We construct a mesh M on Ψ with mesh spacing s ∈ R + and mesh points set χ = {v 1 , v 2 , . . . , v k } where k = n + d − |γ| n . Like in [1] , the meshes in our paper are either rectangular or simplicial. Then, we apply Lagrange interpolation to construct a polynomialp(x) as an approximation of ψ(x) through the interpolation points χ, i.e.,p(v i ) = ψ(v i ), for i = 1, . . . , k. Next, we will compute a tight bound of the interpolation error functionr(x) := ψ(x) −p(x). Our idea is based on the following lemma.
Lemma 1.
[26, Theorem 3] Let K ⊂ R n be a convex polyhedron, and v 1 , v 2 , . . . , v k and s be the vertices and diameter of K respectively. Suppose that ϕ : K → R is a continuous and differential function on K, and λ = sup x∈K ▽ ϕ(x) . Then for all a 1 , a 2 , . . . , a k ∈ R + such that a 1 + a 2 + · · · + a k = 1, we have
λs.
The following corollary gives an estimated bound ofr(x) for x ∈ Ψ ∩ M.
Corollary 1. Let s and χ := {v 1 , v 2 , . . . , v k } be the mesh spacing and mesh points set of M, respectively. Suppose thatp(x) is the interpolation polynomial of ψ(x) through χ, and r(x) = ψ(x) −p(x) is the corresponding error function. Let λ = sup x∈Ψ∩M ▽r(x) . Then
Proof. Clearly,r(x) is a continuous and differential function on M, and
Thus, according to Lemma 1, for all a 1 , a 2 , . . . , a v ∈ R + such that
Therefore, a non-polynomial function φ(x) can be relaxed to an uncertain polynomial, as shown in the following theorem. 
at χ with degree ≤ d − |γ|,r(x) is the associated interpolation error function, and λ = sup x∈Ψ∩M ▽r(x) . Then for each x ∈ Ψ ∩ M we have φ(x) = p(x) + r d (x), where
Clearly, the bound of the error r d (x) in (2) depends on the mesh spacing s, which can yield a tighter bound. Furthermore, the bound of r d (x) in (2) will converge to zero if d → ∞.
Example 2. Consider the function φ(x) = cos x with x ∈ Ψ = [−1.2, 1.2]. We want to compute a polynomial approximation for cos x. Based on Theorem 1, we can obtain an uncertain polynomial with degree 6, where
Computation of Domain of Attraction
In this section, we will consider an uncertain non-polynomial system of the form:
where θ denotes a vector of uncertainty. Assume that the equilibrium point of interest occurs at the origin 0, i.e, f(0, θ) = 0 for all θ ∈ Θ. Denote by φ(t; x 0 , θ) the solution of (3) for the initial value x(0) = x 0 and the uncertainty θ. The Domain of Attraction (DOA) of the system (3) is defined as
Lemma 1 in [19] can be modified a bit to compute underestimates of the DOA for (3) through Lyapunov functions, as described in the following theorem. 
then Ω V is an invariant subset of the DOA.
When the equilibrium 0 is asymptotically stable, the set Ω c is clearly an underestimate of the DOA since every trajectory starting in Ω c remains in Ω c and approaches 0 as t → ∞. And, if the equilibrium 0 is globally asymptotically stable then the DOA will be the whole space R n . To enlarge the estimate Ω V given in Theorem 2, [19] defined a variable sized region
with g(x) a fixed and positive definite polynomial in R[x], for instance, g(x) = n i=1 x 2 i , and maximize β subject to the constraint P β ⊆ Ω V and the constraints in Theorem 2. Thus, the problem of computing Ω V can be transformed into the following problem:
Suppose that the non-polynomial system (3) has the following forṁ
where f ij : R n × R t → R are polynomials in x for j = 0, . . . , k, and φ ij : R n → R are non-polynomial functions for j = 1, . . . , k. Using the polynomial approximation technique in Section 3, we can replace each non-polynomial term φ ij (x) by an uncertain polynomial p ij (x)+u ij x γ ij with the bound |u ij | ≤ b ij . This gives rise to the following uncertain polynomial system:ẋ
where |u ij | ≤ b ij for i = 1, . . . , n. It is not hard to prove that the set of all trajectories of the system (5) is a subset of that of the system (6), and, consequently, the DOA of (6) is actually a subset of that of the system (5). Furthermore, the tighter the bound b ij is, the closer the DOA of (6) is to the DOA of the original system. Next, we consider how to find an optimal estimate of the DOA for the uncertain system (5) through computing the Ω V in (4). Remark that the constraintV (x) = ∂V ∂x · f(x, θ) < 0 in (5) may involve non-polynomial terms due to the existence of φ ij (x)'s. In this situation, replacing the above constraint byV (x) = ∂V ∂x ·f(x, θ) < 0, the problem (4) can be relaxed as follow.
is a solution of the following polynomial optimization
then Ω V := {x ∈ R n : V (x) ≤ 1} is an invariant subset of the DOA for (6) , and therefore an invariant subset of DOA for (5).
Proof. By construction off
Clearly, if the constraints in (7) are fulfilled, the conditions in (4) also hold. Therefore, Ω V is certainly a subset of Ω V in (4).
Assume that Θ is a semialgebraic set. For simplicity, we suppose Θ = {θ ∈ Θ : ψ(θ) ≥ 0}. By rewriting the third, fourth and fifth constraints into equivalent empty set conditions, the condition (7) is transformed as
As stated in [19] , Stengle's Positivstellensatz [2] be applied directly to solve (8) . However, from the computational point of view, it is more efficient to replace all the inequations in (8) by inequalities of the form f ≥ 0 or f ≤ 0. This can be done by introducing constants δ ∈ R + and polynomials of the form [19] 
, where ǫ i ∈ R + and m is assumed to be even. For example, by using δ 1 and l 1 (x), the second condition in (8) can be relaxed as
Therefore, the problem (8) can be transformed into the following feasibility problem:
is the set of sum of squares (SOS) polynomials in R [x] . Since the constraints in the above problem involve no equations and inequations, only a special case of Stengle's Positivstellensatz is needed, as shown in the following corollary. where
. Applying Corollary 2, and removing all the crossing products of the involved inequalities, we obtain the following relaxed problem:
, ι = 0, . . . , 2 and for any u ij ∈ {±b ij }.
Suppose that the Lyapunov function V (x) to be computed is a polynomial of degree d and has the form V (x) = α c α x α where c α ∈ R,
The decision variables of the problem (9) are β and the coefficients of all the unknown polynomials occurred in (9), such as V (x), σ ι (x), λ ι (x) and ρ ι (x). Clearly, some nonlinear terms which are products of the undetermined coefficients will occur in (9), which yields a non-convex bilinear matrix inequalities (BMI) problem. To solve BMI problems, either a Matlab package PENBMI solver [13] , which combines the (exterior) penalty and (interior) barrier method with the augmented Lagrangian method, can be applied directly, or an iterative method can be applied by fixing β and the polynomials alternatively, which leads to a sequential convex LMI problem. The reader can refer to [25] for more details.
Remark that, the above proposed method is also applicable to computing the largest possible estimate of the DOA for a non-polynomial system (1) at 0 through a fixed Lyapunov function V (x). Let Ω c := {x ∈ R n : V (x) ≤ c}. We will compute
where c * = sup{c ∈ R :V (x) < 0, ∀x ∈ Ω c \ {0}}. Due to the existence of non-polynomial terms, c * cannot be computed explicitly. Instead, we will compute the lower and upper bounds of c * as follows. Replacing the involved non-polynomial φ ij by uncertain polynomials, computing the lower bound c d of c * can be relaxed as the following problem:
where d is the degree of the interpolation polynomials. Clearly, c d will converge to c * when d tends to ∞. Next, we will search for a tight upper bound υ d of c * . To achieve this, let us look for υ d such that, for each u ij ∈ {±b ij }, the constant semi-algebraic system
has real solutions, which implies that Ω υ d is not an estimate of the DOA. Based on bisection, υ d can be computed by Maple packages RegularChains, DISCOVERER [24] and RAGLib [14] .
Experiments
Let us present some examples of DOA analysis of non-polynomial systems. 
To estimate the DOA of this system, we need to approximate the occurred non-polynomial terms e and the associated uncertain polynomial system. We first consider a fixed Lyapunov function
For the given degree 6 of interpolation polynomials, after solving the corresponding SOS programming (10), we obtain the lower bound c 6 = 0.321064 of c * , which is an improvement over the results in [4] with the lower bound 0.3210. Furthermore, by solving the problem (11) we obtain a tight upper bound υ 6 = 0.3216 of c * . Next, we estimate the DOA with variable Lyapunov functions. Suppose g(x 1 , x 2 ) = x Using the technique in Section 3, we obtain the approximations of the non-polynomial terms sin x 1 and cos x 1 as follows and the associated uncertain polynomial system. We first fix the Lyapunov function
. Let the degree of interpolation polynomials be 7. Solving the corresponding SOS programming (10), we obtain the results for the lower bound c 7 = 0.69922 of c * , which is an improvement over the result from [4] where the lower bound was 0.6990. Furthermore, by solving the problem (11) we obtain a tighter upper bound υ 7 = 0.6998 of c * . We then estimate the DOA with variable Lyapunov functions. Suppose g(x 1 , x 2 ) = x which is an improvement over the result from [4] where β = 1.1236. Therefore, Ω V is an estimate of the DOA of the given system. Figure 3 shows the results obtained with Lyapunov functions of degrees 2 and 4. Then Ω V is an estimate of the DOA of the given system.
Conclusion
In this paper, we present a method on stability region analysis of non-polynomial systems via Lyapunov functions. A polynomial approximation technique, based on multivariate polynomial interpolation and error analysis, is applied to compute an uncertain polynomial system, whose set of trajectories contains that of the original non-polynomial system. To estimate DOA of the uncertain polynomial system, we apply Positivstellensatz to transform polynomial optimization problem into the corresponding (bilinear) sum of squares programming, which can be solved using the PENBMI solver or iterative method. Experiments on the benchmark non-polynomial systems show that our approach provides better estimates.
