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The work described here is a continuation of that done by 
Dr. J. Divilbiss, of the Bell Telephone Laboratories. The idea of 
applying Holladay’s theorems on finite termination games, the develop­
ment of the safeness-preserving transformations, and the method of de­
termining safe canonical forms are due to him. Further, the game of 
2NIM was invented by him.
1
INTRODUCTION
In recent years, considerable attention has been given to the 
mechanization of problem-solving processes.^ This work has generally 
consisted of attempts to obtain useful information (often a complete or 
partial solution) about problems lacking a practical algorithm. These 
studies have usually involved the use of a large digital computer, and 
are collectively referred to as heuristic programming or artificial in­
telligence .
Two lines of approach are discernible: one involves the selec­
tion of a problem of immediate practical importance, where the primary 
goal is to provide a usable solution. The program by Tonge^, concern­
ing assembly line balancing, provides an example of this category.
The other line of attack involves the study of problems hav­
ing little or no immediate practical interest. The approach here is 
to choose a problem which preserves many of the essential features of 
practical problems, while ignoring the annoying details. The goal is 
to obtain a better understanding of problem-solving processes, through 
detailed studies using these "abstracted" problems as vehicles. It is 
held that many games such as checkers, chess, bridge, etc. are appro­
priate choices, and consequently, a sizeable body of work has been done 
on the development of computer programs which play these games. The 
outstanding examples: of this category is Samuel's checker player^. (These 
programs frequently improve their performance through "learning"
*
The use of a certain amount of anthropomorphic language is inevitable 
and such usage will be evident throughout this report. No attempt to re­
vive the question "Can a machine think?" is intended. The interested 
reader Is referred to an article by"Armerà and to'the list of .references 
therelnc for-a discussion of such mattérsvc .
2mechanisms. Samuel's player starts at essentially zero "ability" and 
has acquired the competence of a respectable amateur player.)
The question of evaluating the performance of a machine 
player is pressing, for we would like to make meaningful statements 
about the worth of various methods and strategies. Most workers have 
handled this problem as mentioned in the last paragraph: a tournament
of a moderate number of games is played against a human opponent, and 
the score is recorded. This gives a certain qualitative notion about 
the power of the program, but precludes precise statements about per­
formance. It would seem, then, that a more objective, reproducible, and 
precise measure of performance might be advantageous. This report is 
concerned with the development of such a measure for a class of games.
3CHAPTER I 
THEORY
We would like to devise a method of writing game-playing 
programs, which could take the place of the human expert referred to 
in the Introduction. They should be able to play at a consistent level 
of ability, which is under the control of the experimenter. The experi­
menter should be able to change the program's "ability" continuously, 
over a range encompassing perfect play and purely random play. Further­
more, the program should run at a speed of at least one game per second. 
We will see that if the game in question is a finite termination game, 
these goals are often attainable. We now discuss finite termination 
games.
—  3
1.1 Finite Termination Games (Holladay )
1.1.1 Definition
A game fs finite termination if and only if
(1) The game consists of a collection of positions of 
two types: terminating and nonterminating;
(2) For each nonterminating position, there is a finite, 
nonvoid set of moves;
(3) There are two players, who alternately move until a 
terminating position is reached. At this time the 
player reaching the terminating position wins, loses, 
or draws;
(4) Every sequence of positions linked by moves is of 
finite length.
41.1.2 Definition
L(P) is the set of all positions reachable in one legal move 
from the position P.
1.1.3 Theorem
One of Holladay's results is the theorem
"There exists a unique mapping of the set of positions 
of a finite termination game onto the words 'safe'and 
'unsafe' having the following properties:
(1) All terminating positions are safe;
(2) Any legal move from a safe position leads to an 
unsafe position;
(3) Given an unsafe position, there exists (at least) 
one move leading to a safe position.
Note that knowledge of the safe positions of a finite termina­
tion game implies the ability to play perfectly. One has merely to 
wait until an unsafe position occurs, convert it to safe, and repeat 
until certain victory. Defeat is only possible if one's opponent also 
knows which positions are safe, and is allowed to reach an unsafe posi­
tion. This theorem is the basis of the so-called Perfect Player and 
of the evaluation process.
1.2 The Evaluation Method
1.2.1 Assumptions
(1) The game being played is finite termination.
(2) The safe positions of the game being used are known.
It is thus possible to program a player which will always make the 
unsafe-to-safe transition (Perfect Player). More generally, a player
5f2
Fig. 1
Typical Calibration Curve of PP vs CPP
6having an assignable probability p of making the transition can be 
programmed (Contaminable Perfect Player or CPP).
(3) Let denote the fraction of games won by a heuristic 
program, if it is matched against a CPP, and an arbitrarily large num­
ber of games are played. We assume that F is a valid measure of theC3
performance of the heuristic program.
(4) It is feasible to conduct runs of a large enough number
of games n that the observed fraction F is an adequate estimate of then
expectation F^.
1.2.2 Method
(1) The PP and the CPP are set up to function as opposing 
players. A run of n games, where n is large, is conducted. The fraction 
F won by the CPP is recorded. The value of p is incremented, and the 
process repeated. The end result is a graph such as that in Figure 1.
(2) Now suppose that a heuristic program H, of any internal 
structure whatsoever, is to be evaluated. We repeat the experiment, 
substituting H for the CPP, and record the fraction won. Using Figure 1 
we determine the value of p which would cause the CPP to exhibit the 
same performance as H. Crudely speaking, the given program H, viewed
as a "black box", performs as though it were a CPP of probability p.
We hold that p is a valid and useful measure of the performance 
of H: p may be thought of approximately as the probability that H will 
make the desired unsafe-safe transition.
Definition: p(H) is the equivalent perfection probability of the program
H being tested.
71.2.3 Extension
It may not be desirable to evaluate H using a Perfect Player; 
if H is not powerful it may win but a negligible fraction of the games. 
It would be convenient to evaluate H with a CPP, with p chosen a priori 
to give a ’’reasonable" score. We can therefore repeat 1.2.2, varying 
the perfection probability of both players. This gives rise to a family 
of calibration curves, with the perfection probability p^ of one player 
as parameter, as in Fig. 2. It is now possible to evaluate H by 
playing it against a CPP with perfection probability p^ 1.
f2
8CHAPTER II
APPLICATION TO THE GAME OF NIM2
2.1 Introduction
We have now discussed Holladay's theorem, and sketched the 
application of it to an evaluation method. This chapter is concerned 
with the use of these ideas in conjunction with
2.2 The Game of NIM  ^ (Divilbiss)
Consider a checker board of n rows and n columns. Counters 
are initially placed on the board, either at random or on every square.
The two players take turns removing counters subject to the rules
(1) Any number of counters may be removed, as long 
as they all lie in a fixed row or column;
(2) Players must remove at least one counter at each 
turn;
(3) The game is lost by the player who removes the last 
counter.
The game is nontrivial to humans if n > 3. Unlike the game 
of NIM, of which this is a generalization, no algorith or "sure-fire" 
rule for winning is known. It is easy to verify that the game is finite 
termination; we now look into assumptions 2 and 4 of Section 1.2.1.
2.3 Determination of Safe Positions (Divilbiss)
Holladay's theorem is of limited use in games such as checkers,
O
where the safe positions are unknown. The safe positions of NIM may be 
computed by the following procedure:
9(1) All positions of one counter are safe, for the oppon­
ent must remove that (last) counter, and thus lose. 
Place these on a list, the safe list.
(2) Consider all positions of two counters. If any of 
these is safe, there will exist no legal moves carry­
ing it into a safe position. Thus, compute all mem­
bers of L(P). If any member of L(P) is on the safe 
list, reject P. If none are, place P on the safe list.
(3) Continue in this manner for all positions of 3, 4,.5,
2...,n counters.
2.4 Transformations Preserving Safeness (Divilbiss)
16 2 There are 2 or 65,536 possible positions in 4 X 4 NIM ,
which represent a large fraction of available memory in most computers.
It would be desirable to map these onto a smaller set via transforma­
tions preserving the "safeness" of each position. Some elementary 
safeness-preserving transformations are
(1) Interchange of rows;
(2) Interchange of columns;
(3) Transposition of the game, regarded as a n X n matrix. 
If these are applied repeatedly in a systematic way (transfor­
mation T) , they yield an image set of 200 canonical positions, of which 
34 are safe.
2.5 The Perfect Player (PP)
We have now discussed the important techniques used in the pro­
gramming of a Perfect Player. However, we now describe the Contaminable
10
Figure 3
The CPP
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Perfect Player (CPP), as the Perfect Player will turn out to be a spec­
ial case of the CPP.
2.6 The Contaminable Perfect Player (CPP)
The CPP is required to make the transition
unsafe---£> safe
with an assigned probability p and thus the transition
unsafe ---£>  unsafe
with probability 1 - p. This is done by performing the equivalent 
of tossing a biased coin of bias p, in order to decide whether to out­
put an unsafe or a safe member of L(P). More specifically:
(1) The position p is input, and tested for safeness by 
computing T(P), and checking T(P) against the stored 
list of known positions.
(2) All members of L(P) are generated and stored as a 
list.
(3) If P is safe, all members of L(P) are unsafe and no
•kdecision need be made. A member P of L(P) is selected 
at random, and the routine exits with P as output.
(4) If P is unsafe, a random number r in the range
0 < r < 1 is generated from the uniform distribution 
and stored.
(5) A member P* of the L(P) list is selected at random
and tested for safeness. If
r < p and P is safe, the routine exits with P 
as output;
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* * r > p and P is unsafe, the routine exits with P
as output.
(6) Otherwise, step (5) is repeated, proceeding sequen­
tially down the list until one of the two conditions 
of (5) is satisfied.
It is possible that all members of L(P) are safe, in which 
case the last member of L(P) checked is output. This, however, occurs 
so infrequently that it is not considered a serious flaw in the proce­
dure. Note that the Perfect Player is simply a CPP with p = 1. The 
block diagram used is given as Fig. 3.
2.7 Running Speed
We have disposed of assumptions 1 and 2 of Section 1.2.1. It 
remains to check assumption 4, which we now do. The CPP program was 
written in assembly language for the Coordinated Science Laboratory's 
CSX-1 computer, which has the following specifications:
16 bit word length;
6 registers available as accumulators or index registers;
16,384 words of core storage, with 6 microseconds cycle 
time;
Average instruction execution time of perhaps 10 - 15 
microseconds.
Two copies of the CPP functioning as opposing players are
2able to play about seven games per second of 4 X 4 NIM . This is the 
average over a run of all possible starting positions. It is therefore 
possilbe to play all possible starting positions in about three hours, 
and collection of large quantities of performance data is made feasible.
13
P2
Fig. 4
Calibration Curves for 4 X 4  NIM^
a>H
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22.8 Calibration Curves for NIM
The experiment proposed in 1.2.3 was performed, using the CSX-1 
programs, and the results are given as Fig. 4. The following procedure 
was used.
(1) The two players are controlled by an executive rou­
tine, which generates the initial position of each 
game, transfers control to the two players alternately, 
tests for the end-of-game condition, and keeps score.
(2) Each run consists of all possible starting positions;
16that is, the binary numbers 1 - 2  , played in as­
cending numerical order. The correspondence between 
game positions and (binary) numbers is given by 
Fig. 5.
(3) The player designated player # 2 is given the first 
move of the first game, and players alternate taking 
the first move thereafter. That is, player # 2 goes 
first on all odd numbered positions.
The following observations have been made concerning calibra­
tion data:
(1) The data are not symmetrical with respect to inter­
change of probabilities. Player # 1 tends to win 
slightly larger fractions than player # 2. This is 
possibly due to a heavier concentration of unsafe 
positions in the even numbered starting positions, 
which player # 1 always receives.
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A B C D
E F G H
I J K L
M N 0 P
A B C D E F G H I J K L M N 0 P
gis 2 ^  g 13 212 2 n 210 29 2® 2  ^ 2® 2® 2* 2 3 2® 2* 2®
Fig. 5
Correspondence Between Binary Numbers and Game Positions
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(2) Empirical tests suggest that results differing from 
these by less than ten percent may be obtained by 
playing only games 1 - 2^. This reduces the time 
required to evaluate a program by one-half.
Less simple-minded sampling procedures could doubtless be 
devised, which would permit much greater economy in machine time.
In particular, all members of the equivalence class of a given canoni­
cal form are treated identically by any program using the safeness 
preserving transformations. A sampling scheme which generated initial 
positions from successively different classes would probably be much 
more efficient. However, machine time was relatively plentiful when 
this work was done, so these ideas were not pursued further.
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CHAPTER III
A HEURISTIC PROGRAM FOR NIM2 
AND THE MEASUREMENT OF ITS PERFORMANCE
3.1 Overall Description
The heuristic program H can be thought of as a Perfect 
Player, from which the list of known safe positions has been deleted.
H is supplied with a heuristic in lieu of this, which allows it to 
make inferences about the "safeness" of positions, utilizing the re­
sults of its playing experiences. More precisely, frith the i'th metnbel: • 
of the set of 200 canonical positions, H associates a number Si , - 1 
< S . < 1, and
= 1— the associated position is safe,
= -1 the associated position, is unsafe.
Initially all numbers {S^ are set equal to 0 (complete uncertainty).
The program can run in any of three modes: the learning mode (LRNMOD), 
the "update-S-values mode" (UPMOD), and the evaluative mode (EVALMOD). 
Brief descriptions of these are given next.
3.1.1 The Learning Mode
The function of LRNMOD is simply to allow H to assume the
2role of one player of games of NIM , and to record the sequence of posi­
tions generated by both players in the course of the game. The method 
whereby LRNMOD chooses moves is discussed later.
3.1.2 The "Update-S-Mode"
UPMOD revises the estimate of the safeness of each canonical 
position by observing the course of play of each game. UPMOD is invoked
18
at the conclusion of each game. Inputs to UPMOD are
(1) The sequence of positions recorded by LRNMOD;
(2) The state of an indicator informing UPMOD as to which 
player won the game;
(3) The "old” values, [S^.
UPMOD operates on this information with the heuristic (discussed later) 
and produces a new set of values S^.
3.1.3 The Evaluative Mode
When the performance of H is being measured by the method 
discussed in Chapter II, H operates in the evaluative mode. It should 
be emphasized that no learning takes place when the program is in EVALMOD.
3.2 Overall Operation of H
The overall operation is depicted in Fig. 6. The end product 
of an experiment is a table such as that of Fig. 7.
Using the calibration data of Fig. 4, we can easily convert 
F^, F2-.. to equivalent perfection probabilities for H, thus giving 
rise to graphs such as that of Fig. 8. The use of the calibration data 
of Fig. 4 is valid only if the conventions 2) and 3) of section 2.8 are 
observed in the evaluative procedure.
It is claimed that such graphs are of some help in representing 
the performance of a heuristic program, and that the effects of various 
changes in a program can often be studied effectively with the aid of 
these graphs.
19
Fig. 6
20
Cumulative number of games n 
played in Learning Mode
Fraction won against a CPP 
after n games in Learning Mode
n. F,1 1
n„ F-2 2
n F_3 3
Fig. 7
p( H)
Mode
Fig. 8
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3.3 Detailed Descriptions
This section consists of additional details of the three 
modes of H, supplementing Section 3.2.. It may be omitted without loss 
of much continuity.
3.3.1 The Learning Mode
As mentioned before, LRNMOD accepts a position as input, 
stores it in sequence on a list, selects a member of L(P) for that 
position, stores it on the list, and presents it as output. Various 
criteria for selecting a member of L(P) can be devised; the one used 
is as follows: LRNMOD selects that member of L(P) whose associated
S-value is of smallest absolute value.
If there are several such positions, selection is made at 
random. This means that the position whose safeness or unsafeness is 
most uncertain is selected. This approach thus tends to play those 
positions about which the least is known, and so attempts to maximize 
the information to be gained.
If the opposite approach were followed, the program would 
quickly determine the safeness of a few canonical positions, and the 
others would remain undetermined. Thus, H would tend to exhibit "blind 
spots".
3.3.2 The Update-S Mode
We have avoided mention of the heuristic whereby the update 
mode accepts as inputs
(1) the set of values {S^};
(2) the sequence of positions generated in the course of 
the games;
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(3) information as to whether H won or lost; and
generates a new set of values {Sj} such that the
t h
sequence {S^}, [S^ }, [S^ ) ... converges to the
*
set } defined by
•kS. = 1  if the corresponding i'th canonical 
form is safe;
S.l otherwise.= -1
We now discuss the heuristic.
Suppose that the sequence of positions of some game is 
PQ,...,Pn (Pn is terminating), and the corresponding safe values are 
S(Pq ),...,S(P ). We wish to generate corrector increments AS(Pq),
..., AS(P ).
If S(Pj) is large and positive, we might wish to revise our
estimate of S(P. ,) downward. (For if P. is in fact safe, then P. .J-l J ’ J-l
must be in fact unsafe, by Holladay's theorem.) That is S(P^) > 0 
implies AS(P^ ]_) < 0* Presumably, the size of AS(P^ ]_) should depend 
on l S(P.)1 ..
If P has a large negative value, then AS(P^ -j_) should depend 
strongly on our estimate of the equivalent perfection probability p, 
of the player executing the transition P^ >  P^. For, the larger p 
is, the more likely it is that the transition P^ ^— >  P^ was of 
type unsafe— 5*safe, if P^  ^ is in fact unsafe. But, S(P^) «  0 
is evidence to the contrary; hence, S(P^) < 0 suggests that AS(P^ -j_)
should be > 0, if p is large. If p is small, nothing much can be
said. The above considerations make plausible:
23
3.3.3 Definition of the Heuristic
(1) Definition: Let j index the members of the sequence
.... P ; srt(i) is a function on the positive integers, defined byO’ n
sn(j) = +1
if player # 1 made the transition P —
sn(j) = -1
otherwise.
(2) Definition: 7 = 7  jsn(j),p1 ,p^ J is a function defined
by
7 = ?l iff sn(j) = +1
7 = P2 iff sn(j) = ~l
where p^ and p  ^ are the equivalent perfection probabilities of the two 
players.
(3) Definition: O' = is defined by
sn= Both Player 1 Player 2
1 1 1 0
- 1 1 0 1
The options comprising the columns of the table are discussed later.
(4) Definition: The heuristic is defined by
AS._X = (-1) KCT(sn)7 (sn,p]L,p2)S1, if | Si_ x j < 1
^i- l  " 0 if ¡Si-l| ^ 1
where O' and 7 are defined above; and K is an empirically adjusted posi
tive constant.
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(5) Remarks: If CT is defined by the column labeled "Player 
1" of the defining table, incrementing of the occurs only on moves 
made by player # 1. Similar remarks hold for the other two columns.
3.3.4 The Evaluative Mode
H operates in the evaluative mode only when its performance 
is being measured by the method of Chapter II. The evaluative mode of 
H
(1) accepts a position P as input;
(2) computes L(P);
(3) determines P' e L(P) such that max ^S(L(P))^ is
i
realized at P 1; (in words, chooses that member P' 
of L(P) whose safe - unsafe value is the largest);
(4) outputs P*, and relinquishes control.
It is reemphasized that no "learning", or adjustment of { } ,  occurs 
when H is in the evaluative mode.
3.4 Experiments with H
3.4.1 Setup
The overall flowchart used is given in Fig. 6. For reference 
we restate the sequence of events here.
k
(1) H is initialized; all are set equal to 0, 
counters reset, list cleared, etc;
Not quite. If all S. =0, all AS. = 0  and the iterative process can­
not start. Therefore, the initial value of one canonical form (the image 
of all positions with one counter on the board), was set = +1 a priori.
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(2) The executive routine supervises a sequence of X.^  
games (1, 2, 3,...,>0 between H and the opponent 
(a CPP), calling H in UPMOD after each game;
(3) The executive routine supervises a sequence of
games (1, 2, 3, >^) between H and the opponent,
calling H in EVALMOD.
(4) The score is stored; steps 2, 3, and 4 are repeated.
In all experiments described in the sequel, ® is defined by the '^Player 
1" column of the defining table. That is, H learns only from moves made 
by its CPP opponent (Player 1).
3.4.2 Effect of Varying K
For fixed p^ (perfection probability of H 1 s opponent) in 
(3/8, 1) , the learning curves tend to vary as in Fig. 9, where
K1 < K 2 < ••• < Critical'
This behavior can be explained qualitatively by the following
argument: as K is increased and the increments AS. increase, the values
*
{S.} converge more rapidly to the correct values {S_^  }. However, the
value of K . is such that some S. converges to the wrong final value, c n t  i
As play continues more and more false inferences occur, based on the 
faulty value S., and the performance index therefore decreases.
This is due to the nature of the heuristic, which assumes that 
values of Si are correct if | sj = 1; no more corrections are applied 
thereafter. Speaking anthropomorphically, if K is too large, H makes 
irretrievably wrong inferences. The critical value of K is strongly
dependent on p^.
26
p( H)
Fig. 9
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3.4.3 Experiments with Varying p^
Here we propose to generate learning curves, with p^ as para­
meter. We expect H's performance to improve with increasing p^, and 
this turns out to be approximately so.
In order to reduce the effect of the dependence of K on p^, 
it was desirable to set K to some sort of standard value for each
curve. The value chosen was slightly less than K . of the lastcrit
paragraph. The method used to determine was as follows:
for each value of p^, K was increased until H made an irretrievably 
wrong inference. K was then reduced by about 10 percent, and the re­
sulting value used. A typical learning curve is given as Fig. 10.
Comments on Fig. 10
(1) Parameter values used: K = 3000/ = 0.9 Kv ' 8 crit
Px = 5/8
p^ = 0 (learning on moves by 
player # 1 only)
(2) Evaluation was done with a Perfect Player
(3) It was not feasible to perform the entire experiment
as a single run, and no provision for dumping and reloading {S_^ } was
*
made. Therefore, all S. were reinitialized to zero at the start of 
each run, and H was run in LRNMOD until the number of games played 
at the conclusion of the last run was reached. However, the set {S^} 
thus generated is not likely to be identical to the previous set, due 
to the effects of randomization. This may account for the discontinui-
* See 3.4.1
28
Fig. 10
Learning Curve for H; =5/8
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ties between runs. Each complete run is denoted by a solid line seg­
ment in Fig. 10.
Note on Extremal Values of p^
If p^ = 1, the entire process becomes trivial, for player 
# 1 always makes the transitions
safe ---- unsafe
unsafe -----safe .
For this case, K . = + co, and all values S. proceed monotonically* c n t  * i
i t
towards the correct set [S^ }.
Nonetheless, this case is of value for program debugging.
A rather subtle error in the CSX-1 programs was discovered by running 
this case and observing that not all were proceeding monotonically. 
It is suggested that the same technique could be of advantage in any 
other heuristic programs possessing a degenerate case in which correct 
results are known in advance.
If p^ < 3/8, no value of K could be found which eliminated
4all irretrievably wrong inferences. Minsky's remarks on providing 
"carefully graded learning sequences" for the beginning stages of 
learning are pertinent here. No attempt to do so has been made for 
H and it is felt that such a provision would eliminate the difficulty. 
There is, however, a sort of nonlinearity present, due to roundoff in 
the machine registers, which may be working to our advantage by pre­
venting small oscillations in the early stages of learning.
30
3.5 Plateaus and Learning Curves
Examination of the learning curve (Fig. 10) shows distinct 
plateaus at approximately n = 80 to n = 200 and n = 1500 to n = 3000.
In this connection we show! N(n), the cumulative number of 
different canonical forms presented to the learner as a function of n, 
also plotted in Fig.10. Observe that this function shows marked pla­
teaus at n = 80 to n = 100, n = 140 to n = 240, and at n = 1000 to 
n = 2000. The two sets of plateaus are roughly coincident, and it is 
felt that those of N(n) are sufficient evidence to account for those 
of p(H).
It is also interesting to note that
p(H) = 0.9 at n = 2000, whereas
N = 70 at n = 2000.
That is, H has attained an equivalent perfection probability of 0.9 
after gaining information about 70 of the 200» canonical forms. This 
fact is understandable if we recall that the 70 forms played are those 
of the smallest number of pieces on the board. They are the forms 
encountered in the later stages of play, the end-positions. The 
fact that H has gained experience with the end positions accounts 
for the rather good performance after exposure to only about one- 
third of the canonical forms.
3.6 Peak Values
It is noted that H can achieve a higher performance index 
than that of the opposing player from which it learns. This is not at 
all uncommon in heuristic programming studies; Samuel's checker player,
31
for example, has beaten the (human) opponents from whom it learned.
3.7 Reproducibility of Data
It has been mentioned that the CSX-1 programs for both H
and CPP have been randomized at several points. For this reason the
value of K . is not well defined for a fixed p.. It is thus possible c n t  1
for a given value of K to produce no irretrievably wrong inferences 
for one run of an experiment, and yet for such to occur during a later 
repetition of the same experiment. This eventuality becomes more 
likely if K is increased. The rather large reduction in K of 10 per­
cent, referred to in Section 3.4.3, was carried out to alleviate this 
difficulty.
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CHAPTER IV
•k
FURTHER WORK
4.1 Further Work with H
A number of possibilities have been mentioned already and 
will be included here.
(1) Variation of the method by which LRNMOD selects the 
next position;
(2) "Two-player" learning, by modifying the function 
a (sn);
(3) Use of graded learning sequences to improve per­
formance in the early stages of learning;
(4) Provision for increasing K, under program control, 
as learning proceeds (Samuel incorporates this fea­
ture in the checker player in an elegant way);
(5) Heuristics for allowing H to determine the optimum 
value of K, and to determine its own estimates of 
px and p2;
(6) Experiments with two copies of H functioning as 
opposing players. This would almost certainly require 
a version of H much improved over the present one.
*
This work is suggested, but is not being pursued at present.
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4.2 New Heuristic Programs
2It has been seen that the simplicity of 4 X 4 NIM allows
high playing speeds, and hence the use of the evaluation technique
discussed. The other side of this coin is the relative difficulty of
2devising heuristics for NIM . Workers using games such as checkers 
or chess have access to a wealth of heuristics, built up over the
2centuries by human players. Unfortunately, my experience with NIM 
has been that most people move purely at random, seeking only to 
eliminate counters, until the move tree is small enough to allow an 
exhaustive search. Also, the average number of moves per game is 
perhaps six or seven, which gives heuristics very little "time to 
act". These difficulties could perhaps be alleviated by going to 
a larger board and/or modifying the rules of the game.
4.2.1 A Property of the Safeness Preserving Transformation
that is, the operators T and L commute; where T is a transformation
2preserving safeness of NIM positions, composed of successive row 
interchanges, column interchanges, and transpositions of the object 
position. (For the proof of this Lemma, see the appendix on page 37.)
4.2.2 Proposal for a Second Heuristic Program
the transforms of a sequence of positions connected by legal moves 
also form a sequence of positions connected by legal moves. That is,
Lemma: T (l D>7 ) = L [T (P)]
One consequence of the commutative property of T is that
T(Pq) , T(P^),...,T(Pn) is a legal sequence if P
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It is proposed that this be exploited in the construction
of a program H', which develops sequences of positions leading from
■k
a given position to a win.
The operation of H' can be visualized as an attempt to grow 
a move' tree from a given position, which will almost always lead to a
win, regardless of the opponent's moves.
It is proposed to choose a "trial tree" from a position Pq 
by means of an evaluation polynomial in the manner of Samuel's work, 
the components being properties of the position such as moment, symmetry, 
fit to various patterns, etc. H' would then attempt to test the worth 
of this "trial tree" by playing a set of games against its CPP opponent,
with Pq as the initial position of each game. H' would note any moves 
by the opponent leading to wins for the opponent. H' would then attempt
irk
to modify the trial tree so as to cope successfully with such moves.
Once a set of reasonably effective partial trees, giving
prescriptions for effective play from certain positions, were avail­
able, it would often be possible to incorporate these in the move trees
The desirability of using transformation T, and thereby working with
sequences formed from the canonical set of 200 positions, can be seen
by nothing that there are at least |n(2n-l) + n(2n-l)j J(n-1) (2 -1)
+ n(2n-:L-l)] [jn-2)(2n-l) + n(2n"2-l)J ... [2n-l| legal sequences
starting with the full board alone in n X n NIM . (Assume that one
complete row is removed at each move and compute all possible next£
positions.) For n = 4, this number is about 5.5 X 10 , which is 
clearly beyond the memory capacity of available machines.
irk
as
The idea of generating trial procedures, which are then generalized 2far as possible by a separate routine (prover) is due to E. R. Berlekamp .
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for new positions. That is, if it is desired to build a tree from 
and if there exists Pq reachable by a series of legal moves from P^ 
such that Pq lies in a known "good" tree, then H ’ should consider 
growing a tree from P^ to PQ as well as from P^ to a win.
It is felt that the use of a list processor such as IPL-V 
would be almost mandatory to handle the myriad tree segments. Note 
that, in contradistinction to H, no knowledge of the Holladay theorem 
is ’’built into" H' .
4.3 Analysis of Heuristic Programs with Holladay*s Theorem
It is claimed that Holladay’s theorem offers a valuable aid 
to the analysis of those heuristic programs for which the safe positions 
are known. For example, Samuel's evaluation polynomials, when viewed 
from the vantage point of Holladay's theorem, are often just polynomial 
approximators to the function
v(P) = 1  if p is safe, 
v(P) = -1 otherwise,
and their worth is determined largely by the closeness of this approxi­
mation.
In the case of H', the effectiveness of the tree growing 
and prover routines could also be studied, and the flaws quickly pin­
pointed by a monitor routine R.
R would report sequences of positions specified by tree seg­
ments, identifying each position as safe or unsafe. The ultimate ob­
jective, of course, is a tree which instructs H to convert a given 
(unsafe) Pq to a safe position, and continues to do so until victory.
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Thus, "weak spots" in H's trees would be immediately obvious.
4.4 Summary
An objective evaluation procedure applicable to a class of 
games has been described. An example of the use of the procedure 
has been given, with results. Further work to be done with the heuris­
tic program at hand as well as with a new heuristic program has been 
proposed. Lastly, another use of the safe-unsafe theorem, as a 
valuable aid to understanding heuristic programs, has been suggested.
37
APPENDIX
Proof of the Lemma: T[L(P)J = l [t (PX]
Let L(P) = { /  (P) [J { /  (P)}
where
¿m (P) • is any position reachable from P by removal of 
m markers in the m'th row;
X°(P) I is the position reachable from P by removal of 
the corresponding markers in the m rth column.
where
Let T(P) = Trajk(p)
a., denotes interchange of row i and row k;
jk
a^Q denotes transposition of P.
The a.^ are called "elementary row operations." (Note that all elemen­
tary column operations can be written as aooajk ^
Then
ajk^m^P^  = ^ k ^ j k ^ ^ ’ m =  ^0
= (ajk(p)); m = k
= X (a., (P)) otherwise m j k
Also, aoo^m^P^  = ^m^a00^P^ ‘ Finite induction gives the result for 
any product of elementary row operations and transpositions, and in
particular for T.
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NOTATION
P
P
PP
CPP
L(P)
H
{Si}
S(P)
AS.1
{ }
{Si*}
T
v(P) ■
Perfection probability 
Position 
Perfect Player 
Contaminable Perfect Player
The set of positions reachable in one legal move from P 
Heuristic program 
Safeness values
Safeness value of a position P 
Increments in safeness values 
Move or transition 
The set of
2The set of correct safeness values for NIM 
Safeness preserving transformation 
1 iff P is safe The safeness function
-1 otherwise
(The set [S^ } are merely the functional values of v(P) over the
canonical set.)
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