This paper studies the connection between the dynamical and equilibrium behaviour of large uncontrolled loss networks. We consider the behaviour of the number of calls of each type in the network, and show that, under the limiting regime of Kelly (1986) , all trajectories of the limiting dynamics converge to a single fixed point, which is necessarily that on which the limiting stationary distribution is concentrated. The approach uses Lyapunov techniques and involves the evolution of the transition rates of a stationary Markov process in such a way that it tends to reversibility.
Introduction
In a loss network calls, or customers, of various classes are accepted for service provided that service can commence immediately; otherwise they are considered lost. Such networks have been widely studied, with applications to telecommunication systems and elsewhere.
Early studies focused on the stationary, or equilibrium, behaviour of loss networks. Motivated by applications, where the physical networks to be modelled are frequently very large, particular attention was paid to two limiting regimes. In the first, studied by Kelly (1986) , capacities and offered traffic are allowed to grow in proportion to some scale parameter N with all other features of the network held constant. In the second, considered by Whitt (1985) (who also considered network dynamics) and further by Ziedins and Kelly (1989) , the number of distinct resources in the network is allowed to grow while an appropriate measure of the traffic offered to each is held constant.
More recent work has further considered network dynamics, with attention again paid to these two limiting regimes. In particular, for the first regime, Hunt and Kurtz (1994) consider a suitably normalised measure x N (t) of the number of calls of each type in the N th network at time t. They prove a functional law of large numbers describing the behaviour of the limit (x(t), t ≥ 0) of the processes (x N (t), t ≥ 0). (In fact, for some models, this limit process is not always uniquely defined and the result strictly describes the behaviour increase of f (x(t)) is a measure of the extent to which the free capacity process at time t fails to be reversible.
The result has applications which extend well beyond uncontrolled loss networks. Most controlled loss networks use call admission rules which depend on the current state of the network. For many such states the effect of the admission rule is simply to restrict acceptance of calls to those belonging to some subset of the set of call types. Thus, the dynamics of such a network may well be such that, in most states, it behaves as an uncontrolled network, albeit one whose description is state-dependent. An example is given by Zachary and Ziedins (2000) , who consider virtual partitioning controls (a form of dynamic trunk reservation). Here, in many cases, results for uncontrolled networks may be used to provide a complete description of network dynamics and so also of stationary behaviour. Similar results hold in many other cases where trunk reservation strategies are used.
For reviews of loss networks, see, in particular, Kelly (1991) and Ross (1995) .
Uncontrolled loss networks
Consider now the standard limiting regime introduced by Kelly (1986) . This consists of a sequence of networks, indexed by a scale parameter N , in which all members of the sequence are identical except in respect of capacities and call arrival rates, and are identically controlled. Resources (or links) are indexed in a finite set J and call types in a finite set R. For the Nth member of the sequence, each resource j ∈ J has integer capacity C j (N ), and calls of each type r ∈ R arrive as a Poisson process of rate κ r (N ). Each such call simultaneously requires an integer A jr units of the capacity of each resource j for the duration of its holding time, which is exponentially distributed with mean 1/µ r . The call is accepted if and only if this capacity is available. All arrival streams and holding times are independent. Finally we suppose that, as N → ∞, for all j ∈ J, r ∈ R,
where we take C j > 0 and κ r > 0. Let n N (t) = (n N r (t), r ∈ R), where n N r (t) is the number of calls of type r in progress at time t, and let x N (t) = n N (t)/N . We are interested in both the dynamic and the stationary behaviour of the sequence of processes x N (·).
Any limit of the above sequence necessarily takes values in the space
r A jr x r = C j for all j ∈ K}; write X j for each X {j} , j ∈ J. Note in particular that X ∅ = X and that X K ⊂ X K whenever K ⊂ K. We assume that the matrix (A jr ) of capacity requirements is such that, for each K with X K = ∅ and for each (m j , j ∈ K), there exists n ∈ Z R with r∈R A jr n r = m j for all j ∈ K. This implies in particular that the matrix (A jr , j ∈ K, r ∈ R) has rank |K|. This assumption is without any real loss of generalitysee the discussion following Theorem 3 of Hunt and Kurtz (1994). We do not, however, assume that the matrix (A jr , j ∈ J, r ∈ R) necessarily has rank |J| as this would exclude many interesting models. An example is that considered by Mitra (1987) in which each call type requires capacity from both a dedicated and a common resource.
Define the (real-valued) concave function f on X by
and letx be the value of x which maximizes f (x) in the set X. Then Kelly (1986) shows thatx is the unique solution in X of
for some, unique, (p j , j ∈ J) with
Kelly further shows that, as N → ∞, the stationary distribution of the process x N (·) converges to that concentrated on the single pointx. We now consider the dynamics of the sequence of processes where A r denotes the vector (A jr , j ∈ J), I is the indicator function, and ∞ ± a = ∞ for any a ∈ Z + . Note that the process m x (·) is reducible, and so does not always have a unique stationary distribution. Hunt and Kurtz (1994, Theorem 3) show that, provided the distribution of x N (0) converges weakly to that of x(0), the sequence of processes x N (·) is relatively compact in D R R [0, ∞) and any weakly convergent subsequence has a limit x(·) which obeys the relation
where, for each t, π t is some stationary distribution of the Markov process m x(t) (·) and additionally satisfies, for all j,
Thus, at each time t, the stationary distribution π t acts as a control for the limit process x(·), corresponding to a limiting acceptance rate for calls of each type. For a discussion of this result, which involves a separation of the time scales of the process x(·) and each of the processes m x (·), see Hunt and Kurtz (1994) and Bean et al. (1995) .
For each K ⊆ J , and for each x ∈ X K , let π K x be the stationary distribution, where it exists, of the Markov process m x (·) on E which assigns probability one to the set E K = {m ∈ E : m j < ∞ if and only if j ∈ K}. Our earlier assumption about the matrix of capacity requirements (A jr ) implies that the restriction of the process m x (·) to E K is irreducible, so that the stationary distribution π K x is unique. Define also X K = {x ∈ X K : π K x exists}. Note in particular that the distribution π ∅ x exists for all x ∈ X, assigning probability one to the single point (∞, . . . , ∞) (so that π ∅ x (A r ) = 1 for all r ∈ R), and thus X ∅ = X ∅ = X. It now follows, using (2.8), that, for each t,
where
Thus the equation (2.7) above may be rewritten as
(see Bean et al., 1997 , for some further discussion here). Note that, by identifying E K with Z K + , the distribution π K x may also be thought of as the stationary distribution of the obvious projection of the process m x (·) onto Z K + . Thus, using also the definition of the sets A r , we see that the stationary distribution π K x in fact depends only on the subset K of the set J of resource constraints. Our results depend on an analysis of π K x separately for each K ⊆ J, and for each x ∈ X K . However, it is more convenient to continue to work with E K rather than Z K + , though the coordinates j / ∈ K play no real part in the analysis. There now arises the question of whether the functions λ K (·), K ⊆ J, (with the convention that λ K (t) = 0 whenever x(t) / ∈ X K ), and so the limiting dynamics x(·), are uniquely determined. If so, we then have convergence of x N (·) to x(·) in the entire sequence of networks defined above. In many examples it is indeed possible to determine the functions λ K (·) uniquely (for almost all t), often using no more than the additional observation that any limit process x(·) must remain within the set X. In particular Hunt and Kurtz (1994, Lemma 4) show uniqueness of the limiting dynamics for all single resource networks (with the acceptance controls of the present model). Similarly, Zachary (1996, Theorem 3.1) generalises a result of Moretta (1995) to show uniqueness for tworesource networks in the case where A 1r = A 2r for those call types r such that A 1r ∧ A 2r > 0. Particular examples of models with more than two resources may be similarly analysed, but general results appear more difficult to obtain. While there exist examples of nonuniqueness in networks with acceptance controls more complex than those considered here (see Hunt, 1995) , we conjecture that, for the present model, we always do have uniqueness of the limiting dynamics-see also Hunt and Kurtz (1994, Conjecture 5). Theorem 2.3 below is independent of these uniqueness considerations, in that it uses a Lyapunov technique to show that, in any subsequence of the above sequence of networks such that x N (·) converges to a limit process x(·), all trajectories of the latter process converge to the fixed pointx identified above. (This result of course lends further support to the uniqueness conjecture above.) The result establishes an important stability property of uncontrolled networks. It may also be used to identify limiting dynamics in certain networks which are more generally controlled than those considered here (see the discussion of Section 1).
The formal convergence result is established, in complete generality, in Theorem 2.3. Theorem 2.2, which is considerably simpler to prove, gives a slightly weaker version of the result, which shows thatx is the unique fixed point of the process x(·) and which is sufficient to establish the full result in the single-resource case |J| = 1.
We require first Lemma 2.1 below. For each K ⊆ J with X K = ∅, let x K be the value of x which maximises f (x) in the set
Proof. The first assertion follows by defining p K j = 1 for j / ∈ K and comparing (2.3)-(2.5) with (2.11) and (2.12). Now suppose x K ∈ X K . From (2.6) and (2.11), the (unnormalised)
to E K of the free capacity process m x K (·). The condition x K ∈ X K implies in particular that π K x exists, and so p K j < 1 for all j ∈ K. The result now follows from the first assertion of the lemma.
Remark. Observe in particular that we have xK ∈ X K (and so xK =x) forK = {j ∈ J :p j < 1}.
Throughout the rest of this section we take x(·) to be the limit of the processes x N (·) in any (fixed) convergent subsequence. Note that elementary arguments show that there exists some p > 0 such that
(2.
where, for each K ⊆ J, the function g K on X K is given by
(2.15)
For x ∈ X K such that x r = 0 for some r, we define g K (x) = ∞, so that, with respect to the usual topology on R ∪ ∞, the function g K is continuous on X K . This definition is primarily a matter of convenience, since, from (2.13), we have x r (t) > 0 for all t > 0 and for all r. We now show that f is a Lyapunov function for the process x(·). Recall thatx max-
r A jr n r = 0 for all j ∈ K}.
Theorem 2.2. The function f (x(t)) is strictly increasing in t whenever x(t) =x, and thusx is the unique fixed point of the limit process x(·).
Proof. From (2.9) and (2.14), it is sufficient to show that, for each K ⊆ J with X K = ∅, g K (x) > 0 for all x ∈ X K with x =x. Thus fix both K and x ∈ X K (with x r > 0 for all r ∈ R). Recall that π K x is then the stationary distribution on E K of the process m x (·).
Now, for any bounded function
(2.16) (In the case where φ is the indicator function associated with any given state m ∈ E K , the result (2.16) is just the balance equation associated with that state for the stationary distribution π K x , and so the general result follows easily.) The result (2.16) further extends to any function φ such that, for all r, φ(m + A r ) − φ(m) is bounded over m ∈ E K : this follows by considering a sequence of truncated functions converging to φ and using the dominated convergence theorem (with the above bound as the dominating function). Now consideration of the stationary balance equations for π K
Hence, from the above results,
Rearranging, we obtain
Now, from (2.15) and (2.17),
with equality if and only if
Define a loop l in E K to be a sequence of jumps Now, for each n ∈ Z K , clearly we can find a loop l such that n = n(l) = (n r (l), r ∈ R). If g K (x) = 0, then, from (2.19), by considering m = B (l,i) for successive i, it follows that r n r log κ r µ r x r = 0 for all n ∈ Z K , (2.23) and so, from the definition of Z K , log(κ r /µ r x r ) = j∈K y j A jr for all r ∈ R and some (y j , j ∈ K). This implies that
x K is as given in the proof of Lemma 2.1 and it is easily verified from (2.11) that (2.19) holds with x = x K , and so g K (x K ) = 0.) The required result now follows on using the last assertion of Lemma 2.1.
The above result does not quite guarantee the convergence of all trajectories of the limit process x(·) tox. This convergence is straightforward to show in the single-resource case |J| = 1. Here, from (2.14),
where, for each x ∈ X,
-see, for example, Hunt and Kurtz (1994, Lemma 4) or Bean et al. (1997) . The function g ∅ is continuous on the closed set X ∅ = X. Further, it is straightforward to show that restriction of the function g to the closed set X 1 is continuous, including on the boundary in this set of the (not necessarily closed) set X 1 -see Bean et al. (1995) . The proof of Theorem 2.2 shows that g ∅ (x) > 0 for all x ∈ X with x =x, and also that g(x) > 0 for all x ∈ X 1 with x =x. The above continuity results now imply that, for any given neighbourhood N ofx, we have inf x/ ∈X\N g(x) > 0.
It seems likely that such continuity arguments can be extended to the case where |J| > 1, but it also seems difficult to make this approach rigorous. We use an alternative argument to prove the general result (Theorem 2.3). The proof of the theorem is in effect an extension of that of Theorem 2.2.
Theorem 2.3. All trajectories of the the limit process x(·) converge tox.
Proof. Again from (2.9) and (2.14), it is sufficient to show that, for each fixed K ⊆ J with X K = ∅, there exists a strictly positive lower bound for the function g K on the set X K \ N , where N is again any given neighbourhood ofx. To do this we show that (i) for any given neighbourhood N K of x K , the function g K is bounded away from zero on the set X K \ N K ; (ii) if x K =x, then there is some neighbourhood of x K which lies wholly outside the set X K . In the case x K =x, the required result then follows from (i), while in the case x K =x it is immediate from (i) and (ii). We assume also that |K| < |R|: if |K| = |R| then, by our earlier assumption about the matrix (A jr ) and Lemma 2.1, X K = {x K } = {x} and there is nothing to prove.
To show (i), for any loop
where, for each r,
for x ∈ X K such that x r = 0 for some r, take θ l (x) = ∞, so that θ l is then continuousagain with respect to the usual topology on R ∪ ∞. Clearly θ l (x) ≥ 0 for all x ∈ X K and an elementary calculation (analogous to that of the derivation of Kolmogorov's criterion for reversibility-see, for example, Kelly, 1979) shows that θ l (x) = 0 if and only if
Now, for x ∈ X K and for each i,
(where B (l,i) is as given by (2.22)). Summing over i and using (2.25), we obtain
However, on the closed set X K , the function max 1≤i≤a θ l i (x) is continuous, nonnegative, and, by (2.26), is equal to zero if and only if the condition (2.23) holds, that is, if and only if x = x K . We thus finally obtain that, for any neighbourhood N K of x K , g K is bounded away from zero on X K \ N K , establishing the result (i) as required.
To show (ii), suppose now that x K =x. In the case x K / ∈ X K the result (ii) follows immediately since the set X K is closed. Hence suppose also x K ∈ X K . By Lemma 2.1,
we might intuitively expect π K x to fail to exist for all x in some neighbourhood of x K in X K . To make this rigorous, we re-express the non-ergodicity of the process m x K (·) on E K in terms of the properties of a suitable Lyapunov functionh K on E K , and use simple continuity arguments to show thath K also serves as a Lyapunov function to establish the non-ergodicity of m x (·) on E K for all x in some neighbourhood of x K as required.
Thus consider the process (m x K (t), t ≥ 0). Regard this as being defined on a probability space (Ω, F, P ). Let the filtration (F t , t ≥ 0) be that generated by m x K (0) and the obvious 2|R| Poisson processes of total rate α = r (κ r + µ r x K r ) on [0, ∞) (which together are sufficient to generate (m x K (t), t ≥ 0)). For each i > 0, let τ i be the time of the i th Poisson event. Let P m and E m denote probability and expectation conditional on m x K (0) = m. For each t, define
where, for each r, n r (t) is the number of (type r) jumps m → m − A r minus the number of (type r) jumps m → m + A r which have occurred by time t. Recall that
denotes expectation under the stationary distribution π K x K of the restriction to E K of the process m x K (·), and where the inequality in (2.30) follows as in the proof of Theorem 2.2 (since x K =x). We show that there exists a stopping time T (with respect to (F t , t ≥ 0)) defined on K ⊆K {m x K (0) ∈ E K }, which is the time of some Poisson event and is such that, for all K ⊆ K,
We establish these results by induction on |K |. 
analogously to T but in terms of the history of the process subsequent to time U i , so that then, by the already established result (2.32) for such m ,
Note also that, for each i, U i+1 − U i corresponds to a bounded number of Poisson events.
Hence, for m ∈ D K , and since also P m (m x K (t) ∈ D K ) → 0 as t → ∞, the result (2.32) follows straightforwardly by taking T = U i for sufficiently large i. Thus, finally, by the above construction, (2.31) and (2.32) follow for K and all m ∈ E K and the induction is complete. Finally, define the functionh K on the set E K byh K (m) = j∈K m j log p K j . Observe that, when m x K (·) ∈ E K , then, from (2.29) and (2.11), h K (t) =h K (m x K (t)) − h K (m x K (0)) for all t ≥ 0. Hence, from (2.32),
Now consider any such that 0 < < α −1 g ∅ (x K ). It follows from the continuity in x of the transition probabilities of the process m x (·), their spatial homogeneity, and the condition (2.31), that there exists some neighbourhood N K of x K such that, for all x ∈ N K , the result (2.33) also holds when the process m x K (·) is replaced by the process m x (·) and α −1 g ∅ (x K ) is replaced by . Here E m now denotes expectation, conditional on the initial state m in the probability space appropriate to the process m x (·), and the stopping time
T is the same function as previously of the history of the generating processes. Thus, for x ∈ N K , by the strong Markov property, and using again (2.31), we can define a sequence of bounded stopping times 0 = T 0 ≤ T 1 ≤ . . . such that, for some M , for all i ≥ 0, and for all m ∈ E K ,
The functionh K thus serves as a Lyapunov function which establishes the non-ergodicity of the process m x (·) on E K , for all x ∈ N K . (See, for example, Theorem 2.1.3 of Fayolle et al. (1995) , which is immediately applicable to the process sampled at the above stopping times.) Hence N K ∩ X K = ∅ as required.
