In this article we present a high-precision evaluation of the expansions in ǫ = (4−d)/2 of (up to) fourloop scalar vacuum master integrals, using the method of difference equations developed by S. Laporta. We cover the complete set of 'QED-type' master integrals, i.e. those with a single mass scale only (i.e. mi ∈ {0, m}) and an even number of massive lines at each vertex. Furthermore, we collect all that is known analytically about four-loop 'QED-type' masters, as well as about all single-mass-scale vacuum integrals at one-, two-and three-loop order.
Introduction
Higher-order perturbative computations have become a necessity in many areas of theoretical physics, be it for high-precision tests of QED, QCD and the standard model, or for studying critical phenomena in condensed matter systems.
Most recent investigations employ a highly automated approach, utilizing algorithms that can be implemented on computer algebra systems, in order to handle the growing numbers of diagrams as well as integrals which occur at higher loop orders.
Computations can be divided into four key steps. First, the complete set of diagrams including symmetry factors has to be generated. For a detailed description of an algorithm for this step for the case of vacuum topologies, see Ref. [1] . Second, after specifying the Feynman rules, the color-and Lorentz-algebra has to be worked out. Third, within dimensional regularization, massive use of the integration-by-parts (IBP) technique [2] to derive linear relations between different Feynman integrals in conjunction with an ordering prescription [3] can be used to reduce the (typically large number of) integrals to a basis of (typically a few) master integrals. Practical notes as well as a classification of vacuum master integrals are given in Ref. [4] . Fourth, the master integrals have to be solved, either fully analytically, or in an expansion around the space-time dimension d of interest. It is the fourth step that we wish to address here.
A very important subset of master integrals are fully massive vacuum (bubble) integrals, since they constitute a main building block in asymptotic expansions (see e.g. Ref. [5] ). They are also useful for massless theories, when a propagator mass is introduced as an intermediate infrared regulator [6] . In four dimensions, this class of master integrals has been given up to the 4-loop level in Ref. [7] . As an application, these integrals are vital for computing the 4-loop QCD beta-function and anomalous dimensions [8] . In lower dimensions, perturbative results are needed for applications in condensed matter systems, as well as in the framework of dimensionally reduced effective field theories for thermal QCD, where recent efforts have made four-loop contributions an issue [9] . We have recently extended the work of Ref. [7] , to give the complete set of fully massive vacuum master integrals in three dimensions, again up to the 4-loop level [10] .
The next larger set of scalar vacuum master integrals are those in which there is only one mass-scale m, i.e. the propagators 1/(p 2 i + m 2 i ) have masses m i ∈ {0, m}. These integrals are needed for problems with widely separated mass scales, in which one then sets the masses of all heavy particles to m and those of all light particles to zero. As a well-defined subset of these single-mass-scale integrals, we here treat 'QED-type' vacuum integrals, i.e. those with an even number of massive lines at each vertex, at the 4-loop level. A recent application is in the computation of heavy-quark vacuum polarization [11] .
The complete set of 'QED-type' vacuum master integrals up to the 4-loop level has already been identified in Ref. [4] . The main purpose of this work is to numerically compute this set in terms of a high-precision ǫ-expansion in d = 4 − 2ǫ dimensions, and to present new analytic results for some low-order (in ǫ) coefficients. Furthermore, we have made an attempt to collect all presently known analytic results on 4d single-mass-scale vacuum integrals, up to four loops, in a coherent notation.
The plan of the paper is as follows. In Section 2, we give a brief review of the method of difference equations applied to vacuum integrals. In Section 3, we discuss the actual implementation of the algorithm. In Section 4, we display our numerical results for the truncated power series expansions in ǫ of our master integrals, up to the four-loop level, in d = 4 − 2ǫ. In Section 5, we discuss one case of a master integral which we needed to solve via a Laplace transform of its difference equation. In Section 6, we list analytic results.
The evaluation of master integrals through difference equations
The method we have chosen to compute the coefficients of the truncated power series expansions of the master integrals is based on constructing difference equations for the integrals and then solving them numerically using factorial series. This approach has recently been developed in Ref. [3] , and below we briefly summarize its basic concepts following the notation of the original paper, which contains a much more detailed presentation of the subject. While the method is completely general as it applies to arbitrary kinematics, masses and topologies [12] , our brief summary is somewhat adapted to the specific case of vacuum integrals.
The main idea is to attach an arbitrary power x to one of the massive 1 lines of a master integral U ,
where the D i = (p 2 i + m 2 i ) denote inverse scalar propagators. In our case the mass parameter m i has only two values, 0 and m, the latter of which we set to 1, noting that it can be restored in the end as a trivial dimensional pre-factor of each integral. The original master integral is then just U = U (1). Depending on the symmetry properties of the integral, there can be different choices for the 'special' line with the arbitrary power x, but in the limit x = 1 they all reduce to the original master integral U . This degeneracy can (and will later) be used for non-trivial checks of the method.
Employing IBP identities in a systematic way, it is possible to derive a linear difference equation obeyed by the generalized master integral U (x),
where R is a finite positive integer and the coefficients p j are polynomials in x (and the space-time dimension d). The function F on the r.h.s. is a linear combination of functions analogous to U (x) but derived from 'simpler' master integrals, i.e. integrals containing a smaller number of loops and/or propagators. The general solution of this kind of an equation is the sum of a special solution to the full equation, U 0 (x), and the solutions to the homogeneous equation (F = 0),
where each (j = 0, ..., R)
is a factorial series 2 . Substituting this form into Eq. (2.2), one obtains the coefficients µ j and K j (the latter being a function of d), as well as recursion relations for the x-independent coefficients a j (s) (being functions of d as well) for each solution. For the homogeneous solutions, these recursion relations relate all coefficients with s > 0 to their (in principle arbitrary) value at s = 0, a j (s) = c j (s) a j (0), where the c j (s) are rational functions of d. For the special solution, all a 0 (s) are on the other hand completely fixed in terms of the inhomogeneous part F (x), consisting of 'simpler' integrals which are assumed to be already known in terms of their factorial series expansions.
What clearly remains to be done is to fix the x-and s-independent constants a j (0), j = 0, in order to determine the weights of the different homogeneous solutions. To this end, it is most useful to study the behavior of U (x) at large x. Writing the integral in the form 5) it is easy to see that its large-x behavior is determined by the small-momentum expansion of the two-point function g(p 1 ), which has one loop less than the original vacuum integral. In the case of integrals for which the limit g(0) is well-defined and non-zero, the calculation becomes particularly simple. Then the large-x limit of U (x) factorizes into a one-loop bubble carrying the large power x and a lower-loop vacuum bubble g(0), which corresponds to U (x) with its 'special' line cut away,
A comparison with the large-x behavior of Eqs. (2.3), (2.4), proportional to j µ x j a j (0)x Kj , can now be used to fix the a j (0), of which maximally one will turn out to be non-zero for our set of integrals.
If on the other hand g(0) = 0, the treatment of the small-p 1 limit of this function becomes more involved. Fortunately, the massless lines of the sub-diagram -which were responsible for the vanishing of its value at zero external momentum in the first place -also make its analytic evaluation more straightforward. Performing a careful analysis of the subgraph, one always ends up with an integral of the type
from which the calculation proceeds just as above providing us with the values of the a j (0). Having the full solution at hand, we have in principle completed our task, as in the limit x = 1 we recover from U (x) the value of the initial integral. Let us, however, add a couple of practical remarks here. What is still to be done is to perform the summation of the factorial series of Eq. (2.4), which in practice means truncating the infinite sum at some large but finite s max . Studying the convergence behavior of these sums, one notices that even in the cases where they do converge down to x ∼ 1, their convergence properties usually strongly decline with decreasing x. This means that in practical computations, where one aims at obtaining a maximal number of correct digits for U (1) with as little CPU time as possible, the optimal strategy is to evaluate the integrals U (x max + 1), ..., U (x max + R) with the factorial series approach at some x max ≫ 1 and then use the recurrence relation of Eq. (2.2) to obtain the desired result at x = 1. The price to pay is, however, a loss of numerical accuracy at each 'pushdown' (x → x − 1) step due to possible cancellations, which makes the use of a very high x max impossible. In practice the strategy is to determine an optimal value for the ratio s max /x max . To give an example, for the four-loop integrals of Section 4 we have found that s max /x max ∼ 20...40 is a good value, while we used a range of s max ∼ 2000 . . . 2500. For a few special cases, for which additional numerical problems emerged, we were forced to limit the value of the parameters to roughly s max ∼ 200 and x max ∼ 30, which decreased the accuracy of the results significantly.
3
Implementation of the algorithm
As is apparent from the preceding section, there are three main steps involved in obtaining the desired numerical coefficients in the ǫ-expansion of each master integral: deriving the difference equations obeyed by each integral, solving them in terms of factorial series, and finally performing the ǫ-expansion and numerically evaluating the sum of Eq. (2.4) (truncated at s max ) to the precision needed. We will briefly address each of them in the following.
For the first step, we slightly generalized the IBP algorithm we had used for reducing generic 4-loop bubble integrals to master integrals, which follows the setup given in Ref. [3] , and whose implementation in FORM [13] is documented in Ref. [4] . The main difference is an enlarged representation for the integrals, keeping track of the line which carries the extra powers x, as well as the fact that there are now two independent variables (d, x), requiring factorization (and inversion) of bivariate polynomials, as opposed to univariate polynomials in the original version.
Second, staying within FORM for convenience, we implemented routines that straightforwardly solve the difference equations in terms of factorial series, along the lines of Ref. [3] . This is done starting with the simplest one-loop master integral, and working the way up to the most complicated (most lines) fourloop integral, ensuring that at each step, the 'simpler' terms constituting the inhomogeneous parts of the difference equation are already known. The output are then plain ascii files specifying each solution in the form of Eq. (2.4) as well as containing recursion relations for the coefficients a(s). Note that these first two steps are performed exactly, in d dimensions.
Third, once the recursion relations for the coefficients a(s) were known, we used a Mathematica program to obtain their numerical values at each s to a predefined precision, and to perform the summation of the factorial series. While this procedure is in principle straightforward, there are some twists that we employed to help reduce the running times significantly, most of which are probably quite specific to our use of Mathematica. To avoid a rapid loss of significant digits in solving the recursion steps that relate each a(s) to a(0), especially those for the homogeneous coefficients, we first solved the relations analytically and only in the end substituted the numerical value (actually the truncated ǫ-expansion) of the first non-zero coefficient. In fact, we found Mathematica to operate quite efficiently with operations like multiplication of two truncated power series, so that we relied heavily on it. Furthermore, since -not surprisingly -the most time-consuming part in the summation of the series turned out to be the ǫ-expansion of Γ-functions, we achieved a notable speed-up by substituting the Γ-functions with large arguments by suitable products of linear factors times Γ-functions of smaller arguments. Finally, a vital step in avoiding an excessive loss in the depth of the ǫ-expansions when going from one integral to the next, was to apply the 'Chop' command to remove from the results and coefficients excess unphysical poles, whose coefficients were of the order of, say, 10 −50 or less. In some cases we were in addition able to reduce the loss of precision in the pushdown steps by first analytically solving U (1) as a function of U (x max ), and only in the very end substituting the numerical value of the latter.
Numerical results
Below we list the Laurent expansions in ǫ = (4 − d)/2 of vacuum master integrals up to four loops. We use an intuitive graphical notation, in which each solid line represents a massive scalar propagator 1/(p 2 + 1) and a dashed line a massless one 1/p 2 . The integral measure we have chosen here is
which implies that the 1-loop tadpole is J = p
In each case we provide the results to order ǫ 10 keeping the accuracy at 50 significant digits for the 2-and 3-loop master integrals and at 40 for the 4-loop ones. There are two exceptions. For one of the 3-loop integrals (see Eq. (4.6) below) the factorial series does not converge and hence the integral has to be treated by Laplace transform, see Section 5. For one of the 4-loop integrals (see Eq. (4.14) below) we only give the first seven ǫ-orders to 17 significant digits. To obtain more ǫ-orders and significant digits for all integrals listed here is merely a matter of additional CPU time.
We have produced numerical results for all single-mass-scale vacuum master integrals up to three loops (these are the master integrals entering the package of Avdeev [14] and MATAD [15] ), and for all 'QEDtype' vacuum master integrals at four loops. Here, we display only those numerical results which correspond neither to analytically solvable integrals (1 of 1 1-loop master, 1 of 2 2-loop masters, 3 of 12 3-loop masters, 2 of 10 4-loop masters, all of which are given analytically in Section 6 below, and are listed in numerical form in the appendix), nor to fully massive cases (1 of 2 2-loop masters, 3 of 12 3-loop masters, which are given in Section 9.3.1 of Ref. [3] ; 1 of 10 4-loop masters, which is given in Eq. (4) of Ref. [7] ). = + 1.0000000000000000000000000000000000000000000000000 ǫ Just as in the three-dimensional case [10] , we have performed various checks on our results. These can be divided into two categories: first, we had to make sure that the difference equation, Eq. (2.2), as well as the various parts of its solution, Eqs. (2.3), (2.4), were in principle correct, and second, that we have reached the desired accuracy in the numerical part of our computation. For the first task, it was in general enough to ensure that the first few ǫ-orders we obtained for each integral coincided with the existing analytic results. Here the main difference to our previous three-dimensional computation laid in the fact that while at d = 3 − 2ǫ most of the integrals were either finite or their expansions started with a 1/ǫ term, we now encountered in many cases (often analytically calculable) divergent terms up to 1/ǫ 4 order. The analytic results relevant to our graphs that we have found in the literature, as well as a few new ones, are collected in Section 6. We have found agreement in all cases.
The comparisons with existing analytic results also provide an easy and reliable method to inspect the accuracy of the numerical results, since the number of correct digits usually stays roughly constant when moving from one ǫ-order to the next. Just as in our previous work [10] , other methods we have employed to assess the accuracy question include comparing the results obtained by raising topologically inequivalent lines in a single integral to a higher power and analyzing the convergence properties of the factorial series, i.e. checking the stability of our results with respect to varying s max . The results given in the preceding section have been observed to be stable to at least the number of digits shown.
One might be concerned about the rapid growth with increasing ǫ-orders of most of the coefficients. This is, as was pointed out in Ref. [7] , caused by poles that the integrals (seen as functions of d) develop near d = 4, e.g. at d = 7/2, 3, etc. It is to be expected that factoring out the first few of these nearby poles in each case will improve the apparent convergence in ǫ considerably.
In principle, having a method at hand that is capable of generating coefficients to very high accuracy, even to a couple of hundred digits, one could now use the algorithm PSLQ [16] combined with an educated guess of the number content of some of the yet-unknown constant terms, in order to search for analytic representations of the numerical results. We have not made any systematic attempts in that direction, since the numerical accuracy of our results should be sufficient for all practical purposes.
5
Laplace transform
As already mentioned in the above, we have encountered one case where the method of computing the ǫ-expansion via a factorial series representation does not work (or, more precisely, does not converge), namely for the 3-loop integral of Eq. (4.6). Let us take this specific example as an opportunity to finally display a difference equation like Eq. (2.2) in full detail, and exhibit, following Ref. [3] , one method other than factorial series for solving it. Defining the integral
where the dot with the label x means that the corresponding propagator is raised to the x-th power, the difference equation Eq. (2.2) it satisfies is of second order and reads
with boundary conditions
2 (cf. eq(2.6)) and
We would like to know the master integral M 2 (1), or at least its ǫ-expansion in d = 4 − 2ǫ dimensions. Note that only the first two terms of that expansion are known, cf. Eq. (6.32) below. Formally, it is of course possible to solve Eq. (5.2) in terms of factorial series, following the recipe sketched in Section 2. However, it turns out that the series does not converge in this (and only this, of all cases treated in this paper) case, such that in practice a different method of solving the difference equation is needed.
One way to tackle Eq. (5.2) could be the iterative method used e.g. in Ref. [17] (cf. Eq. (11)ff therein): expand in ǫ, make Ansätze for the ǫ-coefficients of M 2 in terms of (sums of multiple) harmonic sums with unknown constants, rewrite all ǫ-expansions of the Gamma functions in terms of harmonic sums, then rewrite everything in terms of a unique basis, and finally fix the constants by comparing coefficients. Unfortunately, there does not seem to exist an algorithm yet that automatizes the choice of Ansatz, hence requiring a fair amount of hand-work. For the basic literature on harmonic sums, see the references of Ref. [17] .
Another way of tackling Eq. (5.2) is to transform it to a differential equation, which should then be solved by analytical or numerical methods, or by a combination of both. This is what we will do in the following, and this is how we have obtained the numerical values given in Eq. (4.6).
Following Ref. [3] , we can Laplace transform the difference equation for M 2 , making the Ansatz M 2 (x) = 1 0
The homogeneous equation is solved by v H (t) = c H t For j = 1, 2, 3 we therefore have
). For w 4 , we know that it satisfies 
To write its boundary condition Eq. (5.4) in a (for numerical treatment) more useful form, note that the behavior of w 4 (z) at the singular point z = 1 is connected to the large-x limit of T 4 (x). Using Stirling's formula to write
, we can fix the three constants in the Ansatz
at large x with T 4 (x ≫ 1). Hence, writing
we get simple boundary conditionsw
for the new function w 4 (z), which satisfies the differential equation
We now get the non-homogeneous solution v N H (t) by varying the constant of the homogeneous solution. Due to the linearity of the differential equation, the full solution is simply the sum of four terms, which when plugged back into the definition of the Laplace transform gives a representation for the master M 2 :
The integral converges (in 4d) for x > 1, so one can use it to compute M 2 (2) and get 
, the boundary conditions translate into f 0 (1) = 1, f 1 (1) = −1, f n>1 (1) = 0 and f
which have to be solved starting with n = 0 (setting f n<0 (z) ≡ 0). One can e.g. solve Eq. (5.9) in terms of multiple integrals. The Ansatz f n (z) = δ n,0 − δ n,1 + z 1 da g n (a) respects the boundary conditions for f n (1) and transforms Eq. (5.9) into a first order differential equation for g n (a), whose boundary conditions g n (1) = 2δ n,2 incorporates those for f 
The strategy is now clear:
. All of these steps can be done numerically, and there is a discussion of practical methods in Ref. [3] .
In practice, we numerically solved for the f n using Mathematica, changed the order of integrations in Eq. (5.8), dealt with the t-integration (semi-) analytically, and finally performed the z-integration numerically. The singular point at z = 1/2 was treated as a pricipal value integral, and the logarithmically divergent regions near z = 1/2 and z = 1 were split off and treated analytically via a series-expansion in z.
To check the setup, it is possible to start analytically. Solving Eq. (5.11), the first couple of orders for h n read h 0 (a) = 0, h 1 (a) = 0, h 2 (a) = −2 ln(a) and h 3 (a) = 2 ln(a) − 3 ln 2 (a) + 2Li 2 (1 − a), where 
, in nice agreement with the first term of Eq. (6.32).
Analytic results
For completeness we list here all existing analytic results applicable to our integrals that we are aware of.
Here, we normalize every integral with the appropriate power of the 1-loop tadpole, such that analytic results are independent of the integration measure. Also, recall that we have set m = 1.
We will use the following transcendentals:
and abbreviate the log-sine integrals at their maximum value as Ls j ( 2π 3 ) ≡ Ls j below.
1-loop
There is one 1-loop topology and one coloring by mass. The 1-loop tadpole has an analytic solution in terms of Gamma functions. With measure
2-loop
There is one 2-loop topology and three colorings by mass. One of them reduces to simpler cases, while the other two are master integrals. One of the two master integrals has an analytic solution in terms of Gamma functions. The other (fully massive) one can be written in terms of the hypergeometric function 2 F 1 (see Eqs. (4.12) and (4.13) in Ref. [18] ), or alternatively in terms of a one-dimensional integral (see Eqs. (21), (15) and (16) in Ref. [19] ) which has a simple ǫ-expansion (for 4d in terms of log-sine integrals).
The numbers Ls 
3-loop
There are three 3-loop topologies.
3-loop, 4 lines: There are four colorings by mass, all of which are master integrals. Two of them have an analytic solution in terms of Gamma functions. The third one (called D 3 (0, 1, 0, 1, 1, 1 ) in the literature, according to the notation introduced in Ref. [14] ) can be written in terms of a single hypergeometric function 3 F 2 (see Eq. (4.33) of Ref. [20] , where also the first seven orders of its 4d ǫ-expansion were given in Eq. (4.32)) 3 . The first seven orders of the 4d ǫ-expansion of the fourth (fully massive) master (called B N (0, 0, 1, 1, 1, 1) in the literature) can be deduced from the function B 4 introduced in Ref. [23] using the reductions Eqs. (6.26) and (6.27) given below. Two more orders could be obtained from B 4 as given in Ref. [24] , but we refrain from reproducing them here.
2 ) (6.10)
2 )Γ( 
Here, Ls
are special values of the generalized log-sine function [20] .
3-loop, 5 lines:
There are eleven colorings by mass. Eight of them reduce, while the remaining three are master integrals. One of the masters has an analytic solution in terms of Gamma functions. The second one (called E 3 in the literature) can be written in terms of the hypergeometric function 2 F 1 , cf. Eq. (4.24) of Ref. [20] . Its first six terms of the 4d ǫ-expansion (we will only reproduce the first five of them below) are given in Eqs. (4.16),(4.18) of Ref. [20] . The first five terms of the 4d ǫ-expansion of the third (fully massive) master integral (called D 5 in the literature) can be deduced from Ref. [25] using the reduction given in Eq. (6.25) below. One more term has recently been given in Eq. (3.28) of Ref. [26] , but we refrain from listing it here. 3-loop, 6 lines: There are ten colorings by mass. The first two terms of their 4d ǫ-expansion are given in Ref. [25] . Five of them reduce, while the remaining five are masters. The third term of the 4d ǫ-expansion of one of the masters (called D 4 in the literature) is given in Eq. (4.10) of Ref. [20] 4 . The remaining four masters (called D M , D N , D 3 and D 6 , respectively) are read from Ref. [25] .
. is a special case of a binomial sum [20] .
4-loop
There are ten topologies.
4-loop QED-type cases, 5 lines:
There is one topology, BB. There are two QED-type colorings of BB. Both of them are masters. One is known analytically in terms of Gamma functions, while the other one is new. Interestingly, the analytic value of the last term in Eq. (6.36) was obtained by a physics computation in which this master integral contributed [27] .
2 )Γ(
4-loop QED-type cases, 6 lines: There are two topologies, T and G. There are four QED-type colorings of T. All of them are masters. One of them is known analytically, while the first six orders of the 4d ǫ-expansion of two others were given in Eq. (16) of Ref. [7] and Eq. (18) of Ref. [11] 5 , respectively. The fourth one is new. 
There are five QED-type colorings of G. All of them reduce. 
4-loop QED-type cases, 7 lines: There are three topologies, VB, N and U.
There are seven QED-type colorings of VB. Five of them reduce. There are two master integrals. Both are new.
There are five QED-type colorings of N. All of them reduce.
There are four QED-type colorings of U. All of them reduce.
4-loop QED-type cases, 8 lines: There are two topologies, VV and W.
There are seven QED-type colorings of VV. All of them reduce.
3(d − 4)(3d − 11)(3d − 10) (6.65)
There are five QED-type colorings of W. Four of them reduce. There is one master integral, which is new.
4-loop QED-type cases, 9 lines: There are two topologies, H and X. There are five QED-type colorings of H. All of them reduce.
(3d − 14)(3d − 13)(3d − 11)
9(3d − 14)(3d − 13)(3d − 11)(3d − 10)
96(2d − 7)(3d − 14)(3d − 13)(3d − 11)(3d − 10) (6.75)
There are two QED-type colorings of X. One reduces. The other one is a master integral. It is new.
3(2d − 9)(3d − 13)(3d − 11) 
Conclusions
We have employed the general method of numerically solving single-scale integrals in terms of their ǫ-expansion around d = 4−2ǫ via difference equations, to high precision and to high ǫ-orders. We have covered the set of all vacuum master integrals up to three loops, as well as 'QED-type' vacuum master integrals at 4-loop order. These integrals play a role in state-of-the-art perturbative calculations for precision tests of the standard model. The main vehicle of solving the difference equations treated in this work was a formal representation in terms of factorial series, which could then be evaluated numerically in a truncated form.
In cases where the factorial series representation does not converge, a more general (and hence more complicated) method can be used, which transforms the problem into differential equations. We have encountered only one such case, and have shown in detail how it can be represented in terms of multiple integrals, which we then solved numerically.
Furthermore, we have made an attempt to collect all presently known analytic results for the class of vacuum master integrals that we have treated here, up to the 4-loop level. This is meant as a concise reference for practitioners in the field.
MIT/LNS computer services group for their efforts with installing Condor [28] , which helped finding the difference equations needed for this work in finite time. A.V. was supported in part by the Foundation of Magnus Ehrnrooth.
A Numerical results for analytically known master integrals
As a complement to Section 4, we here list the first few terms of the Laurent expansions in ǫ = (4 − d)/2 of those single-mass-scale vacuum master integrals up to four loops that are known analytically (see the explicit d-dimensional expressions of Section 6).
Notation and integral measure are as in Section 4, which in particular determines the 1-loop tadpole to be J = In fact, the results shown here have been obtained via numerically evaluating truncated factorial series along the lines of Sections 2 and 3, but they of course coincide perfectly with the analytical results of Section 6 (note the different normalization there).
