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The Kelvin-wave cascade in the vortex filament model
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The small-scale energy transfer mechanism in zero temperature superfluid turbulence of helium−4
is still a widely debated topic. Currently, the main hypothesis is that weakly nonlinear interacting
Kelvin-waves (KWs) transfer energy to sufficiently small scales such that energy is dissipated as
heat via phonon excitations. Theoretically, there are at least two proposed theories for Kelvin-
wave interactions. We perform the most comprehensive numerical simulation of weakly nonlinear
interacting KWs to date and show, using a specially designed numerical algorithm incorporating the
full Biot-Savart equation, that our results are consistent with the nonlocal six-wave KW interactions
as proposed by L’vov and Nazarenko.
The understanding of the mechanisms involved in the
transfer of energy to small scales is one of the most funda-
mental problems in three-dimensional classical fluid tur-
bulence. Still, 70 years on, the theory of classical turbu-
lence proposed by Kolmogorov and Obukhov [1–3] forms
the basis and the majority of our knowledge. Interest in
the quantum analogue, superfluid turbulence, has height-
ened in the last few decades, especially with experimental
observation of Bose-Einstein Condensation in 1995 [4],
due to the fact that all vortices are identical and the no-
tation that this may, in some way, provide insight into
the classical theory.
In superfluids, severe quantum restrictions prevent a
continuous vorticity distribution–if the superfluid is ex-
cited, any induced vorticity is defined though topologi-
cal, zero density, defects within the flow. These topo-
logical defects are known as quantized vortices. Each
quantized vortex is identical–they have fixed circulation
that appears as integer multiplies of κ = h/m, where
h is Planck’s constant and m is the mass of the Boson.
Moreover, the size of the vortex core, or healing length
ξ is extremely small, orders of magnitudes smaller than
the typical inter-vortex spacing.
Feynman defined superfluid turbulence as the study of
the chaotic behavior of the superfluid flow induced by
a tangle of quantized vortex lines [5–7]. What makes
superfluid turbulence so interesting is its similarities to
classical 3D classical (Navier-Stokes) turbulence. At
large scales, analogies to classical eddies can be made
with polarized bundles of quantized vortex lines which
invoke a large-scale flow around them [8]. Interest-
ingly, it has been shown experimentally [9], and numer-
ically [10, 11], that this large-scale flows exhibits the fa-
mous Kolmogorov-Obukhov energy spectrum of classical
turbulence theory.
At small scales the similarities cease. In classical fluid
turbulence, energy is dissipated through viscosity. How-
ever, in zero temperature superfluid turbulence there is
no viscosity, so how is energy dissipated? At scales of
the order of the inter-vortex spacing, the polarized bun-
dle picture breaks down, and a ‘cross-over’ scenario is
predicted, whether in the form of thermalization [8] or
through a variety of vortex interactions [12]. However, in
both conjectures, the majority of the energy is assumed
to be transferred to propagating Kelvin-waves (KWs)
along quantized vortex lines. The popular hypothesis
involves energy dissipation via the excitation of phonons
by high frequency KWs [13, 14]. These high frequency
KWs are thought to be created through weakly nonlin-
ear interactions of larger scale KWs forced through vor-
tex reconnections at the scale of the inter-vortex spac-
ing. If this idea is correct, then the understanding of
how KWs interact with one other becomes an important
problem in the study of energy transfer in superfluid tur-
bulence. We note, that other possible energy transfer
mechanisms may exist, such as Feynman’s picture of a
cascade of vortex rings [5], or via the emission of vortex
rings at reconnection [15, 16]. However, Svistunov ar-
gued Feynman’s scenario breaks energy conservation of
the quantum tangle [17], more recently this assertion was
challenged by Nemirovskii [18]. Nevertheless the forma-
tion of vortex rings at reconnection events only occurs
for small reconnection angles [19]. We take the view that
dissipation due to KWs will be particularly important in
semi-classical (quasi-Kolmogorov) superfluid turbulence
where polarization of the vortex lines means reconnec-
tion angles are typically small. However, dissipation due
to reconnections and loop emission is probably crucial in
the random, unpolarized, tangle [8].
Nonetheless, the main topic of this manuscript is in
KW interactions at scales far smaller than the inter-
vortex spacing, where the potential cross-over mecha-
nisms are assumed to be irrelevant. The natural ap-
proach to this problem is to utilize the wave turbulence
theory paradigm [20, 21], which has lead to several at-
tempts to statistically describe weakly nonlinear KW
interactions based on the notion of a constant energy
flux transfer to high frequency KWs [22–24]. Unfortu-
nately, none of the theories have been universally ac-
cepted within the community because of mathematical
technicalities and poor numerical evidence.
The main goal of this manuscript is therefore to pro-
vide indisputable numerical evidence for a particular
KW theory. To achieve this, we develop a new numer-
2ical scheme, based upon the vortex filament method of
Schwarz [25]. We show that using this approach, we are
able to distinguish between the competing KW theories
and show significant indication for the validity of a par-
ticular one.
The understanding of KW interactions is not a new
topic, there has been many theoretical [26–32] and nu-
merical [24, 33–38] works for the two main KW theories.
In the most basic of terms, one is based on the assump-
tion of local six-wave interactions [22], whilst the other
on non-local six-wave interactions leading to local four-
wave processes [23, 41]. The reason we feel the need to
add to these numerical contributions, is because none
have been of sufficient calibre to satisfy both camps. We
feel that we have carefully considered all the criticisms of
the previous vortex filament model simulations of weakly
nonlinear interacting KWs and believe to have developed
an algorithm will be able to address all of the previous
critiques.
Before we outline the numerical procedure, we first
summarize the key theoretical results of the two KW
theories. Both begin with the idealized consideration of
a single periodic (in z) quantized vortex line, approxi-
mated by a one-dimensional (1D) space curve s(ζ, t) in
a three-dimensional domain, evolved via the Biot-Savart
equation:
s˙ = vsi =
κ
4π
∮
L
(s− r)
|s − r|3
× dr. (1)
The integral is taken over the entire vortex configuration
L with κ = 9.97 × 10−4 cm2/s. The Biot-Savart equa-
tion (1) contains a singularity as r→ s, which is usu-
ally circumvented by the introduction of a strict cut-off
|s− r| > ξ, where ξ is taken to be the vortex core radius
of superfluid helium−4: ξ = 1× 10−8 cm.
It was shown in [17] that by considering a single peri-
odic quantized vortex line directed along the z-axis, with
small perturbations with respect to the straight line con-
figuration, such that the vortex position can be repre-
sented as s = (x(z), y(z), z) (see Fig. 1), and if the single-
valuedness of the functions x(·) and y(·) are preserved
such that the vortex line cannot fold upon itself, then
the Biot-Savart equation can be represented in Hamil-
tonian form iκa˙ = δH[a]/δa∗ for the complex canonical
coordinate a(z, t) = x(z, t) + iy(z, t) with Hamiltonian:
H[a] =
κ2
4π
∫
1 + Re(a′∗(z1)a
′(z2))√
(z1 − z2)2 + |a(z1)− a(z2)|2
dz1 dz2,
(2)
where a′(z) = ∂a/∂z. For small perturbations
|a′(z)| ≪ 1, which is precisely the regime for weakly
nonlinear KWs, one can expand Hamiltonian (2) in
terms of wave amplitudes ak(t), where a(z, t) =
κ−1/2
∑
k
ak(t) exp(ikz), here k ∈ R and k = |k|. The
leading contribution to the Hamiltonian describes the lin-
s = [x(z), y(z), z]
x
y
z
x = y = 0
FIG. 1. Schematic of the periodic vortex line in z.
ear evolution of KWs with dispersion relation
ω(k) = ωk =
κk2
4π
[
ln
(
1
kξ
)
− γ −
3
2
]
, (3)
where γ = 0.5772 is the Euler-Mascheroni constant. The
exact value of the constant in Eq. (3) is dependent on the
vortex core shape. Our model uses the Biot-Savart cut-
off, but others have been considered, such as a hollow
core [39] or a uniform vorticity distribution [40], each
giving their own value.
The next order contributions correspond to four-wave
interactions followed by a six-wave term. Detailed deriva-
tions of the interaction coefficients of the Hamiltonian
can be found in [41]. Once in this form, one can apply
the wave turbulence formulation [20, 21]. This system
does not contain any resonant four-wave interactions, i.e.
nontrivial solutions of the four-wave resonant condition:
k+k2 = k3+k4 and ωk+ω2 = ω3+ω4 (where ωi = ω(ki))
because of the form of the dispersion relation (3). There-
fore, one has to perform a quasi-linear canonical trans-
formation to the wave action variable ak to remove the
non-resonant four-wave interactions which subsequently
lead to the main nonlinear contribution being of order
six [41]. Assuming local KWs interactions, i.e. that the
only resonant wave interactions arise from waves with
a similar magnitude of wavenumber k, wave turbulence
theory predicts a six-wave kinetic equation n˙k = St6[nk]
(where the detailed expression for the six-wave collision
integral St6[nk] is given by Eq. (8) of [22]) for the evo-
lution of the wave action density n(k, t) = nk = 〈|ak|2〉,
where the average 〈·〉 is taken over an ensemble of real-
izations. An amendment to the collision integral St6[nk],
taking into account sub-leading corrections to the reso-
nant manifold condition can be found in [41]. This ki-
netic equation contains two non-equilibrium steady state
power-law solutions (n˙k = 0), known as Kolmogorov-
3Zakharov spectra, corresponding to a constant flux cas-
cades of conserved quantities. For us, we are interested in
the one corresponding to the constant flux of energy, ǫk,
to small scales, which expressed in terms of the energy
spectrum Ek = ωk (nk + n−k) for k > 0 is
Ek = CKS κ
7/5Λk ǫ
1/5
k k
−17/5, (4a)
where Λk = ln (1/kξ) − γ − 3/2. The spectrum (4a)
is known as the Kozik-Svistunov (KS) spectrum with di-
mensionless prefactor CKS. However, it was shown in [41]
that the locality of interaction assumption used to de-
rive (4a) was incorrect, making the KS spectrum invalid.
Subsequently, a nonlocal theory was proposed by L’vov
and Nazarenko and an alternative local four-wave kinetic
equation (n˙k = St4[nk], see Eq. (5a) of [23]) was derived
for weakly interacting KWs upon curved vortex lines. In
a similar way, the four-wave kinetic equation exhibits a
non-equilibrium stationary solution that corresponds to
a constant energy flux. This solution is known as the
L’vov-Nazarenko spectrum and is given by
Ek = CLN κΛk ǫ
1/3
k Ψ
−2/3k−5/3, (4b)
with dimensionless prefactor CLN and Ψ =
(2/κ)
∑
k k
2 nk. The most na¨ıve way to differen-
tiate between the two theories is to compare the
power-law behaviors of the wave action spectra (4a)
and (4b). However, their power-law exponents are very
close, making any distinguishable observation extremely
difficult. Alternatively, one can try to measure the
dimensionless prefactors CKS and CLN, which should be
of order one if the spectrum is realizable. An attempted
was made in this direction in [36] for the Local Nonlinear
equation, (a partial differential equation derived directly
from the Biot-Savart equation in the nonlocal KW limit)
where CLN = 0.304 was successfully obtained through
mathematical arguments and numerically verified. On
the other hand, efforts of a similar nature applied to
the full Biot-Savart equation have, as of yet, been
unsuccessful.
When the inclination of the KW slope approaches
|a′(z)| ∼ 1, then the weakly nonlinear hypothesis of wave
turbulence theory fails and the linear timescale of the
wave motion τL = 2π/ωk becomes the order of the non-
linear timescale determined through the kinetic equation
τNL = ∂ ln(nk)/∂t over a wide range of scales. This crite-
rion is precisely the critical balance condition for strong
wave turbulence. By requiring that the linear and non-
linear timescale match across all spatial scales, one can
derive a critical balance energy spectrum, originally de-
rived by Vinen [14], which is given as
Ek = CCB κ
2k−1, (4c)
Interestingly, the power-law exponent of (4c) coincides
with the second non-equilibrium Kolmogorov-Zakharov
spectrum for the constant flux of wave action to large-
scales which occurs because the total wave action N [a] =∫
D
|a(z)|2 dz is another conserved quantity of the Biot-
Savart dynamics (1). We note that although the
wavenumber exponent maybe the same, the dimensional
prefactors and constant will be different.
Spectra (4a), (4b) and (4c) are three possible power-
law scalings for the cascade of energy to small-scales, each
with their own physical justifications. To discover which,
if any, are realizable, and therefore which physical mech-
anisms are important for KW interactions we perform
a numerical simulation of weakly nonlinear interacting
KWs.
We discretize the Biot-Savart equation (1) following
the numerical method proposed by Schwarz [25], namely
the vortex filament model, where quantized vortices are
modeled as 1D vortex filaments with fixed circulation
κ. The self-induced velocity vsi of the vortex filaments
is given by the Biot-Savart equation (1), de-singularized
in a standard way, using the local induction approxima-
tion to take into account contributions from neighboring
points [25].
In order to sustain a non-equilibrium steady state of
KWs on the vortex line we include forcing and dissipa-
tion. There are several strategies one can take in forcing
KWs onto the vortex line, such as a continual vibration of
the vortex line [33, 35] or by additively exciting a specific
range of KWs from rest [24, 36]. In our case, we imple-
ment the latter scenario. The forcing is incorporated by
the addition of term to the right-hand side of (1), vf ,
that adds a collection of randomly orientated KWs at a
specific scale at each time step. The forcing is situated
at large-scales in a narrow annulus around the tenth har-
monic. This is to ensure that we induce a direct energy
cascade with an inertial range as large as possible. In the
forcing region we add KWs with fixed amplitude A, and
with random phases φk uniformly distributed in [0, 2π)
for each Fourier mode and at each time step. The forcing
term takes the form of
vf = [Re(f), Im(f), 0] ,
where f =
∑
9≤k≤11
A exp (ik z + iφk) . (5)
In reality, KWs are forced through sporadic and random
vortex reconnections that do not simply excite KWs at a
specific scale. In this regard we have made a simplifica-
tion. However, at scales far smaller than the inter-vortex
spacing, we expect that the KWs do not sense the recon-
nection event and that the simplification is justified.
To model the eventual energy dissipation via phonons
and to prevent a large-scale bottleneck, we apply an ex-
ponential filter,D[·], at each time step that acts primarily
in the low and high wavenumber regions of Fourier space.
To apply the filter we are resorted to re-meshing the vor-
tex line after every time step onto a uniform grid in z
with constant grid spacing ∆z = 2π/1024 using a cubic
4spline. This permits us to apply the Fast Fourier Trans-
form to the perturbations around the initial straight line
configuration x = y = 0. This gives the Fourier ampli-
tudes ak, to which we can apply the filter given by
D[ak] =
{
e−∆t(αk
−2+νk4)ak if k 6= 0.
ak = 0 k = 0,
(6)
This removes energy located in the infra-red and ultra-
violet regions of Fourier space [? ]. We inverse Fast
Fourier Transform back to physical space to give the post-
filtered vortex line on the uniform grid. Subsequently, the
forcing term is applied and the vortex line in evolved by
the Biot-Savart equation (1) using a third order Runge-
Kutta time stepping scheme.
We perform the numerical simulation in a box that is
open in x and y, whilst periodic in z of length D = 2π cm.
The initial condition is a single unperturbed (straight)
vortex line along the z direction in the center of the box
(x = y = 0). We discretize the vortex into 1024 uni-
formly spaced grid points. We invoke periodic boundary
conditions in z, and the simulations are progressed in
time with a fixed time step ∆t = 1 × 10−3 s, perform-
ing 8 × 106 time steps. For the exponential filter, we
use the following parameters: α = 1 × 10−1 cm2/s and
ν = 1 × 10−9 cm4/s. The forcing amplitude is chosen
to be A = 0.05 cm/s, to ensure that the system remains
weakly nonlinear, whilst strong enough to generate non-
linear KW interactions. The simulation is evolved so that
the system reaches a non-equilibrium stationary state in-
dicated by statistical stationarity of the total vortex line
length of the tangle as shown in Fig. 2. Moreover, in
Fig. 3, we present a typical snapshot of the magnitude
of a′(z) along the vortex line. We observe that the value
is |a′(z)| ≪ 1 along all the line, verifying the weak KW
condition for the weak wave turbulence theory.
An additional check can be performed by taking a 2D
Fourier transform of the wave amplitude a(z, t) in space
and time. By plotting the intensity of the Fourier ampli-
tudes, one can probe the dispersion curve of propagating
wave. In Fig. 4, we present this (k, ωk)−plot and observe
a dispersion curve that is almost in perfect agreement
with the theoretical result for linear propagating KWs,
Eq. (3). The slight vertical shift is most likely a con-
sequence of the weak nonlinearity, and the subsequent
frequency shift associated to this. The vertical structure
we observe across all values of ωk around k = 10 is cer-
tainly from the additive forcing scheme of our numerical
setup.
To measure the energy spectrum Ek of the vortex
line, we readily construct the complex canonical posi-
tion a(z) = x(z) + iy(z) on the uniform mesh, and hence
obtain the wave action density nk by utilizing the Fast
Fourier Transform and averaging over a sufficiently long
time window to ensure a low noise spectrum. Finally by
multiplication by the KW frequency ωk given by Eq. (3)
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FIG. 2. The time evolution of the total vortex line length
L =
∫
L
dζ, which saturates indicating that a non-equilibrium
statistical steady state has been reached. Time has been
nondimensionalised using the linear timescale at the forcing
scale defined as τf = 2π/ωk=10 ≃ 56.402.
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FIG. 3. Magnitude of the derivative of the wave amplitude
|a′(z)| for the weakly driven simulation. We observe that the
KW condition |a′(z)| ≪ 1 is satisfied throughout z.
we obtain Ek . In Fig. 5 we plot the averaged energy
spectrum Ek compensated by the power-law spectra of
(4a), (4b) and (4c). We observe excellent agreement to
the L’vov-Nazarenko spectrum (4b) for almost a decade
in wavenumber space. The forcing scale can clearly be
seen by the peak at small wavenumbers. We emphasize
that this result was achieved from modeling the full Biot-
Savart equation (1) and represents a true non-equilibrium
steady state starting from a straight vortex line, unlike
the results from [24, 34, 36]. We justify the use of a mod-
est number of grid points in order to obtain a large quan-
tity of data in time (almost 60 forcing turnover times, τf )
to average out the inherent fluctuations in the energy
spectrum Ek.
Finally, to make a clear distinction between the possi-
ble theories, we estimate the numerical prefactor of en-
ergy spectrum Ek. To achieve this, we are required mea-
sure the energy flux, ǫk, to small scales. Due to the
statistical stationarity of the simulation, we approximate
the energy flux by measuring the energy dissipation rate
at small scales from the dissipation operator D[·] defined
in Eq. (6). From the wave turbulence definition of the
5energy flux:
∂Ek
∂t
+
∂ǫk
∂k
= 0, (7)
we compute the temporal derivative of Ek, using the fact
that D[·] is applied at each time step. Then, the energy
flux is given by
ǫk =
〈
2
k∑
k′=kmax
(
αk−2 + νk4
)
ωk′
(
|ak|
2 + |a−k|
2
)〉
,
(8)
where 〈·〉 denotes a time average over several linear
timescales at the forcing scale. In Fig. 6 we plot the
energy flux from the forcing scale k ∼ 10. We observe a
constant plateau for almost a decade in wavenumbers be-
fore the small-scale dissipation acts. The observed peak
around the forcing scale is due to the low wavenumber
dissipation from D[·] and the fact that we neglected the
contribution from the forcing. By measuring the energy
flux, we are able, from Eq. (4b), to estimate the con-
stant CLN. By assuming that the energy spectrum is
of the form Ek = Ck
−5/3, we observe from Fig. 5 that
C = 1.6 × 10−6 (the horizontal grey solid line). More-
over, we can compute the value of Ψ, defined earlier, to
be Ψ = 145.622. Finally with using the value of the en-
ergy flux in the inertial range, ǫk = 1.685× 10−6 cm4/s3,
we estimate CLN ≃ 0.318. This value is in remarkable
agreement with the analytical prediction of CLN = 0.304
from [36], which is within 5%. By contrast, if we as-
sume that the energy spectrum Ek, is of Kozik-Svistunov
form (Eq. (4a)), then from Fig. 5, C = 4.5 × 10−7 (the
horizontal grey dashed line), leading to an estimate of
CKS ≃ 8.7 × 10
−3, which is almost two orders of mag-
nitude smaller and clearly not order one. Indeed, this
leads to the conclusion that the Kozik-Svistunov spec-
trum is not physically realizable. For completeness, ap-
plying a similar argument to the critical balance spec-
trum (4c), where we make the crude approximation that
C = 6.0× 10−8 (the horizontal grey dotted line), we get
the prefactor to be CCB ≃ 6.0 × 10−2, which is again
small.
To conclude, we have presented a numerical simula-
tions of a single periodic vortex line forced from rest,
modeled by the Biot-Savart equation. We have made no
local/nonlocal approximations to the equation of motion,
and have considered a regime that is forced/dissipated
with the formation of a non-equilibrium stationary state.
We observe clear agreement to the L’vov-Nazarenko spec-
trum and estimated the order one prefactor to within
5% of the theoretical prediction. Additionally, we have
shown that the alternative, Kozik-Svistunov theory leads
to an incredibly small energy spectrum prefactor that in-
dicates that the spectrum is not realizable. In summary,
all this evidence indicates that weakly nonlinear KW in-
teractions are governed by the nonlocal wave turbulence
theory proposed in [23].
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FIG. 4. (k, ωk)-plot of the logarithm of the intensity of the
2D Fourier transform of the wave amplitude a(z, t). The forc-
ing region is indicated by the vertical black structure around
k = 10, whilst the dispersion curve for weakly nonlinear KWs
can be observed emanating from the forcing region.. The
white dashed curve depicts the theoretical dispersion rela-
tion (3) of linear propagating KWs.
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FIG. 5. The compensated wave action spectra with A = 0.05
cm/s: compensated by Ek k
5/3, Eq. (4b) (solid line), Ek k
7/5,
Eq. (4a) (dashed line), and finally Ek k, Eq. (4c) (dotted line).
The grey horizontal lines indicate flat compensated spectra.
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