Sensory experience shapes what and how knowledge is stored in the brain --our 1 9
The central question investigated here is whether object color knowledge, as reflected in 1 2 2 the semantic spaces obtained for the CB and SC groups, is supported by fundamentally different 1 2 3 neural substrates in the two groups, as might be expected from theories which assume that color 1 2 4 knowledge representations in the sighted are based on sensory experience. FMRI scanning was 1 2 5
conducted to address this question ( Fig. 2A) . Fifteen CB and twenty SC participants listened to 1 2 6 fruit and vegetable names and judged whether the color of each fruit or vegetable is red/reddish 1 2 7
in the real world. Comparable response profiles for the two groups of participants were obtained 1 2 8
with this task ( Fig. 2A) . Before exploring the pattern of neural responses across the whole-brain, 1 2 9
we first focused on two brain regions which have been proposed as candidates for sensory versus 1 3 0 In the anatomically defined left ATL ( Fig. 2B ), representation similarity analysis (RSA) 1 3 4 searchlight mapping (Kriegeskorte, 2008; Kriegeskorte et al., 2006) , which examines the 1 3 5
relationship between the regional neural activity pattern and object color knowledge RSMs 1 3 6 ( Fig.1A ), revealed two clusters with different profiles (Fig. 2C-2E ): a dorsal anterior ATL cluster 1 3 7
where both SC and CB showed effects of object color knowledge representation; and a ventral 1 3 8 ATL cluster where only SC showed significant effects of object color knowledge representation. moderate evidence in favor of H1) in the CB group's significant cluster (the red and yellow patch 1 5 0
in Fig. 2E ); The CB group's object color knowledge effect was also significant ( Fig. 2E bar plot, 1 5 1 yellow bar in the middle, BF10 = 3.55, moderate evidence in favor of H1) in the anterior dorsal 1 5 2 part of the SC group's significant cluster (the red and blue patch outside the solid line in Fig. 2E ). ventral part of ATL also showed trends of stronger object color knowledge effect in the SC group 1 5 7
relative to the CB group (voxel-level P < 0.05, two-tailed, cluster size = 34 voxels, uncorrected; 1 5 8 Fig. 2D ). The object color knowledge representation effects in ATL are not attributable to other 1 8 3
object features that correlated with object color knowledge. After controlling for the effects of 1 8 4 object shape, taste, touch and general semantics using partial correlation including the RSMs of 1 8 5 these properties as covariates (RSMs separately obtained by asking subjects to rate the 1 8 6 similarities of object pairs on each of these features; Fig. S2 ), there was still a dorsal cluster 1 8 7
showing a significant unique object color effect that was a bit posterior and dorsal to the peak 1 8 8 obtained without controlling covariates (combining the two groups, Fig. 2F ; voxel-level P < 1 8 9
0.005, one-tailed, cluster-level FWE corrected P < 0.05). The peak cluster before controlling for 1 9 0 the covariates still showed trends of effects in the left TP: voxel-level P < 0.005, one-tailed, k=39, 1 9 1 uncorrected, not shown in the figure. Comparison between the CB and SC groups in the left ATL 1 9 2 revealed trends of stronger unique object color representation in SC relative to CB participants in 1 9 3 the ventral ATL ( Fig. 2G ; voxel-level p < 0.05, two-tailed, k = 27, uncorrected). The results also 1 9 4
held when using the behavioral results of the other object color knowledge tasks for the RSA 1 9 5 ( Fig. S3 ). 1 9 6
Within the color perception mask, which was based on a color perceptual functional 1 9 7 localizer (Beauchamp, 1999; Simmons et al., 2007) collected from a group of 14 sighted 1 9 8 participants ( Fig. 3A) , clusters showing unique object color knowledge representation was 1 9 9
observed only for the SC group, in the posterior parts of the right inferior temporal gyrus (ITG) 2 0 0 and the left posterior fusiform gyrus (pFG) ( Fig. 3B ; voxel-level P < 0.001, one-tailed, cluster 2 0 1 size > 10 voxels, uncorrected). The CB group showed no effect of unique object color knowledge 2 0 2 representation in either ROI-based RSA in these two clusters ( Fig. 3B The intrinsic resting-state functional connectivity (rsFC) profile of the three object color Fig. 2F ), the vision-dependent ventral ATL 2 2 1 (L-vATL; Fig. 2G ), and the posterior ventral occipitotemporal color perception node (pVOTC; 2 2 2 combining the left pFG and right ITG in Fig. 3C ) -showed interesting differences between the 2 2 3 CB and the SC participants ( Fig. 4A ; ROI-wised connectivity, Bonferroni corrected P < 0.05, 2 2 4 number of multiple comparisons = 9). While for the CB group there was no significant 2 2 5 connection between vision-independent and vision-dependent color nodes, for the SC group 2 2 6 these seeds are tightly connected. The language system approximated by the contrast between 2 2 7 sentences and nonword lists (Fedorenko et al., 2010) and the color perceptual system 2 2 8
(color-sensitive regions defined from our functional localizer; see materials and methods) were 2 2 9
further included in the network as theoretically driven target networks. For the CB participants 2 3 0 the vision-independent L-adATL cluster was significantly connected with the language system, 2 3 1 and the vision-dependent pVOTC with the color perceptual system, but there was no connection 2 3 2 between the two. For the SC participants, however, the L-adATL has connections across both of 2 3 3 these two large systems. representations, one more likely to be based on perceptual formats (within the color perceptual 2 4 5 system) and one more abstract (outside the color perceptual system, ventral ATL). The exact 2 4 6 representation formats of this latter patch remain to be understood. 2 4 7 2 4 8
The object color knowledge representation results in whole-brain analyses converged 2 4 9
All participants were native Mandarin Chinese speakers. None had a history of 3 0 0 psychiatric or neurological disorders or suffered from head injuries. All sighted participants had 3 0 1 normal or corrected-to-normal vision and intact color perception. All participants provided 3 0 2 informed consent and received monetary compensation for their participation. The study was Twenty-four fruits and vegetables were chosen as stimuli based on high familiarity (mean 3 0 8 ± SD = 6.13 ± 0.35, obtained from a 7-point familiarity rating on an independent group of 59 3 0 9
college students). The names of these fruits and vegetables were all disyllabic words with the 3 1 0 exception of the name of carrot being tri-syllabic. For the fMRI experiment, the names were 3 Behavioral tests 3 1 5
Various behavioral tests were conducted to characterize the object color representation in 3 1 6 sighted and congenitally blind participants, which include: 1) Pairwise object feature similarity 3 1 7 rating: 7-point similarity ratings on different object features (i.e., color, shape, taste, touch, 3 1 8 semantic) and 2) Verbal-mediated object color knowledge and color concept tests: object color 3 1 9 name generation and pairwise color name similarity rating (i.e., red, orange, yellow, green, cyan, 3 2 0 blue, purple, pink, gold). (1: most dissimilar, 7: most similar), with 276 pairs per feature rating. Note that the object 3 2 7 sensory features were chosen to form a transition of visual dependence: object color whose 3 2 8
qualia is exclusively vision-dependent; object shape whose qualia is dominantly perceived 3 2 9
through vision but also could be sensed through touch; object taste and touch whose qualia might 3 3 0 be affected by vision but largely determined by nonvisual sensory modalities. Object semantic 3 3 1 relationship is often assumed to be abstracted away from sensory experiences. Two blind 3 3 2 participants did not complete the touch similarity rating. The ratings were also collected from an 3 3 3 independent group of 21 college students (SC2) as a benchmark for between-blind-sighted 3 3 4
comparison. For each object feature, group-mean representational similarity matrices (RSM) 3 3 5
were obtained by averaging across individual similarity matrices in each group (Fig. 1A;  3 3 6 Fig.S2A ). Multi-dimensional scaling (MDS;16, 17) using an individual differences scaling 3 3 7 solution (INDSCAL) was conducted on the individual RSMs from each group to visualize the 3 3 8 object feature space in each group, using the PROXSCAL procedure in SPSS Statistics 19. 3 3 9
Two-dimensional object spaces were created for each group. In addition to the object space, the 3 4 0
INDSCAL solution also reveals a subject space within which each individual subject is located corresponding subject for each group. Object color name generation and color name similarity rating 3 5 0
We also asked the 13 CB and 14 SC participants to generate color names to each of the 3 5 1 24 fruits and vegetables. Participants were encouraged to list as many colors as they considered 3 5 2 relevant to each item in the order of relevance. The number of color names produced for each 3 5 3
item was not limited. For each item, we listed all color names produced by all the participants 3 5 4 from both groups and counted the times that each color name was generated for that item across 3 5 5 participants in each group, resulting in a 24 (items) × 9 (color names) matrix for each group (Fig.  3 5 6 S1A). We then correlated the items in each group and thus obtained a 24×24 object RSM for 3 5 7 each group. Comparison between these RSMs and RSMs obtained through direct object color 3 5 8 similarity ratings were carried out to investigate how well the object color space could be 3 5 9
approximated by object-color verbal association. 3 6 0
We further approximated the object color space by combining object color name 3 6 1 occurrences and the association between color names. We collected 7-point (1: most dissimilar, 3 6 2 7: most similar) pairwise color similarity ratings from both groups to measure the relationship 3 6 3 between 9 color concepts (i.e., red, orange, yellow, green, cyan, blue, purple, pink, gold) ( Fig.  3 6 4 S1B). To combine object color name occurrences with color name associations, we identified, 3 6 5
amongst the 9 frequent color words, the most frequently generated color for each fruit/vegetable 3 6 6 item in the object color generation task as the representative color for that item. Then, the color 3 6 7 similarity between fruit/vegetable items was defined as the similarity between the corresponding 3 6 8
representative colors obtained from the color word similarity rating, resulting in a 24×24 object 3 6 9
RSM for each group. Procedures for task-fMRI experiment 3 7 2
An object color verification fMRI experiment was performed to obtain object color 3 7 3
representations in the sighted and congenitally blind people, using spoken names of fruit and 3 7 4 vegetables as stimuli. In addition, a color perceptual localizer experiment was conducted on a 3 7 5 group of 14 sighted participants to functionally localize brain regions underlying color 3 7 6
perception. Seven participants took part in both fMRI experiments. Object color verification experiment 3 7 9
Participants listened to spoken names of 24 fruit and vegetable items and verified 3 8 0
whether the item was red or not ( Fig. 2A) . Participants pressed a button with their right index 3 8 1 finger to give a "yes" response and pressed another button with right middle finger for a "no" 3 8 2
response. There were three runs. Each run lasted 346s, consisted of 72 3s-long object trials (1s 3 8 3 auditory word followed by 2s silence) and 36 3s-long null-trials (3s silence). Each object item 3 8 4
was presented three times within each run. The order of the 108 trials was pseudorandomized, 3 8 5
with the restriction that no two consecutive object trials were identical and the first and the last 3 8 6 trials were object trials rather than null trials. Each run began with a 12s silence period and ended 3 8 7
with a 10s silence period. Across the whole experiment, each of the 24 fruits and vegetables was 3 8 8
presented 9 times. Independent pseudo-randomizations were created for each run in each 3 8 9
participant. 3 9 0 3 9 1
Color perceptual localizer 3 9 2
The color perception localizer was an fMRI-adapted version of the Farnsworth-Munsell 3 9 3
100 Hue Task, which has been used previously to identify brain regions involved in color 3 9 4
perception (Beauchamp, 1999; Simmons et al., 2007) . During the experiment, participants saw 3 9 5 blocks of 7 colored or grayscale wheels (Fig.3A) and judged whether the five wedges making up 3 9 6 the wheel were uniformly ordered from lightest to darkest hue. Participants were asked to press a 3 9 7 button with their right index finger if they found that the hues in the wheel were uniformly 3 9 8 sequenced or otherwise press another button with the right middle finger. There were 4 runs in 3 9 9
the color perception localizer. Each run lasted 230s, consisted of 3 color wheel blocks and 3 4 0 0 grayscale wheel blocks, with all 6 blocks separated by 15s-long fixation periods. Each block 4 0 1 lasted for 21s, consisted of seven 2.5s-long wheels separated by a 0.5s black inter-stimulus 4 0 2 interval. The block order was counterbalanced across runs. Each run began with a 12s-long 4 0 3 fixation period and ended with a 17s-long fixation period. 4 0 4 4 0 5
Image Acquisition 4 0 6
All functional and structural MRI data were collected using a Siemens Prisma 3T 4 0 7
Scanner with 20-channel head-neck coil at the Center for MRI Research, Peking University. 4 0 8
The functional data were acquired with a simultaneous multislices (SMS) echoplanar participants were asked to close their eyes and to not fall asleep. In addition, a high-resolution 4 1 5 3D T1-weighted anatomical scan was acquired using the magnetization-prepared rapid 4 1 6 acquisition gradient echo (MPRAGE) sequence for anatomical reference (192 sagittal slices, TR 4 1 7 = 2530 ms, TE = 2.98 ms, FA = 7°, FOV = 224 mm × 256 mm, matrix size = 224×256, 4 1 8 interpolated to 448×512, slice thickness = 1 mm, voxel size = 0.5 × 0.5 × 1 mm functional run were discarded for signal equilibrium. Task-fMRI data first underwent slice 4 2 5 timing correction. Then the images from multiple runs were aligned to the individual's first
