The aim of this paper is to analyze a "support-free" version of the Riesz-Haviland theorem proved recently by the present authors, which characterizes truncations of the complex moment problem via positivity condition on appropriate families of polynomials in z andz. The attention is focused on modifications of the positivity condition as well as the assumption on admissible truncations. The former results in truncations for which the corresponding "support-free" Riesz-Haviland condition locates a representing measure on the distinguished subset of the complex plane, while the latter effects a non-integral variant of the Riesz-Haviland theorem.
Introduction
Among successful approaches to solving the complex moment problem one finds the Riesz-Haviland condition involving positivity of polynomials in z andz on a subset of the complex plane. In the recent paper [5] we have proved a version of the Riesz-Haviland theorem solving the truncated moment problem in which polynomials are built up from the selected monomials z mzn with (m, n) ranging over an index set T ; however, the positivity condition has to be assured on the whole complex plane (cf. Theorem 1). A natural question is what happens if in the positivity condition we replace the complex plane by its subset Z or, on the other hand, loosen the assumptions imposed on the set T . The first of these issues is studied in Section 3, where it is shown, much to our surprise, that for some truncations (read: index sets T ) the related Riesz-Haviland positivity condition satisfied on the whole complex plane induces a representing measure supported in the distinguished closed proper subset of the complex plane whose shape is associated with T (see Proposition 6 and the remarks surrounding it). This phenomenon, as described in the 'YES' row of Table 1 in Section 3, turns out to be pretty rare among all possible choices of T and Z .
The other issue is devoted to symmetric sets T which do not necessarily contain the diagonal. Examples included in Section 4 show that under these circumstances Theorem 1 ceases to be valid. Nonetheless, we have been able to formulate a modified version of the Riesz-Haviland theorem with appropriately adjusted representation containing the integral part in which a measure need not be finite as well as a non-integral term of Kronecker delta type (cf. Theorem 13) .
For the reader's convenience we supply Appendix A encompassing both real and complex variants of the Riesz-Haviland theorem. It is also shown how to derive the complex version from the real one by elementary means (not appealing to the Hilbert space factorization technique as in [14, Appendix] ).
Prefatory matters
As usual, for a set X and a positive integer , we write X = X × · · · × X ( times). Let C, R, Z and Z + stand for the sets of complex numbers, real numbers, integers and nonnegative integers respectively. By T we mean the unit circle in C, i.e. T = {z ∈ C: |z| = 1}. A system {z ω } ω∈Ω ⊂ C indexed by a nonempty set Ω is said to be finite if the set {ω ∈ Ω: z ω = 0} is finite. The closed support of a regular positive Borel measure μ will be denoted by supp μ.
We will consider rational functions of the type p(z,z) = (m,n)∈Z 2 a m,n z mzn , z ∈ C * {a m,n } (m,n)∈Z 2 ⊂ C -a finite system , (1) where C * def = C \ {0}. Evidently, (D2) is a direct consequence of (D1). It is a matter of routine to check that a subset Z of C is determining for C[z,z] if and only if Z is dense in R 2 with respect to the Zariski topology of R 2 (see [2] for the necessary background). [12, 7, 1, 14] .
The following result was proved in [5] (cf. Theorem 19). It is an extension of Theorem 1 of [14] as well as of the "support-free" complex version of the Riesz-Haviland theorem (i.e. Theorem B with Z = C in Appendix A). The first of the two theorems can be seen as the equivalence (i) ⇔ (iii) below with T = Z 2 + , while the other as the equivalence (i) ⇔ (iv)
with the same T . The issue we deal with below can be regarded as the truncated complex moment problem; however, it deviates from the usual meaning of that term in which only finite systems are considered. The interested reader can consult [5] for the discussion relating Theorem 1 to a recent result on the truncated complex moment problem contained in [6] . 
0 for every finite system {p m,n } (m,n)∈T ⊂ C for which there exist finitely many rational functions
In the subsequent parts of the paper we will examine different variants of the condition (iv) above as well as the instance in which the assumption that T contains the diagonal is dropped. Other matters regarding Theorem 1 (including the case of non-symmetric T 's) are also exhibited in [5] .
Incomplete Riesz-Haviland condition on subsets
Notice that no determining set is mentioned in the condition (v) of Theorem 1. On the other hand, this condition remains equivalent to the variety of conditions derived from (vi) by considering all C[z,z]-determining subsets Z of C. The same observation refers to the mutual relationship between (iv) and (vi). Our intention now is to examine the correlation between the condition (iv) and its modification:
which is obtained by replacing the phrase "z ∈ C" in (iv) by "z ∈ Z " (the same operation applied to (v) leads to (vi)). Evidently, if a system {c m,n } (m,n)∈T satisfies (iv) Z , then it also satisfies (iv). In view of Theorem B in Appendix A, the condition (iv) Z with T = Z 2 + characterizes complex moment sequences having representing measures supported in the closureZ of Z .
Consider the following property for a (possibly non-symmetric) set T :
We will discuss the following two questions:
2 • given a symmetric set T obeying (2) and a closed
In what follows, we will use the notation 
This condition appears in Theorem A with = 1 in Appendix A.
is a Stieltjes moment sequence which has a representing measure supported in Z s . The answer to question 1 • is in the negative regardless of the choice of T and {c m,n } (m,n)∈T . Indeed, take a nonzero system {c m,n } (m,n)∈T ⊂ C satisfying (iv) and suppose that, contrary to our claim, the system satisfies (iv) Z for all C[z,z]-determining sets Z ⊂ C. In particular, this is the case for Z 1 = {z ∈ C: |z| 1} and Z 2 = {z ∈ C: 2 |z| 3} (for their determining property see (D2)). By Lemma 2, {c m,m } ∞ m=0 is a Stieltjes moment sequence having two representing measures supported in [0, 1] and [4, 9] , respectively. Since each Hamburger moment sequence with a compactly supported representing measure is determinate (cf. [7] ), we deduce that the support of the unique representing measure of {c m,m } ∞ m=0 is empty. computed pure point supports of representing measures forming a partition of R may be found in [4] (see also [3] for an explicit example of an indeterminate Stieltjes moment sequence with continuum of representing measures). The answer to question 2 • depends essentially on the interplay between the sets T and Z . We do not demand that Z be C[z,z]-determining, however, this can be guaranteed in all the examples presented below. We will first take a closer look at the extremal case T = Z 2 + (the other extremality T = Z + is discussed below). Then any determinate nonzero complex moment sequence with the representing measure supported in C \ Z satisfies (iv), but not (iv) Z , the latter being a consequence of Theorem B. Such a moment sequence always exists; e.g. it can be produced from any nonzero finite positive Borel measure on C compactly supported in C \ Z ; for the determinacy of the so obtained moment sequence see [7] . Hence, in this particular case, the answer to question 2 • is in the negative. An alternative way to achieve this conclusion is by applying Proposition 9 below.
Another instance of the negative answer to 2 • is when T and Z are as in 2 • and Z s [0, ∞). 
Clearly, T k,l is symmetric and fulfils (2) . By Proposition 3 below, the answer to question 2 • is in the affirmative whenever
note that due to (D2) the set Z (α) is C[z,z]-determining for α > 0. The case of l − k being an arbitrary integer greater than or equal to 2 will be settled affirmatively in Theorem 4 below, however its proof making use of Theorem 1 is no longer elementary. What is more, while Proposition 3 is stated purely in terms of the system {c m,n } (m,n)∈T , this seems to be impossible in the case of Theorem 4 (apart from some restricted cases in which the square root can be approximated by polynomials in L 
Then for any system {c m,n } (m,n)∈T ⊂ C the following conditions are equivalent: 
Proof. (a)
The "in particular" part of the conclusion follows from (D2) and the equivalence (a) ⇔ (b) applied to the sets Z and C (observe that Z s = C s = [0, ∞)). 
where χ σ stands for the characteristic function of the set σ . It is a routine matter to verify that c m,
i jt dζ(t)). One can show that the closed support of the measure μ is contained in the set
which in view of (4) is a subset of Z . This implies that the system {c m,n } (m,n)∈T satisfies (iv) Z . Observe that the construction of the measure μ is based on the possibility of representing θ as an arithmetic mean of two complex numbers of absolute value 1. In fact, the same proof works if θ is represented as a finite convex combination of complex numbers of absolute value 1, in which case the closed support of μ is contained in a sum of a finite number of sets of the type appearing in (6).
The "in particular" part of the conclusion follows from the equivalence (a) ⇔ (b) applied to the sets Z and C (observe that Z s = C s = [0, ∞)). 2 Remark 5. In view of Theorem 4, an intriguing observation to be made here is that the equivalence of (iv) and (iv) Z for Z = Z ( 
where
Proof. We split the proof into two steps. Set j = l − k.
Step 1. We first show that for every θ ∈ C such that |θ| < 1 there exists a Borel probability measure ζ on T such that θ = T z j dζ(z) and supp ζ = K , where K is as in the assertion of Proposition 6. Let {w n } ∞ n=1 ⊂ K be a sequence dense in K and let {α n } ∞ n=1 ⊂ (0, 1) be such that Step 2. We now construct the desired measure μ. 
As in the proof of the implication (b) ⇒ (a) of Theorem 4, we see that (7) 
where V = { 0: | − 0 | < ε} and W = {z ∈ T: |z − z 0 | < ε} with 0 > ε > 0 and z 0 ∈ T, and by noticing that μ( In the second approach we start with a complex moment sequence {c m,n } ∞ m,n=0 which has a representing measure μ satisfying the following condition:
Then c m,
where ν(σ )
Suppose that, contrary to our claim, (10) does not hold.
Since the integrand is a nonnegative function, it must vanish μ-almost everywhere on C. This means that Re(ϑ
for μ-almost every z ∈ C * . As the fraction belongs to T, we deduce that Proof. Put j = l − k. Without loss of generality we may assume that λ = 0. Then there exists ε > 0 such that
To see this suppose that λ 1 , . . . , λ j are all the complex j-roots of λ. By (11) and the closedness of Z , there exists δ > 0 such that min n∈{1,..., j} |z − λ n | δ for all z ∈ Z ∪ {0}.
we deduce that D ε is contained in C \ (Z ∪ {0}) whenever ε δ j . Table 1 Answer 
To prove the "in particular" part of the conclusion note that λ = e i jθ satisfies (11) for any θ ∈ (α, 2π / j). The proof is complete. 2
Summing up, the case of sets T k,l serves as a good elucidation of the interplay between T and Z which is crucial when dealing with question 2 • . In Table 1 we gather information concerning this matter; we keep the assumptions on T and Z made in question 2 • .
To justify the 'YES' part of Table 1 one should notice that if T ⊂ T , Z ⊂ Z and the answer to question 2 • is in the affirmative for T and Z , then it is so for T and Z . In turn, the 'NO' part requires contraposition, i.e. if the answer to question 2 • is in the negative for T and Z , then it is so for T and Z . The ensuing claim resulting from these properties and the table above is worth isolating as a separate result. 
The case of Z Z Z + ⊂ T
In this section we show that the assumption that T contains the diagonal {(n, n): n ∈ Z + } cannot be dismissed without destroying the equivalences (i) ⇔ (ii) as well as (i) ⇔ (iv) of Theorem 1. Since the left-hand side represents a determinate complex moment sequence indexed by (m, n) (as it has a compactly supported representing measure), we see that
It follows that μ(C * ) = ν(C * ) < ∞, which is a contradiction because μ is not a finite measure. This proves our claim.
We next consider the case of the equivalence (i) ⇔ (iv) of Theorem 1.
Example 12.
It is evident that the implication (i) ⇒ (iv) of Theorem 1 holds for sets T not necessarily containing the diagonal {(m, m): m ∈ Z + }. The reverse implication does not hold in general, which can be shown for all sets T such that The ensuing theorem shows that for a subclass of sets T satisfying (13) the condition (iv) of Theorem 1 leads to a representation similar (but not equivalent if k 1) to that in (i) of Theorem 1. Theorem 13 is somehow in the flavour of [15] where backward extensions of moment sequences are considered. 
