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This paper is concerned with the spreading speeds and traveling
wave solutions of a nonlocal dispersal equation with degenerate
monostable nonlinearity. We ﬁrst prove that the traveling wave
solution φ(ξ) with critical minimal speed c = c∗ decays exponen-
tially as ξ → −∞, while other traveling wave solutions φ(ξ) with
c > c∗ do not decay exponentially as ξ → −∞. Then the mono-
tonicity and uniqueness (up to translation) of traveling wave solu-
tion with critical minimal speed is established. Finally, we prove
that the critical minimal wave speed c∗ coincides with the asymp-
totic speed of spread.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following nonlocal dispersal problem:
∂u
∂t
= J ∗ u − u + f (u), (x, t) ∈R× (0,+∞), (1.1)
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R
J (x− y)u(y, t)dy, and the kernel J satisﬁes:
(J1) J ∈ C1(R), J  0, J (x) = J (−x), ∫
R
J (x)dx = 1.
(J2) For every λ > 0,
∫
R
J (x)e−λx dx< +∞.
The model (1.1) is commonly used to describe the growth and spread of single species population
(see, for example, [11,17,18,21–24,34–36,45] and many references therein). u(x, t) represents the den-
sity of the species at location x at time t . The term f (u) is the reaction function which describes the
population dynamics such as birth and death. If J (x− y) is thought of as the probability distribution
of jumping from location y to location x, then the rate at which individuals are arriving to location x
from all other places is ( J ∗ u)(x, t) = ∫
R
J (x − y)u(y, t)dy, and the rate at which they are leaving
location x to travel to all other places is −u(x, t) = − ∫
R
J (x− y)u(x, t)dy.
A traveling wave solution of (1.1) is a special translation invariant solution of the form u(x, t) =
φ(x + ct), φ is the wave proﬁle that propagates through the one-dimensional spatial domain at a
constant velocity c > 0. Of interest are traveling wave solutions connecting the steady state 0 and 1.
Substituting φ(x + ct) into (1.1) and letting ξ = x + ct , we obtain the following equation with the
boundary condition
{
( J ∗ φ − φ)(ξ) − cφ′(ξ) + f (φ(ξ))= 0,
φ(−∞) = 0, φ(+∞) = 1, (1.2)
where φ(±∞) denote the limit of φ(ξ) as ξ → ±∞.
The existence of traveling wave solutions to nonlocal dispersal equations of the form (1.1) has been
extensively studied. See [17,18,35–37,43–45] for monostable nonlinearity, [4,5,12,16] for bistable and
ignition nonlinearities. The following lemmas for the existence and asymptotic behavior of solutions
of (1.2) with monostable nonlinearity have been proved by Coville and Dupaigne [17].
Lemma 1.1. Assume that (J1)–(J2) hold and f is of monostable type, that is, f ∈ C1(R), f (0) = f (1) = 0,
f ′(1) < 0 and f > 0 in (0,1). Then there exists a constant c∗ > 0 such that for all c  c∗ , there exists an
increasing solution φ ∈ C1(R) of (1.2) while no nondecreasing traveling wave of speed c < c∗ exists.
Lemma 1.2. Assume that (J1)–(J2) hold. Then given any traveling wave solution (φ, c) of (1.1) with f monos-
table, the following assertions hold:
(i) There exist positive constants A, B, M, λ0 and δ0 such that
Be−δ0ξ  1− φ(ξ) Ae−λ0ξ for ξ  M.
(ii) If f ′(0) > 0, then there exist positive constants K , N and λ1 such that
φ(ξ) Keλ1ξ for ξ −N.
From Lemma 1.2 (ii), we see that the asymptotic behavior as ξ → −∞ of solutions to (1.2) re-
mains open when f ′(0) = 0. This case f ′(0) = 0 occurs in many models. A typical example is
f (u) = up(1− u), where p > 1. For the semilinear parabolic equation
∂u
∂t
= u + f (u), (x, t) ∈ Σ × (0,+∞), (1.3)
where Σ =R× ω with ω ⊂Rn−1 being a bounded smooth domain and n 2, Berestycki and Niren-
berg [7] pointed out that the traveling wavefronts of (1.3) with degenerate nonlinearity ( f ′(0) = 0)
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eling wavefronts decay at −∞ like a power of |ξ |−1. Since we do not know the asymptotic behavior
of the solutions, the monotonicity and uniqueness of traveling wavefronts become open problems.
In 1997, Bebernes et al. [6] solved partially these open problems. They proved that the traveling
wavefront with critical speed is the unique exponential decay solution, and all other solutions with
non-critical speeds are not exponential decay solutions. For the nonlocal dispersal equation (1.1) with
degenerate monostable nonlinearity, the lack of knowledge about asymptotic behavior at −∞ implies
that the uniqueness of traveling wave solution is still an open problem (see [15]). Hence, one of our
efforts of this paper is to tackle the asymptotic behavior and uniqueness of traveling wave solutions
of (1.1).
Motivated by the above open problems and techniques [6,9,25] for reaction–diffusion equa-
tions (1.3), in this paper we will prove that the traveling wave solution of (1.1) with critical minimal
speed c = c∗ has exponential decay at both ends, while the waves with non-critical speeds c > c∗ de-
cay exponentially at +∞ and do not decay exponentially at −∞. This reveals an essential difference
between degenerate nonlinearity and non-degenerate nonlinearity (see [10]).
Before stating our results, we introduce the following assumptions on f :
(F1) f is C1,α on [0,1] for some number 0< α < 1.
(F2) f (0) = f (1) = 0, f > 0 in (0,1).
(F3) f ′(0) = 0 and f ′(1) < 0.
It is clear that the function f (u) = up(1− u) (p > 1) satisﬁes conditions (F1)–(F3).
Our ﬁrst three results are the following:
Theorem 1.3 (Asymptotic Behavior). Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then the traveling
wave solution φ∗(ξ) of (1.1) with speed c = c∗ decays exponentially at ±∞, while the solutions φ(ξ) with
c > c∗ decay exponentially at +∞ and do not decay exponentially at −∞.
Together with Lemma 1.2, we see that the traveling wave solution of the nonlocal equation (1.1)
with critical speed has exponential decay at both ends, while the waves with non-critical speeds
decay exponentially at +∞ and do not decay exponentially at −∞. This conclusion is similar to that
of Bebernes et al. [6] for the local equation (1.3).
Theorem 1.4 (Monotonicity). Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then (φ∗)′(ξ) > 0 for
ξ ∈R.
Theorem 1.5 (Uniqueness). Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then the traveling wave
solution φ∗(ξ) of (1.1) with speed c = c∗ is unique up to translation.
Now, one question remaining open is the asymptotic speed of spread (in short, spreading speed)
of (1.1) with degenerated nonlinear source f . Hence, another effort of this paper is to study the
spreading speeds of (1.1). We refer the readers to Section 7 for the deﬁnition of spreading speed.
The concept of spreading speed was ﬁrst introduced by Aronson and Weinberger [1–3] for reaction–
diffusion equations. It is well known that spreading speed is an important ecological metric in a wide
range of ecological applications. It can help us understand how individuals of a population spread in
a spatial environment. Therefore, there has been an increasing interest in spreading speeds for various
evolution systems (see, e.g., [8,19,20,29,30,41,42] and references therein).
For nonlocal dispersal equations, Schumacher [38] ﬁrst established the spreading speeds under the
condition f ′(0) > 0. Lutscher et al. [31], using the methods in [33], obtained the minimal wave speed,
and showed that the minimal wave speed is the spreading speed under some technical conditions
on the asymmetric kernel J . Note that the spreading speeds of [31,38] were deﬁned in a weak sense.
Recently, by appealing to the theory of asymptotic speeds of spread and traveling waves for monotonic
periodic semi-ﬂows [28], Jin and Zhao [26] investigated the spreading speed in a strong sense and
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used the comparison principle, super-sub solutions and the principal eigenvalue theory to establish
the existence and characterization of spreading speeds for monostable equations in spatially periodic
habitats.
Here we should mention that the methods in [26,39] cannot be applied directly to (1.1). We should
also mention that although the solution maps associated with (1.1) are not compact with respect to
the compact open topology, the theory in [29] is still applicable to establish the existence of spreading
speeds of (1.1) with degenerate nonlinearity (see [26]). However, it seems to be rather abstract for us.
In this paper, we shall take some different methods and arguments in [6,20] to investigate the spread-
ing speed of (1.1). In [6,20], the authors, applying the comparison principle and super-sub solutions
technique, proved that the solution u(x, t) of semilinear parabolic equation with compact supported
initial data converges to a pair of diverging traveling wavefronts as t → ∞. From the perspective of
spreading speed, this type of stability implies that the spreading speed coincides with the minimal
wave speed c∗ .
Theorem 1.6. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Let u(x, t) be the unique solution of initial
value problem of (1.1) and the initial value ϕ(x) ∈ C(R, [0,1]) be of compact support with ϕ(x) α for some
α ∈ (0,1), L > 0 and |x| L. Then the following properties hold:
(i) limt→∞, |x|ct u(x, t;ϕ(x)) = 0 for c > c∗;
(ii) limt→∞, |x|ct u(x, t;ϕ(x)) = 1 for c ∈ (0, c∗).
As mentioned above, under the assumptions in Theorem 1.6, we can also obtain the stability of
traveling wavefronts. However, this type of stability is the stability of combinations of fronts. It is
interesting to consider the stability of single wavefront of (1.1). In a very recent paper [46], the ﬁrst
author studied the stability of traveling wavefront with minimal wave speed c = c∗ , where conditions
on the initial value ϕ are different from that in Theorem 1.6.
The rest of this paper is organized as follows. In Section 2, we give some results on the traveling
wave solutions with speed c = c∗ , which are used in Section 3. Section 3 is devoted to studying the
exponentially asymptotic behavior of traveling wave solutions of (1.1). Then the monotonicity, unique-
ness (up to translation) and nonexistence of traveling wave solutions are established in Sections 4
and 5. To investigate the spreading speeds, we give some results on the corresponding initial value
problem of (1.1) in Section 6. In Section 7, the spreading speed of (1.1) is considered.
2. Preliminaries
In this section we show three propositions which are needed in the sequel.
Proposition 2.1. Let (φ, c) be any solution of (1.2). Then c > 0 and 0< φ(·) < 1 on R.
Proof. We know that φ converges to 0 and 1 as ξ → −∞ and ξ → +∞. By integrating the ﬁrst
equation of (1.2) from −∞ to +∞, one has
+∞∫
−∞
( J ∗ φ − φ)(ξ)dξ − c
+∞∫
−∞
φ′(ξ)dξ +
+∞∫
−∞
f
(
φ(ξ)
)
dξ = 0.
Noticing that
+∞∫
( J ∗ φ − φ)(ξ)dξ = 0,−∞
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c =
+∞∫
−∞
f
(
φ(ξ)
)
dξ > 0.
Now, we prove that 0 < φ(·) < 1 on R. If there exists a point ξ0 such that φ(ξ0) = 0, then
φ′(ξ0) = 0. By the ﬁrst equation of (1.2), we obtain J ∗ φ(ξ0) = 0, which implies that φ(ξ) ≡ 0 for
ξ ∈ R. It leads to a contradiction. Hence, φ > 0. Similarly, we can get φ < 1. The proof is com-
plete. 
In order to get the asymptotic behavior of the solutions of (1.2) with critical speed c = c∗ , we
consider the following ignition type system
{
( J ∗ φ − φ)(ξ) − cφ′(ξ) + fθ
(
φ(ξ)
)= 0,
φ(−∞) = 0, φ(+∞) = 1, (2.1)
where fθ (·) = f · χθ (·), and χθ is a cut-off function satisfying the following assumptions:
(i) χθ ∈ C∞0 (R);
(ii) 0 χθ  1;
(iii) χθ (s) ≡ 0 for s  θ , χθ (s) ≡ 1 for s  2θ , and χθ (s) is a smooth positive function connecting 0
and 1 for θ < s < 2θ .
For the ignition type system like (2.1), the existence of solutions has been proved by Coville [16].
Proposition 2.2. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then system (2.1) admits a unique (up
to translation) solution (φθ , cθ ) which decays exponentially at inﬁnity, that is
Ae−δ0ξ  1− φθ (ξ) Be−λ0ξ as ξ → +∞,
Ceδ1ξ  φθ (ξ) Deλ1ξ as ξ → −∞,
where δ0 , λ0 , δ1 , λ1 , A, B, C , D are positive constants. Moreover, φ′θ > 0 on R.
By a similar method used in [16] for KPP nonlinearity, we have the following existence result on
the traveling wave solution of (1.1) with speed c = c∗ .
Proposition 2.3. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then there exists a sequence θn → 0
such that (φθn , cθn ) converges to a solution (φ
∗, c∗) of (1.2), that is
{(
J ∗ φ∗ − φ∗)(ξ) − c∗(φ∗)′(ξ) + f (φ∗(ξ))= 0,
φ∗(−∞) = 0, φ∗(+∞) = 1.
Remark 2.4. We should point out that the critical speed c∗ given by Proposition 2.3 coincides with
that of Lemma 1.1, see [18] for the details.
3. Exponential decay behavior
In this section, we study the asymptotic behavior of solutions of (1.2).
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Theorem 3.1. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then the solution φ∗(ξ) of (1.2) with
critical speed c∗ has the following asymptotic behavior:
Ceδ1(c
∗)ξ  φ∗(ξ) Deλ1(c∗)ξ as ξ → −∞,
where C , D, δ1(c∗), λ1(c∗) are positive constants, λ1(c∗) is the ﬁrst non-trivial zero of the function pc(λ) with
c = c∗ , which is deﬁned by
pc(λ) := cλ −
∫
R
J (y)e−λy dy + 1, (3.1)
and δ1(c∗) satisﬁes
c∗δ1 −
N∫
0
J (y)e−δ1 y dy + 1+ k 0, (3.2)
where k > 0, N > 0 are chosen such that −k < f (u)u < k and supp( J ) ∩ [0,N] 
= ∅.
Proof. By Proposition 2.2, it follows that for each θn > 0, φθn has the following exponential behavior
at negative inﬁnity,
Ceδ1(cθn )ξ  φθn (ξ) Deλ1(cθn )ξ as ξ → −∞, (3.3)
where C , D , λ1(cθn ), δ1(cθn ) are positive constants, λ1(cθn ) is the ﬁrst non-trivial zero of pc(λ) with
c = cθn , δ1(cθn ) satisﬁes (3.2) by replacing c∗ with cθn . Letting the limit as θn → 0 to (3.3), we obtain
that
Ceδ1(c
∗)ξ  φ∗(ξ) Deλ1(c∗)ξ as ξ → −∞,
which shows that φ∗(ξ) decays exponentially at −∞. The proof is complete. 
Theorem 3.1 only gives a rough exponential behavior of solution φ∗(ξ) of (1.2) at −∞. In order
to obtain the detailed asymptotic behavior of φ(ξ) as ξ → −∞, we follow the ideas of Chen and
Guo [13] and Chen, Fu and Guo [14], and begin with the following equation
cu′(x) =
∫
R
J (y)u(x− y)dy + bu(x), x ∈R, (3.4)
where b, c are constants and c > 0.
For a positive solution u of (3.4), we can deﬁne r(x) = u′(x)/u(x). Then r satisﬁes
cr(x) =
∫
J (y)e
∫ x−y
x r(s)ds dy + b, x ∈R. (3.5)R
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Pc(λ) := cλ −
∫
R
J (y)e−λy dy − b.
Lemma 3.2. Assume that r(·) ∈ L1loc(R) satisﬁes (3.5). Then r(·) ∈ L∞(R) ∩ C∞(R).
Proof. Deﬁne w(x) = emx+
∫ x
0 r(s)ds with m = −b/c. Then
cw ′(x) =
∫
R
J (y)emyw(x− y)dy  0.
Therefore, we have
x∫
x−1
cw ′(s)ds =
x∫
x−1
∫
R
J (y)emyw(s − y)dy ds,
which gives
cw(x) − cw(x− 1)
∫
R
J (y)emyw(x− 1− y)dy 
−2∫
−∞
J (y)emyw(x− 1− y)dy
 w(x+ 1)
−2∫
−∞
J (y)emy dy.
Thus,
w(x+ 1)
w(x)
 c∫ −2
−∞ J (y)emy dy
.
In view of (J2), the integral
∫ −2
−∞ J (y)e
my dy exists. Let M1 :=
∫ −2
−∞ J (y)e
my dy. Then
w(x+ 1)
w(x)
 M−11 c. (3.6)
Similarly, one has
x+1∫
x
cw ′(s)ds =
x+1∫
x
∫
R
J (y)emyw(s − y)dy ds.
It yields
cw(x+ 1) − cw(x)
∫
J (y)emyw(x− y)dy
R
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w(x+ 1)
w(x)

∫
R
J (y)emy
w(x− y)
w(x)
dy. (3.7)
Then (3.6) and (3.7) imply that
∫
R
J (y)emy
w(x− y)
w(x)
dy  c2M−11 .
Since
cr(x) =
∫
R
J (y)emy
w(x− y)
w(x)
dy + b,
we obtain r(·) ∈ L∞(R). Moreover, by using a bootstrap argument on (3.5), we have r(·) ∈ C∞(R). The
proof is complete. 
Lemma 3.3. The solution of (3.5) that attains its global maximum or minimum must be a constant function.
Proof. Differentiating Eq. (3.5), one has
cr′(x) =
∫
R
J (y)e
∫ x−y
x r(s)ds
[
r(x− y) − r(x)]dy. (3.8)
Assume that r(·) attains its global maximum (minimum) r∗ at some point x∗ . Then r′(x∗) = 0. It
follows from (3.8) that
0= cr′(x∗)= ∫
R
J (y)e
∫ x∗−y
x∗ r(s)ds
[
r
(
x∗ − y)− r(x∗)]dy  ()0. (3.9)
That is,
∫
R
J
(
x∗ − y)e∫ yx∗ r(s)ds[r(y) − r(x∗)]dy = 0.
By assumptions on J , we know that
o
supp( J ) 
≡ ∅. Thus, (3.9) implies that r(y) = r(x∗) for all y ∈
x∗ + supp( J ). If J is supported by R, then we obtain that r(x) is a constant function for all x ∈ R. If
not, for every y ∈ x∗ + supp( J ), r(·) also attains its global maximum (minimum) at the point y. Then
repeating the previous procedures, we obtain that r is a constant on the set y + supp( J ) where y ∈
x∗ + supp( J ). By doing so inﬁnitely many times, we cover all of R. Hence, we can see that r(x) = r(x∗)
for all x ∈R, which means that r(x) is a constant function on R. The proof is complete. 
Lemma 3.4. Assume that r(·) is a non-constant solution to (3.5). Then r(±∞) := limx→±∞ r(x) exist, and
Pc(r(±∞)) = 0.
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generality, we assume r(·) attains its maximum at +∞ and minimum at −∞. Since r(·) is bounded,
i.e., |r(·)| M for some positive constant M , r∗ = limsupx→+∞ r(x) and r∗ = lim infx→+∞ r(x) are well
deﬁned and r∗  r∗ . If r∗ = r∗ , the limit r(+∞) exists. Now, we assume that r∗ < r∗ . It implies that
r(x) oscillates as x → +∞. So, there exists a sequence {xi}∞i=1 satisfying limi→∞ xi = +∞ such that
limi→∞ r(xi) = r∗ , r′(xi) 0 and limi→∞ r′(xi) = 0. Hence, we have that for all i  1,
0 cr′(xi) =
∫
R
J (y)e
∫ xi−y
xi
r(s)ds[
r(xi − y) − r(xi)
]
dy. (3.10)
By (J2), we know that for any  > 0, there is a suﬃciently large number M1 > 0 such that
M
−M1∫
−∞
J (y)e
∫ xi−y
xi
r(s)ds
dy < /4.
Since {r(xi+·)}∞i=1 is uniformly bounded and equi-continuous, we can extract a subsequence, which
we still denote by {r(xi +·)}, such that for some r1(·) ∈ C(R), limi→∞ r(xi +·) = r1(·), uniformly in any
compact subset of R. Thus, r1(0) =maxR{r1(·)} and r1(·) is a solution to (3.5). In view of Lemma 3.3,
r1(·) ≡ r∗ . Hence, for the above  > 0, we take a large number N > 0 such that
r(xi − y) − r(xi) /(2P ) for i > N, −M1  y  0,
where P satisﬁes
0∫
−M1
J (y)e
∫ xi−y
xi
r(s)ds
dy  P .
In addition, we have
r(xi − y) − r(xi) 0 for i > N, y > 0.
Thus, there exists a constant l > 0 such that
+∞∫
0
J (y)e
∫ xi−y
xi
r(s)ds(
r(xi − y) − r(xi)
)
dy −l.
Therefore, for i > N , one has
∫
R
J (y)e
∫ xi−y
xi
r(s)ds[
r(xi − y) − r(xi)
]
dy

{ +∞∫
0
+
0∫
−M
}
J (y)e
∫ xi−y
xi
r(s)ds[
r(xi − y) − r(xi)
]
dy +
−M1∫
−∞
J (y)e
∫ xi−y
xi
r(s)ds∣∣r(xi − y) − r(xi)∣∣dy
1
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0∫
−M1
J (y)e
∫ xi−y
xi
r(s)ds
dy + 2M
−M1∫
−∞
J (y)e
∫ xi−y
xi
r(s)ds
dy
< −l +  < 0
by sending  → 0+ , which is a contradiction to (3.10). The contradiction establishes r∗ = r∗ , that is,
r(+∞) exists. Similarly, we can get that r(−∞) exists. Taking the limit x → ±∞ in (3.5) and using
Lebesgue’s Dominated Convergence Theorem, one has Pc(r(±∞)) = 0. The proof is complete. 
Lemma 3.5. Assume that r(·) is a non-constant solution of (3.5). Then r(−∞) < r(x) < r(+∞) for all x ∈ R
and
0∫
−∞
[
r(x) − r(−∞)]dx+
+∞∫
0
[
r(+∞) − r(x)]dx < ∞.
Proof. First, we show that r(−∞) = Λ1 < r(x) < r(+∞) = Λ2 for x ∈ R. Since r(x) is not a constant,
its global maximum or minimum cannot be attained at ﬁnite point. Thus, r(−∞) 
= r(+∞). From
Lemma 3.3, we have Λ1 = min{r(−∞), r(+∞)} < r(·) < max{r(−∞), r(+∞)} = Λ2 on R, where Λ1
and Λ2 are roots of Pc(λ) = 0. In view of deﬁnition of Pc(λ), we know that for some  > 0,
c(Λ1 + ) −
∫
R
J (y)e−(Λ1+)y dy − b > 0. (3.11)
We argue by contradiction and assume that r(+∞) < r(−∞). Then r(+∞) = Λ1. By translation,
we can assume that Λ1 < r(x) < Λ1 +  for x 0, and Λ1 +   r(x) < Λ2 for x < 0. It then follows
that
cΛ1 < cr(0) =
∫
R
J (y)e
∫ −y
0 r(s)ds dy + b
=
+∞∫
0
J (y)e
∫ −y
0 r(s)ds dy +
0∫
−∞
J (y)e
∫ −y
0 r(s)ds dy + b

+∞∫
0
J (y)e−(Λ1+)y dy +
0∫
−∞
J (y)e−(Λ1+)y dy + b
=
∫
R
J (y)e−(Λ1+)y dy + b,
which gives
c(Λ1 + ) −
∫
R
J (y)e−(Λ1+)y dy − b 0 for  small enough.
A contradiction to (3.11). Therefore, we obtain that r(+∞) = Λ2 > r(−∞) = Λ1.
5106 G.-B. Zhang et al. / J. Differential Equations 252 (2012) 5096–5124Next, we prove that
∫ 0
−∞[r(x)− r(−∞)]dx < ∞. Subtracting cΛ1 =
∫
R
J (y)e−Λ1 y dy+b from (3.5),
we have
c
(
r(x) − Λ1
)= ∫
R
J (y)
(
e
∫ x−y
x r(s)ds − e−Λ1 y)dy =
0∫
−∞
J (y)eθ1(x,y)
x−y∫
x
(
r(s) − Λ1
)
dsdy
−
+∞∫
0
J (y)eθ2(x,y)
x∫
x−y
(
r(s) − Λ1
)
dsdy, (3.12)
where θ1(x, y) and θ2(x, y) are some functions between −Λ1 y and −max[x,x−y] r(·)y.
Let R(x) = r(x) − Λ1 and integrate Eq. (3.12) over [−M,0]. Then
0∫
−M
cR(x)dx−
0∫
−M
0∫
−∞
J (y)eθ1(x,y)
x−y∫
x
(
r(s) − Λ1
)
dsdy dx
+
0∫
−M
+∞∫
0
J (y)eθ2(x,y)
x∫
x−y
(
r(s) − Λ1
)
dsdy dx = 0. (3.13)
By changing the order of integration in (3.13), one has
0∫
−M
[
c −
0∫
−∞
J (y)
s∫
s+y
eθ1(x,y) dxdy +
+∞∫
0
J (y)
s+y∫
s
eθ2(x,y) dxdy
]
R(s)ds
= I1 − I2 + I3 − I4, (3.14)
where
I1 :=
0∫
−∞
J (y)
−y∫
0
R(s)
0∫
s+y
eθ1(x,y) dxdsdy,
I2 :=
0∫
−∞
J (y)
−M−y∫
−M
R(s)
−M∫
s+y
eθ1(x,y) dxdsdy,
I3 :=
+∞∫
0
J (y)
0∫
−y
R(s)
s+y∫
0
eθ2(x,y) dxdsdy,
I4 :=
+∞∫
0
J (y)
−M∫
−M−y
R(s)
s+y∫
−M
eθ2(x,y) dxdsdy.
Here we only discuss the ﬁrst integral I1 at the right hand side of (3.14). The others can be dealt with
similarly. It is clear that there exists a constant K > 0 such that |r(·) − Λ1| K . Thus, one has
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0∫
−∞
J (y)
−y∫
0
R(s)
0∫
s+y
eθ1(x,y) dxdsdy
 K
0∫
−∞
J (y)
−y∫
0
0∫
s+y
e−Λ2 y dxdsdy
= K
0∫
−∞
J (y)e−Λ2 y
−y∫
0
(−s − y)dsdy
= K
2
0∫
−∞
J (y)y2e−Λ2 y dy < ∞
by (J2). Hence,
0∫
−M
[
c −
0∫
−∞
J (y)
s∫
s+y
eθ1(x,y) dxdy +
+∞∫
0
J (y)
s+y∫
s
eθ2(x,y) dxdy
]
R(s)ds O (1), (3.15)
where O (1) is bounded.
Since ∂
∂λ
Pc(Λ1) > 0, then c +
∫
R
J (y)ye−(Λ1+)y dy > 0 for some  > 0. Hence, we can choose
α > 0 such that
c +
∫
R
J (y)ye−(Λ1+)y dy − α > 0.
Take N > 0 suﬃciently large so that
−N∫
−∞
J (y)|y|e−Λ2 y dy < α.
By translation, we may assume that r(x) < Λ1 +  for x< N .
It follows that
c −
0∫
−∞
J (y)
s∫
s+y
eθ1(x,y) dxdy +
+∞∫
0
J (y)
s+y∫
s
eθ2(x,y) dxdy
 c −
−N∫
−∞
J (y)
s∫
s+y
eθ1(x,y) dxdy −
0∫
−N
J (y)
s∫
s+y
eθ1(x,y) dxdy +
+∞∫
0
J (y)
s+y∫
s
eθ2(x,y) dxdy
 c +
−N∫
−∞
J (y)ye−Λ2 y dy +
0∫
J (y)ye−(Λ1+)y dy−N
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+∞∫
0
J (y)ye−(Λ1+)y dy +
−N∫
−∞
J (y)ye−(Λ1+)y dy
 c +
∫
R
J (y)ye−(Λ1+)y dy − α > 0.
Letting M → +∞ in (3.15), we get
(
c +
∫
R
J (y)ye−(Λ1+)y dy − α
) 0∫
−∞
(
r(s) − Λ1
)
ds

0∫
−∞
[
c −
0∫
−∞
J (y)
s∫
s+y
eθ1(x,y) dxdy +
+∞∫
0
J (y)
s+y∫
s
eθ2(x,y) dxdy
]
R(s)ds < ∞.
It implies that
∫ 0
−∞[r(x) − Λ1]dx < ∞. In a similar way, we can obtain that
∫ +∞
0 [Λ2 − r(x)]dx < ∞.
The proof is complete. 
Now, we employ the above lemmas to obtain the following important result.
Proposition 3.6. If Pc(λ) = 0 has two real roots Λ1 and Λ2 with Λ1 < Λ2 , then every solution to (3.5) can
be given by
r(x) = v
′(x)
v(x)
, v(x) = κeΛ1x + (1− κ)eΛ2x, κ ∈ [0,1].
Proof. The proof is similar to that of Theorem 3.1 in [13] and thus is omitted. 
Proposition 3.7. Assume c > 0 and B(·) be a continuous function having ﬁnite limits at inﬁnity B(±∞) :=
limx→±∞ B(x). Let z(·) be a measurable function satisfying
cz(x) =
∫
R
J (y)e
∫ x−y
x z(s)ds dy + B(x), x ∈R. (3.16)
Then z is uniformly continuous and bounded. Moreover, μ± = limx→±∞ z(x) exist and are real roots of the
characteristic equation cμ = ∫
R
J (y)e−μy dy + B(±∞).
Proof. Let w(x) = emx+
∫ x
0 z(s)ds for any positive constant m. Then
cw ′(x) = (cm+ B(x))w(x) + ∫
R
J (y)emyw(x− y)dy.
Choosing m = ‖B(·)‖L∞(R)/c, we have w ′(x) 0. By the same argument as in Lemma 3.2, we obtain
that z is bounded. Then (3.16) implies that z is continuous and uniformly continuous.
Let Pc(λ) have two roots Λ1 and Λ2 with Λ1 < Λ2. If we suppose that limx→−∞ z(x) does
not exist, then we know that z(x) oscillates at −∞. It follows that there exist Λ∗ /∈ {Λ1,Λ2} and
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bounded sequence {xi}, {z(xi + ·)} is a uniformly bounded and equi-continuous family. Hence, there
exists a subsequence which converges to a limit r(·) satisfying (3.5) with b = B(−∞). It is clear
that r(0) = Λ∗ , r′(0)  0. However, in view of Proposition 3.6, such kind of solutions do not ex-
ist. Hence, limx→−∞ z(x) exists. It is easy to see that z(−∞) is a root of the characteristic equation
cμ = ∫
R
J (y)e−μy dy + B(−∞). The proof is complete. 
Proposition 3.8. Any solution (φ, c) of (1.2) satisﬁes
lim
ξ→−∞
φ′(ξ)
φ(ξ)
= λ, (3.17)
where λ is a nonnegative real root of the characteristic equation pc(λ) = 0.
Proof. By Proposition 2.1, φ(ξ) > 0 for ξ ∈R. So, we can deﬁne
z(ξ) := φ
′(ξ)
φ(ξ)
.
Dividing the ﬁrst equation of (1.2) by φ(ξ), one has
cz(ξ) =
∫
R
J (y)e
∫ ξ−y
ξ z(s)ds dy − 1+ B1(ξ),
where B1(ξ) = f (φ(ξ))φ(ξ) . Since φ(−∞) = 0, we have B1(−∞) = f ′(0) = 0. Therefore, the limit in (3.17)
follows from Proposition 3.7. The proof is complete. 
Theorem 3.9. If (φ, c) is a traveling wave solution of (1.1) with speed c > c∗ , then
lim
ξ→−∞
φ′(ξ)
φ(ξ)
= 0.
Proof. In view of (3.1), pc(λ) = 0 has two roots 0 and λ1(c) > 0. Suppose that limξ→−∞ φ′(ξ)φ(ξ) = λ1(c)
and (φ, c) is a traveling wave solution of (1.1) with speed c ∈ (c∗, c). According to Proposition 3.8, one
has limξ→−∞ φ
′(ξ)
φ(ξ)
 λ1(c). From the characteristic equation pc(λ) = 0, we obtain λ1(c) < λ1(c). Thus,
lim
ξ→−∞
d
dξ
(
ln
φ(ξ)
φ(ξ)
)
= lim
ξ→−∞
[
φ′(ξ)
φ(ξ)
− φ
′(ξ)
φ(ξ)
]
 λ1(c) − λ1(c) < 0.
By the properties of the limit of functions, ln φ(ξ)
φ(ξ)
is strictly decreasing with respect to ξ in the
neighborhood of −∞. Hence, limξ→−∞ ln φ(ξ)φ(ξ) = +∞. It follows that there exists a suﬃciently large
constant M > 0 such that φ(ξ) > φ(ξ) for ξ  −M . In addition, by the asymptotic behavior of φ
at +∞ given in Section 3.2, that is
1− φ(ξ) = A0e−λ0(c)ξ + o
(
e−λ0(c)ξ
)
, ξ → +∞,
we have φ(ξ) > φ(ξ) for ξ  M1, M1 > 0 large enough. Hence, φ(· + M1) > φ(· − M).
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of (1.1). Since u1(·,0)  u2(·,0), we obtain u1(x, t)  u2(x, t) for t > 0 by the comparison principle
in Lemma 6.2. It contradicts to the fact that u2(x, t) > u1(x, t) as t suﬃciently large since c > c. The
proof is complete. 
Remark 3.10. This theorem implies that an exponential decay to 0 at −∞ is impossible for solutions
(φ, c) with c > c∗ . We conjecture that those solutions decay algebraically, and we shall leave this
conjecture for our future study.
Theorem 3.11. If (φ, c∗) is a traveling wave solution of (1.1) with critical speed, then
lim
ξ→−∞
φ′(ξ)
φ(ξ)
= λ1
(
c∗
)
,
where λ1(c∗) is the positive root of pc∗ (λ) = 0.
Proof. Assume on the contrary that limξ→−∞ φ
′(ξ)
φ(ξ)
= 0. Let ν = λ1(c∗)2 and δ := c∗ν−
∫
R
J (y)e−ν y dy+
1. It is easy to see that δ > 0. By translation, we may assume that φ(0) is small enough such that
sup
0sφ(0)eν
f (s)
s
<
δ
2
, sup
ξ1
φ′(ξ)
φ(ξ)
< ν.
Set ψ(ξ) = φ(0)eνξ . For c ∈ [c∗ − δ/(2ν), c∗), we have
Sψ(ξ) := cψ ′(ξ) −
∫
R
J (y)ψ(ξ − y)dy + ψ(ξ) − f (ψ(ξ))
= ψ(ξ)
(
cν −
∫
R
J (y)e−ν y dy + 1− f (ψ)
ψ
)
> 0
for ξ  1.
For c ∈ (0, c∗), we deﬁne
φn+1(c, ξ) = F cφn(c, ξ) :=
{
e−
μ
c ξ {φ(0) + 1c
∫ ξ
0 e
μ
c sH(φn)(s)ds}, ξ  0,
φ(ξ), ξ < 0,
and φ0(c, ·) = 1, ∀n ∈N, where
H(φ)(ξ) :=
∫
R
J (y)φ(ξ − y)dy + (μ− 1)φ(ξ) + f (φ(ξ)).
By choosing μ suitably, we can see that F c is a monotone operator, that is, F cψ1  F cψ2 if ψ1  ψ2.
Hence, one has φn+1  φn  1. Moreover, we can see that
c
(
e
μ
c ξ φ
)′ − e μc ξ H(φ) = (c − c∗)φ′e μc ξ  0.
Integrating the inequality over [0, ξ ] leads to φ  F cφ. It follows that φ  φn for all n. Thus, φn con-
verges pointwise to a limit φˆ, which satisﬁes φˆ = F c φˆ. Furthermore, we have φ  φˆ < 1 on [0,∞),
φˆ(c,0) = φ(0) and
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∫
R
J (y)φˆ(c, ξ − y)dy − φˆ(c, ξ) + f (φˆ(c, ξ))
for ξ > 0.
Hence, we deﬁne
Φ(ξ) =
{
ψ(ξ), ξ  0,
φˆ(c, ξ), ξ > 0.
It is easily seen that Φ(ξ) ∈ C(R) is a supersolution of (1.2) with wave speed c < c∗ . Then Theorem 1.3
in [18] shows that there exists a nondecreasing solution (φ, c) of (1.2), c  c < c∗ . It contradicts to the
conclusion of Lemma 1.1. The proof is complete. 
Remark 3.12. From Theorem 3.11, we can expect that the solution φ of (1.2) with critical speed c = c∗
has exponential decay behavior.
Lemma 3.13. Assume that ψ(ξ) is a positive function on (−∞,0] satisfying
lim
ξ→−∞
ψ ′(ξ)
ψ(ξ)
= lim
ξ→−∞
φ′(ξ)
φ(ξ)
= λ > 0. (3.18)
Set
V (ξ, ζ ) =
φ(ξ+ζ )∫
ψ(ξ)
ds
s
= ln φ(ξ + ζ )
ψ(ξ)
.
Then
lim
ξ→−∞ V (ξ, ζ ) = E + λζ (3.19)
for any ζ ∈R, λ > 0 and E ∈ [−∞,+∞].
Proof. Since
lim
ξ→−∞ V ζ (ξ, ζ ) = limξ→−∞
φ′(ξ + ζ )
φ(ξ + ζ ) = λ,
we have
lim
ξ→−∞
[
V (ξ, ζ ) − V (ξ,0)]= lim
ξ→−∞
ζ∫
0
V ζ (ξ, s)ds = λζ
for all ζ ∈R. If V (ξ, ζ ) is unbounded, then (3.19) holds by taking E ∈ {−∞,+∞}. Hence, we assume
that V (ξ, ζ ) is bounded. If we obtain limξ→−∞ V (ξ,0) = E for some ﬁnite constant E ∈ (−∞,+∞),
then
lim
ξ→−∞ V (ξ, ζ ) = limξ→−∞ V (ξ,0) + λζ = E + λζ.
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and {ηi} such that V ξ (ξi,0) > 0 and V ξ (ηi,0) < 0 for ξi, ηi → −∞. It contradicts to the fact
that
lim
ξ→−∞ V ξ (ξ,0) = limξ→−∞
(
ln
φ(ξ)
ψ(ξ)
)′
= lim
ξ→−∞
(
φ′
φ
− ψ
′
ψ
)
= 0.
The proof is complete. 
From Lemma 3.13, we can see that if E is ﬁnite, then for every  > 0, and ξ  −1, V (ξ, ζ − ) <
0 < V (ξ, ζ + ) by choosing ζ = −E/λ. That is, ψ(ξ − ) φ(ξ + ζ ) ψ(ξ + ) for  > 0, ξ  −1. It
implies that for ξ  0,
φ(ξ + ζ ) = ψ(ξ + o(1)),
where limξ→−∞ o(1) = 0.
Theorem 3.14. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then φ∗ has the following asymptotic
behavior:
φ∗(ξ) = Beλ1(c∗)ξ + o(eλ1(c∗)ξ ), ξ → −∞,
where B is a positive constant, λ1(c∗) is the positive root of pc∗ (λ) = 0.
Proof. For convenience, we denote λ1(c∗) by λ1 in what follows. Since limξ→−∞ (φ
∗)′(ξ)
φ∗(ξ) = λ1 > 0, we
have
φ∗(ξ)
φ∗(0)
= e
∫ ξ
0
(φ∗)′
φ∗ ds = eλ1ξ+o(ξ), (3.20)
where o(ξ) = ∫ ξ0 o(1)ds, limξ→−∞ o(1) = 0. Choose ν1 and ν2 satisfy 0< ν1 < λ1 < ν2, ν2 < (1+α)λ1.
Then pc∗ (ν1) > 0 = pc∗ (λ1) > pc∗ (ν2).
We deﬁne
φ±(ξ, , δ) := δ{eλ1ξ ± (eν1ξ − eλ1ξ )± δ α2 (eλ1ξ − eν2ξ )}
for  ∈ [0,1] and δ ∈ (0, δ0], δ0 > 0 small enough.
Here, we take ψ(ξ) = φ+(ξ,0, δ0). It is easy to verify that ψ(ξ) satisﬁes (3.18). In view of
Lemma 3.13 and (3.20), we can see that
E = lim
ξ→−∞
{
lnφ∗(ξ) − lnφ+(ξ,0, δ0)
}= lim
ξ→−∞
{
lnφ∗(ξ) − λ1ξ
}− ln[δ0(1+ δ α20 )].
Now, we claim that E is ﬁnite. A direct calculation shows that
L
(
φ+
)= J ∗ φ+ − φ+ − c(φ+)′ + f (φ+)
= δpc∗(ν1)eν1ξ − δ 32α pc∗(ν2)eν2ξ + f
(
φ+
)
> 0.
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C1,α([0,1]) for some 0< α < 1, there exists a constant M > 0 such that f (u) Mu1+α . Then we can
similarly prove that for every  ∈ [0,1] and δ ∈ (0, δ0], max{0, φ−(·, , δ)} is a subsolution on (−∞,0].
Then, we choose ζ0 negative enough such that δ := φ∗(ζ0) < δ0. It is clear that φ∗(ξ + ζ0 − 1) 
φ+(ξ, , δ) for ξ ∈ (−∞,0) and  ∈ (0,1]. Letting  → 0, we obtain that φ∗(ξ +ζ0−1) δ(1+δ α2 )eλ1ξ
for ξ  0. Similar argument gives that φ∗(ξ + ζ0 − 1) δ(1− δ α2 )eλ1ξ for ξ  0. Hence, we have E is
ﬁnite. The proof is complete. 
Remark 3.15. For the non-degenerate nonlinearities satisfying the KPP condition, the asymptotic be-
havior of φ∗(ξ) with critical speed c = c∗ is not purely exponential, but it is a power of |ξ | times an
exponential, see [10] for details.
3.2. Exponential behavior at +∞
We now employ the method of Laplace transform, which ﬁrst introduced by Carr and Chmaj [10],
to study the precise asymptotic behavior of any solution φ(ξ) of (1.2) as ξ → +∞ (see also [18,32]).
Let φ(ξ) = 1 − ψ(ξ). Then the system (1.2) can be transformed into the following system related
to function ψ :
{
( J ∗ ψ − ψ)(ξ) − cψ ′(ξ) − g(ψ(ξ))= 0,
ψ(−∞) = 1, ψ(+∞) = 0, (3.21)
where g(ψ) = f (1− ψ).
In view of the assumptions on f , we can see that g(0) = g(1) = 0, g > 0 in (0,1), and g′(0) =
− f ′(1) > 0.
Deﬁne a function lc(λ) :R→R as follows:
lc(λ) =
∫
R
J (y)e−λy dy − 1− cλ − g′(0). (3.22)
A simple computation shows that lc(0) < 0, l′′c (λ) > 0 and lc(−∞) = lc(+∞) = +∞. Hence, we know
that lc(λ) has one negative root −λ0(c) < 0 and one positive root λ+(c) > 0. Moreover, λ0(c) < λ+(c).
Similar to Lemma 2.2 of [32], one has the following result.
Lemma 3.16. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then any solution ψ(ξ) of (3.21) with
0ψ(ξ) 1 satisﬁes ψ(ξ) = O (e−γ ξ ) as ξ → +∞ for some γ > 0.
We need the following form of Ikehara’s theorem to give a precise exponential decay.
Lemma 3.17 (Ikehara’s theorem). (See [10].) For a positive decreasing function u(ξ), we deﬁne
F (λ) :=
+∞∫
0
e−λξu(ξ)dξ.
If F has the representation F (λ) = H(λ)
(λ+α)k+1 , where k > −1 and H(λ) is analytic in the strip −α  Reλ < 0,
then
lim
ξ→+∞
u(ξ)
ξke−αξ
= H(−α)
Γ (α + 1) .
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satisfy
lim
ξ→+∞
ψ(ξ)
e−λ0(c)ξ
= A0,
where −λ0(c) is the negative root of lc(λ) and A0 is a positive constant.
Proof. From Lemma 3.16, we can deﬁne the two-sided Laplace transform
ψ∗(λ) =
∫
R
e−λξψ(ξ)dξ (3.23)
for −γ < Reλ < 0. It is easy to see that the ﬁrst equation of (3.21) can be rewritten as
−cψ ′ + ( J ∗ ψ − ψ) − g′(0)ψ = h(ψ), (3.24)
where
h(ψ) := −g′(0)ψ + g(ψ).
Taking Laplace transform (3.23) to two sides of (3.24), we obtain
(−cλ +m(λ))ψ∗(λ) = ∫
R
e−λξh
(
ψ(ξ)
)
dξ, (3.25)
where m(λ) = ∫
R
J (y)eλy dy−1− g′(0). A direct computation shows that the right hand side of (3.25)
is well deﬁned for λ such that −2γ < Reλ < 0. Hence, ψ∗(λ) is deﬁned for −λ0(c) < Reλ.
Moreover, it is easily seen that (3.25) can be rewritten as
+∞∫
0
e−λξψ(ξ)dξ =
∫
R
e−λξh(ψ(ξ))dξ
−cλ +m(λ) −
0∫
−∞
e−λξψ(ξ)dξ.
Clearly,
∫ 0
−∞ e
−λξψ(ξ)dξ is analytic for Reλ < 0. Also, the equation −cλ + m(λ) = 0 does not have
any zeros with Reλ = −λ0(c) other than λ = −λ0(c). Hence, the result follows from Lemma 3.17 with
a slight modiﬁcation. The proof is complete. 
Remark 3.19. Replacing the assumption on J of [10] that J has a compact support by (J2) does not
change the conclusion of Proposition 3.18.
From the above Proposition 3.18, we obtain
Theorem 3.20. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then
1− φ(ξ) = A0e−λ0(c)ξ + o
(
e−λ0(c)ξ
)
, ξ → +∞,
where −λ0(c) is the negative root of lc(λ) and A0 is a positive constant.
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c = c∗ decays exponentially at ±∞. Theorems 3.20 and 3.9 imply that any solution of (1.2) with c > c∗
decays exponentially at +∞ and does not decay exponentially at −∞. The proof is complete. 
4. Monotonicity and uniqueness
Proof of Theorem 1.4. From Theorems 3.11 and 3.20, we obtain that there exist two large constants
M1 > 0 and M2 > 0 such that (φ∗)′(ξ) > 0 for all ξ  M1 and ξ −M2.
Deﬁne
τ ∗ := inf{τ > 0 ∣∣ φ∗(ξ + σ) φ∗(ξ), ξ ∈R, σ  τ}.
It is clear that τ ∗ ∈ [0,+∞) is well deﬁned. Now, we claim that τ ∗ = 0. Suppose on the contrary that
τ ∗ > 0. Then φ∗(ξ + τ ∗) φ∗(ξ) for ξ ∈ [−M2 − 2τ ∗,M1 + 2τ ∗]. By comparison, φ∗(ξ + τ ∗) > φ∗(ξ)
for all ξ ∈ [−M2 − 2τ ∗,M1 + 2τ ∗]. Furthermore, due to the continuity of φ∗ , there exists  > 0 such
that φ∗(ξ + σ) > φ∗(ξ) for ξ ∈ [−M2 − 2τ ∗,M1 + 2τ ∗] and σ ∈ [τ ∗ − , τ ∗]. Since (φ∗)′ > 0 for
ξ ∈R\[−M2,M1], we have that φ∗(ξ + σ) φ∗(ξ) for ξ ∈R\[−M2 − 2τ ∗,M1 + 2τ ∗] and σ ∈ (0, τ ∗].
Hence, φ∗(ξ + σ) φ∗(ξ) for ξ ∈R and σ > τ ∗ −  , which contradicts the deﬁnition of τ ∗ . Thus, we
have τ ∗ = 0. It implies that (φ∗)′  0 in R.
Now, we show that (φ∗)′ > 0 in R. Differentiating the ﬁrst equation of (2.2), we have
J ∗ (φ∗)′ − (φ∗)′ − c∗(φ∗)′′ + f ′(φ∗)(φ∗)′ = 0.
Let W := (φ∗)′ . Then
J ∗ W − W − c∗W ′ + f ′(φ∗)W = 0. (4.1)
We claim that W > 0. Otherwise, there exists an x0 ∈ R such that W (x0) = 0. Since W (x)  0 for
x ∈R, W ′(x0) = 0. Hence, we get from (4.1) that
∫
R
J (y)W (x0 − y)dy = 0,
which implies that W ≡ 0. It leads to a contradiction. The proof is complete. 
Proof of Theorem 1.5. We suppose that φ1 and φ2 are solutions of (1.2) with wave speed c = c∗ .
According to Theorems 3.14 and 3.20, φ1, φ2 satisfy
φi(ξ) = Bieλ1(c∗)ξ + o
(
eλ1(c
∗)ξ ) as ξ → −∞ (4.2)
and
1− φi(ξ) = Aie−λ0(c∗)ξ + o
(
e−λ0(c∗)ξ
)
as ξ → +∞, (4.3)
where i = 1,2.
Due to the invariant of (1.2), for any real r, φr1(ξ) := φ1(ξ + r) is also a solution to (1.2), and it
satisﬁes (4.2) and (4.3) with B1 replaced by B1eλ1r and A1 replaced by A1e−λ0r . Hence, we can see
that up to translation
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φ1(ξ) = eλ1(c∗)ξ + o
(
eλ1(c
∗)ξ ) as ξ → −∞,
φ2(ξ) = eλ1(c∗)ξ + o
(
eλ1(c
∗)ξ ) as ξ → −∞. (4.4)
By the monotonicity of φ1 and (4.4), for some positive r, we have φr1(ξ) φ2(ξ) at negative inﬁnity.
In fact, it is not diﬃcult to see that for some new r > 0, φr1(ξ) φ2(ξ) for ξ ∈R.
Deﬁne
r∗ := inf{r > 0 ∣∣ φr1(ξ) φ2(ξ), ξ ∈R}.
We claim that r∗ = 0. Otherwise, r∗ > 0. Let w(ξ) = φr∗1 (ξ)−φ2(ξ). Then either there exists a point
ξ0 ∈R such that w(ξ0) = 0 or w(ξ) > 0 for ξ ∈R. In the ﬁrst case, since
c∗w ′ = J ∗ w − w + f (φr∗1 )− f (φ2),
we have ( J ∗w)(ξ0) = 0. It follows that w ≡ 0. That is, φr∗1 (ξ) = φ2(ξ) for ξ ∈R. It contradicts (4.4). In
the second case, φr
∗
1 (ξ) > φ2(ξ) for ξ ∈ R. By the continuity, φr
∗−
1 (ξ) φ2(ξ) for some  > 0 small,
which contradicts the deﬁnition of r∗ . Hence, r∗ = 0. This means that φ1(ξ) φ2(ξ). Indeed, we can
interchange the role of φ1 and φ2. Therefore, the result of uniqueness holds. 
5. Nonexistence
In this section, we give a nonexistence result which is stronger than that in Lemma 1.1. The proof
follows ideas of Berestycki and Nirenberg [7].
Proposition 5.1. Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then, for any c < c∗ , (1.1) admits no
traveling wave solution φ(ξ) connecting 0 and 1.
Proof. We introduce the following auxiliary problem
{
J ∗ φ − φ − cφ′ + fθ (φ) = 0,
φ(−∞) = −, φ(+∞) = 1 (5.1)
for   0. Here fθ is the truncation of f deﬁned in Section 2. From Proposition 2.2, we know that
(5.1) has a unique solution (ψθ , c

θ ) which satisﬁes ψ

θ (0) = θ . It is not diﬃcult to see that cθ is
non-increasing in  . That is, for 0   1, c1θ  cθ .
In order to prove the conclusion, suppose on the contrary that for some c < c∗ , there exists a
solution φ of (1.2) with wave speed c. Since cθ ↗ c∗ as θ → 0, by continuity, one has c < cθ for θ > 0
small enough. Also, c < cθ for  > 0 small enough. From Section 3.2, we derive that for ξ → +∞,
φ and ψθ have the following exponential behavior{
φ(ξ) = 1− A0e−λ0ξ + o
(
e−λ0ξ
)
,
ψθ (ξ) = 1− A′0e−λ
′
0ξ + o(e−λ′0ξ ), (5.2)
where A0, A′0 are positive constants, −λ0 and −λ′0 are unique negative root of (3.22) with c and cθ ,
respectively. Since c < cθ ,
−λ0 < −λ′0 < 0. (5.3)
Hence, we can see from (5.2) that φ > ψθ near ξ → +∞. In addition, φ → 0 and ψθ → − as
ξ → −∞. Therefore, we can shift φ left such that φ > ψθ for ξ ∈ R. Likewise, we shift φ back to
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Hence, φ − ψθ  0 for ξ ∈R, φ − ψθ = 0 for some ﬁnite point.
It is easy to see that
{
J ∗ φ − φ − cφ′ + fθ (φ) 0,
J ∗ ψθ − ψθ − c
(
ψθ
)′ + fθ (ψθ ) 0.
Let z = φ − ψθ . Then it satisﬁes
J ∗ z − z − cz′ + fθ (φ) − fθ
(
ψθ
)
 0, ξ ∈R,
or
J ∗ z − z − cz′ + q(ξ)z 0, ξ ∈R,
where
q(ξ) =
1∫
0
f ′θ
(
sφ(ξ) + (1− s)ψθ (ξ)
)
ds.
Since z  0 for ξ ∈ R and z 
≡ 0, then by maximum principle, we obtain z > 0 for ξ ∈ R. It is a con-
tradiction. The proof is complete. 
Remark 5.2. From Lemma 1.1 and Proposition 5.1, we conclude that c∗ is the minimal wave speed of
traveling wave solutions of (1.1).
6. Initial value problem
Before studying the spreading speed of (1.1), we ﬁrst consider the initial value problem as follows:
⎧⎨
⎩
∂u
∂t
= J ∗ u − u + f (u), x ∈R, t > 0,
u(x,0) = ϕ(x), x ∈R.
(6.1)
For the existence and uniqueness of solution to (6.1), we have
Lemma 6.1 (Existence). Assume that (J1)–(J2) hold and f satisﬁes (F1)–(F3). Then for each ϕ(x) ∈
C(R, [0,1]), the Cauchy problem (6.1) admits a unique solution u(x, t;ϕ) ∈ C(R× [0,∞), [0,1]).
The proof is similar to that of Theorem 2.4 in [27], and so we omit it here.
Lemma 6.2 (Comparison principle). (See [27,40].) Suppose that u1(x, t),u2(x, t) ∈ C1([0, T ], L∞(R)) and
u1 , u2 satisfy
⎧⎨
⎩
∂u1
∂t
− J ∗ u1 + u1 − f (u1) ∂u2
∂t
− J ∗ u2 + u2 − f (u2), x ∈R, 0< t  T ,
u (x,0) u (x,0), x ∈R,1 2
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and u2(x, t) are bounded and uniformly continuous functions on R × [0, T ], then u1(x, t) > u2(x, t) on
R× (0, T ].
Deﬁnition 6.3. A function u(x, t) ∈ C1([0,∞), L∞(R)) is called a supersolution of (6.1) if it satisﬁes
⎧⎨
⎩
∂u
∂t
 J ∗ u − u + f (u), x ∈R, t > 0,
u(x,0) ϕ(x), x ∈R.
(6.2)
Subsolution of (6.1) can be deﬁned similarly by reversing the inequality in (6.2).
From the comparison principle, we have the following result.
Proposition 6.4. Let u be the solution of (6.1). If (6.1) have a supersolution u and a subsolution u, then
u(x, t) u(x, t) u(x, t) for all t > 0, x ∈R.
7. Spreading speeds
To start with, we give the deﬁnition of asymptotic speed of spread (spreading speed).
Deﬁnition 7.1. Assume that u(x, t) is a nonnegative function. We call a number c∗ ∈R the asymptotic
speed of spread, if the following properties are valid:
(i) limt→∞, |x|ct u(x, t) = 0 for c > c∗;
(ii) limt→∞, |x|ct u(x, t) = 1 for c ∈ (0, c∗).
Let
q(z, t) = q0e−βt min
{
eηz, e−ηz
}
(7.1)
and
ζ(t) = ζ0e−βt,
where z = −x+ c∗t , q0, β,η, ζ0 > 0 are positive constants to be determined in the following.
Since f ∈ C1,α on [0,1], we can take a constant k0 > 0 such that ‖ f ‖C1,α  k0.
It is not diﬃcult to verify that
{
f (a) + f (b) − f (a+ b) k0aαb,
f (1− a) + f (1− b) − f (1− a − b) k0aαb
for a,b,a + b ∈ [0,1].
Since f ′(1) < 0 and f ′(0) = 0, then by suitable rescaling of the variables, we obtain
f ′(s)−1
2
for s ∈ [1− δ0,1] and f ′(s) μ1
2
for s ∈ [0, δ0],
where δ0 > 0 and μ1 > 0 are suﬃciently small.
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{
φ∗(ξ) Deλ1ξ for ξ ∈ (−∞,0),
1− φ∗(ξ) A0e−λ0ξ for ξ ∈ (0,+∞).
Set
α0 := min{λ1, λ0}, K := max{D, A0}.
Then {
φ∗(ξ) Keα0ξ for ξ ∈ (−∞,0),
1− φ∗(ξ) Ke−α0ξ for ξ ∈ (0,+∞).
Since φ∗(−∞) = 0, there exists a suﬃciently large M0 > 1 such that
φ∗(ξ) δ0
2
for ξ ∈ (−∞,−M0). (7.2)
In addition, by a translation, we can assume that
φ∗(0) 1−
(
q0
4k0K
)1/α
 1− δ0/3,
where q0 = δ0/3.
Denote
M1 := min−M0ξM0
(
φ∗(ξ)
)′
> 0 and ζ0 = k0K + k0q0
βM1
,
β <min
{
α0c
∗, 1
8
,
ηc∗
4
}
, η α0/4, 1− q0e−ηL  α.
For convenience, we denote
m :=
∫
R
J (y)e−ηy dy < ∞.
By choosing η ∈ (0, λ1(c∗)) suitably small such that
β − c∗η +m− 1−μ1 and β + c∗η +m− 1 1
4
. (7.3)
Deﬁne
u(x, t) = max{0, θ(x, t)} and u(x, t) = min{1, θ(x, t + t1)},
where t1 = max{2ζ0/c∗, 1β ln ζ0,2/(α0c∗)},
θ(x, t) = φ∗(−x+ c∗t + ζ(t))+ φ∗(x+ c∗t + ζ(t))− 1− q(z, t)
= φ∗1(x, t) + φ∗2(x, t) − 1− q(z, t)
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θ(x, t) = φ∗(−x+ c∗t − ζ(t))+ φ∗(x+ c∗t − ζ(t))− 1+ q(z, t)
= φ∗3(x, t) + φ∗4(x, t) − 1+ q(z, t).
We shall see that u and u are supersolution and subsolution of (6.1), respectively.
For convenience, we denote N(u) := ∂u
∂t − J ∗ u + u − f (u).
Lemma 7.2. u(x, t) is a subsolution of (6.1).
Proof. It is easily seen that u(x, t) = 0 is the subsolution of (6.1). Since u(x, t) is symmetric in x, we
only need to verify u(x, t) = θ(x, t) when x> 0. Let ζ− = −x+ c∗t + ζ(t) and ζ+ = x+ c∗t + ζ(t). Then
N(θ) = ∂θ
∂t
− J ∗ θ + θ − f (θ)
= ζ ′(t)[(φ∗)′(ζ−) + (φ∗)′(ζ+)]+ c∗[(φ∗1)′ + (φ∗2)′]− J ∗ (φ∗1 + φ∗2)+ (φ∗1 + φ∗2)
−
(
∂q
∂t
− J ∗ q + q
)
− f (θ).
Since J ∗ φ∗ − φ∗ − c∗(φ∗)′ + f (φ∗) = 0, we have
N(θ) = ζ ′(t)[(φ∗)′(ζ−) + (φ∗)′(ζ+)]+ f (φ∗1)+ f (φ∗2)− f (θ) −
(
∂q
∂t
− J ∗ q + q
)
. (7.4)
If z 0, then q(z, t) = q0e−βteηz , and (7.4) leads to
N(θ) = ζ ′(t)[(φ∗)′(ζ−) + (φ∗)′(ζ+)]+ f (φ∗1)+ f (φ∗2)− f (θ) + (β − c∗η)q(z, t)
+
[ ∫
{y|z−y0}
J (y)e(z−y)η dy +
∫
{y|z−y0}
J (y)e−(z−y)η dy
]
q0e
−βt − q(z, t)
 ζ ′(t)
[(
φ∗
)′
(ζ−) +
(
φ∗
)′
(ζ+)
]+ f (φ∗1)+ f (φ∗2)− f (θ) + (β − c∗η)q(z, t)
+ q0e−βt
{ ∫
{y|z−y0}
+
∫
{y|z−y0}
}
J (y)e(z−y)η dy − q(z, t)
= ζ ′(t)[(φ∗)′(ζ−) + (φ∗)′(ζ+)]+ f (φ∗1)+ f (φ∗2)− f (θ)
+
(
β − c∗η +
∫
R
J (y)e−ηy dy − 1
)
q(z, t). (7.5)
If z 0, then q(z, t) = q0e−βte−ηz , and (7.4) becomes
N(θ) ζ ′(t)
[(
φ∗
)′
(ζ−) +
(
φ∗
)′
(ζ+)
]+ f (φ∗1)+ f (φ∗2)− f (θ)
+
(
β + c∗η +
∫
J (y)e−ηy dy − 1
)
q(z, t). (7.6)R
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Case 1. z + ζ(t)−M0. In view of (7.2), we have
θ = φ∗1 + φ∗2 − 1− q φ∗1 + φ∗2 − 1 φ∗1  δ0/2,
which yields
f
(
φ∗1 + φ∗2 − 1
)− f (θ) = f (φ∗1 + φ∗2 − 1)− f (φ∗1 + φ∗2 − 1− q) μ12 q.
Thus,
f
(
φ∗1
)+ f (φ∗2)− f (θ)
= f (φ∗1)+ f (φ∗2)− f (φ∗1 + φ∗2 − 1)+ f (φ∗1 + φ∗2 − 1)− f (φ∗1 + φ∗2 − 1− q)
 k0
(
1− φ∗2
)(
1− φ∗1
)α + μ1
2
q k0Ke−α0(x+c
∗t+ζ(t)) + μ1
2
q.
Since x> M0, then
k0K
q0
e−α0(x+c∗t+ζ(t))+βt−η(−x+c∗t) μ1/2.
Hence, by (7.3), we have
N(θ) ζ ′(t)
[(
φ∗
)′
(ζ−) +
(
φ∗
)′
(ζ+)
]+ k0K
q0
e−α0(x+c∗t+ζ(t))+βt−η(−x+c∗t)q + μ1
2
q
+ (β − c∗η +m− 1)q 0.
Case 2. −M0  z + ζ(t) 0. In this case, one has
f
(
φ∗1
)+ f (φ∗2)− f (θ) k0(1− φ∗2)(1− φ∗1)α + q∥∥ f ′∥∥L∞  k0Ke−α0(x+c∗t+ζ(t)) + k0q
 (k0K + k0q0)e−βt .
Therefore,
N(θ) = ζ ′(t)[(φ∗)′(ζ−) + (φ∗)′(ζ+)]+ (k0K + k0q0)e−βt + (β − c∗η +m − 1)q
 ζ ′(t)
[(
φ∗
)′
(ζ−)
]+ (k0K + k0q0)e−βt
 (−βζ0M1 + k0K + k0q0)e−βt  0.
Case 3. z + ζ(t) 0. In this case, we know that
φ∗2  φ∗1  φ∗2 + φ∗1 − 1− q 2φ∗(0) − 1− δ0/3 2(1− δ0/3) − 1− δ0/3= 1− δ0.
Thus,
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(
φ∗1
)+ f (φ∗2)− f (θ) k0(1− φ∗2)(1− φ∗1)α − 12q k0Ke−α0(x+c∗t+ζ(t))
(
1− φ∗(0))α − 1
2
q
= 3k0K
δ0
(
1− φ∗(0))αq0e−α0(x+c∗t+ζ(t)) − 1
2
q.
Since 3k0K
δ0
(1 − φ∗(0))α  14 and α0(x + c∗t + ζ(t)) max{βt, βt + η(x + c∗t), βt + η(−x + c∗t)}, we
have
f
(
φ∗1
)+ f (φ∗2)− f (θ)−14q.
Hence,
N(θ) ζ ′(t)
[(
φ∗
)′
(ζ−) +
(
φ∗
)′
(ζ+)
]− 1
4
q + (β + c∗η +m− 1)q 0.
If we can show that ϕ(x) θ(x,0), then u(x, t) is a subsolution of (6.1).
For |x| L,
θ(x,0) = φ∗(−x+ ζ0) + φ∗(x+ ζ0) − 1− q(x,0) 1− q0e−ηL  α  ϕ(x).
For x−L,
θ(x,0) φ∗(−x+ ζ0) + φ∗(x+ ζ0) − 1− q0eηx  k0eα0(x+ζ0) − q0eηx  0.
Similar argument gives θ(x,0) 0 for x L. Since ϕ(x) 0 for x ∈ R, we have θ(x,0) ϕ(x) for
|x| L. The proof is complete. 
Lemma 7.3. u(x, t) is a supersolution of (6.1).
Proof. N(u) = ∂u
∂t − J ∗ u + u − f (u) 0 can be proved similarly as that in Lemma 7.2. Since ϕ(x) is
of compact support, we can obtain that there exists a constant t2 > 0 such that ϕ(x)  θ(x, t2) and
u(x, t) u(x, t + t2) for x ∈R, t > 0. The proof is complete. 
Proof of Theorem 1.6. By Proposition 6.4, Lemmas 7.2 and 7.3, we obtain
u(x, t) u(x, t) u(x, t + t2). (7.7)
In view of (7.7) and (7.1), it follows that
u(x, t) =max{0, θ(x, t)}
 θ(x, t)
= φ∗(−x+ c∗t + ζ(t))+ φ∗(x+ c∗t + ζ(t))− 1− q(z, t)
 φ∗
(−x+ c∗t)+ φ∗(x+ c∗t)− 1− q0e−βt
and
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{
1, θ(x, t + t1 + t2)
}
 θ(x, t + t1 + t2)
= φ∗(−x+ c∗(t + t1 + t2) − ζ(t + t1 + t2))
+ φ∗(x+ c∗(t + t1 + t2) − ζ(t + t1 + t2))− 1+ q(z, t)
 φ∗
(−x+ c∗t + ξ0)+ φ∗(x+ c∗t + ξ0)− 1+ q0e−βt,
where ξ0 = c∗(t1 + t2). Hence, we have
φ∗
(−x+ c∗t)+ φ∗(x+ c∗t)− 1− q0e−βt
 u(x, t) φ∗
(−x+ c∗t + ξ0)+ φ∗(x+ c∗t + ξ0)− 1+ q0e−βt .
It is easy to verify that for c > c∗ ,
lim
t→∞ sup|x|ct
[
φ∗
(−x+ c∗t)+ φ∗(x+ c∗t)− 1± q0e−βt]= 0
and
lim
t→∞ sup|x|c′t
[
φ∗
(−x+ c∗t)+ φ∗(x+ c∗t)− 1± q0e−βt]= 1
for c′ ∈ (0, c∗), which implies that
lim
t→∞, |x|ct u
(
x, t;ϕ(x))= 0 for c > c∗,
lim
t→∞, |x|ct u
(
x, t;ϕ(x))= 1 for c ∈ (0, c∗).
This completes the proof. 
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