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MULTIFRACTAL ANALYSIS AND LOCALIZED ASYMPTOTIC
BEHAVIOR FOR ALMOST ADDITIVE POTENTIALS
JULIEN BARRAL AND YAN-HUI QU
Abstract. We conduct the multifractal analysis of the level sets of the asymptotic be-
havior of almost-additive continuous potentials (φn)
∞
n=1 on a topologically mixing sub-
shift of finite type X endowed itself with a metric associated with such a potential. We
work without bounded distorsion property assumption. We express the whole Hausdorff
spectrum in terms of a conditional variational principle, as well as a new large deviations
principle. Our approach provides a new description of the structure of the spectrum in
terms of weak concavity. Another new point is that we consider sets of points at which
the asymptotic behavior of φn(x) is localized, i.e. depends on the point x rather than
being equal to a constant. Specifically, we compute the Hausdorff dimension of sets of
the form {x ∈ X : limn→∞ φn(x)/n = ξ(x)}, where ξ is a given continuous function.
This is naturally related to Birkhoff’s ergodic theorem and has interesting geometric
applications to fixed points in the asymptotic average for dynamical systems in Rd, as
well as the fine local behavior of the harmonic measure on conformal planar Cantor sets.
1. Introduction
We say that (X,T ) is a topological dynamical system (TDS) if X is a compact metric
space and T is a continuous mapping from X to itself. We denote by M(X,T ) the set of
invariant probability measures on (X,T ).
We say that Φ = (φn)
∞
n=1 is almost additive if φn is continuous on X and there is a
positive constant C(Φ) > 0 such that
−C(Φ) + φn + φp ◦ T n ≤ φn+p ≤ C(Φ) + φn + φp ◦ T n, ∀n, p ∈ N.
By subadditivity, for every µ ∈ M(X,T ), Φ∗(µ) := lim
n→∞
∫
X
φn
n
dµ exists, and we define
the compact convex set LΦ = {Φ∗(µ) : µ ∈ M(X,T )}. We denote by Caa(X,T ) the
collection of almost-additive potentials on X.
The ergodic theorem naturally raises the following question. Given Φ an almost additive
potential taking values in Rd (this means that Φ = (Φ1, · · · ,Φd) with each Φi ∈ Caa(X,T ))
and ξ : X → Rd a continuous function, what is the Hausdorff dimension of the set
EΦ(ξ) :=
{
x ∈ X : lim
n→∞
φn(x)
n
= ξ(x)
}
?
When ξ(x) ≡ α is constant, this question has been solved for some C1+ε conformal dy-
namical systems, sometimes assuming restrictions on the regularity of Φ, and this problem
The authors thank De-Jun Feng for valuable discussions.
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is known as the multifractal analysis of Birkhoff averages, and more generally almost addi-
tive potentials [12, 32, 31, 30, 29, 26, 14, 5, 15, 6, 20, 19, 16, 27, 4]. Moreover, the optimal
results are expressed in terms of a variational principle of the following form: EΦ(α) 6= ∅
if and only if α ∈ LΦ and in this case
(1.1) dimH EΦ(α) = max
{
hµ(T )∫
X log ‖DT‖dµ
: µ ∈ M(X,T ), Φ∗(µ) = α
}
,
the supremum being attained by a unique Gibbs measure if Φ is the sequence of Birkhoff
sums of a Ho¨lder potential, and α is in the interior of LΦ. To our best knowledge no
result is known for dimH EΦ(ξ) for non constant ξ. We are going to give an answer to
this question when (X,T ) is a topologically mixing subshift of finite type endowed with
a metric associated with a negative almost additive potential, and consider geometric
realizations on Moran sets like those studied in [2], the main examples being C1 conformal
repellers and C1 conformal iterated function systems (see section 3 for precise definitions
and statements). In the setting outlined above, if d = 1 and ξ takes its values in LΦ, we
find the natural variational formula
dimH EΦ(ξ) = max
{
hµ(T )∫
X log ‖DT‖dµ
: µ ∈ M(X,T ), Φ∗(µ) ∈ ξ(X)
}
.
As an application of this kind of results, we obtain unexpected results like the following
one: Let d ∈ N+ and (m1, . . . ,md) be d integers ≥ 2. Let T : [0, 1]d → [0, 1]d be the
mapping (x1, . . . , xd) 7→ (m1x1 (mod 1), . . . ,mdxd (mod 1)). Consider
F =
{
x ∈ [0, 1]d : lim
n→∞
1
n
n−1∑
k=0
T kx = x
}
,
the set of those points x which are fixed by T in the asymptotic average. Then F is dense
and of full Hausdorff dimension in [0, 1]d.
Another application concerns harmonic measure. Let us consider here the special case
of the set J = C2 ⊂ R2, where C is the middle third Cantor set. The harmonic measure
on J is the probability measure ω such that for each x ∈ J and r > 0, ω(B(x, r)) is the
probability that a planar Brownian motion started at ∞ attains J for the first time at a
point of B(x, r) (see Section 3.4 for more general examples and a reference). For x ∈ J ,
one defines the local dimension of ω at x as dω(x) = lim
r→0+
log ω(B(x, r))/log(r) whenever
this limit exists. Let I stand for the set of all possible local dimensions for ω. By using the
fact that ω is a Gibbs measure, we prove that if ξ : J → R+ is continuous and ξ(J) ⊂ I,
then the set Eω(ξ) = {x ∈ J : dω(x) = ξ(x)} is dense in J and the following variational
formula holds:
dimH Eω(ξ) = sup{dimH Eω(α) : α ∈ ξ(J)}, where Eω(α) = {x ∈ J : dω(x) = α}.
Our approach necessitates to revisit the case where ξ is constant. At this occasion, we
complete the work achieved in [14, 15, 20] by identifying, in our general framework, the
Hausdorff dimensions of the sets EΦ(α) with a large deviation spectrum which is equal to
the Legendre transform of a kind of ”metric” pressure; this is a new kind of large deviation
principle in this context. Moreover, our approach brings out an interesting new property
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for the structure of the Hausdorff spectrum α 7→ dimH EΦ(α). We call this property weak
concavity; it is between concavity and quasi-concavity. This structure turns out to be
crucial both in establishing the large deviation principle and our results on fixed points in
the asymptotic average.
The paper is organized as follows. In Section 2 we give basic definitions and state our
main results on subshift of finite type. In Section 3 we give the geometric realizations.
The other sections provide the proofs of our results.
2. Definitions and main results
2.1. Definitions. Recalls on thermodynamic formalism.
2.1.1. Thermodynamic formalism for almost additive potentials. Given Φ ∈ Caa(X,T ),
define Φmax := max(φ1)+C(Φ) and Φmin := min(φ1)−C(Φ). Define ‖Φ‖ := |Φmax|∨|Φmin|.
By the almost additivity property we easily get
(2.1) nΦmin ≤ φn(x) ≤ nΦmax, ∀ n ∈ N.
Consequently we have ‖φn‖∞ ≤ n‖Φ‖.
Define two collections of special almost additive potentials on X as
C+aa(X,T ) := {Φ ∈ Caa(X,T ) : Φmin > 0} and C−aa(X,T ) := {Φ ∈ Caa(X,T ) : Φmax < 0}.
For Φ ∈ C−aa(X,T ) we get φn+1(x) ≤ φn(x) + φ1(T nx) + C(Φ) ≤ φn(x) + Φmax < φn(x),
So {φn : n ∈ N} is a strictly decreasing sequence of functions.
If Φ = (Φ1, · · · ,Φd) is such that each Φj ∈ Caa(X,T ), then we call Φ a vector-valued
almost additive potential and write Φ ∈ Caa(X,T, d). In this case Φ = (φn)∞n=1 with φn =
(φ1n, · · · , φdn). We set Φmax := (Φ1max, · · · ,Φdmax) and Φmin := (Φ1min, · · · ,Φdmin). Define
‖Φ‖ :=
( d∑
j=1
‖Φj‖2
)1/2
and ‖Φ‖lim := lim supn→∞ ‖φn‖∞/n. We have ‖φn‖∞ ≤ n‖Φ‖.
Given u, v ∈ Rd, we write [u, v] := {tu + (1 − t)v : 0 ≤ t ≤ 1} to denote the closed
interval connecting u and v. If ui ≤ vi for i = 1, · · · , d, then we write u ≤ v. For
Φ ∈ Caa(X,T, d) define C(Φ) := (C(Φ1), · · · , C(Φd)), then we also have the following
vector version formula:
−C(Φ) + φn + φp ◦ T n ≤ φn+p ≤ C(Φ) + φn + φp ◦ T n, ∀ n, p ∈ N.
For µ ∈ M(X,T ), define Φ∗(µ) := (Φ1∗(µ), · · · ,Φd∗(µ)). Define LΦ := {Φ∗(µ) : µ ∈
M(X,T )}. Given Φ,Ψ ∈ Caa(X,T, d), define Φ + Ψ := (φn + ψn)∞n=1. We have Φ + Ψ ∈
Caa(X,T, d) with C(Φ + Ψ) = C(Φ) +C(Ψ).
The simplest almost additive potentials are the additive ones. Given φ : X → Rd
continuous, define φn = Snφ :=
∑n−1
j=0 φ ◦ T j and define Φ = (φn)∞n=1. In this case
φn+p = φn + φp ◦ T n, thus Φ ∈ Caa(X,T, d). Such a Φ is called an additive potential. In
fact φn is the n-th Birkhoff sum of φ. Given an additive potential Φ = (Snφ)
∞
n=1, if φ is
Ho¨lder continuous, we say that Φ is Ho¨lder continuous. The simplest Ho¨lder continuous
potentials are the constant potentials (nα)∞n=1, α ∈ Rd, that we also denote as α.
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We collect some useful facts here, see [18] for proofs.
Proposition 2.1 ([18]). If (X,T ) is a TDS and Φ ∈ Caa(X,T, d), then the mapping
Φ∗ : M(X,T ) → LΦ is a continuous surjection, where M(X,T ) is endowed with the
weak star topology. The set LΦ is a compact set in R
d. If moreover (X,T ) satisfies the
specification property (see for instance [21] for the definition), then LΦ is convex and
EΦ(α) 6= ∅ if and only if α ∈ LΦ.
Like in Remark 3.7 in [18], if we define an equivalence relation on Caa(X,T, d) by Φ ∼ Ψ
if there exists α ∈ Rd such that ‖Φ − Ψ − α‖lim = 0, then it is not hard to see that the
quotient space Caa(X,T, d)/ ∼ with the norm ‖ · ‖lim is a separated Banach space. The
class of Φ is denoted Φ¯. We have the following relation between the dimension of LΦ and
the dimension of the subspace 〈Φ¯1, · · · , Φ¯d〉 (see Section 4 for the proof):
Proposition 2.2. Assume (X,T ) is a TDS with specification. Let Φ = (Φ1, · · · ,Φd) ∈
Caa(X,T, d). Then LΦ is of dimension d if and only if Φ¯1, · · · , Φ¯d ∈ Caa(X,T )/ ∼ are
linearly independent.
The thermodynamic formalism for almost additive potentials has been studied in several
works [13, 2, 19, 17, 3, 25, 4, 11]. For our purpose, we only need to consider the subshift
of finite type case. Let (ΣA, T ) be a subshift of finite type. Given Φ ∈ Caa(ΣA, T ), the
topological pressure can be defined as
(2.2) P (T,Φ) := lim
n→∞
1
n
log
∑
w∈ΣA,n
exp( sup
x∈[w]
φn(x)).
Usually we write P (Φ) for P (T,Φ) when there is no confusion. The following extension of
the classical variational principle (see [34]) holds:
Theorem 2.1. [3, 4, 11] Let (ΣA, T ) be a subshift of finite type. For any Φ ∈ Caa(ΣA, T ),
we have P (T,Φ) = sup{hµ(T ) + Φ∗(µ) : µ ∈ M(ΣA, T )}.
2.1.2. Weak Gibbs metric on subshift of finite type. Let (ΣA, T ) be a topologically mixing
subshift of finite type with alphabet {1, · · · ,m}, where A is a m×m matrix with entries
0 and 1 such that Ap0 > 0 for some p0 ∈ N and T is the shift map. We endow ΣA with
a metric naturally associated with a potential Ψ ∈ C−aa(ΣA, T ). This kind of metrics have
been considered in [21] and [23] associated with additive potentials.
Note that by endowing ΣA with the standard metric d1 defined as d1(x, y) = m
−|x∧y|
(where |x∧ y| is the length of the common prefix of x and y), (ΣA, d1) is a compact metric
space and (ΣA, T ) is a TDS satisfying the specification property. Let ΣA,n be the set of the
admissible words of length n and let ΣA,∗ :=
⋃
n≥0ΣA,n. For w ∈ ΣA,∗ and w = w1 · · ·wn,
we denote the length of w by |w| = n. Given w ∈ ΣA,∗ ∪ ΣA with |w| ≥ n, we denote
w1 · · ·wn by w|n. Given u ∈ ΣA,∗ and v ∈ ΣA,∗ ∪ ΣA, if uj = vj for j = 1, · · · , |u|, then
we say u is a prefix of v and write u ≺ v. For u = u1 · · · un ∈ ΣA,n, u∗ stands for u|n−1.
For x, y ∈ ΣA,∗ ∪ ΣA such that x 6= y, x ∧ y stands for the common prefix of x and y of
maximal length.
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Recall that Ap0(i, j) > 0 for all 1 ≤ i, j ≤ m, consequently Ap0+2(i, j) > 0. For each i, j
we fix w(i, j) ∈ ΣA,p0 such that iw(i, j)j is admissible. Define Ξ := {w(i, j) : 1 ≤ i, j ≤ m}.
Given a continuous function φ : ΣA → Rd, we define
(2.3) ‖φ‖n := sup
x|n=y|n
|φ(x)− φ(y)|,
and for Φ ∈ Caa(ΣA, T, d) we write ‖Φ‖n := ‖φn‖n. Writing Φ = (Φ1, · · · ,Φd), we have
(2.4) (
d∑
j=1
‖Φj‖2n)1/2 ≤
√
d‖Φ‖n.
For Φ ∈ Caa(ΣA, T ) and w ∈ ΣA,n we define
Φ[w] := sup{exp(φn(x)) : x ∈ [w]}.
Now we fix a Ψ ∈ C−aa(ΣA, T ). For x, y ∈ ΣA define
dΨ(x, y) :=
{
Ψ[x ∧ y], if x 6= y
0, if x = y.
Proposition 2.3. dΨ is an ultra-metric on ΣA. If x ∈ ΣA and r > 0, the closed ball
B(x, r) is the cylinder [x|n], where n is the unique integer such that Ψ[x|n−1] > r and
Ψ[x|n] ≤ r. Each cylinder [w] is a ball with diam([w]) = Ψ[w].
The proof is elementary and we omit it. For the metric space (ΣA, dΨ) we define
Bn(Ψ) = {w ∈ ΣA,∗ : [w] is a closed ball of ΣA with radius e−n} (n ≥ 0).
We note that ΣA =
⋃
w∈Bn(Ψ)[w] for each n ≥ 0.
2.1.3. Three dimension functions. We introduce three functions which will turn out to
take the same values on LΦ and provide the Hausdorff and packing dimensions of the sets
EΦ(α). They correspond to different point of views to estimate these dimensions, namely
box-counting of balls intersecting EΦ(α), variational principle for entropy like (1.1) and
Legendre transform of a kind of metric pressure. The proofs of the propositions stated in
this section are given in Section 4.
(1) Box-counting type function, the large deviation spectrum: fix Ψ ∈ C−aa(ΣA, T )
and Φ ∈ Caa(ΣA, T, d). Define dΨ and Bn(Ψ) as above. Given α ∈ LΦ, n ≥ 1 and ǫ > 0,
define
F (α, n, ǫ,Φ,Ψ) :=
{
u ∈ Bn(Ψ) : there exists x ∈ [u] such that
∣∣∣φ|u|(x)|u| − α∣∣∣ < ǫ}.
Let f(α, n, ǫ,Φ,Ψ) be the cardinality of F (α, n, ǫ,Φ,Ψ).
Proposition 2.4. For any Ψ ∈ C−aa(ΣA, T ), the limit
(2.5) D(Ψ) := lim
n→∞
log #Bn(Ψ)
n
exists. Moreover there exist constants C2(Ψ) > C1(Ψ) > 0 such that
(2.6) C1(Ψ) logm ≤ D(Ψ) ≤ C2(Ψ) logm.
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For any Φ ∈ Caa(ΣA, T, d) and any α ∈ LΦ, we have
lim
ǫ→0
lim inf
n→∞
log f(α, n, ǫ,Φ,Ψ)
n
= lim
ǫ→0
lim sup
n→∞
log f(α, n, ǫ,Φ,Ψ)
n
=: ΛΨΦ(α).
The function ΛΨΦ : LΦ → R is upper semi-continuous.
We will prove that ΛΨΦ(α) is the Hausdorff dimension of EΦ(α) for all α ∈ LΦ. The
function ΛΨΦ has more regularity than upper semi-continuity. To state it we need several
standard notations from convex analysis. Recall that a subsetM of Rd is an affine subspace
if λx + (1 − λ)y ∈ M for every x, y ∈ M and λ ∈ R. Given A ⊂ Rd, the affine hull of A
is the smallest affine subspace M of Rd such that M ⊃ A and is denoted by aff(A). For
a convex set A, we define ri(A), the relative interior of A as ri(A) := {x ∈ aff(A) : ∃ǫ >
0, (x + ǫB) ∩ aff(A) ⊂ A}, where B = B(0, 1) ⊂ Rd is the unit ball. Let A ⊂ Rd be a
convex set and h : A→ R be a function. If there exists c ≥ 1 such that for any α, β ∈ A,
we can find γ1 = γ1(α, β), γ2 = γ2(α, β) ∈ [c−1, c] such that for any λ ∈ [0, 1]
(2.7) λh(α) + (1− λ)h(β) ≤ h
(λγ1α+ (1− λ)γ2β
λγ1 + (1− λ)γ2
)
,
then we call h a weakly concave function on A. Note that if c = 1, we go back to the usual
concept of concave function. Also, h(γ) ≥ min(h(α), h(β)) if γ ∈ [α, β] ⊂ A, thus h is
quasi-concave.
Proposition 2.5. The function ΛΨΦ : LΦ → R is bounded, positive and weakly concave. It
is continuous on any closed interval I ⊂ LΦ and on ri(A), where A ⊂ LΦ is any convex
set. Consequently it is continuous on ri(LΦ). If moreover LΦ is a convex polyhedron, then
ΛΨΦ is continuous on LΦ. Assume I = [α0, α1] ⊂ LΦ and αmax ∈ I such that ΛΨΦ(αmax) =
max{ΛΨΦ(α) : α ∈ I}, then ΛΨΦ is decreasing from αmax to αj, j = 0, 1.
Remark 2.1. Large deviations spectra for the Hausdorff dimension estimation of sets like
EΦ(α) have been considered since the first studies of multifractal properties of Gibbs or
weak Gibbs measures and then extended to the study of Birkhoff averages [12, 32, 10, 31,
30, 29, 5, 26, 14, 15, 6, 20]. Until now, in the situations where such a spectrum may be
non-concave [6, 4, 20], no description of its regularity like that of Proposition 2.5 had been
given. Moreover, the methods used in the papers mentioned above seem not adapted to
provide this information.
(2) Function associated with a conditional variational principle: For α ∈ LΦ let
EΨΦ (α) := sup
{
hµ(T )
−Ψ∗(µ) : µ ∈ M(ΣA, T ) such that Φ∗(µ) = α
}
.
(3) Pressure type function and its Legendre transform-like associated function:
at first we define a kind of pressure function.
Proposition 2.6. Fix Φ ∈ Caa(ΣA, T, d) and Ψ ∈ C−aa(ΣA, T ). Let z, α ∈ Rd. Then the
equation
(2.8) P (〈z,Φ − α〉+ τΨΦ (z, α)Ψ) = 0
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has a unique solution τΨΦ (z, α). Moreover the following variational principle holds
(2.9) τΨΦ (z, α) = sup
{
hµ(T ) + 〈z,Φ∗(µ)− α〉
−Ψ∗(µ) : µ ∈M(ΣA, T )
}
,
and one also has
(2.10) τΨΦ (z, α) = limn→∞
1
n
log
∑
w∈Bn(Ψ)
exp( sup
x∈[w]
〈z, (φ|w|(x)− |w|α)〉).
We will identify the function
(2.11) τΨ⋆Φ (α) := inf{τΨΦ (z, α) : z ∈ Rd}
with ΛΨΦ on LΦ. This is the large deviations principle announced in the introduction.
Remark 2.2. (1) The function τΨΦ (z, α) defined as in (2.8) was first introduced in [6] when
Φ and Ψ are Ho¨lder potentials, and also in [4] where Ho¨lder condition on Φ is replaced by
the bounded distorsion property for almost additive potentials.
(2) τΨ⋆Φ is a generalization of Legendre transform as noted in [6]. For the special constant
potential Ψ = (−n)∞n=1, τΨΦ (z, α) = P (〈z,Φ〉) − 〈z, α〉, thus τΨ⋆Φ is the classical Legendre
transform of the pressure function P (〈z,Φ〉).
2.2. Main results on topologically mixing subshift of finite type. Throughout
this subsection we fix Φ ∈ Caa(ΣA, T, d) and Ψ ∈ C−aa(ΣA, T ). We work on the metric
space (ΣA, dΨ). We write dim
Ψ
H E,dim
Ψ
P E,dim
Ψ
B E for the Hausdorff, packing and box
dimensions of E ⊂ ΣA. For convenience we write DΨΦ (α) := dimΨH EΦ(α).
Theorem 2.2 (Multifractal analysis of the level sets EΦ(α)).
(1) EΦ(α) 6= ∅ if and only if α ∈ LΦ. For α ∈ LΦ we have
DΨΦ(α) = ΛΨΦ(α) = EΨΦ (α) = τΨ⋆Φ (α),
and the function DΨΦ is weakly concave.
(2) dimΨH ΣA = dim
Ψ
B ΣA = D(Ψ) = max{ΛΨΦ(α) : α ∈ LΦ}.
Theorem 2.3 (Localized asymptotic behavior). Assume ξ : ΣA → Rd is continuous
and ξ(ΣA) ⊂ aff(LΦ).
(1) dimΨH EΦ(ξ) ≥ sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ ri(LΦ)}.
(2) If ξ(ΣA) ⊂ LΦ then EΦ(ξ) is dense in ΣA.
(3) If sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ ri(LΦ)} = sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ LΦ}, then
dimΨHEΦ(ξ) = dim
Ψ
P EΦ(ξ) = sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ LΦ}.
(4) If d = 1 and ξ(ΣA) ⊂ LΦ, then EΦ(ξ) is dense and dimΨH EΦ(ξ) = dimΨP EΦ(ξ) =
sup{DΨΦ (α) : α ∈ ξ(ΣA)}.
Remark 2.3. (1) Recall Remark 2.2(2). In [14, 15, 16], where the metric is the standard
one, the equality ΛΨΦ(α) = infz∈Rd P (〈z,Φ〉) − 〈z, α〉 is established, and both functions
are concave. In our work, the weak concavity of ΛΨΦ turns out to be crucial in proving
the equality ΛΨΦ(α) = τ
Ψ⋆
Φ (α) in full generality. This equality can be read as a new large
deviation principle thanks to the expression (2.10) giving τΨΦ as a kind of metric pressure.
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(2) In [6, 4], assuming more regularity than continuity for Φ and Ψ, namely bounded
distorsion property or Ho¨lder continuity in the case where the potential is additive, the
equality DΨΦ (α) = EΨΦ (α) = τΨ⋆Φ (α) is shown only for α ∈ int(LΦ), where int(A) denotes
the interior of A ⊂ Rd. The argument is strongly based on the differentiability of the
pressure function in these cases.
(3) In [20], the authors consider the case of additive potentials Φ and Ψ, and work under
the assumption that Ψ corresponds to a Ho¨lder potential. They show DΨΦ(α) = EΨΦ (α) for
all α ∈ LΦ. Here we work under weaker regularity assumptions on Ψ, and both Φ and
Ψ are almost additive. Also, we use a different method to compute the function DΨΦ(α),
namely concatenation of Gibbs measures. Such a method has been used successfully in
[23] to deal with the special sets EΨΨ(α) when Ψ is additive as well as in [1] to deal
with the asymptotic behavior of almost additive potentials in the different context of
full-shifts endowed with self-affine metrics (the spectrum is always concave in this case).
Here, we need to refine such approach in order to remove some delicate points in our
geometric application to attractors of C1 conformal iterated function systems. We also
mention that in the case where the metric is the standard one on a full-shift, the equalities
DΨΦ (α) = EΨΦ (α) = τΨ⋆Φ (α) (there the spectrum is concave) have been obtained in [16] when
Φ is built from Birkhoff products of continuous positive matrices. There, the computation
of Hausdorff dimension uses concatenation of words, like in [14, 15, 20].
Remark 2.4. (1) The proof Theorem 2.3 uses the weak concavity of the spectrum DΨΦ .
It also requires to concatenate Gibbs measures in a more elaborated way than to deter-
mine DΨΦ .
(2) In fact we shall prove a slightly more general result than Theorem 2.3(1): (1’) Suppose
that ξ is bounded and continuous outside a subset E of ΣA, and ξ(ΣA) ⊂ aff(LΦ). If
dimΨH E < sup{DΨΦ (α) : α ∈ ξ(ΣA \ E) ∩ ri(LΦ)}, then dimΨH EΦ(ξ) ≥ sup{DΨΦ (α) : α ∈
ξ(ΣA \E) ∩ ri(LΦ)}.
(3) An extension of Theorem 2.3(4) is given in the final remark of Section 3.4.
3. Geometric results
In this section we show how the main results of the previous section can be applied to
multifractal analysis on conformal repellers and on attractors of conformal IFS satisfying
the strong open set condition. Such sets fall in the Moran-like geometric constructions
considered in [2, 29]. At first we describe this kind of construction (Section 3.1). Then
we state the geometric results deduced from Theorems 2.2 and 2.3 (Section 3.2). We give
our application to fixed points in the asymptotic average for dynamical systems in Rd in
Section 3.3. Finally, we give an application to the local scaling properties of weak Gibbs
measures in Section 3.4, special example of which is the harmonic measure on planar
conformal Cantor sets.
3.1. General setting of geometric realization. Let (ΣA, T ) be a topologically mixing
subshift of finite type with alphabet {1, · · · ,m} and Ψ ∈ C−aa(ΣA, T ). Let X be Rd
′
or be a connected, d′-dimensional C1 Riemannian manifold. Consider a family of sets
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{Rw : w ∈ ΣA,∗}, where each Rw ⊂ X is a compact set with nonempty interior. We
assume that this family of compact sets satisfies the following conditions:
(1) Rw ⊂ Rw′ whenever w′ ≺ w.
(2) For any integer n > 0, the interiors of distinct Rw, w ∈ ΣA,n are disjoint.
(3) Each Rw contains a ball of radius rw and is contained in a ball of radius rw.
(4) There exists a constant K > 1 and a negative sequence ηn = o(n) such that for
every w ∈ ΣA,∗,
(3.1) K−1 exp(η|w|)Ψ[w] ≤ rw ≤ rw ≤ KΨ[w].
Let J =
⋂
n≥0
⋃
w∈ΣA,n
Rw. We call J the limit set of the family {Rw : w ∈ ΣA,∗}. We can
define the coding map χ : ΣA → J as χ(x) =
⋂
n≥1
Rx|n , ∀x ∈ ΣA. It is clear that χ is
continuous and surjective.
We say that J is a Moran type geometric realization of ΣA with potential Ψ.
For this kind of construction we have the following useful observation:
Proposition 3.1. Let J be a Moran type geometric realization of ΣA with almost additive
potential Ψ, then for any E ⊂ J we have dimH E = dimΨH(χ−1(E)).
In this paper we consider two classes of Moran type geometric realizations of ΣA.
(1) Topologically mixing C1 conformal repeller (J, g). We refer the book [29] for the
definitions and the basic properties related to conformal repellers. It is well known that
in this case (J, g) has a Markov partition {R1, · · · , Rm}. For each w = w1 · · ·wn, define
Rw := Rw1 ∩ g−1(Rw2) ∩ · · · ∩ g−n+1(Rwn). Define ψ(x) = − log |g′(χ(x))| and Ψ =
(Snψ)
∞
n=1. By the definition of Rw and the property of Markov partition, the condition
(1) and (2) are checked directly. (3) and (4) are stated in [29] (Proposition 20.2), except
that for (4) we have an additional term exp(η|w|) = exp(−‖Ψ‖|w|). This is because we
only assume ψ to be continuous rather than Ho¨lder continuous. Thus J is a Moran type
geometric realization of ΣA for some primitive matrix A and the potential Ψ. Moreover in
this case we have χ ◦ T = g ◦ χ.
(2) Attractors of C1 conformal IFS satisfying the strong open set condition. For com-
pleteness we recall the related definitions. Let U ⊂ Rd be a non-empty open set. A map
f : U → U is contracting if there exists 0 < γ < 1 such that |f(x) − f(y)| ≤ γ|x − y|
for all x, y ∈ U. Let {f1, · · · , fm} be a collection of contracting maps from U to U and
suppose that for some closed set X ⊂ U we have fj(X) ⊂ X for each j. Then, it is well
known that there is a unique non-empty compact set J ⊂ X such that J = ⋃mj=1 fj(J).
Such a family is called an Iterated Function System (IFS), of which J is the attractor .
This IFS is said to satisfy the open set condition (OSC) if there is a non-empty open set
V ⊂ U such that fj(V ) ⊂ V for each j and fi(V ) ∩ fj(V ) = ∅ for i 6= j. The strong open
set condition (SOSC) holds if moreover this open set V can be chosen with V ∩K 6= ∅.
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A C1-map f : U → Rd is conformal if the differential f ′(x) : Rd → Rd satisfies |f ′(x)y| =
|f ′(x)||y| 6= 0 for all x ∈ U and y ∈ Rd, y 6= 0. We say that an IFS {f1, · · · , fm} is a C1
conformal IFS if each fj is an injective conformal map. We refer to [28] for more details.
Assume {f1, · · · , fm} is a C1 conformal IFS satisfying the SOSC. Let J be its attractor.
Define ψ(x) = log |f ′x1(χ(Tx))| and Ψ = (Snψ)∞n=1. Let V be an open set such that
the SOSC holds. For w = w1 · · ·wn, define Rw = fw(V ), where fw := fw1 ◦ · · · ◦ fwn.
Due to the SOSC, (1) and (2) hold for {Rw : w ∈ ΣA,∗}. Moreover, arguments similar
to those used to prove Proposition 20.2 in [29] show that (3) and (4) also hold. Thus,
{Rw : w ∈ ΣA,∗} is a Moran type geometric realization of ΣA with potential Ψ. Notice
that here ΣA is the full shift Σm. By the uniqueness of the attractor it is easy to verify
that the attractor J is the limit set of the family {Rw : w ∈ ΣA,∗}.
3.2. Multifractal analysis on Moran type geometric realizations. We are going
to conduct multifractal analysis on Moran type geometric realizations, thus we need a
dynamics g on J so that (J, g) be a factor of some (ΣA, T ). For C
1 conformal repellers,
there is such a natural dynamic. For the attractor of a C1 conformal IFS, there is no such
one in general, the difficulty coming from those points having several codings. However,
under the SOSC, we can naturally define such a g by removing a ”negligible” part of J :
Let {f1, · · · , fm} be a C1 conformal IFS satisfying the SOSC. Let V be an open set such
that the SOSC holds. By [28], such an open set always exists as soon as the mappings fi
are C1+ǫ and the OSC holds. Define Z˜∞ :=
⋃
w∈ΣA,∗ fw(∂V ) and Z∞ := χ
−1(Z˜∞). We
have the following lemma (proved in Section 7):
Lemma 3.1. The set ΣA \ Z∞ is not empty and χ : ΣA \ Z∞ → J \ Z˜∞ is a bijection.
Moreover T (ΣA \ Z∞) ⊂ ΣA \ Z∞, T (Z∞) ⊂ Z∞ and for any Gibbs measure µ on ΣA we
have µ(Z∞) = 0.
By the previous lemma we can define the mapping g˜ : J \ Z˜∞ → J \ Z˜∞ as g˜(x) =
χ ◦ T ◦ χ−1. By construction we have χ ◦ T = g˜ ◦ χ over ΣA \ Z∞.
Let J be a Moran type geometric realization of (ΣA, T ). We set J˜ = J when J is a
C1 conformal repeller and J˜ = J \ Z˜∞ when J is the attractor of a C1 conformal IFS
satisfying the SOSC.
Given a sequence of functions Φ = (φn)
∞
n=1 from J˜ to R
d and α ∈ Rd, we set EΦ(α) ={
x ∈ J˜ : lim
n→∞φn(x)/n = α
}
. We also use the notation DΦ(α) = dimH EΦ(α) and we
define LΦ = {α ∈ Rd : EΦ(α) 6= ∅}.
When J is a conformal repeller the system (J, g) is naturally a TDS. For Φ ∈ Caa(J, g, d),
if we define Φ˜ := (φn ◦ χ)∞n=1, since g ◦ χ = χ ◦ T , we have Φ˜ ∈ Caa(ΣA, T, d) with
C(Φ˜) = C(Φ). And for α ∈ Rd we have EΦ(α) = χ(EΦ˜(α)).
When J is the attractor of a C1 conformal IFS satisfying the SOSC, if ϕ is a continuous
function from J to Rd, it generates the additive potential Φ˜ = (Snφ)
∞
n=1 on (ΣA, T ),
where φ = ϕ ◦ χ, and it also defines Φ = (Snϕ)∞n=1 on (J˜ , g˜). Then for α ∈ Rd we have
EΦ(α) = χ(EΦ˜(α) \ Z∞).
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Theorem 3.1. Let J be a Moran type geometric realization of (ΣA, T ). If J is a C
1
conformal repeller, let Φ ∈ Caa(J, g, d) and define Φ˜ as above. If J is the attractor of a C1
conformal IFS satistying the SOSC, let ϕ be a continuous map from J to Rd, and define
the additive potential Φ˜ = (Snφ)
∞
n=1 on (ΣA, T ) with φ = ϕ ◦ χ and Φ = (Snϕ)∞n=1 on
(J˜ , g˜). Then
(1) LΦ = LΦ˜; for α ∈ LΦ we have dimH EΦ(α) = dimP EΦ(α) and
DΦ(α) = DΨΦ˜ (α) = Λ
Ψ
Φ˜
(α) = EΨ
Φ˜
(α) = τΨ⋆
Φ˜
(α).
(2) dimH J = dimB J = D(Ψ) = max{DΦ(α) : α ∈ LΦ}.
Remark 3.1. For the case of conformal repellers, the connection between Theorem 3.1
and the other works [6, 20, 4] is similar to that done in Remark 2.3(2) and (3).
For the set EΦ(ξ) we have the following result:
Theorem 3.2. Let J be a Moran type geometric realization of (ΣA, T ), which is either a
C1 conformal repeller or the attractor of a C1 conformal IFS satisfying the SOSC. Let Φ
and Φ˜ be the same as in Theorem 3.1. Let ξ : J → Rd be continuous and EΦ(ξ) =
{
x ∈
J˜ : lim
n→∞φn(x)/n = ξ(x)
}
. If ξ(J) ⊂ aff(LΦ), then
(1) dimH EΦ(ξ) ≥ sup{DΦ(α) : α ∈ ξ(J) ∩ ri(LΦ)}, and EΦ(ξ) is dense if ξ(J) ⊂ LΦ.
(2) If sup{DΦ(α) : α ∈ ξ(J)∩ri(LΦ)} = sup{DΦ(α) : α ∈ ξ(J)∩LΦ}, then dimHEΦ(ξ) =
dimP EΦ(ξ) = sup{DΦ(α) : α ∈ ξ(J) ∩ LΦ}.
(3) If d = 1 and ξ(J) ⊂ LΦ, then dimHEΦ(ξ) = dimP EΦ(ξ) = sup{DΦ(α) : α ∈ ξ(J)}
and EΦ(ξ) is dense.
3.3. Application to fixed points in the asymptotic average for dynamical sys-
tems in Rd. Suppose that (J, g) is a dynamical system with J ⊂ Rd. We say that x ∈ J
is a fixed point of g in the asymptotic average if lim
n→∞
1
n
n−1∑
k=0
gkx = x. We are interested in
the Hausdorff dimension of the set of all such points:
F(J, g) =
{
x ∈ J : lim
n→∞
1
n
n−1∑
k=0
gkx = x
}
.
If ξ stands for the identity map on J and Φ stands for the additive potential associated
with the potential ξ, in our setting we have F(J, g) = EΦ(ξ).
The set LΦ is contained in the convex hull of J , and it contains the set of the fixed
points of g. An example of trivial situation is provided by the unit circle endowed with
dynamic g(z) = z2 in C. There, F(J, g) = {1}. How about general conformal repellers
and attractors of conformal IFS? This question is non trivial in general. We are going to
describe a class of conformal IFS, namely self-similar generalized Sierpinski carpets, for
which the situation is non trivial and we have a complete answer.
We consider a special self-similar IFS {f1, · · · , fm} on Rd: fj(x) = ρjx+ cj, 0 < ρj <
1, (1 ≤ j ≤ m). We assume further the SOSC fulfills. Let xj stand for the unique fixed
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point of fj and let J be the attractor of this IFS. Notice that the mappings fj have no
rotation part, thus the convex hull of J satisfies Co(J) = Co{x1, · · · , xm} =: ∆, and is a
polyhedron. We further assume that Co(J) has dimension d (otherwise we can define this
IFS in a smaller affine subspace).
Let W stand for the open set such that the SOSC holds. It is ready to see that V :=
W ∩ ∆ is also an open set such that SOSC holds. We can define the dynamics g˜ on
J˜ = J \ Z˜∞, where Z˜∞ is defined as in the previous subsection.
Now we have the following result whose proof is given in Section 7.
Theorem 3.3. Let Φ = idJ . Then F(J˜ , g˜) is dense and dimH F(J˜ , g˜) = sup{DΦ(α) : α ∈
J}. Moreover if the point at which DΦ attains its maximum belongs to J , then F(J˜ , g˜) is
of full Hausdorff dimension.
We have the following corollary, in which the lower bound for the Hausdorff dimension
follows directly from Theorem 3.3 and the upper bound follows from standard estimates
based on the bounds provided in Section 5.1.
Corollary 3.1. Let N ∈ N+ and let d1, . . . dN be N positive integers. Consider N self-
similar IFS without rotations components {f (j)1 , · · · , f (j)mj}1≤j≤N living respectively in Rdj .
Denote by Jj , 1 ≤ j ≤ N , their respective attractors as well as the corresponding dy-
namical systems (J˜j , g˜j). Let J˜ =
∏N
j=1 J˜j ⊂ R
∑N
j=1 dj be endowed with the dynamics
g˜ = (g˜1, . . . , g˜N ). We have dimH F(J˜ , g˜) =
∑N
j=1 dimH F(J˜j , g˜j) =
∑N
j=1 sup{DΦj (α) :
α ∈ Jj}, where Φj = IdRdj .
Both the previous results yield the result presented in the introduction of the paper:
Theorem 3.4. Let d ∈ N+ and (m1, . . . ,md) be d integers ≥ 2. Set J = [0, 1]d and
let g : J → J be the mapping (x1, . . . , xd) 7→ (m1x1 (mod 1), . . . ,mdxd (mod 1)). Then
F(J, g) is dense and of full Hausdorff dimension in [0, 1]d.
To see this, for a fixed integer m ≥ 2 let gm : [0, 1] → [0, 1] be the mapping x 7→ mx
(mod 1). Let (Σm, T ) be the full shift over alphabet {0, · · · ,m− 1}, where Σm is endowed
with the usual metric d1(x, y) = m
−|x∧y|. If we take ψ ≡ − logm and Ψ = (nψ)∞n=1, then
d1 = dΨ. Define a map χ : Σm → [0, 1] as χ(x) =
∑∞
n=1 xn/m
n. Then χ is continuous and
surjective. Consider the IFS {fj : j = 0, · · · ,m−1} defined as fj(x) = (x+j)/m. It is seen
that the SOSC holds with V = (0, 1). Let Z˜∞ :=
{∑n
j=1 xjm
−j : n ∈ N;xj = 0, · · · ,m−
1
}
∪ {1}. Define the dynamics g˜ on J˜m = [0, 1] \ Z˜∞ as in the previous section. Then it is
easy to check that g˜ = gm|J˜m . Let Φ = id[0,1]. By theorem 3.3 we get dimH F(J˜m, gm) =
sup{DΦ(α) : α ∈ [0, 1]}. By the law of large number applied to the measure of maximal
entropy we get DΦ(1/2) = 1. We conclude by noticing that F(J, g) =
∏d
i=1F([0, 1], gmi ).
Next we consider concrete examples of carpets in the unit square.
Heterogeneous carpets in the unit square. In order to fully illustrate our purpose,
we consider an IFS S0 = {f1, · · · , fN} in R2 made of contractive similitudes without
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rotations such that the squares fi([0, 1]
2) form a tiling of [0, 1]2. All these situations have
been determined in [9]. In this way, ]0, 1[2 can be chosen as the open set such that the
SOSC holds, and the boundaries of the sets fi(]0, 1[
2) have big intersections. The picture
in the left of Figure 1 give an example of this kind of IFS. This IFS contains 15 dilation
maps, and the dynamics on this attractor is highly non trivial.
Let Φ denote IdR2 . For each ∅ 6= S ⊂ S0, we denote by JS the attractor of the IFS S.
The dynamics g˜S defined on J˜S is the restriction of g˜S0 to J˜S . The set F(J˜S0 , g˜S0) is of
full Hausdorff dimension, since JS0 = [0, 1]
2. If S 6= S0, we have the variational formula
dimH F(J˜S , g˜S) = sup{DΦ(α) : α ∈ JS}, and in general it is hard to know whether
F(J˜S , g˜S) is of full dimension or not in JS . However, here are two simple examples
illustrating both possibilities.
We consider the case of the regular tiling associated with the IFS S0 =
{
fi,j : x 7→
x
3 +
(i,j)
3 : 0 ≤ i, j ≤ 2
}
. Then, let S1 = {f0,0, f0,2, f2,0, f2,2} and S2 = S1 ∪ {f1,1}. We
claim that F(J˜S1 , g˜S1) is not of full Hausdorff dimension, while F(J˜S2 , g˜S2) is.
The simpler situation is that of S2. In this case, G = (1/2, 1/2), the center of symmetry
of JS2 is the fixed point of f1,1 and it belongs to LΦ. Moreover, it is obvious that the
uniform measure (or Parry measure) on JS2 is carried by the set EΦ(G). This yields the
result by Theorem 3.3, and dimH F(J˜S2 , g˜S2) = log(5)/ log(3).
In the case of S1, the point G is still the center of symmetry of JS1 , so DΦ reaches its
maximum at G. However, G does not belong to JS1 . Since Φ is Ho¨lder continuous and the
tiling is regular, we know that DΦ is strictly concave. By using the symmetry, one deduces
that the restriction of DΦ to JS1 reaches its maximum at any of the four points (1/3, 1/3),
(1/3, 2/3), (2/3, 1/3) and (2/3, 2/3). This yields dimH F(J˜S1 , g˜S1) = DΦ((1/3, 1/3)) <
log(4)/ log(3) = dimH JS1 .
•
G
IFS S1
•
G
IFS S2
19 18
3
8 6
18
5
11
5
8
3
Figure 1.
3.4. Localized results for Gibbs measures. Let {f1, · · · , fm} be a homogenous self-
similar IFS in C satisfying the strong separation condition, that is, each function fj has
the form fj(z) = ajz+bj where 0 < ρ = |aj | < 1, and there exists a topological closed disk
D such that fj(D) ⊂ D and the fj(D) are pairwise disjoint. There is a natural coding
map χ : Σm → J . Moreover if we define ψ(x) ≡ log ρ for x ∈ Σm, and Ψ = (Snψ)∞n=1,
then χ : (Σm, dΨ)→ (J, | · |) is a bi-Lipschitz homeomorphism.
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Let φ : J → R be continuous and define φ˜ = φ ◦ χ. By subtracting a constant potential
if necessary, we can assume P (T, φ˜) = 0. There exists a weak Gibbs measure µ˜ on Σm (see
[22]) such that
dµ˜(x) := lim
r→0
log µ(B(x, r))
log r
= lim
n→∞
Snφ˜(x)
n log ρ
in the sense that either both the limits do not exist, either they exist and are equal. Define
µ := χ∗(µ˜). By the bi-Lipschitz property of χ and the strong separate condition, we can
easily conclude that dµ(y) = limn→∞ Snφ(y)/n log ρ for any y ∈ J. Let Φ = (Snφ)∞n=1. If
we define Eµ(α) = {y ∈ J : dµ(y) = α}, then we get EΦ(α) = Eµ(α/ log ρ) for any α ∈ LΦ.
By applying Theorem 3.2 for d = 1, we have the following property regarding the local
property of weak Gibbs measure:
Corollary 3.2. Let µ be the weak Gibbs measure associated with φ. Then the set of all
possible local dimension for µ is the interval LΦ/ log ρ. Assume ξ : J → R is continuous
and ξ(J) ⊂ LΦ/ log ρ, then
dimH{x ∈ J : dµ(x) = ξ(x)} = sup{dimH Eµ(α) : α ∈ ξ(J)}.
Now let ω stand for the harmonic measure on J . It is well known that (see for example
the survey paper [24]) there exists a Ho¨lder continuous function φ : J → R such that w ≍ µ,
where µ is the equilibrium state of φ. By a direct application of the above corollary we
have the following property:
Corollary 3.3. Assume ω is the harmonic measure on J and I is the set of all possible
local dimension for ω. Assume ξ : J → R is continuous and ξ(J) ⊂ I. Then
dimH{x ∈ J : dω(x) = ξ(x)} = sup{dimH Eω(α) : α ∈ ξ(J)}.
Final remark. At least when d = 1, it is not difficult to extend the results obtained
in this paper by considering Υ = (γn)n≥1 ∈ C+aa(ΣA, T ) and the more general level sets
EΨΦ/Υ(ξ) = {x ∈ ΣA : limn→∞ φn(x)/γn(x) = ξ(x)}; when ξ is constant, such sets have
been considered in the contexts examined in [6, 4]. The formula is that if the contin-
uous function ξ takes values in the set LΦ/Υ = {Φ∗(ν)/Υ∗(ν) : ν ∈ M(ΣA, T )}, then
dimΨH(E
Ψ
Φ/Υ(ξ)) = sup{−hν(T )/Ψ∗(ν) : ν ∈ M(ΣA, T ), Φ∗(ν)/Υ∗(ν) ∈ ξ(ΣA)}. When
Υ = −Ψ, this can be applied to the local dimension of Gibbs measures associated with
Ho¨lder potentials ϕ on any C1 conformal repeller of a map f , since in this case we know
from [29] that such a measure is doubling so that the local dimension is directly related
to the asymptotic behavior of Snϕ/Sn(− log ‖Df‖). Consequently, Corollary 3.3 can be
extended to harmonic measure on more general conformal repellers (see [24]).
4. Proofs of Propositions 2.2, 2.4, 2.5 and 2.6
4.1. Proof of proposition 2.2. Suppose that Ψ,Ψ′ ∈ Caa(X,T ) and ‖Ψ − Ψ′‖lim = 0.
Then µ∗(Ψ) = µ∗(Ψ′) for every µ ∈ M(X,T ). From this and the definition of LΦ, we can
easily show that if LΦ is of dimension d then Φ¯
1, · · · , Φ¯d are linearly independent.
14
To show the other direction, at first we assume d = 1. By [18] lemma 3.5, we have
LΦ = [β1, β2], where β1 = lim
n→∞ infx∈X
φn(x)/n and β2 = lim
n→∞ supx∈X
φn(x)/n. We need to show
that if Φ 6∼ 0, then LΦ is a non degenerate interval in R. Otherwise, we get β1 = β2, then
we get ‖Φ− β1‖lim = 0, thus Φ ∼ 0, which is a contradiction.
Now assume d > 1 and Φ¯1, · · · , Φ¯d are linearly independent. If LΦ has dimension strictly
less than d, then there exists a non-zero vector p ∈ Rd such that p ·LΦ is a singleton, that
is Lp·Φ = p · LΦ is a singleton. By what has been shown, we conclude that p · Φ ∼ 0, that
is p1Φ¯
1 + · · ·+ pdΦ¯d = 0, which is a contradiction. 
4.2. Proof of Proposition 2.4. We need some preliminary results.
Lemma 4.1. Let Φ ∈ Caa(ΣA, T ). Let C = C(Φ).
(1) limn→∞ ‖Φ‖n/n = 0.
(2) For any u, v ∈ ΣA,∗ such that uv ∈ ΣA,∗ we have
exp(−C − ‖Φ‖|u|)Φ[u]Φ[v] ≤ Φ[uv] ≤ exp(C)Φ[u]Φ[v].
(3) For w = u1w1 · · · unwnun+1 ∈ ΣA,∗, let k =
∑n+1
j=1 |uj|. We have
(4.1) exp(−2nC+kΦmin)
n∏
j=1
Φ[wj] exp(−‖Φ‖|wj |) ≤ Φ[w] ≤ exp(2nC+kΦmax)
n∏
j=1
Φ[wj ].
(4) If Φ ∈ C−aa(ΣA, T ), then Φ[v] ≤ Φ[u] for u ≺ v.
Proof. (1) Fix k ∈ N, let n = kp+ l with 0 ≤ l < k. Then by almost additivity we get
p−1∑
j=0
φk(T
kjx) + φl(T
pkx)− pC ≤ φn(x) ≤
p−1∑
j=0
φk(T
kjx) + φl(T
pkx) + pC.
This yields ‖Φ‖n ≤
∑p
j=1 ‖φk‖kj+2k‖Φ‖+2pC and ‖Φ‖nn ≤
∑p
j=1 ‖φk‖kj
kp +
2‖Φ‖
p +
2C
k .When
k is fixed, since φk is continuous, we know that
∑p
j=1 ‖φk‖kj/p → 0 as p→∞. Then the
result follows easily.
(2) Let |u| = n and |v| = k. Given x ∈ [uv] we have x ∈ [u] and T nx ∈ [v] and φn+k(x) ≤
C + φn(x) + φk(T
nx). Thus supx∈[uv] φn+k(x) ≤ C + supx∈[u] φn(x) + supy∈[v] φk(y). Con-
sequently we have Φ[uv] ≤ exp(C)Φ[u]Φ[v].
On the other hand take x0 ∈ [v] and y0 ∈ [u] such that φk(x0) = supx∈[v] φk(x) and
φn(y0) = supy∈[u] φn(y). Let x˜ = ux0, then we have
sup
x∈[uv]
φn+k(x) ≥ φn+k(x˜) ≥ φn(x˜) + φk(x0)− C ≥ φn(y0) + φk(x0)−C − ‖Φ‖n.
Consequently, exp(−C − ‖Φ‖n)Φ[u]Φ[v] ≤ Φ[uv].
(3) It is similar to the proof of (2).
(4) If Φ ∈ C−aa(ΣA, T ), then φn(x) ≤ φm(x) for any m ≤ n. Since [v] ⊂ [u] for u ≺ v, by
definition we get Φ[v] ≤ Φ[u]. 
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Remark 4.1. By repeating the proof of (1), one can show that we still have ‖Φ‖n/n→ 0
as n→∞ for Φ ∈ Caa(ΣA, T, d).
Lemma 4.2. Let Ψ ∈ C−aa(ΣA, T ).
(1) Let C1(Ψ) = 1/|Ψmin| and C2(Ψ) = 1 + 1/|Ψmax|. For any w ∈ Bn(Ψ) we have
(4.2) C1(Ψ)n ≤ |w| ≤ C2(Ψ)n.
(2) For any w ∈ Bn(Ψ) we have
(4.3) exp(−C(Ψ)− ‖Ψ‖|w| +Ψmin)e−n ≤ Ψ[w] ≤ e−n.
(3) The balls in {[w] : w ∈ Bn(Ψ)} are pairwise disjoint.
(4) If u ≺ v are such that u ∈ Bn1(Ψ) and v ∈ Bn2(Ψ), then
|v| − |u| ≤ Ψmin − ‖Ψ‖|v| − (n2 − n1)− 2C
Ψmax
.
Proof. (1) By (2.1) we have e|w|Ψmin ≤ Ψ[w] ≤ e|w|Ψmax for any w ∈ ΣA,∗. If w ∈ Bn(Ψ),
we have eΨmin|w| ≤ Ψ[w] ≤ e−n < Ψ[w∗] ≤ eΨmax(|w|−1). Thus C1(Ψ)n = −n/Ψmin ≤ |w| ≤
n(1− 1/Ψmax) = C2(Ψ)n.
(2) By definition Ψ[w] ≤ e−n. Assume |w| = k. By Lemma 4.1(2)
Ψ[w] = Ψ[w∗wk] ≥ exp(−C − ‖Ψ‖k−1)Ψ[w∗]Ψ[wk] ≥ exp(−C − ‖Ψ‖k − n+Ψmin).
(3) dΨ is ultra-metric.
(4) Write v = uw. Then |w| = |v| − |u| and
e−C−‖Ψ‖|v|−n2+Ψmin ≤ Ψ[v] = Ψ[uw] ≤ eCΨ[u]Ψ[w] ≤ eC−n1+|w|Ψmax.

Given Φ ∈ Caa(ΣA, T, d) and two constants C2 ≥ C1 > 0. For each n ∈ N we define
(4.4) ‖Φ‖⋆n := max{‖Φ‖l : C1n ≤ l ≤ C2n}.
By remark 4.1, we have ‖Φ‖⋆n/n→ 0 when n→∞.
Proof of Proposition 2.4. We fix Φ and Ψ and write F (α, n, ǫ), f(α, n, ǫ) and Λ for
F (α, n, ǫ,Φ,Ψ), f(α, n, ǫ,Φ,Ψ) and ΛΨΦ to simplify the notation.
At first we show that log f(α, n, ǫ), as a sequence of n, has a kind of subadditivity
property. More precisely, for any ǫ > 0, there exist an N ∈ N and βn > 0 such that
log βn = o(n) and f(α, n, ǫ)
p ≤ βpnf(α, (n + c˜)p, 2ǫ) for any n ≥ N, and any p ≥ 1, where
c˜ = ⌊−p0Ψmax − 2C(Ψ)⌋. Recall that p0 is a fixed positive integer such that Ap0 > 0.
In fact for w1, · · · , wp ∈ F (α, n, ǫ), let w = w1 · · ·wp, where wj = wjuj with uj ∈ Ξ
such that wjujwj+1 is admissible. Recall (see (2.3)) that for any cylinder [u] and any
x, x˜ ∈ [u], we have |ψ|u|(x) − ψ|u|(x˜)| ≤ ‖Ψ‖|u|. Now for any x ∈ [w], let s0 = 0, sk =
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∑k
j=1(|wj |+ p0) (1 ≤ k ≤ p) and define xk = T sk−1x. We have |w| = sp and xk ∈ [wk] for
k = 1, · · · , p. Take yk ∈ [wk] such that Ψ[wk] = exp(ψ|u|(yk)). Then
ψ|w|(x) ≥
p∑
k=1
ψ|wk|(x
k) + p0pΨmin − (2p − 1)C(Ψ)
≥
p∑
k=1
ψ|wk|(y
k)−
p∑
k=1
‖Ψ‖|wk| + p(p0Ψmin − 2C(Ψ)).
Thus by Lemma 4.2(2)
Ψ[w] ≥ exp(ψ|w|(x))
≥ exp
( p∑
k=1
ψ|wk|(y
k)−
p∑
k=1
‖Ψ‖|wk| + p(p0Ψmin − 2C(Ψ))
)
= (
p∏
k=1
Ψ[wk]) exp
(
−
p∑
k=1
‖Ψ‖|wk| + p(p0Ψmin − 2C(Ψ))
)
≥ exp(−pn) exp(−2
p∑
k=1
‖Ψ‖|wk| + p((p0 + 1)Ψmin − 3C(Ψ)))
≥ exp(−pn) exp
(
p((p0 + 1)Ψmin − 3C(Ψ)− 2p‖Ψ‖⋆n)
)
≥ exp(−p(n+ c1(n)),
where c1(n) = −(p0 + 1)Ψmin + 3C(Ψ) + 2‖Ψ‖⋆n > 0 and ‖Ψ‖⋆n is defined as in (4.4) with
constants C2(Ψ) ≥ C1(Ψ) > 0. Lemma 4.1(1) yields c1(n)/n→ 0.
By Lemma 4.1(3) we also have
Ψ[w] ≤ exp(2pC(Ψ) + p0pΨmax)(
p∏
k=1
Ψ[wk]) ≤ exp(−p(n− p0Ψmax − 2C(Ψ)).
By definition of c˜, there exists u ∈ Bp(n+c˜)(Ψ) such that u is the prefix of w. Write
w = uw′.
Claim: |w′| ≤ p(ac1(n) + b) for some constant a, b > 0.
Indeed, we have e−p(n+c1(n)) ≤ Ψ[w] ≤ eCΨ[u]Ψ[w′] ≤ eCe−p(n−p0Ψmax−2C)e|w′|Ψmax .
Thus |w′| ≤ p(c1(n) + p0Ψmax + 3C)/(−Ψmax).
Now since wk ∈ F (α, n, ǫ) we can find xk ∈ [wk] such that |φ|wk|(xk)|wk| − α| < ǫ. Take
x ∈ [w]; in particular, x ∈ [u]. Define sk and xk as above. We have |w| = sp and xk ∈ [wk]
for k = 1, · · · , p. By almost additivity, we get
φ|u|(x) + φ|w′|(T |u|x)− C(Φ) ≤ φ|w|(x) ≤ φ|u|(x) + φ|w′|(T |u|x) + C(Φ)
(this is a vector inequality). Notice that if β1, β2 ∈ Rd are such that β1 > 0 and −β1 ≤
β2 ≤ β1, then |β2| ≤ |β1|. Thus we have
φ|u|(x) = φ|w|(x) + η0 =
p∑
k=1
φ|wkuk|(x
k) + η1 + η0 =
p∑
k=1
φ|wk|(x
k) + η2 + η1 + η0
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=p∑
k=1
φ|wk|(xk) + η3 + η2 + η1 + η0 = (
p∑
k=1
|wk|)α+ η4 + η3 + η2 + η1 + η0,
where |η0| ≤ |w′|‖Φ‖ + |C(Φ)| ≤ p(ac1(n) + b)‖Φ‖ + |C(Φ)|; η1 ≤ (p − 1)|C(Φ)|; |η2| ≤
p(p0‖Φ‖ + |C(Φ)|); |η3| ≤
∑p
k=1 ‖Φ‖|wk| ≤ p‖Φ‖⋆n; |η4| ≤ (
∑p
k=1 |wk|)ǫ. Since sp =∑p
k=1 |wk|+ p0p and |wk| ≥ C1n, we have sp ≥ C1np, and∣∣∣φ|u|(x)|u| − α∣∣∣ ≤ |((
∑p
k=1 |wk|)− |u|)α|+ |η4|+ |η3|+ |η2|+ |η1|+ |η0|
|u| .
Moreover, |u| = sp−|w′| ≥ pC1n−p(ac1(n)+ b) and c1(n)/n, ‖Φ‖⋆n/n→ 0, so that we can
choose N(ǫ) big enough such that |φ|u|(x)/|u| − α| ≤ 2ǫ when n ≥ N(ǫ). Consequently
u ∈ F (α, p(n + c˜), 2ǫ). Thus, f(α, p(n + c˜), 2ǫ) ≥ f(α, n, ǫ)p/mp(ac1(n)+b). If we take βn =
mac1(n)+b, then we get the desired subadditivity.
Next we show that
lim
ǫ→0
lim inf
n→∞
log f(α, n, ǫ)
n
= lim
ǫ→0
lim sup
n→∞
log f(α, n, ǫ)
n
.
Note that both limit exist since f(α, n, ǫ) is an increasing function in the variable ǫ.
Denote by β the left-hand side limit. Then for any δ > 0, there exists ǫ0 > 0 such that
lim inf
n→∞ log f(α, n, ǫ0)/n < β + δ. Fix δ > 0 and ǫ0 > 0 as above. To show the equality
we only need to show that lim supn→∞ log(f(α, n, ǫ0/4))/n ≤ β + δ. Fix n ∈ N. Take a
sequence of integers nk → ∞ such that f(α, nk, ǫ0) < enk(β+δ) for any k ∈ N. For each
k, write nk = (n + c˜)pk − lk with 0 ≤ lk < n + c˜. By the subadditivity property, we
have f(α, n, ǫ0/4)
pk ≤ βpkn f(α, (n + c˜)pk, ǫ0/2). If w = w1w2 is such that w1 ∈ Bl(Ψ) and
w ∈ Bl+s(Ψ) with 1 ≤ s ≤ (n+ c˜), then by Proposition 4.2(4) we have
(4.5) |w2| ≤
Ψmin − ‖Ψ‖|w| − (n+ c˜)− 2C(Ψ)
Ψmax
.
Thus |w2|/|w| → 0 when |w| → ∞. Choose l0 large enough so that when l ≥ l0 we have
(4.6)
|w|
|w1| ≤
3
2
,
|C(Φ)|
|w1| ≤
ǫ0
8
and
|w2|
|w1| ≤
ǫ0
8(‖Φ‖ + |α|) .
Let k0 such that (n+c˜)pk0 ≥ l0+(n+c˜). Let k ≥ k0. Fix w ∈ F (α, (n+c˜)pk, ǫ0/2). There
exists x ∈ [w] such that |φ|w|(x) − |w|α| ≤ |w|ǫ0/2. Let w1 ≺ w such that Ψ[w1] ≤ e−nk
and Ψ[w∗1] > e
−nk . Thus [w1] ∈ Bnk(Ψ). Write w = w1w2. By (4.6) we have
|φ|w1|(x)− |w1|α| ≤ |φ|w1|(x)− φ|w|(x)|+ |φ|w|(x)− |w|α| + |w2||α|
≤ |φ|w|(x)− |w|α| + |w2|(‖Φ‖+ |α|) + |C(Φ)|
≤ |w|ǫ0
2
+ |w2|(‖Φ‖+ |α|) + |C(Φ)|
≤ 3|w1|ǫ0
4
+
|w1|ǫ0
8
+
|w1|ǫ0
8
= |w1|ǫ0,
which means that w1 ∈ F (α, nk, ǫ0). Moreover by (4.5), we have |w2|/|w| → 0 when
|w| → ∞. Thus we can find a sequence γk such that |w2| ≤ γk = o(|w|) = o(nk) = o(pk).
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We can conclude that f(α, (n + c˜)pk, ǫ0/2) ≤ mγkf(α, nk, ǫ0). This yields
f(α, n, ǫ0/4) ≤ βnmγk/pkf(α, nk, ǫ0)1/pk ≤ βnmγk/pkenk(β+δ)/pk .
Letting k → ∞ we get f(α, n, ǫ0/4) ≤ βne(n+c˜)(β+δ). Then, letting n → ∞ we have
lim supn→∞ log(f(α, n, ǫ0/4))/n ≤ β + δ.
Next we show the upper semi-continuity of Λ(α). Let α ∈ LΦ. For any η > 0 there
is ǫ > 0 such that lim infn→∞
f(α,n,ǫ)
n < Λ(α) + η. Let β ∈ LΦ with |β − α| < ǫ/3.
Given w ∈ F (β, n, ǫ/3), there exists x ∈ [w] such that |φ|w|(x)/|w| − β| ≤ ǫ/3. Hence
|φ|w|(x)/|w|−α| ≤ |φ|w|(x)/|w|−β|+ |β−α| < ǫ, which means w ∈ F (α, n, ǫ). This proves
that F (β, n, ǫ/3) ⊂ F (α, n, ǫ). It follows that f(β, n, ǫ/3) ≤ f(α, n, ǫ), therefore
Λ(β) ≤ lim inf
n→∞
f(β, n, ǫ/3)
n
≤ lim inf
n→∞
f(α, n, ǫ)
n
< Λ(α) + η.
This establishes the upper semi-continuity of Λ at α.
By essentially repeating the proof above (in fact it is much easier), we can show
lim inf
n→∞
log #Bn(Ψ)
n
= lim sup
n→∞
log #Bn(Ψ)
n
.
We denote the limit by D(Ψ). By (4.2) there exist constants 0 < C1 = C1(Ψ) < C2 =
C2(Ψ) such that for any w ∈ Bn(Ψ), C1n ≤ |w| ≤ C2n. This yields #ΣA,[C1n] ≤ #Bn(Ψ) ≤
#ΣA,[C2n] and C
′
1 logm ≤ D(Ψ) ≤ C ′2 logm. 
Now we come to the weak concavity of the function ΛΨΦ .
4.3. Proof of Proposition 2.5. Let A ⊂ Rd. We say that x ∈ A is a local cone point,
or an ǫ-cone point, if there exists ǫ > 0 such that for any y ∈ A ∩ B(x, ǫ), the interval
[x, yǫ] ⊂ A, where yǫ := x+ ǫ(y − x)/|y − x|.
Lemma 4.3. Let A ⊂ Rd be a convex set and h : A → R be a bounded weakly concave
function. Then h is lower semi-continuous at each local cone point of A. Especially h
is lower semi-continuous on ri(A) and on any closed interval I ⊂ A. It is lower semi-
continuous on A if A ⊂ Rd is a convex closed polyhedron.
Proof. Let β ∈ A be a ǫ-cone point of A for some ǫ > 0. Suppose that h is not lower
semi-continuous at β. Thus we can find η > 0 and αn ∈ A∩B(β, ǫ) such that αn → β and
h(αn) ≤ h(β) − η. Define α′n = β + ǫ(αn − β)/|αn − β|, then α′n ∈ A since β is a ǫ-cone
point. Let λn ∈ [0, 1] such that
αn =
λnγ1(α
′
n, β)α
′
n + (1− λn)γ2(α′n, β)β
λnγ1(α′n, β) + (1 − λn)γ2(α′n, β)
.
Since γ1, γ2 ∈ [c−1, c] and αn → β we conclude that λn → 0. Since h is bounded, by (2.7)
we get h(αn) ≥ λnh(α′n) + (1 − λn)h(β) → h(β) (as n → ∞), which is in contradiction
with the choice of αn. So h is lower semi-continuous at β.
Since each x ∈ E is a local cone point of E when E is ri(A), or E is a closed interval in
A, or E is A itself and A is a convex closed polyhedron, the other results follow. 
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Proof of Proposition 2.5. At first we show that ΛΨΦ is bounded and positive. Fix
α ∈ LΦ. By definition ΛΨΦ(α) ≤ D(Ψ). On the other hand since α ∈ LΦ, for any ǫ > 0,
when n large enough, F (α, n, ǫ) 6= ∅. Consequently ΛΨΦ(α) ≥ 0. Thus ΛΨΦ(LΦ) ⊂ [0,D(Ψ)].
Next we show that ΛΨΦ is weakly concave. Let α, β ∈ LΦ. For any w1, · · · , wp ∈ F (α, n, ǫ)
and any wp+1, · · · , wp+q ∈ F (β, n, ǫ), let w = w1 · · ·wp+q where wj = wjuj with uj ∈ Ξ
such that w is admissible. By the same argument as for Proposition 2.4, we can show
that exp(−(p + q)(n + c1(n))) ≤ Ψ[w] ≤ exp(−(p + q)(n + c˜)) with the same c1(n) and c˜
as in Proposition 2.4, which means that there exists u ≺ w such that u ∈ B(p+q)(n+c˜)(Ψ).
Write w = uw′. We also have |w′| ≤ (p + q)(ac1(n) + b) with the same (a, b) as in that
proposition.
Now define Fk(α, n, ǫ) = ΣA,k ∩ F (α, n, ǫ). We have F (α, n, ǫ) =
⋃
C1n≤k≤C2n
Fk(α, n, ǫ),
where Ci = Ci(Ψ) for i = 1, 2. Define fk(α, n, ǫ) = #Fk(α, n, ǫ). Choose k0 such that
fk0(α, n, ǫ) = maxC1n≤k≤C2n fk(α, n, ǫ). Then fk0(α, n, ǫ) ≥ f(α, n, ǫ)/(C2 − C1)n. Write
k0 = γn(α)n, thus γn(α) ∈ [C1, C2]. Likewise we can find γn(β) ∈ [C1, C2] such that
fγn(β)n(β, n, ǫ) ≥ f(β, n, ǫ)/(C2 − C1)n.
Fix a subsequence nk ↑ ∞ such that γnk(α) → γ(α) and γnk(β) → γ(β) as k → ∞.
Take w1, · · · , wp ∈ Fγnk (α)nk(α, nk, ǫ) and wp+1, · · · , wp+q ∈ Fγnk (β)nk(β, nk, ǫ). Choose
xj ∈ [wj ] such that{
|φ|wj |(xj)− |wj |α| ≤ |wj |ǫ, if 1 ≤ j ≤ p
|φ|wj |(xj)− |wj |β| ≤ |wj |ǫ, if p+ 1 ≤ j ≤ p+ q.
Let w = w1 · · ·wp+q and write w = uw′ such that u ∈ B(p+q)(nk+c˜)(Ψ). Then we know
that |w| = p(γnk(α)nk + p0) + q(γnk(β)nk + p0) and |u| = |w| − |w′|. Now for any x ∈ [w],
define x1 = x and xj = T
∑j−1
l=1 |wl|+p0x for j ≥ 2. Then we have
φ|u|(x) = φ|w|(x) + η0 =
p+q∑
j=1
φ|wj |(x
j) + η1 + η0 =
p+q∑
j=1
φ|wj |(xj) + η2 + η1 + η0
= pγnk(α)nkα+ qγnk(β)nkβ + η3 + η2 + η1 + η0
= pγ(α)nkα+ qγ(β)nkβ + η4 + η3 + η2 + η1 + η0,
where |η0| ≤ |w′|‖Φ‖+ |C(Φ)| ≤ (p+ q)(ac1(nk) + b)‖Φ‖+ |C(Φ)|, |η1| ≤ (p+ q)(p0‖Φ‖+
2C(Φ)); |η2| ≤ (p + q)‖Φ‖⋆nk ; |η3| ≤ nk(pγnk(α) + qγnk(β))ǫ, and |η4| ≤ pnk|α||γnk(α) −
γ(α)| + qnk|β||γnk(β)− γ(β)|.
This yields that for k large enough, u ∈ F ((pγ(α)α + qγ(β)β)/(pγ(α) + qγ(β)), (nk +
c˜)(p+ q), 2ǫ). Thus we conclude that
f
(pγ(α)α + qγ(β)β
pγ(α) + qγ(β)
, (nk + c˜)(p + q), 2ǫ
)
≥ fγnk (α)nk(α, nk, ǫ)
pfγnk (β)nk(β, nk, ǫ)
qm−(p+q)(ac1(nk)+b)
≥ f(α, nk, ǫ)pf(β, nk, ǫ)q[(C2 − C1)nk]−p−qm−(p+q)(ac1(nk)+b).
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Combining this with Proposition 2.4 we get
λΛΨΦ(α) + (1− λ)ΛΨΦ(β) ≤ ΛΨΦ
(
λγ(α)α + (1− λ)γ(β)β
λγ(α) + (1− λ)γ(β)
)
for any λ = pp+q ∈ [0, 1] ∩ Q. Since ΛΨΦ is upper semi-continuous, we conclude that this
formula holds for any λ ∈ [0, 1]. Thus ΛΨΦ is weakly concave.
Assume A ⊂ LΦ is a convex set, and I ⊂ LΦ is a closed interval. By Lemma 4.3, ΛΨΦ
is lower semi-continuous on ri(A) and I. Combining this with the upper semi-continuity
yields the continuity on ri(A) and I. Taking A = LΦ we get the continuity on ri(LΦ).
Now assume LΦ is a polyhedron. By Lemma 4.3, Λ
Ψ
Φ is lower semi-continuous on LΦ.
This, together with the upper semi-continuity yields the continuity on LΦ.
Let I = [α1, α2] ⊂ LΦ and αmax ∈ I as defined in the proposition. Assume ΛΨΦ is not
decreasing from αmax to α1. Since Λ
Ψ
Φ is continuous on I, we can find β1, β2, β3 ∈ [α1, αmax]
such that β2 ∈ [β1, β3] and ΛΨΦ(β1) = ΛΨΦ(β3) > ΛΨΦ(β2), which is in contradiction with
the fact that ΛΨΦ is quasi-concave, since it is weakly concave. Thus Λ
Ψ
Φ is decreasing from
αmax to α1. The same proof shows that Λ
Ψ
Φ is decreasing from αmax to α2. 
4.4. Proof of Proposition 2.6. We begin with a lemma about the Lipschitz continuity
of the pressure functions.
Lemma 4.4. Let Φ,Ψ ∈ Caa(ΣA, T ) and define f(λ) = P (Φ + λΨ). If λ1 < λ2 we have
Ψmin(λ2 − λ1) ≤ f(λ2)− f(λ1) ≤ Ψmax(λ2 − λ1).
Proof. Let w ∈ ΣA,n, and pick up x1, x2 ∈ [w] such that (φn +λjψn)(xj) = supx∈[w](φn +
λjψn)(x). Then we have
(φn + λ2ψn)(x2) ≤ (φn + λ2ψn)(x1) + ‖Φ+ λ2Ψ‖n
= (φn + λ1ψn)(x1) + (λ2 − λ1)ψn(x1) + ‖Φ+ λ2Ψ‖n
≤ (φn + λ1ψn)(x1) + (λ2 − λ1)nΨmax + ‖Φ + λ2Ψ‖n;
since ‖Φ+λ2Ψ‖n/n→ 0, this yields f(λ2)− f(λ1) ≤ Ψmax(λ2−λ1). The other inequality
can be proved similarly. 
Proof of Proposition 2.6. Define f(λ) = P (〈z,Φ−α〉+λΨ). By Lemma 4.4 for λ1 < λ2
we have Ψmin(λ2 − λ1) ≤ f(λ2)− f(λ1) ≤ Ψmax(λ2 − λ1), where Ψmin ≤ Ψmax < 0. Thus
f(λ) = 0 has a unique solution, which is τΨΦ (z, α). By Theorem 2.1 we have
0 = P (〈z,Φ−α〉+τΨΦ (z, α)Ψ) = sup
{
hµ + (〈z,Φ − α〉+ τΨΦ (z, α)Ψ)∗(µ) : µ ∈ M(ΣA, T )
}
.
From this (2.9) follows easily.
Now we show (2.10). By considering the potential Φ′ = Φ−α, we can restrict ourselves
to the case α = 0. At first we assume Φ = (Snφ)
∞
n=1 and Ψ = (Snψ)
∞
n=1 with φ and ψ
Ho¨lder continuous. Since ψ is Ho¨lder continuous, for any w ∈ Bn(Ψ) and any x ∈ [w] we
have S|w|ψ(x) ≈ −n. Let µ be the unique equilibrium state of 〈z, φ〉 + τ(z, 0)ψ. For any
w ∈ Bn(Ψ), by the Gibbs property we have
µ([w]) ≈ exp
(
〈z, S|w|φ(x)〉+ τ(z, 0)S|w|ψ(x)
)
(∀x ∈ [w])
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≈ exp
(
〈z, S|w|φ(x)〉 − τ(z, 0)n
)
(∀x ∈ [w])
≈ exp
(
sup
x∈[w]
〈z, S|w|φ(x)〉 − τ(z, 0)n
)
.
From this and
∑
w∈Bn(Ψ) µ([w]) = 1, (2.10) follows. The general case requires an approxi-
mation argument. We postpone its proof to the end of Section 8. 
5. Proof of Theorem 2.2
Our plan is the following: at first we show that DΨΦ (α) ≤ ΛΨΦ(α) ≤ EΨΦ (α) ≤ DΨΦ(α),
then we show ΛΨΦ(α) = τ
Ψ∗
Φ (α). We divide this into four steps:
5.1. DΨΦ (α) ≤ ΛΨΦ(α). We prove a slightly more general result for the upper bound. Given
Φ ∈ Caa(ΣA, T, d) and Ω ⊂ LΦ, define EΦ(Ω) :=
⋃
α∈Ω
EΦ(α).
Proposition 5.1. For any compact set Ω ⊂ LΦ we have dimΨP EΦ(Ω) ≤ sup{ΛΨΦ(α) : α ∈
Ω}. In particular, if α ∈ LΦ we have DΨΦ (α) ≤ dimΨP EΦ(α) ≤ ΛΨΦ(α).
Proof. Let ΛΨΦ(α, ǫ) := lim sup
n→∞
log f(α, n, ǫ,Φ,Ψ)
n
, then ΛΨΦ(α, ǫ) ց ΛΨΦ(α) when ǫ ց 0.
Fix η > 0, for each α ∈ Ω, there exists ǫα > 0 such that for any 0 < ǫ ≤ ǫα we have
ΛΨΦ(α, ǫ) < Λ
Ψ
Φ(α) + η.
Since {B(α, ǫα) : α ∈ Ω} is an open covering of Ω, we can find a finite covering
{B(α1, ǫ1), · · · , B(αs, ǫs)}, where ǫj = ǫαj . For each n ∈ N define
H(n, η) :=
s⋃
j=1
⋃
w∈F (αj ,n,ǫ)
[w] and G(k, η) :=
⋂
n≥k
H(n, η)
Claim: EΦ(Ω) ⊂
⋃
k∈NG(k, η).
Indeed, for any x ∈ EΦ(Ω), there exists α ∈ Ω such that φn(x)/n→ α. There exists j ∈
{1, · · · , s} such that α ∈ B(αj , ǫj). TakeN large enough so that |φn(x)/n−α| < ǫj−|α−αj |
for any n ≥ N . For such an n we have |φn(x)/n − αj| ≤ |φn(x)/n − α| + |α − αj | < ǫj,
hence x ∈ H(n, η) for all n large enough.
By the previous claim we have
(5.1) dimΨP EΦ(Ω) ≤ sup
k∈N
dimΨP G(k, η).
Now we find the desired upper bound for the packing dimension of G(k, η). By definition
it is covered by {[w] : w ∈ F (αj , n, ǫ); j = 1, · · · , s} for any n ≥ k. Since each element in
{[w] : w ∈ F (αj , n, ǫ)} is a ball with radius e−n, we conclude that
dimΨP G(k, η) ≤ dimΨBG(k, η) ≤ lim sup
n→∞
log
∑s
j=1 f(αj, n, ǫj)
n
≤ sup
j=1,··· ,s
lim sup
n→∞
log f(αj , n, ǫj)
n
= sup
j=1,··· ,s
ΛΨΦ(αj , ǫj)
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≤ sup
j=1,··· ,s
ΛΨΦ(αj) + η ≤ sup{ΛΨΦ(α) : α ∈ Ω}+ η.
Combining this with (5.1) we get dimΨP EΦ(Ω) ≤ sup{ΛΨΦ(α) : α ∈ Ω} + η. Since η is
arbitrary, we get the result. 
5.2. ΛΨΦ(α) ≤ EΨΦ (α). Our approach is inspired by that of [14], which deals with the case
that Ψ is additive and built from a constant negative potential.
To show this inequality we need to approximate the almost additive potentials Φ and
Ψ by two sequences of Ho¨lder potentials. We describe this procedure as follows.
Given Φ ∈ Caa(ΣA, T, d), for each k ∈ N we define Φk ∈ Caa(ΣA, T, d) as follows. For
each w ∈ ΣA,k choose xw ∈ [w]. For any x ∈ [w] define φ˜k(x) := φk(xw)/k. Define
(5.2) φkn := Snφ˜k and Φ
k = (φkn)
∞
n=1.
Thus Φk is additive and φ˜k depends only on the first k coordinates of x ∈ ΣA. Consequently
Φk is Ho¨lder continuous.
Lemma 5.1. We have Φmin ≤ Φkmin ≤ Φkmax ≤ Φmax. Moreover ‖φn − φkn‖ ≤ nk |C(Φ)| +
4k‖Φ‖ +
√
d‖Φ‖k
k n. Consequently ‖Φ − Φk‖lim → 0 when k →∞.
This lemma will be proved at the end of this subsection.
Proof of ΛΨΦ(α) ≤ EΨΦ (α). Now, for Φ ∈ Caa(ΣA, T, d) and Ψ ∈ C−aa(ΣA, T ) define Φk
and Ψk according to (5.2). Fix ǫ > 0. By Lemma 5.1, we can find K(ǫ) such that
for each k ≥ K(ǫ) and sufficiently large n(related to k) we have ‖φn − φkn‖∞ ≤ nǫ/2
and ‖ψn − ψkn‖∞ ≤ nǫ/2. Then F (α, n, ǫ/2,Φ,Ψ) ⊂ F (α, n, ǫ,Φk,Ψ), and consequently
f(α, n, ǫ/2,Φ,Ψ) ≤ f(α, n, ǫ,Φk,Ψ).
For any word w such that |w| ≥ k, we define the integer valued function θw : ΣA,k → N
as θw(u) = #{j : wj · · ·wj+k−1 = u}. It is clear that
(5.3)
∑
u
θw(u) = |w| − k + 1.
Let P(n)k = {θw : w = w1w2 admissible, w1 ∈ F (α, n, ǫ,Φk,Ψ), |w2| = k − 1}. Since
w1 ∈ Bn(Ψ) we have |w1| ≤ C2(Ψ)n, thus #P(n)k ≤ (C2n)m
k
. For each θ ∈ P(n)k , let T (θ)
be the collection of all w1w2 such that w1 ∈ F (α, n, ǫ,Φk,Ψ), |w2| = k − 1 and θw1w2 = θ.
Then we have
f(α, n, ǫ,Φk,Ψ) ≤
∑
θ∈P(n)
k
#T (θ) ≤ (C2n)mk max
θ∈P(n)
k
#T (θ).
Thus
log f(α, n, ǫ/2,Φ,Ψ)
n
≤ log f(α, n, ǫ,Φ
k,Ψ)
n
≤ max
θ∈P(n)
k
log #T (θ)
n
+mkO(
log n
n
).
Following [14] we define △+k , the set of all positive functions p on ΣA,k satisfying the
following two relations:∑
w∈ΣA,k
p(w) = 1;
∑
w
p(ww1w2 · · ·wk−1) =
∑
w
p(w1w2 · · ·wk−1w).
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It is known (see [14]) that for any η > 0, there is a positive integer N = N(η) such that
for any w ∈ ΣA,l+k−1 with l > N , there exists a probability vector p ∈ △+k such that∣∣∣θw(u)
l
− p(u)
∣∣∣ < η, p(u) > η
mk+1
.
We discard the trivial case where Φ ≡ 0 and fix η > 0 such that η < ǫ/(mk‖Φ‖).
Now we fix θ ∈ P(n)k with n large enough, and write θ = θww′ with w ∈ F (α, n, ǫ,Φk,Ψ)
and |w′| = k − 1. Notice that any word v ∈ T (θ) can be written as v1v2 with |v2| = k − 1
and |v1| also equal to a constant (this is due to (5.3)) that we denote by lθ. Fix a p ∈ △+k
as described above. Consider the Markov measure νp corresponding to p (see [14] for the
definition and related properties). For any word v = v1v2 ∈ T (θ) with |v1| = lθ (and
v1 ∈ F (α, n, ǫ,Φk,Ψ)) and |v2| = k − 1, we have
νp([v1v2]) = p(v1v2|k)
∏
|u|=k
t(u)θ(u) ≥ η
mk+1
∏
|u|=k
t(u)θ(u) := ρ,
where t(a1 · · · ak) = p(a1 · · · ak)∑
ǫ p(a1 · · · ak−1ǫ)
. Also ρ#T (θ) ≤ νp(
⋃
v∈T (θ)[v]) ≤ 1. Thus,
#T (θ) ≤ 1
ρ
=
mk+1
η
∏
|u|=k
t(u)−θ(u).
Since C1(Ψ)n ≤ lθ ≤ C2(Ψ)n and η/mk+1 ≤ t(u) ≤ 1, we have
log#T (θ)
lθ
≤ O(k
n
) +O(
| log η|
n
)−
∑
|u|=k
θ(u)
lθ
log t(u)
≤ O(k
n
) +O(
| log η|
n
)−
∑
|u|=k
p(u) log t(u) +mkη(| log η|+ (k + 1) logm)
= h(νp) +O(
k
n
) +O(
| log η|
n
) +mkη(| log η|+ (k + 1) logm).
Next we estimate n/lθ. Let x0 ∈ [ww′]. By (4.3) we have
−n− C(Ψ)− 2‖Ψ‖lθ +Ψmin ≤ ψlθ (x0) ≤ sup
x∈[w]
ψlθ(x) ≤ −n,
and by Lemma 5.1, when k and n are large enough we have ‖ψlθ − ψklθ‖∞ ≤ lθǫ, thus
(5.4) − n− C(Ψ)− 2‖Ψ‖⋆n +Ψmin − C2nǫ ≤ ψklθ (x0) ≤ −n+C2nǫ.
Also,
ψklθ(x0)
lθ
=
∑
|u|=k
θ(u)
lθ
ψ˜k(xu) =
∑
|u|=k
p(u)ψ˜k(xu) +m
kO(η)
=
∫
ψ˜kdνp +m
kO(η) = Ψk∗(νp) +m
kO(η) = Ψ∗(νp) +O(ǫ) +mkO(η).
Combining this with (5.4) and the fact that ‖Ψ‖⋆n/n = o(1) we get
n
lθ
= −Ψ∗(νp) +O(ǫ) +mkO(η) + o(1).
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As a result we get
log#T (θ)
n
=
log#T (θ)
lθ
· lθ
n
≤ h(νp) +O(
k
n) +O(
| log η|
n ) +m
kη(| log η|+ (k + 1) logm)
−Ψ∗(νp) +O(ǫ) +mkO(η) + o(1) .
Since w ∈ F (α, n, ǫ,Φk,Ψ), there exists y0 ∈ [w] such that |φklθ (y0)/lθ −α| ≤ ǫ. We have
|Φ∗(νp)− α|
≤ |Φk∗(νp)− α|+ |Φ∗(νp)− Φk∗(νp)| ≤ |
∫
φ˜kdνp − α|+ ǫ = |
∑
|u|=k
p(u)φ˜k(xu)− α|+ ǫ
≤ |
∑
|u|=k
θww′(u)
lθ
φ˜k(xu)− α|+mkη‖φ˜k‖+ ǫ (θww′ = θ,w ∈ F (α, n, ǫ,Φk,Ψ))
≤ |φklθ(x)/lθ − α|+mkη‖Φ‖+ ǫ ( for any x ∈ [ww′])
≤ |φklθ(x)/lθ − φklθ(y0)/lθ|+ |φklθ (y0)/lθ − α|+mkη‖Φ‖+ ǫ ≤
k‖Φ‖
C1n
+mkη‖Φ‖+ 2ǫ.
By our choice of η we have mkη‖Φ‖ < ǫ. Moreover, when n ≥ k‖Φ‖/(C1ǫ) we have
k‖Φ‖/(C1n) ≤ ǫ. Letting n→∞ and then η → 0 we conclude that
lim sup
n→∞
log f(α, n, ǫ/2)
n
≤ sup
|Φ∗(ν)−α|≤4ǫ
h(ν)
−Ψ∗(ν) +O(ǫ) .
Notice that the set of invariant measures ν such that |Φ∗(ν) − α| ≤ 4ǫ is compact, so by
using the upper semi-continuity of h(ν) and letting ǫ tend to 0 we can find an invariant
measure ν0 such that Φ∗(ν0) = α and
ΛΨΦ(α) = lim
ǫ→0
lim sup
n→∞
log f(α, n, ǫ/2)
n
≤ h(ν0)−Ψ∗(ν0) ≤ E
Ψ
Φ (α).
Proof of Lemma 5.1. At first we assume Φ ∈ Caa(ΣA, T ). By (2.1) we get Φmin ≤ φ˜k ≤
Φmax. Since Φ
k is additive, we have Φmin ≤ φ˜kmin = Φkmin ≤ Φkmax = φ˜kmax ≤ Φmax.
For n ∈ N, write n = pk + l with 0 ≤ l < k. For 1 ≤ j ≤ k we have
φn(x) ≤ φj(x) +
p−2∑
l=0
φk(T
j+lkx) + pC(Φ) + φk+l−j(T j+(p−1)k)
≤
p−2∑
l=0
φk(T
j+lkx) + pC(Φ) + 2k‖Φ‖.
So we get
φn(x) ≤
k∑
j=1
p−2∑
l=0
φk(T
j+lkx)/k + pC(Φ) + 2k‖Φ‖
=
(p−1)k∑
j=1
φk(T
jx)/k + pC(Φ) + 2k‖Φ‖ ≤
n−1∑
j=0
φk(T
jx)/k + pC(Φ) + 4k‖Φ‖
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≤
n−1∑
j=0
φ˜k(T
jx) + pC(Φ) + 4k‖Φ‖ + ‖Φ‖k
k
n = φkn(x) + pC(Φ) + 4k‖Φ‖+
‖Φ‖k
k
n.
Similarly we have φn(x) ≥ φkn(x)−pC(Φ)−4k‖Φ‖− ‖Φ‖kk n, hence ‖φn− φ˜kn‖∞ ≤ pC(Φ)+
4k‖Φ‖ + ‖Φ‖kk n, and ‖Φ− Φk‖lim ≤ C(Φ)k + ‖Φ‖kk → 0 (as k →∞).
If Φ = (Φ(1), · · · ,Φ(d)) ∈ Caa(ΣA, T, d), applying the result just proven to each compo-
nent of Φ and using (2.4) we get the result. 
5.3. EΨΦ (α) ≤ DΨΦ (α). It is the content of Proposition 6.2.
Until now we have shown that DΨΦ (α) = EΨΦ (α) = ΛΨΦ(α).
5.4. The large deviation principle ΛΨΦ(α) = τ
Ψ⋆
Φ (α), and dim
Ψ
H(ΣA) = dim
Ψ
B(ΣA) =
D(Ψ) = max{ΛΨΦ(α) : α ∈ LΦ}.
At first we show the following simple fact:
Lemma 5.2. For any α ∈ LΦ we have ΛΨΦ(α) ≤ τΨ⋆Φ (α).
Proof. Fix α ∈ LΦ. By the variational principle, for any µ ∈ M(ΣA, T )
0 = P (〈z,Φ − α〉+ τΨΦ (z, α)Ψ) ≥ hµ(T ) + 〈z,Φ∗(µ)− α〉+ τΨΦ (z, α)Ψ∗(µ).
Thus if Φ∗(µ) = α, we get τΨΦ (z, α) ≥ −hµ(T )/Ψ∗(µ). This implies that τΨ⋆Φ (α) =
inf{τΨΦ (z, α) : z ∈ Rd} ≥ EΨΦ (α). Since EΨΦ (α) = ΛΨΦ(α), the result follows. 
Next we show ΛΨΦ(α) = τ
Ψ⋆
Φ (α). We do this at first for Ho¨lder potentials, then we deal
with the general case by using an approximation procedure.
5.4.1. ΛΨΦ = τ
Ψ⋆
Φ when Φ and Ψ are Ho¨lder potentials and LΦ has dimension d.
Lemma 5.3. Assume Φ and Ψ are Ho¨lder continuous potentials and LΦ has dimension
d. Then
(1) τΨΦ (0, α) = D(Ψ), consequently τ
Ψ⋆
Φ (α) ≤ D(Ψ) for any α ∈ Rd. Moreover D(Ψ)
is the unique root of P (λΨ) = 0.
(2) Let (z, α, α′) ∈ (Rd)3. If 〈z, α′ − α〉 ≥ 0, then
(5.5) C1(Ψ)〈z, α′ − α〉 ≤ τΨΦ (z, α) − τΨΦ (z, α′) ≤ C2(Ψ)〈z, α′ − α〉.
(3) Let α ∈ Rd. Then τΨΦ (·, α) is convex.
(4) If α ∈ int(LΦ) and δ0 > 0 is such that B(α, δ0) ⊂ LΦ, then for any z ∈ Rd,
τΨΦ (z, α) ≥ δ0C1|z|/2, where C1 = C1(Ψ) = 1/|Ψmin|.
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Proof. (1) By (2.5) and (2.10) we get τΨΦ (0, α) = D(Ψ). By definition D(Ψ) = τ
Ψ
Φ (0, α) is
the unique root of P (λΨ) = 0.
(2) By Proposition 2.6, we have
τΨΦ (z, α) = limn→∞
1
n
log
∑
w∈Bn(Ψ)
exp( sup
x∈[w]
〈z, φ|w|(x)− |w|α〉).
For a fixed w ∈ Bn(Ψ) and any x, y ∈ [w], since Φ is Ho¨lder continuous and 〈z, α′−α〉 ≥ 0,
we get
〈z, φ|w|(x)− |w|α〉 = 〈z, φ|w|(x)− |w|α′〉+ |w|〈z, α′ − α〉
≤ 〈z, φ|w|(y)− |w|α′〉+ C2(Ψ)n〈z, α′ − α〉 +C(Φ, z).
Thus maxx∈[w]〈z, φ|w|(x) − |w|α〉 ≤ maxy∈[w]〈z, φ|w|(y) − |w|α′〉 + C2(Ψ)n〈z, α′ − α〉 +
C(Φ, z). From this we get τΨΦ (z, α) − τΨΦ (z, α′) ≤ C2(Ψ)〈z, α′ − α〉. The other inequality
follows similarly.
(3) It is a classical result, see for example Lemma 6 in [30].
(4) Assume α ∈ int(LΦ) and δ0 > 0 such that B(α, δ0) ⊂ LΦ. For any z ∈ Rd, let
α′ = α+ δ0z/|z|. We have∑
w∈Bn(Ψ)
exp( sup
x∈[w]
〈z, (φ − α)|w|(x)〉) ≥
∑
w∈F (α′,n,δ0/2,Φ,Ψ)
exp( sup
x∈[w]
〈z, (φ − α)|w|(x)〉)
≥
∑
w∈F (α′,n,δ0/2,Φ,Ψ)
C exp(|w||z|δ0/2) ≥ C exp(C1n|z|δ0/2)f(α′, n, δ0/2,Φ,Ψ).
This yields τΨΦ (z, α) ≥ δ0C1|z|/2 + lim sup
n→∞
log f(α′, n, δ0/2,Φ,Ψ)
n
≥ δ0C1|z|/2. 
Lemma 5.4. If Φ and Ψ are Ho¨lder continuous and LΦ has dimension d, then Λ
Ψ
Φ(α) =
τΨΦ
⋆
(α) over LΦ.
Proof. When α ∈ int(LΦ), the result has been shown in [6]. Specifically, there exists
z ∈ Rd such that τΨΦ
⋆
(α) = τΨΦ (z, α).
Now we assume α is in the boundary of LΦ. When Φ and Ψ are Ho¨lder continuous, it is
known that max{ΛΨΦ(α) : α ∈ LΦ} = dimΨH ΣA = dimΨB ΣA and dimΨH ΣA is the unique root
of P (λΨ) = 0 [20]. Thus by Lemma 5.3 (1), dimΨH ΣA = D(Ψ). If Λ
Ψ
Φ(α) = D(Ψ), then by
Lemma 5.3(1) we have τΨΦ
⋆
(α) ≤ ΛΨΦ(α). So in the following we assume ΛΨΦ(α) < D(Ψ). By
the regularity of ΛΨΦ we can find α∗ ∈ int(LΦ) such that ΛΨΦ(α∗) > ΛΨΦ(α). The line passing
through α and α∗ intersects the boundary of LΦ at another point α1. Let αmax ∈ [α,α1]
such that ΛΨΦ(αmax) = max{ΛΨΦ(β) : β ∈ [α,α1]}. By Proposition 2.5, ΛΨΦ is non-increasing
from αmax to α. Let β0 be a point in the open interval (α,αmax) such that Λ
Ψ
Φ(β0) > Λ
Ψ
Φ(α).
We have β0 ∈ int(LΦ). Let αt = tβ0+(1− t)α (0 < t < 1). Then αt ∈ int(LΦ) and αt → α
as t→ 0. Let zt ∈ Rd such that ΛΨΦ(αt) = τΨΦ
⋆
(αt) = τ
Ψ
Φ (zt, αt).
We claim that 〈zt, β0 − αt〉 ≤ 0. Otherwise 〈zt, β0 − αt〉 > 0, and by (5.5) we have
τΨΦ (zt, β0) ≤ τΨΦ (zt, αt)−C1(Ψ)〈zt, β0 − αt〉 < τΨΦ (zt, αt) = ΛΨΦ(αt). On the other hand we
should have τΨΦ (zt, β0) ≥ τΨΦ
⋆
(β0) = Λ
Ψ
Φ(β0) ≥ ΛΨΦ(αt), which is a contradiction.
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Consequently, due to the definition of β0 we have 〈zt, α− αt〉 ≥ 0. Still by (5.5) we get
τΨΦ (zt, α) ≤ τΨΦ (zt, αt)− C1(Ψ)〈zt, α − αt〉 ≤ τΨΦ (zt, αt) = ΛΨΦ(αt). Thus τΨΦ
⋆
(α) ≤ ΛΨΦ(αt).
Letting t tend to 0, by the continuity of ΛΨΦ on the closed interval [α,α1], we get τ
Ψ
Φ
⋆
(α) ≤
ΛΨΦ(α). Combining this with Lemma 5.2, we get the equality. 
5.4.2. dimΨH(ΣA) = dim
Ψ
B(ΣA) = D(Ψ) = max{ΛΨΦ(α) : α ∈ LΦ} in the general case.
We need to describe the Ψ- and Φ- dependence of the function ΛΨΦ . Recall that in
Lemma 5.1 we have defined ΛΨΦ(α, ǫ) = lim supn→∞ log(f(α, n, ǫ,Φ,Ψ))/n and we know
that ΛΨΦ(α, ǫ)ց ΛΨΦ(α) as ǫց 0. The following lemma will be proved in Section 8.
Lemma 5.5. (1) Assume Ψ,Υ ∈ C−aa(ΣA, T ), then we have
(5.6) |D(Ψ)−D(Υ)| ≤ 2 logm ·
(
1 +
1
|Ψmax|
)(
1 +
1
|Υmax|
)
‖Ψ −Υ‖lim.
(2) Let Φ,Θ ∈ Caa(ΣA, T, d). Let β ∈ LΘ. For any α ∈ B(β, η)∩LΦ and δ0 < 1/2C2(Ψ)
we have
(5.7) ΛΨΦ(α) ≤
2C2(Ψ) logm
|Υmax| δ0 + (1− C2(Ψ)δ0)Λ
Υ
Θ(β, a0 + κδ0 + 2η),
where δ0 = ‖Ψ − Υ‖lim, a0 = ‖Φ − Θ‖lim, C2(Ψ) = 1 + 1/|Ψmax| and κ =
κ(Ψ,Υ,Φ) = 14‖Φ‖C2(Ψ)|Υmin|/|Υmax|.
Proof of the fact that dimΨH(ΣA) = dim
Ψ
B(ΣA) = D(Ψ) = max{ΛΨΦ(α) : α ∈ LΦ}. At
first assume that Ψ is Ho¨lder continuous. By Lemma 5.3 (1), P (D(Ψ)Ψ) = 0. Let µ be
the unique equilibrium state of D(Ψ)Ψ. It is well known (see [7]) that µ is ergodic, and
D(Ψ) = dimΨH ΣA = dim
Ψ
H µ ([8]). Let α = Φ∗(µ). By the sub-additive ergodic theorem
we have µ(EΦ(α)) = 1, consequently Λ
Ψ
Φ(α) = DΨΦ (α) = D(Ψ). Thus, when Ψ is a Ho¨lder
potential the result holds.
Next we assume Ψ ∈ C−aa(ΣA, T ). Define Ψn according to (5.2), then limn→∞ ‖Ψ −
Ψn‖lim = 0 and |Ψmax| ≤ |Ψnmax| ≤ |Ψmin|. By (5.6) we have limn→∞D(Ψn) = D(Ψ). Let
µn be the unique equilibrium state of D(Ψ
n) ·Ψn and define αn = Φ∗(µn). Then αn ∈ LΦ
and ΛΨ
n
Φ (αn) = D(Ψ
n). Let α be a limit point of the sequence {αn : n ∈ N}. Without loss
of generality we assume α = limn→∞ αn. By (5.7) we have
(5.8) ΛΨ
n
Φ (αn) ≤
2C2(Ψ
n) logm
|Ψmax| δn + (1− C2(Ψ
n)δn)Λ
Ψ
Φ(α, κnδn + 2ηn),
where δn := ‖Ψ−Ψn‖lim, C2(Ψn) = 1 + 1|Ψnmax| , κn = 14‖Φ‖C2(Ψ
n) |Ψmin||Ψmax| , ηn = |α− αn|.
By Lemma 5.1 we have C2(Ψ
n) ≤ 1 + 1/|Ψmax|, thus we can rewrite (5.8) as D(Ψn) ≤
d1δn+Λ
Ψ
Φ(α, d2δn+2ηn). Letting n tend to ∞ we get D(Ψ) ≤ ΛΨΦ(α). By the definition of
box dimension we have dimΨB ΣA ≤ D(Ψ). Thus we have D(Ψ) ≤ ΛΨΦ(α) = dimΨH EΦ(α) ≤
dimΨH ΣA ≤ dimΨB ΣA ≤ D(Ψ). 
As a consequence of the previous lemma we have the following corollary:
Corollary 5.1. Given Φ ∈ Caa(ΣA, T, d) and Ψ ∈ C−aa(ΣA, T ). Define Ψn as in (5.2).
Assume Φn ∈ Caa(ΣA, T, d) is such that ‖Φ − Φn‖lim → 0 when n → ∞. Assume α ∈
LΦ, αn ∈ LΦn and limn→∞ αn = α. Then ΛΨΦ(α) ≥ lim supn→∞ ΛΨ
n
Φn (αn).
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Proof. By (5.7), ΛΨ
n
Φn (αn) ≤ 2C2(Ψ
n) logm
|Ψmax| δn+(1−C2(Ψn)δn)ΛΨΦ(α, ‖Φn−Φ‖lim+κnδn+2ηn),
where δn, κn and ηn are the same as in the proof above. Letting n→∞ we get the result.
5.4.3. ΛΨΦ(α) = τ
Ψ
Φ
⋆
(α) when Φ and Ψ are general and LΦ has dimension d. We
need a last intermediate result regarding the Φ- and Ψ- dependence of the function τΨΦ
⋆
.
Given Φ ∈ Caa(ΣA, T, d) and Ψ ∈ C−aa(ΣA, T ), let Ψn as in (5.2). Assume Φn ∈
Caa(ΣA, T, d) are Ho¨lder and limn→∞ ‖Φ− Φn‖lim = 0.
For (z, α) ∈ (Rd)2 let τΨΦ (z, α, n) be the solution of P (〈z,Φn − α〉+ τΨΦ (z, α, n)Ψn) = 0
and let τΨΦ
⋆
(α, n) := inf{τΨΦ (z, α, n) : z ∈ Rd}.
Lemma 5.6. Assume LΦ has dimension d. Then
(1) Let (z, α) ∈ (Rd)2. We have limn→∞ τΨΦ (z, α, n) = τΨΦ (z, α). In particular τΨΦ (0, α) =
D(Ψ), and consequently τΨΦ
⋆
(α) ≤ D(Ψ). If α ∈ int(LΦ), then limn→∞ τΨΦ
⋆
(α, n) =
τΨΦ
⋆
(α).
(2) Let (z, α, α′) ∈ (Rd)3. If 〈z, α′ − α〉 ≥ 0, then
(5.9) C1〈z, α′ − α〉 ≤ τΨΦ (z, α) − τΨΦ (z, α′) ≤ C2〈z, α′ − α〉.
where C1 = 1/|Ψmin| and C2 = 1 + 1/|Ψmax|.
The proof will be given in Section 8.
Proof of ΛΨΦ(α) = τ
Ψ
Φ
⋆
(α) when LΦ has dimension d. At first assume α ∈ int(LΦ).
Since ΛΨΦ(α) = EΨΦ (α), there exists an invariant measure µ such that Φ∗(µ) = α and
ΛΨΦ(α) = −hµ(T )/Ψ∗(µ). Choose a sequence of ergodic Markov measures µn which con-
verges to µ in the weak-star topology and such that hµn(T ) also conveges to hµ(T ) as n
tends to ∞. We claim that we can choose a sequence {Φn : n ≥ 1} of Ho¨lder continuous
potentials such that
(5.10) ∀ n ≥ 1, Φn∗ (µn) = α and limn→∞ ‖Φ −Φ
n‖lim = 0.
Indeed at first, let Φ˜n be a sequence associated with Φ as in (5.2). Then we know that
limn→∞ ‖Φ− Φ˜n‖lim = 0 and each Φ˜n is a Ho¨lder potential. Let δn = Φ∗(µ)− Φ˜n∗ (µn). We
have |δn| ≤ |Φ∗(µ)−Φ∗(µn)|+ |Φ∗(µn)− Φ˜n∗ (µn)| ≤ |Φ∗(µ)−Φ∗(µn)|+ ‖Φ− Φ˜n‖lim. Since
Φ∗ is continuous, we have limn→∞ δn = 0. Define Φn := Φ˜n+ δn. Thus Φn satisfies (5.10).
Since ‖Φn−Φ‖lim → 0, it is ready to show that dH(LΦn , LΦ)→ 0. Since LΦn and LΦ are
all compact convex sets and LΦ has dimension d, LΦn has nonempty interior for n large
enough. Consequently LΦn has dimension d for n large enough.
Now, let Ψn be associated with Ψ as in (5.2). By Corollary 5.1, we have ΛΨΦ(α) ≥
lim supn→∞ΛΨ
n
Φn (α). On the other hand since Φ
n∗ (µn) = α, we have ΛΨ
n
Φn (α) = EΨ
n
Φn (α) ≥
−hµn(T )/Ψn∗ (µn). So we get lim infn→∞ Λ
Ψn
Φn (α) ≥ lim infn→∞
hµn(T )
−Ψn∗ (µn)
=
hµ(T )
−Ψ∗(µ) = Λ
Ψ
Φ(α). Thus
ΛΨΦ(α) = limn→∞Λ
Ψn
Φn (α). For large n, since Φ
n and Ψn are Ho¨lder continuous and LΦn
has dimension d, by Lemma 5.4 we have τΨΦ
⋆
(α, n) = ΛΨ
n
Φn (α). Now by Lemma 5.6(1) since
α ∈ int(LΦ) we have τΨΦ
⋆
(α) = limn→∞ τΨΦ
⋆
(α, n). Then the result follows.
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Next we assume α is in the boundary of LΦ. We have shown that D(Ψ) = max{ΛΨΦ(α) :
α ∈ LΦ}. Moreover, by Lemma 5.6, τΨΦ
⋆
(α) ≤ D(Ψ). Thus, since relation (5.9) holds, the
same proof as in the Ho¨lder case shows that τΨΦ
⋆
(α) = ΛΨΦ(α). 
5.4.4. τΨΦ
⋆
(α) = ΛΨΦ(α) in the general case.
We only need to show the equality when dimLΦ = s < d. Write Φ = (Φ
1, · · · ,Φd),
Φ̂l := (Φ1, · · · ,Φs,Φl) for l = s + 1, · · · , d and Φ̂ := (Φ1, · · · ,Φs). The set L
Φ̂
is a
projection of LΦ̂l and LΦ̂l is a projection of LΦ for each l = s + 1, · · · , d. Thus dimLΦ̂ ≤
dimLΦ̂l ≤ s for any l = s+1, · · · , d. It is clear that 〈Φ¯1, · · · , Φ¯d〉 has dimension at least s,
otherwise, the dimension of LΦ will be strictly less than s. By relabeling we can assume
Φ¯1, · · · , Φ¯s are linearly independent. By Proposition 2.2, we have dimL
Φ̂
= s. Thus we
have dimL
Φ̂l
= s, for any l = s+1, · · · , d. Again by Proposition 2.2, we conclude that for
each l = s+1, · · · , d, Φ¯l is a linear combination of Φ¯1, · · · , Φ¯s. Thus there exists a unique
d× s-matrix A of rank s and vector b ∈ Rd such that ‖AΦ̂ + b−Φ‖lim = 0. Consequently
LΦ = ALΦ̂ + b.
For Φ̂ ∈ Caa(ΣA, T, s), since dimLΦ̂ = s, by the result proven in section 5.4.3, for any
β ∈ LΦ̂ we have ΛΨΦ̂(β) = τ
Ψ∗
Φ̂
(β). Fix α ∈ LΦ and let β ∈ LΦ̂ be the unique vector such
that α = Aβ + b. Then EΦ(α) = EΦ̂(β), so Λ
Ψ
Φ(α) = τ
Ψ∗
Φ̂
(β).
On the other hand, τΨ∗Φ (α) = infz∈Rd τ
Ψ
Φ (z, α) ≤ inf ẑ∈Rs τΨΦ (Aẑ, α), where τΨΦ (z, α)
satisfies P (〈z,Φ − α〉 + τΨΦ (z, α)Ψ) = 0. Since ‖AΦ̂ + b − Φ‖lim = 0, for any λ ∈ R we
have P (〈Aẑ,Φ−α〉+λΨ) = P (〈Aẑ,A(Φ̂− β)〉+λΨ) = P (〈A∗Aẑ, Φ̂−β〉+λΨ). Thus we
get τΨΦ (Aẑ, α) = τ
Ψ
Φ̂
(A∗Aẑ, β). Since A has rank s, the square matrix A∗A also has rank
s. This yields τΨ∗Φ (α) ≤ inf ẑ∈Rs τΨΦ (Aẑ, α) = inf ẑ∈Rs τΨΦ̂ (A
∗Aẑ, β) = inf ẑ∈Rs τΨΦ̂ (ẑ, β) =
τΨ∗
Φ̂
(β) = ΛΨΦ(α). Combining this with the inverse inequality, we get the result. 
6. Proof of Theorem 2.3
We prove the slighly more general result mentioned in Remark 2.4(2). Suppose that ξ
is bounded and continuous outside a subset E of ΣA, and ξ(ΣA) ⊂ aff(LΦ). Also, suppose
that dimΨH E < λ := sup{DΨΦ (α) : α ∈ ξ(ΣA \ E) ∩ ri(LΦ)}.
In order to prepare the proof of our geometric result, we prove a slightly more general
result than necessary.
Proposition 6.1. Assume that Z ⊂ ΣA is a closed set such that µ(Z) = 0 for any Gibbs
measure µ supported on ΣA. For any δ > 0 such that λ− δ > dimΨH(E), we can construct
a Moran subset Θ ⊂ ΣA such that Θ \ E ⊂ EΦ(ξ), dimΨH Θ ≥ λ − δ and there exists an
increasing sequence of integers (gj)j≥1 such that T gjx 6∈ Z for any x ∈ Θ and any j ≥ 1.
Proof. Fix δ > 0 such that λ− δ > dimΨH(E). Choose α0 ∈ ξ(ΣA \ E) ∩ ri(LΦ) such that
ΛΨΦ(α0) > λ−δ/2. Assume LΦ has dimension d0 ≤ d and aff(LΦ) = α0+U(Rd0×{0}d−d0),
where U is an orthogonal matrix.
Since DΨΦ is continuous in ri(LΦ), we can find η > 0 such that B(α0, η)∩aff(LΦ) ⊂ ri(LΦ)
and for any α ∈ B(α0, η) ∩ aff(LΦ) we have |DΨΦ(α) − DΨΦ (α0)| < δ/2. Consequently
DΨΦ (α) > λ − δ for all α ∈ B(α0, η) ∩ aff(LΦ). Let n0 ∈ N such that 2−n0
√
d0 < η and
define a sequence of sets as follows:
∆n := B(α0, η) ∩ aff(LΦ) ∩ (α0 + 2−n−n0U(Zd0 × {0}d−d0)), n ≥ 0.
Then ∆0 6= ∅ and ∆n ⊂ ∆n+1 for any n ≥ 0 and each ∆n is a finite set. For each
α ∈ ⋃n≥0∆n, we can find a measure µα such that Φ∗(µα) = α and DΨΦ (α) = EΨΦ (α) =
hµα(T )/γα, where γα = −Ψ∗(µα).
Let (εj)j≥1 be a positive sequence such that
∑
j εj < ∞. For each j ≥ 1 and each
α ∈ ∆j, we can find a Markov (hence Gibbs) measure µα,j such that
max(|hµα,j (T )− hµα(T )|, |βα,j − α|, |γα,j − γα|) < εj < 1,
where βα,j = Φ∗(µα,j) and γα,j = −Ψ∗(µα,j). Let (ϕj)j≥1 and (ψj)j≥1 be two sequences of
Ho¨lder potentials defined on ΣA such that ‖Φj −Φ‖lim < εj and ‖Ψj −Ψ‖lim < εj , where
Φj = (Snϕ
j)∞n=1 and Ψ
j = (Snψ
j)∞n=1. For each j ≥ 1, α ∈ ∆j and s ∈ {1, . . . ,m} we
denote by µsα,j the restriction of µα,j to [s] and ν
s
α,j the probability measure µ
s
α,j/µα,j([s]).
For N ≥ 1 let
EjN (α) =
⋂
n≥N
{
x ∈ ΣA :
∣∣∣φjn(Tx)
n
− α
∣∣∣, ∣∣∣ log νsα,j([x|n])−n − hµα(T )∣∣∣, ∣∣∣ψjn(Tx)−n − γα∣∣∣ ≤ 2εj
}
.
Notice that each ∆j is a finite set, thus the ergodicity of each µα,j imply that we can fix
an integer Nj such that
∀ N ≥ Nj, ∀α ∈ ∆j , ∀s ∈ {1, · · · ,m} νsα,j(EjN (α)) ≥ 1− εj/2.
Define VN :=
{
v ∈ ΣA,N+1 : [v] ∩ Z = ∅
}
. There exists N̂j ≥ 1 such that for each
N ≥ N̂j,
νsα,j
( ⋃
v∈VN
[v]
)
≥ 1− εj/2, ∀α ∈ ∆j.
Define V jN (α) = {v ∈ VN , [v] ∩ EjNj (α) 6= ∅}. Thus, if N ≥ max(Nj , N̂j) we have
νsα,j
( ⋃
v∈V j
N
(α)
[v]
)
≥ 1− εj, ∀α ∈ ∆j.
Now we can build a measure on ΣA as follows. At first we define ϑ ∈ ΣA,∗ and inductively
a sequence of integers {gj : j ≥ 0} and a sequence of measures {ρj : j ≥ 0} such that
ρj is a measure on ([ϑ], σ([u] : ϑ ≺ u ∈ ΣA,gj)) for each j ≥ 0, and the measures ρj are
consistent: for each j ≥ 0 the restriction of ρj+1 to σ([u] : ϑ ≺ u ∈ ΣA,gj) is equal to ρj.
Fix x0 ∈ ΣA \ E such that ξ(x0) = α0 and write x0 = x01x02 · · · . Choose g0 ∈ N such
that O(ξ, [x0|g0 ]) ≤ 2−n0 , where O(ξ, V ) stands for the oscillation of ξ over V . Write
ϑ := x0|g0 . Define the probability measure ρ0 to be the trivial probability measure on
([ϑ], {∅, [ϑ]}). Suppose we have defined (gk, ρk)0≤k≤j for j ≥ 0 as desired. To obtain
(gj+1, ρj+1) from (gj , ρj), choose any Lj+1 ≥ max{Nj+1, N̂j+1}, define gj+1 = gj + Lj+1.
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For every w ∈ ΣA,gj with ϑ ≺ w, choose xw ∈ [w]. Since xw ∈ [w] ⊂ [ϑ] we have
|ξ(xw)−α0| = |ξ(xw)−ξ(x0)| ≤ 2−n0 ≤ η. Notice that by our assumption ξ(ΣA) ⊂ aff(LΦ),
thus ξ(xw) ∈ B(α0, η) ∩ aff(LΦ). Take αw ∈ ∆j+1 such that |ξ(xw)− αw| ≤ 2−j−1−n0
√
d0.
For each v ∈ ΣA,Lj+1 such that wv is admissible, let (ŵ stands for the last letter of w)
ρj+1([wv]) := ρj([w])ν
ŵ
αw ,j+1([ŵv]).
By construction the family {ρj : j ≥ 0} is consistent. Denote by ρ the Kolmogorov
extension of the sequence (ρj)j≥0 to ([ϑ], σ([u] : ϑ ≺ u ∈ ΣA,∗).
If ϑ ≺ u and u ∈ ΣA,n with gj ≤ n < gj+1, writing u = ϑw1 · · ·wj · v with |wk| = Lk
and |v| = n− gi, and denoting ϑw1 · · ·wk by w˜k, we have the useful formula
(6.1) ρ([u]) =
( j∏
k=1
νŵ
k−1
αw˜k−1 ,k
([ŵk−1wk])
)
νŵ
j
αw˜j ,j+1
([ŵjv]).
Let Θ =
{
x ∈ [ϑ] : ∀ j ≥ 1, T gj−1x|Lj+1+1 ∈ V j+1Lj+1(αx|gj )
}
. By construction, T gj−1x 6∈
Z for any x ∈ Θ and any j ≥ 1.
Write αk := αx|gk−1 . By construction of ρ, for each j ≥ 1, by using (6.1) we can get
ρ({x ∈ [ϑ] : [x|gj ] ∩Θ 6= ∅})
=
∑
ϑw1···wj admissible,
∀ 1≤k≤j, ŵk−1wk∈V k
Lk
(αk)
ρj(ϑw
1 · · ·wj)
=
∑
ϑw1···wj−1 admissible,
∀ 1≤k≤j−1, ŵk−1wk∈V k
Lk
(αk)
ρj−1(ϑw1 · · ·wj−1)
∑
ŵj−1wj∈V j
Lj
(αj )
ν
(ŵj−1)
αj ,j
([ŵj−1 · wj ])
≥
∑
ϑw1···wj−1 admissible,
∀ 1≤k≤j−1, ŵk−1wk∈V kLk (αk)
ρj−1(ϑw1 · · ·wj−1)(1− εj) ≥
j∏
k=1
(1− εk).
Consequently, ρ(Θ) ≥∏j≥1(1− εj) > 0 since we assumed that εj < 1 and ∑j≥1 εj <∞.
For η ∈ {ϕ,ψ} and j ≥ 1, let
c(ηj) = sup
n≥1
max
v∈ΣA,n
max
x,y∈[v]
|Snηj(x)− Snηj(y)|.
This number is finite since each ηj is Ho¨lder continuous. Let Mj ր∞ such that
∀ n ≥Mj, max(‖φjn − φn‖∞, ‖ψjn − ψn‖∞) ≤ 2εjn.
The sequence (Lj)j≥1 can be specified to satisfy the additional properties
Lj ≥Mj+1 and max(K1(j),K2(j),K3(j)) ≤ εjgj ,
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(recall that gj = g0 +
∑j
k=1 Lk), where
K1(j) =
∑j+1
k=1(c(ϕ
k) + c(ψk))
K2(j) = max α∈∆j+1
0≤s≤m−1
1≤n≤Nj+1
max(n|α|, ‖φj+1n ‖∞, ‖ log νsα,j+1([·|n])‖∞, ‖ψj+1n ‖∞)
K3(j) = (j + 1)max1≤n≤Mj+1 max(‖φj+1n − φn‖∞, ‖ψj+1n − ψn‖∞)
.
Let us check that Θ \ E ⊂ EΦ(ξ). Let x ∈ Θ \ E, n ≥ g1 and j ≥ 1 such that
gj ≤ n < gj+1. Since gj > Lj ≥Mj+1, we have
|φn(x)− nξ(x)| ≤ ‖φj+1n − φn‖∞ + |φj+1n (x)− nξ(x)| ≤ 2εj+1n+ |φj+1n (x)− nξ(x)|.
We have (with g−1 = 0, αk = αx|gk−1 and L0 = g0)
|φj+1n (x)− nξ(x)|
≤ |φj+1gj (x)− gjξ(x)|+ |φj+1n−gj(T gjx)− (n− gj)ξ(x)|
= |φj+1gj (x)−
j∑
k=0
Lkαk +
j∑
k=0
Lkαk − gjξ(x)|+ |φj+1n−gj(T gjx)− (n− gj)ξ(x)|
≤
j∑
k=0
|φj+1Lk (T gk−1x)− Lkαk|+
j∑
k=0
Lk|αk − ξ(x)|
(
=: (I) + (II)
)
+ |φj+1n−gj (T gjx)− (n− gj)αj+1|+ (n− gj)|αj+1 − ξ(x)|
(
=: (III) + (IV )
)
At first we have
(I) + (III) ≤
j∑
k=0
‖φj+1Lk − φLk‖∞ +
j∑
k=0
‖φkLk − φLk‖∞
+
( j∑
k=0
|φkLk(T gk−1x)− Lkαk|
)
+ |φj+1n−gj(T gjx)− (n− gj)αj+1|.
If Lk ≤Mj+1, then ‖φj+1Lk −φLk‖∞ ≤ K3(j)/(j +1); if Lk > Mj+1, then ‖φ
j+1
Lk
−φLk‖∞ ≤
2εkLk. Thus we have
∑j
k=0 ‖φj+1Lk −φLk‖∞ ≤ K3(j)+2
∑j
k=0 εkLk. Since Lk ≥Mk+1 ≥Mk
we also have
∑j
k=0 ‖φkLk − φLk‖∞ ≤ 2
∑j
k=0 εkLk. Thus both terms are o(gj) as n → ∞.
Consequently both terms are o(n).
For k = 0, · · · , j, by the construction of Θ, we have T gk−1−1x|Lk+1 = xgk−1 ·(T gk−1x|Lk) ∈
V kLk(αk), so [xgk−1 ·(T gk−1x|Lk)]∩EkNk (αk) 6= ∅. Since Lk ≥ Nk, there exists y ∈ [T gk−1x|Lk ]
such that |φkLk(y)−Lkαk| ≤ 2εkLk, hence |φkLk(T gk−1x)−Lkαk| ≤ 2εkLk+c(ϕk). Similarly,
we have |φj+1n−gj(T gjx) − (n − gj)αj+1| ≤ 2εj+1(n − gj) + c(ϕj+1) if n − g(j) ≥ Nj+1, and
we trivially have |φj+1n−gj(T gjx)− (n− gj)αj+1| ≤ 2K2(j) otherwise. This yields( j∑
k=0
|φkLk(T gk−1x)− Lkαk|
)
+ |φj+1n−gj(T gjx)− (n− gj)αj+1|
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≤ 2
j∑
k=0
εkLk +
j+1∑
k=0
c(ϕk) + 2εj+1(n− gj) + 2K2(j)
≤ K1(j) + 2K2(j) + 2εj+1(n− gj) + 2
j∑
k=0
εkLk = o(gj) = o(n).
Together we get (I) + (III) = o(n). On the other hand, by construction,
|ξ(x)− αx|gk | ≤ |ξ(x)− ξ(xx|gk )|+ |ξ(xx|gk )− αx|gk | ≤ O(ξ, [x|gk ]) + 2
−k−n0√d0,
and limk→∞O(ξ, [x|gk ]) + 2−k−n0
√
d0 = 0 since ξ is continuous at x. Thus we conclude
that (II) + (IV ) = o(n). Finally, |φn(x)− nξ(x)| = o(n), and Θ \ E ⊂ EΦ(ξ).
Similarly, for any x ∈ Θ we can prove that (αk := αx|gk−1 )
| − ψn(x)−
j∑
k=0
Lkγαk − (n− gj)γαj+1 | = o(n)
| − log ρ([x|n])−
j∑
k=0
Lkhµαk (T )− (n− gj)hµαj+1 (T )| = o(n).
By construction lim infj→∞ hµαj (T )/γαj ≥ λ − δ. For any y ∈ [x|n] we have |ψn(y) −
ψn(x)| = o(n), thus we get diam([x|n]) = Ψ[x|n] = exp(ψn(x) + o(n)). Combining the
above two relations we conclude that lim infn→∞ log ρ([x|n])/ log(diam([x|n]) ≥ λ − δ.
That is the local lower dimension of ρ at each x ∈ Θ is ≥ λ− δ, hence dimΨH(Θ) ≥ λ− δ
by the mass distribution principle (see [29] for instance). 
By essentially repeating the same proof as above (in fact, it is easier), we can get the
following property:
Proposition 6.2. Assume Z ⊂ ΣA is a closed set such that µ(Z) = 0 for any Gibbs
measure µ supported on ΣA. For any α ∈ LΦ, we can construct a subset Θ ⊂ EΦ(α) such
that dimΨH Θ ≥ EΨΦ (α) and there exists an integer sequence gj ր ∞ such that T gjx 6∈ Z
for any x ∈ Θ and any j ≥ 1. In particular, EΨΦ (α) ≤ DΨΦ (α).
Proof of Theorem 2.3. (1’) Since dimΨH E < λ − δ, by the proposition above we have
dimΨH(Θ \E) = dimΨH Θ ≥ λ− δ. Consequently dimΨH EΦ(ξ) ≥ dimΨH(Θ \E) ≥ λ− δ. Since
δ > 0 is arbitrary, we get dimΨH EΦ(ξ) ≥ λ.
(2) If ξ(ΣA) ⊂ LΦ, the construction of a Moran subset of EΦ(ξ) can be done around
any point of ΣA, like in the proof of Proposition 6.1. The only difference is that in this
case the dimension of this set is of no importance. Hence, EΦ(ξ) is dense.
(3) Now we assume ξ is continuous everywhere. If moreover
sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ ri(LΦ)} = sup{DΨΦ (α) : α ∈ ξ(ΣA) ∩ LΦ} =: θ,
then at first we have dimΨH EΦ(ξ) ≥ θ. On the other hand by definition we have EΦ(ξ) ⊂
EΦ(ξ(ΣA)∩LΦ). Thus by Proposition 5.1, we have dimΨP EΦ(ξ) ≤ θ. So we get dimΨH EΦ(ξ) =
dimΨP EΦ(ξ) = θ.
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(4) Assume d = 1, ξ is continuous everywhere and ξ(ΣA) ⊂ LΦ. Notice that in this case
LΦ = [α1, α2] is an interval. Assume α0 ∈ ξ(ΣA) such that DΨΦ (α0) = sup{DΨΦ (α) : α ∈
ξ(ΣA)}. If α0 ∈ (α1, α2), by (2) we conclude. Now assume α0 = α1. If α1 is not isolated in
ξ(ΣA), still by (2) and the continuity of DΨΦ , we get the result. If α1 is isolated in ξ(ΣA),
then by the continuity of ξ, we can find a cylinder [w] ⊂ ΣA such that ξ([w]) = α1. From
this we get EΦ(ξ) ⊃ EΦ(α1) ∩ [w]. Thus dimΨH EΦ(ξ) ≥ DΨΦ (α1) and the result holds. If
α0 = α2, the proof is the same. 
7. Proofs of results in section 3
We will use the following lemma, which is standard and essentially the same as Lemma
5.1 in [21] (the proof is elementary).
Lemma 7.1. Let X and Y be metric spaces and χ : X → Y a surjective mapping with the
following property: there exists a function N : (0,∞) → N with logN(r)/ log r → 0 when
r → 0 such that for any r > 0, the pre-image χ−1(B) of any r-ball in Y can be covered
by at most N(r) sets in X of diameter less than r. Then for any set E ⊂ Y we have
dimH E ≥ dimH χ−1(E).
Proof of Proposition 3.1. Condition (4) implies that χ : (ΣA, dΨ)→ (J, d) is Lipschitz
continuous, thus we have dimH E ≤ dimΨH χ−1(E).
For the converse inequality, let us check the condition of the above lemma. Let B ⊂ J
be a ball of radius r, let n ∈ N such that e−n ≤ r < e1−n. define
GrB = {w ∈ Bn(Ψ) : Rw ∩B 6= ∅}.
One checks that {[w] : w ∈ GrB} is an r-covering of χ−1(B). Define N(r) := #GrB . Let
us estimate the number #GrB . Clearly, #G
r
B ≥ 1. By condition (4), for each w ∈ GrB , Rw
is contained in a ball of radius KΨ[w] ≤ Ke−n, thus ⋃w∈Gr
B
Rw ⊂ B(y, r + 2Ke−n) ⊂
B(y, (e + 2K)e−n), where y is the center of B. On the other hand, by Lemma 4.2(1)
there exists C > 0 such that |w| ≤ Cn for any w ∈ Bn(Ψ), thus η|w| = o(|w|) = o(n) for
any w ∈ Bn(Ψ). By construction, the interiors of the sets Rw, w ∈ GrB , are disjoint and
each Rw contains a ball of radius K
−1 exp(η|w|)Ψ[w] = K−1eo(n)Ψ[w] = K−1e−n+o(n) by
Lemma 4.2 (2). Thus #GrB ≤ Kd
′
(e + 2K)d
′
eo(n). So we conclude that logN(r)/ log r =
log#GrB/ log r → 0 as r → 0. Thus by lemma 7.1, we can conclude that dimH E ≥
dimΨH χ
−1(E). 
Proof of Lemma 3.1. At first we show that J ∩V = J \ Z˜∞, consequently by the SOSC,
J \ Z˜∞ 6= ∅ and we get ∅ 6= χ−1(J \ Z˜∞) = ΣA \ Z∞. In fact
y ∈ J \ Z˜∞ ⇔ y ∈ J and ∀ n ≥ 1 ∃ x ∈ ΣA s.t. y ∈ int(Rx|n) = fx|n(V )
⇔ y ∈ J and ∀ n ≥ 1 ∃! x ∈ ΣA s.t. y ∈ int(Rx|n) = fx|n(V )⇔ y ∈ J ∩ V.
By construction, χ : ΣA \Z∞ → J \ Z˜∞ is surjective. Since J \ Z˜∞ = J ∩ V, it is ready
to show that χ is also injective.
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Next we show that T (ΣA \ Z∞) ⊂ ΣA \ Z∞. Take x ∈ ΣA \ Z∞. If Tx ∈ Z∞, then
we can find n0 ∈ N such that χ(Tx) ∈ fTx|n0 (∂V ). Consequently χ(x) = fx1(χ(Tx)) ∈
fx1(fTx|n0 (∂V )) = fx1 ◦ fTx|n0 (∂V ) = fx|n0+1(∂V ), which is a contradiction. At last we
show that for any Gibbs measure µ we have µ(Z∞) = 0. Define Z˜n :=
⋃
w∈ΣA,∗, |w|≤n fw(∂V )
and Zn = χ
−1(Z˜n). The sequence (Zn)n≥1 is non decreasing and Z∞ =
⋃
n≥1 Zn. Since
the IFS is conformal we can easily get T (Zn) ⊂ Zn−1 for n ≥ 1 and T (Z0) ⊂ Z0. Conse-
quently T (Zn) ⊂ Zn. By the ergodicity we have µ(Zn) = 0 or 1. By the SOSC, ΣA \ Zn
is nonempty and open, thus by the Gibbs property of µ we get µ(ΣA \ Zn) > 0, hence
µ(Zn) = 0. Consequently µ(Z∞) = 0.
From T (Zn) ⊂ Zn we easily get T (Z∞) ⊂ Z∞. 
Proof of Theorem 3.1. (1) At first we notice that by the property (4) assumed in the
construction of J the mapping χ is Lipschitz. This is enough to get the desired upper
bounds from Theorem 2.2(1).
Now we deal with the lower bound for dimensions and the equality LΦ = LΦ˜. We notice
that the inclusion LΦ ⊂ LΦ˜ holds by construction.
Suppose J is a conformal repeller. Since we have χ ◦ T = g ◦ χ on ΣA and χ is surjective,
it is seen that χ−1(EΦ(α)) = EΦ˜(α) for any α ∈ LΦ˜. Thus LΦ = LΦ˜ and by Proposition
3.1, we have DΦ(α) = DΨΦ˜ (α).
Suppose J is the attractor of a conformal IFS with SOSC. Let α ∈ LΦ˜. Let Z = χ−1(∂V ).
The set Z is closed and by Lemma 3.1, µ(Z) = 0 for any Gibbs measure µ. By Proposition
6.2 we can construct a Moran set Θ ⊂ EΦ˜(α) such that dimΨH(Θ) ≥ EΨΦ˜ (α) = D
Ψ
Φ˜
(α) and
there exists a sequence gj ր∞ such that T gjx 6∈ Z for any x ∈ Θ and any j ≥ 1. The last
property means that Θ ⊂ ΣA \Z∞. Since χ is a bijection between ΣA \Z∞ and J \ Z˜∞, we
conclude that χ−1 ◦ χ(Θ) = Θ, thus by Proposition 3.1, dimH χ(Θ) = dimΨH Θ ≥ DΨΦ˜(α).
Since we also have χ ◦ T = g˜ ◦ χ on ΣA \ Z∞, we get that χ(Θ) ⊂ EΦ(α). Thus α ∈ LΦ
and DΦ(α) ≥ DΨΦ˜(α).
(2) Take E = J in Proposition 3.1, then use (1) and Theorem 2.2(2). 
Proof of Theorem 3.2. Define ξ˜ := ξ ◦ χ.
Case 1: J is a conformal repeller. One checks easily that χ−1(EΦ(ξ)) = EΦ˜(ξ˜). Then the
result is a consequence of Theorem 3.1 and Theorem 2.3.
Case 2: J is the attractor of a conformal IFS with SOSC. By using Proposition 6.1,
Theorem 2.3 and the same argument as in the proof of Theorem 3.1, we get the result. 
Proof of Theorem 3.3. Let ξ = Φ, then F(J˜ , g˜) = EΦ(ξ). To show the result we need
only to check the condition of Theorem 3.2 and the only condition we need to check is
that
sup{DΦ(α) : α ∈ ξ(J) ∩ ri(LΦ)} = sup{DΦ(α) : α ∈ ξ(J) ∩ LΦ}. (∗)
Notice that in this special case we have ξ(J) = J and LΦ = Co(J), thus ξ(J) ∩ LΦ = J.
Recall that in this case LΦ is a convex polyhedron, thus by Proposition 2.5 and Theorem
3.1, DΦ is continuous on LΦ. Thus the supremum in the right hand side of (∗) can be
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reached. If the maximum is attained in ri(LΦ), then the result is obvious. Now suppose
that there exists α0 ∈ ∂LΦ ∩ J such that DΦ(α0) = sup{DΦ(α) : α ∈ J}. By the structure
of J , it is ready to see that B(α0, δ) ∩ J ∩ ri(LΦ) 6= ∅ for any δ > 0. By the continuity of
DΦ, (∗) holds immediately. 
8. Appendix
Proof of Lemma 5.5. (1) Write Ψ = (ψn)
∞
n=1 and Υ = (υn)
∞
n=1. By the definition of
‖·‖lim, for any δ > ‖Ψ−Υ‖lim, there exist N ∈ N, such that for any n ≥ N we have ψn(x)−
nδ ≤ υn(x) ≤ ψn(x)+nδ, hence for any w ∈ ΣA,∗ with |w| large enough Ψ[w] exp(−|w|δ) ≤
Υ[w] ≤ Ψ[w] exp(|w|δ). Given w ∈ Bn(Ψ), we have eΨmin−C(Ψ)−‖Ψ‖|w|−n ≤ Ψ[w] ≤ e−n and
C1(Ψ)n ≤ |w| ≤ C2(Ψ)n, where C1(Ψ) = 1/|Ψmin| and C2(Ψ) = 1+ 1/|Ψmax|. So we have
eΨmin−C(Ψ)−‖Ψ‖
⋆
n−n(1+C2(Ψ)δ) ≤ Υ[w] ≤ e−n(1−C2(Ψ)δ).
This implies that there exists u ≺ w such that u ∈ B[n(1−C2(Ψ)δ)](Υ). So we conclude that
(8.1) #B[n(1−C2(Ψ)δ)](Υ) ≤ #Bn(Ψ).
Let c1(n) = −Ψmin + C(Ψ) + ‖Ψ‖⋆n, then c1(n) > 0 and c1(n) = o(n). Write w = uw′.
The same proof as that of the claim in Proposition 2.4 yields |w′| ≤ (c1(n) + 2nC2(Ψ)δ +
C(Υ))/|Υmax|. Thus we can conclude that
(8.2) #B[n(1−C2(Ψ)δ)](Υ) ≥ #Bn(Ψ)m−(c1(n)+2nC2(Ψ)δ+C(Υ))/|Υmax |.
Combining (8.1), (8.2) and (2.5) we get
(1− C2(Ψ)δ)D(Υ) ≤ D(Ψ) ≤ (1− C2(Ψ)δ)D(Υ) − 2C2(Ψ)δ logm/|Υmax|.
By using (2.6) we get |D(Ψ)−D(Υ)| ≤ a(m,Ψ,Υ)δ, where
a(m,Ψ,Υ) = 2C2(Ψ)C2(Υ) logm = 2
(
1 +
1
|Ψmax|
)(
1 +
1
|Υmax|
)
logm.
Since δ > ‖Ψ−Υ‖lim is arbitrary, we get |D(Ψ)−D(Υ)| ≤ a(m,Ψ,Υ)‖Ψ −Υ‖lim.
(2) Now given Φ,Θ ∈ Caa(ΣA, T, d). Assume 0 < ǫ < ‖Φ‖ and β ∈ LΘ. Fix α ∈
B(β, η) ∩ LΦ. Fix δ > ‖Ψ−Υ‖lim.
For any ǫ > 0, pick up w ∈ F (α, n, ǫ,Φ,Ψ). Then w ∈ Bn(Ψ) and there exists x ∈ [w]
such that |φ|w|(x) − |w|α| ≤ |w|ǫ. We have seen in proving (1) that w = uw′, where u ∈
B[n(1−C2(Ψ)δ)](Υ) and |w′| ≤ (c1(n) + 2nC2(Ψ)δ +C(Υ))/|Υmax|. Notice that diam(LΦ) ≤
‖Φ‖, thus |α| ≤ ‖Φ‖. So we have
|φ|u|(x)− |u|α| ≤ |φ|w|(x)− |w|α| + |w′|(‖Φ‖ + |α|) + |C(Φ)|
≤ |w|ǫ+ 2|w′|‖Φ‖+ |C(Φ)|
≤ |u|
(
ǫ+
3‖Φ‖|w′|+ |C(Φ)|
|u|
)
.
Since 0 < c1(n) = o(n), for large n we have
3‖Φ‖(c1(n) + C(Υ)) + C(Φ)|Υmax| ≤ n‖Φ‖C2(Ψ)δ.
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Combining this with |u| ≥ C1(Υ)n(1− C2(Ψ)δ) we get that for δ < 1/(2C2(Ψ)),
(3‖Φ‖|w′|+ |C(Φ)|)/|u| ≤ 14‖Φ‖C2(Ψ) |Υmin||Υmax|δ =: κ(Ψ,Υ,Φ)δ = κδ.
Fix any a > ‖Θ −Φ‖lim. For n large enough we have
|θ|u|(x)− |u|β| = |θ|u|(x)− φ|u|(x)|+ |φ|u|(x)− |u|α|+ |u||α − β|
≤ a|u|+ (ǫ+ κδ)|u| + η|u|.
As a result u ∈ F (β, n(1 − C2(Ψ)δ), a + ǫ + κδ + η,Θ,Υ). Thanks to our control of |w′|,
we have
f(β, n(1− C2(Ψ)δ), a + ǫ+ κδ + η,Θ,Υ) ≥ f(α, n, ǫ,Φ,Ψ)m−(c1(n)+2nC2(Ψ)δ+C(Υ))/|Υmax |.
This yields ΛΨΦ(α, ǫ) ≤ 2C2(Ψ) logm|Υmax| δ+ (1−C2(Ψ)δ)ΛΥΘ(β, a+ ǫ+ κδ+ η). Letting ǫ ↓ 0 and
then a ↓ a0 and δ ↓ δ0 we get
ΛΨΦ(α) ≤
2C2(Ψ) logm
|Υmax| δ0 + (1− C2(Ψ)δ0)Λ
Υ
Θ(β, (a0 + κδ0 + η) + 2η).
Proof of Lemma 5.6. (1) For λ ∈ R define fn(λ) := P (〈z,Φn − α〉+ λΨn) and f(λ) :=
P (〈z,Φ − α〉 + λΨ). Since |〈z, φnk (x) − kα〉 + λψnk (x) − (〈z, φk(x) − kα〉 + λψk(x))| ≤
|z|‖φnk − φk‖+ |λ|‖ψnk −ψk‖, we have |fn(λ)− f(λ)| ≤ |z| · ‖Φn−Φ‖lim+ |λ| · ‖Ψn−Ψ‖lim.
Thus fn converges uniformly to f over any bounded interval I. By Lemma 4.4, fn(λ) = 0
and f(λ) = 0 have unique solutions. Assume f(λ0) = 0 and fn(λn) = 0. Then we have
λn → λ0, i.e. τΨΦ (z, α, n) → τΨΦ (z, α).
Since τΨΦ (0, α, n) = D(Ψ
n) and we have shown that D(Ψn)→ D(Ψ), we get τΨΦ (0, α) =
limn→∞ τΨΦ (0, α, n) = D(Ψ)., and then τ
Ψ
Φ
⋆
(α) ≤ τΨΦ (0, α) = D(Ψ).
Now assume α ∈ int(LΦ). Since ‖Φn−Φ‖lim → 0, it is ready to show that dH(LΦn , LΦ)→
0. Since LΦn and LΦ are all compact convex sets and LΦ has dimension d, it is seen that
LΦn has nonempty interior for large n. Moreover we can find N ∈ N and δ0 > 0, such
that B(α, δ0) ⊂ LΦn for any n ≥ N. By Lemma 5.3(4) for any z ∈ Rd and any n ≥ N
τΨΦ (z, α, n) ≥ δ0C1(Ψn)|z|/2 = δ0|z|/2|Ψnmin| ≥ δ0|z|/2|Ψmin|. Letting n tend to ∞ and
then |z| to ∞ we get lim|z|→∞ τΨΦ (z, α) = +∞. Thus we can find a z0 ∈ Rd such that
τΨΦ
⋆
(α) = τΨΦ (z0, α). By Lemma 5.3(3) τ
Ψ
Φ (·, α, n) is convex. By a well known theorem in
convex analysis [33] (p. 90), τΨΦ (·, α) is convex. Moreover the convergence is uniform on
any compact domain. Now by the uniform convergence of τΨΦ (z, α, n) to τ
Ψ
Φ (z, α) over the
closed ball B(z0, R) with R > 0 large enough, we can easily show that τ
Ψ
Φ
⋆
(α, n)→ τΨΦ
⋆
(α)
as n→∞.
(2) Since Φn and Ψn are Ho¨lder continuous, by Lemma 5.3(2), if 〈z, α′ − α〉 ≥ 0, then
Cn1 〈z, α′ − α〉 ≤ τΨΦ (z, α, n) − τΨΦ (z, α′, n) ≤ Cn2 〈z, α′ − α〉.
where Cn1 = 1/|Ψnmin| and Cn2 = 1+1/|Ψnmax|. By Lemma 5.1, we know that |Ψmin| ≥ |Ψnmin|
and |Ψmax| ≤ |Ψnmax|. Since τΨΦ (z, ·, n)→ τΨΦ (z, ·), letting n→∞ we get the result. 
Now we complete the proof of the Proposition 2.6.
Proof of Proposition 2.6(Continued) We prove it in two steps:
38
(1) For Φ Ho¨lder and Ψ ∈ C−aa(ΣA, T ) the result holds: Let
c(Ψ,Φ, n) :=
∑
w∈Bn(Ψ)
exp( sup
x∈[w]
〈z, φ|w|(x)〉).
Fix Υ a Ho¨lder potential and δ > ‖Ψ−Υ‖lim. For any w ∈ Bn(Ψ) the proof of Lemma 5.5
yields u ≺ w such that u ∈ B[n(1−C2δ)](Υ) and |w| − |u| ≤ C2(o(n) + nδ). Thus we get
c(Ψ,Φ, n) =
∑
u∈B[n(1−C2δ)](Υ)
∑
v:uv∈Bn(Ψ)
exp( sup
x∈[uv]
〈z, φ|uv|(x)〉)
≤ (mC2eC(Φ,z))(o(n)+nδ)
∑
u∈B[n(1−C2δ)](Υ)
exp( sup
x∈[u]
〈z, φ|u|(x)〉)
= C
o(n)+nδ
3 c(Υ,Φ, [n(1 − C2δ])),
where C(Φ, z) is a constant depending on Φ and z only). Similarly we can get c(Ψ,Φ, n) ≥
C
o(n)+nδ
4 c(Υ,Φ, [n(1−C2δ])). Since ‖Ψ−Υ‖lim and hence δ can be taken arbitrarily small,
this yields τΨΦ (z, 0) = limn→∞ ln c(Ψ,Φ, n)/n.
(2) For general Φ and general Ψ the result holds: Indeed, once the previous step is
established, by taking a sequence of Ho¨lder potentials Φj such that ‖Φj − Φ‖lim → 0 one
can easily conclude. 
References
[1] J. Barral and D. J. Feng, Weighted thermodynamic formalism and applications,
arXiv:math/0909.4247v1.
[2] L. Barreira. A non-additive thermodynamic formalism and applications to dimension theory of
hyperbolic dynamical systems, Ergod. Theory & Dynam. Sys., 16 (1996), 871–927.
[3] L. Barreira. Nonadditive thermodynamic formalism: equilibrium and Gibbs measures. Discrete
Contin. Dyn. Syst., 16 (2006), no. 2, 279–305.
[4] L. Barreira, P. Doutor. Almost additive multifractal analysis. J. Math. Pures Appl., 92 (2009),
1–17.
[5] L. Barreira, B. Saussol, Multifractal analysis of hyperbolic flows, Comm. Math. Phys., 214 (2000),
339–371.
[6] L. Barreira, B. Saussol, J. Schmeling. Higher-dimensional multifractal analysis. J. Math. Pures
Appl., 81 (2002), no. 1, 67–91.
[7] R. Bowen, Equilibrium states and the ergodic theory of Anosov diffeomorphisms. Springer Lecture
Notes No. 470 Springer-Verlag, Berlin. (1975)
[8] R. Bowen, Hausdorff dimension of quasicircles. Inst. Hautes E´tudes Sci. Publ. Math. No. 50 (1979),
11–25.
[9] R.L. Brooks, C.A.B. Smith, A.H. Stone and W.T. Tutte. The Dissection of Rectangles into Squares,
Duke Math. J., 7 (1940), 312–340.
[10] G. Brown, G. Michon, J. Peyrie`re, On the multifractal analysis of measures, J. Stat. Phys., 66,
(1992) 775–790.
[11] Y.-L. Cao, D. J. Feng, W. Huang. The thermodynamic formalism for sub-additive potentials. Dis-
crete Contin. Dyn. Syst., 20 (2008), no. 3, 639–657.
[12] P. Collet, J.L. Lebowitz, A. Porzio, The dimension spectrum of some dynamical systems, Proceed-
ings of the symposium on statistical mechanics of phase transitions—mathematical and physical
aspects (Trebon, 1986). J. Statist. Phys., 47 (1987), 609–644.
[13] K.J. Falconer, A subadditive thermodynamic formalism for mixing repellers. J. Phys. A 21 (1988),
no. 14, L737–L742.
39
[14] A.H. Fan, D. J. Feng, On the distribution of long-term time averages on symbolic space. J. Statist.
Phys., 99 (2000), no. 3-4, 813–856.
[15] A.H. Fan, D. J. Feng, J. Wu, Recurrence, dimension and entropy. J. London Math. Soc. (2) 64
(2001), no. 1, 229–244.
[16] D. J. Feng, Lyapounov exponents for products of matrices and multifractal analysis. Part I: positive
matrices. Israe¨l J. Math. 138 (2003), 353–376.
[17] D. J. Feng, The variational principle for products of non-negative matrices. Nonlinearity 17 (2004)
447–457.
[18] D. J. Feng, W. Huang, Lyapunov spectrum of asymptotically sub-additive potentials.
arXiv:0905.2680v1, to appear in Commun. Math. Phys.
[19] D. J. Feng, K. S. Lau, The pressure function for products of non-negative matrices, Math. Res. Lett.
9 (2002), 363-378.
[20] D. J. Feng, K. S. Lau, J. Wu, Ergodic limits on the conformal repellers. Adv. Math., 169 (2002),
no. 1, 58–91.
[21] D. Gatzouras, Y. Peres, Invariant measures of full dimension for some expanding maps. Ergod. Th.
& Dynam. Sys. 17 (1997), no. 1, 147–167.
[22] M. Kessebo¨hmer, Large deviation for weak Gibbs measures and multifractal spectra, Nonlinearity
14 (2001), 395-409.
[23] M. Kessebo¨hmer, B. Stratman, A multifractal formalism for growth rates and applications to geo-
metrically finite Kleinian groups, Ergod. Th. & Dynam. Sys., 24 (2004), 141–170.
[24] N.G. Makarov, Fine structure of harmonic measure. St. Peterburg Math. J., 10(2) (1999), 217–268.
[25] A. Mummert, The thermodynamic formalism for almost-additive sequences. Discrete Contin. Dyn.
Syst. 16 (2006), 435–454.
[26] E. Olivier, Multifractal analysis in symbolic dynamics and distribution of pointwise dimension for
g-measures , Nonlinearity, 12 (1999), 1571–1585.
[27] L. Olsen, Multifractal analysis of divergence points of deformed measure theoretical Birkhoff aver-
ages, J. Math. Pures Appl., 82 (2003), 1591–1649.
[28] Peres, Y.; Rams, M.; Simon, K.; Solomyak, B. Equivalence of positive Hausdorff measure and the
open set condition for self-conformal sets. Proc. Amer. Math. Soc. 129 (2001), no. 9, 2689–2699.
[29] Y. Pesin, Dimension theory in dynamical systems. Contemporary views and applications. Chicago
Lectures in Mathematics. University of Chicago Press, Chicago, IL, 1997.
[30] Y. Pesin, H. Weiss, A multifractal analysis of equilibrium measures for conformal expanding maps
and Moran-like geometric constructions. J. Statist. Phys., 86 (1997), no. 1-2, 233–275.
[31] Y. Pesin, H. Weiss, The multifractal analysis of Gibbs measures: Motivation, Mathematical Foun-
dation, and Examples, Chaos, 7 (1997) 89–106.
[32] D.A. Rand, The singularity spectrum f(α) for cookie-cutters, Ergodic Theory Dynam. Systems, 9
(1989), 527–541.
[33] Rockafellar, R. Convex analysis. Princeton Mathematical Series, No. 28 Princeton University Press,
Princeton, N.J. 1970.
[34] D. Ruelle, Thermodynamic formalism. The mathematical structures of classical equilibrium statis-
tical mechanics. Encyclopedia of Mathematics and its Applications, 5. Addison-Wesley Publishing
Co., Reading, Mass., 1978.
LAGA (UMR 7539), De´partement de Mathe´matiques, Institut Galile´e, Universite´ Paris 13,
99 avenue Jean-Baptiste Cle´ment , 93430 Villetaneuse, France
E-mail address: barral@math.univ-paris13.fr
Department of Mathematics, Tsinghua University, Beijing 100084, China
E-mail address: jyh02@mails.tsinghua.edu.cn
40
