Abstract-We propose an iterative algorithm for solving the Thouless-Anderson-Palmer (TAP) equations of Ising models with arbitrary rotation invariant (random) coupling matrices. In the (thermodynamic) limit of large-systems, we prove by means of the dynamical functional method that the proposed algorithm converges when the so-called de Almeida Thouless (AT) criterion is fulfilled. Moreover, we obtain an exact analytical expression for the rate of the convergence.
The analysis of algorithms for TAP equations can be described in terms of the nonlinear dynamics of a system of nodes coupled by a dense random matrix. It is possible to formulate an exact decoupling of the degrees of freedom for the thermodynamic properties (i.e. average large-system properties) of the dynamics using the so-called dynamical functional (DF) method [19] . Unfortunately, the effective stochastic process of single variables contains couplings between the same variables but at different times. This usually precludes closed form analytical results for the convergence properties. In a previous study, we have shown that such self couplings can be canceled for the entire class of rotation invariant random matrices, if one includes specific memory terms in the algorithm. Our general construction of algorithms for solving TAP equations presented in [9] comes with two major drawbacks. First, it is not clear how the memory terms in the algorithm can be computed efficiently for a given large matrix, when the specific ensemble is unknown. Second, from a theoretical perspective our analytical analysis is still incomplete. We were able to show that the algorithm fails to converge when model parameters approach the de Almeida Thouless (AT) [20] line of instability. Unfortunately, we were not able to prove that fulfillment of the AT criterion is sufficient for convergence. Also analytical results for the asymptotic convergence rates remained an open problem.
In this study, we present a new construction for an algorithm for the Ising system which was motivated by similar approaches in the context of linear observation models [10] , [11] . We are able to prove convergence from a random initialization of the algorithm in the (thermodynamic) limit of large systems provided that the AT criterion is fulfilled. Moreover, we also obtain an explicit expression for the rate of the convergence. To our knowledge this is the first time that analytical results for the convergence of such algorithms have been obtained. This paper is organized as follows: In Section 2 we introduce the model definition and present motivating examples for studying rotation invariant ensembles of coupling matrices. Section 3 provides a brief presentation on the TAP equations. In Section 4 we present an iterative algorithm for solving the TAP equations and present its theoretical properties as well as simulations. Section 5 gives a summary and outlook. The derivations of our results are located in the Appendix of [21] .
II. ISING MODELS WITH RANDOM COUPLINGS
We consider Ising models with pairwise interactions of the spins s = (s 1 , . . . , s N ) ∈ {−1, 1} N described by the (conditional) Gibbs distribution
where Z stands for the normalization constant. Our concern is to compute the vector of magnetizations
where the expectation is taken over the Gibbs distribution. For the sake of simplicity of the analysis we limit our attention to the case where all external fields are equal
We do not address the case h = 0 as the TAP equations yield the trivial (paramagnetic-phase) solution m = 0. We assume that the coupling matrix J = J is drawn from a rotation invariant matrix ensemble, i.e. J and V J V have the same probability distributions for any orthogonal matrix V independent of J . Though our analysis does not make reference to any specific coupling matrix model, it is interesting to note that certain models derived from products of simpler matrices, which we were originally introduced in the context of communication theory [22] and recently reappeared in our context [23] , belong to the rotation invariant family.
A. Motivation: Models with a product of random matrices
Consider the product of M matrices as
where X m ∈ R Nm×Nm−1 and N 0 . = N . We will consider coupling matrices of the form
where β is the inverse temperature parameter. With this modeling of the coupling matrix the Ising model becomes equivalent to an M-layer probabilistic feed-forward neural network with linear transfer functions. Specifically, for a set of hidden vectors node U .
we define an M -layer linear neural network by the distribution
where
= βtr(X X) and N (·|µ, Σ) denotes the Gaussian density function with mean µ and covariance Σ. Then, one can easily show that
In the sequel, we discuss some interesting cases for which this model leads to rotation invariant ensembles.
1) Multi-layer Hopfield model: Let J be as in (5) and let all N m × N m−1 matrices X m in (4) be independent and the entries of X m be independent Gaussian with zero mean and variance 1/N m [22] . We call the case M = 1 the Hopfield model. The case M = 2 coincides with Mezard's combinatorial disorder Hopfield model [24] . In general, J is rotation invariant and we call the model multi-layer Hopfield model.
2) Multi-layer random orthogonal model: Let J be as in (5) and the N m × N m−1 matrices X m in (4) are defined as
where all O m are independent L × L Haar matrices, and P
L ρ
is an ρL × L matrix with ρ ≤ 1 and (P L ρ ) ij = δ ij . For M = 1 and ρ 0 = 1 we have the random orthogonal model [18] . In general, J is rotation invariant and we call this model the multi-layer random orthogonal model.
3) SK model as the universal small α-limit: We next consider the scaling properties of the coupling matrix model (5) when the aspect ratio α . (4) J reads a Wigner semicircle law in the limit α → 0. We next show that this small-α limit holds in a universal sense for both the multi-layer Hopfield and multi-layer random orthogonal models. Specifically, the coupling matrices for α ≤ 1 are in general of the form
Let f α denote the density of the LED of
Actually, this result holds for any coupling matrix of the form (9) such that Y is rotation invariant and has a compactly supported LED with lim NM →∞ 
III. TAP EQUATIONS
The TAP equations are a set of nonlinear equations for the magnetizations m of the Ising model with random couplings. They are assumed (under certain conditions) to give the exact results in the large-system limit [24] and were first proposed for the SK model in [2] . A generalization to rotation invariant matrices were originally derived in [18] using a free energy approach. An alternative derivation was given in [25] using the cavity method 1 . The TAP equations are given by
Here, for convenience we define the function Th(x) . = tanh(h + x). The random variable u is a standard (zero mean, unit variance) normal Gaussian.
The only dependency on the random matrix ensemble of J is through the R-transform R which is defined as [27] 
where G −1 is the functional inverse of the Green-function
The Green-function G(z) is bijective for real z which are not in the support of the LED of J in which we assume that J has a compactly supported LED. Hence, R(ω) is defined for G min < ω < G max where G max . = lim z→λmax G(z) (and similarly for G min ) where λ max,min are the supremum and infimum of the support, respectively. One can show that R(ω) is strictly increasing [27] (unless J = cI for some c ∈ R), i.e. R (ω) > 0 where R stands for the derivative of R.
As an example, for the 1-layer Hopfield model we have [9] R(ω) =
where α 1 . = N 0 /N 1 . The corresponding equations (11) agree with the well-known TAP equations of the Hopfield model previously obtained e.g. in [24] . For the 2-layer Hopfield model with α 2 .
such that the resulting TAP equations (11) coincide with those derived in [23] using an approximate message passing method.
The TAP equations (11) are well-defined when
where we have set
The condition (AT) is sufficient for χ to have a unique solution in (11c). This result can be easily derived by following the arguments of the derivation of [7, Lemma 2.2]. There, the result refers to the SK model, i.e. R(ω) = β 2 ω. Equality in (16), i.e. ηR (χ) = 1, agrees with the AT line of stability [20] for the Replica-symmetric ansatz for spin models with rotation invariant coupling matrices [28, Eq. (46) ]. In the region of stability, we can also expect that the solution of the TAP equations will give us the asymptotically correct magnetisations in the large-system limit. The second condition (17) is needed to ensure that the Green-function has a unique inverse, such that the R-transform can be defined properly. For the SK-model, e.g. it restricts the valid inverse temperature regions to β < 
IV. ITERATIVE SOLUTION OF THE TAP EQUATIONS
In this section we introduce our iterative algorithm to solve the TAP equations (11) and thereafter present its theoretical thermodynamic properties (averaged large-system properties).
Recall that the only dependency on the random matrix ensemble in the TAP equations (11) is via the R-transform R . = R(χ) (for short) and its derivate R . = R (χ). Hence, if the LED of J is known, these quantities can be computed exactly from the Green-function (13) via (12) . Later, in Subsection IV-C we will present a practical approach to compute these quantities for concrete realizations of matrices J .
We are looking for a solution to the TAP equations in terms of an iteration of a vector of auxiliary variables γ(t), where t denotes the discrete time index of the iteration. The initialization of this vector is given by γ(0) = (1 − χ)R u where u is a vector of independent standard normal Gaussian random variables. We then proceed by iterating
for t = 1, 2, 3, . . . with the time-independent random matrix
The variable λ is defined as the solution of the scalar equation
or equivalently R = λ − 1/χ, see (12) . It is easy to see that the fixed points of γ(t) coincide with the solution of the TAP equations for γ in (11), if we identify the corresponding magnetisations by m = χ(γ +γ).
A. The convergence properties
In order to analyze the convergence properties of the sequence γ(t) in the large-system limit we study the deviation between the dynamical variables at different times in terms of the following measure
where the expectation is with respect to the random matrix ensemble of J and the random initialization γ(0). In the thermodynamic limit, the normalized squared distance will become self averaging and represents the typical squared distance corresponding to a single-realization of a random matrix J and γ(0).
Under the conditions (16) and (17), we have
This means that with increasing time, the distance between pairs of iterates separated by a fixed amount of time strictly decreases. We thus get
Furthermore, we obtain the convergence rate of ∆(t, s) as
Moreover, it turns out that ln µ is the exponential decay rate:
where for short ∆(t, ∞) . = lim s→∞ ∆(t, s). Notice that when the model parameters approach the AT-line, i.e. ηR = 1, the convergence becomes arbitrarily slow. The derivations of (23), (25) and (26) are given in [21, Appendix B] .
Note that we assume the large-system limit N → ∞ is taken before the long-time limit t → ∞. Thus, we get excellent agreement between theoretical predictions and simulations on single instances for finite-time properties of large systems (see Figure 2) . The discrepancy between theory and simulations for large times increases as the model parameters approach the AT line. This can be seen in Figure 1 , close to the AT line (i.e. β = 2.29) where (25) fails to predict the exponential decay for a single-realization of dynamics. In fact the dynamics has started to lose its self-averaging properties in this regime, i.e. different realizations of dynamics yields remarkably different convergence behavior.
B. The field covariance matrix
The thermodynamic properties of the dynamics (19) can be generally described by the limiting "covariance" expression
For example, the convergence properties of the dynamics can now be obtained from the covariance using the equality
In [21, Appendix A] we obtain the following iterative result for the two-time covariance
where in (29c) the expectations are taken over the random variables γ(t) and γ(s) which are jointly Gaussian with zero mean, equal variances (1 − χ)R and covariance C(t, s). In Figure 2 , we illustrate how well C(t, s) predicts 1 N γ(t) γ(s) for a single-realization of the dynamics (19). 
C. Algorithmic considerations
So far we have assumed that the LED of J is known beforehand for computing the quantities R and R . In the sequel, we present a practical approach that bypasses this need. In fact, the reported simulation results in Figure 1 and 2 were based the following practical approach.
We first compute the spectral decomposition J = O DO. The Green-function and its derivative are then replaced by their finite-size approximations as G(z) = 
V. SUMMARY AND OUTLOOK
We have introduced an iterative algorithm for solving the TAP equations of Ising models with arbitrary rotation invariant coupling matrices. We have shown in the (thermodynamic) limit of large-systems that the algorithm is convergent when the AT-line criteria is fulfilled and we have obtained a compact analytical expression for the rate of the convergence.
We have considered Ising models with constant external fields. Hence, it is important to extend our method to the model with random external fields. Other extension would be to consider Ising models that involves conditioning on observed spin variables. This is a relevant problem in machine learning e.g. in the training of restricted Boltzmann machines [6] .
Our proofs are based on DF approach which has been used extensively for studying spin-glass dynamics in the physics community, e.g. [29] but has more recently found applications to information theory [30] . It would be interesting to investigate how much of our results could be derived from the conditioning techniques of [10] , [11] .
