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Abstract
A Wireless Sensor Network (WSN) has wide potential for many applications. It
can be employed for normal monitoring applications, for example, the monitoring
of environmental conditions such as temperature, humidity, light intensity and
pressure. A WSN is deployed in an area to sense these environmental conditions
and send information about them to a sink. In certain locations, disasters such as
forest fires, floods, volcanic eruptions and earth-quakes can happen in the moni-
toring area. During the disaster, the events being monitored have the potential
to destroy the sensing devices; for example, they can be sunk in a flood, burnt
in a fire, damaged in harmful chemicals, and burnt in volcano lava etc.
There is an opportunity to exploit the energy of these nodes before they are to-
tally destroyed to save the energy of the other nodes in the safe area. This can
prolong WSN lifetime during the critical phase. In order to investigate this idea,
this research proposes a new routing protocol called Maximise Unsafe Path Rout-
ing Protocol (MUP) routing using IPv6 over Low power Wireless Personal Area
Networks (6LoWPAN). The routing protocol aims to exploit the energy of the
nodes that are going to be destroyed soon due to the environment, by concentrat-
ing packets through these nodes. MUP adapts with the environmental conditions.
This is achieved by classifying four different levels of threat based on the sen-
sor reading information and neighbour node condition, and represents this as the
node health status, which is included as one parameter in the routing decision.
High priority is given to a node in an unsafe condition compared to another node
in a safer condition. MUP does not allow packet routing through a node that
is almost failed in order to avoid packet loss when the node fails. To avoid the
energy wastage caused by selecting a route that requires a higher energy cost to
deliver a packet to the sink, MUP always forwards packets through a node that
has the minimum total path cost. MUP is designed as an extension of RPL, an
Internet Engineering Task Force (IETF) standard routing protocol in a WSN, and
is implemented in the Contiki Operating System (OS). The performance of MUP
is evaluated using simulations and test-bed experiments. The results demonstrate
that MUP provides a longer network lifetime during a critical phase of typically
about 20% when compared to RPL, but with a trade-off lower packet delivery
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ratio and end-to-end delay performances. This network lifetime improvement is
crucial for the WSN to operate for as long as possible to detect and monitor the
environment during a critical phase in order to save human life, minimise loss of
property and save wildlife.
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Chapter 1
Introduction
1.1 Background
A WSN is defined as a large collection of small wireless devices called sensor nodes
that can organise themselves into an ad-hoc network. They have constraints of
energy, processing and communication resources [75]. These wireless devices are
deployed in close proximity to the phenomenon to gather information about the
physical world and send it to a sink or base station. This technology is suitable
for environmental data collection systems that enable a user to monitor environ-
mental conditions effectively from a distance. Several studies have been carried
out to integrate WSNs with the Internet which will provide more functionality
such as requesting data, sending notifications, and monitoring sensor readings via
email [44] and the web [17].
Sensor nodes can be attached with many different types of sensor,
such as magnetic, seismic, infrared, thermal, acoustic, visual and radar,
which are able to monitor a wide variety of ambient conditions [29]. In ad-
dition, the self-organising feature makes WSN technology suitable to be deployed
in many applications such as agriculture, animal tracking, the military, petroleum
pipeline monitoring, patient-health monitoring and forest fire monitoring systems.
The deployment of a WSN needs to be done carefully to meet the desired perfor-
mance of an application. This is because a WSN has many constraints compared
to a traditional computer network.
Sensor nodes in a WSN have two obvious resource limitations in terms of
energy sources and memory storages. The sensor nodes have a limited amount
of energy because they are reliant on batteries as an energy source. Once sensor
nodes are deployed in an area, their batteries cannot be replaced or recharged
easily. Therefore, the battery charge must be conserved to extend the life of the
individual sensor node and hence the entire network. The sensor nodes have a
1
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small amount of memory and storage space for program codes. For example,
a MICAZ node has an 8-bit, 7.37 MHz CPU with only 4 kB SRAM and 128 kB
program Flash memory. Other than this, a N740 Nano-Sensor node has an 8-bit
MCU with 128 kB Flash and 8 kB RAM. The size of the developed program codes
for the sensor nodes must also be quite small.
Normally, WSNs use unreliable connectionless communication when delivering
a packet from a node to the sink to avoid the energy wastage from dedicated routes
in connection-oriented communication. WSNs provide their best effort to deliver
a packet to the sink successfully. Due to the unreliable wireless communication
link, a packet may get corrupted due to channel errors. This unreliable wireless
communication link is highly probabilistic and asymmetric. It depends on the
transmission power and the distance travelled by a packet [106]. Other than this,
a packet can also become corrupted due to transmission interference, which occur
when two nodes within the same coverage area transmit packets simultaneously.
In both cases, the packet transfer fails and the sender node needs to retransmit
the packet. If the number of retransmissions has reached the maximum value,
the sender node simply drops the packet. A packet may also be dropped due
to congestion at a highly congested node. It is very important in a WSN to
have appropriate mechanisms to handle these situations in order to reduce the
probability of packet loss.
1.2 Problem Statement
A WSN is suitable for use in a wide area of applications. A WSN is deployed
to fulfil a specific task, which may be different for each application: for example,
detecting forest fire, monitoring soil humidity, monitoring room temperature, and
tracking wild animals. Each application has specific requirements in terms of se-
curity level, Quality of Service (QoS) and the type of data collected. Thus, a WSN
should be designed specifically to meet the individual application requirements.
In order to achieve this, a large number of communication protocols and network
solutions should be examined in the process of constructing an optimal WSN in-
frastructure before practical deployment [30]. The main challenge is to achieve
an acceptable network performance for a desired task, given the limitations and
constraints of WSN technology.
A major issue which has been frequently emphasised in many research studies
in this field is the problem of limited energy. It is important for the WSN to be
available throughout the intended time of deployment. For example, in critical
situations, a WSN must always be ready to detect any critical event. If the sensor
network becomes non-functional, the network can no longer detect and monitor
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the critical event. This situation can cause many unwanted events to happen, such
as loss of human life, property, public infrastructure and valuable wildlife when
the critical event becomes uncontrollable. It is crucial for researchers in this field
to develop new protocols that are able to prolong the network lifetime of a WSN.
Since network lifetime is directly influenced by energy, the power efficiency often
turns out to be a major performance metric. In the WSN, the power consumption
of a sensor node can be divided depending on each component: sensing, com-
munication and data processing. Among these components, the communication
components have the highest energy consumption, which includes the activities of
transmitting and listening for a packet.
Besides this, the two performance metrics that should be considered during
the deployment of the WSN are the packet delivery ratio and end-to-end delay.
It is expected that the WSN to have a high packet delivery ratio performance
in order to provide sufficient information to achieve the monitoring aims. If the
node is located further away and does not have a direct link of communication
with the sink, the network must deliver it using multihop communication. This is
a challenging task because the WSN has an unreliable communication link with
limited bandwidth, which is heavily influenced by its lossy environment [106, 13].
This problem with the communication link can be solved by implementing the hop-
by-hop basis of data transfer, where for each successful transmission the receiving
node must send an acknowledgement message to the sender node. Because of
this, the end-to-end delay performance in the WSN becomes unpredictable. The
WSN must be able to deliver the packet as soon as possible because, for certain
applications, the data is only valid for a short period of time.
1.3 Objectives
A common application of a WSN is environment monitoring. Here, a WSN is
deployed in an area to sense environmental conditions, such as temperature, hu-
midity, light intensity and pressure, and collect the sensed information. In certain
deployment areas, sudden disasters such as forest fires, floods, volcanic eruptions
and earth-quakes can happen during monitoring. During such a disaster phase,
the events being monitored have the potential to destroy the sensing devices; for
example, they can be sunk in a flood, burnt in a fire, damaged in harmful
chemicals, and burnt in volcano lava etc. There is an opportunity to exploit
the energy of these doomed nodes before they are totally destroyed to save the
energy of other nodes and prolong network lifetime during the disaster phase.
In order to investigate this idea, the present research proposes the Maximise
Unsafe Path (MUP) routing protocol. MUP aims to exploit the energy of these
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dying nodes by concentrating packets through the nodes before they are totally
destroyed in order to save the energy of the other nodes, to provide a longer
network lifetime during disaster situations. MUP is also expected to provide a
similar packet delivery ratio and end-to-end delay performance. MUP is designed
specifically for normal monitoring applications. MUP adapts its routes to the
environments by using sensing information from the sensors, which is included
as one of the parameters during the selection of routes in the networks. The
research work is focused on the development and evaluation of MUP based on
IEEE 802.15.4 beaconless operation and 6LoWPAN architecture, which becomes
the popular choice for various monitoring applications.
1.4 Scopes
The scope of the research is divided into three technical phases which include the
design of MUP, a simulation study of MUP and an experimental study of MUP
in WSN test-beds.
1.4.1 Design of MUP
The MUP design concept consists of three functional modules that include routing
management, neighbourhood management and critical event detection modules.
These functional modules cooperate to prolong the network lifetime of the WSN
during disaster situations.
One approach for developing MUP is by reusing an existing routing protocol.
MUP is designed as an extension to the IPv6 Routing Protocol for Low Power
and Lossy Networks (RPL) [100], an IETF standard routing protocol in WSN.
The implementation and development of the MUP design is based on the Con-
tikiRPL platform [48], which is the implementation of RPL in the Contiki OS.
The routing management module is implemented by introducing a new Objective
Function (OF). The critical event detection is developed as a new module. The
neighbourhood management module uses the existing Neighbour Discovery avail-
able in RPL. Here, two implementations of MUP are proposed: MUP-single and
MUP-adapt.
The characteristics of MUP have been studied to ensure that the implementa-
tion is carried out correctly and that the routing protocol performs as expected.
This step is very important before intensive measurement to determine the per-
formance of MUP via simulation.
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1.4.2 A Simulation Study of MUP
In the development of MUP, COOJA is selected as the design and evaluation tool.
COOJA is a simulator for the Contiki OS which enables cross-level simulation,
i.e. simultaneous simulation at many levels of the systems [71]. It is flexible and
extensible in that all levels of the system can be changed and replaced, including
the sensor node platforms, the operating system software, the radio transceivers,
and the radio transmission models. MUP is simulated based on the Contiki OS
which includes 6LoWPAN functionality. In addition,Carrier Sense Multiple Access
Collision Avoidance (CSMA/CA) is chosen as the Medium Access Control (MAC)
layer protocol. For the physical layer, the simulation uses the sensor node model
which is based on the IEEE 802.15.4 physical layer standard. Other than this, the
simulator has a built-in plugin to include any disaster scenario. Since the forest
fire scenario is selected as an example of disasters, the plugin loads the scenario
that consists of temperature increment information for each node in the network
into the simulation. The performance of MUP, such as network lifetime, energy
consumption, packet delivery ratio, packet loss and end-to-end delay, is studied
and compared with RPL.
1.4.3 An Experimental Study of MUP in WSN Test-beds
MUP is tested in WSN test-beds to determine the routing performance in the real
environment. The WSN test-beds consist of sensor nodes which are called N740
Nano-Sensor, manufactured by the SENSINODE LTD company. The sensor node
is user programmable and operates at 2.4 GHz frequency using an 8051 MCU, an
8-bit MCU with 128kB Flash and 8kB RAM [83]. The Contiki OS which is used in
the simulation can be programmed into the sensor node. In the experiment, two
different sizes of WSN testbeds are established consisting of 10 sensor nodes (small
testbed) and 25 sensor nodes (large testbed) distributed on the field. Each node
sends data periodically to the sink. Based on the captured data, the performance
of MUP in the experiment is determined and compared with the simulation.
1.5 Significance of the Research Work
MUP is designed for normal monitoring applications. MUP is able to prolong
the network lifetime of a WSN during the disaster phase. It is very important
for the network to keep functioning for as long as possible, especially to detect
and monitor any disaster events. These disaster events are unpredictable and
can happen anywhere at any time in the network. For example, in forest fire
detection and monitoring systems, the network must be available to detect any
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fire happening and send an alert to fire fighters as soon as possible. The forest
fire can be put out easily even with a small squad of fire fighters with just basic
equipment. If the network is not available, an undetected fire can grow larger
until the stage where it becomes uncontrollable, which is too risky for fire fighters
to handle and may endanger their life. Thousands of hectares of valuable forest
will be burnt in a fire. This forest can consist of a diversity of small and large
trees, which are places where many animal species live. To make things worse, the
fire could cause loss of civilian life, houses, properties and other facilities in the
affected area.
1.6 Thesis Contributions
The contributions of the thesis are outlined as below:
1. Study a new idea for prolonging the network lifetime in WSN. In certain
deployment areas, disasters such as forest fires, floods, volcanic eruptions
and earth-quakes can happen in the monitoring area. During the disaster
phase, the events being monitored have the potential to destroy the sensing
devices; for example, they can be sunk in a flood, burnt in a fire,
damaged in harmful chemicals, and burnt in volcano lava etc. There
is an opportunity to exploit the energy of these nodes before they are totally
destroyed to save the energy of the other nodes in the safe area. This can
prolong the WSN lifetime during the disaster phase. In order to study this
idea, a new routing protocol is proposed called the Maximise Unsafe Path
(MUP) routing protocol.
2. Design and development of the MUP routing protocol. MUP is a new routing
protocol in WSN. It is designed to be used in normal monitoring applica-
tions. The main objective of MUP is to prolong the network lifetime of
WSNs and still provide comparable network performances during the disas-
ter phase. In order to achieve this, MUP exploits the energy of unsafe nodes
that are going to be damaged soon, to save the energy of the other nodes in
the network by routing packets through the unsafe nodes. The main feature
in MUP is the ability to adapt alongside the environment, which is achieved
by taking consideration of the environmental conditions in the routing deci-
sion. A new parameter is introduced in the MUP routing design to represent
the environmental threat to a sensor node, which is called health status. De-
termination of health status is based on the available information from the
sensor reading and the neighbour nodes’ condition. MUP uses the health
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status and total path cost information as parameters to make routing deci-
sions. First, a MUP node finds neighbours with the lowest total path cost. If
two or more neighbours are found, the node selects from them based on their
health status by giving the highest priority to the neighbour in an unsafe
condition rather than other neighbours in a safe condition. If they are still
tied, the routing algorithm remains with the current best neighbour as the
forwarding node. In order to avoid packet loss when a neighbour is just dam-
aged, the node removes the almost failed neighbour as its forwarding node.
MUP routing is designed for 6LoWPAN network. MUP is implemented as
an extension to RPL.
3. Study of MUP in simulation and experiment. A forest fire scenario is taken
as an example of a disaster situation. The simplest circular shape of the
forest fire growth model for a flat terrain without wind is used in both the
simulation and the experiment. When a node becomes exposed to fire, a
linearly growing offset is added to the node’s temperature value. In the sim-
ulation, the characteristics and performance of MUP are studied in perfect
and lossy network conditions. After that, the simulation findings are verified
by experiment. In the experiment, MUP is tested using a WSN test-bed,
which is deployed on a field. Through this study, the findings demonstrate
that MUP prolongs the network lifetime of the WSN during the disaster
phase when compared to RPL. The findings also indicate that MUP suf-
fers a lower packet delivery ratio and end-to-end delay performance when
compared to RPL.
1.7 Thesis Organisation
This thesis consists of eight chapters. Chapter 1 serves as an introduction to
the thesis. It covers topics such as the statement of the research problem, the
objectives of the research, the scope of the research and the significance of the
research.
Chapter 2 provides the relevant background about the WSN, IEEE 802.15.4
and 6LoWPAN. The chapter introduces the applications of the WSN, the con-
straints in the WSN, the routing challenges in the WSN and the routing categories
in the WSN.
Chapter 3 describes the MUP routing protocol design which is based on RPL.
MUP introduces two new modules which are the OF and the critical event detec-
tion module. The OF module defines how nodes select and optimise routes within
the network based on the routing algorithm. The critical event detection module
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is very important to determine node health status, which represents the environ-
mental threat to the sensor node. Other than these modules, MUP continues using
the available modules in RPL such as the neighbour discovery mechanism and the
routing update mechanism.
Chapter 4 describes the Contiki OS that is selected as the operating system
for sensor nodes in both simulation and experiment. This chapter also explains
the COOJA simulator, the simulation tool for developing and designing MUP.
It includes an explanation of the forest fire scenario that has been introduced in
the simulation. The basic network configuration is also described in detail in this
chapter. In addition, this chapter defines the performances metrics used in the
simulation and experiment.
Chapter 5 describes the simulation results and the analysis for MUP. It includes
the performance for both implementations of MUP: MUP-single and MUP-adapt.
For performance comparison, this chapter includes the simulation results and the
analysis for SAFEST and RPL.
Chapter 6 describes the hardware implementation of MUP and RPL using
N740 Nano-Sensor. Both routing protocols have been tested in two different sizes
of WSN test-beds consisting of 10 nodes (small test-bed) and 25 nodes (large
test-bed). In order to achieve multi-hop communication, the transmission range
of each node is limited to its adjacent neighbours. Experimental results from the
hardware implementation are compared with the simulation results.
Finally, Chapter 7 concludes the thesis with a summary of the work that has
been done, along with suggestions for future work.
Chapter 2
Background and Related Work
2.1 Introduction of WSN
Recent advancement in micro-electromechanical systems (MEMS) technology, wire-
less communications, and digital electronics have enabled the development of low-
cost, low-power, multi-functional sensor nodes that are small in size and communi-
cate in short distances [2]. These small sensor nodes, which consist of sensing, data
processing, and communicating components, leverage the idea of sensor networks
based on the collaborative effort of a large number of nodes [2]. Also, the low cost
of the sensors makes it possible to have a network of hundreds or thousands of
these wireless sensors, thereby enhancing the reliability and accuracy of the data
and the area coverage as well.
WSN networks are affected by many challenging issues such as sensor nodes
deployment, data processing and routing, data security, fault tolerance, data ag-
gregation and connectivity [4, 16]. These challenges arise primarily due to the
large number of constraints such as limited energy, bandwidth, memory and com-
putational speed [77].
2.2 Architecture of WSN
Figure 2.1 shows the WSN architecture. The main entities that build up the WSN
architecture are described below [90]:
• The sensor nodes : These are small devices that form the sensor network.
The main functionalities of a sensor node are sensing the phenomenon within
its coverage area, forming a network by communicating with other nodes over
a wireless medium and routing the sensor reading data to the user via a base
station or sink.
9
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• The base station (sink): The base station communicates with the user
via satellite communication or internet. The base station is located
close to the sensor network area. The data collected from each sensor node
is sent to the user by a multi-hop communication method (due to the low
power of the sensor nodes) through the base station.
• Phenomenon: This is an entity that is of interest to the user. The sensor
node has the capability to sense the phenomenon and also to do simple
analysis on it before sending the data to the user.
• The user : A person that is interested in collecting data about a
specific phenomenon in order to monitor or measure its behaviour.
Internet
BS
Position finding system
Sensor ADC
Processor
Storage
Power unit
Mobiliser
Transceiver
Power 
generator
User
Sensing unit Processing unit Transmission unit
Sensor nodes
Figure 2.1: WSN architecture [2].
2.2.1 IEEE 802.15.4 Specification
IEEE 802.15.4 is a standard which defines the Physical Layer (PHY) and MAC
sub-layer specifications for Low-Rate Wireless Personal Area Network (LR-WPAN) [41].
This standard was not specifically developed for WSN, but WSN can be built up
from the LR-WPAN. The IEEE 802.15.4 protocol targets low power consump-
tion, low data rate and low cost wireless networking which meet the
requirement of the WSN.
Based on the IEEE 802.15.4 standard, a LR-WPAN can support two different
types of device: the Full Function Device (FFD) and the Reduced Function Device
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(RFD). The FFD is a device that supports three operation modes; one of these
acts as a Personal Area Network (PAN) coordinator. A PAN coordinator identifies
its own network such that other devices may be associated. A LR-WPAN must
include at least one FFD acting as a PAN coordinator. An FFD can also act as
a coordinator that provides synchronisation services through the transmission of
beacons but does not create its own network. Other than this, an FFD can just be a
simple device which does not implement the previously mentioned functionalities.
The RFD is a device operating with the minimal implementation of the IEEE
802.15.4 protocol. An RFD supports simple applications such as environment
sensing using temperature, light or infra-red sensors, which do not require the
device to send large amounts of data.
PC
PC
PC
PAN Coordinator
Full Function Device (FFD)
Reduced Function Device (RFD)
Communication Flow
Star Topology Peer-to-peer Topology
Figure 2.2: Star and peer-to-peer topology [41].
There are two basic types of network topology specified in the IEEE 802.15.4
standard: the star topology and the peer-to-peer topology. Both topology exam-
ples are shown in Figure 2.2. In the star topology, a node operates as the PAN
coordinator. The PAN coordinator selects a PAN identifier which is not currently
used by any other network. Each of the devices, either FFD or RFD, joining the
network can communicate with other devices, and must send its data through the
PAN coordinator. The PAN coordinator becomes the centre of communication
among the devices in the network. This means that the PAN coordinator may be
mains powered because of the power consuming tasks of the PAN coordinator in
the star topology, while the other devices are more likely to be battery powered.
In the peer-to-peer topology, a device must be selected as the PAN coordina-
tor, a decision which is based on, for instance, the first device to communicate
on the channel. The communication paradigm in the peer-to-peer topology is
decentralised. This means that each of the devices can communicate directly
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with the other devices in its radio communication range. This topology provides
networking flexibility, but it requires an additional complexity for providing an
end-to-end connectivity between all the devices in the network. The peer-to-peer
topology operates in an ad-hoc manner, and implements multi-hops communica-
tion to transfer data from any device to any other device. However, these functions
must be defined at the network layer which is not considered in the IEEE 802.15.4.
In contrast with the star topology, the resource usage is fairer in the peer-to-peer
topology since the communication process does not rely on a particular node [50].
Table 2.1: Physical layer description in IEEE 802.15.4 [41].
Property Range
Raw data rate 868 MHz: 20 kb/s; 915 MHz: 40 kb/s; 2.4 GHz: 250 kb/s
Range 10-20 m
Latency Down to 15 ms
Channels 868 MHz: 1 channel; 915 MHz: 10 channels;
2.4 GHz: 16 channels
Frequency band Two PHYs: 868 MHz/915 MHz and 2.4 GHz
Addressing Short 16-bit or 64-bit IEEE
Temperature Industrial temperature range −40 to +85 ◦C
The IEEE 802.15.4 physical layer offers three operational frequency bands:
868 MHz, 915 MHz and 2.4 GHz. There is a single channel between 868 and
868.6 MHz, 10 channels between 902 and 928 MHz, and 16 channels between 2.4
and 2.4835 GHz as shown in Figure 2.3. The operating frequency bands are de-
fined with specific data rates, which are 20 kb/s at 868 MHz, 40 kb/s at 915 MHz
and 250 kb/s at 2.4 GHz. Lower frequencies are more suitable for longer transmis-
sion ranges due to lower propagation losses. However, high data rate transmission
provides higher throughput, lower latency and lower duty cycles. All these fre-
quency bands are based on a modulation technique called the Direct Sequence
Spread Spectrum (DSSS). The specification of IEEE 802.15.4 physical layers are
summarised in Table 2.1.
The MAC sub-layer of the IEEE 802.15.4 protocol provides an interface be-
tween the physical layer and the higher layer protocols of LR-WPANs. It has many
common features with the MAC sub-layer of the IEEE 802.11 protocol, such as
the use of CSMA/CA (a channel access protocol), and the support of contention-
free and contention-based periods. However, the standard does not include the
request-to-send (RTS) and clear-to-send (CTS) mechanism to reduce the proba-
bility of collisions, which are more likely to happen in low data rate networks.
Figure 2.4 shows a structure for the operational modes for the MAC sub-layer of
IEEE 802.15.4. The MAC protocol supports two operational modes that may be
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selected by the coordinator as described below:
1. Beacon-enabled mode: The coordinator generate becons periodically
to synchronise the attached devices and to identify the PAN. The
first part of a superframe is a beacon frame, which also embeds all
data frames exchanged between the nodes and the PAN coordinator. Data
transmissions between the nodes are also allowed during the superframe
duration.
2. Non beacon-enabled mode: The devices can simply use unslotted CSMA/CA
to send their data. A superframe structure is not used in this mode.
868 MHz /
915 MHz
PHY
2.4 GHz
PHY
868.3 MHz
20 kb/s
Channel 0 Channel 1-10
Channel 11-26
902 MHz 928 MHz40 kb/s
2.4 GHz 2.4835 GHz250 kb/s
2 MHz
5 MHz
Figure 2.3: Operating Frequency Bands in IEEE 802.15.4 [50].
IEEE 802.15.4 MAC
Beacon Enabled Non Beacon Enabled
Superframe Unslotted CSMA/CA
Contention Access 
Period
(Without GTS)
Contention Access / 
Contention Free 
Periods (With GTS)
Slotted CSMA/CA
Slotted CSMA/CA 
/ Slot Allocations
Figure 2.4: Operational modes for MAC sub-layer of the IEEE 802.15.4 [50].
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2.2.2 6LoWPAN
The Internet Protocol version 6 (IPv6) is designed to supersede Internet Protocol
version 4 (IPv4) and enable the Internet to scale for decades to come. IPv6 ex-
pands the IP address from 32 to 128 bits. This means that IPv6 provides about
2128 or approximately 3.4 × 1038 address spaces which is significantly more than
the IPv4 with 232 or 4, 294, 967, 296 address spaces. Since there is a need to
assign thousands of sensor nodes with IP addresses to enable simple interconnec-
tivity to the other IP networks, including the internet [53], IPv6 becomes the best
choice for WSN. In addition, the stateless address auto-configuration simplifies
the configuration and management of IPv6 devices by enabling sensor nodes to
assign themselves meaningful addresses. These features make IPv6 better suited
for WSN, especially for large scale deployment.
As described in section 2.2.1, IEEE 802.15.4 is a standard designed specifi-
cally for long-lived applications that require numerous low-cost nodes, and has
constraints of limited capability of the links and MCU. The data rate is limited
to 250 kb/s in the 2.4 GHz band and 20 or 40 kb/s in other frequency bands. The
frame length is limited to 128 bytes to ensure a reasonably low packet error. Other
than this, it is known to have limited buffering capabilities. The IEEE 802.15.4
defines short 16-bit link addresses in addition to 64-bit addresses to reduce the
header overhead and memory requirement. The communication range is short due
to its low transmit power. The associated microcontroller typically has about 8 kB
of data RAM and 64 kB program ROM.
Because of these resource constraints, supporting IPv6 over WSN presents sev-
eral challenges. One of them is that IPv6 datagrams are not fit for WSN. The
IEEE 802.15.4 frame is one-tenth of the size of the IPv6 minimum MTU require-
ment, which makes datagram fragmentation and compression essential for efficient
operation. It starts from a maximum physical layer packet size of 127 bytes. For
the worst case, the link header requires about 46 bytes (25 bytes of physical layer
overhead and 21 bytes of overhead in media access control using AES-CCM-128),
which leaves 81 bytes for the IPv6 payload. The IPv6 header requires 40 bytes,
which leaves 41 bytes. Other than this, the transport layer header must be de-
ducted from the remaining 41 bytes which leaves a very short payload. If UDP
is used (which requires 8 bytes header), this leads to 33 bytes for the payload. If
TCP is used (which requires 20 bytes), this leaves 21 bytes for the payload.
The adaptation layer must be provided to comply with the IPv6 requirements
of a minimum MTU. It is expected that most applications of IEEE 802.15.4 will
not use such large packets, and small application payloads in conjunction with
the proper header compression will produce packets that fit within a single IEEE
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Figure 2.5: 6LoWPAN adaptation layer.
802.15.4 frame [53]. For certain applications, it is quite likely that the packet size
requires a small number of fragments. The 6LoWPAN [65] defines the format of
how the IPv6 is carried in the IEEE 802.15.4 frames and specifies key elements in
the adaptation layer. The 6LoWPAN adaptation layer is illustrated in Figure 2.5.
The key concept applied throughout the 6LoWPAN adaptation layer is that it
uses stateless compression, which elides the adaptation, network and transport
layer header fields by compressing them down to a few bytes. 6LoWPAN has
three primary elements:
• Header compression: IPv6 header fields are eliminated from a packet
when the adaptation layer can derive them from the link-level information
carried in the IEEE 802.15.4 frame or based on simple assumptions of shared
context.
• Fragmentation: IPv6 packets are fragmented into multiple link-level frames
to accommodate the IPv6 minimum MTU requirement.
• Layer-two forwarding: To support layer-two forwarding of IPv6 data-
grams, the adaptation layer can carry link-level addresses for the ends of an
IP hop. Alternatively, the IP stack might accomplish intra-PAN routing via
layer-three forwarding, in which each IEEE 802.15.4 radio hop is an IP hop.
Similar to IPv6, the 6LoWPAN adaptation layer makes use of header stacking.
There are three types of sub-headers which are supported by the 6LoWPAN: mesh
addressing header, fragmentation header and compression header. The header
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stack is simple to parse and support stateless compression. Each type of sub-
header is added only when needed. The fragmentation header is not added for
small datagrams, which indicates that a single frame carries the entire payload.
Similarly, the mesh header is not added when 6LoWPAN frames are delivered
over a single hop radio, since the path source and destination are identical in
the link layer header. Figure 2.6 shows typical header stacks and detail for each
sub-header.
IEEE 802.15.4
IEEE 802.15.4
IEEE 802.15.4
IEEE 802.15.4
Single hop, no fragmentation
Multihop, no fragmentation
Single hop, fragmentation
Multihop, fragmentation
Dispatch
Mesh Addressing
Mesh Addressing
Fragmentation
Fragmentation
Dispatch
Dispatch
Dispatch
Compressed IP
Compressed IP
Compressed IP
Compressed IP
Payload .. 
Payload .. 
Payload .. 
Payload .. 
0
Dispatch header (1-2 bytes)
1 Dispatch (6)
0 1 0x3F Dispatch (8)
1 1 0 0 0
1 1 1 0 0
Fragmentation Fragmentation
Fragmentation Fragmentation Dispatch (8)
1 0 O F
1 0 O F
Hops (4) Source address (16-64)
0xF Hops (8)
Destination address (16-64)
Source address (16-64) Destination address (16-64)
Fragmentation header (4-5 bytes)
Mesh addressing header (4-5 bytes)
Figure 2.6: 6LoWPAN header stack [40].
2.3 Applications of WSN
The applications of WSN can be categorised into military, environment, home,
agriculture and commercial areas [2]. Examples of WSN implementation for mili-
tary purposes include monitoring, tracking and surveillance of borders; in industry
it can be used for factory instrumentation; in a large city it can monitor traffic
density and road conditions; in engineering it can monitor building structures;
in the environment it can monitor forests, oceans, precision agriculture etc. The
next section will explain some examples of the implementation of WSN in real
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applications.
2.3.1 Forest Fires Applications
Forest fires present a challenge for forest management because they have the po-
tential to be at once harmful and beneficial. On the one hand, forest fires can
destroy large amounts of timber resources and threaten communities.
On the other hand, forest fires are a natural part of the forest ecosystem and are
important for maintaining the diversity and health of the forest. In Canada,
the forest fire season runs from April through to October. The majority of fires
covering the largest areas happen in June, July, and August. During a typical year
there are over 9,000 forest fires, burning an average of 25 million hectares [ha] or
25 000 km2 [19]. The number of fires and the area burned can vary dramatically
from year to year. Table 2.2 shows the total number of forest fires and the size
of the area burned in 2013. The weekly forest fire occurrence for the same year
is illustrated in Figure 2.7. Two-thirds of all forest fires are caused by people,
while lightning causes the remaining third. Yet, the lightning fires account for
over 85% of the area burned in Canada [19]. This is because the lightning-caused
fires usually occur at remote areas which are difficult to reach with fire suppres-
sion equipment. However, human-caused fires usually start close to communities,
where they are reported quickly and are dealt with by local fire crews.
Table 2.2: Statistics of Forest Fires for the Canadian Forest Fires in 2013 [19]
Metric 2013 10 years avg % Normal
Number 5,780 6,113 88%
Area (ha) 3,647,589 1,875,617 185%
Traditionally, look-out towers located at high points were used to detect forest
fires. A person looks for fires using special devices, such as the Forest Fire Mod-
elling Osborne fire finder [32], to determine the location of the forest fire. However,
this approach has a few drawbacks due to the unreliability of human observation
and the threat to life for forest fire personnel. Because of this, automatic video
surveillance systems [21, 51] have been developed and introduced as part of forest
fire detection systems. Automatic surveillance systems mainly use cameras and
infrared (IR) detectors installed on top of towers. These systems are not suitable
for monitoring large areas of forest. For this reason, aeroplanes or Unmanned
Aerial Vehicles (UAV) are used for monitoring large forests [107, 12]. In addition,
more advanced forest fire detection systems are based on satellite remote sensing.
These existing forest fire detection systems cannot function efficiently during
all types of weather conditions. Their success depends on the time of the day,
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Figure 2.7: Weekly number of Forest Fires in 2013 [19]
the existence of a line of sight and other visibility constraints [43]. WSNs can
potentially provide solutions to these problems. If the system can be supported
by WSNs, it can make a promising framework for a forest fire detection system.
The current sensing modules of WSNs can sense a variety of phenomena including
smoke, temperature and relative humidity which is helpful in forest fire de-
tection systems. When no fire occurs, the sensor nodes send data in an infrequent
manner such as one packet per day, in order to save their energy. If fire is detected,
a sensor node must send data rapidly i.e. within a minute or even a second to
monitor the unpredictable behaviour of the fire [5]. Moreover, the self-organising
feature of sensor nodes to create a network means that the WSN can be easily
deployed in a forest.
The most important goals in forest fire surveillance are: the quick and reliable
detection and the accurate localisation of the fire [22]. Most forest fires are caught
in the early stages before they have chance to grow. In Canada, only 3% of all the
forest fires that start each year grow to more than 200 ha in area. However, these
fires cause for 97% of the total area burned across the country [19]. A WSN can
provide timely detection of the forest fire because it is located in close proximity to
the phenomenon. Furthermore, a WSN can provide information about the location
of the fire, fire growth, and the environmental conditions which are needed by the
fire-fighting management [85]. By having this information, fire-fighting staff can
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be guided to the critical area to suppress it quickly by utilising the necessary fire-
fighting equipment. As a result, there will be a reduction in the number of forest
fires that become uncontrolled.
There has been a considerable amount of work carried out to deploy WSNs in
forest fire detection systems. Researchers from Civil and Environmental Engineer-
ing, University of California [23], have designed a system for wildfire monitoring
using WSN and have evaluated the system in a real experiment during prescribed
test burns near San Francisco, California. In the experiment, the system was
established using 10 sensor nodes with GPS capability which collected tempera-
ture, barometric pressure and humidity data. The collected data was sent
to a base station to be stored on a database server, which could be accessed using a
browser-based web application or any other application capable of communicating
with the database server. The experiment showed that most of the motes in the
burned area were capable of reporting information about the fire event, fire front
spreading, increasing temperature, decreasing barometric pressure and decreasing
humidity during the fire growth before they became burnt.
FireWxNet [35], a multi-tiered portable wireless system, is introduced for mon-
itoring forest fire environments. The main objective of the system is to support
the fire fighting community in safely viewing the fire and measuring the weather
conditions to determine the behaviour of the fire rather than its detection. The
system uses a tiered structure which consists of directional radios to provide long
distance communication, a sensor network to provide environmental data, and
web-enabled surveillance cameras to provide visual data. Data gathered from
the sensor nodes and the web-enabled cameras are aggregated at a base station
which has the capability of providing long distance communication using satellite
technology. The sensor network measures temperature, wind speed, wind
direction and relative humidity periodically every half an hour. However, the
cameras monitor the fire zones continuously.
Another forest fire surveillance system based on WSN has been developed to
monitor the South Korea Mountains. This system is called Forest-Fires Surveil-
lance System (FFSS) [86]. The developed FFSS consists of WSNs, middleware and
a web application. The sensor nodes are attached with the temperature, humidity
and smoke sensors. The WSN uses a flat routing protocol based on the minimum
cost path forwarding method to deliver data to the sink. The middleware program
and the web application analyse the collected data and produce the fire risk level.
The FFSS is able to provide a real-time alarm when a forest fire occurs.
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2.3.2 Military and Safety Applications
WSN can be used in the military for a number of purposes such as monitoring or
tracking enemies and force protection [55]. Unlike the commercial WSN, a tacti-
cal military sensor network has different priority requirements for military usage.
Especially in the remote large-scale network, topology, self-configuration, network
connectivity, maintenance, and energy consumption are the challenges [16].
An example of WSN deployment for military application is the Sensor Infor-
mation Technology (SensIT) program [52]. This program was sponsored by the
Information Technology Office (ITO) and was conducted by the Defence Advanced
Research Projects Agency (DARPA). The primary goal of the SensIT program is
to develop new software for distributed micro-sensors. The SensIT team pursued
two key research and development thrusts. The first thrust is the development
of new networking techniques. In the battlefield context, sensor devices or nodes
should be ready for rapid deployment, in an ad-hoc fashion, and in highly dy-
namic environments. The second thrust is networked information processing, for
example how to extract useful, reliable, and timely information from the deployed
sensor network. This implies leveraging the distributed computing environment
created by these sensors for signal and information processing in the network, and
for dynamic and interactive querying and tasking the sensor network. The SensIT
software was tested in the field, with the assistance of the United States Marine
Corps and other service entities.
The Remotely Monitored Battlefield Sensor System (REMBASS) [68] is an-
other implementation of a WSN in a military application. REMBASS is a ground-
based battlefield surveillance system designed to detect, locate, classify, and report
personnel and vehicular activities in real-time within the area of deployment. It
uses remotely monitored sensors placed in position along likely enemy avenues of
approach. These sensors respond to infrared energy, magnetic field changes and
seismic-acoustic energy to detect enemy activities. The collected data is processed
by the sensor nodes to provide detection and classification information, which is
sent to the system monitoring set (SMS) wirelessly using radio communication.
The messages are demodulated, decoded, displayed, and recorded to provide a
time-phased record of enemy activity. REMBASS can be used to complement
other manned/unmanned surveillance systems such as ground surveillance radar,
unmanned aerial vehicles and night observation devices.
Smart Dust is envisioned to combine sensing, computing, and wireless com-
munication capabilities in an autonomous, dust-grain-sized device [45]. A dense
network of Smart Dust should then be able to unobtrusively monitor real-world
processes with unprecedented quality and scale. The researchers in [80] had pre-
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sented and evaluated a prototype implementation of a tracking system to find the
exact location of real-world phenomena (using a toy car as an example) with Smart
Dust. The toy car is equipped with an omnidirectional infra-red (IR) light emitter
consisting of eight IR LEDs, which is mounted on top of the car. Accordingly, the
sensor nodes are equipped with an omnidirectional IR light detector consisting of
three IR photo diodes. The system includes techniques for node localisation, time
synchronisation, and for message ordering specifically tailored for large networks
of tiny Smart Dust devices.
2.3.3 Environmental Applications
Some environmental applications of sensor networks include: monitoring the
environmental conditions that affect crops and livestock; tracking the
movements of birds, small animals, and insects; biological, earth, and
environmental monitoring in marine, soil, and atmospheric contexts;
chemical/biological detection; irrigation; macro-instruments for large-
scale earth monitoring and planetary exploration; precision agricul-
ture; meteorological or geophysical research; bio-complexity mapping
of the environment; forest fire detection; flood detection; and pollution
study [2].
Habitat monitoring : A WSN architecture was proposed for habitat monitoring
on Great Duck Island (GDI), a small island located 15 km south of Mount Desert
Island, Maine [59]. The WSN architecture was designed for monitoring the nesting
environments and behaviours of Leachs Storm Petrel. In the actual deployment, a
WSN was established consisting of 32 Mica nodes. The network monitored under-
ground nesting burrows and surface micro-climates for biologists and ecologists.
The data, consisting of temperature, humidity, occupancy, and pressure, was used
to correlate nesting patterns with micro-climates. Live data from the sensors can
be viewed on the web.
Landslide Detection: The Calita [81] is a WSN infrastructure for landslide
monitoring. In May 2009, the infrastructure was deployed in the Emilia Ro-
magna Apennines. The deployment exploited 13 Crossbow Micaz motes with
TinyOS software and covered a surface of about 500 m2. Nodes are embedded
with accelerometer sensor boards for capturing slope movements, and environ-
mental boards for the monitoring of ambient parameters like temperature, pres-
sure, humidity and light depth. The sensor nodes send the collected data to the
base station, which is cable-connected to a laptop. The laptop sends the data
by exploiting File Transfer Protocol (FTP) over a Universal Mobile Telecommu-
nications System (UMTS) connection to the server; the data can be viewed via
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a Web graphical user interface. Another landslide detection system using WSN
has been designed and deployed at the Anthoniar Colony, Munnar, Idukki (Dis-
trict), Kerala (State), India [78]. The system provides information about the soil
condition using selected geophysical sensors: pore pressure transducers, soil mois-
ture sensors, geophones, stain gauges and tilt-meters. The geological sensors were
placed inside a sensor column and connected to the wireless sensor node via a data
acquisition board. The pilot deployment consists of two sensor columns with ten
sensors, deployed in the field along with six wireless sensor nodes.
Flood monitoring : Flooding is a disaster that can cause loss of life, and damage
to buildings and other structures including bridges, sewerage systems, roadways,
and canals. The cost of damage caused by flooding is dependent on the warning
time given before a flood event, making flood monitoring and prediction critical
to minimising the cost of flood damage. The GridStix system [39] is an example
of the implementation of a WSN in a flood monitoring system. The GridStix sen-
sor platform uses powerful embedded hardware, heterogeneous wireless network-
ing technologies and next generation grid middleware to implement an adaptable
WSN. This allows nodes not only to send data to remote fixed grids but also to
perform local grid computations to improve the support for flood monitoring and
provide more timely warnings to local stakeholders in a range of formats including
on-site audio/visual warnings, a public Web site and SMS alerts. For evaluating
the system under real world conditions, fifteen GridStix nodes based on the Gum-
stix embedded computing platform are deployed to perform flood monitoring on
a 3 km stretch of the River Ribble in the Yorkshire Dales, UK, which is prone to
flooding for much of the year. All of these nodes are equipped with pressure-based
depth sensors and a subset is equipped with ultrasound-based flow measurement
equipment and cameras for image-based flow measurement. In addition, each node
is equipped with 802.11bg1 and Bluetooth network hardware, which are used to
provide an ad-hoc communications infrastructure. A single node is equipped with
a GPRS uplink and a DVB satellite down-link. Each node is attached with a
power solar array to address the energy issue caused by power-consuming devices,
which continually powers a GridStix system even during the dark, British winter
months.
Active volcano monitoring : A research group from Harvard University began
collaborating with volcanologists at the University of North Carolina, the Univer-
sity of New Hampshire and the Instituto Geof´ısico n Ecuador in order to study
active volcanoes. This group was amongst the first to investigate the use of a
WSN for the purpose of geophysical studies. In 2004, they deployed a small WSN
on Volca´n Tungurahua in central Ecuador as a proof of concept using three nodes
equipped with microphones collecting continuous data from the erupting volcano
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for three days [98]. August 2005, they deployed a larger and more capable net-
work on Volca´n Reventador in northern Ecuador [99]. The network consisted of 16
sensor nodes, with each of the sensor nodes equipped with a microphone and seis-
mometer, collecting seismic and acoustic data on volcanic activity. The nodes re-
layed data via a multi-hop network to a gateway node connected to a long-distance
FreeWave modem, providing radio connectivity with a laptop at the observatory.
A GPS receiver was used along with a multi-hop time-synchronisation protocol to
establish a network-wide timebase. Over the three weeks of the deployment, the
network captured 230 volcanic events.
2.3.4 Agriculture Monitoring Systems
The Precision Agriculture Monitor System (PAMS) is an intelligent system which
can monitor the agricultural environment of crops and provide services to farm-
ers [57]. The system has been deployed successfully in many places in the Shaanxi
province of China such as Yangling, Ansai Apple Park, etc. The main objective
of the system was to improve crop output by managing and monitoring the crops’
growth period. Examples of monitored environment factors include: air temper-
ature and humidity, soil temperature and moisture, carbon dioxide concentration
and illumination intensity. Information about these environmental factors is sent
to the control unit to be analysed. The system sends an alarm message to the user
when it has detected an abnormal situation affecting the crops growth. Besides
this, the system can prevent water wastage.
Another example of a WSN implementation in precision agriculture is the
LOFAR-agro project [54]. This project is the first large-scale experiment in preci-
sion agriculture in the Netherlands. The project concerns protection of a potato
crop against phytophthora, a fungal disease that can spread easily amongst plants
and destroy a complete harvest within a large region. The development of the
fungus and its associated attack on the crop depends strongly on the climato-
logical conditions within the field. In particular, the humidity and temperature
within the crop canopy are important factors in the development of the disease.
To monitor these critical factors, a potato field was instrumented with a WSN. A
close monitoring of the micro-climate can reveal when the crop is at risk of devel-
oping phytophthora and allows the farmer to treat the field, or parts of it, with
fungicide only when absolutely needed. This precise treatment saves time, reduces
costs, and limits the use of environmentally unfriendly substances as opposed to
traditional treatment based on information from a remote weather station.
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2.3.5 Commercial Building Applications
WSN could be used in commercial building applications. One example of these ap-
plications is a structural health monitoring system designed to seek, detect, and
localise damage within buildings, bridges, ships and aircraft. Structural health
monitoring is the collection and analysis of the structural response to ambient or
forced excitation. Wisden [101] is one example of the implementation of a WSN
in structural health monitoring. Wisden collects structural response data from
a multihop network of sensor nodes, and displays and stores the data at a base
station. In terms of hardware, Wisden used Mica-2 motes with a 16-bit vibration
card designed specifically for high-quality vibration sensing. The researchers de-
ployed 10 nodes of Wisden on a test structure resembling the frame of a hospital
ceiling. The structure was repeatedly hit with a 2-by-411 for 20 s. The system
collected data and displayed it at the base station successfully. Another deploy-
ment has also been carried out to further evaluate Wisden system performance.
In this deployment, a 14 MicaZ node WSN was deployed on a large seismic test
structure used by civil engineers [73]. The experiment indicates that Wisden can
deliver time-synchronised structural vibration data reliably across multiple hops
with low latencies.
A group of researchers from the University of California has successfully im-
plemented WSN for structural health monitoring on a bridge [74]. They have
designed, implemented, deployed and tested a WSN on the 1280 m (4200 feet)
long main span and the south tower of the Golden Gate Bridge (GGB). Ambient
structural vibrations are reliably measured at a low cost and without interfering
with the operation of the bridge. In the GGB WSN deployment, 64 nodes are
distributed over the main span and the tower, collecting ambient vibrations syn-
chronously at 1kHz rate. The sampled data is collected reliably over the 46-hop
network.
2.4 Constraints in WSN
A WSN has many constraints compared to a traditional computer network. Due
to these constraints which are discussed below, the deployment of a WSN needs
to be managed carefully to meet the desired performance which depends on the
requirements of the applications. The constraints are classified into two categories:
sensor node constraints and networking constraints [11].
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