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The variational-relaxation algorithm for finding quantum bound states
Daniel V. Schroeder∗
Department of Physics, Weber State University, Ogden, UT 84408-2508
I describe a simple algorithm for numerically finding the ground state and low-lying excited states
of a quantum system. The algorithm is an adaptation of the relaxation method for solving Poisson’s
equation, and is fundamentally based on the variational principle. It is especially useful for two-
dimensional systems with nonseparable potentials, for which simpler techniques are inapplicable yet
the computation time is minimal. (To be published in the American Journal of Physics.)
I. INTRODUCTION
Solving the time-independent Schro¨dinger equation for
an arbitrary potential energy function V (~r) is difficult.
There are no generally applicable analytical methods. In
one dimension it is straightforward to integrate the equa-
tion numerically, starting at one end of the region of in-
terest and working across to the other. For bound-state
problems for which the energy is not known in advance,
the integration must be repeated for different energies
until the correct boundary condition at the other end is
satisfied; this algorithm is called the shooting method.1–4
For a nonseparable5 potential in two or more dimen-
sions, however, the shooting method does not work be-
cause there are boundary conditions that must be satis-
fied on all sides. One can still use matrix methods,6–8
but the amount of computation required can be consid-
erable and the diagonalization routines are mysterious
black boxes to most students.
This paper describes a numerical method for obtain-
ing the ground state and low-lying excited states of a
bound system in any reasonably small number of dimen-
sions. The algorithm is closely related to the relaxation
method9–11 for solving Poisson’s equation, with the com-
plication that the equation being solved depends on the
energy, which is not known in advance. The algorithm
does not require any sophisticated background in quan-
tum mechanics or numerical analysis. It is reasonably
intuitive and easy to code.
The following section explains the most basic version
of the algorithm, while Sec. III derives the key formula
using the variational method. Section IV presents a two-
dimensional implementation of the algorithm in Mathe-
matica. Section V generalizes the algorithm to find low-
lying excited states, and Sec. VI presents two nontrivial
examples. The last two sections briefly discuss other re-
lated algorithms and how such calculations can be incor-
porated into the undergraduate physics curriculum.
II. THE ALGORITHM
A standard exercise in computational physics9–11 is to
solve Poisson’s equation,
∇2φ(~r) = −ρ(~r), (1)
where ρ(~r) is a known function, by the method of re-
laxation: Discretize space with a rectangular grid, start
with an arbitrary function φ(~r) that matches the desired
boundary conditions, and repeatedly loop over all the
grid points that are not on the boundaries, adjusting each
φ value in relation to its nearest neighbors to satisfy a
discretized version of Poisson’s equation. To obtain that
discretized version, write each term of the Laplacian op-
erator in the form
∂2φ
∂x2
≈ φ(~r + δxˆ) + φ(~r − δxˆ)− 2φ(~r)
δ2
, (2)
where δ is the grid spacing and xˆ is a unit vector in the
x direction. Solving the discretized Poisson equation for
φ(~r) then gives the needed formula,
φ0 = φnn +
1
2d
ρ0δ
2, (3)
where φ0 and ρ0 are the values of φ and ρ at ~r (the current
grid location), d is the dimension of space, and φnn is
the average of the φ values at the 2d nearest-neighbor
grid locations. As this formula is applied repeatedly at
all grid locations, the array of φ values “relaxes” to the
desired self-consistent solution of Poisson’s equation that
matches the fixed boundary conditions, to an accuracy
determined by the grid resolution.
What is far less familiar is that this method can be
adapted to solve the time-independent Schro¨dinger equa-
tion. To see the correspondence, write Schro¨dinger’s
equation with only the Laplacian operator term on the
left-hand side:
∇2ψ(~r) = −2(E − V (~r))ψ(~r), (4)
where E is the energy eigenvalue, V (~r) is the given po-
tential energy function, and I am using natural units in
which ~ and the particle mass are equal to 1. Discretiz-
ing the Laplacian gives a formula of the same form as
Eq. (3),
ψ0 = ψnn +
1
d
(E − V0)ψ0δ2, (5)
where the subscripts carry the same meanings as in
Eq. (3). The appearance of ψ0 on the right-hand side
creates no difficulty at all, because we can solve alge-
braically for ψ0:
ψ0 =
ψnn
1− (E − V0)δ2/d . (6)
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2The more pressing question is what to do with E, the
energy eigenvalue that we do not yet know. The answer
is that we can replace it with the energy expectation
value
〈E〉 = 〈ψ|H|ψ〉〈ψ|ψ〉 , (7)
where H = − 12∇2 + V (~r) is the Hamiltonian operator.
We then update this expectation value after each step in
the calculation. (The denominator in Eq. (7) is needed
because the algorithm does not maintain the normaliza-
tion of ψ.) As the relaxation process proceeds 〈E〉 will
steadily decrease, and we will eventually obtain a self-
consistent solution for the ground-state energy and wave
function.
The inner products in Eq. (7) are integrals, but we can
compute them to sufficient accuracy as ordinary sums
over the grid locations. The denominator is simply
〈ψ|ψ〉 =
∑
i
ψ2i δ
d, (8)
where the index i runs over all grid locations and I have
assumed that ψ is real. Similarly, the potential energy
contribution to the numerator is
〈ψ|V |ψ〉 =
∑
i
Viψ
2
i δ
d. (9)
To obtain the kinetic energy (K = − 12∇2) contribution
we again discretize the derivatives as in Eq. (2), arriving
at the expression
〈ψ|K|ψ〉 = −d
∑
i
(ψiψnn − ψ2i )δd−2. (10)
Each of these inner products must be updated after every
change to one of the ψi values, but there is no need to
evaluate them from scratch. When we change ψ0, old to
ψ0, new, the corresponding changes to the inner products
are
∆〈ψ|ψ〉 = (ψ20, new − ψ20, old)δd, (11)
∆〈ψ|V |ψ〉 = V0(ψ20, new − ψ20, old)δd, (12)
∆〈ψ|K|ψ〉 = −2d(ψ0, new − ψ0, old)ψnnδd−2
+ d(ψ20, new − ψ20, old)δd−2, (13)
where the factor of 2 in the first term of Eq. (13) arises
because there is an identical contribution of this form
from the terms in the sum of Eq. (10) in which i is one
of the neighboring grid locations.
The algorithm, then, is as follows:
1. Discretize space into a rectangular grid, placing the
boundaries far enough from the region of interest
that the ground-state wave function will be negli-
gible there.
2. Initialize the array of ψ values to represent a
smooth, nodeless function such as the ground state
of an infinite square well or a harmonic oscillator.
All the ψ values on the boundaries should be zero
and will remain unchanged.
3. Use Eqs. (8)–(10) to calculate 〈ψ|ψ〉, 〈ψ|H|ψ〉, and
〈E〉 for the initial ψ array.
4. Loop over all interior grid locations, setting the ψ
value at each location to
ψ0 =
ψnn
1− (〈E〉 − V0)δ2/d . (14)
Also use Eqs. (11)–(13) to compute the changes to
〈ψ|H|ψ〉 and 〈ψ|ψ〉 that result from this change to
ψ0, and use these quantities to update the value of
〈E〉 before proceeding to the next grid location.
5. Repeat step 4 until 〈E〉 and ψ(~r) no longer change,
within the desired accuracy.
The simplest procedure, as just described, is to update
each ψ value “in place,” so that a change at one grid
location immediately affects the calculation for the next
grid location. In the terminology of relaxation methods,
this approach is called the Gauss-Seidel algorithm.9–11
III. VARIATIONAL INTERPRETATION
In the previous section I asserted, but did not prove,
that 〈E〉 will steadily decrease during the relaxation pro-
cess. To see why this happens, it is instructive to de-
rive Eq. (14) using the variational method of quantum
mechanics.12 The idea is to treat each local value ψ0 as
a parameter on which the function ψ(~r) depends, and
repeatedly adjust these parameters, one at a time, to
minimize the energy expectation value 〈E〉. So let us
consider how the expression for 〈E〉 in Eq. (7) depends
on ψ0.
Focusing first on the denominator of Eq. (7), we dis-
cretize the integral as in Eq. (8), but rewrite the sum
as
〈ψ|ψ〉 = ψ20δd + s, (15)
where s is an abbreviation for the terms in the sum that
do not depend on ψ0. Similarly, the discretization of
Eqs. (9) and (10) allows us to write the numerator of
Eq. (7) as
〈ψ|H|ψ〉 = −2dψ0ψnnδd−2+dψ20δd−2+V0ψ20δd+h, (16)
where the factor of 2 in the first term is the same as in
Eq. (13) and h is an abbreviation for all the terms that
do not depend on ψ0.
Inserting Eqs. (15) and (16) into Eq. (7) gives
〈E〉 = h− 2dδ
d−2ψ0ψnn + (dδ
d−2+V0δd)ψ20
s+ δdψ20
, (17)
3Initialize and plot the wave function
01 n = 50;   (* size of lattice in each direction *)
02 psi = Table[N[Sin[Pi*(i/n)]*Sin[Pi*(j/n)]], {i,0,n}, {j,0,n}];
03 customPlot3D[f_] := ListPlot3D[Flatten[Table[{i/n, j/n, f[[i+1,j+1]]}, {i,0,n}, {j,0,n}], 1], PlotRange->All];
04 customPlot3D[psi]
Initialize and plot the potential energy function
05 v = Table[0.5*40^2*(i/n - 0.5)^2 + 0.5*60^2*(j/n - 0.5)^2, {i,0,n}, {j,0,n}]; 
06 customPlot3D[v]
Calculate the initial energy expectation value
07 intPsi2 = 0; (* initialize <psi|psi> *)
08 intPsiHPsi = 0; (* initialize <psi|H|psi> *)
09 For[i = 2, i <= n, i++, 
10   For[j = 2, j <= n, j++,
11     intPsi2 += psi[[i,j]]^2 / n^2;
12     intPsiHPsi += v[[i,j]]*psi[[i,j]]^2 / n^2   
13         + -0.5*psi[[i,j]]*(psi[[i-1,j]] + psi[[i+1,j]] + psi[[i,j-1]] + psi[[i,j+1]] - 4*psi[[i,j]])]];
14 intPsiHPsi/intPsi2
Define a function to carry out the algorithm steps times for each lattice site
15 relax[steps_] := (For[step = 1, step <= steps, step++, 
16   For[i = 2, i <= n, i++,
17     For[j = 2, j <= n, j++, 
18       psiOld = psi[[i,j]];
19       neighborAverage = (psi[[i-1,j]] + psi[[i+1,j]] + psi[[i,j-1]] + psi[[i,j+1]])/4;
20       psi[[i,j]] = neighborAverage/(1 - 0.5*((intPsiHPsi/intPsi2 - v[[i,j]])/n^2));
21       intPsi2 += (psi[[i,j]]^2 - psiOld^2)/n^2;
22       intPsiHPsi += (2 + v[[i,j]]/n^2)*(psi[[i,j]]^2 - psiOld^2) - 4*neighborAverage*(psi[[i,j]] - psiOld)]]]; 
23   Print["Energy = ", intPsiHPsi/intPsi2]; 
24   customPlot3D[psi])
25 relax[100]
FIG. 1. Mathematica code to implement the basic variational-relaxation algorithm for a two-dimensional quantum system.
Here the potential energy function is for a harmonic oscillator, for which the solutions are known analytically.
where I have written the h and s terms first because they
are larger than the others by a factor on the order of the
total number of lattice points.13 We are looking for the
value of ψ0 that minimizes this expression. Differentiat-
ing with respect to ψ0 and setting the result equal to 0
gives a complicated equation, but in the limit of a large
lattice it is a valid approximation to keep only the lead-
ing terms in s and h. With that approximation, after
some algebra, the extremization condition reduces to
ψ0 =
ψnn
1− [(h/s)− V0]δ2/d . (18)
The ratio h/s is equal to 〈E〉 in the limit of an infinite
lattice, so this result is effectively the same as Eq. (14).
By similarly focusing on the leading nontrivial terms in
powers of s and h it is straightforward to show that this
extremum is a minimum, if the lattice spacing δ is suffi-
ciently small.
We can therefore be confident that each step of the al-
gorithm will reduce the value of 〈E〉. This result suggests,
but does not prove, that the algorithm will converge to
the system’s ground state. In fact every energy eigen-
function is a stationary point of the energy functional,12
so there can be situations in which the algorithm con-
verges (or almost converges) to an excited state instead
of the ground state. But the excited states are unstable to
small perturbations, and they can be avoided entirely by
choosing an initial wave function that is sufficiently sim-
ilar to the ground state. Once the algorithm brings 〈E〉
below every excited-state energy, the ground state is the
only possible result after sufficiently many iterations.14
IV. AN IMPLEMENTATION
Figure 1 shows a basic implementation of the
variational-relaxation algorithm in Mathematica,15 for a
two-dimensional potential well. Translating this example
to other computer languages should be straightforward.
The first four lines of the code define the resolution
of the lattice (here 50× 50), initialize the wave function
to the ground state of an infinite square well, and then
plot the initial wave function using a custom plotting
function that maps the array of lattice points to a square
in the xy plane extending from 0 to 1 in each direction.
Notice that the array size is one element larger in each
4dimension than the nominal lattice size (51 × 51 in this
case), so that the edges can be mapped to exactly 0 and 1,
where the wave function will be held fixed throughout
the calculation. Notice also that an offset of 1 is required
when indexing into the array, because Mathematica array
indices start at 1 rather than 0.
Lines 5 and 6 define and plot an array of values to
represent the potential energy function. Here, for testing
purposes, this function is a harmonic oscillator potential
with a classical angular frequency of 40 (in natural units)
in the x direction and 60 in the y direction. The rest of
the code is sufficiently versatile, however, that almost
any potential energy function can be used, as long as its
discrete representation is reasonably accurate.
Lines 7–13 compute the inner products 〈ψ|ψ〉 and
〈ψ|H|ψ〉 according to Eqs. (8) through (10). Because the
width of the two-dimensional space is one unit, the lat-
tice spacing δ is the reciprocal of the lattice size (1/50).
Line 14 displays the initial value of 〈E〉.
The algorithm itself is implemented in the relax func-
tion (lines 15–24), whose argument is the number of times
to iterate the algorithm for each lattice site. For each it-
eration step we loop over all the lattice sites and for each
site, save the old wave function value, calculate the new
value from Eq. (14), and update the inner products 〈ψ|ψ〉
and 〈ψ|H|ψ〉 using Eqs. (11)–(13). When everything is
finished we display the final value of 〈E〉 and then plot
the final wave function. To actually execute this func-
tion we type something like relax[100] for 100 iteration
steps. We can do this repeatedly, checking the results for
convergence.
For this harmonic oscillator example using a 50 × 50
lattice, 100 iteration steps results in an energy value of
49.97, within less than 0.1% of the analytically known
value of 50 (that is, ~/2 times the sum of the x and y fre-
quencies). After another 100 steps the energy converges
to 49.94, slightly below the analytical value due to the lat-
tice discretization. The calculated wave function has the
familiar Gaussian shape. On a typical laptop computer,
Mathematica can execute 100 iteration steps for a 50×50
lattice in just a few seconds. This execution speed, along
with the brevity of the code, brings two-dimensional cal-
culations of this type well within the reach of a typical
undergraduate homework assignment.
V. EXTENSIONS
An easy trick for speeding up the algorithm is to use
over-relaxation,9–11 in which we try to anticipate subse-
quent iterations by “stretching” each change to a ψ value
by a factor between 1 and 2. If we call the value of ex-
pression (14) ψ0,nominal, then the formula to update ψ0
becomes
ψ0, new = ψ0, old + ω(ψ0, nominal − ψ0, old), (19)
where the “stretch factor” ω is called the over-relaxation
parameter. Figure 2 shows how the rate of convergence
FIG. 2. The energy expectation value 〈E〉 as a function of
the iteration number, for the two-dimensional harmonic oscil-
lator example used in Sec. IV. The different data sets are for
different values of the over-relaxation parameter ω. The basic
algorithm without over-relaxation corresponds to ω = 1. In
this example, with a lattice size of 50× 50, the optimum ω is
about 1.8.
depends on ω, for the two-dimensional harmonic oscilla-
tor example described in the preceding section.
After finding the ground state of a particular system,
we can go on to find its first excited state with only a
minor modification of the algorithm. The idea is the
same as with other variational solutions,12 namely, to
restrict the trial wave function to be orthogonal to the
ground state. To do this, we periodically project out
any contribution of the ground state to the trial function
during the course of the calculation. More explicitly, the
procedure is as follows:
1. Normalize and save the just-determined ground-
state wave function as ψgs.
2. Initialize a new trial wave function ψ that crudely
resembles the first excited state, with a single node.
The first excited state of an infinite square well or
a harmonic oscillator would be a reasonable choice.
It may be necessary to try different orientations for
the node of this function.
3. Proceed as in the basic algorithm described in
Sec. II, but after each loop through all the grid
locations, calculate the ψgs component of the trial
function as the inner product
〈ψgs|ψ〉 =
∑
i
ψgs,iψiδ
d. (20)
Multiply this inner product by ψgs and subtract
the result from ψ (point by point). Then recalcu-
late the inner products 〈ψ|ψ〉 and 〈ψ|H|ψ〉 before
proceeding to the next iteration.
5The orientation of the initial state’s node matters be-
cause we want it to resemble the first excited state more
than the second. For example, the first excited state
of the anisotropic harmonic oscillator potential used in
Sec. IV has a node line parallel to the y axis, so a good
choice for the initial state would be sin(2pix) sin(piy),
rather than the orthogonal state sin(pix) sin(2piy). If the
latter state is used the algorithm will become stuck, for
a rather long time, on the second excited state (with en-
ergy 110) before finally converging to the first excited
state (with energy 90).
After finding the first excited state we can find the
second excited state in a similar way, this time project-
ing out both the ground-state contribution and the first-
excited-state contribution after each loop through all the
grid locations. We could then go on to find the third
excited state and so on, but if many states are needed it
may be easier to use matrix methods.6–8
VI. EXAMPLES
To illustrate the versatility of the variational-
relaxation algorithm, Fig. 3 shows results for an intricate
but contrived potential energy well based on an image
of the Weber State University “Flaming W” logo.16 As
before, the units are such that ~, the particle mass, and
the width of the square grid region are all equal to 1. In
these units the sine-wave starting function (that is, the
FIG. 3. A “Flaming W” potential energy well (upper left)
and the three lowest-energy wave functions and corresponding
energies for a particle trapped in this well. The potential
energy is zero inside the W and +200 (in natural units) in
the flat area surrounding it. The grid resolution is 64× 64.
ground state of an infinitely deep two-dimensional box
of this size) has a kinetic energy of pi2 ≈ 10, so the well
depth of 200 is substantially larger than this natural en-
ergy scale. All three of the states shown are bound, with
energies less than 200. As expected, the ground-state
wave function spreads to fill the oddly shaped potential
well, but is peaked near the center. The two lowest ex-
cited states are relatively close together in energy, with
nodal curves that are roughly orthogonal to each other.
For a second example, note that the Schro¨dinger equa-
tion for a single particle in two dimensions is mathemat-
ically equivalent to that for two equal-mass particles in
one dimension. We can therefore adapt our results to the
latter system by renaming (x, y) → (x1, x2). Consider,
then, a pair of equal-mass (but distinguishable) particles
trapped in a one-dimensional infinite square well, exert-
ing a repulsive force on each other.17 A smooth potential
for modeling such a force is a Gaussian,18
V (x1, x2) = Vmaxe
−(x1−x2)2/a2 , (21)
and for illustration purposes I will take Vmax = 80 and
a = 0.4 in natural units. This potential and its three
lowest-energy stationary states are shown in Fig. 4. In-
terpreting these two-particle wave function plots takes a
little practice; for example, the two peaks in the ground-
state wave function correspond not to the two parti-
cles, but rather to two equally probable configurations
for both particles, one with particle 1 near x = 0 and
FIG. 4. The interparticle potential energy (upper left) and
the three lowest-energy wave functions and corresponding en-
ergies for a pair of equal-mass but distinguishable particles
trapped in a one-dimensional infinite square well, repelling
each other according to Eq. (21). The grid resolution is 50×50
and the maximum potential energy is 80 in natural units.
6particle 2 near x = 1, and the other with the par-
ticles interchanged. This is an “entangled” state, be-
cause a measurement of one particle’s position changes
the probability distribution for the other particle’s posi-
tion. Notice that the first excited state, with a node along
x1 = x2, has an almost identical probability density and
only slightly more energy, as is typical of double-well po-
tentials. In contrast, the second excited state tends to
put one particle or the other near the middle of the well
and has considerably more energy.
These two examples are merely meant to suggest the
wide range of possible uses of the variational-relaxation
algorithm. The algorithm should be applicable to real-
world systems such as quantum dots7,19 and other nano-
structures that can be modeled as two-dimensional or
three-dimensional potential wells. For a system of two
particles in one dimension, one could investigate other
interaction potentials, repulsive or attractive, as well as
other confining potentials.
VII. RELATED ALGORITHMS
The algorithm described in this paper cannot possibly
be new, because it is such a minor adaptation of the fa-
miliar relaxation algorithm for Poisson’s equation. How-
ever, I have been unable to find a published description
of it.20,21
Giordano and Nakanishi22 describe a closely related
algorithm that also uses a rectangular lattice and the
variational principle, but takes a Monte Carlo approach.
Instead of looping over all lattice points in order, they
choose successive lattice points at random. And instead
of computing the value of ψ0 that minimizes 〈E〉 using
Eq. (14), they consider a random change to ψ0, com-
pute the effect of this change on 〈E〉, and then accept
the change if 〈E〉 will decrease but reject it if 〈E〉 would
increase. This Monte Carlo approach inspired the algo-
rithm described in this paper. However, the Monte Carlo
algorithm is much less efficient, at least when fixed, uni-
form distributions are used for the random numbers.
Koonin and Meredith23 describe an alternative algo-
rithm that evolves an initial trial function in imaginary
time, according to the Schro¨dinger-like equation
∂ψ
∂τ
= −Hψ, (22)
whose formal solution is
ψ(τ) = e−Hτψ(0). (23)
If we imagine expanding ψ(0) as a linear combination
of eigenfunctions of the Hamiltonian H, then we see
that the ground-state term in the expansion decreases
the most slowly (or grows the most rapidly if its energy
is negative), so eventually this evolution in “fake time”
will suppress all the remaining terms in the expansion
and yield a good approximation to the ground state.24
An advantage of the imaginary-time approach is that its
validity rests on the fundamental argument just given,
rather than on the more subtle variational principle.
The speed and coding complexity of an imaginary-
time algorithm depend on the specific method used for
the imaginary-time evolution. Koonin and Meredith use
a basic first-order forward-time Euler integration, re-
sulting in an algorithm that is just as easy to code as
the variational-relaxation algorithm, and that requires
about the same execution time as the latter without over-
relaxation. Their algorithm is therefore a strong candi-
date for use in an undergraduate course, especially if stu-
dents are more familiar with time-evolution algorithms
than with relaxation algorithms (and if teaching relax-
ation algorithms is not a course goal).
Faster imaginary-time algorithms also exist, but may
be too sophisticated for many educational settings. Sim-
ply switching to a centered-difference approximation for
the time derivative, which is quite effective for the actual
time-dependent Schro¨dinger equation,25 yields an algo-
rithm that is unstable no matter how small the time
step.26 Implicit algorithms27 would solve the stability
problem, but these require working with large matri-
ces. One reviewer of early drafts of this paper strongly
recommends an imaginary-time adaptation of the split-
operator algorithm described in Sec. 16.6 of Ref. 2, which
uses a fast Fourier transform to switch back and forth be-
tween position space and momentum space during each
time step.
VIII. CLASSROOM USE
Students in a computational physics course should be
able to code the variational-relaxation algorithm them-
selves, perhaps after practicing on the ordinary relax-
ation algorithm for Poisson’s or Laplace’s equation. Cod-
ing the algorithm in just one spatial dimension can also
be a good warm-up exercise, keeping in mind that it is
usually easier to solve one-dimensional problems by the
shooting method.
In an upper-division undergraduate course in quantum
mechanics, it may be better to provide students with the
basic code shown in Fig. 1 (or its equivalent in what-
ever programming language they will use). Typing the
code into the computer gives students a chance to think
about each computational step. After verifying that the
algorithm works for a familiar example such as the two-
dimensional harmonic oscillator, students can be asked
to modify it to handle other potential energy functions,
over-relaxation, and low-lying excited states.
Even in a lower-division “modern physics” course or
the equivalent, I think there is some benefit in show-
ing students that the two-dimensional time-independent
Schro¨dinger equation, for an arbitrary potential energy
function, can be solved. For the benefit of students and
others who are not ready to code the algorithm them-
selves, and for anyone who wishes to quickly explore some
7nontrivial two-dimensional stationary states, the elec-
tronic supplement28 to this paper provides a JavaScript
implementation of the algorithm with a graphical user
interface, runnable in any modern web browser.
In any of these settings, and in any other physics
course, introducing general-purpose numerical algo-
rithms can help put the focus on the laws of physics them-
selves, avoiding an over-emphasis on idealized problems
and specialized analytical tricks.
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