Introduction
Image coding based on subband decomposition or discrete wavelet transform (DWT) ideas has received much attention in recent years 36], 17], 1]. In addition to giving good compression results (in a rate-distortion sense), these systems are suitable for progressive transmission and provide a multi-resolution capability, a feature that is desirable in some practical situations. The main issues in subband coding are design of the analysis and synthesis lters, optimum rate allocation and quantization of subbands. In this paper, we will concentrate on the quantization aspect.
It has been shown in 28] that after two levels of decomposition of an image (16-band uniform) , the statistical properties of the lowest frequency subband (LFS) are similar to those of the original image and therefore, well-established techniques for image compression are suitable for encoding the LFS. Also, all other subbands, hereafter referred to as high frequency subbands (HFS's), have small intra-band correlation coe cients. Thus, subband coding systems which use some decorrelating technique, such as transform or prediction, for the LFS and treat the HFS's as memoryless sources can achieve reasonable performance as demonstrated in 28] , 26], and 14]. However, a simple inspection of the 16 subbands reveals that the bulk of the energy in the HFS's is concentrated in the vicinity of areas which correspond to edge activity in the original image. One of the open problems in image coding is to take advantage of this non-stationary nature of image subbands. Previous attempts to exploit this non-stationarity include spatially adapting the subband lters, or spatially adapting the quantizer, to track the local characteristics of the imagery. Examples of the rst class include the work on spatially-varying lter banks 5], 2] and the time-varying wavelet packet approaches 9].
Chen and Smith 4] propose use of spatially adaptive quantization in discrete cosine transform (DCT) coding of images. Their approach is to classify the DCT blocks according to their ac energy and adapt the quantizer to the class being encoded. Woods and O'Neil 36] use a similar classi cation method in subband coding. Tse 30] characterizes the bene ts of classi cation in terms of coding gain, which we shall denote as the \classi cation gain." Tse also proposes maximizing the classi cation gain by having di erent number of blocks in each class. Naveen and Woods 20] also investigate the problem of classi cation in subband coding, but their approach is to avoid sending any side information and to rely entirely on the inter-subband dependence for classi cation purposes. Shapiro 24] proposes predicting the signi cant information across subbands using zerotrees. Taubman and Zakhor 29] use conditional arithmetic coding of insigni cant information to decrease the amount of side information.
This paper investigates classi cation as applied to subband coding of images. In Section 3, a justi cation for classi cation is provided from a rate-distortion point of view. The bene ts of classi cation of subbands are characterized in terms of the \classi cation gain" and the overall \subband classi cation gain." In Section 4, it is argued that it is not optimal to have equally populated classes. Two di erent approaches which allow unequal number of blocks in each class are presented. In the rst approach, each subband is optimally classi ed by maximizing the coding gain for a xed number of classes. In the second approach, blocks from a subband are classi ed into prescribed number of classes such that the mean-normalized standard deviation of ac-energies in the resulting classes is the same.
It is observed that there is some dependence between energies of blocks in di erent subbands, due to the fact that high energy blocks in HFS's are usually concentrated around the edge regions in the original image. Section 5 describes attempts to exploit this dependence, either directly while encoding the classi cation maps or indirectly by constraining the classication maps. The trade-o between the classi cation gain and the amount of side information is explored. Section 6 describes an arithmetic-coded trellis-coded quantization (ACTCQ) system which is subsequently used to encode each class. In Section 7, coding results for a subband image coder based on classi cation are presented. Comparisons with other approaches proposed in the literature are also presented.
For simulation purposes, the following two subband decompositions are used :
1. 16-band uniform, with 4 4 DCT of the LFS.
22-band decomposition.
The frequency partitions induced by the two decompositions are shown in Figures 1 and 2 respectively. The 22-band decomposition can be thought of as a 16-band uniform decomposition with a further 7-band octave split of the LFS. The decompositions were generated using a 2-D separable tree-structured lter bank. In all the simulations, the 32-tap quadrature mirror lter (QMF) of 12] or the 9-7 tap biorthogonal spline lters of 1] were used.
3 Rate-distortion formulation for classi cation gain 3.1 Classi cation gain for a single non-stationary source
Consider NL samples of a zero mean non-stationary source X having sample variance 2 x . Let the source be divided into N blocks of L consecutive samples. Let each block be assigned to one of J classes. Group samples from all the blocks assigned to class i, 1 i J, into source X i . Let the total number of blocks assigned to source X i be N i . Let 2 i be the sample variance of source X i and p i be the probability that any given sample belongs to source X i . Then p i = N i =N; 1 i J.
Assume that encoding source X i at a rate R i provides a mean-squared error distortion of the form 11] D
The distortion-rate performance for the encoding of source X is assumed to have a similar general form. The factor i depends on the density of the source as well as the type of encoding used (for example, whether or not entropy coding is being used with the quantization), but, in this simple analysis, is assumed to be independent of the encoding rate. Let the side rate for encoding the classi cation information be R s . If R T bits per sample are available to encode source X, then only R bits per sample can be used for encoding sources X i , 1 i J, where R = R T ? R s .
The rate allocation problem for classi cation can be de ned as
subject to the constraint
Using Lagrangian multiplier techniques and assuming R i > 0 for 1 i J, the solution of the above problem is R i = R + 0:5 log 2
and
Thus the classi cation gain for a non-stationary source is
3.2 Subband classi cation gain Equation (6) quanti es the classi cation gain that can obtained by classifying a single subband. Now, suppose that each subband has been classi ed. In this subsection, we examine the overall coding gain, referred to as the`subband classi cation gain', due to classi cation of each subband and optimal rate allocation between classes from all the subbands. Let the total number of subbands be M and let each subband be divided into J classes. Let f i , referred to as the decimation factor, be the ratio of the number of samples in subband i to the number of samples in the original image. The notation is as before with the addition that a subscript (ij) refers to the jth class from the ith subband. p ij f i R ij = R: (8) Then the optimum rate allocation problem can be stated as
p ij D ij ; (9) subject to the constraint
Assuming all rates are positive, the solution to the above problem is given by R ij = R + 0:5 log 2 2 ij 2 ij f i A ; (11) and D opt (R) = 2 ?2R A; (12) where
Thus, the overall subband classi cation gain is
A 2 ?2Rs : (14) The subband classi cation gain is thus increased by a reduction in the geometric mean, A, but penalized by an increase in the rate of side information, R s . If biorthogonal lters are being used, the distortion from each subband has to be weighted di erently. Thus in that case, the quantity to be minimized is
where the weights can be calculated as speci ed in 37]. It should be noted that the classi cation gain in Equation (14) is implicitly based on the assumption of large encoding rate. If the encoding rate is small, then the term 2 i in Equation (1) should be modi ed to the form 2 i (R i ) and the optimum rate allocation should be re-derived as in 3]. However, our observation has been that, regardless of the rate, a higher value of G c corresponds to a higher classi cation gain in practice.
4 Non-uniform classi cation Chen and Smith 4] divided the DCT blocks into equally populated classes. It is easy to identify situations in which the simple approach of Chen and Smith does not work well for DCT blocks or for a subband. For example, consider a subband where 80% of the blocks have low energy and 20% of the blocks have high energy. If the blocks are divided into two equally populated classes, then one of the classes will contain a mixture of high and low energy blocks in almost equal proportion. This is clearly not desirable. Classifying the subband into 5 equally-populated classes will solve this problem (all the high activity blocks will be assigned to one class and the low activity blocks will be equally divided among the other four classes). But this is achieved at the cost of increase in side information (log 2 5 bits/block instead of 1 bit/block). Also, from a rate-distortion point of view, the choice of equally-populated classes does not necessarily maximize the classi cation gain. The capability of allowing di erent number of blocks in each class can potentially improve classi cation. The problem is that of determining the number of blocks in each class. We propose two di erent approaches to solving this problem. The rst one is based on the concept of maximizing the classi cation gain for each subband, whereas the second is based on classifying blocks such that the resulting classes have similar statistical properties, so that, the representation of the blocks as one class is meaningful from a coding point of view.
At this point, we make the following observation: For equally populated classes, assuming nonzero rates for every class, the rst-order entropy of the side information is maximum. Thus, assuming entropy coding of side information, an additional bene t of maximizing the classi cation gain is that the side information is reduced.
Maximum classi cation gain
The idea behind this classi cation method is as follows. For each subband, we nd the classi cation scheme which maximizes the classi cation gain G c in (6) . The classi cation map is sent as side information. We make some simplifying assumptions to make the problem of maximizing the coding gain tractable. They are: Sources X and X i , 1 i J are zero mean, so that their sample variances are equal to the mean squared energies. For a xed number of classes, the side information remains constant.
Under these assumptions, the objective is to classify the blocks into one of J classes such that ( 2 j ) p j ; (16) subject to
The main idea of the algorithm is pairwise maximization of the coding gain. Consider the blocks belonging to two adjacent classes. Divide these blocks into two new classes in such a manner that the coding gain is maximized. Repeat this process until convergence is achieved.
Algorithm: Proof of convergence : Consider step 2 of the algorithm. We have that
This implies that
Thus Furthermore there are only C J?1 N?1 combinations of N which satisfy Equation (17) . Hence, the algorithm is guaranteed to converge at least to a local maximum for the classi cation gain. In practice, a di erent stopping criterion such as the relative increase in the coding gain can be used.
Equal mean-normalized standard deviation (EMNSD) classication
In this method, the criterion of classi cation is the average energy of a block, the square root of which is referred to as the block gain. The blocks are arranged in increasing order of gain. Then, the rst N 1 blocks are assigned to class 1, the next N 2 blocks to class 2 and so on. The method nds N 1 ; N 2 ; : : : such that the mean-normalized standard deviation of the gains in the resulting classes is equal. The idea behind this approach is to allow the possibility of having a di erent number of blocks in each class and to have similar statistical properties within each class. For a stationary source, standard deviation is a measure of dispersion of samples and the smaller is the standard deviation, the denser will be the samples about the mean. When one of the classes has a higher dispersion than others, the blocks in that particular class do not have the same level of activity. It is di cult to compare dispersions in sets with di erent means. The`coe cient of variation' (de ned by standard deviation divided by mean) is a good measure for dispersion 27]. (20) Here, N 1 is chosen such that q 1 = q 2 ; (21) where
An iterative algorithm to nd N 1 satisfying (21) is provided below. If there is no integer N 1 which solves (21), the algorithm nds the N 1 which minimizes j q 1 ? q 2 j.
Algorithm:
1. Choose an initial value for N 1 (e.g., N 1 = N=2) and set the iteration number i = 0. Also choose i max as an upper limit on the number of iterations.
2. Compute q 1 and q 2 using (22) and set i = i + 1. < or when the number of iterations exceeds i max . At each step of the algorithm, the thresholds corresponding to the class with the maximum and minimum q i are alternatively adjusted so as to make the q i 's as close to one another as possible.
The trade-o between the side rate and classi cation gain
In a classi cation-based subband image coder, the classi cation map for each subband has to be sent as side information. Thus, in this method, the side rate can be as high as 20% of the overall encoding rate at low bit rates such as r 0:25 bits/pixel. Figure 3 plots the maximum classi cation gain maps of subbands for a 16-band octave split of the luminance component of the 512 512`Lenna' image using 32-tap QMF's for decomposition (J = 4). Figure 4 shows the corresponding maps for EMNSD classi cation using 2 classes for each subband and 9-7 tap biorthogonal spline lters. These images are constructed by assigning a di erent gray level to each class in order to visualize the classi cation table. In Figure 3 , for J = 4, class 0 (low activity class) is represented by a gray value equal to 0. Classes 1, 2, and 3 are represented by gray levels 85, 170, and 255, respectively. In Figure 4 , for J = 2, the gray levels are 0 and 255 for the low and high activity classes, respectively. From the gures it can be seen that the classi cation indices of blocks from di erent subbands, which correspond to the same spatial location in the original image, are dependent. This dependence can be exploited to reduce the side rate. Another approach is to constrain the classi cation map in some manner. This has the e ect of reducing the side rate and reducing the complexity of the classi cation procedure, albeit at the cost of some decrease in classi cation gain. It is important to investigate whether the reduction in the side rate is enough to compensate for the decrease in classi cation gain. We describe three di erent methods of constraining the classi cation maps along with a method which exploits the dependence between classi cation maps directly. 
A single classi cation map for all HFS's
For the 16-band uniform decomposition (Figure 1) , the two HFS's with highest variances are usually subbands 1 and 2. There is energy dependence between subband 1 and subbands 4, 5, 6, and 7, all of which have large intra-band column correlations. Similarly, there is energy dependence between subband 2 and subbands 8, 9, 10, and 11, all of which have large intraband row correlations. Thus 4 4 blocks of subbands 1 and 2 are classi ed (J = 2) and a single classi cation map which is the logical OR of the classi cation tables for the above two subbands, is transmitted to the receiver as side information. For J = 4, the highest class index for each block, corresponding to the highest activity class in the classi cation tables, is transmitted to the receiver. The single classi cation map idea can be used for the 22-band decomposition by considering the decimation factor in subbands 1-6 as was described in Section 5.1.
The VQ-classi cation method
This method is proposed in 15]. Let us assume that there are K subbands having the same frequency orientation and index them from lowest to highest frequency by 1; 2; : : : ; K. Assume that the block size for classi cation in each subband is adjusted so that each block corresponds to a 16 16 block in the original image. Group all the blocks corresponding to the same spatial location and assign them to one of J classes. Then, due to the constraint on the classi cation map, we have p 1j = p 2j = : : : = p Kj = p j ; for 1 j J:
The main idea behind the VQ-classi cation method is as follows. Consider a vector of blocks which has been assigned to class p. This vector should be assigned to another class q only if it results in a higher overall subband classi cation gain. Let prime ( 0 ) denote quantities resulting from assigning the vector of blocks to class q. Then this decision should be taken
The algorithm for determining the classi cation map is as follows.
1. Classify subband 1 into J equally likely classes. Using this classi cation map for initialization, calculate 2 ij and p j for 1 i K and 1 j J.
2. For each vector of blocks, determine the class to which the vector should be assigned in order to maximize the classi cation gain. Update 2 ij and p j for 1 i K and 1 j J. Note that every time a vector of blocks is assigned to a class di erent from the previous iteration, the overall subband classi cation gain increases.
Repeat this process till there is no change in the classi cation map for a full iteration.
It should be noted that a di erent starting point or a di erent ordering of vectors can result in a di erent convergence point for the algorithm. In our simulations, the algorithm typically converged within 5 iterations.
Exploiting the dependence between classi cation indices
In addition to the dependence between the classi cation maps of di erent subbands, there is also some dependence between the classi cation indices of spatially adjacent blocks from the same subband. Any one or both of these dependencies can be exploited to reduce the side information required for sending the classi cation maps.
Consider a subband coding system for images where each subband is classi ed into J classes and the classi cation map for each subband is sent as side information. Assume that the side information for a subband is being arithmetic coded 22]. In the absence of any dependencies, a single probability table, where each entry corresponds to the probability of a class, is adequate. The intra-band and inter-band dependence of classi cation maps can be exploited as follows. Multiple conditional probability tables are maintained, one for each state. The state depends on the classi cation index of the previous block as well as the block from the lower frequency subband corresponding to the same spatial location.
For example, let C 8 (i; j) denote the classi cation index for block (i; j) from subband 8 in Figure 2 . Then the choice of probability table for encoding C 8 (i; j) is dependent on C 8 (i; j?1) as well as C 5 (i; j). The conditional probability tables have to be known at the decoder. Thus, if subbands 5 and 8 have 4 classes, then 16 tables have to be sent to the decoder. If all classes have nonzero rates, the side information for sending all the probability tables can be prohibitive. But if some classes have zero rates, all the classes having zero rates can be combined into a single class. For example, suppose that subbands 5 and 8 have only 1 class having nonzero rate, then we can modify the classi cation map for each subband, so that it contains 2 classes. In that case the number of probability tables is reduced to 4. Since higher frequency subbands typically tend to have many classes having zero rates, it is possible to exploit both intra-band and interband dependencies. For low frequency bands, it is advantageous to exploit only one of the dependencies. Thus for the 22-band decomposition, for bands 10-21, both dependencies are exploited. For bands 1-9, only interband dependence is exploited whereas for band 0 only intra-band dependence is exploited. Table 1 compares the side information for the above method with the side information required for simple arithmetic coding of the classi cation maps for the`Lenna' image with J = 4. The block sizes are 2 2 for bands 0-6 and 4 4 for bands 7-21. The entries in the probability tables are quantized to 5 bits and adaptive arithmetic coding 35] is used for encoding the classi cation maps. It can be seen from the table that a side rate reduction of 15 ? 20% can be obtained using this method. Trellis-coded quantization (TCQ) has been shown to be an e ective technique with low to moderate complexity for quantizing memoryless sources 18, 6] . The ACTCQ system with uniform thresholds, described in 14], achieves mean-square error (MSE) performance within 0.5 dB of the rate-distortion bound, for generalized Gaussian (GG) sources. This system was used as the basic quantization system for encoding samples from a subband belonging to a particular class. We describe the ACTCQ system brie y. The block diagram of the ACTCQ system is shown in Figure 5 on this observation. Two probability tables are maintained, one for each union codebook. The arithmetic encoder switches between the two probability tables depending on the current state of the trellis.
In practice, the reproduction alphabet cannot be in nite. A straight truncation dependent on the probability density was found to be adequate for typical images. For synthetic data, the use of an escape mechanism as described in 16] can be useful. Throughout this work, Ungerboeck's 31] 8-state trellis was used.
7 A subband coder based on classi cation
For a given subband decomposition, the classi cation map for each subband is determined using one of the methods described in Section 4. For each subband, samples from blocks having the same classi cation index are grouped together into one class. Each class is modeled as having a GG density, with the shape parameter chosen from the set f0:5; 0:6; 0:7; 0:8; 0:9; 1:0; 2:0g.
For targeted rates of 1:0 bit/pixel or below, the high rate assumption of Section 3 for rate allocation is clearly not valid. Also after classi cation, the classes have higher generalized Gaussian shape parameters compared to the original subband. Thus, the assumption that 2 x = 2 i , 1 i J, is also not valid. Hence, instead of using Equation (11), Shoham and Gersho's optimum bit allocation algorithm 25] or one of its variants should be used. We used Westerink's 34] algorithm to do optimal rate allocation among classes from all the subbands. The rate-distortion curves used for bit allocation are operational rate distortion curves for GG sources encoded using the ACTCQ system. After optimum rate allocation, each class is encoded using the ACTCQ system. The above system was used to encode the`goldhill' image and the luminance component of the`Lenna' image from the USC database (both of size 512 512). Actual bit streams were generated and used to determine the encoding rate. Apart from the side rate for encoding the classi cation maps and the image size, for each class assigned nonzero rate, the variance, GG shape parameter and index of the step size being used, need to be sent to the decoder. This side rate can vary depending on the rate but was found to be never greater than 0:005 bits/pixel in our simulations.
The di erent classi cation methods discussed in Section 5 are summarized as follows. Figure 6 and Table 2 compare the performance, in peak signal-to-noise ratio (PSNR), of di erent methods of classi cation. All the coding results are for the`Lenna' image and 32-tap QMF's.
Simulation results
Methods 4a and 4b provide almost the same performance which is better than the performance of the other methods. Method 2b performs marginally better than Method 2a at low rates. Method 1 can be thought of as a special case of Method 3. This is re ected in the coding results, as Method 3 performs better than Method 1 by about 0.3 dB at all rates. Method 4 performs marginally better than Method 3 at low rates whereas the roles are reversed at high rates. This can be explained as follows. At low bit rates, all the classes in some of the higher frequency subbands are allocated zero rates. For example, suppose all classes in subband 21 are allocated zero rates. Then subband 21 should not have any in uence in deciding the classi cation map for the subbands with diagonal frequency orientation. The VQ-classi cation algorithm does not take this into account. Method 2 performs worse than Method 4 by about 0.4 dB. This is expected since Method 2 uses only two classes in the HFS's. Figure 7 compares the performance of the maximum classi cation gain and EMNSD classi cation algorithms for the case of J = 1; 2, and 4 using the approach described in Section 5.4 to reduce the side information. The case J = 1 corresponds to no classi cation. Figure 7 also shows the performance of the subband coding system for the case of equally populated classes, for J = 2 and 4. These results are for the 22-band decomposition of the`Lenna' image using 32-tap QMF's. The block sizes used are 2 2 for bands 0-6 and 4 4 for the remaining subbands (similar to Method 4). As can be seen from the gure, non-uniform classi cation for 4 classes gains about 1.25 dB in PSNR compared to subband coding without classi cation. The maximum classi cation gain and EMNSD classi cation schemes provide almost the same performance for J = 4. For J = 2, EMNSD classi cation is a little better than the maximum classi cation gain method at low bit rates; however, maximum classi cation gain method outperforms EMNSD classi cation at high bit rates (up to about 0.2 dB at rate r = 1:0 bit/pixel). This is consistent with the high bit rate assumption used in the derivation of maximum classi cation gain method. Using the maximum classi cation gain method with J = 4 gains about 0.25 dB compared to using J = 2. Our simulations indicate that using more than 4 classes does not result in any noticeable gain in PSNR, and in fact, can result in degradation of performance. From this we can draw the conclusion that, if more than 4 classes are used, the gain in PSNR is o set by the increase in the classi cation side rate.
For J = 2, non-uniform classi cation gains about 0.3 dB over classi cation with equally populated classes. For J = 4, this di erence is narrowed to 0.1 dB or less. This can be explained as follows. Consider the case of J = 4 with uniform classi cation. After classi cation, during rate allocation, suppose classes 0 and 1 are assigned zero rate and classes 2 and 3 are assigned non-zero rates. This is equivalent to a non-uniform classi cation with J = 3 and class probabilities 0.5, 0.25, and 0.25. Thus, due to the rate allocation step following classication, some bene ts of non-uniform classi cation are exploited even in the case of uniform classi cation.
In general, the classi cation gain can vary depending on the image being encoded. In our simulations, it was observed that use of classi cation generally results in a gain of more than 1.0 dB in PSNR for images`Lenna' and`baboon'. However, the gain for images`goldhill' and little girl' is only about 0.3 to 0.5 dB. Figure 8 compares the performance of Method 4a for two di erent choices of lters, namely, 32-tap QMF's and 9-7 tap biorthogonal spline lters. The subband coder using the 9-7 tap spline lters performs worse by about 0.2 dB at high bit rates. However, the complexity is substantially lower when compared to the 32-tap QMF's. Also, at low encoding rates, images coded using the 9-7 tap spline lters have less ringing distortion and have better perceptual quality, when compared to those coded using 32-tap QMF's. Figure 9 compares the coding results of various classi cation methods at a target rate of 0.25 bits/pixel for the`goldhill' image using 9-7 tap spline lters. Only a 128 128 segment of the image is displayed. The segments have been resized using pixel replication. It can be observed that segments encoded using Methods 1 and 4 look very similar. The segment encoded using Method 2, although close in PSNR, displays very di erent coding artifacts. The pattern on the roof is smeared and some blockiness is visible. This is due to the lack of bit budget to encode the low frequency DCT coe cients. Figure 10 compares the performance of Methods 4a and 4b with various other coding results in the literature for the`Lenna' image using 32-tap QMF's.
Comparison of complexity of di erent classi cation methods
In this subsection, we compare the complexities of di erent classi cation methods described in section 5. Since, except Method 1, all other methods use iterative algorithms for classi cation, it is di cult analyze their complexities accurately. Our simulation results indicate that for images of size 512 512, the time required for classi cation is only about 10% of the total execution time at the encoder. Thus the choice of classi cation does not signi cantly a ect the overall encoder complexity. The classi cation methods can be approximately graded in terms of complexity (from lower to higher) as follows.
1. Method 1, Method 2.
Equally likely classi cation (of all subbands).
3. Method 4a, Method 4b.
Method 3.
This is assuming that the number of classes is the same for Methods 3 and 4. Simulation results presented above indicate that, in general, more complex methods of classi cation lead to better performance. Thus, there is also a trade-o between computational complexity and classi cation gain.
The complexity analysis of subband split, TCQ and rate allocation using Westerink's method can be found in 33], 18], and 8] respectively. It should be noted that the complexity of the ACTCQ decoder is only marginally higher than entropy coded uniform quantization. The additional complexity is due to keeping track of the trellis transitions.
Conclusions
We have investigated various classi cation techniques, applied to subband coding of images, as a way of exploiting the non-stationary nature of image subbands. The advantages of subband classi cation have been characterized in a rate-distortion framework in terms of the resulting classi cation gain. Two new algorithms, maximum classi cation gain and EMNSD classi cation, which allow unequal number of blocks in each class have been presented. The dependence between classi cation maps from di erent subbands has been exploited either directly while encoding the classi cation maps or indirectly by constraining the classi cation maps. The trade-o between the classi cation gain and the amount of side information has been explored. Coding results for a subband coder based on classi cation have been presented. The simulation results demonstrate the value of classi cation in subband coding which is up to 1.25 dB for the 512 512`Lenna' image. At encoding rates above about 0.5 bits/pixel, Method 4 performs as well or better than all other results described in the literature. At lower encoding rates, the method is competitive with the best previously reported results. : Naveen and Woods [20] : Said and Pearlman [23] : Sriram and Marcellin [26] : Taubman and Zakhor [29] Figure 10: Comparison of encoding performance for the`Lenna' image.
