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1 Introduction
Given a univariate polynomial over an arbitrary field it is an easy task to estimate
the number of zeros of multiplicity at least r, for any fixed positive integer r. As
is well-known the number of such zeros is less than or equal to the degree of the
polynomial divided by r. For multivariate polynomials the situation is much more
complicated as these polynomials on the one hand typically have an infinite number
of zeros when the field is infinite and on the other hand have only a finite number
of zeros when not. A meaningful reformulation of the problem which works inde-
pendently of the field – and which will be taken in the present paper – is to restrict
to point sets that are Cartesian products of finite sets. This of course includes the
important case where the point set is Fq × · · · × Fq, Fq being the finite field with
q elements. Another concern is which definition of multiplicity to use as for multi-
variate polynomials there are more competing definitions. In the present paper we
use the one related to Hasse derivatives (see Definition 2 below).
The interest in studying the outlined problem originally came from applications
to Guruswami-Sudan style [9] list decoding algorithms for q-ary Reed-Muller codes,
weighted Reed-Muller codes and their likes [11,12,1,2,8]. The first bound on the
number of zeros of prescribed multiplicity was developed by Pellikaan and Wu in [11,
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212]. Later Augot and Stepanov improved upon Pellikaan and Wu’s bound (see [8,
Prop. 13]) by generalizing the Schwartz-Zippel bound to also deal with multiplicity
[2]. The proof of this bound was later given by Dvir et al. in [5] where it was used to
estimate the size of Kakeya sets over finite fields. The mentioned Schwartz-Zippel
bound estimates the sum of zeros when counted with multiplicity. From this, one
obtains an easy corollary on the number of zeros of multiplicity r or more. All of
the above mentioned bounds are stated in terms of the total degree of the involved
polynomials and the point set under consideration is always Fq × · · · × Fq. In [8,
Th. 5] the generalization of the Schwartz-Zippel bound was taken a step further
to now work for arbitrary finite point sets S1 × · · · × Sm, Si ⊆ F, i = 1, . . . ,m
(where F is any field) and to take into account the leading monomial with respect
to a lexicographic ordering. Again one obtains an easy corollary on the number of
zeros of multiplicity at least r [8, Cor. 3]. Whereas the generalized Schwartz-Zippel
bound [8, Th. 5] is tight in the sense that we can always find polynomials attaining
it (see Proposition 7 below) a similar result does not hold for its corollary [8, Cor.
3]. To address this problem we introduced in [8] a recursively defined function D to
estimate the number of zeros of multiplicity at least r. Unfortunately, the function
D is quite complicated and only for the case of two variables some simple closed
formula upper bounds were derived [8, Prop. 16].
The purpose of the present paper is to establish for the general case of arbitrar-
ily many variables a class of cases in which from D we can derive a simple closed
formula expression which is still an improvement to the Schwartz-Zippel bound for
zeros of multiplicity at least r ([8, Cor. 3]). The bound that we derive turns out
to be a natural generalization of the footprint bound [10,6] which estimates the
number of zeros without taking multiplicity into consideration.
The paper is organized as follows. In Section 2 we start by defining multiplicity
and by recalling the general Schwartz-Zippel bound and as a corollary the Schwartz-
Zippel bound for zeros of multiplicity at least r. The rest of Section 2 is devoted to
a discussion of the method from [8]. In Section 3 we give the new results regarding
a simple closed formula upper bound for the case of the coefficients in the leading
monomial being small. The concept of being small in general is rather involved and
we therefore establish simple sufficient conditions for this to happen.
2 Background
We first recall the concept of Hasse derivatives.
Definition 1 Given F (X1, . . . Xm) ∈ F[X1, . . . , Xm] and k = (k1, . . . , km) ∈ Nm0
the k’th Hasse derivative of F , denoted by F (k)(X1, . . . , Xm) is the coefficient of
Zk11 · · ·Zkmm in F (X1 + Z1, . . . , Xm + Zm) ∈ F(X1, . . . , Xm)[Z1, . . . , Zm]. In other
words
F (X1 + Z1, . . . , Xm + Zm) =
∑
k
F (k)(X1, . . . , Xm)Z
k1
1 · · ·Zkmm .
Observe that the next definition includes the usual concept of multiplicity for
univariate polynomials as a special case.
Definition 2 For F (X1, . . . , Xm) ∈ F[X1, . . . , Xm]\{0} and a = (a1, . . . , am) ∈
Fm we define the multiplicity of F at a denoted by mult(F,a) as follows. Let r be
an integer such that for every k = (k1, . . . , km) ∈ Nm0 with k1 + · · · + km < r,
F (k)(a1, . . . , am) = 0 holds, but for some k = (k1, . . . , km) ∈ Nm0 with k1 + · · · +
km = r, F
(k)(a1, . . . , am) 6= 0 holds, then mult(F,a) = r. If F = 0 then we define
mult(F,a) =∞.
3The above definition is the one that is usually given in the literature. For our
purpose the below equivalent description shall also prove useful.
Definition 3 Let F (X1, . . . , Xm) ∈ F[X1, . . . , Xm]\{0} and a = (a1, . . . , am) ∈
Fm. Consider the ideal
Jt = 〈(X1 − a1)p1 · · · (Xm − am)pm | p1 + · · ·+ pm = t〉 ⊆ F[X1, . . . , Xm].
We have mult(F,a) = r if F ∈ Jr\Jr+1. If F = 0 we have mult(F,a) =∞.
We next state the most general form of the Schwartz-Zippel bound for fields [8,
Th. 5]. Here, and in the rest of the paper S1, . . . , Sm ⊂ F are finite subsets of the
field F and we write s1 = |S1|, . . . , sm = |Sm|. We note that the below theorem was
generalized to arbitrary commutative rings in [3, Th. 7.10] where it was called the
generalized Schwartz Theorem.
Theorem 4 Let F (X1, . . . , Xm) ∈ F[X1, . . . , Xm] be a non-zero polynomial and let
Xi11 · · ·Ximm be its leading monomial with respect to a lexicographic ordering ≺lex.
Then for any finite sets S1, . . . , Sm ⊆ F∑
a∈S1×···×Sm
mult(F,a) ≤ i1s2 · · · sm + s1i2s3 · · · sm + · · ·+ s1 · · · sm−1im.
Turning to the problem of estimating the number of zeros of multiplicity at
least r – which is the topic of the present paper – we have the following corollary
corresponding to [8, Cor. 3]. We may think of it as the Schwartz-Zippel bound for
zeros of multiplicity at least r.
Corollary 5 Let F (X1, . . . , Xm) ∈ F[X1, . . . , Xm] be a non-zero polynomial and
let Xi11 · · ·Ximm be its leading monomial with respect to the lexicographic ordering.
Assume S1, . . . , Sm ⊆ F are finite sets. Then over S1×· · ·×Sm the number of zeros
of multiplicity at least r is less than or equal to the minimum of(
i1s2 · · · sm + s1i2s3 · · · sm + · · ·+ s1 · · · sm−1im
)
/r
and s1 · · · sm.
As mentioned in the introduction one obtains better estimates than Corollary 5
by using the recursively defined function D. In particular Corollary 5 is not tight.
Before giving the details we pause for a moment to show that on the other hand
Theorem 4 is tight (a fact that has not been reported before). For this purpose we
shall need the notation
Sj = {α(j)1 , . . . , α(j)sj }
for j = 1, . . . ,m, and the below proposition:
Proposition 6 Consider
F (X1, . . . , Xm) =
m∏
u=1
su∏
v=1
(Xu − α(u)v )r
(u)
v . (1)
The multiplicity of (α
(1)
j1
, . . . , α
(m)
jm
) in F (X1, . . . , Xm) equals
r
(1)
j1
+ · · ·+ r(m)jm . (2)
4Proof: Clearly, the multiplicity is greater than or equal to r = r
(1)
j1
+· · ·+r(m)jm . Using
Gro¨bner basis theory we now show that it is not larger. We substitute Xi = Xi−α(i)ji
for i = 1, . . . ,m and observe that by Buchberger’s S-pair criteria
B = {X r11 · · · X rmm | r1 + · · ·+ rm = r + 1}
is a Gro¨bner basis (with respect to any fixed monomial ordering). The support of
F (X1, . . . ,Xm) contains a monomial of the form X i11 · · · X imm with i1 + · · ·+ im = r.
Therefore the remainder of F (X1, . . . ,Xm) modulo B is non-zero. It is well known
that if a polynomial is reduced modulo a Gro¨bner basis then the remainder is zero
if and only if it belongs to the ideal generated by the elements in the basis. uunionsq
We are now ready to show that Theorem 4 is tight.
Proposition 7 Let S1, . . . , Sm ⊆ F be finite sets. If F (X1, . . . , Xm) ∈ F[X1, . . . , Xm]
is a product of univariate linear factors – meaning that it is of the form (1) – then
the number of zeros of F counted with multiplicity reaches the generalized Schwartz-
Zippel bound (Theorem 4).
Proof: Consider the polynomial
F (X1, . . . , Xm) =
m∏
u=1
su∏
v=1
(
Xu − α(u)v
)r(u)v .
Write iu =
∑su
v=1 r
(u)
v , u = 1, . . . ,m. Applying carefully Proposition 6 we obtain∑
a∈S1×···×Sm
mult(F,a) =
∑s1
t=1(s2 · · · sm)r(1)t + · · ·+
∑sm
t=1(s1 · · · sm−1)r(m)t
= i1s2 · · · sm + · · ·+ s1 · · · sm−1im
and we are through. uunionsq
We next return to the problem of improving Corollary 5 for which we introduced
in [8, Def. 5] the function D.
Definition 8 Let r ∈ N, i1, . . . , im ∈ N0. Define
D(i1, r, s1) = min
{⌊ i1
r
⌋
, s1
}
and for m ≥ 2
D(i1, . . . , im, r, s1, . . . , sm) =
max
(u1,...,ur)∈A(im,r,sm)
{
(sm − u1 − · · · − ur)D(i1, . . . , im−1, r, s1, . . . , sm−1)
+ u1D(i1, . . . , im−1, r − 1, s1, . . . , sm−1) + · · ·
+ ur−1D(i1, . . . , im−1, 1, s1, . . . , sm−1) + urs1 · · · sm−1
}
where
A(im, r, sm) =
{(u1, . . . , ur) ∈ Nr0 | u1 + · · ·+ ur ≤ sm and u1 + 2u2 + · · ·+ rur ≤ im}. (3)
Throughout the rest of the paper we shall always assume that r ∈ N and that
i1, . . . , im ∈ N0. The improvement of Corollary 5 was given in [8, Th. 6] as follows:
5Table 1 D(i1, i2, 3, 5, 5)
i1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
i2
0 0 0 0 5 5 5 10 10 10 15 15 15 20 20 20
1 0 0 1 5 6 6 11 11 12 16 17 17 21 21 21
2 0 1 2 7 8 9 13 13 14 17 19 19 22 22 22
3 5 5 5 9 9 10 14 14 16 18 21 21 23 23 23
4 5 5 6 9 11 13 16 16 18 19 23 23 24 24 24
5 5 6 7 11 12 14 17 17 20 20
6 10 10 10 13 14 17 19 19 21 21
7 10 10 11 13 15 18 20 20 22 22
8 10 11 12 15 17 21 22 22 23 23
9 15 15 15 17 18 22 23 23 24 24
10 15 15 16 17 20
11 15 16 17 19 21
12 20 20 20 21 22
13 20 20 21 21 23
14 20 21 22 23 24
Table 2 The Schwartz-Zippel bound (sz) for zeros of multiplicity at least 3
i1 + i2 0 1 2 3 4 5 6 7 8 9 10 11
sz 0 1 3 5 6 8 10 11 13 15 16 18
i1 + i2 12 13 14 15 16 17 18
sz 20 21 23 25 25 25 25
Theorem 9 For a polynomial F (X1, . . . , Xm) ∈ F[X1, . . . , Xm] let Xi11 · · ·Ximm be
its leading monomial with respect to the lexicographic ordering ≺lex with Xm ≺lex
· · · ≺lex X1. Then F has at most D(i1, . . . , im, r, s1, . . . , sm) zeros of multiplicity at
least r in S1 × · · · × Sm. The corresponding recursive algorithm produces a number
that is at most equal to the number found in Corollary 5 and is at most equal to
s1 · · · sm.
When bi1/s1c + · · · + bim/smc ≥ r Proposition 6 guarantees the existence of
polynomials F (X1, . . . , Xm) with leading monomial X
i1
1 · · ·Ximm having all elements
of S1 × · · · × Sm as zeros of multiplicity at least r. Hence, we only need to apply
Theorem 9 to the case bi1/s1c+ · · ·+bim/smc < r, and in particular we can assume
it < rst.
Example 10 In this example we estimate the number of zeros of multiplicity 3 or
more for polynomials in two variables. Both S1 and S2 are assumed to be of size 5.
From the above discussion, for
(i1, i2) ∈ {(α, β) | α ≥ 15} ∪ {(α, β) | α ≥ 10 and β ≥ 5}
∪{(α, β) | α ≥ 5 and β ≥ 10} ∪ {(α, β) | β ≥ 15}
we have D(i1, i2, 3, 5, 5) = 25. Table 1 shows information obtained from our algo-
rithm for the remaining possible choices of exponents (i1, i2). Observe, that the table
is not symmetric meaning that D(i1, i2, 3, 5, 5) does not always equal D(i2, i1, 3, 5, 5).
The corresponding values of the Schwartz-Zippel bound (Corollary 5) is displayed in
Table 2, from which it is clear that indeed the function D can sometimes give a dra-
matic improvement. For instance D(3, 11, 3, 5, 5) equals 19, but the Schwartz-Zippel
bound only gives the estimate 23. Similarly, D(2, 12) equals 20 and the Schwartz-
Zippel bound gives 23.
It is easy to establish a lower bound on the maximal number of possible zeros
of multiplicity at least r = 3 for polynomials with any leading monomial Xi11 X
i2
2 .
This is done by inspecting polynomials of the form (1). As an example
∏4
u=1(X1 −
6Table 3 Difference between upper and lower bound in Example 10
i1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
i2
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 1 0 1 1 1 1 2 1 1 1 0
2 0 0 0 2 2 2 3 2 2 2 3 2 2 1 0
3 0 0 0 0 0 1 1 1 3 1 4 3 2 2 0
4 0 0 0 0 2 3 3 3 2 2 3 2 2 1 0
5 0 0 0 2 2 3 2 2 0 0
6 0 0 0 0 1 2 3 2 1 0
7 0 0 0 0 2 3 3 3 1 0
8 0 0 0 2 1 1 2 1 2 0
9 0 0 0 0 1 2 2 1 1 0
10 0 0 0 0 0
11 0 0 0 1 0
12 0 0 0 0 0
13 0 0 0 0 0
14 0 0 0 0 0
α
(1)
u )2
∏5
v=1(X2−α(2)v ) has 20 zeros of multiplicity (at least) 3. But D(8, 5, 3, 5, 5) =
20 and therefore the true value of the maximal number of zeros of multiplicity at
least 3 is 20 in this case. In Table 3 we list the difference between D(i1, i2, 3, 5, 5)
and the lower bound found by using the above method. The large amount of zero’s in
the table proves that D(i1, i2, 3, 5, 5) often equals the true maximal number of zeros
of multiplicity at least 3.
In [8, Pro. 16] we derived the following closed formula expression upper bounds for
the case of two variables.
Proposition 11 For k = 1, . . . , r − 1, D(i1, i2, r, s1, s2) is upper bounded by
(C.1) s2
i1
r
+
i2
r
i1
r − k
if (r − k) rr+1s1 ≤ i1 < (r − k)s1 and 0 ≤ i2 < ks2
(C.2) s2
i1
r
+ ((k + 1)s2 − i2)( i1
r − k −
i1
r
) + (i2 − ks2)(s1 − i1
r
)
if (r − k) rr+1s1 ≤ i1 < (r − k)s1 and ks2 ≤ i2 < (k + 1)s2
(C.3) s2
i1
r
+
i2
k + 1
(s1 − i1
r
)
if (r − k − 1)s1 ≤ i1 < (r − k) rr+1s1 and 0 ≤ i2 < (k + 1)s2.
Finally,
(C.4) D(i1, i2, r, s1, s2) = s2b i1
r
c+ i2(s1 − b i1
r
c)
if s1(r − 1) ≤ i1 < s1r and 0 ≤ i2 < s2.
The above numbers are at most equal to min{(i1s2 + s1i2)/r, s1s2}.
If in (C.3) of the above proposition we substitute k = r − 1 then we derive
D(i1, i2, r, s1, s2) ≤ s1s2 − (s1 − i1
r
)(s2 − i2
r
) (4)
for 0 ≤ i1 < rr+1s1 and 0 ≤ i2 < rs2. Actually, (4) holds under the weaker assump-
tion
0 ≤ i1 ≤ r
r + 1
s1, 0 ≤ i2 < rs2 (5)
which is seen by plugging in the values k = r−1 and i1 = rr+1s1 into the expressions
in (C.1), (C.2) and (4). This is the result that we will generalize to more variables
in the next section.
7Table 4 b25− (5− i1/3)(5− i2/3)c
i1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
i2
0 0 1 3 5 6 8 10 11 13 15 16 18 20 21 23
1 1 3 4 6 7 9 11 12 14 15 17 18 20 21 23
2 3 4 6 7 9 10 12 13 14 16 17 19 20 22 23
3 5 6 7 9 10 11 13 14 15 17 18 19 21 22 23
4 6 7 9 10 11 12 14 15 16 17 18 20 21 22 23
5 8 9 10 11 12 13 15 16 17 18
6 10 11 12 13 14 15 16 17 18 19
7 11 12 13 14 15 16 17 17 18 19
8 13 14 14 15 16 17 18 18 19 20
9 15 15 16 17 17 18 19 19 20 21
10 16 17 17 18 18
11 18 18 19 19 20
12 20 20 20 21 21
13 21 21 22 22 22
14 23 23 23 23 23
Example 12 This is a continuation of Example 10 where we investigated D(i1, i2, 3, 5, 5).
Although condition (5) reads i1 ≤ 3 and i2 ≤ 14 we print in Table 4 the value of (4)
for all possible (i1, i2). The single, as well as double, underlined numbers correspond
to entries where the number is strictly smaller than D(i1, i2, 3, 5, 5). For such entries
(4) certainly doesn’t hold true. By inspection, condition (5) seems rather sharp. The
double underlined numbers correspond to cases where even, the value is smaller than
the lower bounds on the maximal number of zeros, that we established at the end of
Example 10. Hence, not only cannot (4) serve as a general upper bound on D, but
neither can it serve as a general upper bound on the maximal number of zeros of
multiplicity at least r.
3 A closed formula expression when (i1, . . . , im) is small
Having already four different cases of closed formula expressions when m = 2
(Proposition 11), the situation gets very complicated for more variables. Assum-
ing, however, that the exponent (i1, . . . , im) in the leading monomial is “small” – a
concept that will be formally defined in Definition 15 below – we can give a simple
formula which is a generalization of (4) and which is also strongly related to the
footprint bound from Gro¨bner basis theory.
Given a zero dimensional ideal of a multivariate polynomial ring, and a fixed
monomial ordering, the well-known footprint bound states that the size of the cor-
responding variety is at most equal to the number of monomials that can not be
found as leading monomial of any polynomial in the ideal (if moreover the ideal is
radical, then equality holds). More details on the footprint bound can be found in
[4,10,6] – in particular see [4, Pro. 4, Sec. 5.3]. We have the following easy corollary.
Corollary 13 Given a polynomial F (X1, . . . , Xm) ∈ F[X1, . . . , Xm], and a mono-
mial ordering, let Xi11 · · ·Ximm be the leading monomial of F , and assume i1 <
s1, . . . , im < sm. The number of elements in S1 × · · · × Sm that are zeros of F is at
most equal to
s1 · · · sm − (s1 − i1)(s2 − i2) · · · (sm − im). (6)
Proof: The set of zeros of F from S1 × · · · × Sm equals the variety of the ideal
〈F,G1, . . . , Gm〉 where Gi =
∏si
u=1(Xi−α(i)u ). Here, we used the notation introduced
8prior to Proposition 6. The above ideal clearly is zero-dimensional. In fact, the
monomials that are not leading monomial of any polynomial in the ideal must
belong to the set
{Xj11 · · ·Xjmm | j1 < s1, . . . , jm < sm, Xj11 · · ·Xjmm is not divisible by Xi11 · · ·Ximm },
the size of which equals (6). The result now follows from the footprint bound. uunionsq
The above corollary and (4) are clearly related as (6) equals the right side of (4)
for m = 2. Similarly, (5) equals the assumption in the corollary. Observe, however,
that in (4), and in this paper in general, we always assume that the monomial
ordering is the lexicographic ordering described in Theorem 9. The master theorem
of the present paper is the following result where (7) is the generalization of (4) to
more variables and where the mentioned Condition A is the generalization of (5).
Recall that D(i1, . . . , im, r, s1, . . . , sm) serves as an upper bound on the number
of zeros of multiplicity at least r for polynomials with leading monomial being
Xi11 · · ·Ximm with respect to the lexicographic ordering. As a consequence the master
theorem also can be viewed as a generalization of Corollary 13, when restricted to
a lexicographic ordering.
Theorem 14 Assume that (i1, . . . , im, r, s1, . . . , sm) with m ≥ 2 satisfies Condition
A in Definition 15 below. We have
D(i1, . . . , im, r, s1, . . . , sm) ≤ s1 · · · sm − (s1 − i1
r
) · · · (sm − im
r
) (7)
which is at most equal to min{(i1s2 · · · sm + · · ·+ s1 · · · sm−1im)/r, s1 · · · sm}.
We postpone the proof of Theorem 14 till the end of the section.
Definition 15 Let m ≥ 2. We say that (i1, . . . , im, r, s1, . . . , sm) satisfies Condition
A if the following hold
(A.1) 0 ≤ i1 ≤ s1, . . . , 0 ≤ im−1 ≤ sm−1, 0 ≤ im < rsm
(A.2) s(s1 − i1` ) · · · (sm−2 − im−2` ) ≤ `(s1 − i1s ) · · · (sm−2 − im−2s )
for all ` = 2, . . . , r, s = 1, . . . `− 1.
(A.3) s(s1 − i1r ) · · · (sm−1 − im−1r ) ≤ r(s1 − i1s ) · · · (sm−1 − im−1s )
for all s = 1, . . . , r − 1.
We note that one could actually replace ` = 2, . . . , r in (A.2) with the weaker
` = 2, . . . , r − 1 as the case ` = r follows from (A.3).
Admittedly, the definition of the exponent being small (Condition A) is rather
technical. However:
– If (i1, . . . , im) is small then all (i
′
1, . . . , i
′
m) with i
′
1 ≤ i1, . . . , i′m ≤ im are also
small (Proposition 16). Hence, it is enough to check if (i1, . . . , im) satisfies Con-
dition A.
– Condition A is satisfied when it ≤ st min
{
m−1√r−1
m−1√r− 1r
,
m−2√2−1
m−2√2− 12
}
, t = 1, . . . ,m−1,
im < rsm (Theorem 17).
– As already mentioned, Condition A and the master theorem reduces to well-
known results when r = 1 or when m = 2 (see Remark 18 for the details).
– For arbitrary m but r = 2 and s1 = · · · = sm, Condition A reduces to a simple
expression (Proposition 19 and Example 20).
Proposition 16 If (i1, . . . , im, r, s1, . . . , sm) satisfies Condition A then for all i
′
1, . . . , i
′
m
with 0 ≤ i′1 ≤ i1, . . . , 0 ≤ i′m ≤ im also (i′1, . . . , i′m, r, s1, . . . , sm) satisfies Condition
A.
9Proof: It is enough to show that
st − its
st − it`
≤ st −
ait
s
st − ait`
(8)
holds for all rational numbers a and integers t with 0 < a < 1 and 1 ≤ t ≤ m − 1.
But (8) is equivalent to (1 − a)(` − s) ≥ 0 which is a valid inequality when ` > s.
uunionsq
We now give the most important theorem of the paper.
Theorem 17 If im < rsm and if for t = 1, . . . ,m− 1
it ≤ st min
{
m−1√r − 1
m−1√r − 1r
,
m−2√2− 1
m−2√2− 12
}
then D(i1, . . . im, r, s1, . . . sm) ≤ s1 · · · sm − (s1 − i1r ) · · · (sm − imr ).
Proof: The idea behind Theorem 17 is to choose it, t = 1, . . . ,m− 1 such that
m−1√s(st − it
r
) ≤ m−1√r(st − it
s
), for s = 1, . . . , r − 1, (9)
and such that
m−2√s(st − it
`
) ≤ m−2
√
`(st − it
s
), for ` = 2, . . . , r, / s = 1, . . . , `− 1. (10)
The first set of inequalities guarantees (A.3) and the second set guarantees (A.2).
Now (9) and (10), respectively, translates to
it
st
≤
m−1√r − m−1√s
m−1√r
s −
m−1√s
r
, (11)
it
st
≤
m−2√`− m−2√s
m−2√
`
s −
m−2√s
`
, (12)
respectively, and then also (A.1) is clearly satisfied. We shall show that the right
side of (11) is smallest possible when s = 1, in which case it equals ( m−1
√
r −
1)/( m−1
√
r− 1/r). And we shall show that the right side of (12) is smallest possible
when ` = 2, s = 1, in which case it equals ( m−2
√
2− 1)/( m−2√2− 1/2).
We first consider (11) where we substitute S = m−1
√
s and R = m−1
√
r to obtain
it
st
≤ R
mSm−1 −Rm−1Sm
Rm − Sm .
We want to demonstrate that the right side is minimal on [1, R[ when S = 1. The
derivative is
(m− 1)R2mSm−2 +RmS2m−2 −mR2m−1Sm−1
(Rm − Sm)2 .
Hence, it suffices to show that the numerator is always positive on ]0, R[. Writing
S = Ra with a ∈]0, 1[ the condition that the numerator should be positive becomes
m−1+am−ma > 0. Plugging in a = 1, equality holds. Therefore the result follows
from the fact that the derivative of m− 1 + am −ma is negative on ]0, 1[.
The above proof not only shows that the minimum of the right side of (11) is
obtained for s = 1. It also applies to demonstrate that the minimum of the right
side of (12) is attained in one of the following cases (` = 2, s = 1), (` = 3, s =
1), . . . , (` = r, s = 1). We next substitute m − 2 with m on the right side of (12)
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to obtain (`1/m − 1)/(`1/m − 1/`). We want to show that the minimal value for
` ∈ [2,∞[ is attained when ` = 2. The derivative is
− (`1/mm− `(m+1)/m + `1/m −m)
m
(
`(m+1)/m − 1)2
where the denominator is always positive and the numerator is positive for ` = 0.
The result follows from the fact that
d
d`
(
`1/mm− `(m+1)/m + `1/m −m)
)
=
(m+ 1)(`−(m−1)/m − `1/m)
m
is negative on ]0,∞[. uunionsq
Remark 18 If r = 1 then (A.2) and (A.3) do not apply and therefore Condition
A reduces to i1 ≤ s1, . . . , im ≤ sm. Hence, in this case Theorem 14 in combination
with Theorem 9 reduce to Theorem 13.
For m = 2 and r arbitrary condition (A.2) does not apply and condition (A.3)
simplifies to
i1 ≤ rs
r + s
s1
for all integers s with 1 ≤ s < r. The minimal upper bound on i1 is attained for
s = 1. Hence, in case of two variables Condition A reads i1 ≤ rr+1s1, i2 < rs2. For
m = 2 and r being arbitrary Theorem 14 therefore equals (4) and (5).
Proposition 19 Assume r = 2 and s1 = · · · = sm = q. Then Condition A simpli-
fies to
m−1∑
t=1
(−1)t+1 2
t+1 − 1
2t
∑
1≤j1<···<jt≤m−1
(Ij1 · · · Ijt) ≤ 1 and Im < 2
where I1 = i1/q, . . . , Im = im/q.
Proof: For r = 2, the conditions (A.2), (A.3) become
(
s1 − i1
2
) · · · (sm−1 − im−1
2
) ≤ 2(s1 − i1) · · · (sm−1 − im−1)
which is equivalent to(
1− I1
2
)
· · ·
(
1− Im−1
2
)
≤ 2(1− I1) · · · (1− Im−1)
m
1 +
m−1∑
t=1
(−1)t(1
2
)t
∑
1≤j1<···<jt≤m−1
(Ij1 · · · Ijt) ≤
2 + 2
m−1∑
t=1
(−1)t
∑
1≤j1<···<jt≤m−1
(Ij1 · · · Ijt)
m
m−1∑
t=1
(−1)t+1 2
t+1 − 1
2t
∑
1≤j1<···<jt≤m−1
(Ij1 · · · Ijt) ≤ 1
and we are through. uunionsq
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2/3
O
2/3
2/3
Fig. 1 The surface 3
2
(I1 + I2 + I3)− 74 (I1I2 + I1I3 + I2I3) + 158 I1I2I3 = 1
Example 20 Let the notation be as in Proposition 19. For r = 2, m = 3 and
s1 = s2 = s3 = q Condition A reads
3
2
(I1 + I2)− 7
4
I1I2 ≤ 1, I3 < 2.
For r = 2, m = 4 and s1 = s2 = s3 = s4 = q Condition A reads
3
2
(I1 + I2 + I3)− 7
4
(I1I2 + I1I3 + I2I3) +
15
8
I1I2I3 ≤ 1, I4 < 2.
This is illustrated in Figure 1.
From Proposition 19 it is clear that in the case of r = 2, for Condition A to
hold we must have it ≤ 23st, t = 1, . . . ,m− 1. The general picture for r arbitrary is
described in the following proposition.
Proposition 21 Assume that (i1, . . . , im, r, s1, . . . , sm) with m ≥ 2 satisfies Con-
dition A. If r ≥ 2 then
i1 ≤ r
r + 1
s1, . . . , im−1 ≤ r
r + 1
sm−1. (13)
Proof: Follows from (A.3), the last part of Remark 18, and the fact that
st − it
`
≥ st − it
s
holds for t = 1, . . . ,m− 1. uunionsq
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Proof of Theorem 14: Let (i1, . . . , im, r, s1, . . . , sm) with m ≥ 2 be such that Condi-
tion A holds. We give an induction proof that
D(i1, . . . , it, l, s1, . . . , st) ≤ s1 · · · st − (s1 − i1` ) · · · (st − it` )
for all 1 ≤ t < m, 1 ≤ ` ≤ r. (14)
For t = 1 the result is clear. Let 1 < t < m and assume the result holds when t is
substituted with t− 1. According to Definition 8 we have
D(i1, . . . , it, l, s1, . . . , st) =
max
(u1,...,ul)∈A(it,`,st)
{
(st − u1 − · · · − u`)D(i1, . . . , it−1, `, s1, . . . , st−1)
+ u1D(i1, . . . , it−1, `− 1, s1, . . . , st−1) + · · ·
+ u`−1D(i1, . . . , it−1, 1, s1, . . . , st−1) + u`s1 · · · st−1
}
where
A(it, `, st) = {(u1, . . . , u`) ∈ N`0 | u1 + · · ·+ u` ≤ st, u1 + 2u2 + · · ·+ `u` ≤ it}
follows from Definition 8. By the above assumptions this implies that
D(i1, . . . , it, `, s1, . . . , st) ≤
max
(u1,...,u`)∈B(it,`,st)
{
st
(
s1 · · · st−1 − (s1 − i1
`
) · · · (st−1 − it−1
`
)
)
+ u1
(
(s1 − i1
`
) · · · (st−1 − it−1
`
)− (s1 − i1
`− 1) · · · (st−1 −
it−1
`− 1)
)
+ · · ·
+ u`−1
(
(s1 − i1
`
) · · · (st−1 − it−1
`
)− (s1 − i1
1
) · · · (st−1 − it−1
1
)
)
+ u`
(
(s1 − i1
`
) · · · (st−1 − it−1
`
)
)}
(15)
where
B(it, `, st) = {(u1, . . . , u`) ∈ Q` | 0 ≤ u1, . . . , u`, u1 + · · ·+ u` ≤ st,
and u1 + 2u2 + · · ·+ `u` ≤ it}.
We have t < m and therefore condition (A.2) applies. We note that
s(s1 − i1
`
) · · · (st−1 − it−1
`
) ≤ `(s1 − i1
s
) · · · (st−1 − it−1
s
)
for s = 1, . . . , `− 1 is equivalent to
(`− s)(s1 − i1
`
) · · · (st−1 − it−1
`
) ≤ `(s1 − i1
`− s ) · · · (st−1 −
it−1
`− s )
for s = 1, . . . , `− 1 which again is equivalent to
`
(
(s1− i1
`
) · · · (st−1− it−1
`
)−(s1− i1
`− s ) · · · (st−1−
it−1
`− s )
) ≤ s(s1− i1
`
) · · · (st−1− it−1
`
)
for s = 1, . . . , `− 1. Therefore the maximal value of (15) is attained for u1 = · · · =
u`−1 = 0 and u` = it` . This concludes the induction proof of (14).
To show (7) we apply similar arguments to the case t = m but use condition (A.3)
rather than condition (A.2).
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Finally we address the last part of Theorem 14. It is clear that the right side of (7)
is smaller than or equal to s1 · · · sm. To see that it is also smaller than or equal to
m∑
t=1
(
(
∏
j = 1, . . . ,m
j 6= t
sj)
it
r
)
(16)
we start by observing that ( ∏
j = 1, . . . ,m
j 6= t
sj
) it
r
equals the volume of
N(t,
it
r
) = {(a1, . . . , am) ∈ Rm0 | 0 ≤ at <
it
r
, 0 ≤ aj ≤ sj
for j ∈ {1, . . . ,m}\{t}}.
The sum of volumes of N(t, itr ), t = 1, . . .m is larger than or equal to the volume of
∪mt=1N(t,
it
r
) = {(a1, . . . , am) ∈ Rm0 | 0 ≤ at ≤ st for t = 1, . . . ,m
and not all j satisfy
ij
r
≤ aj}
which equals the right side of (7). uunionsq
4 Concluding remarks
The results in this paper use the lexicographic ordering. We pose it as a research
problem to investigate if some of them hold for arbitrary monomial orderings.
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