We propose a fully automatic method for detecting the carotid artery from volumetric ultrasound images as a preprocessing stage for building three-dimensional images of the structure of the carotid artery. The proposed detector utilizes support vector machine classifiers to discriminate between carotid artery images and non-carotid artery images using two kinds of LBP-based features. The detector switches between these features depending on the anatomical position along the carotid artery. We evaluate our proposed method using actual clinical cases. Accuracies of detection are 100%, 87.5% and 68.8% for the common carotid artery, internal carotid artery, and external carotid artery sections, respectively.
Introduction
Carotid ultrasonography is commonly used for the therapeutic screening, diagnosis and evaluation of arteriosclerosis [1] . The advantages of carotid ultrasonography include the provision of quantitative and visual information on arteriosclerosis as well as being non-invasive and less expensive than other imaging modalities such as Computed Tomography (CT) and Magnetic Resonance Imaging (MRI). The presence of atherosclerotic disease is seen as a thickening of the intima-media complex (IMC) and plaque lesions in the carotid ultrasound [2] . It is thus very important, in carotid ultrasonography, to observe the walls of the carotid artery.
In current carotid ultrasonographic practice, the examiner moves the ultrasound probe by hand to obtain ultrasound images of the whole carotid artery. The process takes a lengthy and demanding 20-30 minutes per patient.
In recent years, techniques have been proposed for constructing three-dimensional structure of the carotid wall from carotid ultrasound images [3] - [5] . Examiners can easily identify the thickening of the IMC or determine the presence or size of plaque in three dimensions by applying these techniques [6] . They can not only reduce the burden on the examiners but also improve diagnostic accuracy. Figure 1 shows the schematic diagram of the procedure for constructing a three-dimensional structure of the carotid wall from carotid ultrasound images. When constructing a three-dimensional structure of the carotid artery, ultrasound images of the entire carotid artery are initially scanned mechanically or manually. Note that the ultrasound images are normally captured in transverse view when constructing a three-dimensional structure, unlike when measuring intimamedia thickness, where the ultrasound images are captured in longitudinal view [7] . The inside and outside boundaries of the carotid wall are then extracted from the ultrasound images by applying a contour extraction technique, such as an active contour model [8] . Finally, the extracted contours are connected to build the three-dimensional carotid wall structure.
To extract the contours of the carotid artery from the ultrasound images, it is necessary to first identify the approximate location of the carotid artery in each image. With conventional methods of constructing three-dimensional structures of the carotid wall, the examiner has to specify the position of the carotid artery in the ultrasound image manually [3] - [5] , [9] - [11] , or blood flow information is used to identify its position [12] . When the blood flow information is used to identify the carotid artery in transverse view, the examiner has to carefully place the probe to the body surface from a direction that is slightly inclined from the perpendicular to the carotid artery [13] . That means it is difficult to obtain the blood flow stably when ultrasound images of the entire carotid artery are scanned by moving the probe manually. We also think that it is difficult to use these conventional methods at busy medical sites, since they add considerably to examiners' workload.
One alternative to using blood flow information to identify the location of the carotid artery in each image is to detect the location of the carotid artery from B-mode images directly. However, this is a major challenge, since 1) the vessel boundaries are unclear and there are numerous multiple reflection echoes around the vessels, 2) the diameters and the shapes of the carotid artery vary along the length of the carotid artery, and 3) there are numerous variations in appearance that result from the presence of disease.
The objective of our study is to reduce the burden on examiners during carotid artery examinations when constructing three-dimensional models of the carotid artery. We Copyright c 2015 The Institute of Electronics, Information and Communication Engineers propose a fully automatic method for detecting the position of the carotid artery [14] . Although our proposed method focuses on position detection, it is possible to realize the construction of the three-dimensional carotid artery structure by combining carotid contour extraction prior arts [3] - [5] .
Our proposed method can automatically detect the position of the carotid artery from ultrasound images by applying machine learning techniques in real time. We adopt features based on local binary patterns (LBPs) [15] , [16] , which are robust to variations in brightness, contrast and shapes in the machine learning process. We also use two types of features based on LBPs that depend on the position along the carotid artery to accurately detect those image characteristics that change at these positions. The proposed method also narrows the search area for detection based on previous detection results and runs the detection process in real time.
Our proposed method brings several benefits to examiners. For example, the user does not have to specify the position of the carotid artery, and image acquisition is simple, since the proposed method uses only B-mode images and not blood flow information. From the technical point of view, the novelties of the proposed method are 1) detecting the carotid artery by switching between two types of features depending on the position along the artery in consideration of the characteristics of carotid ultrasound images, 2) finding the bifurcation by monitoring the diameter of the artery and correctly detecting the two arteries after the bifurcation, and 3) narrowing the search area in consideration of the connectivity of the carotid artery in the three-dimensional space to suppress false positives and reduce computational costs.
In a report related to our study, Golemati et al. propose a method of automatically detecting the carotid artery in a transverse view from ultrasound B-mode images using a Hough transform [17] , [18] . However, their methods are evaluated only for those images that include the common carotid artery (CCA), which means that the images include only one artery. In contrast, our proposed method can be applied not only to images including the common carotid artery but also to images that include the internal and external carotid arteries (ICA and ECA), i.e., images that include both arteries.
Our paper is organized as follows. In Sect. 2, we describe the basic configuration of a classifier used in the proposed detector, and the details of the proposed carotid artery detector. In Sect. 3, we show the performance of the proposed classifier and the proposed detector using clinical cases, and discuss the benefit and the limitation of the proposed method. Figure 2 is a diagrammatic illustration of the human carotid artery and a method of obtaining ultrasound images. The proposed method uses time series (volumetric) ultrasound images of the carotid artery obtained by manually scanning towards the head from the heart side using a onedimensional ultrasonic probe. The carotid artery is depicted in transversal view in the ultrasound images. The scanning method in Fig. 2 is the standard way of observing the carotid artery in transversal view for carotid ultrasound screening. Table 1 . In Table 1 , "Percentage constituent" means the ratio of the number of images in the section to the number of all the images. The total number of the images is about 20,000. As shown in Fig. 2, Fig. 3 and Table 1 , the CCA is initially observed and the shape of the CCA in the transversal view is observed as a circle. As scanning proceeds towards the head, the diameter of the carotid artery increases and the shape of the carotid artery changes to an ellipse and then a snowman-like outline at the carotid bulb. Next, the artery bifurcates into the ICA and the ECA. These arteries are observed as circular shapes with diameters that are smaller than the CCA. Also, the vessel walls of the ICA and the ECA are less clear than the vessel wall of the CCA, since the ICA and the ECA are small and run deep.
Proposed Method

Characteristics of Carotid Artery Ultrasound Images
Basic Configuration of Classifier Used in Our Proposed Method
The proposed method detects the carotid artery in each frame in the ultrasound image sequence, and outputs the position of the carotid artery in the frame. The proposed method consists of two functions. The first one is "classifier" which tells an image in a small window is carotid artery or not. The second one is "detector" which detects carotoid arteries from whole area of an input image by using the classifier. The details of the proposed classifier and detector are described in this section and the next section, respectively. We design a classifier for detecting circular and elliptical structures, since the period where the carotid artery is observed as a snowman-like outline is very short as shown in Table 1 , and might be detected as two circulars by using two detection windows.
We use a sliding window scheme [19] with a fixed window size for detecting the carotid artery. We will describe the details how to use the sliding window scheme in the proposed method in Sect. 2.3. We also use the linear support vector machine (SVM) to discriminate whether or not the scanning window includes the carotid artery. One of the features used in the classifier is local binary patterns (LBPs) [15] . Figure 4 (a) is a diagrammatic illustration of LBPs. In LBPs, the pixel of interest is compared with its nneighboring pixels. If the value of the pixel of interest is greater than the neighboring values, it returns "1". If not, it returns "0". This gives it an n-digit binary number. The binary number is the feature of the pixel of interest. In our proposed method, we use eight neighboring pixels. LBPs can capture the texture of the carotid artery from ultrasound images, which are much less clear than ordinary photographic images.
In addition, the vessel walls of the ICA and the ECA are less clear than the vessel wall in the CCA, as mentioned in Sect. 2.1. Hence we also use staggered LBPs [20] as the second feature. Figure 4 (b) is a diagrammatic illustration of staggered LBPs. In staggered LBPs, the pixel of interest is compared with its neighboring pixels over a wider area for the standard LBPs. The locations of the neighboring pixels are also staggered. We select pixels to be compared with the pixel of interest from the pixels in three circles. The center of these circles is the pixel of interest and the radius of the circles are 1, 3 and 5 as shown in Fig. 4 (b) . Staggered LBPs capture the texture more broadly by changing the angle and the distance from the pixel of interest. And the staggered LBPs are effective for low-resolution images and noisy images with relatively small amount of bits.
The scanning window is divided into a plurality of small overlapped blocks and the feature vectors are obtained for the small blocks to allow local variations of the vessel wall. The frequency histograms of the feature patterns for the small blocks are concatenated. When a frequency histogram for the i-th small block in a window is
where K is the number of bins in the histogram for a small block, a feature vector for a window is
where N is the number of small blocks in a window.
We give positive samples with desired output value +1 and negative samples with desired output value −1 to the classifier when we train the classifier. When an image in a window is classified in the classification stage, the classifier outputs a real value as a score [22] .
We will show the performance evaluation of the proposed classifier in Sect. 3.2.
Proposed Carotid Artery Detector
Using the SVM classifiers mentioned in Sect. 2.2, we construct the carotid artery detector. As mentioned in Sect. 2.1, the input data to the proposed detector comprises time series (volumetric) ultrasound images of the carotid artery, obtained by manually scanning from the heart towards the head. Figure 5 shows the procedure for detecting the carotid artery location in a frame. The input image is broken down into multiple resolution images. The sliding window scheme is applied to each image resolution. The window size is 64 by 64 pixels. The windows identified as including the carotid artery area are mapped onto the input image and merged into groups according to their position. The scores for windows which are obtained as outputs of the SVM classifier are integrated in each group. The score of the SVM classifier is obtained using the method described in [22] . The group with the highest score is selected as the final detection result. Figure 6 shows the flow chart of the proposed detector for detecting carotid artery from time-series (volumetric) ultrasound images by changing the parameters of the detector, e.g., the feature, the number of resolutions and the search range. Initially the detector is placed in Full Search mode, in which the detection process is performed for a whole frame for each resolution image with a sliding window scheme [19] as shown in Fig. 5 , it detects the CCA in each frame. In Full Search mode, the number of layers is 5. And the detector uses the LBP feature, since it is suitable for detecting the CCA as mentioned in Sect. 3.2.
If the CCA is continuously detected over several frames, the detector switches to Track and Search mode. In this mode, the proposed method narrows the search area and constrains the scales of the image pyramid based on the detection result of the previous frame. It is based on the anatomical knowledge that the positions and the sizes of the carotid artery do not change dramatically. We can at the same time suppress false positives for similarly shaped regions and improve the processing speed. In Track and Search mode, the number of layers is 2 or 3. It is decided by the detection results of the previous frame.
In Track and Search mode, the detector also tries to find the bifurcation. Figure 7 is a schematic diagram of the procedure employed to find the bifurcation. As shown in Fig. 7 (a) , the bifurcation is located by monitoring the variation in size of the vessel diameter. As mentioned in Sect. 2.1, the diameter increases at the carotid bulb and then decreases rapidly after the bifurcation. If the difference between the maximum diameter of the carotid artery in past frames and the mean of the diameters in the latest few frames exceeds a threshold value, the detector determines that it has detected the bifurcation.
The search area for the CCA is used to detect the ICA after the bifurcation. The detector also embarks on a new search area for the ECA. Figure 7 (b) shows how the new search area for the ECA is set. Topological knowledge of the carotid artery is utilized when the detector adds the new search area for the ECA, i.e. the center of the new search area for the ECA is placed at the point of symmetry at the center of the search area for the ICA.
There are two search areas after the bifurcation: one for the ICA and the other for the ECA. The detection procedure is almost the same as the procedure in Track and Search mode for the CCA. The only difference is that the staggered LBP feature is used to detect the ICA and the ECA in accordance with the findings described in Sect. 3.2.
Experimental Results
Experimental Conditions
We conducted experiments to evaluate the performance of the proposed classifier and detector. The experimental conditions are as follows.
We evaluated the proposed carotid artery detector using clinical cases obtained in a medical institution. This study was IRB-approved and all patients gave informed consent prior to examination. The ultrasound images were obtained using a CardioHealth Station (Panasonic Healthcare Co., Ltd., Japan). Each sequence consisted of 256 frames. The size of each frame is 512×512 pixels and it corresponds to about 40×40 mm. The space between adjacent frames is about 0.2 mm. The bit depth of each pixel is 8.
We obtained 94 sequences for different patients (from 30 to 89 years old). Those sequences were obtained from male and female patients, left and right carotid arteries. Some sequences have plaques. We used 78 sequences for training and testing the classifier and remaining 16 sequences for evaluating the proposed detector. The reason why we used more sequences for training and testing the classifier than evaluating the detector is that we think the performance of the classifier is more important than that of the detector, i.e., the performance of the detector depends on the performance of the classifier.
Performance Evaluation of Proposed Classifier
We conducted two experiments to evaluate the performance of the proposed classifier. In our first experiment, we evaluated the performance of the classifier by changing the data set in the training phase. We used only the LBP as the feature in the first experiment. We then, in our second experiment, evaluated how the performance of the proposed classifier changed to the type of feature. We compared the LBP and the staggered LBP features used in the proposed classifier with histograms oriented gradients (HOG) feature [21] , which are widely used in image recognition. In [21] , two methods for binning the histogram are mentioned. The bins are evenly spaced over 0-180 degrees ("unsigned" gradient) or 0-360 degrees ("signed" gradient). We refer to the former method as "HOG180" and the latter method as "HOG360". When we use HOG180 and HOG360, the method to build feature vectors, e.g. the window size, the block size and the frequency histogram, are almost same as using LBP. The only difference is the number of dimension for each feature vector as mentioned later. We prepared positive (carotid) samples, which included the carotid artery and were normalized to 64 × 64 pixels relative to the upper and lower end position of the carotid artery, and negative (non-carotid) samples. We used different image sets for the training phase and the classification (test) phase of the classifier. The samples in the training set were selected from 50 sequences. The samples in the test set were selected from 28 sequences which were different from the sequences used in the training set. We also prepared two data sets for each image set, CCA and ICA/ECA data sets. Note that plaque cases are included randomly in the positive samples in the training and test sets. Table 2 shows the number of images in the image sets and the data sets.
The size of the small blocks when dividing a scanning window is set to 16 × 16 pixels, and we obtained 49 small regions in the scanning window by shifting the small region by 8 pixels horizontally and vertically. The division method was the same for all kinds of features. Table 3 shows the number of dimension for each feature vector. We built classifiers with a linear SVM and compared the performance We can control the balance between the true positive rate and the false positive rate by changing a threshold value for the score. When the output value is greater than the threshold value, the input image is classified to the positive class, and vise versa. If an ROC curve for a method is located at the upper left in the graph, that means the performance of the method is high. Figure 8 shows the performance of classifiers with different training sets in the results of the first experiment. Figure 8 (a) shows the results when the training is conducted with three different sets (all data sets, the CCA data set and the ICA/ECA data set) and the classification is conducted for the CCA data set. Figure 8 (b) shows the results when the training is conducted with three different sets (all data sets, the CCA data set and the ICA/ECA data set) and the classification is conducted for the ICA/ECA data set. In Fig. 8 , 'ALL', 'CCA' and 'ICA/ECA' show the results when the training is conducted using all data sets, the CCA data set and the ICA/ECA data set, respectively.
As shown in Fig. 8 (a) , the performance of the classifier for the CCA data set degrades if the training data set includes the ICA/ECA data set. Hence, the classifier for the CCA should be trained by using the CCA data set only.
As shown in Fig. 8 (b) , the performances of the classifiers for the ICA/ECA data set using three kinds of training data sets are almost the same when the LBP is used as the feature. The training data set that gives the best performance in the classification depends on how the false positive rate is chosen. Figure 9 shows the results of the second experiment, which evaluates the performance of the classifier depending on the types of features. Figure 9 (a) shows the performance of the classifiers for the CCA data set. For the CCA data set, features other than HOG180 showed better performance, with the LBPs showing the best performance with a true positive rate of 99.7% when the false positive rate is 1.0e-4 and a true positive rate of 97.2% when the false positive rate is 1.0e-5. We also observed performance degradation in the low false positive rates in the staggered LBP and the HOG180. Figure 9 (b) shows the performance of the classifiers for the ICA/ECA data set. The performance for all classifiers degrades for the ICA/ECA data set compared to the CCA data set. Staggered LBPs show the best performance, with a true positive rate of 94.0% when the false positive rate is 1.0e-4, which is higher by nearly 4 points than other features. The characteristics of staggered LBPs, by referring to a wider area when calculating the feature vectors, act effectively on unclear vessels such as the ICA and the ECA.
In addition to the above experiments, we observed the score of the classifier. We evaluated how the score of the classifier in the classification phase appears for the CCA data set. We used LBPs as the feature in this evaluation. The score of the SVM classifier is obtained using the method described in [22] . Figure 10 shows the results of the evaluation. Figure 10 shows the distribution of the scores in the classification phase. Examples of samples with low and high scores in negative and positive samples are also shown.
In Fig. 10 , a strong correlation is seen between clearness of the vessel and the score. More specifically, the score is higher when the vessel wall is clearly observed, and the score is lower when the inside of the vessel appears black. We confirmed that the classifier correctly learned the short axis images of the carotid artery.
Performance Evaluation of Proposed Detector
We used 16 sequences for different patients and checked if the carotid artery was detected stably for each period of the CCA, ICA and ECA. We designated detection failure if the carotid artery could not be detected for two consecutive frames even if the detection succeeded otherwise. The criteria of success in the detection are the position of the detected window is within 25% of the window size from the carotid artery and the size of the detected window is from 75% to 125% of the carotid artery size. We also measured the computational time of the detection process. The classifiers used (11/16) in the detector were trained using the training set employed in the experiment mentioned in Sect. 3.2, selected from different sequences from the above-mentioned 16 sequences. Plaques could be seen in 7 sequences. An important parameter other than the parameters mentioned in Sect. 2.3 is a threshold for the score of the classifier. We use ±0.0 for the threshold value by referring to the results shown in Figs. 8-10 . The threshold value corresponds to 99.8% of the true positive value and 2.16 × 10 Table 4 shows the experimental results. The accuracies of detection were 100% (16/16), 87.5% (14/16) and 68.8% (11/16) for the CCA, the ICA and the ECA sections, respectively. The accuracy for the ECA is lower than the others, this is due to the vessel boundary of the ECA being less clear than the boundaries of the CCA and the ICA. We also confirmed that the detection accuracies are almost the same for cases with and without plaques, and that the bifurcation could be detected correctly in all sequences. Figure 11 illustrates the first example of the detection results: a case without plaques. As can be seen here, our proposed method successfully detects the carotid artery. Figure 12 shows the second example of the detection results. Plaques can be seen in the CCA section in this case. As can be seen from Fig. 12 , the proposed method detects the carotid artery successfully, even if plaques are present. Figure 13 shows a third example of detection results, in this event a failure. The ECA section cannot be detected after the bifurcation, since the score of the detector is smaller than the threshold, due to the ambiguous nature of the vessel wall of the ECA. Finally, Fig. 14 shows a fourth example of detection results, another failure. In this example, the ECA section is falsely detected. False detection sometimes happens after the bifurcation, as in this example, This is because circular regions such as veins can be observed in the ROI after the bifurcation. Once a circular region other than the ECA is detected, the detector tracks the region.
To summarize five failure cases for the ECA section, the ECA section cannot be detected after the bifurcation in two cases and circular regions other than ECA such as veins are falsely detected as the ECA section in three cases.
As for computational time, we measured the processing time using a computer with an Intel Core i7 3.2 GHz CPU and 24 GB memory. All the frames in the sequence were first loaded from the HDD to memory. We then measured the processing time needed for detection, including feature vector extraction for each frame as off-line processing. The average processing time was about 116 msec/frame in Full Search mode for the CCA, and about 15 msec/frame in Track and Search mode. We thus confirm that it is possible to detect the carotid artery in real time.
Discussion
We discuss the benefit and the limitation of the proposed method in this section.
First, the proposed classifier captures the texture of the image by comparing the pixel values between adjacent pixels with the LBPs, not using the pixel values themselves. Hence the proposed method has the robustness to changes of the pixel values to some extent. On the other hand, the proposed classifier cannot detect a vessel when the contour of the vessel wall is very unclear or broken as the cases shown in Fig. 10 (b) . Those kinds of images can be observed in the ECA section which is small and runs deep. Although we showed the performance of the classifier using the staggered LBPs, which can capture ambiguous edges by comparing pixel values more broadly than the standard LBPs, was better than the other features like LBP and HOG for the ICA and the ECA sections, better features might be desired. This is one of the future research items.
Second, as mentioned in Sect. 3.3, the proposed detector shows high detection accuracies for the CCA and the ICA sections even for cases with plaques. Moreover, the bifurcation could be detected correctly in all sequences. On the other hand, the detection accuracy for the ECA is lower than the CCA and the ICA. One of the reasons is the same as the reason mentioned in the limitation of the proposed classifier. Another reason is that the proposed classifier falsely detects circular regions other than carotid arteries such as veins, since the vein runs shallow and can be seen clearer than the ECA. Although the proposed method narrows the search area in Track and Search mode not to detect other blood vessels, we need further improvement. For example, considering the correlation between frames or extension of the LBP feature to three dimension might be effective to capture the image characteristic for both spatially and temporally. Although the performance of the proposed detector for the ECA section is not so high, we have comments from medical staff that our detector is usable in clinical sites. We have a plan to verify the usability of our detector in clinical sites.
Finally, the number of sequences to evaluate the performance of the proposed detector is limited. As we described in Sect. 3.1, we used more sequences for training and testing the classifier than evaluating the detector since we think the performance of the classifier is more important than that of the detector. We will have to evaluate the performance of the proposed detector by using more sequences in future. And we evaluated the proposed method by using sequences captured with a ultrasound machine. We will evaluate the robustness of the proposed method by using other ultrasound machines.
Conclusion
In this paper, we proposed a fully automatic method for detecting the carotid artery from volumetric ultrasound images in real time using a machine learning technique. The proposed method uses a linear SVM classifier with two types of features based on LBPs to detect the carotid arteries. The experimental results using clinical cases showed the effectiveness of the proposed method.
Items for future research are to improve the accuracy of detection of the ECA, to evaluate the performance of the construction of a three-dimensional carotid artery structure by combining the proposed method and contour extraction techniques, to evaluate the performance of the proposed method using a non-linear SVM classifier, and to evaluate the robustness of the proposed method using more image sequences or image sequences obtained by different ultrasound diagnosis systems. 
